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Summary
This thesis presents a search for supersymmetry using the dataset taken by ATLAS at the
Large Hadron Collider with
√
s =8 TeV during 2012. Events with four or more leptons are
selected and required to satisfy additional kinematic criteria that define optimised signal
regions. These criteria are chosen to reject the majority of events produced by Stand-
ard Model processes, whilst retaining a large fraction of events produced by a variety of
proposed supersymmetry scenarios. The expected number of Standard Model events are
estimated using a combination of Monte Carlo and data-driven methods, the predictions
of which are tested against data in specifically designed validation regions. No signific-
ant deviations from the Standard Model estimations are observed within statistical and
systematic uncertainties. Exclusion limits are then set at 95% confidence level (CL) on a
wide range of R-parity conserving and R-parity violating supersymmetry simplified mod-
els, as well as models of general gauge mediated supersymmetry. In R-parity violating
models, 95% CL exclusion limits of 1350 GeV and 750 GeV are set on the masses of glui-
nos and charginos respectively. Exclusion limits are also set at 95% CL up to 620 GeV on
the mass of heavy neutralinos for an R-parity conserving scenario with decays via right-
handed sleptons. Results are also presented for the combination of the four lepton analysis
with another lepton-rich supersymmetry search.
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1Chapter 1
Introduction
The content of this thesis is taken from work carried out during the 3.5 years of my
time undertaking a PhD on the ATLAS experiment at the Large Hadron Collider. The
detailed analysis considers a search for supersymmetry using events containing four or
more electrons, muons or taus, from the ATLAS dataset taken in 2012. The results from
this analysis were made public in the Physical Review D journal in May 2014 [1]. Chapter 2
provides an overview of particle physics theory as it stands, the questions which remain
unanswered, and an introduction to supersymmetry as an extension of the current model.
Details of the Large Hadron Collider and the ATLAS detector used for producing and
detecting the high energy data used by this analysis are included in Chapter 3. Chapter 4
then discusses the software required to process data collected at ATLAS, and to produce
simulated events. The four lepton analysis is introduced in Chapter 5, including the dataset
and simulated samples used, signal scenarios considered and the signal region optimisation.
Chapter 6 discusses the background estimation and systematic uncertainties. The results
of this analysis are then presented in Chapter 7, along with the results produced by
combining these with the results from a trilepton supersymmetry analysis, and modifying
some of the considered scenarios.
2Chapter 2
The Standard Model of Particle
Physics and Beyond
2.1 Introduction
The Standard Model (SM) of particle physics has remained the preferred theoretical model
since its conception during the 1960’s and 70’s [2]. It is a gauge invariant quantum field
theory with symmetry group SU(3)C⊗SU(2)L⊗U(1)Y which describes interactions of three
of the four fundamental forces (weak, electromagnetic (EM), and strong). Symmetries
are key to the SM, and are described mathematically by group theory. Each symmetry
has a conserved property associated with it, as stated by Noether’s theorem [3]. These
symmetries can also be broken in nature, which leads to violation of conservation laws,
and changes to the involved gauge fields.
The SM predicts many measurable quantities which have been well experimentally
verified, and has predicted the existence of particles prior to their discovery, for example
the W boson, Z boson and τ lepton. Most recently the Higgs Boson was discovered at
the Large Hadron Collider (LHC) in 2012 [4,5], completing the observation of all particles
expected by the SM. However, the description does not extend well to the higher energy
regime. In particular, infinite divergences are introduced when considering the Higgs
couplings which cannot be explained by the model, and suggest that some higher energy
physics needs to be involved. There are other known problems with the SM: there is no
known way to include the gravitational force, the values of the particle masses are not
explained, and phenomena have been observed which are not consistent with the model
as it stands.
A range of theories have been developed in the last few decades which approximate
3the SM in the low energy regime, while extending it to higher energy regimes to explain
some of these flaws. The most popular of these is supersymmetry, which postulates an
additional symmetry resulting in a set of particles and associated new physics at higher
energies [6]. These particles are more massive than those present in the SM, and so require
higher energies in order to be produced at collider experiments and observed. The topic of
this thesis is a search for evidence of these massive supersymmetric particles. This chapter
will provide a brief overview of the SM, highlighting the areas where the description is
incomplete. There will then be a general discussion of supersymmetry, including some
specific formulations which are relevant to this analysis.
2.2 Particle Content of the SM
The particles present within the SM can be divided into two groups based on the values of
their spin. Fermions have half-integer spin values, and comprise the matter component of
the model, whilst bosons have integer-spin values. So-called gauge bosons form a subset
of these with spin=1 and are mediators of the fundamental forces described. The fermions
can be further subdivided into two groups of fundamental particles called quarks and
leptons. These are both classified into three families or generations, consisting of SU(2)
doublets. The masses of the particles in each family get progressively heavier. The three
lepton families of electron e, muon µ, and tau τ , have doublets comprised of an electrically
neutral neutrino ν and a charged lepton of the same flavour: νe
e−
 ,
 νµ
µ−
 ,
 ντ
τ−
 .
The properties of the leptons are summarised in Table 2.1. Each generation possesses
a characteristic quantum number designated the electron (Le), muon (Lµ), and tau (Lτ )
lepton numbers.
The six quarks present in the SM are also arranged into SU(2) doublets of three
families:  u
d
 ,
 c
s
 ,
 t
b
 .
Some of the properties of these are summarised in Table 2.2. They have fractional electric
charges of 23 for the “up-type” quarks and −13 for the “down-type” quarks. These occupy
the top and bottom positions in the doublets displayed above, respectively. All quarks
possess an additional property, known as colour charge, which can have three different
4Table 2.1: Some properties of the three generations of leptons present within the Standard
Model [7].
Particle Charge Mass [MeV] Le Lµ Lτ
νe 0 <2.25×10−7 1 0 0
e− -1 0.51 1 0 0
νµ 0 <0.19×10−7 0 1 0
µ− -1 105.66 0 1 0
ντ 0 <18.2×10−7 0 0 1
τ− -1 1776.82 0 0 1
values labelled as “red”, “green” and “blue”. Due to confinement, which will be discussed
in more detail in Section 2.3.3, quarks do not exist in isolation, and instead group together
to form hadrons. A hadron containing three quarks is referred to as a baryon, and common
examples are protons and neutrons. The quantum number listed in the final column of
Table 2.2, known as the baryon number, will always be one for baryonic bound states.
Table 2.2: Some properties of the three generations of quarks present within the Standard
Model [7].
Particle Charge Mass [MeV] Baryon number
Down (d) -13 4.8
1
3
Up (u) 23 2.3
1
3
Strange (s) -13 95
1
3
Charm (c) 23 1275
1
3
Bottom (b) -13 4180
1
3
Top (t) 23 173070
1
3
The properties of the integer-spin vector bosons present in the SM are summarised
in Table 2.3. The photon is a massless, electrically neutral gauge boson which mediates
electromagnetic (EM) interactions. Three massive bosons mediate the weak force, the
charged W+ and W− bosons and the electrically neutral Z0 boson. The mediator of
the strong force, the gluon, is massless and electrically neutral, but carries colour charge.
These bosons all have spin values of 1. A spin 2 mediator of gravity, the graviton, has also
been proposed, although this has not yet been verified experimentally so is not included
here [8].
5Table 2.3: Some properties of the gauge bosons present in the SM and the forces which
they mediate [7].
Gauge Boson Mass [GeV] Charge Spin Force
Photon γ 0 0 1 Electromagnetic
W± 80.39 ± 1 1 Weak
Z 91.19 0 1
Gluon g 0 0 1 Strong
The SM also contains a scalar boson referred to as the Higgs boson, which has been
very recently experimentally verified at the LHC [4, 5]. It is electrically neutral, with a
spin value of 0 and mass of approximately 126 GeV [4, 5]. It is also a complex SU(2)
doublet in the SM, which is key to generating fermion masses within the theory. This will
be discussed in much more detail in Section 2.3.2.
The Dirac equation predicts an antiparticle for each particle [9], with identical mass
and spin but opposite charge. The charged leptons each have an antiparticle with negative
charge, denoted e+, µ+ and τ+. This has not been experimentally validated for the
neutrinos, and the theory that they could be their own antiparticles was proposed by
Majorana in 1937 [10]. Anti-quarks not only have opposite electrical charge to their
standard counterparts but also opposite colour charge, which is labelled as anti-red, anti-
blue and anti-green.
2.3 Forces
The fermionic particles in the SM interact via the EM, weak and strong forces. These
interactions are mediated by the bosonic particles, as has already been discussed. The
EM force is associated with electric charge, and therefore affects the charged leptons and
quarks but not the neutrinos which are electrically neutral. The weak force is related
to particle chirality or handedness, and only the left-handed components of particles feel
this interaction. The lepton and quark doublets which have been previously discussed are
actually comprised of the left-handed components of the included particles. These are
accompanied by the right-handed singlets: e−R, µ
−
R, τ
−
R ; and uR, dR, sR, cR, bR, and tR;
in the lepton and quark sectors respectively. Neutrinos have only ever been observed to
have a left-handed component (and only a right-handed component in the case of anti-
neutrinos). The selective action of the weak force on only left-handed particles violates
6parity conservation, which is otherwise conserved within the SM. Quark states interacting
via the weak force are mixtures of the mass eigenstates of the SM, defined by the CKM
mixing matrix [11]. The strong force involves interactions between particles with colour
charge, i.e. the quarks and the strong mediator, the gluon.
These interactions are described by the component gauge symmetries of the SM.
Quantum electrodynamics (QED) provides an effective description of the EM force, and
has displayed predictive power to a very high precision. The mathematical formulation
will be covered in Section 2.3.1. The weak force, however, cannot be explained consistently
with similar methods, and requires unification with the EM force, which will be discussed
in Section 2.3.2. Finally, the strong interaction is described almost entirely independently
with quantum chromodynamics (QCD), and does not unify with the other forces within
the remit of the SM. QCD is discussed in Section 2.3.3.
2.3.1 Quantum Electrodynamics
QED was the first quantum field theory to be developed [12–14], and is invariant under
the unitary gauge group U(1)Q [15]. The associated conserved quantity is the electric
charge. An interaction between a charged spin-12 field Ψ with mass m and the EM field is
described by the Lagrangian:
L = −1
4
FµνF
µν + Ψ¯(iγµDµ −m)Ψ. (2.1)
The electromagnetic field tensor Fµν [3] is defined in terms of the covariant four-potential
of the EM field Aµ as:
Fµν = ∂µAν − ∂νAµ, (2.2)
where ∂µ is the partial derivative
∂
∂xµ
. The gauge covariant derivative Dµ is defined as:
Dµ = ∂µ + iqAµ, (2.3)
where q is the electric charge of the spin-12 field. The U(1) group is Abelian, meaning that
the generators of the group all commute. The physical consequence of this is the electrical
neutrality of the photon, and the fact that it does not self-interact. This is not the case
for all of the fundamental forces in the SM.
2.3.2 Electroweak Unification and Symmetry Breaking
Formulating an equivalent description to QED for the weak interaction is problematic. The
force has a short range (approximately 10−17 m) [2] which means it must be mediated by
7massive gauge bosons (now known to be the W± and Z). Theories which included these
massive gauge bosons were formulated [16] but these are all plagued by a lack of gauge
invariance or renormalisability. This led to theorists considering a gauge invariance which
was hidden, due to the associated symmetry being broken above the observable energy
scale (at the order of 100 GeV). This hidden gauge is of the group SU(2)L⊗U(1)Y , and
corresponds to the unification of the EM and weak interactions. The specific formulation
of the breaking mechanism was proposed in the form of a scalar field which falls into a
vacuum expectation value (VEV) below a certain energy threshold, spontaneously breaking
the hidden gauge invariance [17–19]. This results in the only remaining gauge invariance
at the observable energy scale being that which is seen in QED.
A mathematical description of unified electroweak interactions was first developed by
Glashow [20], Salam [21] and Weinberg [22] in the 1960’s. The generators of the SU(2)
and U(1) components of the gauge theory are the third component of the weak isospin T 3
and the weak hypercharge Y . The isospin is related to chirality. The left-handed SU(2)
doublets which were introduced in Section 2.2 each contain a component with T 3 =1/2
(the up-type quarks and the neutrinos) and a component with T 3 =-1/2 (the down-type
quarks and the charged leptons). The right-handed SU(2) singlets all have a T 3 value
of zero, resulting in them not coupling to the weak force. The weak isospin and weak
hypercharge generators are related to the electric charge generator seen in QED by the
Gell-Mann-Nishijima formula [23,24]:
Q = T 3 +
1
2
Y. (2.4)
Three gauge fields W aµ (a=1,2,3) correspond to the exchange of T
3, and have values of
+1, 0 and -1. A fourth relates to the exchange of hypercharge, and is denoted B0. At this
point, all of the gauge fields are massless.
The Higgs field is introduced as a complex scalar doublet, which will transform under
SU(2)L as a T
3 =1/2 doublet and has four real components, and hence four degrees of
freedom. It has a potential (see Figure 2.1) with a non-zero vacuum expectation value
(VEV) which forms a circular trough in the complex plane. Any point within this trough
will be a minimum. The symmetry breaking is visualised by the arrow, which shows a
movement from the centre of the potential where the symmetry is unbroken to a randomly
chosen point in the minimum where this symmetry is no longer visible. The selection of
a “direction” in which to reach the VEV breaks the symmetry. The interaction of the
Higgs field at this VEV with the SU(2)W⊗U(1)Y gauge fields creates screening currents
which result in the three W aµ fields acquiring mass. The fourth SU(2)W⊗U(1)Y gauge
8field B0 remains massless. In the process, the Higgs field is reduced to a spinless scalar,
corresponding to a massive Higgs boson particle.
Figure 2.1: Higgs potential V (φ) in the complex plane. The vacuum corresponds to a
randomly chosen point within the potential minimum, the movement from the centre of
the potential to this point corresponds to a massive scalar Higgs boson. [25].
The W aµ and B
0 do not directly correspond to the charged W±, Z0 and photon gauge
fields. Instead these are comprised of mixtures of the four given by:
W±µ =
W 1µ ∓ iW 2µ√
2
, (2.5)
Zµ = W
3
µcosθW −BµsinθW , (2.6)
and
Aµ = W
3
µsinθW +BµcosθW . (2.7)
The variable θW is called the Glashow-Weinberg angle and relates the coupling constants
of the weak and EM interactions. This can be used to relate the masses of the W and Z
bosons:
MZ =
MW
cosθW
. (2.8)
The inclusion of a Bµ component in the Zµ field allows it to also couple to right-handed
particles as observed in experiment, unlike the W± fields. The fermions do not gain masses
in the act of electroweak symmetry breaking but afterwards due to interactions with the
Higgs boson.
92.3.3 Quantum Chromodynamics
Each quark in the SM has three associated fields corresponding to the different flavour
states of red, green and blue. Quarks can be described as colour triplets e.g.
q =

qr
qg
qb
 .
These triplets are invariant under SU(3)c transformations, which describe strong interac-
tions. There are eight generators associated with this group, which correspond to eight
real and independent gluon gauge fields, each of which is defined by a linear combina-
tion of colour and anti-colour states. The group is non-Abelian, so these generators do
not commute, corresponding to interaction terms between the gluons. The Lagrangian
density of the strong force is defined as:
L = −1
4
8∑
a=1
GaµνG
aµν +
6∑
f=1
[q¯f iγ
µ(∂µ + igGµ)qf −mf q¯fqf ], (2.9)
where
Gµ =
1
2
8∑
a=1
Gaµλa, (2.10)
is a sum over all the gluon states and λa - the Gell-Mann matrices. The index f refers to
the quark flavours, and q are quark colour triplet states.
The coupling of strong interactions increases with increasing distance, corresponding
to decreasing energy, and is smaller at short range, which corresponds to high energy. This
is due to the gluon self-interaction loop processes and has two main consequences. It has
already been mentioned that quarks can form bound states, but in fact it is impossible
for them to remain “bare” and unbound in order to be observed. This is also the case for
gluons. As the distance between them increases, it becomes more energetically favourable
for the quarks to create a bound state with additional quarks than it is for them to
remain free. This is referred to as confinement and results in coloured particles at collider
experiments being observed as “jets” - sprays of hadronic particles which have formed in
the detector. In addition to the baryons mentioned in Section 2.2 that consist of three
bound quarks, they can also form mesons, which are quark anti-quark pairs. These are
both colour-neutral states that can then be observed. The second consequence is that at
higher energy the strong interaction is weaker (referred to as asymptotic freedom), which
allows it to be calculated perturbatively, whereas at lower energy it cannot be.
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2.4 Problems with the Standard Model
It was discussed in Section 2.3.2 that the fermion masses can be produced from coupling
terms with the Higgs boson. However, the Higgs mass squared term receives corrections
for each of these couplings due to additional higher order loops. The term due to fermionic
loop coupling would be given by:
∆mH
2 = −|λf |
2
8pi2
ΛUV
2 + ..., (2.11)
where additional higher order terms have been ignored in this case. |λf | is the coupling
between the fermionic and Higgs fields and ΛUV is the ultraviolet momentum cut-off that
has been selected as the cut-off value for the loop integral. This cut-off choice is required
to correspond to the energy scale at which any new higher energy physics processes occur.
The Higgs mass is therefore sensitive to the highest energy scale of a given theory and can
be subject to quadratically divergent corrections, causing an infinite Higgs mass squared
parameter.
New physics in the high energy regime is expected partly due to the difference in energy
of sixteen orders of magnitude between electroweak theory and the Planck scale MP [7].
This scale is the energy at which a quantum field theory description of gravity becomes
possible. Not only is some extension or modification required in order to explain the
relationship between the SU(3)c⊗SU(2)L⊗U(1)Y and gravity, but it is expected to be at a
much higher energy. In fact as it stands, the EM and weak forces unify at around 100 GeV,
but although the strong force coupling approaches that of the electroweak coupling in the
SM, there is no further unification of these forces.
It was discussed earlier that the neutrinos do not have couplings to the Higgs boson as
they lack a right-handed component, and they therefore have no mechanism for obtaining
mass within the SM. However, the observation of the phenomenon of neutrino oscilla-
tion [26] suggests that they must have non-zero masses. Neutrinos produced with a given
flavour were observed with a different flavour after propagating some distance. This can be
explained by each of the flavour eigenstates being a superposition of the mass eigenstates.
The phases of the three mass states propagate at different rates due to differences in the
masses of the three neutrinos νe, νµ and ντ . This leads to the mass eigenstate mixture
changing with distance travelled, and eventually this will correspond to a different flavour
eigenstate or neutrino. Some extension is required in order to explain the origin of the
neutrino masses.
Discrepancies in the expected and observed gravitational effects on large-scale astro-
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nomical objects, for example the rotation curves of galaxies [27] and the gravitational
lensing of galaxy clusters, most famously the bullet cluster [28], led to the postulation of
dark matter. The velocity of matter within galaxies is predicted to decrease with distance
from the galaxy centre, as the density of matter decreases. This was not consistent with
measurements showing the velocity remaining relatively constant with distance, despite
there being less observable matter in the outer regions of the galaxy. This suggested that
something must be contributing additional mass in these regions, but which was not com-
prised of normal matter. The same conclusion can be reached when considering the grav-
itational lensing produced by gravitational clusters - the clusters do not contain sufficient
observable matter to account for the expected mass. One of the most favoured theories
for dark matter is that it consists of weakly interacting massive particles (WIMPs) whose
presence would account for these observations. There is no candidate for these particles
(or alternative DM candidates) within the SM as it stands, and it is widely accepted that
some new physics is required to provide an explanation.
In addition to these issues, there are still a number of things which remain unexplained
by the SM. The fermions are arranged into three generations, but there is no obvious
cause behind this. The differences in mass between the fermions do not seem to follow any
pattern, and the top quark is especially massive compared to all other fermions. There
is also the problem referred to as baryon asymmetry [29]. The SM does not contain any
mechanism which would explain the matter dominance of the universe, as matter and
anti-matter would be expected to be produced in equal amounts during the Big Bang,
which would result in everything annihilating. It has been postulated that this could be
due to CP violation, allowing processes resulting in matter to occur more frequently than
the corresponding antimatter processes. CP refers to the combined charge and parity,
and it is expected that this combination will be conserved for interactions within the SM.
As yet however this has not been confirmed experimentally to the degree which would be
required for the level of asymmetry observed.
2.5 Introduction to Supersymmetry and the MSSM
Supersymmetry (SUSY) relates fermionic and bosonic particles, transforming between the
two with a quantum operator Q:
Q|boson〉 = |fermion〉, Q|fermion〉 = |boson〉. (2.12)
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Each SM particle has a supersymmetric partner with a difference in spin of ∆s = 12 , mean-
ing SM fermions will have a bosonic superpartner and vice versa. The supersymmetric
particles are referred to as sparticles and their symbols are identical to the SM convention
but with an additional tilde. Each pair of partners is arranged in a supermultiplet, and due
to their relation to the operator Q and its properties, the two components have identical
masses and quantum numbers, with spin being the only exception.
There are two kinds of supermultiplet, the first is referred to as chiral or scalar, and the
second is referred to as gauge or vector. Chiral supermultiplets contain a Weyl fermion
and a complex scalar field, and they allow different transformations for right and left-
handed components. All leptons and quarks are within chiral supermultiplets, and their
superpartners are sleptons and squarks, where the “s” preceeding the SM name stands
for scalar. The sleptons and squarks participate in the same gauge interactions as their
SM partners, e.g. the superpartners of the left-handed SM fermion components couple
weakly, but the superpartners of the right-handed SM fermion components do not. The
gauge supermultiplets contain a vector boson and two spin-12 fermions. All spin-1 bosons
are arranged in gauge multiplets, and their superpartners, referred to as gauginos, are
spin-12 fermions. The spin-0 Higgs boson has two supermultiplets containing sparticles
with different weak isospin values, referred to as Hu and Hd. These are required to give
mass to both the up-type and down-type sparticles. The supersymmetric Higgs partners
are called the Higgsinos.
The introduction of these SUSY particles with ∆S = 12 compared to their SM partners
naturally provides a solution to the hierarchy problem. The Higgs mass squared potential
also receives corrections for the scalar partners of the SM fermions, of the form:
∆mH
2 = − λS
16pi2
[Λ2UV − ...]. (2.13)
Each SM fermion has two complex scalar partners with a coupling of λS = |λf |2 and
a correction to the Higgs mass squared parameter as shown above. Comparing to Equa-
tion (2.11) which gives the correction of the SM fermion, one can see that the quadratically
divergent term of an SM fermion is cancelled by its scalar superpartners. This is a strong
motivation for theories of supersymmetry.
The Minimal Supersymmetric Standard Model (MSSM) is a supersymmetric extension
to the SM which retains the SU(3)c⊗SU(2)L⊗U(1)Y and has minimal additional particle
content. This additional particle content also has an effect on the “running of the gauge
couplings” i.e. their strength as a function of momentum transfer. It was mentioned
that one of the problems with the SM as it stands is the lack of unification of the strong
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force with the electroweak, which can be seen by considering the running of the gauge
couplings. These cross in the SM, but the strong coupling does not meet the others at
the point where the electromagnetic and weak unify. Figure 2.2 shows the running of the
Figure 2.2: The running of the inverse gauge couplings of the strong, electromagnetic
and weak interactions within the SM (dashed lines) and for the MSSM with two possible
sparticle mass scales at 500 GeV and 1.5 TeV (red and blue solid lines) [6].
couplings for the SM and the MSSM, which has different coefficients due to the additional
particles involved in the gauge interactions. This leads to the approximate unification of
all three interaction coupling strengths, and although this could be “accidental” it can also
be considered a strong indication that a grand unified theory (GUT) is attainable within
a SUSY framework. Table 2.4 and Table 2.5 show the particle content of the MSSM
arranged in the chiral and gauge supermultiplets respectively, along with some of their
properties.
The equations used to describe the behaviour of quantum fields within the SM can
be modified to describe the supermultiplets using chiral superfields. The superpotential
- supersymmetric equivalent of the potential - which describes the general non-gauge
interactions of the chiral supermultiplets within the MSSM can be defined as:
WMSSM = u¯YuQHu − d¯YdQHd − e¯YeLHd + µHuHd (2.14)
where Yu, Yd and Ye are Yukawa couplings, and u¯, Q, Hu, d¯, Hd, e¯ and L are the chiral
superfields corresponding to the supermultiplets described in Table 2.4 and Table 2.5.
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Table 2.4: Particle content of the MSSM - chiral supermultiplets. The left-hand column
gives the type of particle and the symbols used for the supermultiplets containing them.
The second and third columns contain the spin-0 and spin-12 components of each of these
supermultiplets. The first generation of the quarks and leptons are included as an example,
and the other two generations follow the same convention.
Names Spin-0 Spin-12
squarks,quarks Q (u˜L,d˜L) (uL,dL)
(×3 families) u¯ u˜∗R u†R
d¯ d˜∗R d
†
R
sleptons,leptons L (ν˜,e˜L) (ν,dL)
(×3 families) e¯ e˜∗R e†R
Higgs, higgsinos Hu (H
+
u ,H
0
u) (H˜
+
u , H˜
0
u)
Hd (H
0
d ,H
−
d ) (H˜
0
d , H˜
−
d )
Table 2.5: Particle content of the MSSM - gauge supermultiplets. The left-hand column
gives the name of the particles and the second and third columns contain the spin-12 and
spin-1 components of each of the associated supermultiplets.
Names Spin-12 Spin-1
gluino, gluon g˜ g
winos, W bosons W˜±, W˜ 0 W±, W 0
bino, B bosons B˜0 B0
2.6 Soft Supersymmetry Breaking
The fact that the supersymmetric particles have not been discovered at the mass scale of
their SM partners indicates that these components of the supermultiplets are of a larger
mass scale. If this is the case, then supersymmetry is not an exact symmetry, i.e. it
is broken. The mechanism of symmetry breaking must be soft or spontaneous in order
that the broken supersymmetry still provides a solution to the hierarchy problem. If the
relationship between the fermionic and scalar couplings is altered, then the corrections
to the Higgs mass squared parameter from SM fermions will not be cancelled by their
SUSY partners correction terms. For the breaking mechanism to be spontaneous it must
be analogous to the electroweak symmetry breaking discussed in Section 2.3.2, in that the
symmetry is broken by a non-zero VEV. Many possible ways to incorporate this into SUSY
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have been considered, all of them ultimately involve adding some new higher energy scale
particles and interactions to the MSSM. This equates to adding terms to the Lagrangian
which are gauge invariant and violate SUSY, but contain only masses and couplings with
positive mass dimension. The total Lagrangian is defined as;
L = LSUSY + Lsoft, (2.15)
where all additional terms are contained within Lsoft, and the original SUSY invariant in-
teraction terms are contained within LSUSY. This introduces a whole new set of parameters
(around 100 of them, dependent of the method) into the theory, these are summarised in
Table 2.6.
Table 2.6: Key free parameters introduced by soft supersymmetry breaking in the MSSM.
Parameters Physical Meaning
M1, M2, M3 Masses of the bino, wino and gluino.
mQ˜L , mu˜R , md˜r , mL˜L , me˜R Masses of the left-handed squarks,
up-type and down-type right-handed squarks,
left-handed sleptons and right-handed sleptons.
mH2u , mH2d
, |µ|, B Up and down-type higgsino mass squared parameters,
the higgs-higgsino mass and the bilinear higgs term.
Au, Ad, Ae Up and down-type squark
and sfermion Higgs interaction trilinear couplings.
tanβ Ratio of the VEVs of the two higgs doublet fields.
The most successful mechanisms proposed for SUSY breaking involve extending the
MSSM to couple to a separate hidden sector where supersymmetry breaking occurs. The
effects of the SUSY breaking must then be communicated to the MSSM sector in some
way. There are many possibilities for this, including gravity mediation [30, 31], gauge
mediation [32–34], and extra-dimensional [35] or anomaly-mediation [36, 37]. This work
considers some SUSY scenarios which specify gauge mediated SUSY breaking, where the
messenger fields coupling the hidden sector to the MSSM sector are gauge fields.
2.7 MSSM Mass Spectrum
As with the gauge bosons in the SM, the gaugino masses are affected by electroweak
symmetry breaking. The new mass terms which have been introduced in the Lsoft mix to
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form the mass eigenstates of the sparticles. The neutral winos W˜ 0, binos B˜0 and higgsinos
H˜0 detailed in Tables 2.4 and 2.5 mix to form four neutral linear combinations called the
neutralinos. These are denoted χ˜01, χ˜
0
2, χ˜
0
3, χ˜
0
4 in increasing mass. The mixing can be
represented by a matrix:
χ˜01
χ˜02
χ˜03
χ˜04

=

M1 0 −cβmZsW sβmZsW
0 M2 cβmZcW −sβmZcW
−cβmZsW cβmZcW 0 −µ
sβmZsW −sβmZcW −µ 0


B˜0
W˜ 0
H˜0u
H˜0d

,
where cβ represents cosβ, sβ represents sinβ, cW represents cos θW , and sW represents
sin θW . The charged winos W˜
± and charged higgsinos H˜± mix to form two charginos,
denoted as χ˜±1 , χ˜
2±, again in increasing mass. This mixing can be represented with the
matrix:  χ˜±1
χ˜±2
 =
 M2 √2MW sβ√
2MW cβ µ

 W˜±
H˜±
 .
The gluino does not mix with the other gauginos as it is a colour octet, and its mass is
set by the parameter M3.
There is also mixing of the slepton and squark states due to electroweak symmetry
breaking, although this is usually considered negligible with the exception of the third
generation particles. The τ˜L and τ˜R states mix to give the mass eigenstates τ˜1 and τ˜2,
the b˜L and b˜R states mix to give the mass eigenstates b˜1 and b˜2 and the t˜L and t˜R states
mix to give the mass eigenstates t˜1 and t˜2. It is conventional for the eigenstate with lower
mass to have the lower index, as with the neutralinos and charginos. The Higgs sector
is also affected, with five mass eigenstates arising. The resulting mass eigenstates which
differ from the gauge eigenstates are given in Table 2.7.
Table 2.7: Mass eigenstates of the MSSM - only those which differ from the gauge eigen-
states are listed.
Names Gauge Eigenstates Mass Eigenstates
Higgs H0u H
0
d H
+
u H
−
d h
0H0A0H±
squarks t˜L t˜R b˜L b˜R t˜1 t˜2 b˜1 b˜2
sleptons τ˜L τ˜R ν˜τ τ˜1 τ˜2 ν˜τ
neutralinos B˜0 W˜ 0 H˜0u H˜
0
d χ˜
0
1 χ˜
0
2 χ˜
0
3 χ˜
0
4
charginos W˜± H˜+u H˜
−
d χ˜
±
1 χ˜
±
2
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Figure 2.3: Decay of proton through a strange squark to produce an positron and a neutral
pion. A violation of both ∆B =1 and ∆L =1 is required. Taken from [6].
2.8 R-parity
The superpotential given in Equation (2.14) is for the minimal SUSY extension to the
SM, but there are additional terms which are gauge-invariant, which all violate lepton or
baryon number by a unit of one, and have a superpotential term of:
WRPV = λijkLiLj e¯k + λ
′
ijkLiQj d¯k + µ
′
iLiH2 + λ
′′
ijku¯id¯j d¯k, (2.16)
where the indices i, j, and k refer to flavour, and λijk, λ
′
ijk, λ
′′
ijk and µ
′
i are coupling
constants for the interactions between the chiral superfields. The first three terms violate
lepton number conservation, and the final term violates baryon number conservation. The
most current measurements of the proton lifetime as > 5.8 × 1029 years [7] put stringent
limits on the possibility of the final coupling λ′′ijk and one of the other three couplings
λijk, λ
′
ijk, or µ
′
i existing simultaneously without either being strongly suppressed. As the
proton is already comprised of the lightest combination of quarks, the only particles it
would be able to decay into are lighter leptons. This would require violation of both
baryon and lepton number, as the baryon number will change from 1 to 0 and the lepton
number will change from 0 to 1. This can be seen in Figure 2.3, which gives an example of
how proton decay could proceed if the λ′′ijk and λ
′
ijk were both non-zero. In order to avoid
the possibility of these terms in the superpotential at all, an additional quantum number
can be introduced within the SUSY theoretical framework. Referred to as R-parity, this
relates the baryon (B), lepton (L), and spin (S) quantum numbers of a particle as:
RP = (−1)3(B−L)+2S . (2.17)
This will have a value of +1 for SM particles and −1 for SUSY particles. If it is conserved,
SUSY particles are forbidden from decaying to SM particles, as this would lead to a change
of ∆RP =2. Consequently, the lightest supersymmetric particle (LSP) will be stable, as
there will be no lighter particles with the same RP number for it to decay into. This makes
it a potential candidate for dark matter, especially in the instance that it is the lightest
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neutralino, which is favourable for many SUSY models including the MSSM [38]. It also
requires that SUSY particles are produced in SM particle-particle collisions in pairs, in
order to maintain an even number of sparticles at each vertex. Similarly, heavier sparticles
will eventually decay to a state with an odd number of LSPs.
The laws of conservation of baryon and lepton number in the SM do not arise from
any symmetries but because all observed interactions are seen to obey them. There is
therefore no mathematical motivation to forbid the R-parity violating terms in supersym-
metry, although their couplings are limited by measurements like the proton lifetime. It
is interesting and more rigorous to also consider instances of SUSY which violate R-parity
in a way which agrees with current observation. The work detailed in this thesis considers
examples of both R-parity conserving (RPC) and R-parity violating (RPV) models. The
MSSM itself conserves R-parity, but can be extended to models where this is not the case.
2.9 Simplified Models
The MSSM contains 105 additional parameters with respect to the Standard Model, and
there is no theoretical indication as to what the value of many of these should be. Ex-
perimental results constrain many properties, in particular those which have an effect on
violation of flavour conservation. However, this still leaves a large number of free para-
meters. In order to deal with this at collider experiments it is necessary to reduce the
number of these parameters and simplify matters. The simplified model approach [39,40]
is intended to provide building blocks for experimentalists which can then be developed
upon when an observation is made. For each model, only a few sparticles are set to have
accessible masses, and the branching ratios for a considered process are selected to be
favourable. The mechanism for SUSY breaking, amongst other things, is therefore not
a concern for simplified models, as the sparticle decays considered can originate from a
range of different theories. They are not intended to be a representation of nature, but
to allow a starting place for exploring the variation of many parameters more easily. The
results for one or two-step simplified processes are transferable to more developed models,
only requiring modification to account for differences in cross-section or branching ratios.
Results on these grids are therefore arguably more useful than on more developed but
very specific SUSY models. The signal scenarios considered in this work are all simplified
models, and will be discussed in detail in Section 5.2.
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2.10 Status of Supersymmetry
Indirect constraints on supersymmetric parameter values within specific models are placed
by a number of measurements, for example the relic dark-matter density [41,42] and rates
of rare B meson decays [43,44]. Additionally, direct limits are set by SUSY searches under-
taken at particle colliders, like the work described in this thesis. Prior to the Large Hadron
Collider (LHC), the most significant constraints came from searches at the Large Electron
Positron (LEP) [45] collider, and the Tevatron [46] pp¯ collider. These were generally inter-
preted on a simplified version of the MSSM, called the constrained MSSM (cMSSM) [47],
or sometimes referred to as the Minimal Supergravity (mSUGRA) model. This provided a
good benchmark with which to gauge the sensitivity of different searches and assess their
performance. However, once results from the initial LHC data started to be analysed for
SUSY searches, these cMSSM models became very constrained, rendering them rather
useless for characterising search results. Additional constraints were introduced by the
discovery of the Higgs boson [4, 5], which ruled out any benchmark SUSY scenarios with
Higgs mass parameters not consistent with a 126 GeV SM Higgs boson. This led to a
move to include simplified models like those described above alongside the more popular
SUSY models like cMSSM in order to make them more transferable and to cover a wider
range of final states.
Summaries of the exclusion limits set for different sparticle masses from the initial
LHC dataset (totalling approximately 5 fb−1 recorded at a centre-of-mass energy of 7 TeV
in 2011) can be found for both ATLAS and CMS searches at [48] and [49] respectively.
Coloured sparticles had particularly stringent limits set at around 1 TeV, depending on the
scenario and production/decay modes considered. This is partly due to the LHC colliding
protons, resulting in higher cross-sections for coloured sparticle production. More data
is therefore required for electroweak SUSY searches to have equivalent sensitivity, and so
SUSY searches in the electroweak sector were expanded for the 2012 dataset to complement
the strong searches. In light of the agreement seen between the SM and the 2011 data,
searches also began to consider versions of SUSY which were a bit more difficult to detect,
or were less simplified in some way. This motivated the choice of models by the analysis in
this thesis. R-parity violation is one possibility which deviates slightly from the simplest
SUSY scenarios, and results in a different signature, which could be missed by the more
standard searches. A total of twenty different R-parity violating simplified models are used
in this analysis, covering a wide range of sparticle mass hierarchies and final states, the
results for which can then be transferred to a plethora of SUSY scenarios. The R-parity
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conserving models for lower cross-section processes like χ˜
0
2χ˜
0
3 production are also included,
in order to take advantage of the increased dataset available from 2012. Using four leptons
to select a final state in supersymmetry searches allows sensitivity to processes with lower
production rates as the background processes which mimic them are very small.
Overall, the SUSY search strategy employed at the LHC aims to cover as many final
state signatures as possible, and use these to set limits on simplified models for as many
SUSY processes as possible, which are then easy to directly compare, and can be applied to
interpretations on either new or existing popular SUSY models. No significant deviation
has been seen between the data and SM expectations yet, and the exclusion limits set by
ATLAS and CMS so far are summarised at [50] and [51] respectively.
21
Chapter 3
The ATLAS Detector at the LHC
3.1 The Large Hadron Collider
The Large Hadron Collider [52,53] (LHC) is a circular particle accelerator and collider at
CERN, the European Organisation for Nuclear Research, which started up in September
2008. Located on the Franco-Swiss border near Geneva, CERN has been conducting
nuclear and particle physics experiments since the 1950s, and the tunnel in which the
LHC operates is recycled from a previous experiment, the Large Electron-Positron collider
(LEP) [45]. This tunnel is 27 km in circumference, and its depth varies between 40 m and
170 m below ground level.
The LHC was primarily designed to collide protons, which are supplied after passing
through a chain of pre-existing smaller accelerators. The schematic layout of the full
accelerator chain can be seen in Figure 3.1. The beams of protons begin at the linear
accelerator LINAC 2, where they are accelerated to energies of 50 MeV. They are then
passed on to the Proton Synchotron Booster (PSB) where they reach energies of 1.4 GeV.
This is followed by the Proton Synchotron (PS), pushing energies up to 25 GeV, and
then the Super Proton Synchotron (SPS), at energies up to 450 GeV. Finally the proton
beams are injected in bunches into the LHC, which circulates them in opposite directions,
accelerating them to energies of (to date) 8 TeV before colliding them at four strategic
positions around the ring. The LHC is also capable of colliding heavy ions, which are
processed by LINAC 3 and LEIR (Low Energy Ion Ring) before they are passed to the
PS and then follow the same path as the protons. Four large detectors are located at the
collision points; the multi-purpose detectors ATLAS (A Toroidal LHC ApparatuS) [55]
and CMS (Compact Muon Solenoid) [56], LHCb [57], which focuses on flavour physics,
and ALICE (A Large Ion Collider Experiment) [58] which specialises in heavy ion physics.
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Figure 3.1: Diagram of the layout of accelerators connected to and including the LHC at
CERN, as well as the locations of the four major detector sites [54].
There are also a number of smaller experiments located within these four caverns but these
are not discussed here. In the original LHC design proposal protons collide at a centre of
mass energy of
√
s =14 TeV, achieving an instantaneous luminosity L of 1× 1034 cm2s−1.
The luminosity is related to properties of the proton beam and bunches:
L =
fN1N2
4piσxσy
, (3.1)
where N1 and N2 are the number of protons per bunch in each of the colliding beams,
f is the frequency of the bunch collisions, and σx and σy are the horizontal and vertical
dimensions of the beam. In order to maximise values for the luminosity a small beam cross-
section is required, as well as large numbers of protons in frequently collided bunches.
For the 2011 and 2012 runs the beam was around 0.1 mm diameter in both x and y,
and bunches of approximately 1011 protons with a nominal time spacing of 50 ns were
collided with a frequency of 20 MHz. This resulted in peak instantaneous luminosities of
L = 3.7 × 1033 cm−2s−1 in 2011 and L = 7.7 × 1033 cm−2s−1 in 2012. The integrated
luminosities recorded by the LHC in 2011 and 2012 were approximately 5 fb−1 and 21 fb−1
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Figure 3.2: Instantaneous luminosity recorded as a function of time in 2010, 2011 and
2012 at the LHC from [?]
respectively, and the delivered instantaneous luminosity as a function of time can be seen
in Figure 3.2 for 2011 and 2012, as well as the earlier run in 2010.
For each bunch crossing only some of the protons in the bunches will collide. The
mean number of interactions, 〈µ〉, is correlated with the instantaneous luminosity, and so
this also increased between 2011 and 2012, as can be seen in Figure 3.3. The additional
interactions in a bunch crossing which are not considered to be the primary interaction
are referred to as pile-up [60]; an increasing challenge for modelling events as the running
conditions approach the design conditions.
3.2 The ATLAS Detector
The ATLAS detector is one of two large multi-purpose detectors on the LHC ring at CERN.
It has cylindrical symmetry, measuring 45 m in length and 25 m in diameter. Concentric
layers of subdetectors surround the beam pipe, most of which contain modules in the
central barrel region and on either end, the endcaps. Moving from the beam pipe outwards
these consist of a set of tracking detectors, electromagnetic and hadronic calorimeters, and
an outermost muon spectrometer system. A solenoid magnet surrounds the inner tracking
detectors and a set of toroidal magnets are incorporated into the muon spectrometer.
These components are displayed in Figure 3.4 and will be discussed in more detail in the
following sections. This is preceded by a description of the geometry of the detector and
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Figure 3.3: Mean number of interactions per bunch crossing weighted by the luminosity in
2011 and 2012 [59]. The mean average was taken from the Poisson distribution describing
the number of interactions per crossing for each bunch, calculated using the instantaneous
luminosity per bunch.
nomenclature associated with the kinematics.
3.3 ATLAS detector geometry and nomenclature
The nominal interaction point is defined as the origin of a right-handed cylindrical co-
ordinate system describing the ATLAS detector. The beam line direction defines the z
axis, and the x and y axes are defined as pointing into the centre of the LHC ring, and
upwards, respectively. The detector is referred to as having a side A, the half with positive
z, and a side C, which is the part with negative z, and these are roughly identical due to
the symmetrical nature of the detector. The polar angle θ is measured from the beam axis,
and the azimuthal angle φ is measured around the beam axis. Often the pseudorapidity is
used in combination with φ as the spatial co-ordinates. Pseudorapidity is defined as:
η = − ln tan θ
2
, (3.2)
which coincides with the rapidity y for massless particles, defined as follows for massive
particles:
y =
1
2
E + pz
E − pz , (3.3)
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Figure 3.4: A schematic view of the sub-detectors and other components making up the
ATLAS detector from [55].
where E is the particle’s energy and pz is the z-component of its momentum. The distance
between two objects in the pseudo-rapidity-azimuthal angle space is defined as:
∆R =
√
(∆η)2 + (∆φ)2, (3.4)
where ∆η and ∆φ are the distance in η and φ between the two considered objects. Re-
quirements on spatial proximity between objects can then be made by imposing conditions
on ∆R. The boundary of a ∆R condition describes a cone around the considered object.
The transverse momentum is another important variable and is defined as:
pT =
√
px2 + py2, (3.5)
where px and py are the x and y components of the momentum. Overall, the initial
momentum in the x-y plane of a proton-proton interaction can be taken to be zero, and
therefore we expect the final total transverse momentum to also be zero, due to momentum
conservation. If the total visible transverse momentum, pvisT is measured as non-zero, there
is an indication that additional undetected particles were present in the event, resulting
in an invisible pT component which accounts for the observed imbalance. We refer to the
magnitude of the momentum of any undetected particles as the missing transverse energy
EmissT , defined as
~EmissT = −~pvisT = −Σ~pT, (3.6)
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where the pT of all visible particles are summed. Significant E
miss
T is expected from events
containing neutrinos or mismeasured events, but is also very important for models pre-
dicting new electrically neutral particles, such as supersymmetry.
3.4 Magnet System
The magnet system incorporated into ATLAS allows key measurements for charged particles
which are deflected by the magnetic fields within the detector. The direction and radius
of curvature of the particles’ subsequent paths are related to their charge and momentum.
The solenoid magnet is located between the Inner Detector (ID) and the electromagnetic
calorimeter (ECAL). It has an axial length of 5.8 m, and in order to cause as little ob-
struction as possible to the calorimeters, it has been designed to be as thin as possible,
with an inner radius of 2.46 m and an outer radius of 2.56 m. Despite its compact nature
it still provides a magnetic field of 2 T. The toroidal magnet system consists of a barrel
and two endcaps, each made of eight coils, in the outer-most section of the detector. This
system provides a magnetic field which is orthogonal to particle direction within the muon
spectrometer, for measurements of the muon momenta. The barrel toroid has an axial
length of 25.3 m, an inner diameter of 9.4 m and an outer diameter of 20.1 m, and delivers
a 0.5 T magnetic field. The endcaps are 5 m in length and have inner and outer diameters
of 1.65 m and 10.7 m respectively. These provide a magnetic field of 1 T. All components
of the magnet system can be seen in Figure 3.5, along with the calorimeters. They are
all formed of NbTi, a superconducting material, in order to achieve a high magnetic field
with thin magnets, and are cooled to 4.5 K by liquid helium.
3.5 Inner Detector
The ID is comprised of three component detector systems which focus on the tracking
of particles from the interaction point over a wide spacial area (within |η| < 2.5). Al-
gorithms reconstruct the paths of particles, or tracks, from a number of high-resolution
position spacepoints measured by each of these subdetectors. The inner-most component,
the Pixel Detector (PD), is most useful for reconstructing both the primary interaction
vertex and also secondary vertices in an event. The next layer, the Semiconductor Tracker
(SCT), focuses primarily on accurate measurement of particle momenta. The final layer,
the Transition Radation Tracker (TRT), is key for particle identification. All three sub-
detectors have barrel and endcap components, and the positioning of these with respect
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Figure 3.5: Schematic of the solenoid (inner-most red barrel) and toroidal magnets (red
loops) in ATLAS, and including the electromagnetic and hadronic calorimeters (blue,
orange and green rings). The outermost ring corresponds to the Tile Calorimeter, which
returns the flux of the solenoid magnet due to its high steel content. Taken from [55].
to the beam line can be seen in Figure 3.6.
3.5.1 Pixel Detector
The PD has three layers of silicon pixel modules in both the barrel and end-caps, totalling
1744 modules and covering |η| < 2.5. Charged tracks are guaranteed to cross three of
these layers, resulting in at least three space-points, provided they are within |η| < 2.5.
Each module contains 46,080 pixels, each measuring 50×400 µm, which send information
to 16 chips. Further details can be found in [61]. In preparation for Run 2, an additional
layer of PD called the Insertable B-Layer [62] (IBL) has been added to the outside of the
beam pipe. This will improve vertexing and impact parameter measurement, and therefore
b-physics measurements.
3.5.2 Semiconductor Tracker
The SCT is a silicon strip detector containing a total of 4088 microstrip detector modules
which are arranged in four layers in the barrel and nine layers in each of the endcaps. Each
module contains back-to-back wafers set at a stereo angle of 40 mrad, with 786 strips on
each side at an average pitch of 80µm. This also covers the range |η| < 2.5, and particles
in this η range will pass through all four layers, leaving clusters of hits in one or more of
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Figure 3.6: Schematic of the structure of subdetectors comprising the Inner Detector.
the strips on each side. These are later reconstructed as space-points used for the particle
tracking.
3.5.3 Transition Radiation Tracker
Unlike the other ID subdetectors, the TRT uses 370,000 4 mm diameter straw drift-tubes,
filled with a Xe(70%)CO2(27%)O2(3%) gas mixture. These are arranged parallel to the
beam pipe in the barrel section, and radially in the endcaps. Each straw is coated with
aluminium to form a cathode, and a gold-plated tungsten wire is threaded through the
centre as an anode. Charged particles passing through the straw ionise gas atoms, which
drift towards the anode, registering a hit. Compared to the three or four hits expected
per track in the pixel and SCT subdetectors, about 30 hits are expected on average
for a particle passing through the TRT. These hits help to improve the pT resolution.
In addition to this readout, the TRT also makes use of transition radiation emitted by
charged particles for identification purposes. Polypropylene is interwoven between the
straws, creating a varying dielectric constant as particles pass through the subdetector.
This causes them to emit X-rays roughly proportional in energy to the particle’s Lorentz
factor (γ = Em), which will then produce secondary, higher energy hits in the TRT, referred
to as high-threshold hits. Electrons and pions can be distinguished for a pT range of 1 GeV-
150 GeV using the ratio of high-threshold to normal hits. Measurements of the dEdx can
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Figure 3.7: Cut-away diagram of the ATLAS calorimeter system, showing the LAr (liquid
Argon) electromagnetic barrel and end-cap comprising the ECAL, and the Tile barrel,
extended barrel and LAr hadronic end-cap making up the HCAL, as well as the forward
calorimeter, FCAL. Taken from [55].
also be used to distinguish protons and kaons with missing transverse momenta less than
10 GeV. The overall coverage of the TRT is |η| < 2.0.
3.6 Calorimeters
The ATLAS Calorimeter system consists of the electromagnetic calorimeter (ECAL) and
hadronic calorimeter (HCAL), shown in Figure 3.7, which are designed to stop and meas-
ure the energy of EM and hadronic particles respectively. Altogether they give coverage
of the region with |η| < 4.95. They are designed to be hermetic, allowing as accurate a
measurement of the missing transverse energy as possible. All constituent calorimeters
are ‘sampling’, meaning they have layers which initiate energy loss (absorber), alternated
with layers which measure the energy of the resulting showers (sampler). The calorimet-
ers use different technologies to target electromagnetic and hadronic particles specifically,
and are non-compensating, meaning they respond differently to these particle types. It is
important that showers are contained within the calorimeters, to improve energy meas-
urements, but also to avoid any punch-through - i.e. continuation of the shower into the
muon spectrometer.
The radiation length (X0) is defined as the distance over which an electron loses
1
e of its
energy within a given material, and the equivalent for strongly interacting particles is the
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nuclear interaction length (λI). The electromagnetic calorimeter is at least 22 X0 thick in
the barrel, and 24 X0 in the end-caps (but thicker for some regions in |η|), and the hadronic
calorimeter is 10 λI thick on average, although this varies with η. The average nuclear
interaction length is much longer than the average radiation length (by about a factor of
ten), hence hadronic particles are much more penetrating within the ATLAS detector than
electromagnetic particles. The electromagnetic calorimeter is approximately 2 λI thick,
and all material prior to the calorimeters themselves must of course be considered as well.
Figure 3.8 shows the simulated thickness of material from the interaction point up to and
including the calorimeters for both radiation lengths and nuclear interaction lengths.
3.6.1 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) consists of modules containing alternating lay-
ers of lead absorber and liquid Argon (LAr) folded into an accordion shape as shown
in Figure 3.9. This gives full φ coverage, and an even energy resolution throughout the
calorimeters. The LAr is ionised by electromagnetic showers, and copper electrodes run-
ning through these layers then read out the signal. The modules are arranged into two
symmetric ‘half-barrel’ components in the barrel section of the ECAL subdetector, and
two co-axial wheels in the end-caps. The barrel covers the region |η| < 1.475 and the
end-caps are at 1.375 < |η| < 3.200. There is a region referred to as the crack region at
the junction of the barrel and endcap components which is discarded in analysis due to
the large volume of material obscuring it. In order to minimise material in front of the
ECAL, a single shared vacuum vessel is used for the solenoid magnet and adjacent ECAL
barrel.
For the majority of the half-barrel sections there are three layers of detector, although
this varies with |η|, and in the region |η| < 1.8 there is an additional presampler layer.
This consists of a thin (0.5 cm in the end-cap and 1.1 cm in the barrel) LAr layer with no
absorber. The purpose of the presampler is to allow correction for energy lost upstream
by taking a measurement just before the ECAL is reached and the majority of showering
occurs. The first layer of the calorimeter proper is aimed at precision measurements,
including distinguishing between prompt photons (single shower) and those from neutral
pion decay (double shower). For this reason it has the finest granularity, i.e. the smallest
measurable segment size in (η, φ), of the three layers, at ∆η ×∆φ = 0.025×0.025. The
second layer will contain the largest fraction of energy deposited by an EM shower, and so
is crucial for the energy measurement. The third layer will then contain only the tails of
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Figure 3.8: (a) displays the cumulative amount of material in radiation lengths, X0, before
and including the electromagnetic calorimeter components as a function of |η|. (b) shows
the amount of material in nuclear interaction lengths for all components of the hadronic
calorimeter is shown as a function of |η|. Also displayed is the ECAL, the material prior
to the ECAL (beige), and the first layer of the muon spectrometer (light blue). From
simulations, taken from [55].
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Figure 3.9: Diagram of a barrel module of the ECAL, where the accordion folding of the
lead and LAr layers can be seen, as well as the differing η and φ granularity and thickness
in radiation lengths of the three ECAL layers. Taken from [55].
an EM shower, if it is reached, and is therefore useful for distinguishing EM showers from
hadronic showers, which are much more penetrating. It can afford a coarser granularity
for this, and so only has ∆η ×∆φ = 0.05×0.025.
3.6.2 Hadronic Calorimeter
The hadronic calorimeter (HCAL) uses slightly different materials and techniques to the
ECAL, and these vary within the tile calorimeter, end-cap and forward calorimeter (FCAL)
components. The barrel section at |η| < 1.0 and extended barrel sections at 0.8 < |η| < 1.7
make up the tile calorimeter, which uses steel absorber layers and plastic scintillating tiles
as the active medium. These are read out from both sides by wavelength-shifting fibers to
photomultiplier tubes (PMTs). There are three layers of modules in each barrel section,
these are 1.5-, 4.1-, and 1.8-λI thick in the barrel, and 1.5-, 2.6-, and 3.3-λI thick in the
extended barrels. Module layers are offset with respect to the layers of their neighbours to
increase granularity, which is ∆η×∆φ = 0.1 × 0.1 in the first two layers, and ∆η×∆φ =
0.1 × 0.2 in the final layer. The electronics are contained within supportive girders which
also provide flux return for the central solenoidal magnetic field.
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Each hadronic end-cap (HEC) consists of two wheels, each containing two layers of
wedge-shaped modules which use copper absorber layers alternated with LAr. The end-
caps cover the region 1.5 < |η| < 3.2, overlapping slightly with both the tile calorimeter
and FCALs in η. The FCAL is located at 3.1 < |η| < 4.9, and uses an absorber metal
matrix combined with rod and tube electrodes, where LAr fills all of the small gaps in
between. It is comprised of three modules, the first using copper as the shower-initiating
metal, which is focussed on EM measurements, and the final two which both use tungsten
and are primarily for the measurement of hadronic energy.
3.7 Muon Spectrometer
Muons are the most penetrating particles detected by ATLAS; they lose far less energy
through Brehmstrahlung than electrons due to their higher mass and their lifetime is
“extended” by time dilation due to their relativistic momenta at the LHC. The muon
spectrometer occupies the outermost region of ATLAS, and the tracks it measures are used
in conjunction with charged tracks in the ID and small energy deposits in the Calorimeters
for muon reconstruction. It is divided into the barrel, containing three layers at radius 5,
7.5, and 10 m in the region |η| < 1.0, and two endcaps, comprised of wheels at 7.4, 10.8,
14, and 21.5 m from the origin and covering the range 1.0 < |η| < 2.7. A cut-away showing
the structure and individual components can be seen in Figure 3.10. The magnetic field
used to bend particle trajectories is provided by the barrel toroids for |η| < 1.4, by the
end-cap toroids for 1.6 < |η| < 2.7, and a combination of the two in the “transition” region
1.4 < |η| < 1.6. As explained below, the muon spectrometer has four different types of
component chambers, two for precision measurement and two for triggering. This is due
to the readout time of the precision measurement chambers not reaching the required
limit for triggering. In order to achieve the required performance it is important that the
chambers are aligned accurately and that their position is well known. For this reason
the muon system contains an optical alignment system both in and between the muon
chambers, and this is complemented by track-based alignment.
The precision chambers used for the region |η| < 2 are Monitored Drift Tubes (MDTs),
consisting of three to eight layers of 29.970 mm drift tubes, each filled with Ar/CO2 gas
and with a tungsten-rhenium wire through the center. The wire is kept at a potential
to collect gas ionised by charged particles passing through. At the higher η range 2.0-
2.7 different chambers are required to deliver a higher rate capability and better time
resolution. These forward chambers use Cathode Strip Chambers (CSCs), which are multi-
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Figure 3.10: Cut-away showing the layout of the ATLAS muon subdetector system. Taken
from [55].
wire proportional chambers filled with Ar/CO2/CF4 gas. Segmented cathode strips are
arranged both parallel and perpendicular to the anode wires. This gives a high granularity
and allows measurement of both the particle’s co-ordinates to be calculated from the
induced charge distribution.
The trigger chambers are operational in the region |η| < 2.4, and as with the MDTs
and CSCs, there are two types of chamber employed due to increased rates in the forward
region. The Resistive Plate Chambers (RPCs) are located in the barrel and cover the
region |η| < 1.05, and the Thin Gap Chambers (TGCs) are in the end-caps covering
1.05< |η| < 2.4. As well as providing a fast enough read-out (less than 50 ns) for triggering,
these also determine a second reading of the muon co-ordinate which is orthogonal and
complementary to that taken by the precision chambers. The RPCs consist of parallel
resistive plastic plates at a spacing of 2 mm and with a voltage across them of 4.9 kV/mm.
Between them is a gas mixture of C2H2F4/Iso-C4H10/SF6, which forms ionising avalanches
when a charged particle passes through. These are read off by metallic couplings on the
outside of the resistive plates. The TGCs are multi-wire proportional chambers similar to
the CSCs, with a higher granularity than the RPCs.
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3.8 Trigger and Data Acquisition System in Run 1
The Trigger and Data Acquisition (TDAQ) system is responsible for reducing the event
rate (which varies dependent on beam structure, but was around 20 MHz for most of
Run 1) produced to approximately 200 Hz for recording by selecting and storing events
which contain potentially interesting physics. It really consists of two subsystems: the
trigger; and data acquisition; which handle the event selection and data flow respectively.
The trigger during Run 1 was a three-tier system, consisting of the Level 1 (L1), Level 2
(L2), and Event Filter (EF), where L2 and EF collectively form the High Level Trigger
(HLT). Each subsequent level of increasingly stringent criteria must be passed in order
for an event to be accepted and stored, otherwise it is discarded permanently. Signatures
of interest are identified, such as high momentum electrons, muons, hadronically decaying
taus, jets, photons and large missing transverse energy, and used as criteria for event
selection. The combination of these signature requirements is referred to as the menu,
and can be changed depending on the run conditions.
The L1 trigger selects a region of interest (RoI) in η and φ based on these signatures
using coarse granularity information from the calorimeters and muon detector. Whilst
this decision is being made, the event information from the detectors is stored in front-end
pipelines, and is then passed to the Read Out Buffers (ROBs) if the decision is positive,
along with the RoI information from the L1. The L2 trigger is then “seeded” with this
RoI, in which it accesses finer granularity calorimeter and muon detector information, with
the addition of tracking information from the ID. All of this information is read from the
ROBs, which retain the event fragments for the bunch crossing until the L2 has reached
a decision. If it is accepted, the data is passed to the Event Builder for combination and
stored in the Full Event Buffer. It is accessed by the EF, which uses algorithms based
on oﬄine software, and has access to full detector granularity and a higher latency in
order to achieve a more accurate reconstruction. If the event is accepted by EF then it is
passed from the Full Event Buffer on to permanent storage. Figure 3.11 shows a flowchart
representing this process.
3.8.1 Level 1 Trigger
The L1 trigger uses custom fast electronics to read data directly from the detectors and
pass its decision to the Central Trigger Processor (CTP). Muon candidates are identified
using the three layers of RPCs and TGCs in the barrel and endcap of the muon spectro-
meter. Coarse granularity segments of the HCAL and ECAL referred to as trigger towers
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Figure 3.11: Flow chart showing the movement of data (black arrows) through the TDAQ
system. Numbers quoted are the design goals taken from [63] and in some cases differ
from those for 2011 and 2012.
are used to identify RoIs for electrons, photons, taus and jets. These towers cover blocks
of size ∆η×∆φ =0.1×0.1 in the central calorimeters, and up to ∆η×∆φ =0.4×0.4 in the
forward calorimeters. Energy measurements from the muon detector and calorimeters are
used to select on transverse energy, ET, or missing transverse energy, E
miss
T . Data from
the subdetectors are stored in front-end pipelines located on or near to them whilst L1
processing occurs. The time between the collision and the L1 decision, or the latency, is
required to be < 2.5 µs, and the resultant data rate is decreased to 75 kHz.
The CTP can process 256 different conditions in combination by taking the logical OR
of each. In addition to the physics objects and properties discussed above, triggers which
are random or periodic are also included for use with calibration and monitoring of the
trigger. If an event passes the L1 trigger requirements, an accept signal is sent to the CTP.
To prevent too greater rate of data flow through the front-end buffers, the CTP enforces
two types of dead-time; simple and complex. The simple dead time requires a given period
to pass after an accept decision from the L1 before another is allowed. In 2011 and 2012
this was five bunch crossings. The CTP will veto any L1 accept signals falling within this
time period. The complex dead time sets a limit on the number of accepts allowed within
a given period, which was set to 8 accepts per 416 bunch crossings for 2011 and 2012.
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3.8.2 High Level Trigger
The High Level Trigger (HLT) is comprised of a combination of the L2 and EF triggers,
both of which are software based and run on standard PCs in L2 and EF “farms”. The L2
trigger uses signature-based algorithms which have a limited precision in order to operate
on a short timescale. It has a latency of approximately 40 ms and reduces the rate further,
in 2011 to 5.5 kHz and in 2012 to 6.5 kHz. It typically accesses the full granularity detector
information only within the RoI provided by L1, thus reducing the data to be processed to
2-6 % of the total event. In addition to the muon detector and calorimeter data, the L2 also
has access to the tracking information from the ID. This is used to select electrons, muons
and taus and to distinguish them from background processes based on track properties.
For example, for the tau triggers, the isolation and impact parameter of considered tracks
was key to rejecting signal from pile-up jets.
Two strategies were used for the L2 fast tracking algorithms in Run 1, one of which
performed better for electron and muon tracks, and the other for tau and jet tracks.
These both involve grouping together the space-points from the hits in the pixel and SCT
subdetectors based on their η and/or φ values, and using these to identify the z co-ordinate
value for the primary vertex. The space points are then further combined using criteria
based on the primary vertex position, and the groups are then filtered to remove the sets
which produce the worst fits. All track candidates selected by one of these algorithms are
then processed with a Kalman filter [64] to produce the final tracks.
The Event Filter has access to the full granularity data from the whole event, rather
than being restricted to the RoIs. It uses the standard ATLAS oﬄine reconstruction
algorithms wherever possible, with very similar criteria to those described in Section 4.4.
The design processing time of 4 s allows this to be possible, although the average time
for 2011 and 2012 was only around 1 s. The average rate after the EF decision in was
approximately 400 Hz 2011 and approximately 1kHz in 2012.
3.8.3 Trigger Chains, Streams and Menus
The full sequence of algorithms for the L1, L2 and EF triggers which must be satisfied
to make a specific trigger selection is referred to as a chain. For each signature used for
triggering, for example muons or missing transverse energy, a set of chains is defined.
Primary chains are physics-based chains used for analyses, backup chains have a higher
threshold than the primary chains and can be used if the detector malfunctions or the
luminosity increases unexpectedly, supporting chains provide support for physics analyses
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for e.g. background estimation methods, and the monitoring chains are used to monitor
data performance, for example the ID tracking performance. Appendix A describes studies
performed by myself using the tau monitoring chains to measure the performance of the
ID tracking used for taus in Run 1.
An example of a primary chain is EF mu24i tight, which is one of the trigger chains
used by the analysis discussed in this thesis. The level one condition for this chain is
L1 MU15, which requires the muon trigger chambers to select an object with pT >15 GeV
consistent with a muon. The RoI information for this object is then provided to the
L2 trigger - L2 mu22i tight, which requires the identified muon to satisfy pT >22 GeV.
Finally at the EF stage, EF mu24i tight, the reconstructed muon is required to satisfy
pT >24 GeV and Σp
trk
T /pT <0.12, where Σp
trk
T is the sum of transverse momenta of all
ID tracks within a ∆R <0.2 cone of the muon ID track. This final condition results in an
isolated muon, signified by the “i” in the trigger chain name. Details of all chains used by
this analysis will be discussed in Section 5.3.1.
Events which have passed the EF are classified into streams depending on which cat-
egory of trigger chain accepted the event. These are inclusive, meaning an event can
be contained within more than one stream, although the overlap is intended to be min-
imal, and is approximately 10-15% at most. There are four physics streams; muon, elec-
tron/photon, jet/tau/missing transverse energy and minimum bias. Signatures which are
related are grouped together. Data from these streams are recorded separately, allowing
analyses to consider only events which contain e.g. muons. In addition to the physics
streams there are also data collections for calibration and an express stream used for fast
reprocessing in order to validate the recorded data.
The total collection of all trigger chains used for all signatures during data taking is
called the trigger menu. Different menus are defined in order to deal with the varying
running conditions, for example the loss of luminosity during data-taking with one set of
beams, or the increase in luminosity with subsequent periods of data-taking. Any changes
in the collision energy or amount of pile-up will affect the input and output rates of the
various triggers included, requiring an alteration to the trigger menu. A new menu will
be defined for data taking during Run 2, which will operate at a higher centre-of-mass
energy.
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Chapter 4
Generation, Simulation and
Reconstruction of ATLAS Data
Data which has been recorded by the ATLAS detector requires processing to reconstruct
physics objects for use in analysis. The ATLAS software framework Athena [65], which
is based on the Gaudi [66] framework developed by LHCb [57], is used to do this. For
consistency and ease, this framework deals with all aspects of the experiment software
including triggering and the processing required for simulated data. Monte Carlo (MC)
simulated data used to model background and signal process events are produced in a
number of stages, as shown in Figure 4.1, before being output in a format which can be
used by analysers. This chapter follows these stages in the subsequent Sections - Event
Generation (Section 4.1), Event Simulation (Section 4.2) and Digitisation (Section 4.3).
Objects in both real data and simulated MC events are then reconstructed using the same
algorithms, as described in Section 4.4. Finally, a set of selection criteria are applied to re-
constructed objects to identify those suitable for use in analysis, as detailed in Section 4.5.
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Figure 4.1: Flow diagram showing the various stages required to produce analyseable
simulated and real data formats. Blue boxes show processes, and their output format
is shown in green elipses. RDO output are raw data objects, ESD are event summary
data, and AOD are analysis object data. The orange box shows the alternative simulation
method Atlfast [67], which will be discussed in Section 4.2. The yellow box shows the
point at which real data events begin processing - at the reconstruction stage.
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4.1 Event Generation
MC event generators simulate physics processes in order to produce randomly distributed
events containing final state particles. The physics processes involved in proton-proton
collisions result from interactions between the constituent partons making up both had-
rons. These partons include the three quarks (uud) which are referred to as the valence
quarks; gluons mediating strong interactions between the valence quarks; and sea quarks
which are produced in virtual qq¯ pairs by interactions of the gluons. These interactions
are called Deep Inelastic Scattering (DIS) processes, as the substructure of the proton is
probed (deep) and the proton’s momentum is not conserved (inelastic). Figure 4.2 shows
an annotated Feynman diagram of the DIS of a proton by an incoming positron. Although
at the LHC this positron will be replaced by a parton from the other proton, the physics
remains the same. The interacting parton has a fraction of the proton’s momentum x,
called the scaling variable, and the measure of momentum transfer in the event Q2 is
related to the momentum transferred by the exchanged boson q by:
Q2 = −q2. (4.1)
To effectively model interactions of the protons their parton content must be mathemat-
p
P=(Ep,p
→
p) Xp
x•P
Xq
q
e+
k=(Ee,p
→
e)
e+ / νe
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Figure 4.2: Example of a Deep Inelastic Scattering event involving a proton and an incident
positron. The four-momentum of the incoming proton is denoted P , and the proportion
of this carried by the incident parton is x. The four-momentum of the incoming and
scattered position are given by k and k′, and the momentum of the exchanged boson is
given by q.
ically described using parton distribution functions (PDFs) which will be briefly described
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in Section 4.1.1.
Scattering interactions involving protons at the LHC can be categorised as either hard
processes, which can be described with perturbation theory, or soft processes, which in-
volve non-perturbative QCD effects. Each p-p collision will typically contain a hard scat-
tering process between two partons - one from each proton, and a number of soft processes,
which can include Initial State Radiation (ISR), Final State Radiation (FSR), and the Un-
derlying Event (UE). ISR refers to particles radiated by the partons which will interact in
the hard process prior to their scattering. The remnant partons which are not involved in
the hard scatter form the UE. Particles radiated from the final state products of the hard
scatter are labelled as FSR. Coloured particles in the event are capable of radiating gluons
and/or producing qq¯ pairs, a process referred to as parton showering. Due to confinement,
the products of these showers will undergo hadronisation to form colourless hadron states
when Q2 is of the order of 1 GeV.
Sections 4.1.2, 4.1.3 and 4.1.4 briefly describe the techniques used to model the hard
process, parton showering and hadronisation within the event. The modelling of the UE
is then considered in Section 4.1.5. A more detailed discussion of the techniques employed
to calculate these components and incorporate them into generation programs for use at
the LHC can be found in [68] and a thorough review of the processes involved in [69].
MC samples are categorised based on the hard-process which is specified before gen-
eration, allowing analysers to use samples which are relevant for a specific purpose. It is
also possible to filter events to only produce a given final state, for example to request the
inclusion of at least two electrons or muons. This is very useful for analyses which require
for example two electrons or muons, as more events which can directly be used can be
generated, without wasting time and disk space on events which would not be eligible in
any case. This improves the available statistics, and a filter efficiency is then applied to
account for this when the physics analysis is carried out. The simulated data output from
the generation stage is saved in the HepMC [70] format.
4.1.1 Parton Distribution Functions
PDFs [69] describe the probability density of constituent partons of the interacting protons
to have a proportion x of the overall momentum. They are also dependent on the parton
type (valence quark, gluon, or sea quark), and the momentum transfer Q2. It is not
possible to calculate the PDFs perturbatively, but the dependence as a function of Q2 for
a given parton can be obtained using the DGLAP [71,72] evolution equations, using a range
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of hard scattering data from both fixed target and collider experiments. These equations
describe the evolution of the structure functions of the constituent quarks and gluons as
a function of the “running” strong coupling αs - here running refers to a dependence on
Q2. Figure 4.3 shows example PDFs for u and d valence quarks, gluons, and sea-quarks,
calculated with input from HERA and CTEQ at Q2 =10 GeV. A range of PDF sets are
used by the MC samples considered by this analysis.
Figure 4.3: Parton distribution functions produced by HERAPDF1.0 for up and down
valence quarks xuv and xdv, gluons xg, and sea quarks xS = 2x(U¯+D¯), using a momentum
transfer of Q2 =10 GeV2. Taken from [73].
4.1.2 Matrix Element
The matrix element calculation involves standard perturbative quantum field theory cal-
culations, used to simulate the high Q2 (>O(1 GeV)) hard process. They are still not
simple to perform however, and are usually only carried out to leading order (LO) or
next-to-leading order (NLO) in an expansion in αS . Additions can be made to the mat-
rix element to include hard emission, which refers to the production of high momentum
quarks and gluons in the event. This includes a number of processes; a gluon splitting into
two gluons (g → gg), a gluon decaying to a quark-antiquark pair (g → qq¯), and a quark
radiating a gluon (q → gq). These processes can repeat, and they will be included in the
matrix element calculation as long as they are at high Q2.
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4.1.3 Parton Showers
The processes g → gg, g → qq¯ and q → gq also occur at lower energies, but they cannot
still be modelled by the matrix element calculation due to their non-perturbative nature.
They are instead dealt with by parton shower (PS) phenomenological modelling, which is
valid for Q2 values above O(GeV), the QCD scale. The algorithms used to simulate parton
showers are based on a Markov chain [74]: using probabilities that a gluon is radiated or qq¯
pair produced, a decision is made at each point in the chain whether or not these processes
will occur. Eventually the energy of the involved partons will decrease below 1 GeV and
they will undergo hadronisation, which is modelled separately.
4.1.4 Hadronisation
Modelling of bound state production, or hadronisation, relies on phenomenological model-
ling, as the threshold is at low energies. These models involve many more parameters than
the parton showering, and they are tuned using data. Differing versions of hadronisation
models are produced by Sherpa [75], Herwig [76] and Pythia [77].
4.1.5 Underlying Event
Spectator partons, which are not involved in the hard process of an event, are referred
to collectively as the Underlying Event (UE) [78]. They can hadronise to form colour-
singlet states, and a number of behaviours are considered in the phenomenological models.
Versions of these are provided by Sherpa, Jimmy [79] and Pythia. As with the standard
hadronisation, the modelling involves a lot of additional free parameters, which are tuned
to data. The nature and behaviour of the UE is discussed in [78].
4.2 Simulation
Generated events need to be passed through an accurate simulation of the ATLAS detector,
which is modelled with GEANT4 [80]. The subsequent interaction with the detector is
recorded equivalently to the real data, in the form of “hits” in the subdetectors. These
provide information on where particles traversed within the detector and how much energy
was deposited where. The model is initially calibrated for energy loss and radiation within
the various layers of subdetectors using test beam experiment data. The detector geometry
and alignment measurements are also input, as well as the location of any dead material
within the detector. Simulations of the three levels of the trigger, L1, L2 and EF, are
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then applied using very similar selections to the online trigger, and each event saves
a pass or fail flag corresponding to each trigger. It is possible to simulate MC using
fast simulation software called AtlfastII [67], which does not run all of these stages
for simulation. Instead, parameterised response functions are developed and applied for
showers in the hadronic and electromagnetic calorimeters, and a simplified geometry is
applied. Scattering of particles within the inner detector is considered using a simplified
model too. This software is very useful for requests for large MC samples, e.g. signal
requests for a very large number of events, and it has now been well validated against the
full simulation samples.
4.3 Digitisation
The hits produced during simulation are subjected to a simulation of the detector response,
producing digitised values for associated times, voltages, etc. Effects like noise and cross-
talk within the detector are included. Hits produced from background events, for example
minumum bias, beam halo and the cavern background are independent of the event itself,
and so do not need to be simulated each time, but can be overlaid at this stage. The same
method is used for hits resulting from pile-up. This greatly reduces the CPU required,
as the simulation for these effects need only be run once and added later to each event
simulation. The MC is then output in a raw data object (RDO) format, which contains
equivalent information to that recorded by the detector for real data. This stage also
produces a simulated data object (SDO) format, which contains a truth record for the
samples. This retains information on the “true” identity of particles at each vertex, and
any tracks and decays for these. These truth objects will not necessarily correspond
exactly to the objects reconstructed from the RDO, for example an electron may be
mistakenly identified as a photon. Maintaining the truth information for these particles
allows analysers to study behaviour of the detector, such as the misreconstruction rates
of various particles. In order to “match” a reconstructed object to the true object in the
original simulation a minimum ∆R between the objects is required. This can also be used
to re-trace the decay chain and identify the “parent” of a particle, using the vertex and
particle ID information.
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4.4 Reconstruction
Reconstruction algorithms are run on both the data and simulated events to produce
physics objects (electrons, muons, hadronically decaying taus, jets and missing transverse
energy) from the detector information to be used in analysis. The code makes use of
reconstructed vertices and inner detector tracks, and initially defines loose enough objects
to suit many analyses. More stringent requirements can then be applied in addition to
suit the needs of individual analyses, which will increase the purity of selected objects but
also decrease the selection efficiency.
ATLAS provides guidelines based on the performance of these varying object definitions
which are used by the analysis considered here. In this section the treatment of each object
will be discussed separately, including any specific selection used by this analysis.
In all cases, a discriminatory algorithm is first used to identify an appropriate seed for
reconstruction by rejecting candidates which do not satisfy the required criteria. There
are two forms of discriminative algorithm used here. Cut-based algorithms use physically
motivated properties to distinguish “signal” from “background” candidates, optimising
the cut values for the variables by hand from pure samples of both. Multivariate methods
are more complex, and involve forming a discriminant from multiple physically motivated
properties, which quantifies the performance of the variables given certain cut values.
These values are selected using a multi-dimensional algorithm, with inputs for the signal
and background samples. The cut value is chosen based on both the power to reject fake
objects, and also the efficiency of selecting true objects. More than one value can be
defined for varying purity of the sample (i.e. a higher proportion of true to fake objects
selected) versus the selection efficiency (i.e. a higher number of the total true objects
selected). The recontruction algorithms then begin with the selected seed or seeds to
construct a new object using an iterative process.
4.4.1 Inner Detector Tracks
The pixel, SCT and TRT components of the ID register “hits” as a charged particle
traverses the detector, which are then reconstructed into a “track” tracing the particle’s
trajectory. There are a number of different algorithms used for this, the most widely used
being the “inside-out” method. This initially groups together hits in the pixel and SCT
subdetectors, working outwards from the center to produce a track. If this track is then
compatible with hits in the TRT detector, then these hits are also included and the track
is accepted. The back-tracking algorithm uses the same approach, but in the opposite
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order, working from the TRT to the SCT and Pixel detectors, and tracks can also be
reconstructed using only the hits in the TRT.
The ID tracks are then matched up with candidates for charged particles produced
from signals in other parts of the detector, for example the ECAL cluster for an electron.
A number of selection cuts are made on the tracks before this stage to ensure that they are
of the required quality. The tracks are assigned values of η and φ using their direction with
respect to the origin in the right-handed co-ordinate system described in Section 3.3. The
origin is taken to be the position of the primary interaction, as discussed in Section 4.1.
In addition, d0 is defined as the distance of closest approach between the track and the
origin, and z0 is defined as the z-plane component of d0. The parameter z0 sin θ gives the
projection of d0 onto the z-axis, and is also used. The transverse momentum pT of a track is
related to the magnetic field B, and the bending radius R, which quantifies the bending of
the track trajectory due to B. The relationship is given as pT (GeV)= 0.3×B (T)×R (m).
The following cuts are applied to all tracks referred to after this point, unless otherwise
specified:
• pT > 1 GeV,
• |η| < 2.5,
• d0 < 1.5 mm,
• z0 sin θ < 1.0 mm,
• Number of hits in the pixel detector ≥ 2,
• Number of hits in the SCT detector ≥ 7.
4.4.2 Vertices
Vertices correspond to decays of single particles, or interactions between more than one
particle, and are reconstructed by extrapolating ID tracks. As the primary vertex is
taken to represent the hardest interaction within the event, it is defined as the vertex
with the largest summed track pT. In the analysis discussed here, events must have at
least five tracks originating from the primary vertex to be accepted, in order to suppress
background from events without a p-p collision. Secondary vertices can be reconstructed
from the decays of particles with sufficient lifetime for the decay length to be measurable
at ATLAS, e.g. b-quarks, which travel a few millimetres. These secondary vertices will
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therefore be displaced with respect to the primary vertex, due to the distance travelled by
the decaying particle, and are important for identification.
4.4.3 Electron Reconstruction and Identification
Electrons are reconstructed by identifying a seed within the ECAL with the sliding-window
algorithm [81], which is then geometrically matched to an ID track before being used to
form a full “cluster”. First, a window defined as 3×7 ECAL towers is moved across the
whole ECAL a step at a time in either η or φ, at a granularity corresponding to that
of the middle ECAL layer (∆η × ∆φ = 0.025 × 0.025). If a window contains a local
energy maximum greater than 2.5 GeV it is identified as a “pre-cluster”. If this is within
a minimum ∆η and ∆φ of an ID track then it is rebuilt with the cluster reconstruction
algorithm. Cells of size 3×7 (5×5) are used in the barrel (endcaps) of the calorimeter, and
the cluster position is varied to reflect the distribution of energy deposition. The efficiency
of the cluster reconstruction was at least 96% in 2012, and increased to 99% for electrons
with a transverse energy of 15 GeV or more [82]. The η and φ of the reconstructed electron
are set as those of the corresponding matched ID track. The electron energy is calculated
as the energy deposited within the cluster plus a factor to account for energy deposited
outside of the cluster, referred to as leakage. This includes contributions from energy
deposited prior to the ECAL, within the ECAL but outside of the cluster, and beyond the
ECAL.
Objects reconstructed by the cluster algorithm are not all electrons, further cuts must
be made to reduce the contributions from background processes. These can include elec-
trons from photon conversions, pion decays, or heavy flavour hadronic decays, and misid-
entified hadronic jets. ATLAS uses cut-based identification algorithms for this, with three
increasingly stringent options, Loose++, Medium++ and Tight++ [83]. Each option
defines a set of cuts which build upon those of the looser options, such that tight electrons
are a subset of medium electrons, which are a subset of loose electrons. The efficiency for
each of the three identifications can be seen in Figure 4.4 as a function of the number of
vertices, which is a measure of pile-up, for 2011 and 2012 data. The loose selection uses
cuts on the shower shape relating to energy leakage, and makes loose requirements on the
track quality and cluster matching. The medium selection tightens these track quality and
matching requirements, and introduces a cut on the ratio of high-threshold to normal TRT
hits, which is expected to differ for electrons due to Bremstrahlung. The tight selection
tightens all of these cuts, as well as rejecting events if the electron is matched to a photon
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Figure 4.4: Electron reconstruction efficiency for the loose, medium and tight settings
of the electron identification algorithm as a function of the number of primary vertices
measured in data events for the 2011 and 2012 datatsets. Taken from [82].
conversion vertex reconstructed in the ID. More detail of all three levels of identification
is given in [83].
4.4.4 Muon Reconstruction and Identification
The majority of information used for muon reconstruction comes from the muon spectro-
meter, which is not reached by any other detectable particles, although an independent
measurement of the track will be recorded in the ID, and small energy deposits within the
calorimeters. Muons in this analysis are reconstructed using the STACO [84] (statistical
combination) algorithm, complemented by the MuTAG [84] algorithm in regions of the
detector which contain fewer chambers. STACO reconstructs straight track segments in
the MS chambers using pattern recognition algorithms on the hits, beginning in the outer
layer and working inwards. All tubes crossed by a segment must contain a hit for the
track to be considered. These are then extrapolated back to the ID, where they are geo-
metrically matched to independently reconstructed ID tracks, on the condition that their
properties, e.g. pT, are compatible. The statistical combination of the parameters of both
tracks takes advantage of the momentum sensitivity of both the ID and MS systems, which
is why this method was preferred by the analysis contained in this work. The MuTAG
algorithm works in a similar but reversed way, beginning with ID tracks, which are extra-
polated to the MS and then matched to straight track segments. This relies less heavily
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on the hits in the muon spectrometer, which is why it is useful for regions where there are
less chambers present to contain hits, or for low pT muons which do not pass through the
full MS, therefore accumulating less hits there. The energy lost between ID and MS is ap-
plied as a correction to the reconstructed muons in data, and simulated muons have their
energy distributions smeared to reflect this. The reconstruction efficiency for muons with
the methods described here was approximately 98% for muons with a pT above 10 GeV
in 2012, as can be seen in Figure 4.5, which displays results from a tag and probe study
in Z → µµ events.
Figure 4.5: Muon reconstruction efficiency as a function of η for MC and data events in
a Z → µµ tag and probe study documented in [85]. CB muons refer to STACO muons,
CB+ST refer to MuTAG muons and CaloTag muons are not considered in this work.
Unlike electrons, muons only have one set of identification criteria available. Their
background comes mostly from charged pions, which do not tend to reach the MS, and
leave much larger energy deposits in the calorimeters. Muons must pass the STACO re-
quirements, although those in the region |η| <1.05 can also pass the MuTAG requirements.
4.4.5 Jet Reconstruction
Jet reconstruction begins with the formation of topological clusters in the hadronic calor-
imeter [86] using the topological algorithm [87]. The algorithm begins with a seed cell,
selected if it has a signal S to noise N ratio S/N ≥4, and then proceeds iteratively, adding
any neighbouring cells which satisfy S/N ≥2. The mass of the resulting toplogical cluster
is taken to be zero, the energy is taken to be the sum of the constituent cells, and the η
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and φ are calculated from the weighted average of the values of the constituent cells. The
topological clusters need to be calibrated before being used as input for the anti-kT [88]
recombination algorithm. Local cluster weighting (LCW) calibration first identifies to-
pological clusters as originating from either EM or hadronic showers, and then applies
the corresponding correction to the energy deposits [89] (EM scale and jet energy scale
respectively). The anti-kT algorithm then takes these clusters, and iteratively combines
the two with the lowest value of dij , defined as:
di,j =
(
1
k2T i
,
1
k2Tj
)
∆Rij
R2
, (4.2)
where i and j are indices of different topological clusters, kT is the transverse momentum
of a cluster, ∆Rij is the angular distance between the two clusters, and R is a specified
distance parameter. For this analysis the value of R is set at 0.4 for jet reconstruction.
Clusters formed from the combination of two topological clusters can still then be combined
with either original topological clusters or other combined clusters, and this will continue
until the distance between all the clusters is greater than R. The resulting combined
objects are returned as reconstructed jets.
4.4.6 Tau Reconstruction and Identification
Taus produced during the interaction will decay within the ATLAS detector, but their
lifetime is sufficiently short that this occurs within the beampipe itself. In the case that
the decay products are lights leptons (electrons and muons), which occurs approximately
35% [7] of the time, they are therefore virtually indistinguishable from light leptons pro-
duced promptly in the event. In this analysis any light leptons originating from taus will
just be reconstructed as normal light leptons.
The only taus which will be reconstructed as taus are those which decay hadronic-
ally. The hadronic decays considered are subdivided into “one-prong” and “three-prong”
decays, where the number corresponds to the charged particles produced in the decay.
Decays to one-prong final states have a branching ratio of approximately 50% [7], and the
branching ratio to three-prong states is approximately 15%. Decays producing more than
three charged particles are not considered by ATLAS due to their very small branching
ratios and the increased difficulty of reconstructing them into taus.
The tau reconstruction algorithm is seeded with anti-kT reconstructed (and therefore
calibrated) jets which have pT > 10 GeV and |η| < 2.5. The η and φ values for the tau
are taken as those of the jet, which have previously been calculated using the weighted
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topological cluster values. Due to the specific mix of charged and neutral pions produced
by hadronic tau decays, the energy calibration applied differs from the general hadronic
energy calibration scale. It includes additional pT and η dependent terms calculated using
semi-leptonic Z → ττ decays [90]. Tracks within ∆R <0.2 of the axis of the seed jet
(referred to as within the core cone) are associated to the tau candidate, and define the
number of prongs of the decay. They must also satisfy the quality criteria described in
Section 4.4.1.
Tau candidates can result from mis-reconstructed muons, electrons or jets. There are
three separate methods used to discriminate against these: separate boosted decision trees
(BDTs) are used for the electrons and the jets, and muons are rejected with a cut-based
approach [91]. These methods use a number of different track and cluster properties,
including the proportion of energy deposited in the ECAL and HCAL, and the ratio of
normal to high threshold TRT deposits. Full details of all variables used in these selections
can be found in [92]. Tracks within 0.2< ∆R <0.4 of the central jet axis (outside of the
core cone, and referred to as within the “isolation annulus”) are used for calculating some
of these properties. All three discriminating algorithms are available as loose, medium or
tight, with varying resultant efficiencies for one- and three-prong tau candidates [93]. An
example can be seen in Figure 4.6 for the electron veto BDT efficiency as a function of pT
in Z → ττ simulated events.
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Figure 4.6: Signal selection efficiency as a function of pT for all three settings of the
electron veto BDT used for tau identifiaction, using a tag and probe method in Z → ττ
MC events [94].
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4.4.7 Missing Transverse Energy
The missing transverse energy refers to the magnitude of momentum imbalance in the
plane transverse to the beam axis, as explained in Section 3.3. It is reconstructed by
taking the vector sum of all energy deposits in the detector calorimeters and muon spec-
trometer [95]. These are summed in the following order for the x and y axes:
Emissx(y) = −
(
Eex(y) + E
γ
x(y) + E
τ
x(y) + E
jets
x(y) + E
softjets
x(y) + E
caloµ
x(y) + E
cellout
x(y) + p
MSµ
x(y)
)
. (4.3)
The first three terms give the energies from topological clusters associated to electrons,
photons and hadronically decaying taus respectively. The energy term for jets includes
all deposits for jets with pT >20 GeV, whilst soft jets with 10 GeV< pT <20 GeV are
added separately. Energy lost by muons within the calorimeters is included in the “calo
µ” term, and all clusters not associated to reconstructed objects are also summed and
included in the “cell out” term. These terms together give the total energy deposited
in the calorimeter subsystems. Finally, the sum of transverse momenta of all muons
in the muon spectrometer is added, to give the total energy deposited in the detector.
The energies of the electrons, muons, taus and jets have already been calibrated, and no
calibration is required for the soft jet or cell out terms [95]. The missing transverse energy
is now calculated using the energy in the x and y axes:
EmissT =
√
(Emissx )
2 + (Emissy )
2. (4.4)
The azimuthal component, φmiss is given by:
φmiss = arctan
(
Emissy
Emissx
)
. (4.5)
4.5 Object Selection
The reconstructed objects read from data storage files are not used directly by analysers,
instead they are selected using a further set of criteria. “Baseline objects” are defined
first, these then undergo the “overlap removal” procedure, before having more stringent
cuts applied to them to define “signal objects”. Taus are an exception to this ordering, as
signal taus are used as the input to overlap removal, rather than baseline taus.
Signal objects are therefore a subset of baseline objects which have a higher purity (i.e.
more of them are correctly identified) and are well isolated (well separated in space within
the detector). These signal objects are used in the main body of analyses, whilst baseline
objects can be used for secondary purposes like background estimation or validation. It can
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be useful to look at diffences between the objects passing these two levels of selection, and
is particularly important for contributions to background estimates from “fake” sources.
This procedure is prescribed by ATLAS and baseline objects are the selected with the same
criteria for all analyses. The exact cut values and selection of cuts used for the signal object
selection can vary slightly from one analysis to another. The criteria described here refer
to those used by the work considered in this thesis, and are described in the order that
they are applied. A summary of baseline object selection cuts can be found in Table 4.1,
a summary of overlap removal in Table 4.2, and a summary of signal selection cuts in
Table 4.3.
4.5.1 Baseline Electron/Muon Selection
Electrons and muons are all required to have pT > 10 GeV. Muons must have a pseu-
dorapidity |η| < 2.50, and the ECAL cluster of an electron must have pseudorapidity
|η| < 2.47. In addition electrons are required to pass the Medium++ identification cri-
teria described in Section 4.4.3. Muons are required to pass a loose identification criteria
within the STACO algorithm described in Section 4.4.4 and have specific hits present in
the ID, as well as requests based on the number of normal hits in the TRT compared to
outliers. The total number of hits n is defined as the sum of the normal and outlier hits,
and the condition n >5 must be satisfied. In addition, the proportion of outliers must be
less than 90%.
4.5.2 Baseline Jet Selection
Baseline jets must have pT > 20 GeV and |η| < 4.5, and are reconstructed as described in
Section 4.4.5.
4.5.3 Baseline Tau Selection
Baseline taus are seeded from jets which must have pT > 10 GeV and |η| < 2.5 as de-
scribed in Section 4.4.6. The taus themselves are then required to satisfy pT > 20 GeV
and |η| < 2.5. They must also have either one or three tracks associated with them, cor-
responding to a one or three prong tau decay. No identification criteria are required at
this stage.
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Table 4.1: Summary of cuts used to define baseline objects in this analysis. nb−layer refers
to the number of hits in the layer of the pixel detector closest to the beam pipe, npixel
refers to the total number of hits in the pixel detector, nSCT refers to the total number
of hits in the SCT, and nholes(pix+SCT) refers to the number of layers without a hit in the
pixel and SCT subdetectors. ntotalTRT refers to the total number of hits in the TRT, and
noutliersTRT refers to outlier hits in the TRT.
Object η pT/ET [GeV] Identification Other
Electron ηcl <2.47 ET >10 medium++
Muon |η| < 2.5 pT >10 STACOloose nb−layer ≥1, npixel ≥1,
nSCT ≥6, nholes(pix+SCT) <3
ntotalTRT >5,
noutliersTRT
ntotalTRT
< 0.9
Jet η <4.5 pT >20 - -
Tau η <2.5 pT >20 - ntracks =1 or 3,
charge = ±1
4.5.4 Overlap Removal
Due to spatial resolution and reconstruction efficiency of event objects, selections on the
spatial proximity of objects depending on their type are made, in order to identify them
more accurately. This removes any possible ambiguity arising from multiple objects in
the same spatial region of the detector. This selection is made using the ∆R variable
introduced in Section 3.3. Selections are applied in the order they are described using
baseline electrons, muons and jets, but signal taus, as defined in Section 4.5.8.
If two electrons are found with ∆R < 0.5, the electron with the lower energy is dis-
carded. If an electron and a jet are found within ∆R < 0.2, the jet reconstruction algorithm
could have also picked up the electron, and so the jet is discarded but the electron is kept.
Objects identified as taus can be incorrectly reconstructed electrons or muons, and so are
discarded if they are ∆R < 0.2 from the closest light lepton. Leptons can sometimes be
contained within jets due to semi-leptonic decays of hadrons containing the bottom or
charm quarks. To neglect these, leptons within ∆R < 0.4 of a jet are discarded. If a
baseline electron is found within ∆R < 0.01 of a baseline muon, both are discarded, as
these can arise from the mis-reconstruction of a Brehmstrahlung photon as an electron.
Muons are required to be separated by at least ∆R > 0.05 from each other, as occasionally
multiple copies of the same muon can be reconstructed. Finally, if a tau and a jet are
found with ∆R < 0.02 between them, the jet is discarded and the tau kept. These cuts
are also summarised in Table 4.2. After overlap removal a final request is made, that any
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same flavour opposite sign (SFOS) lepton pairs with an invariant mass below 12 GeV are
discarded, to suppress Drell-Yan backgrounds and decays from particles with low mass.
Table 4.2: Summary of overlap removal cuts used in this analysis, in the order that they
are applied.
Overlap Removal Cut Result
∆Re1,e2 < 0.05 Lowest pT electron discarded
∆Re1,jet < 0.02 Jet discarded
∆Rτ,(e/µ) < 0.02 Tau discarded
∆R(e/µ),jet < 0.04 Light lepton discarded
∆Re,µ < 0.01 Both discarded
∆Rµ1,µ2 < 0.05 Both discarded
∆Rτ,jet < 0.02 Jet discarded
4.5.5 Signal Electron Selection
Signal electrons are now required to pass the more stringent Tight++ [83] identification
criteria, in addition to isolation and d0 and z0 sin θ conditions:
|d0|
σ(d0)
< 5, z0 sin θ < 0.4 mm. (4.6)
The isolation conditions for the electrons are two-fold, with one requirement for the track
and one for the cluster in the calorimeter. The track isolation requires that:
p30T
ET
< 0.16, (4.7)
where ET is the transverse energy of the electron, and p
30
T is the combined transverse pT
of all tracks within ∆R ≥ 0.3 of the electron track. These tracks must satisfy the following
cuts to be included -
• pT > 1 GeV
• |d0| < 1 mm
• |z0 sin θ| < 1 mm
• At least one hit in the ID b-layer
• At least seven hits in the ID silicon detectors.
The cluster isolation requires:
E30corrT
ET
< 0.18, (4.8)
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where the energy-density corrected isolation, E30corrT , is defined as:
E30corrT = E
30
T −A×Nvtx. (4.9)
Nvtx is the number of vertices with at least 5 associated tracks and A is a scale factor
to account for energy leakage in the calorimeter and additional deposits from pile-up
collisions. Values of 20.15 MeV for data and 17.97 MeV for MC simulation are used, due
to differences between the modelling and data measurement. E30T is defined equivalently
to p30T , as the combined ET of all tracks within ∆R ≥ 0.3 of the electron track. Baseline
electrons must satisfy all of these criteria in order to be accepted as signal electrons.
4.5.6 Signal Muon Selection
Signal muons do not require any additional identification criteria, but they do have similar
cuts on |d0| and |z0 sin θ| defined as:
|d0|
σ(d0)
< 3, z0 sin θ < 1mm. (4.10)
They also have an isolation requirement of:
p30corrT
pT
< 0.12, (4.11)
where similarly
p30corrT = p
30
T −A×Nvtx, (4.12)
and for muons the values used for A are 10.98 MeV for data and 6.27 MeV for MC
simulation. Only baseline muons surviving overlap removal and which pass all of these
criteria are included within the subset of signal muons.
4.5.7 Signal Jet Selection
Baseline jets are further required to satisfy the cuts
pT > 20 GeV, |η| < 2.5 and JVF > 0.5, (4.13)
where JVF refers to the Jet Vertex Fraction, which gives a measure of the probability
that the jet originated from a given vertex. This is used in order to discriminate between
jets originating from the primary interaction, and those produced by pile-up. The JVF
requirement is only applied to jets which have pT < 50 GeV and |η| < 2.4.
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4.5.8 Signal Tau Selection
Signal taus are required to pass the additional medium [93] identification criteria. This
requires the muon veto to be passed, in addition to the loose definition of the electron BDT
selection, and the medium Jet BDT selection, all of which are described in Section 4.4.6.
All baseline taus passing these criteria are defined as signal taus, and these are then used
as input for the overlap removal described in Section 4.5.4.
Table 4.3: Summary of cuts used to define signal objects in this analysis. These cuts are
applied to objects which already satisfy the baseline cuts summarised in Table 4.1 and
with the exception of taus, the overlap removal procedure summarised in Table 4.2.
Object η Identification Isolation Other
Electron - tight++
p30T
ET
< 0.16,
E30corrT
ET
< 0.18 |d0|σ(d0) < 5,
z0 sin θ < 0.4 mm
Muon - -
p30corrT
pT
< 0.12 |d0|σ(d0) < 3,
z0 sin θ < 1 mm
Jet η <2.5 - - JVF > 0.5
(applied if pT <50
and η <2.4)
Tau - medium - - -
pass muon veto,
ElectronBDTLoose
and JetBDTMedium
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Chapter 5
Search for SUSY in Events with
Four or More Leptons
A four-lepton final state can be produced at the LHC by many supersymmetric scenarios,
and has the benefit of very low background rates from SM processes. This chapter de-
tails the strategies developed to search for the RPV, χ˜02χ˜
0
3 and GGM scenarios described
in Section 5.2 - all of which produce four leptons and missing transverse energy. The
following two chapters will then detail the background estimation methods and system-
atic uncertainty treatment (6) and the results and interpretation of them (7. Everything
shown in this thesis uses the full ATLAS dataset from 2012, produced at a centre-of-mass
energy of 8 TeV. The results for this search were published in a paper in the Physical
Review D in May 2014 [1]. Previous versions of the analysis were also made using the
2011 dataset at a centre-of-mass energy of 7 TeV, published in the Journal of High Energy
Physics [96], and with an earlier subset of the 2012 dataset, documented in an ATLAS
conference note [97]. I was involved in the production of all of these versions, and present
the most recent analysis here, as it is an updated, improved and extended version of the
earlier work.
These three chapters will place more emphasis on areas of the analysis for which I
was responsible, whilst providing an overview for the reader to follow. I was responsible
for optimising the search strategy and all plots and tables included in this chapter were
produced by me for documentation of the analysis. I was also responsible for the MC
estimates for the number of events in the search regions, and the composition of the
backgrounds (Section 6.1). I produced systematic uncertainties for some of the simplified
model samples, as discussed in more detail in Appendix B. I was a main contributor to the
introduction of new simplified model scenarios and the generation of the associated MC,
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as also detailed in Appendix B. I carried out studies for the initial inclusion of tau leptons
(earlier versions of this analysis used only electrons and muons) which affected the trigger
choices discussed in Section 5.3.1 and object selection for taus, as detailed in Section 4.5.
Content which was not produced myself is clearly labelled as the work of other analysis
team members, all other included results have been produced by myself.
5.1 Analysis Overview
SM background processes which result in four lepton final states are not very abundant,
which makes this a powerful channel with which to search for SUSY scenarios which have
lower EmissT or object pT in their final states. Events from SM background processes can
be suppressed with a well-chosen set of cuts yielding simple, “clean” search regions with
few expected background events.
When discussing this analysis, the term lepton refers to electrons, muons, or had-
ronically decaying taus (taus for short), whilst electrons and muons are also collectively
referred to as “light leptons”. Selected events are split into channels containing differ-
ent light lepton and tau multiplicities. Further kinematic requirements are then made
to discriminate between signal and background - leading to the definition of a number
of dedicated “Signal Regions” (SRs), detailed in Section 5.4. The background contribu-
tions in these SRs are estimated using a combination of MC and data-driven methods,
described in detail in Section 6.2. The performance of these estimation methods will later
be “validated” in separate dedicated regions containing a high proportion of background
events, as described in Section 6.4.
5.2 Supersymmetry Signal Scenarios
5.2.1 χ˜02χ˜
0
3 Simplified Models
Supersymmetry models which solve the hierarchy problem most cleanly (referred to as
“natural” models) generally require relatively light electroweak sparticles. Neutralinos
can decay into final states which contain two leptons, so pair production of neutralinos
is a SUSY process which can be targetted with the four lepton analysis more effectively
than any lower lepton multiplicity. A set of simplified models are constructed to consider
pair production of mass-degenerate χ˜02 and χ˜
0
3 particles, where these are assumed to be
the next-to-lightest sparticles (NLSP)s. These then decay to the LSP, which is the lightest
neutralino, χ˜01, as is commonly the case. R-parity is conserved in the considered models,
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(a) via slepton (b) via stau
(c) via Z
Figure 5.1: Feyman diagrams of the decays considered for simplified RPC models with
χ˜02χ˜
0
3 production.
so the LSP is stable. Three possible decay mechanisms are considered for the NLSPs:
via right-handed sleptons, via staus, and finally via Z bosons. All of these produce a
total of four or more leptons in the final state, as illustrated by the Feynman diagrams in
Figure 5.1.
The mixing of the neutralinos (described in Section 2.7) is such that the χ˜01 is bino-like
and both χ˜02 and χ˜
0
3 are higgsino-like. Their decay branching ratios are set to 100% via the
respective process. The mass of the co-NLSPs χ˜02 and χ˜
0
3 is varied, along with the mass of
the χ˜01, to cover a range of values. The collection of possible scenarios generated by this
variation are referred to as a grid, and the same nomenclature is used for the collections
of points of the other SUSY signals.
For the slepton and stau models the intermediate sparticle masses are set to be halfway
between the LSP and NLSP masses, and the masses of all other sparticles are set to 1 TeV.
All other parameters introduced in this formulation of SUSY are set to values which are
favourable for production and detection of this process at the LHC and agree with any
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existing experimental data, e.g. the Higgs mass. The mass parameter space for each
scenario which is considered in these models is listed in Table 5.1. The range of masses
considered for each model is based on sensitivity studies discussed in Appendix B and
reflect the regions of the parameter space where the four lepton analysis is able to make
a statistically meaningful statement about the model.
Table 5.1: Masses considered in each of the three χ˜02χ˜
0
3 models.
Decay Mode χ˜01 Masses [GeV] χ˜
0
2/3 Masses [GeV] Mass Splittings [GeV]
slepton 0-575 110-812.5 20-750
stau 0-100 100-350 50-300
Z 0 100-400 100-400
5.2.2 R-parity Violating Simplified Models
A set of simplified models that include decays resulting from non-zero R-parity violating
couplings are also considered. When the RPV superpotential terms defined in Equa-
tion 2.16 are included in the MSSM, an additional 48 parameters are introduced. Due to
the experimental restrictions on multiple non-zero couplings discussed earlier, and the de-
sire for multiple leptons in the final state, only the coupling λijk is given a non-zero value.
This also means that sparticles can still be pair produced at the LHC for this scenario,
making a multilepton final state easier to achieve from SUSY decay.
A bino-like χ˜01 is selected as the LSP. As the model considered violates R-parity, the
decay of pair produced χ˜01s would already give a four lepton signature. However, the pair
production cross-section for χ˜01 at the LHC is rather small, and so a selection of different
NLSPs with higher pair production cross-sections are also included in the process. All
other sparticle masses are set to 4.5 TeV. The four different NLSPs and their corresponding
fixed cascade decays to the LSP are given below.
• Wino: χ˜±1 →W±χ˜01
• Slepton: ˜`→ lχ˜01 (where l is e, µ or τ .)
• Sneutrino: ν˜l → νlχ˜01 (where l is e, µ or τ .)
• Gluino: g˜ → qq¯′χ˜01 (q, q′ can be u, d, c, s.)
Figure 5.2 shows the Feynman diagrams for each of these processes. For the slepton NLSP,
left and right-handed sleptons are considered separately, as the cross-section is different
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(a) wino (b) slepton
(c) sneutrino (d) gluino
Figure 5.2: Feyman diagrams of the simplified RPV model cascade decays for all NLSPs
considered.
for the two cases, resulting in a different phenomenology. The SUSY decays all proceed
via the electroweak interaction, with the exception of the case with a gluino NLSP. The
different NLSP choices give different final state products in addition to those from the
LSP: the wino produces a W boson in the decay chain, the slepton produces another light
lepton, the sneutrino produces a neutrino and the gluino produces jets. The LSP decay
products always include two leptons and a neutrino, but the flavours of these products
depends on the indices of the coupling λijk. The decay products resulting from all possible
indices is given in Table 5.2, where each has two possible final states depending on which
flavour the neutrino takes. The non-zero couplings considered for these models are λ121,
λ122, λ133 and λ233, which cover instances where the final state can contain electrons and
muons, electrons and taus, and muons and taus. An example of the resulting final states
which can be produced for a non-zero λ121 coupling can be seen in Figure 5.3.
The LSP and NLSP masses are the varied parameters for every model, with the other
parameters remaining fixed. There are a total of twenty different grids resulting from
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Table 5.2: Decay products resulting from all possible i, j, k values of λijk.
i,j = 1,2 i,j = 1,3 i,j = 2,3
k = 1 eeν/eµν eeν/eτν eµν/eτν
k = 2 eµν/µµν eµν/µτν µµν/µτν
k = 3 eτν/µτν eτν/ττν µτν/ττν
(a)
(b) (c)
Figure 5.3: Illustration of χ˜01 decays for a non-zero λ121 coupling. In all cases, the charge
conjugate decay is implied.
the combination of each of the five NLSP choices with each of the four possible non-zero
couplings. The mass ranges considered for these grids depend on the expected sensitivity
of the analysis and existing limits if these have been set. The mass ranges are summarised
for each grid in Table 5.3.
5.2.3 General Gauge Mediated Simplified Models
General Gauge Mediation (GGM) [98] is a generalised form of gauge-mediated supersym-
metry breaking (GMSB) [99]. The symmetry breaking takes place in a hidden sector
and the messenger fields required to couple to both the hidden and separate SM sectors
are gauge fields. GGM maintains the properties which are shared by all gauge mediated
SUSY models, whilst avoiding any of the specifics which vary from scenario to scenario.
The hidden sector is entirely arbitrary, and neither the mechanism of SUSY breaking nor
the interaction coupling the gauge fields to the hidden sector is specified. The key as-
sumption that the hidden sector decouples as the MSSM gauge couplings approach zero is
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Table 5.3: Masses considered in each of the RPV grids.
NLSP λijk indices NLSP Mass Range [GeV] χ˜
0
1 Mass Range [GeV]]
wino all 200-1000 10-990
slepton all 75-600 10-590
sneutrino 121,122 75-600 10-590
sneutrino 133,233 75-500 10-490
gluino all 500-1700 490-1690
upheld, and the LSP is a massless gravitino. The masses of the supersymmetric particles
result from higher order interactions with the messenger particles. The mass hierarchy
has lighter electroweak sparticles and heavier coloured sparticles.
There are still a number of free parameters in GGM models, some of which are fixed
in the scenarios considered, while others are varied. Two sets of models are considered
here, and for both cases the gaugino masses M1 and M2 are set to 1 TeV. The properties
of the NLSP have a significant impact on phenomenology. In this case we consider the
higgsino-like χ˜01, χ˜
0
2 and χ˜
±
1 as co-NLSPs. The average decay length of the NLSP, cτNLSP ,
another free parameter, is set to 0.1 mm for both grids. The gluino is also set to be
light, and its mass mg˜ (M3) is varied within a certain range, along with the higgsino mass
parameter µ. The chosen values of µ are such that the χ˜01 NLSP decay dominates.
For the first grid, the ratio of Higgs VEVs is set to tanβ = 1.5. This results in a
97% branching ratio of the neutralino to a Z boson and the gravitino (χ˜01 → ZG˜). For
the second grid tanβ = 30. This gives a higher branching ratio of the NLSP to a Higgs
boson and the gravitino ( χ˜01 → hG˜) which increases with increasing µ. Values of µ from
200 GeV to 900 GeV are considered, and gluino masses from 400 (600) GeV to 1.2 TeV
for the tanβ = 30 (1.5) grid. Figure 5.4 shows weak and strong production processes
which occur in the GGM. While the strong production dominates in the bulk of the grid,
at higher gluino masses the contribution from weak production increases.
5.2.4 Signal MC Samples
Samples for the χ˜02χ˜
0
3 models were generated using MadGraph [100], additional details
of the generation of these samples are given in Appendix B, where personal contributions
are also highlighted. The RPV samples were generated using Herwig++2.5.2 [101], and
the GGM samples were generated using Pythia [77]. All three scenarios used the PDF
set CTEQ6L1 [102] and have cross-sections calculated to next-to-leading order (NLO)
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(a) Weak production (b) Strong production
Figure 5.4: Feyman diagrams of production processes in the GGM models.
produced in PROSPINO2 [103]. Each sample corresponds to a sample with a different set
of values for the varied parameters of that model, for example specific masses for the LSP
and NLSP, defining a point on the parameter space. If multiple values of an additional
parameter are considered, then a grid of points is defined for each additional parameter
value. For example for the RPV samples, different grids are defined for different values
of the i, j, k indices in the λijk coupling parameter. The considered mass value ranges
for each of these grids depends on the expected sensitivity, so this is different for grids
with different phenomenology. Datasets are produced with parameter values which are
designed to give finer granularity of MC in the regions of parameter space which are more
important for the analysis. For example a grid may have datasets separated by 20 GeV
in LSP and NLSP mass parameter values for the majority of the grid, but use a 10 GeV
spacing in the region where the sensitivity is expected to vary more as a function of these
parameters.
5.3 Dataset and Event Selection
Data used for this analysis was collected during 2012 at
√
s = 8 TeV, totalling an integrated
luminosity of L = 20.3 fb−1 which satisfied the so-called “Good Runs List” data quality
criteria. These criteria require the LHC beams to be stable, all of the ATLAS subdetectors
to have normal operating voltages, and the toroidal and solenoidal magnetic fields to be
of the correct strength. The dataset is subdivided into periods consisting of a specific set
of runs, which were labelled A-M from the beginning to end of running in 2012. Periods
F and K did not involve any LHC collisions, and period M involved heavy ion collisions,
rather than p-p collisions. These three periods are therefore disregarded from the total
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dataset considered.
Events of interest are then selected using leptonic triggers, as detailed in Section 5.3.1.
Further data quality event selection cuts, referred to as “cleaning cuts” are also applied,
as described in Section 5.3.2. The combination of these event selection cuts and the object
selection described in Section 4.5 is often referred to as the “preselection” - after which
the analysis specific event selection is applied.
5.3.1 Trigger
The set of trigger chains used to select events for this analysis require signatures containing
either one or two light leptons, applying the lowest pT thresholds possible to the lepton
pT . A logical OR combination of all trigger chains listed in Table 5.4 is made. For any
event passing one of these trigger chains, the light leptons in the event must also pass the
corresponding oﬄine pT thresholds in order to be accepted. These thresholds are chosen
such that the particle pT is within the plateau of efficiency for the trigger it has fired.
These oﬄine values therefore vary depending on the trigger selections, and are listed in
Table 5.4 for all selections considered.
If a specific trigger lists “loose”, “medium” or “tight”, this applies a criteria similar
to the oﬄine identification used - see Section 4.5. The “vh” label identifies triggers where
electrons are vetoed at the L1 stage if they have left significant deposits within the hadronic
calorimeter. An “i” in the chain name refers to an isolation requirement, specifically that
the sum of track pT within ∆R < 0.2 of a candidate lepton must be less than 10% (12%)
of the lepton pT if it is an electron (muon).
Although the analysis presented here includes events with taus, triggering using had-
ronically decaying tau leptons is not included. This is because tau-based triggers have a
slower increase in efficiency with increasing object pT (“turn-on”). Additionally, the taus
used for the background estimation methods (described in Section 6.2) require very loose
identification criteria, which are not met by the trigger, therefore resulting in a bias.
5.3.2 Event Cleaning
“Event cleaning” refers to the removal of events where the quality of the reconstruction
is lowered or partial due to a malfunctioning in some part of the detector, or any other
condition that would invalidate the event for physics analysis. These events are removed
with ATLAS recommended procedures for all analyses before any analysis specific cuts
are made.
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Table 5.4: Light lepton trigger chains used for this analysis, all combined using a logical
OR. Where two numbers are given in the Oﬄine PT Threshold column, the first refers
to the lepton listed first in the corresponding trigger chain name, and the second number
applies to the lepton listed second. In some instances both leptons have the same threshold
applied, and are preceded by a 2 in the chain name.
Object Type Trigger Detail Oﬄine PT Threshold [GeV]
Single e EF e24vhi medium1 25
Single µ EF mu24i tight 25
Double e EF 2e12Tvh loose1 14, 14
EF e24vh medium1 e7 medium1 25, 10
Double µ EF 2mu13 14, 14
EF mu18 tight mu8 EFFS 18, 10
Combined eµ EF el2Tvh medium1 mu8 14, 10
EF mu18 tight e7 medium1 18, 10
The event cleaning procedure removes events where a timing, trigger and control pro-
cessing partition has restarted, resulting in missing detector information, or where errors
or bursts of noise have been reported in the LAr calorimeters, as well as events where
data from the Tile calorimeter has become corrupted. Events where jets point to some
problematic (η, φ) region of the Tile calorimeter are also vetoed. Jets are rejected if they
could potentially have originated from detector effects. Background from cosmic muons is
suppressed by rejecting events where muons have either an impact parameter d0 satisfying
|d0| > 0.2 mm, or a projection of the impact parameter onto the z axis z0 sin θ satis-
fying z0 sin θ > 1 mm. Additionally, to suppress events where muons have been poorly
reconstructed due to mis-measurement, they are required to satisfy
σq/p
|q/p| ≥ 0.2, (5.1)
where q is the muon charge, p is muon momentum, and σq/p is the uncertainty on the
measurement of q/p.
5.3.3 Standard Model Background Samples
Once events with at least four leptons have been selected, contamination from SM processes
is very small. The SM processes that contribute to the four lepton background are all
detailed below, along with information on the generators used for each sample and the
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corresponding cross-section calculation. A summary of relevant information can be found
in Table 5.5. The composition of the SM backgrounds varies greatly depending on the
number of light leptons and taus in the event.
Diboson processes WZ/Wγ∗ and ZZ/Zγ∗ were simulated using Powheg [104] at
NLO, and showering was carried out by Pythia8 [105]. In addition, gg2ZZ [106] was used
to generate the process gg → ZZ/Z∗, using Herwig [76] for showering. These samples
include the following final states 4e, 4µ, 2e2µ, 2e2τ and 2µ2τ (4τ is not included). For
calculating generator uncertainties (described in Section 6.3) samples were also gener-
ated for ZZ/Zγ∗ using aMC@NLO [107]. The triboson processes WWW → lνlνlν,
ZWW → lllνlν and ZZZ → llllνν were generated with MadGraph [100] at LO, and
processes resulting in two bosons and two jets were simulated using Sherpa [75] at LO
but normalised to NLO. The processes tt¯ + Z(+ jets) and tt¯ + W (+ jets) were gener-
ated by Alpgen [108] at LO, and MadGraph was used to generate samples for tt¯+W ,
tWZ and tZ. Samples for tt¯ + Z(+ jets) and tt¯ + W (+ jets) were also generated with
MadGraph for use calculating generator systematic uncertainties as described in Sec-
tion 6.3. Production of tt¯ was simulated using Powheg, and single tops with MC@NLO
and AcerMC [109]. The cross-sections for top pair production were calculated at NNLO
with NNLL corrections, and the single top cross-sections were calculated at NNLO+NNLL
precision. Samples of Z/γ∗+jets and W+jets processes are generated using Alpgen and
Pythia6 [77]. The LO Alpgen cross-sections are scaled to NNLO. For Z/γ∗+LF jets
samples where the invariant mass of the produced leptons satisfies 10 GeV< mll <60 GeV,
referred to as “Drell-Yan” production, Alpgen and Herwig were used. Higgs samples
including five different production mechanisms are included: gluon fusion (ggF ), vector
boson fusion (V BF ), associated production with a W (HW ) or Z (HZ), and associated
production with a tt¯ pair (tt¯H). These were generated using a mix of Powheg+Pythia8
and just Pythia8, to NNLO QCD and NLO EW precision, except for tt¯H which is only
to NLO QCD.
5.4 Signal Region Optimisation
Starting from events that pass the basic quality requirements, signal regions (SRs) to
discriminate SUSY scenarios from known SM processes can then be defined. These regions
require a set of selections or cuts on various properties of the event, which are optimised
using the significance, ZN . This gives a statistical measure of how relevant an observation
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Table 5.5: Summary of MC background samples used in this analysis, including the gen-
erator used for production and the precision to which the cross-section is calculated.
Process Generator Cross-section
WZ, ZZ Powheg + Pythia8 NLO QCD
gg → ZZ gg2ZZ + Herwig
WWW , ZWW , ZZZ MadGraph LO + NLO normalisation
V V V → V V jj Sherpa
tt¯Z, tt¯W ALPGEN LO + NLO normalisation
tt¯WW , tWZ, tZ MadGraph
tt¯ POWHEG NNLO + NNLL corrections
t (includes Wt) MC@NLO + AcerMC
Z/γ∗+jets, W+jets ALPGEN + Pythia6 LO scaled to NNLO
Z/γ∗+jets DY ALPGEN + Herwig
ggF , V BF higgs PowhegPythia8 NNLL QCD + NLO EW
HW , HZ Pythia8 NNLL QCD + NLO EW
tt¯H Pythia8 NNLO QCD
would be for a given region, and is defined as:
ZN =
√
2 erf−1(1− 2p(S +B,B, δB)), (5.2)
where erf is the error function, p is the background only p-value, S is the number of
expected signal events, B is the number of expected background events and δB is the
uncertainty on the background MC estimation, assumed to be 50% based on statistical
uncertainties for previous four lepton analyses. The p-value gives the probability of ob-
serving the number of signal events expected or higher, given the background-only hypo-
thesis. The background-only hypothesis here is the SM, represented by the MC samples.
Therefore the larger the gap between the number of events expected from SM and signal
is, the higher the significance will be. The observed number of events is set by summing
the number of expected background and signal events. Using this p-value estimate to
calculate the significance gives a measure of how strong a statistical statement could be
made if the expected signal was observed in a given SR. The aim of the optimisation is to
maximise this property for each region, based on the events observed for MC background
and signal samples. This is done using MC predictions, adopting a blind analysis strategy
- meaning the data in the signal regions is not observed until these SRs have been decided
based on expectation only. Data is used in other areas of the analysis for the background
estimation (control regions) and background validation (validation regions) but must not
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overlap with the data within these regions.
5.4.1 Optimisation procedure
Events are first classified into separate channels depending on the light lepton and tau
multiplicities, with a total of four leptons always required overall. Additional leptons may
be allowed but are never explicitly requested. Three channels are considered: four or more
light leptons (4`0τ); three light leptons plus one or more taus (3`1τ); and two light leptons
plus two or more taus (2`2τ). Channels requiring more than two taus are not considered.
These channels are then further subdivided according to additional criteria in order to
target scenarios characterised by a range of properties, such as the amount of missing
transverse energy in the event. A total of nine signal regions are defined, and their main
properties and targeted SUSY scenarios are listed in Table 5.6. A detailed description of
the optimisation for each signal region will be covered in the following. Firstly the regions
which include a Z boson veto will be discussed in Section 5.4.2, split by lepton multiplicity
and into the “a” or “b” regions. Then the regions which request the presence of a Z boson
will be discussed in Section 5.4.3, split by lepton multiplicity. Finally, the exact selection
criteria chosen for each of the nine signal regions will be summarised in Section 5.5.
Table 5.6: Summary of signal regions used in this analysis. The names are related to
the cuts; the number following SR denotes the required tau multiplicity, Z or noZ refers
to either a Z-veto or Z request respectively, and the a and b regions denote a softer and
harder set of cuts, targeting slightly different scenarios.
Channel Signal Region Z boson EmissT meff Target
SR0noZa Veto Moderate - χ˜02χ˜
0
3 via `
4`0τ SR0noZb Veto High High RPV
SR0Z Request High - GGM (and χ˜02χ˜
0
3 via Z)
SR1noZa Veto Moderate - χ˜02χ˜
0
3 via τ˜
3`1τ SR1noZb Veto High High RPV
SR1Z Request High - -
SR2noZa Veto Moderate - χ˜02χ˜
0
3 via τ˜
2`2τ SR2noZb Veto High High RPV
SR2Z Request High - -
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5.4.2 Z Boson Veto
Events containing four or more leptons are most commonly produced by background pro-
cesses involving the leptonic decay of Z bosons. It may therefore be beneficial to implement
a so-called “Z-veto” algorithm in order to suppress these background processes, for signal
events that do not themselves contain leptonically decaying Z bosons. A pair of light
leptons from a Z boson decay are required to have the same flavour but opposite charge
(i.e. e−e+ or µ−µ+), in order to conserve lepton number. The invariant mass of these
lepton pairs has a prominent peak corresponding to the Z boson mass, 91.2 GeV, which
from now on will be referred to as mZ . The Z-veto makes use of these properties in order to
tag and possibly reject events containing leptons which were likely produced by a Z boson
decay. The variable mSFOS is defined as the invariant mass of a same-flavour opposite-sign
(SFOS) light lepton pair. All possible SFOS combinations within an event are considered,
and the pair with invariant mass mSFOS closest to mZ is examined for further selection. If
the mass difference |mSFOS−mZ | for the selected pair is less than 10 GeV and the Z-veto
is implemented, the event is rejected.
The Z boson can also decay radiatively to produce a total of four light leptons, as
seen in Figure 5.5, and in some instances, one of these leptons will be too low in pT to be
reconstructed. These radiative leptonic Z boson decays will contribute to the background
in the 4`0τ and 3`1τ channels. In order to suppress these processes an “extended” version
of the Z-veto is also defined. In addition to considering mSFOS for all SFOS light lepton
pairs, the invariant mass is also calculated with the inclusion of an additional light lepton
(mSFOS+l) or additional SFOS pair (mSFOS+SFOS) in the event. All possible combinations
are considered, and whichever resultant mass is closest to that of the Z boson is then used
to calculate the mass difference from mZ for further event selection.
q
q¯
ℓ
ℓ
ℓ
ℓ
Z/γ∗
Z/γ∗
Figure 5.5: Example of a radiative Z boson decay resulting in four light leptons.
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5.4.2.1 4`0τ Z Veto Signal Regions
After the preselection and the four light lepton multiplicity requirement, the majority of
background events remaining come from fully leptonic ZZ production. Smaller contribu-
tions also come from processes containing one leptonically decaying Z boson, e.g. WZ
and tt¯Z. The Z-veto SRs target these background processes with the extended Z-veto
described above. Any events where the mass difference between mZ and mSFOS, mSFOS+l
or mSFOS+SFOS is less than 10 GeV are discarded. Distributions of the mSFOS, mSFOS+e,
mSFOS+µ and mSFOS+SFOS for the background processes and a number of representative
signal scenarios can be seen in Figure 5.6.
The RPV benchmark signals are chosen from the grid with a wino NLSP and a non-zero
coupling to light leptons, λ121. These points are used for the majority of the optimisation
of the 4`0τ channel. The behaviour for the RPV grids with slepton or sneutrino NLSPs is
found to be relatively similar, although the cross-sections differ. For instances where some
signal points display different behaviour to the majority, a point which is representative of
this behaviour is also included in the optimisation. The points selected lie in the region of
the wino λ121 grid where the border between easily excluded points and those with a lower
sensitivity lies. This emphasises the effect of varying an SR definition on the expected
statistical sensitivity. The χ˜02χ˜
0
3 via slepton grid also uses the Z-veto regions, and two
points are displayed for this scenario which are also not yet excluded but hopefully can be
with sufficient SR optimisation.
The invariant mass of SFOS pairs with an additional light lepton has been separated
based on the lepton flavour, but it can be seen that the overall shape of the background
and signal processes are the same for both. The plots are made consecutively, so that
the mSFOS is plotted at the 4`0τ stage, and the mSFOS+e, mSFOS+µ and mSFOS+SFOS
distributions are plotted after the mSFOS has already been used to veto events. The
peak in the mass distributions coming from background processes containing Z bosons, in
particular ZZ which is displayed with WZ in the “diboson” category, can be seen clearly
between 80 and 100 GeV. This corresponds to the 10 GeV mass difference cut used in the
Z-veto.
Once the Z-veto has been implemented, kinematic properties of the remaining events
are used to define two different signal regions in order to target the RPV and χ˜02χ˜
0
3 via
slepton signals most effectively. The optimisation of the latter region, SR0noZa will be
discussed first, before moving on to the slightly more complex SR0noZb optimisation.
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Figure 5.6: Distributions of the (a) mSFOS, (b) mSFOS+e, (c) mSFOS+µ, and (d)
mSFOS+SFOS for all background processes and a selection of representative RPV wino
and χ˜02χ˜
0
3 via slepton signal points in events with four or more light leptons. In events
with multiple SFOS pairs, SFOS+l or SFOS+SFOS, the combination with invariant mass
closest to the Z boson mass is plotted.
SR0noZa
The χ˜02χ˜
0
3 via slepton SUSY scenario produces four light leptons and two neutralino LSPs
in the final state. The LSP in this model is stable, so the energy carried by these su-
persymmetric particles will be undetected by ATLAS. This signal should therefore be
sensitive to a moderate requirement on missing transverse energy EmissT (defined in Sec-
tion 3.3). Figure 5.7 includes two plots which were used to optimise the value of the
EmissT cut for this signal region, both of which are produced after four light leptons are
required and the extended Z-veto is applied. Figure 5.7(a) shows the EmissT distribution
for all background processes compared to some benchmark χ˜02χ˜
0
3 via slepton signal points.
Figure 5.7(b) shows the significance ZN as a function of E
miss
T for a number of χ˜
0
2χ˜
0
3 via
75
slepton signal benchmark points. The first and second numbers given in the legend entries
for each point refer to the masses of the χ˜02/3 (NLSP) and χ˜
0
1 (LSP) respectively. It can
be seen that these points are selected to display a range of sensitivity, one already has
more events than the background processes in the EmissT distribution, whilst the other two
only dominate for higher EmissT values. The background processes peak below 50 GeV
on the distribution, and a cut here removes the majority of background events, primarily
from diboson processes. The significance for the majority of the points considered is at
a maximum for a cut value of 50 GeV. The significance decreases with increasing EmissT
above this point, with the exception of the point with masses 532.5 GeV and 467.5 GeV,
which is not excluded for any value of EmissT . The final requirement of this signal region
after four light leptons have been selected and an extended Z-veto applied is to request at
least 50 GeV of missing transverse energy in the event.
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Figure 5.7: Distribution of (a) the EmissT for all background processes and a selection of
representative χ˜02χ˜
0
3 via slepton signal points and (b) ZN as a function of E
miss
T for the
same signal points in events with four light leptons after the Z-veto has been applied.
SR0noZb
A second signal region for the 4`0τ channel with a Z-veto is defined to target the RPV
models with non-zero couplings for LSP decays to light leptons. All RPV models con-
sidered have at least two neutrinos in the final state, and the sneutrino NLSP scenario has
an additional neutrino produced by each sparticle decay. These are a source of missing
transverse energy as they pass through ATLAS undetected, making EmissT a good discrim-
inating variable for these scenarios. In addition, the model with a gluino NLSP has an
abundance of jets produced in the cascade, meaning that a related variable, the effective
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mass, meff is also important. The meff represents the total mass contained within the
event, and is defined as:
meff = E
miss
T + p
leptons
T + p
jets with pT>40 GeV
T . (5.3)
Due to the correlation between EmissT and meff , a cut value for each variable is optimised
independently, and these are then implemented with a logical OR. An event can therefore
pass either one of the cuts in order to be accepted and does not necessarily have to satisfy
both simultaneously.
Figure 5.8 shows distributions of the EmissT and meff variables for background processes
and a selection of RPV model benchmark points, and the corresponding significance ZN
for the benchmark signals. Considering first the EmissT distribution, it can be seen that
at low values of EmissT events from SM background processes dominate, whereas at larger
values the signal points have a higher yield. Although the desire is to achieve a high
signal to background event ratio, it must be taken into consideration that this analysis
involves very small yields, and if less than one background event is predicted in any of
the SRs the statistical uncertainty becomes very high. It is therefore important to not be
too extreme in rejecting background events, in order to prevent this from happening. In
this instance a cut on EmissT at 75 GeV removes the bulk of the background events whilst
maintaining sufficient background levels to allow estimation with a reasonable uncertainty.
Considering now the accompanying significance plot, the significance for some points is
still increasing at 75 GeV, but for others it is beginning to drop, so this is a good value
to choose in order to maximise overall sensitivity. The majority of the benchmark points
selected to optimise this cut were from the wino λ121 grid, with the inclusion of a point
from the slepton λ121 grid to represent cases where a lower E
miss
T cut is preferred.
A set of benchmark points from the gluino RPV grid is used to optimise the meff cut
value, as this is the scenario where it is most important due to the jets present in the
final state. Figure 5.8(c) shows clearly how well this variable can be used to discriminate
between the background and signal points on the gluino grid. The vast majority of back-
ground processes have less meff in an event than any of the signal points considered. The
significance presented in Figure 5.8(d) shows an increase with increasing meff cut value
for all points, so the selection is limited most by the need to maintain enough background
events to keep the statistical uncertainty under control. The optimal requirement is found
to be meff ≥600 GeV when all these points are taken into consideration.
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Figure 5.8: Distribution of (a) the EmissT for all background processes and a selection of
representative RPV wino signal points, and (b) ZN as a function of E
miss
T for a selection
of RPV wino signal points, in events with four light leptons and a Z-veto. Also presented
are the distributions of (c) the meff for background and a set of benchmark RPV gluino
signal points, and (d) ZN as a function of meff for a selection of benchmark RPV gluino
signal points, in events with four light leptons and a Z-veto.
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5.4.2.2 3`1τ Z Veto Signal Regions
Events with three light leptons and one or more taus still have a large contribution from
ZZ. Other important backgrounds are WZ and Z + jets. These processes can also be
targeted effectively by a Z-veto, due to the common presence of a Z boson. Three light
leptons can also be produced by one of the radiative Z boson decay processes, so the
Z-veto is extended to include additional combinations of SFOS pairs plus a light lepton
in this channel. Distributions of the mSFOS, mSFOS+e and mSFOS+µ for background and
signal processes with three light leptons and one or more taus can be seen in Figure 5.9.
Benchmark points from the RPV wino grid with a non-zero coupling λ133 (resulting in
taus in the final state) are used for optimisation, as well as benchmark points from the
χ˜02χ˜
0
3 via stau decay scenario. Neither of these models involve any Z boson decays in their
cascades. The background processes have a flatter dependence on the invariant mass for
this channel than 4`0τ , but there are still peaks visible between 80 and 100 GeV, and it
is found that this is still the optimal cut window to use for the Z-veto.
SR1noZa
The SR1noZa signal region is defined to target the χ˜02χ˜
0
3 via stau scenario once three light
leptons and one or more taus have been selected and the extended Z-veto applied. The
LSP is a stable neutralino in this model, and therefore a source of EmissT in the signal
events. A selection of benchmark points from this grid are used to optimise a cut on the
EmissT variable, as shown in Figure 5.10. It can be seen from the E
miss
T distribution in
Figure 5.10(a) that the signal scenario has relatively small EmissT , but there is still some
discrimination compared to the background processes, which are more peaked in events
with EmissT < 50 GeV. Considering the significance for a selection of χ˜
0
2χ˜
0
3 via stau signal
points shown in Figure 5.10(b), 50 GeV is an optimal place to cut on this variable, before
the significance begins to drop dramatically. The SR1noZa signal region is set to require
EmissT >50 GeV in any events passing the 3`1τ lepton multiplicity and extended Z-veto
requirements.
79
 [GeV]SFOSM
50 100 150 200 250 300 350 400 450 500
Ev
en
ts
 / 
20
 G
eV
-210
-110
1
10
210
310
410 Total SMZ+jetsHiggs
Triboson
Diboson
tZ
tt
 Vtt
single t
W+jets
Wino 133,400,390
SlepL 133,300,290
N2N3 Stau,100,0
N2N3 Stau,100,50
= 8 TeVs -1L dt = 20.3 fb∫
(a)
 [GeV]SFOS+eM
50 100 150 200 250 300 350 400 450 500
Ev
en
ts
 / 
20
 G
eV
-210
-110
1
10
210
310
Total SM
Z+jets
Higgs
Triboson
Diboson
tZ
tt
 Vtt
single t
W+jets
Wino 133,400,390
SlepL 133,300,290
N2N3 Stau,100,0
N2N3 Stau,100,50
= 8 TeVs -1L dt = 20.3 fb∫
(b)
 [GeV]µSFOS+M
50 100 150 200 250 300 350 400 450 500
Ev
en
ts
 / 
20
 G
eV
-210
-110
1
10
210
310
Total SM
Z+jets
Higgs
Triboson
Diboson
tZ
tt
 Vtt
single t
W+jets
Wino 133,400,390
SlepL 133,300,290
N2N3 Stau,100,0
N2N3 Stau,100,50
= 8 TeVs -1L dt = 20.3 fb∫
(c)
Figure 5.9: Distributions of the (a) mSFOS, (b) mSFOS+electron and (c) mSFOS+muon for
all background processes and a selection of representative RPV and χ˜02χ˜
0
3 via stau signal
points for events with at least three light leptons and one tau. In events with multiple
SFOS pairs or SFOS plus l, the combination with invariant mass closest to the Z boson
mass is plotted.
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Figure 5.10: Distribution of (a) the EmissT for all background processes and a selection of
representative χ˜02χ˜
0
3 via stau signal points and (b) ZN as a function of E
miss
T for the same
signal points in events with three light leptons, one tau and a Z-veto.
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SR1noZb
A second region SR1noZb is defined for the 3l0τ channel with a Z-veto in order to tar-
get the RPV scenarios with non-zero couplings which cause the LSP decay products to
include taus. This follows the same format as SR0noZb. The variables EmissT and meff
are optimised separately using signal points from the wino and gluino grids respectively,
and combined together in one cut using a logical OR. Figure 5.11 shows the distributions
for both variables, and the corresponding significance values for a range of benchmark
signal points. Figure 5.11(a) shows the EmissT distribution for background processes and
signal points from the wino and slepton RPV grids. This plot shows that the majority of
background events have EmissT values below 100 GeV, and beyond this point the distribu-
tion is dominated by the signal events. The significance as a function of EmissT shown in
Figure 5.11(b) confirms for the majority of the wino and slepton points considered that a
requirement of 100 GeV is optimal, with one exception from the slepton grid. The slepton
points were also included here as the EmissT values varied on this grid compared to the
other RPV models. One of these points, with slepton and neutralino masses of 75 GeV
and 10 GeV respectively, has a much higher significance for a lower cut of 50 GeV. This is
not beneficial for the other points, so a cut is defined at EmissT >100 GeV, and there is the
option to use SR1noZa with the lower EmissT cut for the problematic slepton point. This
will be discussed in more detail in Section 7.2.
Figure 5.11(c) of the meff distribution of the background and RPV gluino signal pro-
cesses shows a distinct cross-over at 500 GeV from complete domination of the background
to a very high proportion of signal events. However, it is found that this cut value discards
more background events than desired for the statistical uncertainty of the background es-
timation. The significance for the RPV gluino points shown in the Figure 5.11(d) continues
to increase with increasing meff . A cut value of 400 GeV balances both of these factors.
The signal region SR1noZb requires three light leptons and one or more taus, an extended
Z-veto, and either EmissT >100 GeV or meff >400 GeV.
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Figure 5.11: Distribution of (a) the EmissT for all background processes and a selection
of representative RPV signal points, and (b) ZN as a function of E
miss
T for a selection of
RPV signal points, for events with three light leptons, one or more taus and a Z-veto. Also
presented are the distributions of (c) the meff for all background processes and a selection
of benchmark RPV gluino signal points, and (d) ZN as a function of meff for a selection
of RPV gluino signal points, in events with three light leptons, one or more taus and a
Z-veto.
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5.4.2.3 2`2τ Z Veto Signal Regions
The Z-veto is also beneficial for 2`2τ events as the background in this channel is completely
dominated by Z + jets processes. As only two light leptons are present in these events,
backgrounds with additional light leptons coming from radiative decays of the Z will not
contribute, so an extended Z-veto is not implemented. A distribution for the invariant mass
of SFOS pairs in background and signal events is shown in Figure 5.12. The distinctive
peak in the background at 80-100 GeV can be seen again, as well as the little effect that
the Z-veto has on the signal samples displayed. The signal regions for the 2`2τ channel
then follow the same format as the others, defining one region targeting the χ˜02χ˜
0
3 scenarios
and one region targeting the RPV scenarios.
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Figure 5.12: Distribution of the mSFOS variable for all background processes and a
selection of representative RPV and χ˜02χ˜
0
3 via stau signal points in events with two light
leptons and two or more taus. In events with multiple SFOS pairs, the combination with
invariant mass closest to the Z boson mass is plotted.
SR2noZa
This signal region targets χ˜02χ˜
0
3 via stau decays, and is complementary to SR1noZa, cov-
ering the instances where two taus decay hadronically rather than just one. The variable
EmissT is used to define this region as well, as there is moderate E
miss
T from the LSP in the
signal scenarios, which is typically greater than the EmissT in background events. This can
be seen in Figure 5.13(a), where the majority of background events have EmissT <50 GeV
and events from signal then begin to dominate. Figure 5.13(b) shows the significance as
a function of EmissT , and indicates that a slightly harder cut at 75 GeV is preferable for
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the range of points considered, and sufficient background events remain with this choice.
Signal region SR2noZa requires any events passing the 2`2τ lepton multiplicity and Z-veto
to satisfy a criteria of EmissT >75 GeV.
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Figure 5.13: (a) Distribution of EmissT and (b) ZN as a function of E
miss
T for all background
processes and a selection of representative χ˜02χ˜
0
3 via stau signal points in events with two
light leptons, two taus and a Z-veto.
SR2noZb
All tau-rich RPV models are also targeted by the SR2noZb signal region, which is com-
plementary to the 3l0τ region SR1noZb, in the case that two of the produced taus decay
hadronically and two decay leptonically. Cut values are optimised for the EmissT and meff
variables using a range of RPV signal points, and the two requirements are then combined
with a logical OR to form the signal region. Figure 5.14 shows the distributions of EmissT
and meff and the significance of a number of benchmark signal points as a function of
both variables. The distribution of EmissT in Figure 5.14(a) shows the signal processes
beginning to dominate in terms of number of events once the EmissT is at around 100 GeV.
Figure 5.14(b) shows the significance as a function of EmissT , demonstrating that this cut
value is optimal for the majority of the benchmark points considered. As mentioned when
discussing the 3`1τ channel, SUSY scenarios that have a much softer EmissT distribution
(e.g. those from the RPV slepton grid) can also make use of the SR2noZa region. A re-
quirement of EmissT >100 GeV is optimal when these points are disregarded. Figure 5.14(c)
presents the meff distribution for the background processes and a selection of RPV gluino
points, showing that this is a powerful discriminating variable in this channel as well.
There is a good separation between background and signal events, and a cut around 500-
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600 GeV seems adequate, whereas above 700 GeV there would be very few background
events remaining. The significance versus meff distribution in Figure 5.14(d) shows that
significance increases with increasing meff cut values for all scenarios, the only limita-
tion being maintaining sufficient background events. With this in mind the cut is set at
600 GeV, and SR2noZb requires either EmissT >100 GeV or meff >600 GeV in addition to
the lepton multiplicity and Z-veto requirements.
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Figure 5.14: Distributions of (a) the EmissT for all background processes and a selection of
representative RPV wino signal points, and (b) ZN as a function of E
miss
T for a selection of
RPV signal points, in events with two light leptons, two or more taus and a Z-veto. Also
presented are the distributions of (c) the meff for all background processes and a selection
of benchmark RPV gluino signal points, and (d) ZN as a function of meff for a selection of
benchmark RPV gluino signal points, in events with two light leptons, two or more taus
and a Z-veto.
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5.4.3 Z Boson Selection
While the use of a Z-veto is very effective at suppressing SM background processes con-
tributing to four lepton events, there are also SUSY scenarios considered where Z bosons
are produced in the decay chain. This is the case for the GGM models and the χ˜02χ˜
0
3 via
Z decays scenario. In order to target these signals an SR must be defined where events
containing Z bosons are selected, rather than vetoed. A Z request requires the presence of
SFOS light lepton pairs whose invariant mass is within 10 GeV of the Z boson mass, i.e.
events are required to satisfy |mSFOS −mZ | ≤10 GeV. A “Z-rich” signal region is hence
defined for each of the three channels.
5.4.3.1 4`0τ Z Selection Signal Region
Both the GGM and χ˜02χ˜
0
3 via Z models produce four light leptons in the final state, and
the signal region SR0Z is defined to target them. Figure 5.15 displays the invariant mass
mSFOS distribution for background processes and two benchmark points from each of
the signals. The peak at around mZ is visible for all benchmark points, and there is a
higher signal-to-background ratio in this region. Once the Z-selection is made, a cut on
EmissT is used to suppress the remaining background. Figure 5.16 shows the distribution
of EmissT in background and signal events, and the corresponding significance. Benchmark
points from both the χ˜02χ˜
0
3 via Z and GGM grids are included in the E
miss
T distribution
in Figure 5.16(a) for reference, but only the GGM points were used to optimise the cut.
The number of background events begins to decrease below the number of GGM signal
events at around 75 GeV. For the majority of signal points shown in Figure 5.14(b) the
significance is maximal at 75 GeV, with some peaking at slightly higher values and some
at slightly lower values. A requirement of EmissT >75 GeV is made to define this signal
region, once four light lepton events have passed the Z-selection.
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Figure 5.15: The distribution of the mSFOS for all background processes and a repres-
entative selection of χ˜02χ˜
0
3 via Z and GGM signal points in events with at least four light
leptons.
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Figure 5.16: Distribution of (a) the EmissT of all background processes and a selection of
representative GGM and χ˜02χ˜
0
3 via Z signal points and (b) ZN as a function of E
miss
T for
a selection of representative GGM signal points in events with four light leptons and a
Z-selection.
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5.4.3.2 3`1τ and 2`2τ Z Selection Signal Regions
There are no specific signals considered by this analysis which are Z-rich and produce
taus in the final state, but a Z-rich signal region is defined for each of the 3`1τ and
2`2τ channels (SR1Z and SR2Z respectively) to maintain a broad set of selections. These
are used in combination with other signal regions when producing the final results, as is
explained in Section 7.2. Figure 5.17 shows the EmissT distributions of background processes
once a Z-selection has been required for the 3l0τ and 2`2τ channel events. Based on
Figure 5.17(a) SR1Z requires EmissT >100 GeV, which removes the majority of the SM
background. Similarly SR2Z is defined to require EmissT >75 GeV based on Figure 5.17(b),
as the vast majority of background processes are below 75 GeV. Both regions maintain
sufficient background events to contain the effect of systematic uncertainties associated
with limited statistics.
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Figure 5.17: Distribution of EmissT for all background processes in events with (a) three light
leptons, one tau and a Z-selection and (b) two light leptons, two taus and a Z-selection.
5.5 Signal Region Summary
The final optimised cuts for each of the nine signal regions are detailed in Table 5.7.
An estimation of the performance of each signal region on a specific SUSY scenario is
made by calculating the significance ZN for each point and filling a histogram with the
significance as a function of the parameter space. The x and y axes display whichever two
parameters are varied in the scenario considered, usually the LSP and NLSP masses, and
the z axis displays the significance. Delaunay triangulation [110] is used to interpolate
the significance values for bins in between the points where signal samples exist so that
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Table 5.7: Summary of SRs used in this analysis, including number of light leptons and
taus requested, leptons used for Z-veto or selection and EmissT OR meff requests.
SR N(l) N(τ) Z-veto EmissT [GeV] OR meff [GeV]
SR0noZa ≥4 ≥0 SFOS,(SFOS +l),(SFOS + SFOS) >50 -
SR0noZb ≥4 ≥0 SFOS,(SFOS +l),(SFOS + SFOS) >75 >600
SR1noZa =3 ≥1 SFOS,(SFOS +l) >50 -
SR1noZb =3 ≥1 SFOS,(SFOS +l) >100 >400
SR2noZa =2 ≥2 SFOS >75 -
SR2noZb =2 ≥2 SFOS >100 >600
SR N(l) N(τ) Z-selection EmissT [GeV] OR meff [GeV]
SR0Z ≥4 ≥0 SFOS >75 -
SR1Z =3 ≥1 SFOS >100 -
SR2Z =2 ≥2 SFOS >75 -
the significance changes smoothly as a function of x and y. A significance value of 1.64 or
greater corresponds to an exclusion of the signal scenario considered with 95% confidence
level [111].
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(c) SR0noZb
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(d) SR0noZb
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Figure 5.18: Figures showing the significance ZN for SR0noZa on (a) the χ˜
0
2χ˜
0
3 via slepton
grid and (b) the wino λ121 grid, for SR0noZb on (c) the wino λ121 grid and (d) the gluino
λ121 grid, and for SR0Z on (e) the GGM grid with tanβ =1.5.
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Figure 5.18 displays two-dimensional significance histograms for the SR0noZa, SR0noZb,
and SR0Z signal regions on example signal grids that they were optimised to target. The
significance of signal region SR0noZa on the points of the χ˜02χ˜
0
3 via slepton decays scenario
is shown in Figure 5.18(a). This is the main target of this signal region and the scen-
ario which was used to optimise it. The drop in significance close to the top edge of the
considered grid is due to the decreasing mass difference between the NLSP and the LSP
(“mass splitting”). The smallest mass splitting included in the grid produced for the χ˜02χ˜
0
3
scenario is 20 GeV. For these points, the majority of the mass of the decaying NLSP is
required to produce the LSP, with only 20 GeV remaining to contribute to the pT of the
produced particles (neglecting the masses of the other decay products). This means the
decay products will generally have a lower pT than for a point where the mass splitting
is say 50 GeV. This makes it more difficult for the leptons produced to be detected and
reconstructed, which impacts on the sensitivity of the analysis, as less signal events will
pass the selection criteria for the SRs. The decrease in significance with increasing NLSP
mass is caused by decreasing cross-section for the considered process. The cross-section
values for each point for this grid can be found in Appendix B.
Figure 5.18(b) shows the significance of the same signal region SR0noZa on the RPV
wino λ121 grid. Although the RPV grids were not used to optimise this region, it will be
useful for any scenario where the missing transverse energy does not satisfy the higher
75 GeV cut required by SR0noZb. It is therefore reasonable to expect that this SR will
have some exclusion power on regions of the RPV grids where this is likely. This plot can
be compared to Figure 5.18(c), which shows the significance for the same wino λ121 grid,
but using the SR0noZb region. The latter gives slightly higher significance values for the
row of points with NLSP mass of 800 GeV, at approximately 1.5 rather than approximately
1. Based on this, it would be expected that SR0noZb will produce an exclusion limit up
to slightly higher mass values than SR0noZa (both just under 800 GeV). As the LSP in
these RPV scenarios decays, the energy of the resultant leptons is dependent on the mass
of the LSP, rather than the mass splitting. Hence the significance does not decrease for
the parameter space closer to the diagonal like it does for χ˜02χ˜
0
3 in Figure 5.18(a). The
cross-section for this process also decreases as the NLSP mass is increased. Considering
the significance at higher NLSP mass (from around 550 GeV), there is a decrease for the
region with low LSP mass (below 250 GeV) compared to the region with LSP mass greater
than 250 GeV. For example the point with an NLSP mass of 600 GeV and LSP mass of
50 GeV has a significance of approximately 4, whereas the point with an NLSP mass of
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600 GeV and LSP mass of 200 GeV is between 4.5 and 5. This difference can be attributed
to the difficulty reconstructing lower pT leptons resulting from a light LSP decay, making
it more difficult to achieve an equivalent significance.
Figure 5.18(d) shows the significance of the SR0noZb region on the RPV gluino λ121
grid, which was the scenario used to optimise the meff value for this SR. The significance
is high for the majority of points on this signal grid, with the exception of the highest
NLSP mass points due to the falling cross-section. The significance is also lower in the
low LSP mass (less than approximately 200 GeV) high NLSP mass (above approximately
1100 GeV) region, for the same reasons as the wino grid, lower production cross-section
and lower pT of decay products.
Figure 5.18(e) shows the significance of SR0Z for all points on the GGM tanβ =1.5
grid used to optimise it due to the presence of a Z boson in the sparticle decay chain. In
this case the vertical axis gives the gluino mass M3 and the horizontal axis shows the Higgs
mass parameter µ, both of which are varied for this scenario. When µ is high, the strong
processes involved in this model will dominate, but at lower µ the electroweak processes
are dominant (as explained in Section 5.2.3), which explains the high significance along
the left-hand side of the grid. The total cross-section is highest for low µ, low LSP mass,
and lowest for high µ and high NLSP mass. This also contributes to the decrease in
significance for high LSP mass points with increasing µ.
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Figure 5.19: Figures showing the significance ZN for SR1noZa on (a) the χ˜
0
2χ˜
0
3 via stau
grid and (b) the wino λ133 grid, and for SR1noZb on (c) the wino λ133 grid and (d) the
gluino λ133 grid.
An equivalent set of example significance plots for the 3`1τ SRs are displayed in Fig-
ure 5.19. Figure 5.19(a) shows the significance of region SR1noZa on the χ˜02χ˜
0
3 via stau
grid which it was optimised to target. The significance is 1.5 or less for all points on this
grid with this SR, and so no region of this parameter space is expected to be excluded.
This signal process does not have as high a cross-section as the decay via a slepton, and
in addition a request for three light leptons requires three of the produced taus to de-
cay leptonically. As the branching ratio for a tau decaying to a lepton is approximately
35% [7], this leaves less events which are accessible with this signal region.
In Figure 5.19(b) the significance of the same signal region SR1noZa is shown on the
RPV scenario with a wino NLSP and λ133. If compared to the significance of SR1noZb
on the same grid shown in Figure 5.19(c), it appears that the significance of SR1noZa is
less powerful, but for the lowest LSP and NLSP mass point SR1noZa has a significance of
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approximately 2 compared to just 0.5 for SR1noZb. There are other signal points on the
RPV grids where the “a” regions perform better than the “b” regions, particularly for a
slepton NLSP, but this serves as a good example.
Figure 5.19(d) gives the significance values for the RPV gluino scenario when using the
signal region SR1noZb. As was seen for the scenarios with λ121 in the four lepton channel,
the sensitivity on the gluino grid extends to higher NLSP masses than for the wino. This
is because gluino pair production has a higher cross-section from a proton-proton collision
than pair production of electroweak sparticles.
The significance values for exactly the same signal samples using the 2`2τ SRs are
displayed in Figure 5.20. It can be seen from Figure 5.20(a) that the SR2noZa SR is
more powerful than SR1noZa, and expects to exclude three signal points with an LSP
mass of 0 GeV from the χ˜02χ˜
0
3 via stau grid. Requiring two leptonically decaying taus
in the final state rather than one decreases the branching ratio to the final state, but
this is counteracted by the higher reconstruction efficiency of light leptons compared to
taus. Figure 5.20(b) shows the significance of SR2noZa on the RPV wino λ133 grid, and
Figure 5.20(c) shows the significance values for the same grid using signal region SR2noZb.
Overall SR2noZb appears to have greater exclusion power, comparing the set of points
with an NLSP mass of 500 GeV: these are approximately 1.5-1.75 for SR2noZb, whereas
for SR2noZa they have values of approximately 1.25-1.5. However there are some points
where this is reversed, for example the point with NLSP mass of 400 GeV and LSP mass
of 50 GeV, which is approximately 1.25 for SR2noZa, but approximately 1 for SR2noZb.
The significance of region SR2noZb is also shown in Figure 5.20(d) for the RPV gluino
grid, which was used to optimise the meff cut value. The shape is similar to the other RPV
gluino significance distributions, decreasing towards higher NLSP masses, and decreasing
for very low LSP masses.
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Figure 5.20: Figures showing the significance ZN for SR2noZa on (a) the χ˜
0
2χ˜
0
3 via stau
grid and (b) the wino λ133 grid, and for SR2noZb on (c) the wino λ133 grid and (d) the
gluino λ133 grid.
Table 5.8 gives the number of background events expected from MC after the lepton
multiplicity requirement, Z-veto or selection requirement, and each of the SR selections
have been made for the 4`0τ channel. The numbers demonstrate very clearly the effect-
iveness of the Z-veto, which greatly decreases the ZZ background events from 216.87 to
4.50, and also removes most of the contributions from WZ, triboson, tt¯Z, tZ and Higgs
processes. Signal region SR0noZa has 1.81 expected background events in total, and 6.93
events expected for a benchmark point from the χ˜02χ˜
0
3 via slepton scenario. This bench-
mark point has NLSP mass 550 GeV, and LSP mass 200 GeV, and is selected due its
position close to the edge of the region of expected exclusion (based on Figure 5.18). The
number of events remaining for this benchmark point after the 4`0τ and Z-veto require-
ments show that only a small number are discarded, compared to the much larger effect
on the number of background events. SR0noZb requires a higher value of EmissT , so it is
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expected that this region will have less background events, which total 1.43. The bench-
mark signal point included to demonstrate this signal region is from the RPV wino λ121
grid with NLSP mass of 600 GeV and LSP mass of 400 GeV. This is within the bulk of the
region which is expected to be excluded, as can be seen by the large number of events with
respect to the background. When a Z-selection is made instead of a Z-veto, the majority
of four light lepton background events remain. The SR0Z region removes most of this with
the EmissT requirement, but there are still 5.72 expected background events, considerably
more than in the Z-veto regions. The benchmark point chosen for this signal region is
from the GGM tanβ =30 scenario, with LSP mass of 1000 GeV and µ of 200 GeV. This
point is from the region of parameter space where electroweak processes dominate, making
it the main region targeted by this analysis.
Table 5.8: Number of SM MC background events and events from benchmark SUSY
scenarios which survive event selection criteria in the 4`0τ channel. Uncertainties are
statistical only. Numbers given in the benchmark point descriptions give the mass of the
NLSP and LSP respectively for the RPV wino and χ˜02χ˜
0
3 via slepton scenarios, and the
LSP mass and µ value for the GGM scenario.
Process ≥4l+0τ Z-veto SR0noZa SR0noZb Z request SR0Z
ZZ 216.87±0.68 4.50±0.10 0.31±0.03 0.20±0.02 200.03±0.65 1.08±0.05
WZ 0.77±0.20 0.03±0.03 0.03±0.03 0.03±0.03 0.64±0.18 0.26±0.12
WW 0.00±0.05 0.00±0.05 0.00±0.05 0.00±0.05 0.00±0.05 0.05±0.05
Triboson 3.68±0.07 0.30±0.02 0.15±0.01 0.14±0.01 3.11±0.06 0.73±0.03
tt¯ 0.00±0.20 0.00±0.20 0.00±0.20 0.00±0.20 0.00±0.20 0.00±0.20
tt¯Z 6.05±0.38 0.91±0.17 0.80±0.17 0.68±0.17 4.87±0.33 2.68±0.26
tt¯W 0.29±0.15 0.15±0.11 0.15±0.11 0.09±0.09 0.09±0.09 0.09±0.09
tt¯WW 0.02±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.00±0.00 0.00±0.00
single t 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02
tZ 0.68±0.03 0.08±0.01 0.06±0.01 0.04±0.01 0.55±0.03 0.27±0.02
Z+jets 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02
Higgs 8.68±0.16 0.53±0.05 0.31±0.04 0.24±0.03 5.90±0.15 0.60±0.07
Σ SM(MC) 237.04±3.17 6.51±0.85 1.81±0.68 1.43±0.60 215.20±2.66 5.72±1.01
RPV wino λ121
600, 400
19.64±0.82 17.32±0.78 - 17.05±0.77 - -
GGM tanβ=30
1000, 200
15.12±0.77 - - - 14.45±0.74 9.18±0.60
χ˜02χ˜
0
3 slepton 550,
200
7.98±0.22 7.28±0.21 6.93±0.20 - - -
Table 5.9 and Table 5.10 present the equivalent figures for the signal region selection
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criteria in the 3`1τ and 2`2τ channels respectively. The same benchmark points are
included for comparison for both channels, a point from the RPV wino λ133 scenario
with NLSP mass 400 GeV and LSP mass 200 GeV, and a point from the χ˜02χ˜
0
3 via stau
scenario with NLSP mass 100 GeV and LSP mass of 0 GeV. The wino benchmark point is
towards the edge of the expected exclusion region, and the χ˜02χ˜
0
3 stau point is that with the
highest expected significance on this grid, as this scenario is more challenging. The effect
of the Z-veto and subsequent SR region criteria can be seen to reduce the backgrounds
significantly, with a minimal decrease from the signal samples displayed. In both cases
the expected background events are also displayed after a Z-selection and the Z-rich signal
region criteria have been applied. No signal scenarios are displayed for these regions as
they do not target a specific model.
Table 5.9: Number of SM MC background events and events from benchmark SUSY
scenarios which survive event selection criteria in the 3`1τ channel. Uncertainties are
statistical only. Numbers given in the benchmark point descriptions give the mass of the
NLSP and LSP respectively for the RPV wino and χ˜02χ˜
0
3 stau scenarios.
Process 3l+≥1τ Z-veto SR1noZa SR1noZb Z request SR1Z
ZZ 18.75±0.22 2.99±0.09 0.57±0.04 0.28±0.03 14.56±0.20 0.56±0.04
WZ 11.61±0.80 2.01±0.33 1.11±0.26 0.19±0.11 9.37±0.72 0.98±0.23
WW 0.06±0.04 0.06±0.04 0.00±0.05 0.00±0.05 0.00±0.05 0.00±0.05
Triboson 1.54±0.09 0.33±0.03 0.18±0.02 0.12±0.02 1.17±0.08 0.28±0.04
tt¯ 2.76±0.93 2.22±0.85 1.56±0.71 0.69±0.49 0.26±0.26 0.00±0.20
tt¯Z 3.20±0.26 0.90±0.17 0.74±0.17 0.74±0.17 2.25±0.20 0.59±0.09
tt¯W 0.14±0.10 0.08±0.08 0.00±0.00 0.00±0.00 0.06±0.06 0.00±0.00
tt¯WW 0.01±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00
single t 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02
tZ 0.64±0.05 0.15±0.02 0.10±0.02 0.09±0.02 0.49±0.04 0.10±0.02
Z+jets 15.02±6.58 1.59±1.59 0.00±0.02 0.00±0.02 3.85±2.01 0.00±0.02
Higgs 2.37±0.09 0.94±0.06 0.53±0.05 0.37±0.04 1.30±0.06 0.15±0.02
Σ SM(MC) 56.11±6.92 11.29±2.13 4.80±1.11 2.51±0.87 33.31±2.55 2.65±0.61
RPV wino λ133
400,200
17.15±2.36 15.01±2.20 - 11.49±1.89 - -
N2N3 stau 100,0 10.68±1.77 9.17±1.65 5.50±1.30 1.47±0.68 - -
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Table 5.10: Number of SM MC background events and events from benchmark SUSY
scenarios which survive event selection criteria in the 2`2τ channel. Uncertainties are
statistical only. Numbers given in the benchmark point descriptions give the mass of the
NLSP and LSP respectively for the RPV wino and χ˜02χ˜
0
3 stau scenarios.
Process 2l+≥2τ Z-veto SR2noZa SR2noZb Z request SR2Z
ZZ 11.47±0.18 2.14±0.07 0.17±0.02 0.12±0.02 9.33±0.16 0.68±0.04
Triboson 0.40±0.04 0.21±0.03 0.07±0.02 0.05±0.01 0.19±0.03 0.05±0.01
tt¯Z 1.21±0.24 0.67±0.17 0.17±0.07 0.38±0.15 0.54±0.17 0.24±0.13
tt¯WW 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00
WZ 1.99±0.35 1.15±0.26 0.34±0.16 0.28±0.16 0.83±0.24 0.20±0.12
tt¯W 0.22±0.14 0.22±0.14 0.13±0.11 0.12±0.11 0.00±0.00 0.00±0.00
tt¯ 6.71±1.36 6.71±1.36 1.44±0.62 1.15±0.55 0.00±0.20 0.00±0.20
tZ 0.19±0.03 0.11±0.02 0.04±0.01 0.03±0.01 0.07±0.02 0.01±0.01
Z+jets 200.14±28.75 40.24±11.93 0.00±0.02 0.00±0.02 159.90±26.15 0.00±0.02
single t 0.23±0.23 0.23±0.23 0.00±0.02 0.00±0.02 0.00±0.02 0.02±0.02
WW 0.23±0.23 0.23±0.23 0.00±0.02 0.00±0.02 0.00±0.02 0.00±0.02
Higgs 1.72±0.06 0.79±0.06 0.25±0.03 0.18±0.02 0.94±0.03 0.14±0.01
Σ SM(MC) 224.53±28.82 52.70±12.05 2.68±0.85 2.33±0.76 171.83±26.18 1.344±0.50
RPV wino λ133
400,200
16.15±2.36 15.69±2.32 - 9.53±1.83 - -
N2N3 stau 100,0 23.86±2.74 23.86±2.74 6.15±1.33 - - -
Everything presented so far has used MC samples to estimate the number of expected
events from different SM background processes, however, this is not always sufficient, and
for some processes a data-driven estimation is made. The reasoning behind this and details
of the methodology used to estimate the background events in this analysis are discussed
in the following chapter.
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Chapter 6
Background Estimation and
Systematic Uncertainties
6.1 Introduction
This chapter discusses aspects of the analysis relevant to estimating the background events
and calculating the systematic uncertainties affecting the analysis. First, the processes
contributing to background events expected by the Standard Model are considered in more
detail in this section, followed by a description of the data-driven “weighting method”
background estimation technique in Section 6.2, and finally a discussion of the sources
of systematic uncertainty affecting background processes estimated with MC, with the
weighting method, and the expected signal events is made in Section 6.3. I made small
contributions to these studies, including the plots in this introduction, and some of the
systematic uncertainty calculations. Any content not identified as produced by other
analysis team members has been produced by myself.
Background processes yielding events surviving in the defined signal regions can pro-
duce the required lepton multiplicity with either real or fake objects. A lepton referred to
as “real” is required to have been produced promptly, and then reconstructed correctly.
Promptly produced leptons come from the decays of W, Z, or Higgs bosons and taus,
whilst the decay products of long-lived b- and c-quarks are classified as non-prompt. A
“fake” lepton can be a non-prompt genuine lepton or it can be a different object which
has been mis-reconstructed as a lepton. Sources of fakes are semi-leptonically decaying
b-quark or c-quark (“heavy flavour”) jets, “light flavour” u-quark, d-quark, or s-quark jets
which are mis-reconstructed as leptons, or photons which convert to electrons within the
detector.
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Figure 6.1: Source of leptons in signal regions which include a Z-veto, split by lepton
flavour and into backgrounds containing top quarks or bosons. Any background process
containing both is classified as “top”.
In Figure 6.1 and Figure 6.2 the sources of leptons from MC backgrounds are displayed
in the Z-veto and Z-selection search regions respectively. Each lepton flavour is listed
separately, as fake electrons, muons and taus can be produced by different processes and in
different proportions. The background processes are separated into top which includes any
process with a top quark included, and boson which includes any non-top process involving
bosons.The leptons are classified by finding a truth object as defined in Section 4.3 within
a specified ∆R distance of a reconstructed lepton, and using the truth vertex and decay
information to trace backwards to its “parent” particle. Leptons are labelled as HF if the
parent is a b or c quark, LF for light-flavour quarks, Conversion if the parent is a photon,
Prompt if it is a W, Z, Higgs or tau, or Unknown if the source cannot be traced. It is very
unlikely that the source will be unknown, hence no contribution is visible in the figures,
although it can amount to a few % for tau leptons in the tau-rich SRs. For light leptons
this occurs less than 1% of the time. Taus are marked as originating from a conversion if
they are within a distance of ∆R <0.2 from a truth electron whose parent is a photon.
The majority of light leptons in all of the considered signal regions are produced
promptly from either boson or top decays. In SR0noZa about 55% of electrons and ap-
proximately 65% of muons are produced promptly from top processes, and the remainder
come from prompt boson decays. In SR0noZb the proportion of electrons (muons) ori-
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Figure 6.2: Source of leptons in signal regions which include a Z-selection, split by lepton
flavour and into backgrounds containing top quarks or bosons. Any background process
containing both is classified as “top”.
ginating promptly from top processes is 55% (75%), again the remainder are produced
promptly from boson processes. Comparatively in SR0Z, 55% of electrons and 50% of
muons originate from prompt top processes and the remainder are produced promptly
from boson processes, with the exception of approximately 1% of electrons, which are
produced by a conversion from a boson process.
Approximately 8% of electrons in SR1noZa and approximately 16% in SR1noZb are
marked as conversions which come from top decays. Heavy flavour decays in top processes
account for approximately 7% of electrons in the SR2noZa region and approximately 3%
of muons in both SR1noZa and SR2noZa. The muons in SR1noZb and electrons and
muons in SR2noZb are produced promptly, with a higher proportion from top processes
in SR2noZa and SR2noZb (45-85% of electrons and 80-85% of muons) than there are in
SR1noZa and SR1noZb (25-45% of electrons and 40-65% of muons). This behaviour is
also seen in the Z-rich, tau-rich, SRs where all electrons and muons are produced promptly
and top processes contribute about 30% in the SR1Z and about 55% in SR2Z.
Taus within the signal regions have a much higher proportion of fake sources. In
SR1noZa only approximately 30% of taus are produced promptly, the majority of fake
taus come from light flavour jets, 20% of taus are from top process LF jets, and 40%
are from boson LF jets. The remainder of fake taus are produced by conversions in bo-
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son processes and heavy flavour jets from top processes, both of which contribute about
5%. The proportions of sources for taus in SR1noZb is very similar, with the exception
that more LF jets produced taus come from top processes, which make up approximately
43% of the total. About 50% of taus in SR2noZa come from LF jets, 42% from top pro-
cesses. 30% originate from HF jets in top processes, and the remaining 20% are produced
promptly from top and boson processes in equal amounts. The sources vary in proportion
in SR2noZb, which comprises 20% from LF top, 35% from HF top, 22% from HF top
and 23% produced promptly. In the Z-rich tau SRs approximately 50% of the taus are
promptly produced. In SR1Z the main fake source is LF boson processes, which produce
about 40% of taus, and the remainder come from small contributions from boson process
conversions, boson process heavy flavour jets and LF jets from top processes. In SR2Z
heavy flavour jets from top processes are the main fake source, producing approximately
25% of taus. LF jets from top and boson processes make up approximately 20% and 5%
of the total.
Background processes are classified as irreducible if all four leptons are real and prompt
or reducible if at least one lepton is fake. Background processes which fall into the irredu-
cible category are ZZ/γ*, ZZZ, ZWW , tt¯+Z/WW , t+WZ and Higgs processes involving
decays through ZZ/γ* or produced in association with either a Z or tt¯ (dileptonic). The
most significant contributions come from ZZ/γ*, the triboson processes, tt¯+Z and Higgs.
The reducible background can be further split by the number of fake leptons produced.
Backgrounds containing three real leptons and one fake are WZ/γ*, WWW , tt¯+Z/WW
(if tt¯ is not dileptonic) and t + Z. Events with two real leptons and two fake leptons
can come from Z/γ*+jets, tt¯, single top (Wt), and WW . It is in principle possible to
produce events which contain only one real lepton and three fakes from either single top
(the s- or t-channel) or W, but the contribution from these is negligible and so they are
not considered in the estimation.
Irreducible backgrounds are well modelled by MC, whereas for reducible backgrounds a
data-driven estimation called the Weighting Method is used. This is required to account for
the production of fakes, which is complex and dependent on a wide range of variables. This
method will be detailed in Section 6.2. At this stage the sources of systematic uncertainty
need to be identified and evaluated, as detailed in Section 6.3. Once the total background
estimation is made, it is tested by comparing the number of predicted background events
to the number of events observed in data. Additional regions called validation regions
(VRs) are specially defined for this purpose, and they are required to test the estimation
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of all of the main background processes without revealing any of the data events contained
within the signal regions. The region definitions and results for the validation can be found
in Section 6.4.
6.2 Weighting Method
In order to estimate the contribution to the signal regions from reducible backgrounds, a
“weighting method” is used to predict the likelihood for a fake lepton to be reconstructed
as a signal lepton, and thus accepted into an SR. In this method, leptons are defined
as being either tight or loose. Tight leptons are taken to coincide with signal leptons as
defined previously in this analysis: they satisfy all identification, overlap, isolation, and
impact parameter requirements discussed in Section 4.5. On the other hand, loose leptons
pass the baseline cuts and overlap removal, but will fail one or more of the identification,
isolation or impact parameter cuts required of signal leptons. Control regions (CRs) are
then defined in which to observe the number of events which pass similar requirements to
those made in the SRs or VRs, but contain one or more loose leptons. The numbers of
events are then weighted to estimate events coming from fake lepton sources within the
SRs and VRs used in the analysis.
6.2.1 Derivation and methodology
Firstly, the probability f¯ for a fake lepton to be reconstructed as a loose lepton and
the probability f for a fake lepton to be reconstructed as a tight lepton are defined.
Similarly, e and e¯ identify the probability that a real lepton is reconstructed as either a
tight or loose lepton respectively. To conserve total probability, these must be related by:
f¯ = (1− f) and e¯ = (1− e). In the following, f is also referred to as the “fake rate” and
e as the “reconstruction efficiency”. These probabilities can then be combined with the
number of events in the control regions to calculate the number of events in a signal or
validation region. Considering a two lepton scenario with only light leptons for simplicity,
the following relationship between the numbers of loose (l) and tight (L) to real (R) and
fake (F) leptons can be constructed:
NLL
NLl
NlL
Nll

=

e1e2 e1f2 f1e2 f1f2
e1e¯2 e1f¯2 f1e¯2 f1f¯2
e¯1e2 e¯1f2 f¯1e2 f¯1f2
e¯1e¯2 e¯1f¯2 f¯1e¯2 f¯1f¯2


NRR
NRF
NFR
NFF

. (6.1)
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In the left-hand vector, Nij refers to the number of events containing leptons i and j
which are either loose or tight. These are related to the right-hand vector which gives
Nkl for leptons k and l which are either real or fake. The indices on the fake rates and
reconstruction efficiencies in the matrix give an index for the lepton which corresponds to
the ordering used in Nkl - i.e. a rate or efficiency with a subscript of 2 will relate to a
lepton with index l.
The size of this matrix would become much larger (11 × 11) when the full four lepton
relationship is written out, including a maximum of two light leptons, but the method
remains the same. The total number of events with two tight leptons can be written as:
NLL = e1e2NRR + e1f2NRF + f1e2NFR + f1f2NFF , (6.2)
in terms of events with different numbers of real and fake leptons. This can be redefined
to give the reducible contribution in terms of the number of events with one or more loose
leptons:
N redLL = (NLl − e1e¯2NRR)
f2
f¯2
+ (NlL − e¯1e2NRR)f1
f¯1
− (Nll − e¯1e¯2NRR)f1
f¯1
f2
f¯2
. (6.3)
The ratio fi/f¯i gives the probability for a fake lepton i to be reconstructed as a tight
lepton. Considering the first term, the number of events where the first lepton is tight
and the second is loose NLl is multiplied by the probability for the loose lepton to be
reconstructed as tight f2/f¯2. Any contribution coming from real sources where one real
lepton is reconstructed as a loose lepton (e1e¯2NRR) is then subtracted so that only the
reducible contribution is counted. The same pattern is then followed for events where the
first lepton is loose and the second is tight, and where both are loose. The final term
ensures that double counting of events with two fake leptons is avoided. This leaves the
number of events with at least one loose lepton where at least one of the leptons was faked,
weighted by the probability that these events will be accepted into a region requesting two
tight leptons.
The control region CR1 is defined to contain one loose lepton, and so the number
of events in this region would be equal to the sum of NlL and NLl. The control region
CR2 is defined to contain two loose leptons, and the number of events in CR2 is therefore
represented by Nll. Equation 6.3 can then be written in terms of the number of data
events in these control regions CR1 and CR2 to give the number of reducible events in a
given signal or validation region, Nred:
Nred =
(
NCR1data −NCR1irr
)
× fi
f¯i
−
(
NCR2data −NCR2irr
)
× f1
f¯1
× f2
f¯2
. (6.4)
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NCR1data andN
CR2
data give the number of data events observed in CR1 and CR2. The irreducible
components NCR1irr and N
CR2
irr are estimated with MC samples, and these events are then
subtracted from the data events to leave an estimation of the reducible component in each
control region. The fake ratio denoted fi/f¯i represents the correct ratio being applied
dependent on whether the first or second lepton is loose for each instance. In order to
perform this calculation, the fake ratios to weight the number of reducible events in the
CRs are now required. The following section describes how these fake ratios are obtained
and what additional measurements are required in order to estimate them.
6.2.2 Required Components for Weighted Average Fake Ratios
The fake ratios are control region specific, and they also depend on the lepton flavour,
the type of fake (i.e. whether the fake lepton comes from a conversion, heavy flavour jets
or light flavour jets) and the background process being estimated. Background processes
involving top quarks can produce objects with different properties to those produced by
a background process involving bosons, for example the kinematics of jets will be quite
different. Background processes are therefore separated into those containing tops, and
those containing bosons but no top quarks. The fake ratios for each process are taken
from MC for each lepton type. These have additional dependencies which vary for each
lepton flavour. For muons the ratios are measured as a function of muon pT , whilst for
electrons they are measured as a function of both η and pT , which is possible due to the
large number of candidate electrons available to extract this information from. Taus are
split into one-prong or three-prong due to differences in the fake processes coming from
each, and the fake ratio for each is then measured dependent on pT and η.
Scale factors si for a given fake type i are measured by defining regions where leptons
are dominantly produced by this fake process and comparing events seen in data and MC.
These are used to correct any differences between MC samples and the data. They are
assumed to be independent of the background process or the signal or validation region
considered, however different flavour fake leptons are produced predominantly by different
processes, so each lepton flavour is also considered separately.
Next, the abundance of each kind of fake origin within a given control region for each
of the lepton flavours needs to be considered, and the fake ratios weighted accordingly.
These weights are called process fractions Rij defined as:
Rij =
Nijj
ΣklNkll
, (6.5)
where the index i runs over the fake types, the index j runs over the background processes,
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Nij is the number of events measured in a given CR if the kinematic cuts on E
miss
T and/or
meff are removed and the efficiency for the omitted cuts j is then applied to correct for
this. These modified versions of the CR requirements are used in order to increase the
number of events available in these regions to draw more statistically accurate conclusions.
The efficiencies themselves are calculated per region in events with loose fake leptons using
the EmissT and meff distributions, separately for each lepton flavour and as a function of
lepton pT .
The process fractions Rij are then applied to the fake ratios Fij , along with the scale
factors si, to give a weighted average fake ratio:
F l = Σi,j(R
ij × siF ij), (6.6)
for a given lepton flavour l as a sum over all fake types i and background processes j. A
weighted average fake ratio is calculated for each lepton flavour for each signal or validation
region.
6.3 Systematic Uncertainties
As the irreducible and reducible backgrounds are estimated with different methods, their
systematic uncertainties are calculated separately and involve different considerations.
These will therefore be discussed separately in Section 6.3.1 and Section 6.3.2 respect-
ively. Sources of systematic uncertainty for the expected signal events are discussed in
Section 6.3.3All uncertainties are propagated through to the statistical interpretation used
to produce exclusion limits and included in the calculation as individual nuisance para-
meters, which will be discussed later in Section 7.2.
6.3.1 Irreducible Background
The procedures evaluating systematic uncertainties on the irreducible backgrounds follow
prescriptions that are common to all ATLAS analyses. The various sources of uncertainty
and how they are estimated for irreducible backgrounds are given below.
MC Cross-section
The uncertainties on the calculated cross-sections corresponding to a certain background
process are provided centrally by ATLAS, together with the generated MC samples. These
could have been estimated for example by comparing the results using different generators
and in some cases the effects of using different PDF sets is also considered. In addition,
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all perturbative QCD calculations are dependent on the choice of a few parameter values.
The renormalisation scale µ gives the scale of dependence for the running strong coupling
αs(µ
2), and is normally set to be equal to the momentum transfer Q of the scattering.
However, this does not have to be the case, and varying the choice for this parameter
effects the predictions of the calculation e.g. the cross-section. The factorisation scale
refers to the scale at which the hard scattering effects of a QCD interaction are separated
from the PDF. This is often set to be equal to µ, but again this can be varied, and the
variation will have an effect on the outcome and therefore the cross-section. The strong
coupling constant at the renormalisation scale αs(µ
2) must also be defined but can be
varied. The cross-section uncertainties for MC samples include the effect of variations of
all three of these QCD perturbation theory properties.
For tt¯ + Z/W/WW backgrounds the cross-section uncertainty is 30% [112], [113], for
ZZ this is 5% [114], for WZ it is 7% [114], and for all triboson processes, which are known
less precisely, a conservative 50% uncertainty is recommended. Higgs samples for the V H
and V BF processes all have uncertainties of 20% [115], while those for the ttH and ggF
processes have a higher associated uncertainty of 100% [115].
MC Generator
This was calculated by the four lepton analysis group in order to account for the choice of
an MC sample using one generator rather than another for the ZZ and tt¯Z backgrounds.
This uncertainty involves considering the acceptance of four lepton events, which is defined
as the ratio of four lepton events to the total events in the sample. This is calculated using
the truth information in the MC samples, and producing a close emulation of the analysis
selections which uses truth objects.
For the ZZ background, the acceptance was compared for samples generated with
Powheg, which is used for the background estimation, and with the alternate samples
produced using aMC@NLO. This comparison is made as a function of EmissT and meff ,
due to the insufficient number of events available if the kinematic cuts of the analysis SRs
using these variables are applied. The EmissT is corrected (“smeared ” [116]) in order to
emulate the detector response as observed in data. The uncertainty in each signal region
is calculated by scaling the difference seen between generators when four light leptons and
a Z-veto or selection is applied, using the EmissT and/or meff dependence. Similarly for the
tt¯Z background the Alpgen generated used in the background estimation was compared to
alternate samples generated with Madgraph. However, the MC generated with Madgraph
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only contains on-shell Z bosons, so to make a fair comparison, any regions with a Z-veto
had a Z-selection applied instead.
The resulting uncertainties for the ZZ MC are relatively small, between approximately
5% and 20% depending on the region. For tt¯Z the uncertainties in the 4l0τ regions are
of a similar magnitude, but the regions containing one or two taus have uncertainties of
approximately 15%-40% and 40%-100% respectively. This is due to the presence of very
few events from this background process being present in these tau-rich channels. However
for the same reason the higher uncertainties on tt¯Z in the tau-rich SRs are not a problem
as the contribution from tt¯Z in these regions is very small.
PDF
A number of PDF “sets” exist, providing distributions for each of the partons using input
from different experimental measurements e.g. data taken at HERA or the LHC and
with different values of Q2 [73]. The uncertainty associated with the choice of PDF
set is evaluated for the ZZ sample in terms of the acceptance, using the PDF4LHC
method [117,118] on the full eigenset of the PDF set CT10 [102]. The free parameters in
the PDF set are each varied up and down by 1σ and the resulting differences in observables
are combined to give the total uncertainty. The other MC samples have this accounted
for in the cross-section uncertainty, and so this method is not required.
Electrons
There are two sources of uncertainty on the electron energy, the electron energy scale
(EES) and the electron energy resolution (EER). The first, EES, covers the uncertainty
arising from any miscalibration of the electron energy using MC, and the latter, EER,
considers the resolution of the ECAL subdetector istself. Both are calculated using an
ET and η dependent function to select W and Z events from data, and J/Ψ events to
estimate this for low-pT electrons [119]. The resulting uncertainties are applied to both
the electrons and their associated component in the EmissT . The electron scale factor (ESF)
accounts for uncertainty in the efficiency of reconstruction and identification of electrons.
It is also ET and η dependent, and is calculated by the ATLAS electron working group
using W and Z events.
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Muons
The muon energy scale (MES) uncertainty has contributions from both the inner detector
track, referred to as Muon Inner Detector (MID), and the muon spectrometer track, re-
ferred to as Muon Muon Spectrometer (MMS). These are calculated using data events for
J/Ψ → µµ, Z → µµ and Υ → µµ compared to MC [120]. The resulting uncertainties
are applied to both muons and their corresponding EmissT contribution. The muon scale
factor (MSF) uncertainty, which considers the efficiency of muon reconstruction, has been
calculated as a function of muon pT in the same publication [120].
Taus
The tau energy scale (TES) uncertainties are calculated with a function dependent on the
tau pT , η, and the number of tracks associated to it, provided by the Tau Working Group
and detailed in [121]. These uncertainties are only applied to taus which are identified as
true by matching them within ∆R <0.2 of a truth tau in the MC. The tau identification
scale factor (TSF) uncertainty [122] includes the uncertainty in the tau BDT identification
and the BDT used to veto electron candiates, and is also only applied to true taus. It is
calculated using tag and probe studies of Z → ττ and W → τν events and the resulting
uncertainty recommendations are provided by the Tau Working Group.
Jets
The Jet Energy Scale (JES) uncertainty [123] is accounted for with a prescribed ATLAS
tool and applied to jets with pT >15 GeV and |η| <4.5, and their corresponding EmissT
components. The jet energy resolution (JER) uncertainty is estimated by smearing the
pT of each jet to a Gaussian distribution with unit mean and width, using a resolution
function dependent on the pT and η [124].
Missing Transverse Energy
The uncertainty in the pileup-suppressed soft term Esoftjetsx(y) (Section 4.4.7) can be estim-
ated by adjusting the energy scale and the resolution of this term and recalculating the
total resulting EmissT . The uncertainty in the other contributions to the E
miss
T are already
accounted for in the uncertainties of the objects associated with them, as described above.
The soft term uncertainty is found to be negligible for all MC samples considered, so it is
not applied for this analysis.
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Trigger
An uncertainty of 5% is applied to all events in order to account for small differences in
efficiency of the lepton triggers observed when data Z+jets events were compared to MC.
Luminosity
An uncertainty of 2.8% is prescribed for the ATLAS 2012 dataset based on preliminary
calibration of the luminosity scale using beam separation scans run in 2012 [125].
6.3.2 Reducible Background
The uncertainty on the reducible background had to be calculated by the four lepton
analysis team, as the method has been specifically developed as part of this analysis. The
sources can be separated into uncertainties affecting the weighted average fake ratios, and
those on the method as a whole, listed first below.
Five Lepton Events
The weighting method only accounts for events with four signal leptons, whereas the ana-
lysis is inclusive, and does not veto events which contain additional signal leptons. These
events only account for about 2% or less of the total, and the conservative uncertainty
adopted to cover this is set at 5%.
Closure Test
The weighting method is applied to Monte Carlo as it would be to data, with the exception
of the corrective scale factors which are not included. The test “closes” (i.e. agrees with
the expected result) within the statistical uncertainty, but it is not possible to assess the
degree of agreement beyond this limit. Therefore the associated uncertainty is set to the
statistical uncertainty on the MC used.
Uncertainties on the Weighted Average Fake Ratios
Systematic uncertainties affecting the weighted average fake ratios specifically are listed
below. These are added in quadrature to give the total uncertainty on the average fake
ratios.
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Fake Ratio Scale Factors
These are varied by one sigma for each fake type and then the weighting method is
recalculated, propagating the uncertainty through to the weighted average fake ratios.
The differences in the resulting ratios are then summed in quadrature to give the total
uncertainty in the estimate.
Region Selection Efficiency
The efficiencies for the signal region cuts are varied for each process and each fake type
by a factor of two, before summing the resulting variations on the weighted average fake
ratios in quadrature to give the resulting uncertainty.
Fake Ratio
The fake ratio calculation involved applying pT -independent corrections to the region
selection efficiencies due to differences for loose and tight fakes. The low numbers of events
in many of the tight regions did not facilitate pT -dependent corrections being applied. The
pT dependence of these corrections were then studied in regions where the number of events
are sufficiently large, in order to estimate the uncertainty associated with not including
the pT dependence. The resulting differences showed that the correction varies by up to
20% at most, and so a conservative uncertainty of 20% is applied to all fake ratios.
Low MC Statistics
There are a number of bins within the process fraction calculation which are unpopulated
due to low numbers of MC events. The uncertainty caused by this is obtained by setting
all unpopulated bins to contain one event, and then recalculating the weighted average
fake ratios. The variations in each resulting weighted average fake ratio are summed in
quadrature to give a single error.
6.3.3 Signal Systematic Uncertainties
There are also a number of sources of uncertainty to be included on the signal samples.
Cross-section
The uncertainty on the MC cross-sections are taken directly from the Prospino [103]
calculation itself, which varies PDF sets, factorisation scale and renormalisation scale to
establish the effect. The method details can be found in [126].
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Initial and Final State Radiation
Initial State Radiation (ISR) and Final State Radiation (FSR) refer to jets being pro-
duced from either the incoming partons or outgoing particles of the primary interaction,
respectively. Parameters related to the probability of this radiation occurring are varied
by one sigma for both ISR and FSR separately. The exact implementation of this vari-
ation will depend on the generator used - in all cases radiation from coloured particles
typically occurs for high αs values, but this is not necessarily directly varied. A compre-
hensive description of these parameters and their treatment can be found in [127]. The
generator-level samples are produced once these parameter variations are made, and the
acceptance of four lepton events for these are compared to the nominal samples in order
to extract two systematic uncertainties. This is done for a selection of signal points, and
the mean uncertainty was taken and applied for all points in each scenario, as it was seen
to not vary greatly as a function of the various model parameters.
Matching Scale
The MadGraph [100] generator used in this analysis for signal MC production contains a
parameter called the “matching” scale, which defines which event contents are dealt with
by the matrix element, and which by the parton shower. These are simulated respectively
by MadGraph itself and by Pythia. The variation of the matching scale is also related
to the renormalisation and factorisation scales required for the generation, but these are
not directly varied. The scale parameter is varied by one sigma in either direction before
regenerating samples and comparing the four lepton acceptance to that of the nominal
samples. As with the ISR and FSR uncertainties, the average of the variations seen for a
number of signal sample points is taken and applied for all points of each SUSY scenario.
6.3.4 Summary
A summary of the systematic uncertainties on the irreducible and reducible background
processes are shown for each SR in Figures 6.3-6.5. In the 4l0τ SRs shown in Figure 6.3,
the uncertainties on the weighting method appear very large, but the contribution from
reducible background in these regions is very small, as can be seen from the yields in the
plot legends. The largest contributions to the total uncertainty come from the theoretical
cross-sections, the generator uncertainties for the tt¯Z and ZZ samples, and the statistical
uncertainty on the MC samples. For SRs containing taus (see Figures 6.4 and 6.5), these
uncertainties remain large, but much more of a contribution comes from uncertainties on
113
the weighting method. These vary slightly from region to region, but the average fake ratio
uncertainty on taus and the uncertainty from the weighting method closure test tend to be
the largest. Tables containing the numbers for the breakdown of systematic uncertainties
for each SR can be found in Appendix C.
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6.3.4.1 Estimated Background in the Signal Regions
Table 6.1 displays the complete background estimation in the SRs with full statistical
and systematic uncertainties included. The background processes have been separated
into the irreducible processes, which are estimated individually with MC samples, and the
reducible background processes, which are all estimated using the weighting method.
Table 6.1: Number of expected background events in each of the nine SRs including
irreducible processes estimated with MC and the full weighting method estimation for the
reducible backgrounds. Statistical and systematic uncertainties are included.
SR ZZ ttbar + V ttbar + Z V V V Higgs Red. Σ SM
SR0noZb 0.19+0.05−0.05 0.049
+0.024
−0.024 0.68
+0.34
−0.34 0.18
+0.07
−0.07 0.22
+0.20
−0.20 0.06
+0.14
−0.14 1.4
+0.4
−0.4
SR1noZb 0.219+0.036−0.035 0.050
+0.026
−0.026 0.17
+0.07
−0.09 0.09
+0.04
−0.04 0.30
+0.26
−0.26 2.1
+0.4
−0.4 2.93
+0.33
−0.33
SR2noZb 0.112+0.025−0.024 0.016
+0.009
−0.009 0.27
+0.28
−0.15 0.040
+0.018
−0.018 0.13
+0.12
−0.12 2.5
+0.4
−0.4 3.0
+0.4
−0.4
SR0noZa 0.29+0.08−0.08 0.067
+0.033
−0.033 0.8
+0.4
−0.4 0.19
+0.09
−0.09 0.27
+0.23
−0.23 0.006
+0.161
−0.161 1.6
+0.5
−0.5
SR1noZa 0.52+0.07−0.07 0.054
+0.028
−0.028 0.21
+0.08
−0.11 0.14
+0.07
−0.07 0.40
+0.33
−0.33 3.3
+0.6
−0.6 4.6
+0.4
−0.4
SR2noZa 0.15+0.04−0.04 0.023
+0.012
−0.012 0.13
+0.10
−0.07 0.051
+0.024
−0.024 0.20
+0.16
−0.16 3.4
+0.5
−0.5 3.97
+0.30
−0.30
SR0Z 1.09+0.26−0.22 0.25
+0.13
−0.13 2.6
+1.2
−1.3 1.0
+0.5
−0.5 0.60
+0.22
−0.21 0.0
+0.0
−0.0 5.4
+1.4
−1.4
SR1Z 0.59+0.11−0.10 0.042
+0.022
−0.022 0.41
+0.19
−0.22 0.22
+0.11
−0.11 0.14
+0.05
−0.05 1.05
+0.29
−0.29 2.45
+0.29
−0.28
SR2Z 0.70+0.12−0.11 0.0018
+0.0015
−0.0015 0.035
+0.024
−0.031 0.039
+0.014
−0.014 0.14
+0.04
−0.05 0.92
+0.31
−0.31 1.83
+0.17
−0.17
6.4 Validating the Background Estimation
The performance of the background estimation is tested by comparing the total number
of events predicted to the number of data events. As the analysis is blind, this cannot be
done in the SRs, and so a number of validation regions (VRs) are defined for this purpose.
These are designed to target specific background processes, whilst maintaining similarity
to the signal regions. Because the analysis is blinded, they must be completely disjoint
from the SRs. Only once the performance of the background estimation in the validation
regions is satisfactory will the data be observed in the signal regions. Selection criteria are
chosen in order to cover values of EmissT and meff which are complementary to those used
by the signal regions. In total six validation regions are defined, and the cuts defining
them are summarised in Table 6.2.
The validation region VR0noZ selects events containing four or more light leptons
which do not contain a SFOS pair with an invariant mass within 10 GeV of mZ , and
requires that either the EmissT is less than 50 GeV or the meff is less than 400 GeV. This
region is designed to target ZZ background processes, and will see contributions from
these when the decaying Z bosons are off-shell, such that they are unaffected by the Z-
118
Table 6.2: Selection requirements and main background processes targeted for each of the
six validation regions defined in this analysis. Nomenclature is the same as for the signal
regions. 0, 1 and 2 within the region names refers to the number of taus. The exact cuts
for the Z-veto and selection requirements for each channel are identical to those made for
the SRs, detailed in Section 5.4. Where a meff cut is defined, this is applied as a logical
or with the EmissT cut.
N(l) N(τ) Z boson cut EmissT [GeV] meff [GeV] Target Process
VR0noZ ≥4 ≥0 Z-veto <50 <400 Z∗Z∗
VR1noZ =3 ≥1 Z-veto <50 <400 Z∗Z∗,WZ∗,Z∗+jets
VR2noZ =2 ≥2 Z-veto <50 <400 Z∗+jets
VR0Z ≥4 ≥0 Z-selection <50 – ZZ
VR1Z =3 ≥1 Z-selection <50 – ZZ,WZ,Z+jets
VR2Z =2 ≥2 Z-selection <50 – Z+jets
veto. Table 6.3 shows the number of events expected from the background estimation
compared to the number of events observed in data for all of the VRs. The irreducible
background estimated from MC is split by process, and the reducible backgrounds are
all estimated together by the weighting method. The number of expected SM events in
this region is 4.4, 3.6 of which come from ZZ processes, corresponding to a purity of
approximately 80% for this VR. Small contributions of less than 0.1 events come from the
tWZ, tt¯ and triboson backgrounds, and 0.18 events are expected from Higgs MC. The
second largest number of events is 0.5, predicted by the weighting method for all reducible
processes. VR0Z also requires four light leptons, but applies the Z-selection and an EmissT
of less than 50 GeV. No meff requirement is made as the Z-rich SRs do not consider this
variable. This VR targets ZZ background processes as well, but the Z bosons in this
instance will need to be on-shell in order to pass the Z-selection. The total number of
expected events in this region is 193, 184 of which are from ZZ MC (see Table 6.3). This
gives a purity of 95% for ZZ, which is higher than in VR0noZ. Minimal contributions
from tWZ (0.13), tt¯ (1.2)and triboson (2.13) are expected, and the reducible prediction
in this VR is very low at 0.5 events. Higgs processes contribute the second largest number
of events at 4.7, which is approximately 2.5% of the total.
Equivalent VRs are defined to complement the 3l1τ signal regions. VR1noZ selects
events which have EmissT < 50 GeV or meff < 400 GeV which have passed the 3l1τ
multiplicity and Z-veto requirements. This targets a mixture of ZZ, WZ and Z + jets
background processes, where any Z bosons must be off-shell. Considering Table 6.3, the
119
largest number of estimated events come from ZZ (1.43) and reducible (7.1) which will
include both WZ and Z + jets processes. This gives the VR a purity of approximately
96% for targeting these three backgrounds. VR0Z selection criteria are defined as three
light leptons, one or more taus, a Z-selection and EmissT < 50 GeV. This targets the same
ZZ, WZ and Z + jets background processes as VR1noZ but in instances that the Z
bosons are on-shell. As shown in Table 6.3, 31 events are expected in the VR, with 8.8
originating from ZZ background and 21 from reducible processes. This gives a purity of
approximately 96%.
VR2noZ applies the 2l2τ lepton multiplicity and Z-veto cuts and then requests that
events have either EmissT < 50 GeV or meff < 400 GeV. This region targets the reducible
background process Z+ jets with off-shell Z boson decays, and it can be seen in Table 6.3
that 32.5 out of the 35.1 events expected from background come from the reducible back-
ground estimation. There is also a significant contribution of 1.53 events expected from
ZZ background, and minimal contributions of 0.3 events or less from the other reducible
background sources. The purity is high at 95%, assuming all reducible events are attrib-
utable to Z + jets events, although in practice the reducible processes are all calculated
together. Finally region VR2Z requires the same 2l2τ multiplicity criteria in addition to
a Z-selection, and EmissT less than 50 GeV in the event. This targets on-shell Z boson
decays in association with jets, and reducible background events make up 90 of the 99
expected events in this region. This gives a slightly lower purity of 91%, with the main
contamination coming from 8.2 ZZ events, approximately 8% of the total.
Good agreement is seen within the systematic uncertainties between the number of
expected background events and the number of data events in all six validation regions.
In order to verify that the predicted events are also well described in terms of their event
and object properties, a range of distributions for the predicted background events are
also compared to those from data. Distributions of the EmissT and meff in two of the
six validation regions, VR0Z and VR2Z, are shown in Figure 6.6. In Figure 6.6(a) and
(b) displaying distributions for VR0Z the dominance of the irreducible ZZ background
process can be seen clearly, and this region tests the performance of the MC samples
used to estimate the irreducible background processes. The bottom boxes on each plot
give the ratio of observed data events to estimated background events in each histogram
bin, where the error bars on the points represent the full systematic uncertainty on the
data, and the hashed area shows the systematic uncertainty on the background. For the
vast majority of bins there is agreement within these systematic uncertainties, and the MC
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background estimation appears to perform well. Figure 6.6(c) and (d) show the equivalent
distributions in the VR2Z validation region, which contains a much larger contribution
from reducible backgrounds due to the two requested taus. This provides a good measure of
the performance of the weighting method to estimate these reducible background processes.
The number of expected and observed events agree within systematic uncertainties and
the weighting method and MC background estimation perform well together in this region.
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Figure 6.6: Distributions of (a) the EmissT and (b) meff for al SM background processes
and data in VR0Z, and (c) EmissT and (d) meff for all background processes and data in
VR2Z. Produced by other analysis team members and presented in [1].
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Good agreement within uncertainties of the yield and shape is seen between the back-
ground estimation and the observed data for all validation regions. This is consistent when
considering different values of event properties, e.g. the transverse momentum of the lead-
ing lepton, or the missing transverse energy. It can be concluded that the background
events are well modelled, and that there is a good understanding of all the associated
uncertainties. The background estimation method is considered validated. This means
that the data events within the SRs can be observed, and compared to the expected events
predicted by the SM. This is referred to as “opening the box” within communities using
blinded analyses. The following section documents the data events observed in the signal
regions, before these are interpreted statistically in Section 7.2.
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Chapter 7
Results and Interpretation
7.1 Signal Region Results
The data events observed in the signal regions are displayed in Table 7.1. No excess in
the number of events is observed when comparing to the expected SM background. In
general the agreement is good within systematic uncertainties, with some upwards and
downwards fluctuations that are in line with expectations. How the differences between
the number of expected and observed events can be quantified at a statistical level will be
discussed in more detail in Section 7.2. As with the validation regions, it is also interesting
to compare the shape of the distributions of important kinematic and event properties.
The EmissT and meff distributions are shown in Figures 7.1, 7.2 and 7.3 for the 4l0τ SRs,
the 3l1τ SRs, and the 2l2τ SRs respectively. In some bins the solid red line denoting the
total SM background contribution can appear lower than the top of the stacked separate
background processes. This is due to possible negative contributions from the weighting
method, which can arise due to the subtraction carried out to avoid double counting of
events containing two fake leptons.
Figures 7.1(a) and (b) show the EmissT and meff distributions for the background and
observed data in the signal region SR0noZa. The benchmark signal point included is from
the χ˜02χ˜
0
3 via slepton grid, which is the main target of this SR and has NLSP and LSP
masses of 450 GeV and 300 GeV respectively. This point is within the region of parameter
space expected to be excluded by the analysis, and clearly displays the difference between
the signal and background distributions. Although the three data events observed in this
region all fall into one bin for both distributions, this is also the bin with the highest
expected SM background content in both cases.
SR0noZb has only one observed data event, which agrees well within uncertainties
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with the estimated SM background shown in Figures 7.1(c) and (d). A benchmark signal
point from the RPV wino λ121 scenario with NLSP mass of 600 GeV and LSP mass of
400 GeV is also included for comparison. The shape of the meff distribution in particular
is quite different for the signal, for which the majority of events are expected to have
meff >500 GeV, corresponding to the tail of the SM background distribution.
The signal region SR0Z has 6 observed events in data, whose EmissT and meff distribu-
tions are displayed in Figures 7.1(e) and (f), along with the estimated SM background and
a benchmark signal point from the GGM scenario. The latter has a g˜ mass of 1000 GeV
and µ of 200 GeV, corresponding to the region of parameter space where the electroweak
sparticle decay process dominates. In both cases, the distributions seen in data agree
within systematic uncertainty with the SM background distributions.
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Figure 7.1: Distributions of (left) the EmissT and (right) the meff for all estimated SM
background, data, and an example signal point in (a) and (b) for SR0noZa , in (c) and
(d) for SR0noZb and in (e) and (f) for SR0Z. Produced by other analysis team members
and presented in [1].
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Figures 7.2(a) and (b) display the EmissT and meff distributions of the estimated SM
background, observed data events and a benchmark SUSY point from the RPV wino λ133
scenario with NLSP mass 225 GeV and LSP mass 100 GeV in the signal region SR1noZa.
A total of 4 events were observed in this region, which agrees well with the expected 4.6
events from SM backgrounds but within systematic uncertainties. It can be seen in both
distributions that there is very good agreement between the data and SM expectations,
with the data events sitting in the bins with highest expected contributions from the
SM background events in both histograms. The shape of the signal distribution is less
peaked at low EmissT and meff values and has a higher number of expected events. It is
very clear in this region that the data events agree much better with the SM background
than the expected signal. This is also the case for the signal region SR1noZb EmissT and
meff distributions presented in Figures 7.2(c) and (d). There is good agreement within the
systematic uncertainties between the 2.9 events expected from SM backgrounds and 1 event
observed. The data events are located in the bins where the EmissT or meff is peaked for the
estimated background distribution, and there is very good separation with the benchmark
SUSY point, in this instance from the RPV gluino λ133 grid with NLSP(LSP) mass of
800(400) GeV. Figures 7.1(e) and (f) show the EmissT and meff distributions for expect
ed background events, data events and a benchmark signal point in region SR1Z. This
signal region also has very good agreement between the 2.5 expected background events
and the 3 observed events. The data distributions agree within systematic uncertainty
with the SM background distributions, and the shapes are similar. The benchmark signal
point presented for this signal region is the RPV wino λ133 point used in Figures 7.2(a)
and (b), as there are no Z-rich scenarios which contain taus in the final state considered
in this analysis.
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Figure 7.2: Distributions of (left) the EmissT and (right) the meff for all estimated SM
background, data, and an example signal point in (a) and (b) SR1noZa, in (c) and (d)
for SR1noZb and in (e) and (f) for SR1Z. Produced by other analysis team members and
presented in [1].
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The corresponding distributions for the 2l2τ signal regions are presented in Figure 7.3.
In Figures 7.3(a) and (b) the EmissT and meff distributions are shown for SM background,
data and a benchmark signal point in the SR2noZa region. For this region the benchmark
point is chosen from the χ˜02χ˜
0
3 via stau grid, as this is the region with the best estimated
sensitivity to this scenario. The point has an NLSP mass of 100 GeV and massless LSP,
which had the highest significance of the grid for this signal region. There is not such a
good disrimination between the signal and background in this instance, as not many of
the signal events pass the signal region criteria compared to the background, even after
optimising the cuts. The data events agree with the estimated background distributions
within systematic uncertainty, although there were 7 events observed and only 4.0 expected
from background processes. The EmissT and meff for SR2n0Zb are similarly presented in
Figures 7.3(c) and (d), using the signal point from the same RPV wino λ133 as a benchmark
again. In this signal region 3.0 events are expected from SM backgrounds and 6 events
are observed. The data distributions are in good agreement with those of the expected
background within uncertainties. The signal is not greatly dissimilar but expects more
events with larger EmissT and meff . Figure 7.3(e) and (f) present the E
miss
T and meff
distributions for data, background and the same RPV wino λ133 benchmark signal point
in SR2Z. The EmissT distribution shows very good agreement between the expected and
observed events, and although the agreement is not as good for the meff distribution,
this is not particularly surprisingly given that only 1 event is observed in this SR, and the
agreement is still within systematic uncertainties. The data is not compatible with the
signal distribution, although this does not expect a very large number of events in this
region due to the Z request.
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Figure 7.3: Distributions of (left) the EmissT and (right) the meff for all estimated SM
background, data, and an example signal point in (a) and (b) for SR2noZa, in (c) and (d)
for SR2noZb and in (e) and (f) for SR2Z. Produced by other analysis team members and
presented in [1].
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Overall the data which has been observed in each of the nine SRs is in good agreement
with what was expected based on the estimated SM background events. There are no
significant excesses observed in the number of events, and no values of EmissT and meff
where a systematic disagreement is observed, with the majority of distributions agreeing
very well. The discussion will now move to more advanced statistical treatment of these
observations, in order to draw conclusions on the impact on the SUSY models considered
and BSM physics in general which these observations have.
7.2 Statistical Interpretation of Results
7.2.1 The CLS Method
In order to distinguish the background-only hypothesis b from a SUSY scenario corres-
ponding to the signal plus background hypothesis s + b, the CLS method [128] can be
used. A test statistic q is defined to represent the two hypotheses and determine which
best describes the observed data. This function q contains all the model parameters and
observables of the theory, for example any mass parameters and existing restraints on them
from previous experimental measurements. The p-value is then defined as a function of q,
and gives the probability of obtaining a test statistic as extreme or more so than the one
observed, given that the background-only hypothesis is true. The discovery p-value, pµ,
gives the compatibility of an observation with the s+ b hypothesis and is defined as:
pµ = P (n ≥ nobs|µ), (7.1)
where n is number of events predicted by the s + b hypothesis, and nobs is the number
of observed events. The parameter µ is the “signal strength” which will be 0 if the
background-only (SM) hypothesis is true and 1 if the considered SUSY scenario hypothesis
is true. Hence the compatibility of the background-only hypothesis with observed data is
given by the background-only p-value:
p0 = P (n ≤ nobs|µ = 0), (7.2)
where in this instance n represents the number of events predicted by the background-only
hypothesis.
Using the Confidence Level (CL) interpretation, a signal is said to be excluded at 95 %
CL if the discovery p value is less than 0.05. However, it is possible that this can lead to
a signal being incorrectly excluded in the case that the analysis does not expect a large
ratio of signal to background events in the observed region - i.e. the analysis has a low
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sensitivity to the considered signal. To protect against this, a variation of the CL method,
namely the CLS method, is used. This is defined as the ratio:
CLS =
CLs+b
CLb
, (7.3)
and includes the confidence level for the background-only hypothesis CLb as well. This
means that the background-only hypothesis will need to be supported to a high CL in
addition to the signal hypothesis having a low CL value. It can also be written in terms
of the signal and background-only p-values;
CLS =
ps+b
1− pb . (7.4)
This analysis then interprets the satisfaction of the condition:
CLS ≤ 0.05 (7.5)
to signify the signal hypothesis being excluded with 95 % confidence level.
This analysis uses a profile log-likelihood ratio formalism to define a test statistic q
which is then used to obtain the relevant p-values and the CLS value. The likelihood is
given by:
L(nobs|µS,B, η) = P (nobs|µS +B)×
∏
η
Gsyst(η
0, η), (7.6)
where S is the number of signal events, B is the number of expected background events,
and η are the various systematics, described as nuisance parameters. P (nobs|µS+B) is the
Poisson distribution for the expected events in a signal region, given the expected signal
and background, and Gsyst(η
0, η) is a Gaussian, which is centered on the nominal value
η0, around which the nuisance parameters can be varied when maximising the likelihood.
Each nuisance parameter is described as a separate Gaussian, with σ=1, and the product
of these is then taken.
The likelihood can be written in a more concise form as L(µ, ν(µ)), where ν represents
the full signal plus background model, which is a function of the signal strength µ. In this
notation, the profile likelihood ratio λp(µ) is given by
λp(µ) =
L(µ, ˆˆν(µ))
L(µˆ, νˆ(µˆ))
. (7.7)
Here, νˆ represents using an “unconditional” likelihood fit to maximise the the likelihood,
which means that µ and ν are both varied simultaneously, whilst ˆˆν represents a “con-
ditional” maximisation of the likelihood, which entails fixing µ while ν is varied. These
maximisation procedures convert the likelihoods to estimators [111] which are independent
of the nuisance parameters.
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The test statistic, q, is defined as a function of the log likelihood ratio λp(µ) given by:
q =

−2 lnλp(µ) µˆ ≤ µ
0 µˆ > µ,
(7.8)
where µˆ is an estimator of the signal strength µ. The probability of observing the number
of events predicted by the signal hypothesis or more given the signal strength has been used
to define the discovery p-value. It is now possible to express this using the probability
density function of the test statistic for a given µ value f(q|µ). An integration of this
probability distribution function is made between the limits of the test statistic using the
observed values qobs and infinity in order to evaluate the total probability of obtaining
a higher number of events than those observed. This gives a definition of the discovery
p-value in terms of the log-likelihood ratio λp(µ):
pµ =
∫ ∞
qobs
f(q|µ)dq. (7.9)
The p-value is “one-sided” [111], as an excess of events constitutes a signal, but an under-
fluctuation does not. The background-only p-value can be similarly defined, in order to
calculate the CLs values as described in Equation 7.4.
7.2.2 Combination of Signal Regions
For all signal scenarios considered, it is beneficial to use a combination of more than one
of the signal regions. For SRs which are orthogonal, this is carried out in the form of a
statistical combination, where a combined likelihood is defined as:
L(µ, ν) =
N∏
i
Li(µ, νi), (7.10)
forN signal regions. If a signal region has no sensitivity to a given signal, the corresponding
likelihood will not be a function of µ, and therefore it will not contribute to the combined
likelihood for that signal scenario. Not all signal regions are orthogonal however - the
SRXnoZa and SRXnoZb regions have some overlap, as they differ only in the value of
EmissT required and an additional cut on meff in the case of the SRXnoZb regions. For
these SRs, a graphical combination method is used, the effect of which is similar to adding
together the areas excluded by each SR individually to give the total excluded region. The
SR to use for each point of a signal scenario is selected based on which SR has the lowest
expected p-value, and the exclusion limit is then produced as normal. The method used
for each signal depends on which SRs have sensitivity to the scenario, for some statistical
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combination methods are used, and for some a mixture of both statistical and graphical
combinations are required.
7.2.3 Model-independent Limits
As well as considering the interpretation for the specific SUSY scenarios that this analysis
was optimised for, we can also consider how compatible the observed data was with the
background-only hypothesis b. As discussed previously, this corresponds to µ = 0. We can
consider how many events can be observed in each signal region before they are no longer
compatible with the SM and set this as an upper limit, which is useful for an estimate
of the sensitivity to any new physics scenarios. We also set an upper limit on the visible
cross-section for any new physics scenarios. This will correspond to the product of the
production cross-section for some new physics scenario with the acceptance and efficiency
in the SR for the required objects produced by this scenario. If these three components are
calculated, then the visible cross-section limit can be used to test scenarios not considered
in this work using the data observed in the SRs of this analysis. This limit is set by varying
the value of µ from a large, excluded value to one where the discovery p-value pµ is less
than 0.05. The upper limits on the number of events and production cross-section are
displayed for all signal regions in Table 7.2, along with the expected and observed events,
the background-only p-value, and the significance of any observed upward fluctuations.
7.2.4 Limits on Supersymmetry Scenarios
When placing 95% CL exclusion limits on the SUSY scenarios considered in this work, it is
important to also take into account potential contamination from signal events within the
CRs used for the weighting method. This is dealt with by modifying the weighting method
slightly to include the subtraction of signal contamination events, such that equation 6.4
becomes:
Nred =
(
NCR1data −NCR2irr − µ× sCR1
)
× F
−
(
NCR1data −NCR2irr − µ× sCR2
)
× F1 × F2. (7.11)
This subtraction can cause the weighting method to produce an estimate for a negative
number of events, but this is not the case in any of the SRs where the reducible background
processes contribute a significant number of events, and the estimate always remains within
1σ of the original uncorrected value. A systematic uncertainty is also included to account
for the accuracy of this method. For the regions which use four light leptons, the weighting
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Table 7.2: For each signal region, the number of events expected from the background
estimation and the number of observed data events are listed. The observed NobsBSM and
expected NobsBSM 95% CL upper limits on the number of signal events and the observed
σobsvis and expected σ
exp
vis 95% CL upper limits on the visible cross-section are then given.
The background-only p-value p0 is included (truncated at 0.5) and when p0 < 0.5 the
significance of the difference between the observed and expected events is expressed as a
number of standard deviations Nσ. Numbers produced by other analysis team members
and presented in [1].
Σ SM Data NobsBSM N
exp
BSM σ
obs
vis [fb] σ
exp
vis [fb] p0 Nσ
SR0noZa 1.6± 0.5 3 5.9 4.4+1.6−1.0 0.29 0.22+0.08−0.05 0.15 1.02
SR1noZa 4.6+1.3−1.2 4 5.7 5.9
+2.5
−1.5 0.28 0.29
+0.12
−0.07 0.50 −
SR2noZa 4.0+1.2−1.3 7 9.2 6.1
+2.5
−1.4 0.45 0.30
+0.12
−0.07 0.13 1.14
SR0noZb 1.4± 0.4 1 3.7 3.9± 1.4 0.18 0.19± 0.07 0.50 −
SR1noZb 2.9+1.0−0.9 1 3.5 4.7
+1.9
−1.2 0.17 0.23
+0.09
−0.06 0.50 −
SR2noZb 3.0± 1.0 6 8.7 5.6+2.3−1.3 0.43 0.28+0.11−0.06 0.10 1.30
SR0Z 5.6± 1.4 7 8.1 6.7+2.7−1.6 0.40 0.33+0.13−0.08 0.29 0.55
SR1Z 2.5± 0.6 3 5.3 4.7+1.9−1.1 0.26 0.23+0.09−0.05 0.34 0.40
SR2Z 1.8± 0.5 1 3.5 4.1+1.7−0.8 0.17 0.20+0.08−0.04 0.50 −
method estimate is very close to zero, and so for these regions, the contribution was set
to zero, with an upper uncertainty of the original uncorrected value.
For each point of each signal scenario considered the CLS value is calculated using the
expected and observed events and the methods described in Section 7.2.1. The CLS values
for parameter space between the points are interpolated to produce smooth contours of
both expected and observed 95% CL exclusion limits. These are always denoted by a
dashed line for the expected exclusion limit, with a solid uncertainty band corresponding
to 1σ variation of the background model uncertainties, and a solid line for the observed
exclusion limit, with dashed uncertainty bands corresponding to a 1σ variation of the
signal uncertainties.
7.2.4.1 Limits on R-parity Violating Models
The SRXnoZb regions were optimised to give maximal sensitivity on the RPV grids, but
for a number of points the SRXnoZa regions are better. These regions are not orthogonal,
so for each point, either the a or b region is chosen for use in the limit calculation. The
selection is made based on the epected CLS values of each SR on each point. All RPV
signal scenarios use the same selection process, such that the final result is produced by
136
statistically combining the three Z-rich SRs with either the “a” or “b” region for each
lepton multiplicity channel. For example the statistical combination of regions SR0Z,
SR1Z, SR2Z, SR0noZa, SR1noZb, and SR2noZb could be used. The Z-selection regions
are included as they are orthogonal with all other SRs and have some sensitivity to these
scenarios. This procedure yields the best possible limits, as even if one particular region
is not sensitive to a given scenario, it will not affect the final outcome, as the associated
likelihood profile will not contribute to the sum.
The exclusion limits are displayed in the same parameter plane as the significance
plots used for the SR optimisation. For these RPV scenarios, the two parameters which
are varied are the LSP mass and the NLSP mass, displayed on the vertical and horizontal
axes of the plots respectively. Figure 7.4 shows the 95% CL exclusion limits placed on each
of the 20 different RPV signals considered, split by NLSP identity. Four separate bands
can be seen on each plot, and these correspond to the four different λijk >0 couplings
considered. In every case the dashed band displays the expected exclusion limit, with a
solid band for the associated uncertainty, and the solid line represents the exclusion limit
observed in data, with a dashed band to show the corresponding uncertainty. The area
contained to the left of each band is the region of excluded parameter space. The mass
limits set on the scenarios with non-zero couplings λ133 and λ233 which produce taus in
the final state are lower than the light lepton only scenarios. This was expected from the
signal region optimisation stage and is a result of the lower production cross-sections for
these scenarios, as well as the lower reconstruction efficiency for tau leptons in the ATLAS
detector and the higher number of background events in the tau channels, which make
them more difficult to target. The region excluded is affected by the LSP mass approaching
the NLSP mass in some of the tau-rich scenarios, for example in Figures 7.4(a),(c) and (e).
SM particles resulting from the NLSP decay chain rather than the LSP become softer in
this area of parameter space. The exclusion limit also does not cover the region where the
LSP has low (<50 GeV) mass in all scenarios, due to the decay products resulting from
the LSP having a lower momentum, which makes them less likely to pass the SR criteria.
For the scenarios with non-zero tau-rich couplings, exclusion limits are set up to masses
of 450 GeV for a wino NLSP, 950 GeV for a gluino NLSP, and 300(240) GeV for a left-
(right-)handed slepton NLSP. These exclusion limits cover regions of parameter space not
considered by any previous analysis, probing entirely new signal scenario interpretations.
When the non-zero couplings considered produce electrons and muons from the LSP decay,
exclusion limits are set up to masses of 750 GeV for a wino NLSP, 1350 GeV for a gluino
137
NLSP, 490(410) GeV for a left-(right-)handed slepton NLSP and 400 GeV for a sneutrino
NLSP. These exclusions surpass the existing limits from previous searches at the LHC by
a significant amount, for the wino NLSP scenario the previous exclusion from ATLAS was
up to a mass of 540 GeV [96], whilst the previous exclusion for the gluino NLSP mass in
this scenario was at 1 TeV, set by the CMS collaboration [129].
7.2.4.2 Limits on χ˜02χ˜
0
3 Models
The SRXnoZa regions were optimised to target the χ˜02χ˜
0
3 grids via slepton and stau decay,
but for the slepton scenario the SRXnoZb regions have better sensitivity for the higher
NLSP mass points. For this grid the statistical combination is taken with all the SRXZ
regions and either all of the SRXnoZa regions or all of the SRXnoZb, depending on which
set produces the best expected sensitivity. The 95% CL exclusion limit contour produced
by this combination can be seen in Figure 7.5(a). The masses of the χ˜01 LSP and the χ˜
0
2/3
NLSP are displayed on the vertical and horizontal axes respectively. The dashed black
line shows the expected exclusion limits with a yellow band to show the uncertainty, and
the red solid line presents the observed exclusion limit, with associated uncertainty given
by the red dashed line. The region of parameter space for this scenario which falls beneath
and to the left of these lines is excluded. The sensitivity is seen to decrease towards the
diagonal as the mass of the LSP approaches that of the NLSP, and any leptons resulting
from the NLSP→LSP decay become lower in pT and no longer pass the requirements of
the SRs. Cases where the NLSP mass is below 620 GeV in this scenario are excluded,
provided the LSP mass is below 300 GeV, with a maximum exclusion in the LSP mass
plane of 340 GeV.
For the χ˜02χ˜
0
3 via stau and via Z grids the statistical combination is taken for all
SRXnoZa and all SRXZ regions. As no points are excluded for these grids, 95% CL upper
limits are instead set on the production cross-sections. These can be seen in Figure 7.5(b)
and (c) for the stau and Z scenario respectively. The points included for both grids all
have an LSP mass of 0 GeV and varying NLSP mass, shown along the horizontal axis.
The expected limit and associated uncertainty are again represented with a dashed line
and yellow band, and the observed limit with a solid red line. Production cross-sections
for this process above the line are excluded by this analysis. The solid black line gives the
theoretical production cross-sections for these processes at the LHC calculated for these
specific scenarios, and the green band shows the uncertainty on this calculation. If the
observed limit passes beneath the theoretical cross-section this would correspond to an
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exclusion for that NLSP mass in this scenario.
Existing limits from LEP exclude cases where the NLSP mass is around 100 GeV [130–
133], which cannot be improved upon by the stau or Z models considered here, but a
significant improvement is made for the slepton decay mode.
7.2.4.3 Limits on the GGM Models
All processes within the GGM models are mediated via either a Z or Higgs boson, and so
the Z-veto regions (SRXnoZa and SRXnoZb regions) have no sensitivity at all. Therefore
only the SRXZ regions are statistically combined for use on these two grids. 95% CL
exclusion limits are displayed in Figure 7.6(a) and (b) for the GGM grids with tanβ =1.5
and tanβ =30 respectively. The blue area represents excluded parameter space, and the
same convention for the expected and observed exclusion limit lines is used. The exclusion
limits are presented as a function of the varied parameters mg˜ on the vertical axis and µ
on the horizontal axis, and an additional axis is inset to show the corresponding variation
of the χ˜01 sparticle mass to enable comparison with other limits.
For the scenario with tanβ =1.5 gluino masses less than 700 GeV are excluded for all
considered µ values. Gluino masses below 1200 GeV are excluded for µ values between 200
and 250 GeV, due to the dominant production of electroweak sparticles in this region of the
parameter space. The exclusion limits are slightly weaker for the tanβ =30 scenario, which
includes a proportion of Higgs bosons in the decays as well as Z bosons. Gluino masses less
than around 650 GeV are excluded for all µ values in this signal model, and an exclusion
upper limit of 900 GeV in gluino mass is reached for µ values close to 200 GeV. These
complement recent results from an ATLAS supersymmetry seach targeting the right-hand
side of this grid where the strong processes dominate, using events with two leptons, jets
and missing transverse energy [134]. They produce exclusion limits up to a gluino mass of
850 GeV when µ >450 GeV on the tanβ =1.5 grid, and up to a gluino mass of 820 GeV
when µ >600 GeV on the tanβ =30 grid.
139
 [GeV]±
1
χ∼m
200 300 400 500 600 700 800 900 1000 1100
 
[G
eV
]
0 1χ∼
m
0
200
400
600
800
1000
1
0
χ∼
 
< m
±
1χ∼m
 0≠ 121λ
 0≠ 122λ
 0≠ 133λ
 0≠ 233λ
)theoryσ 1 ±Observed (
Expected
ATLAS
=8 TeVs, -1 L dt = 20.3 fb∫
;
0
1
χ∼- W0
1
χ∼ + W→ 
-
1
χ∼+
1
χ∼ →pp - l+ lν → 0
1
χ∼
All limits at 95% CL
(a)
 [GeV]g~m
600 800 1000 1200 1400 1600 1800
 
[G
eV
]
0 1χ∼
m
0
200
400
600
800
1000
1200
1400
1600
1800
1
0
χ∼
 
< mg~m
 0≠ 121λ
 0≠ 122λ
 0≠ 133λ
 0≠ 233λ
)theoryσ 1 ±Observed (
Expected
ATLAS
=8 TeVs, -1 L dt = 20.3 fb∫
;
0
1
χ∼ q q 0
1
χ∼q q → g~g~ →pp - l+ lν → 0
1
χ∼
All limits at 95% CL
(b)
 [GeV]
L
±l~m
100 200 300 400 500 600 700
 
[G
eV
]
0 1χ∼
m
0
100
200
300
400
500
600
700
1
0
χ∼
 
< 
m
Ll~m
 0≠ 121λ
 0≠ 122λ
 0≠ 133λ
 0≠ 233λ
)theoryσ 1 ±Observed (
Expected
ATLAS
=8 TeVs, -1 L dt = 20.3 fb∫
;
0
1
χ∼- l0
1
χ∼ + l→ L
-
l~L
+
l~ →pp - l+ lν → 0
1
χ∼
All limits at 95% CL
(c)
 [GeV]±
Rl
~m
100 200 300 400 500 600 700
 
[G
eV
]
0 1χ∼
m
0
100
200
300
400
500
600
700
1
0
χ∼
 
< 
m
Rl~m
 0≠ 121λ
 0≠ 122λ
 0≠ 133λ
 0≠ 233λ
)theoryσ 1 ±Observed (
Expected
ATLAS
=8 TeVs, -1 L dt = 20.3 fb∫
;
0
1
χ∼- l0
1
χ∼ + l→ R
-
l~R
+
l~ →pp - l+ lν → 0
1
χ∼
All limits at 95% CL
(d)
 [GeV]ν∼m
100 200 300 400 500 600
 
[G
eV
]
0 1χ∼
m
0
100
200
300
400
500
600
1
0
χ∼
 
< 
m
ν∼m
 0≠ 121λ
 0≠ 122λ
 0≠ 133λ
 0≠ 233λ
)theoryσ 1 ±Observed (
Expected
ATLAS
=8 TeVs, -1 L dt = 20.3 fb∫
;
0
1
χ∼ ν  0
1
χ∼ ν → ν∼ ν∼ →pp - l+ lν → 0
1
χ∼
All limits at 95% CL
(e)
Figure 7.4: The 95% CL exclusion limit contours for all RPV grids, for scenarios where the
NLSP is (a) a wino, (b) a gluino, (c) a left-handed slepton, (d) a right-handed slepton and
(e) a sneutrino. Each plot displays limits for all four couplings considered to be non-zero,
λ121, λ122, (via electrons and muons only) and λ133 and λ233 (including taus in the final
state). Produced by other analysis team members and presented in [1].
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Figure 7.5: The 95% CL exclusion limit expected and observed contours are shown for (a)
the χ˜20χ˜
3
0 via slepton grid. The 95% CL cross-section limits are displayed for (b) the χ˜
2
0χ˜
3
0
via stau grid and (c) the χ˜20χ˜
3
0 via Z grid. Produced by other analysis team members and
presented in [1].
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7.3 Result Re-interpretations and Combinations with the
Three Lepton Analysis
7.3.1 Introduction
In the same way that the exclusion power of the analysis was improved by statistically
combining signal regions, combining these results with signal regions from other analyses
can also boost the sensitivity. In particular it is useful to consider analyses which require
a lower lepton multiplicity, as their criteria will allow events from the signal scenarios
where one of the leptons is “lost”, for example by having a pT value too low to pass
the trigger. As this is often beneficial, ATLAS analyses for electroweak SUSY searches
are generally constructed to avoid overlap between each others signal regions wherever
possible. All combinations presented here are produced by including an electroweak SUSY
search analysis which requires exactly three light leptons [135]. A statistical combination
of the SRs from both analyses is made and used on a number of the signal scenarios already
considered by the four lepton analysis discussed in this thesis. All figures presented in this
section were produced by myself, and are preliminiary, pending approval. I also carried out
all stages of the statistical analysis required to produce them. The input files required for
this statistical analysis were produced and provided by the three and four lepton groups.
At the time of writing, the publication in which these results will be included has not yet
been made public but will be in the near future.
7.3.2 Overview of Three Lepton Analysis
The three-lepton (3L) analysis is optimised to target electroweak SUSY scenarios including
χ˜±1 χ˜
0
2 production with decays via sleptons, staus, a WZ pair, or a Wh pair. Five signal
regions are defined which contain exactly three leptons with either zero, one or two taus
included. All SRs implement a veto on events containing b-jets, in order to suppress
background from tt¯ processes. Using the nomenclature from the publication [135], the
region SR0τa requires exactly three light leptons, two of which must form an SFOS pair,
and is then subdivided into twenty disjoint “bins” requesting different values of mSFOS ,
EmissT and transverse mass of the unpaired lepton mT . This is defined as:
mT =
√
2plTE
miss
T − 2~plT · ~pmissT , (7.12)
where plT is the missing transverse momentum of the lepton not included in the SFOS
pair. A second region SR0τb requiring three light leptons is also defined by the analysis.
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This SR vetoes events containing SFOS pairs (making it orthogonal to SR0τa), sets lower
limits on the allowed EmissT in an event and pT of the lowest-pT lepton and requires the
minimum distance in φ between opposite sign leptons to be less than 1. The signal region
SR1τ requests two same sign leptons and an opposite sign tau. The invariant mass of
any same sign lepton pairs must fall more than 10 GeV from mZ , the invariant mass
of lepton-tau pairs closest to the Higgs mass must be less than 120 GeV, and cuts are
then made on the scalar sum of lepton pT and the pT of the lowest-pT lepton. SR2τa
selects events containing two taus and one light lepton, and requests a high EmissT and
“stransverse mass” mT2. This variable is defined as:
mT2 = [max(mT (~pT,1, ~qT ),mT (~pT,2~rT ))], (7.13)
where ~pT,1 and ~pT,2 are the transverse momenta of two leptons, and ~qT and ~rT satisfy
the relation ~qT + ~rT = ~p
miss
T and correspond to momenta of undetected particles, chosen
to minimise the value of missing transverse momentum. The mT2 is calculated for all
combinations of light leptons and taus and then the maximum value is used. The final
region SR2τb also selects events with two taus and one lepton but it is not orthogonal
to SR2τa and is not used in this work so will not be described here. A summary of the
definitions of the three lepton SRs used in this chapter is presented in Table 7.3.
Table 7.3: The selection requirements for the 3L signal regions used in this chapter, as
detailed in [135].
Signal Region SR0τa SR0τb SR1τ SR2τa
` flavour/sign SFOS-` `±`±`′∓ τ±`∓`∓ ττ`
b-tagged jet veto veto veto veto
EmissT binned > 50 GeV > 50 GeV > 50 GeV
Other mSFOS binned p
3rd l
T >20 GeV p
2nd l
T >30 GeV m
max
T2 >100 GeV
mT binned ∆φ
min
ll ≤1.0
∑
plT > 70 GeV –
– – ml,t <120 GeV –
– – mee Z-veto –
In general the 3L SRs contain higher numbers of expected events than the four-lepton
regions, ranging from 3.8 to 10.3 in the un-binned SRs, and the bins in SR0τa contain
between 0.29 and 715 expected background events. These are estimated in a similar way to
the four-lepton analysis, using MC for the irreducible processes and a data-driven method
for the reducible processes. This estimation is tested in a number of validation regions
which are orthogonal from the 3L SRs but maintain kinematic similarity of the events.
These all request exactly three leptons as well, and so are orthogonal from all regions
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used in the four-lepton analysis. The majority of systematic uncertainties affecting the
3L analysis are shared with the four-lepton analysis, with the exception of uncertainties
arising from the different background estimation methods and to account for the efficiency
of the b-jet tagging algorithm which is only used by the 3L analysis. When combining
the results from the two analyses, sources of uncertainty which are common are correlated
within the statistical framework.
7.3.3 Combination in the χ˜02χ˜
0
3 via Slepton Scenario
If one of the four leptons produced in the decay of a χ˜02χ˜
0
3 pair via sleptons was not
reconstructed, an SR requesting exactly three light leptons could be sensitive to the event.
The region SR0τa from the 3L analysis can be used to target these instances, as the bins
allow for a lot of variation in the event and object properties. For the lower mass splitting
points on the grid, the bin with mSFOS between 12 and 40 GeV, mT <80 GeV and E
miss
T
between 50 and 90 GeV gives the best results. When the LSP mass is close to the NLSP
mass, the invariant mass of the leptons would be expected to be small, as would the lepton
pT , resulting in lower values of transverse mass. This region is also most likely to benefit
from a three lepton signal region, as the leptons are soft, so the lowest pT lepton is more
likely to fail the trigger or SR selection requirements for the four lepton analysis. However
the SR0τa bins also have sensitivity to the higher NLSP mass points on the grid, in this
region the bin requesting mSFOS >120 GeV, mT >180 GeV and E
miss
T between 50 GeV
and 120 GeV tends to be most sensitive. There is a larger mass splitting between the
NLSP and LSP for these points, and the decay products will be more energetic and have
higher mSFOS values.
When using SR0τa all 20 of the orthogonal bins are statistically combined to obtain
the best possible results. The four lepton result is produced by statistically combining
SR0Z, SR1Z, SR2Z and either SR0noZa, SR1noZa and SR2noZa, or SR0noZb, SR1noZb
and SR2noZb, as described in Section 7.2.4.2. The statistical combination of the results
for both the 3L and four lepton analyses was then calculated, using the HistFitter [136]
framework. Figures 7.7(a) and (b) show the 95% CL exclusion limit set by the four lepton
analysis and three lepton analysis separately, and Figures 7.7(c) shows the 95% exclusion
limit produced by statistically combining the two analyses. The same convention is used as
in the four lepton analysis results: a dashed line shows the expected limit with uncertainty
represented by the yellow band, and the solid red line shows the observed limit with the
theoretical uncertainty represented by the red dashed bands. The area below and to the left
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of the exclusion limit is the parameter space excluded. The small hole in the bottom left of
all three plots is the result of the distribution of sample points in this corner, rather than
a genuine gap in the exclusion produced. The observed limit for the 3L analysis does not
reach as high in LSP mass as the expected limit, meaning the contribution of this analysis
to the combined sensitivity close to the diagonal is not quite as good as was predicted. The
limit is stronger in NLSP mass than expected though, reaching masses around 45 GeV
lower than the existing four lepton limit. The combined exclusion limit reaches slightly
closer to the diagonal of the grid, and increases the upper NLSP mass limit of the exclusion
to around 680 GeV, 40 GeV higher than the original limit. The region with high NLSP
mass and LSP masses of 250-300 GeV is also improved. These differences can be seen
more quantitatively in Figure 7.8 which displays the CLS values for each signal sample
on the grid, and the interpolated CLS values across the entire parameter space, using a
colour scale on the z-axis. Three points located closest to the diagonal with (NLSP,LSP)
masses of (185 GeV,165 GeV), (260 GeV,240 GeV) and (392.5 Gev,357.5 GeV) have lower
expected CLS values for the 3L analysis (0.01, 0.43 and 0.42 respectively) than from
the four lepton analysis (0.32, 0.77 and 0.43 respectively). Although the observed CLS
values were not as favourable as the expected values, the combined results for these three
points (0.22, 0.63 and 0.58 respectively) are still an improvement on those observed by
the four lepton analysis (0.5, 0.82 and 0.63 respectively). Although the 3L analysis does
not expect better CLS values than the four lepton analysis elsewhere on the grid, it
has a comparable sensitivity for some points, and still improves upon the existing values
when a combination is made. In particular, the points located at (NLSP,LSP) masses
(700 GeV,550 GeV), (687.5 GeV,187.5 GeV) and (687.5 GeV,62.5 GeV) have CLS values
of 0.16, 0.17 and 0.16 observed with the four lepton analysis, and these are improved to
0.09, 0.08 and 0.07 when combined with the three lepton results.
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Figure 7.7: 95% CL exclusion limits are also shown for the χ˜
0
2χ˜
0
3 via ˜` model for (a) the
four lepton analysis (b) the three lepton analysis and (c) the statistical combination of the
two.
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Figure 7.8: The expected (left) and observed (right) CLS values on the χ˜
0
2χ˜
0
3 via ˜` model
for (a) and (b) the four lepton analysis, (c) and (d) the three lepton analysis and (e) and
(f) the statistical combination of the two.
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7.3.4 Combination in the GGM Scenario
Some signals targeted by the 3L analysis involve decays via either W and Z bosons or W
and Higgs bosons, which could explain the sensitivity of the 3L SRs on the GGM scenario
with tanβ =30. In this version of the model, the χ˜01 NLSP decays via a mixture of Z bosons
and Higgs bosons; the exact branching ratio to Higgs varies as a function of the parameter
values. The exclusion limits produced by the four lepton analysis are less powerful on this
GGM model than those for the model with tanβ =1.5 which decays to Z bosons with a
97%BR. The 3L SRs are not sensitive to this version of the GGM model. Therefore a
combination of the 3L and four lepton analyses is made on the GGM tanβ =30 grid to
produce improved 95% exclusion limits.
A statistical combination of the SR0τa, SR0τb, SR1τ and SR2τa three lepton signal
regions is performed, and this is then combined with the four lepton result, produced by
statistically combining all three of the SRXZ regions. This is done within the same Hist-
Fitter framework used for all other limit calculations in this thesis, and the correlation
of systematics common between the two analyses is again taken into account. Figure 7.9
shows 95% CL exclusion limits from the three lepton analysis, the four lepton analysis,
and the statistical combination of the two. The same convention for the expected and
excluded limit lines is used, and the region contained below and to the left of these lines
is the excluded parameter space. The exclusion limit produced with the three lepton SRs
does not suggest that they will be helpful here, as no points in the top left of the plot
are excluded. This region corresponds to the parameter space where electroweak decay
processes dominate, and is the region where the four lepton analysis has some sensitivity,
but is not covered by other searches focussing on the strong production on this grid [134].
However, the combined result shows a gain of around 20 GeV in the upper excluded µ
value for the region with the lowest µ values and gluino masses above 900 GeV when com-
pared to the four lepton exclusion limit. The cause for this improvement can be seen more
clearly when considering the corresponding expected and observed CLS values shown in
Figure 7.10. The expected CLS values for the points with gluino mass of 1100 GeV and
1200 GeV are all higher for the 3L analysis than the four lepton analysis, with the excep-
tion of the two points with µ values of 200 GeV. Points with lower gluino masses and µ
values between 300 GeV and 600 GeV also have reasonable CLS values for the 3L analysis,
although they are not as good as the four lepton values. The expected CLS values for
combining the two analyses therefore predict an exclusion limit to higher µ values than
with just the four lepton analysis. The expected CLS values for points with µ of 300 GeV
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and gluino masses of 1200, 1100, 1000, and 900 GeV are improved from 0.59, 0.55, 0.41
and 0.32 with the four lepton analysis to 0.35, 0.29, 0.32 and 0.31 with the combination.
In addition, the observed CLS values for the three lepton analysis are significantly higher
than the expected values resulting in the observed CLS values for the combination also
being higher than the expected values in general.
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Figure 7.9: 95% CL exclusion limit on the GGM model with tanβ =30 using (a) the four
lepton analysis, (b) the three lepton analysis and (c) the statistical combination of the
two.
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Figure 7.10: The expected (left) and observed (right) CLS values on the GGM model
with tanβ =30 for (a) and (b) the four lepton analysis, (c) and (d) the three lepton analysis
and (e) and (f) the statistical combination of the two.
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7.3.5 Varying the Intermediate Slepton Mass
It has been assumed in the χ˜20χ˜
3
0 via
˜`model that the intermediate slepton mass lies halfway
between the mass of the χ˜02/3 degenerate NLSPs and that of the χ˜
0
1 LSP. This assumption
was made in order to simplify the scenario and allow exclusion limits to be set in terms
of just two varied parameters (the LSP mass and NLSP mass). It is interesting however
to investigate the effect of varying the intermediate slepton mass with respect to mχ˜0
2/3
,
and instead fix mχ˜01 to zero. “Slices” of points were produced for mχ˜02/3
varying between
100 GeV and 700 GeV. The slepton mass is considered as 5%, 25%, 50%, 75%, or 95% of
the χ˜02/3 mass in each of the five slices. 95% CL cross-section limits are then set for each
case. The same four lepton signal regions are used for this as for the χ˜20χ˜
3
0 via
˜` exclusion
limits - all the SRXZ regions and either all the SRXnoZa or all the SRXnoZb regions are
statistically combined. The three lowest NLSP mass points at 100 GeV, 150 GeV and
250 GeV all have lower CLS values for the “a” regions and the remainder have lower CLS
values for the “b” regions, with the exception of the slice with slepton mass at 95%. For
this scenario, only the two lowest mass points have lower CLS values when using the “a”
regions, the point at NLSP mass 250 GeV has a lower CLS value resulting from the “b”
regions.
The resulting 95% CL upper limits on the production cross-sections can be seen in
Figure 7.11(a)-(e) with increasing slepton mass. The nominal scenario with the slepton
mass set to 50% of the NLSP mass is almost identical to the case where it is set at 75%
of the NLSP mass, especially for the points with higher NLSP mass. The three points
at NLSP mass of 100 GeV, 150 GeV and 250 GeV are slightly higher in the 75% plot,
equating to slightly less stringent cross-section limits in this instance. The limits for these
three points are also lower in the 5% and 25% instances, by a more noticeable amount.
For all of these slices, there is no difference regarding whether or not any of the points are
excluded. This changes when considering the slice with slepton mass at 95% of the NLSP
mass, which has visibly less stringent cross-section limits set for all points, and the two
points at 100 GeV and 625 GeV NLSP mass are no longer excluded.
The changes resulting from the slepton mass variation can be seen more quantitively
by comparing the expected and observed CLS values shown in Table 7.4. As the mass of
the slepton gets further away from 50% of mχ˜0
2/3
the CLS values decrease, but this effect
is not symmetrical, and the points with the slepton mass at 95% of mχ˜0
2/3
all have higher
CLS values than the other slices. This can be explained by considering the mass available
to the decay products in the mass frame of the χ˜02/3. When the slepton mass is very close
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to that of the NLSP, the leptons produced in the first part of the decay chain - χ˜02/3 → ˜`R`
- will be very low in pT , and it will be much less likely that they will be accepted into
the SRs unless the NLSPs are boosted. This is not so much the case for the other mass
splittings considered, for example when the slepton is at 5% of mχ˜0
2/3
the lepton produced
in the second part of the decay - ˜`R → χ˜01` - will have a higher pT , as the slepton will
also have transverse momentum from the remaining 95% of the χ˜02/3 mass. All leptons
resulting from these events are more likely to have sufficient pT to satisfy the selection
criteria of the four lepton analysis.
Table 7.4: Observed and expected (beneath in brackets) CLS values for each of the variable
slepton mass slices considered for the χ˜02χ˜
0
3 via slepton scenario. The X symbol is used to
denote masses which have CLS values compatible with zero.
m˜`
R
as a percentage of mχ˜0
2/3
mχ˜0
2/3
[GeV] 5% 25% 50% 75% 95%
100 X X X X 0.08
(X) (X) (X) (X) (0.04)
150 X X X X X
(X) (X) (X) (X) (X)
250 X X X X X
(X) (X) (X) (X) (X)
350 X X X X X
(X) (X) (X) (X) (X)
500 X X X X X
(X) (X) (X) (X) (X)
625 0.06 0.04 0.04 0.02 0.7
(0.09) (0.06) (0.05) (0.06) (0.21)
700 0.25 0.21 0.19 0.07 0.15
(0.31) (0.27) (0.25) (0.25) (0.38)
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Figure 7.11: The 95% CL upper cross-section limits on points from the χ˜02χ˜
0
3 via
˜`scenario
with the intermediate slepton mass set at (a) 5% (b) 25% (c) 50% (d) 75% and (e) 95%
of the χ˜02/3 mass.
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Chapter 8
Conclusions
This thesis presents the best results produced to date by ATLAS on the search for super-
symmetry in events with four or more leptons, using the full L =20.3 fb−1 2012 dataset
at
√
s =8 TeV. I was one of the main analysers contributing to these results, which are an
extension and improvement on results published previously, to which I also made major
contributions.
A wide range of signal scenarios including both R-parity conserving and R-parity viol-
ating models were targeted with optimised selection criteria applied to events containing
four or more leptons. No significant deviation is observed between the expected Standard
Model events and the data, within the statistical and systematic uncertainties. A statist-
ical interpretation of the results was conducted in order to set 95% CL exclusion limits on
parameters of the models considered, and model-independent limits on the visible cross-
section for beyond-the-Standard Model scenarios. These results are complementary to the
other ATLAS SUSY searches being carried out, in order to cover maximal SUSY scenarios
with a full range of the final state signatures expected to be produced. Due to the low
number of four lepton events expected from SM processes, this analysis makes a significant
contribution, being sensitive to a number of simplified model processes down to smaller
cross-sections.
For R-parity violating models where the LSP decays to electrons and muons, 95% CL
limits were set on the masses of five different NLSPs: 1350 GeV for gluinos, 750 GeV
for charginos, 490 (410) GeV for left-(right-)handed sleptons, and 400 GeV for sneutrinos.
These consititute an improvement on the limits previously set by the four lepton analysis of
540 GeV for a chargino NLSP in this SUSY scenario. For newly considered models where
the LSP decays to final states including taus, limits are set on the masses of four of these
NLSPs: 950 GeV for gluinos, 450 GeV for charginos, and 300 (240) GeV for left-(right-
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)handed sleptons. The parameter space which is excluded for the most simplified and the
most “natural” models has been increased significantly by the data taken in Run 1 of the
LHC, meaning that models which are slightly more complex need to be considered. The
sensitivity of this analysis to a number of R-parity violating scenarios are very important
in this light, in particular given that many of these do not have any limits set by CMS.
A set of simplified models considering χ˜02χ˜
0
3 production were also explored with this
analysis. For the scenario with decays via a slepton to the χ˜01 LSP, 95%CL exclusion limits
were set on the χ˜02/3 mass of up to 620 GeV. For scenarios where the decay proceeds via a
stau or Z boson, 95% CL limits were set on the production cross-sections. These are the
strongest existing limits for this scenario, and will be improved even further by combining
the result with the three lepton analysis result.
GGM models were also targetted with this analysis and 95% CL exclusion limits were
set on relevant parameters. For the scenario with tanβ =1.5, gluino masses below 700 GeV
were excluded for all µ values, and all gluino masses were excluded for µ values between 200
and 230 GeV. For the scenario with tanβ =30, gluino masses below 640 GeV were excluded
for all µ values. This allows an exclusion limit to be set in the region of parameter space
where electroweak decay processes dominate, which is not covered by any other SUSY
analysis.
As an extension to the main body of results presented here, I have also worked on the
combination of this analysis with other lepton-rich channels, for inclusion in a new public-
ation in preparation. Improved limits are shown for R-parity conserving χ˜02χ˜
0
3 production
with decays via sleptons, and the GGM model with tanβ =30. Cross-section limits are
also presented for χ˜02χ˜
0
3 decays via sleptons when the slepton masses are varied from the
nominal value. Varying the parameters which are fixed within the simplified models like
this is crucial to assess whether there are regions of parameter space which are less ac-
cessible, or where SUSY could be “hiding”. Results from this publication will form the
final word on SUSY in Run 1 at the LHC, giving the best limits for all accessible scenarios
until results are produced with the Run 2 data.
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Appendix A
Inner Detector Tracking
Performance
A.1 Introduction
It is important to consider the performance of the tracking algorithms used for triggering
in the HLT, in particular to check for any decreases in efficiency which could have occurred
between the lower energy (
√
s =7 TeV) data-taking period in 2011 and the data-taking
period in 2012 with
√
s =8 TeV. The increase in energy also led to an increase in the
average pile-up present in each event from a mean average of 9.1 interactions per event in
2011 to a mean average of 20.7 interactions per event in 2012. Multiple interactions make
it more difficult to accurately identify object tracks due to a higher number of tracks from
pile-up. This would have a direct impact on any analyses using these triggers to select
events.
The tracking algorithms used by the L2 trigger were discussed briefly in Section 3.8.2.
The algorithm used for taus in Run-1 is referred to as “SiTrack” [137, 138] and uses a
combinatorial approach to reconstruct tracks from the inside of the ID outwards. The
tracks are seeded by forming pairs of spacepoints from the pixel and SCT detectors, and
these are then extended to include spacepoints from the TRT. When an algorithm in this
appendix is referred to as “L2”, this is really a reference to the SiTrack algorithm.
Results are included here for a study carried out by myself to assess the efficiency of the
L2 and EF algorithms used for reconstructing taus in both the 2011 and 2012 data-taking
periods. These form part of an official ATLAS publication for the performance of all HLT
algorithms during Run-1, which is in progress at the time of writing.
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A.2 Methodology
Dedicated HLT monitoring trigger chains are used to make an online selection of taus
based solely on information from the calorimeters. The HLT tracking algorithms are still
run, but the information is not used in the selection of events passing the trigger, in order
to avoid bias when measuring the efficiency. The tracks which are reconstructed by the
HLT for events which pass the monitoring triggers and correspond to taus are labelled as
“test” tracks. These are then required to match to a “reference” track which is identified
with the full oﬄine tau reconstruction and located in the same RoI. The number of test
tracks which can be matched to corresponding reference tracks is then converted to a
percentage efficiency for the HLT tracking algorithms.
The oﬄine tau candidates are reconstructed using anti-kT jets with pT >10 GeV as
seeds, which represents a generic and common setting for taus being used in analysis.
They must also satisfy the medium tau identification criteria, which requires the medium
JetBDT and medium ElectronBDT (described in Section 4.4.6) to be passed, as well as
the muon veto. The test tracks are also required to satisfy a number of quality criteria,
in order to only consider the efficiency for well-reconstructed cases. These are given by:
• pT >1 GeV
• number of hits in the “b-layer” of the pixel detector ≥ 1
• number of hits in the pixel detector ≥ 1
• total number of hits in the pixel and SCT detectors ≥ 7
• |d0| <1 mm
• |z0 sin θ| <1.5 mm.
This study is also restricted to one-prong tau candidates, which behave differently to three-
prong candidates, and so both the test and reference tracks are required to correspond to
taus with just one associated track. In order for a test track to be matched to a reference
tau track, all tracks must pass the respective quality criteria, and the ∆R between them
must be less than 0.2.
A.3 One-prong Tau Performance
Figures A.1(a) and (b) display the efficiency of the L2 and EF tau tracking algorithms as a
function of the mean number of interactions per event 〈µ〉 for data taken in 2011 and 2012
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respectively. The datasets used in both instances do not correspond to the full datatsets,
but a proportion of runs taken from various points throughout the data-taking periods
which gives acceptable levels of statistical uncertainty. The efficiency for the EF algorithms
is expected to be higher, as these are very close to the oﬄine selection algorithms, whereas
the emphasis for the L2 tracking algorithms is on speed, in order to satisfy the lower
latency available to the L2 trigger. The EF efficiency remains at approximately 99.5% for
the vast majority of bins in both 2011 and 2012. The L2 algorithms are not significantly
lower; in 2011 all bins show an L2 efficiency of more than 98%, and in 2012 the majority
of points have an efficiency of approximately 98%. There are a few bins in the 2012
distribution which give L2 efficiencies between 95% and 98%, but these bins tend to
contain less events, which is demonstrated by the larger error bars for these cases. The
most important conclusion which can be drawn from these plots is that the performance of
the algorithms was relatively independent of µ, as the distributions are flat, with decreases
only seen for the µ values which are less common. This is also supported by Figures A.1(c)
and (d), which give the EF and L2 efficiency in 2011 and 2012 as a function of the mean
number of vertices reconstructed oﬄine per event, which is related to µ.
Figures A.2(a) and (b) gives the efficiency of EF and L2 algorithms in 2011 and 2012
as a function of the reference track η. For both years the EF efficiency distribution is
very flat with respect to η and the majority of bins have an efficiency of 100%. For
the L2 algorithms the distributions are fairly flat in both years, achieving efficiencies of
approximately 98% or higher in both data-taking periods. Figure A.2(c) and (d) give the
equivalent effiency distributions for 2011 and 2012 as a function of the reference track pT .
The efficiency of the EF algorithms is almost 100% for all bins in both years, but there is
a turn-on in efficiency visible for the L2 algorithms. In 2011, the L2 efficiency has values
of 92% and above for reference tracks with a pT <3 GeV, but for tracks with higher pT
the average efficiency of 98% or above is seen for all bins. In 2012 the same shape is
seen, again with a pT of approximately 3 GeV corresponding to the efficiency flattening
to the average L2 value of approximately 98%. For reference tracks with a pT higher than
approxiately 80 GeV the L2 efficiencies are also lower, but the error bars indicate that
this is due to fewer events being present in the bins for these high pT values.
The set of distributions presented in Figure A.3 give efficiencies as a function of the
reference track φ. Figure A.3(a) shows the efficiency is flat for both EF and L2 when
considered as a function of φ for the 2011 dataset. The EF efficiency is close to 100%
in all bins, and the L2 efficiency remains above 98%. However, for the 2012 distribution
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(a) (b)
(c) (d)
Figure A.1: The L2 and EF tracking efficiencies as a function of the average pileup inter-
action multiplicity, µ for (a) 2011 data and (b) 2012 data and as a function of the oﬄine
event vertex multiplicity for (c) 2011 and (d) 2012.
displayed in Figure A.3(b) this is not the case. The EF efficiency behaves as expected and
has been observed in all other distributions, with a flat efficiency close to 100%. The L2
efficiency has a significant drop from approximately 99% to between 95% and 98% for a
number of bins in the positive φ range of 1-2.5. I was involved in a number of detailed
studies investigating this feature, for example considering the possibility of a detector
defect in this region or a correlation between poor quality tracks and the problematic
φ values. Figures A.3(c) and (d) show the effect on the distribution shape when the
requirements for SCT hits are increased from 5 to 7 and when in addition the pixel hits
required are increased from 1 to 2. An additional two hits being required in the SCT
detector does not significantly alter the shape of the efficiency distribution, although it
does increase the efficiency uniformly overall. When another pixel hits is also required
in addition to this request though, the efficiency is very flat with respect to η. This
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(a) (b)
(c) (d)
Figure A.2: The L2 and EF tracking efficiencies as a function of reference track pseu-
dorapidity η for (a) 2011 and (b) 2012 and as a funtion of transverse momentum pT for
(c) 2011 and (d) 2012.
suggests that the tracks contributing to the poor efficiency in the high positive φ bins are
disproportionately comprised of tracks with fewer hits in the ID, which causes a decrease
in the efficiency of the L2 tracking algorithms. This was confirmed by comparing the hit
information for tracks within this η region to that of all other tracks.
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(a) (b)
(c) (d)
Figure A.3: The L2 and EF tracking efficiencies as a function of φ for (a) 2011 and (b)
2012 with standard selection, (c) with standard selection but requiring at least seven SCT
clusters, or (d) requiring seven SCT clusters and also at least two pixel clusters
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Appendix B
Generation and Properties of χ˜02χ˜
0
3
Grids
B.1 Introduction
The four lepton analysis conducted on 13 fb−1 of the 8 TeV data collected in 2012 [97]
included two supersymmetric scenarios for χ˜02χ˜
0
3 production and decays via sleptons. In
order to make these more comparable with the simplified models used in the electroweak
SUSY group for χ˜±1 χ˜
0
2 and χ˜
±
1 χ˜
∓
1 production they were simplified further to just one scen-
ario with only two varied parameters. The χ˜02 and χ˜
0
3 co-NLSPs were set to be degenerate
in mass (mχ˜02 = mχ˜03) and the slepton mass was fixed at halfway between the NLSP mass
and the χ˜01 LSP (m˜` =
m
χ˜02
+m
χ˜01
2 ). This allowed the exclusion limits to be calculated in
the conventional LSP mass versus NLSP mass parameter space for the analysis published
in 2014 [1]. In addition scenarios were added to also cover instances where the NLSPs
decayed via Z bosons or staus. I was responsible for the re-design and subsequent MC
sample generation for these models, and this appendix contains a description of the meth-
ods involved in this, as well as the calculation of systematics for the grid involving decays
via staus, and some of the properties of the resulting χ˜02χ˜
0
3 grids used by the four lepton
analysis. Any plots relating to the χ˜02χ˜
0
3 via slepton model were included in the auxiliary
material of the most recent publication [1] (along with the equivalent plots for the GGM
tanβ =30 grid which I also produced), and all plots and numbers were produced by myself.
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B.2 Sample Generation
MC samples for χ˜02χ˜
0
3 production and subsequent decays via sleptons, staus or Z bosons
were generated using MadGraph [100]. Data files containing only truth information were
first generated privately with the MadGraph framework by myself in order to estimate
the sensitivity of the four lepton analysis to each signal point. These “truth” samples
were analysed with code which made selections on truth objects to emulate the four
lepton analysis selections, including some object selection criteria, overlap removal, and
application of the pT thresholds used for the triggers. The acceptance was then calculated
as the number of events satisfying these selections and the lepton multiplicity and Z-
veto/selection requirements used by the SRs as a fraction of the total number of events.
The decays via slepton grid used the 4`0τ multiplicity cut and the Z-veto (all cuts are
those used for the signal regions, detailed in Section 5.4), the decays via stau grid used the
combined acceptance for both the 3`1τ and 2`2τ multiplicity cuts and a Z-veto, and the
decays via Z grid used the acceptance for 4`0τ after a Z-selection. Ideally the acceptance
would be calculated for the SRs to be used on these grids, but due to the few events
surviving once an EmissT or meff cut is also applied, and the fact that the SRs were re-
optimised to suit these grids after generation, the acceptance after the Z-veto/selection
was the next best option. The acceptance was used in combination with the LO cross-
sections extracted from MadGraph (NLO cross-sections for the official analysis were later
calculated with PROSPINO [103]) and the number of expected events passing the four
lepton selection to roughly estimate the area of parameter space which could be probed
with the four lepton analysis. This gave an indication of which mass values to use for
samples for each of the three scenarios, which are described in Section 5.2. The efficiency
of reconstructing the leptons was then assumed to be about 40% in the 4`0τ regions and
15% in the regions containing taus, and the number of events to request for each point
was then calculated based on the formula:
σ =
1√
E ×A×N , (B.1)
where σ is the statistical uncertainty, E is the reconstruction efficiency, A is the acceptance
and N is the number of events in the sample. The number of events was then increased
until the statistical uncertainty fell below 5%, unless the sample size exceeded 50,000
events, in which case this was increased to 10% to minimize the number of events which
needed to be generated.
Filters were used within the generation framework in order to increase the number of
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generated events which would be useful for this analysis. For the χ˜02χ˜
0
3 via slepton grid a
filter was applied to require at least three light leptons present in the final state of each
event, and the efficiency for this filter was then applied at analysis stage. The points
generated with a mass splitting between the χ˜01 and χ˜
0
2/3 of 20 GeV or 35 GeV had a
more stringent filter which requires four light leptons applied. This was due to the lower
acceptance for these small mass splitting points, as the leptons tend to have lower pT
values. For scenarios where the decay is via a stau, a filter requested three leptons which
could be either electrons, muons or taus, but at least one of which had to be a light lepton.
The scenarios with decays via a Z boson required the same as the bulk of the slepton grid,
at least three light leptons.
I was also responsible for calculating the systematic uncertainties on the χ˜02χ˜
0
3 via stau
samples due to the ISR, FSR and QCD scale settings used within the generation. These
sources of uncertainty are discussed in Section 6.3.3. This required the private generation
of truth samples for these points with the settings varied up and down by one sigma for
each of the three systematics. The scale uncertainty is calculated by varying the matching
scale used within MadGraph to define which parts of the calculation are included in the
matrix element, and which in the PDF. This has a default setting of 1, and is varied to
0.5 for the “down” setting and 2 for the “up” setting. The ISR systematic uncertainty
is calculated by varying a parameter used within Pythia for the parton showering called
PARP(64) [77], again from a nominal value of 1 to values of 0.5 and 2. This PARP(64)
parameter scales the αS and PDFs used. Similarly the FSR uncertainty is calculated
by varying the Pythia parameter PARP(72) [77] by a factor of 0.5 and a factor of 2.
The PARP(72) parameter sets the cut-off scale used for all running αS calculations. The
acceptance of events passing a truth-level emulation of the 3`1τ and 2`2τ SRs were then
calculated and compared for each variation with the nominal value, and the difference was
taken as the systematic uncertainty. The number of events required with each of these
variations was calculated to ensure that there was a maximum statistical uncertainty
on the results of 15%, but on average the statistical uncertainty was around 5%. The
total systematic uncertainty from the ISR, FSR and scale sources was then calculated by
summing the contributions in quadrature, and applying the largest variation (in either
the upward or downward direction) symmetrically. The resulting uncertainties which are
applied for the χ˜02χ˜
0
3 via stau signal points are shown in Table B.1.
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Table B.1: Total systematic uncertainty including variations to the ISR, FSR and scale
settings used during generation, applied symmetrically to the χ˜02χ˜
0
3 via stau points.
mχ˜01 ,mχ˜
0
2,χ˜
0
3
Uncertainty (%)
100,0 12.3
100,50 7.0
150,0 14.2
150,50 12.3
200,0 4.3
200,50 5.8
200,100 3.2
250,0 6.6
250,50 7.3
250,100 3.0
300,0 7.4
300,50 1.6
300,100 4.1
350,0 1.7
B.3 Properties of the χ˜02χ˜
0
3 Grids
Once the official samples for the χ˜02χ˜
0
3 samples were generated I was responsible for pro-
ducing distributions of various useful properties of the signal points. Figures B.1(a)
and (b) display a graphical representation of the NLO cross-sections calculated with
PROSPINO [103] for the scenarios with decays via sleptons and staus respectively. The
same convention is used as for the significance distributions and limit plots, with the mass
of the LSP on the vertical axis and the mass of the NLSPs on the horizontal axis. For
both decay modes the cross-section decreases as a function of increasing NLSP mass.
The acceptance for the official samples was calculated as the ratio of the number of
events passing the SR selection to the total number of events in the sample. For the
χ˜02χ˜
0
3 via slepton grid, the signal region SR0noZa was used, and the resulting acceptance
is displayed in Figure B.2(a). The acceptance is highest for the high NLSP mass, low
LSP mass region of parameter space where it has values around 0.8. As the diagonal is
approached the acceptance decreases to the lowest values of around 0.1, as a result of the
lower pT leptons produced in this region being less likely to pass the SR selection criteria.
Figure B.2(b) shows the acceptance for χ˜02χ˜
0
3 via stau signal events in the SR2noZa signal
region as a function of the parameter space. The acceptance is approximately 0.1 for the
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highest NLSP mass point, and decreases as the NLSP mass decreases to values around 0.01
for points with NLSP masses of 100 GeV. These are lower than the values for the slepton
points, partly due to the difference in filters between the two, as there are more events
which can satisfy the stau filter but not the SR2noZa selection criteria. Figures B.3(a)
and (b) give the reconstruction efficiency for events from the slepton and stau samples
respectively, in the SR0noZa and SR2noZa signal regions. The experimental uncertainties
for each of the signal points from the slepton and stau grids are displayed in Figure B.4 in
the same SRs - SR0noZa and SR2noZa. These do not include the statistical uncertainty
arising from the MC sample sizes. The largest uncertainties on the slepton grid occur for
the low mass splitting points near the diagonal, with values around 10-20%, whilst the
majority of the grid has uncertainties around 7-8%. Values on the stau grid vary between
9.7% and 19.0%. The values for all properties calculated for the Z grid are displayed in
Table B.2 as the points considered do not extend to LSP masses above 0 GeV. The same
patterns with respect to increasing NLSP mass can be seen: the cross-sections decrease
and the acceptance increases. The effiencies vary between 0.05 and 0.25, between the
values seen for the slepton and stau grids. The uncertainties are around 7% for all points
except the one with the lowest NLSP mass of 100 GeV, which is also seen to have higher
uncertainties in the other grids.
Table B.2: Acceptance, efficiency, signal systematic uncertainty and cross-section values
for the χ˜02χ˜
0
3 via Z grid. The acceptances, efficiencies and uncertainties are all calculated
in the signal region SR0Z.
mχ˜01 ,mχ˜
0
2,χ˜
0
3
Acceptance Efficiency Uncertainty % Cross-section [pb]
100,0 4.06e-05 0.14 24.24 1.5e-02
125,0 2.23e-04 0.23 7.35 6.6e-03
150,0 9.51e-04 0.18 7.40 3.3e-03
200,0 1.71e-03 0.11 7.04 1.0e-03
250,0 2.24e-03 0.06 6.95 4.1e-04
300,0 2.67e-03 0.07 7.00 1.9e-04
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Figure B.1: The cross-section for the RPC simplified model χ˜02χ˜
0
3 grids with decays via
(a) sleptons and (b) staus.
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Figure B.2: The acceptance in selected signal regions for the RPC simplified model χ˜02χ˜
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3
grids with decays via (a) sleptons and (b) staus.
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Figure B.3: The efficiency in selected signal regions for the RPC simplified model χ˜02χ˜
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grids with decays via (a) sleptons and (b) staus.
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Appendix C
Systematic Uncertainties in the
Signal Regions
This appendix contains tables summarising the systematic uncertainties arising from all
included sources in each of the nine signal regions. All uncertainties are presented as a
percentage, as one number for symmetric sources of uncertainty and one after the other
for systematics where this is not the case. These are complementary to the figures and
discussion found in Section 6.3.4
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Table C.1: Summary of systematic uncertainties in the signal region SR0noZa for each of
the irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.29 0.07 0.8 0.19 0.27 0.006 1.6
Stat ±8.7 ±13.7 ±21.6 ±8.4 ±11.8 ±2773.0 ±14.7
JES 3.3,−0.3 2.3, 0.0 0.7,−1.5 2.3, 1.1 −0.4, 2.8 −28.0,−14.5 1.1,−0.2
JER ±11.2 ±− 0.1 ±0.3 ±2.8 ±3.6 ±− 73.2 ±2.9
ESF −4.8, 5.0 −3.6, 3.6 −2.7, 2.8 −3.6, 3.7 −4.4, 4.5 39.4,−40.8 −3.4, 3.5
Generator ±17.2 ±0.0 ±39.0 ±0.0 ±0.0 ±− 134.5 ±19.3
PDF 3.1, 3.2 0.0, 0.0 3.5, 3.5 0.0, 0.0 0.0, 0.0 −17.5,−18.2 −1.8, 1.8
Pileup −2.3, 2.2 −0.4,−0.2 0.8,−1.5 0.4,−0.2 −1.3, 1.3 −2.0, 6.4 −0.2,−0.1
Pileup 0.0,−2.3 0.0,−0.4 0.0, 0.8 0.0, 0.4 0.0,−1.3 0.0,−2.0 0.0,−0.2
TauID SF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0, 0.0 0.0, 0.0 −0.0, 0.0
Cross-section −4.8, 4.8 −47.1, 47.1 −30.0, 30.0 −46.9, 46.9 −85.9, 85.9 287.0,−287.0 −21.3, 21.3
TES 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −8.2, 14.6 0.0,−1.4 −2.1,−1.2 0.7,−0.3 4.5, 1.1 19.9,−19.9 −1.6, 2.1
Reso ST ±4.0 ±1.6 ±− 2.9 ±0.9 ±1.0 ±− 25.6 ±− 0.4
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 606.0,−1764.1 2.2,−6.3
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −170.3,−891.0 −0.6,−3.2
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 0.0
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −45.0, 45.0 −0.2, 0.2
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Table C.2: Summary of systematic uncertainties in the signal region SR0noZb for each of
the irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.19 0.05 0.7 0.18 0.22 0.06 1.4
Stat ±10.8 ±16.8 ±24.8 ±8.6 ±13.8 ±245.4 ±16.2
JES 2.2, 2.0 5.4, 0.0 3.2, 0.9 1.8, 0.8 −0.1, 1.5 −1.5,−0.2 2.2, 1.1
JER ±9.9 ±3.6 ±4.9 ±2.7 ±6.8 ±3.2 ±5.5
ESF −3.7, 3.8 −3.6, 3.7 −2.6, 2.7 −3.4, 3.6 −4.0, 4.1 2.8,−2.9 −2.9, 3.0
Generator ±20.2 ±0.0 ±30.7 ±0.0 ±0.0 ±− 9.2 ±15.4
PDF 5.4, 4.7 0.0, 0.0 4.1, 4.2 0.0, 0.0 0.0, 0.0 −1.7,−1.6 −2.2, 2.2
Pileup −1.5, 1.5 0.7,−0.9 0.3,−1.3 0.9,−0.9 −0.1, 0.1 −0.6, 1.0 0.0,−0.5
Pileup 0.0,−1.5 0.0, 0.7 0.0, 0.3 0.0, 0.9 0.0,−0.1 0.0,−0.6 0.0, 0.0
TauID SF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0, 0.0 0.0, 0.0 −0.0, 0.0
Cross-section −4.8, 4.8 −46.0, 46.0 −30.0, 30.0 −35.6, 35.6 −87.6, 87.6 21.9,−21.9 −21.0, 21.0
TES 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −2.1, 0.9 0.1,−1.6 0.0, 1.3 −0.0, 0.8 0.3,−0.3 1.4,−1.4 −0.2, 0.7
Reso ST ±1.4 ±0.0 ±0.2 ±0.8 ±2.1 ±− 0.8 ±0.7
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 39.5,−89.9 1.7,−3.8
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −49.8, 9.8 −2.1, 0.4
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 0.2
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −62.0, 62.0 −2.6, 2.6
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Table C.3: Summary of systematic uncertainties in the signal region SR0Z for each of the
irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 1.1 0.25 2.6 1 0.6 0 5
Stat ±4.6 ±6.0 ±10.0 ±3.6 ±11.9 ±− 93.0 ±6.4
JES 2.8, 1.6 2.1, 1.8 −2.6,−3.3 1.0, 0.9 0.4, 5.2 1.6, 3.2 −0.4,−0.6
JER ±7.3 ±1.1 ±0.8 ±1.9 ±3.3 ±2.0 ±2.6
ESF −3.7, 3.9 −2.7, 2.8 −3.1, 3.1 −3.1, 3.1 −3.3, 3.4 −6.6, 6.8 −3.1, 3.2
Generator ±7.2 ±0.0 ±31.5 ±0.0 ±0.0 ±24.1 ±15.5
PDF 3.0, 3.5 0.0, 0.0 1.4, 1.0 0.0, 0.0 0.0, 0.0 2.6, 2.6 −0.9, 0.9
Pileup −2.5, 2.6 0.6,−0.6 0.3,−0.6 −0.0, 0.2 −0.8, 0.4 −0.8, 1.3 −0.4, 0.2
Pileup 0.0,−2.5 0.0, 0.6 0.0, 0.3 0.0,−0.0 0.0,−0.8 −0.0,−0.8 0.0,−0.4
TauID SF 0.0, 0.0 −0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0, 0.0 −0.0,−0.0 −0.0, 0.0
Cross-section −4.5, 4.5 −50.0, 50.0 −30.0, 30.0 −48.7, 48.7 −32.7, 32.7 −43.1, 43.1 −18.0, 18.0
TES 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0,−0.0 0.0, 0.0
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0,−0.0 0.0, 0.0
Scale ST −13.4, 18.3 −0.4, 1.0 −4.4,−3.2 −0.7, 1.3 −0.6, 3.3 −2.1, 1.6 −5.0, 2.7
Reso ST ±3.1 ±0.1 ±− 0.4 ±0.1 ±4.0 ±1.7 ±0.8
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −73.1, 80.5 2.9,−3.2
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 31.4,−35.6 −1.3, 1.4
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0,−0.0 0.0, 0.0
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.0, 5.0 0.0,−0.2
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −31.0, 31.0 1.2,−1.2
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Table C.4: Summary of systematic uncertainties in the signal region SR1noZa for each of
the irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.5 0.05 0.21 0.14 0.4 3.3 5
Stat ±7.0 ±12.9 ±17.1 ±9.8 ±9.9 ±17.0 ±12.2
JES 1.8, 0.2 −1.7, 0.0 −4.5,−2.7 0.8,−0.6 0.0,−0.3 −0.0, 0.0 −0.0,−0.1
JER ±5.3 ±1.1 ±− 0.9 ±1.2 ±− 1.4 ±0.0 ±0.5
ESF −3.4, 3.5 −2.4, 2.5 −2.5, 2.6 −2.6, 2.6 −2.9, 3.0 0.1,−0.1 −0.8, 0.8
Generator ±3.8 ±0.0 ±13.6 ±0.0 ±0.0 ±− 0.1 ±0.7
PDF 3.5, 2.8 0.0, 0.0 2.6, 2.0 0.0, 0.0 0.0, 0.0 −0.1,−0.0 −0.4, 0.3
Pileup −0.8, 0.6 −0.2,−0.4 −1.0, 0.8 −0.4,−0.6 1.4,−1.0 0.0,−0.0 −0.0,−0.0
Pileup 3.5,−0.8 3.3,−0.2 3.6,−1.0 3.4,−0.4 3.6, 1.4 −0.1, 0.0 0.9,−0.0
TauID SF −3.5, 3.5 −3.3, 3.3 −3.6, 3.6 −3.4, 3.4 −3.6, 3.6 0.1,−0.1 −0.9, 0.9
Cross-section −4.8, 4.8 −50.0, 50.0 −30.0, 30.0 −44.4, 44.4 −80.9, 80.9 0.6,−0.6 −7.2, 7.2
TES 0.0, 0.0 −1.7,−1.7 0.0, 0.0 −0.9,−0.9 −0.1,−0.1 −0.5,−0.5 −0.4,−0.4
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −5.2, 3.2 0.0,−3.3 0.0, 0.0 −4.1, 0.9 −1.3, 0.5 0.0,−0.1 −0.8, 0.3
Reso ST ±1.0 ±0.0 ±− 2.7 ±− 1.7 ±0.0 ±0.0 ±− 0.0
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.7, 0.9 −0.5, 0.6
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −5.4, 6.1 −3.9, 4.3
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −16.7, 24.1 −12.0, 17.2
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 3.6
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −22.0, 22.0 −15.7, 15.7
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Table C.5: Summary of systematic uncertainties in the signal region SR1noZb for each of
the irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.22 0.05 0.17 0.09 0.3 2.1 2.9
Stat ±10.8 ±13.4 ±19.4 ±12.0 ±11.5 ±20.2 ±14.6
JES 1.4, 1.9 −0.1, 0.0 0.0, 0.0 −0.6, 0.3 1.7, 0.1 −0.0, 0.0 0.2, 0.2
JER ±2.3 ±− 3.2 ±0.0 ±7.2 ±3.9 ±− 0.0 ±0.7
ESF −2.9, 3.0 −2.4, 2.5 −2.8, 2.9 −2.6, 2.6 −2.8, 2.8 0.0,−0.0 −0.8, 0.8
Generator ±7.1 ±0.0 ±21.2 ±0.0 ±0.0 ±− 0.1 ±1.3
PDF 4.1, 3.7 0.0, 0.0 2.2, 1.5 0.0, 0.0 0.0, 0.0 −0.0,−0.0 −0.3, 0.3
Pileup −0.6, 0.4 −1.3, 0.6 0.2,−0.3 −1.2, 0.3 1.7,−1.1 0.0, 0.0 0.1,−0.1
Pileup 3.4,−0.6 3.5,−1.3 3.5, 0.2 3.6,−1.2 3.6, 1.7 −0.1, 0.0 0.9, 0.1
TauID SF −3.4, 3.4 −3.5, 3.5 −3.5, 3.5 −3.6, 3.6 −3.6, 3.6 0.1,−0.1 −0.9, 0.9
Cross-section −4.7, 4.7 −50.0, 50.0 −30.0, 30.0 −41.1, 41.1 −87.7, 87.7 0.8,−0.8 −9.2, 9.2
TES 0.0, 0.0 −1.8,−1.8 0.0, 0.0 −2.8,−2.8 0.0, 0.0 −0.5,−0.5 −0.5,−0.5
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −1.3, 2.5 0.0,−1.7 0.0, 0.0 0.0, 1.4 −1.6, 0.4 0.0,−0.0 −0.2, 0.2
Reso ST ±0.9 ±0.0 ±0.0 ±− 0.0 ±− 4.8 ±0.0 ±− 0.4
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.4,−0.5 0.3,−0.4
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −7.5, 9.2 −5.4, 6.6
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −19.1, 23.4 −13.7, 16.8
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 3.6
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −31.0, 31.0 −22.3, 22.3
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Table C.6: Summary of systematic uncertainties in the signal region SR1Z for each of the
irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.6 0.04 0.4 0.22 0.14 1.1 2.5
Stat ±6.7 ±14.7 ±20.5 ±7.8 ±17.0 ±26.9 ±12.1
JES 2.8,−0.6 6.3, 0.0 9.0, 0.5 −0.3,−0.7 −1.2,−2.0 −0.4, 0.2 2.0,−0.2
JER ±3.0 ±2.2 ±− 12.0 ±− 1.8 ±− 7.0 ±0.1 ±− 1.8
ESF −2.7, 2.8 −2.1, 2.2 −2.3, 2.4 −2.2, 2.3 −2.4, 2.5 0.3,−0.3 −1.3, 1.3
Generator ±12.9 ±0.0 ±17.7 ±0.0 ±0.0 ±− 1.2 ±4.3
PDF 4.0, 4.1 0.0, 0.0 2.6, 2.0 0.0, 0.0 0.0, 0.0 −0.3,−0.3 −1.1, 1.1
Pileup −0.2, 0.2 1.8,−2.2 2.2,−1.8 0.7,−0.7 −0.5, 0.9 −0.1, 0.1 0.3,−0.3
Pileup 3.5,−0.2 3.6, 1.8 3.4, 2.2 3.5, 0.7 3.6,−0.5 −0.4,−0.1 1.8, 0.3
TauID SF −3.5, 3.5 −3.6, 3.6 −3.4, 3.4 −3.5, 3.5 −3.6, 3.6 0.4,−0.4 −1.8, 1.8
Cross-section −4.5, 4.5 −50.0, 50.0 −30.0, 30.0 −45.8, 45.8 −26.1, 26.1 1.8,−1.8 −6.9, 6.9
TES 0.0, 0.0 −2.1,−2.1 0.0, 0.0 0.0, 0.0 −0.5,−0.5 −1.6,−1.6 −0.7,−0.7
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −3.7, 2.9 0.0, 2.2 −1.2,−11.1 −1.8, 1.0 −1.2, 1.4 0.1,−0.3 −1.3,−1.1
Reso ST ±− 0.6 ±0.0 ±− 14.6 ±− 0.3 ±− 0.4 ±− 0.0 ±− 2.7
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −12.5, 12.5 −5.3, 5.3
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 2.5,−8.8 1.1,−3.7
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −28.6, 30.2 −12.2, 12.9
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 2.1
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −17.0, 17.0 −7.2, 7.2
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Table C.7: Summary of systematic uncertainties in the signal region SR2noZa for each of
the irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.15 0.023 0.13 0.05 0.2 3.4 4
Stat ±11.9 ±20.0 ±51.8 ±16.1 ±12.0 ±13.4 ±11.7
JES 1.7,−0.5 0.0, 0.0 −7.4, 4.7 4.3, 1.3 −2.2, 1.7 −0.0, 0.0 −0.2, 0.2
JER ±13.1 ±0.6 ±8.7 ±5.9 ±2.2 ±− 0.0 ±0.9
ESF −1.3, 1.3 −0.8, 0.8 −4.0, 4.0 −1.3, 1.3 −1.8, 1.9 0.0,−0.0 −0.3, 0.3
Generator ±17.3 ±0.0 ±42.9 ±0.0 ±0.0 ±− 0.0 ±1.5
PDF 3.5, 3.2 0.0, 0.0 8.4, 7.4 0.0, 0.0 0.0, 0.0 −0.0,−0.0 −0.3, 0.3
Pileup −1.2, 0.8 3.8,−4.1 0.5,−1.9 −0.9, 1.1 −2.5, 2.9 0.0,−0.0 −0.1, 0.1
Pileup 7.3,−1.2 7.4, 3.8 6.1, 0.5 7.3,−0.9 7.1,−2.5 −0.0, 0.0 0.9,−0.1
TauID SF −7.0, 7.3 −7.1, 7.4 −5.9, 6.1 −7.1, 7.3 −6.9, 7.1 0.0,−0.0 −0.9, 0.9
Cross-section −4.8, 4.8 −50.0, 50.0 −30.0, 30.0 −42.9, 42.9 −82.8, 82.8 0.2,−0.2 −4.2, 4.2
TES −0.6,−0.6 0.0, 0.0 0.0, 0.0 −3.5,−3.5 −2.9,−2.9 0.1, 0.1 −0.1,−0.1
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −4.5, 4.2 0.0, 0.0 6.8,−2.8 1.3, 2.8 −1.6,−1.2 0.0,−0.0 0.0, 0.0
Reso ST ±3.1 ±0.0 ±11.4 ±3.5 ±− 2.0 ±− 0.0 ±0.4
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −13.4, 1.1 −11.5, 1.0
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 4.3
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −30.0, 30.0 −25.9, 25.9
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Table C.8: Summary of systematics in the signal region SR2noZb for each of the irredu-
cible background processes, the irreducible processes and the total estimated background.
Where two numbers are listed, the first gives the “down” systematic uncertainty and the
second gives the “up” systematic uncertainty. All uncertainties are presented as a per-
centage, and the number of events estimated for each background process in this region is
also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.11 0.016 0.27 0.04 0.13 2.5 3
Stat ±14.2 ±23.6 ±49.2 ±17.4 ±14.4 ±14.3 ±12.4
JES 2.7, 0.1 0.0, 0.0 0.0, 0.0 −0.1, 5.3 −0.5, 0.5 −0.0,−0.0 0.1, 0.1
JER ±10.8 ±0.8 ±− 2.9 ±2.7 ±3.6 ±0.0 ±0.3
ESF −1.3, 1.4 −0.8, 0.8 −4.6, 4.6 −1.4, 1.4 −1.5, 1.5 0.0,−0.0 −0.5, 0.5
Generator ±5.2 ±0.0 ±87.9 ±0.0 ±0.0 ±− 0.0 ±7.8
PDF 3.8, 3.8 0.0, 0.0 7.9, 6.9 0.0, 0.0 0.0, 0.0 −0.0,−0.0 −0.7, 0.6
Pileup 0.3,−0.2 2.5,−2.8 1.5,−1.0 −2.2, 2.8 −2.3, 3.0 −0.0, 0.0 0.0, 0.1
Pileup 7.2, 0.3 7.3, 2.5 7.3, 1.5 7.3,−2.2 7.1,−2.3 −0.0,−0.0 1.3, 0.0
TauID SF −7.0, 7.2 −7.0, 7.3 −7.0, 7.3 −7.1, 7.3 −6.9, 7.1 0.0,−0.0 −1.3, 1.3
Cross-section −4.8, 4.8 −50.0, 50.0 −30.0, 30.0 −39.2, 39.2 −89.0, 89.0 0.2,−0.2 −4.7, 4.7
TES 0.0, 0.0 0.0, 0.0 0.0, 0.0 −4.5,−4.5 −4.7,−4.7 0.1, 0.1 −0.2,−0.2
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −2.6, 2.5 0.0, 0.0 0.0, 0.0 0.0,−0.0 −0.1, 0.3 0.0,−0.0 −0.1, 0.1
Reso ST ±2.4 ±0.0 ±0.0 ±4.7 ±− 0.3 ±− 0.0 ±0.1
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −17.5, 8.3 −14.2, 6.7
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 4.1
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −33.0, 33.0 −26.8, 26.8
180
Table C.9: Summary of systematic uncertainties in the signal region SR2Z for each of the
irreducible background processes, the reducible processes and the total estimated back-
ground. Where two numbers are listed, the first gives the “down” systematic uncertainty
and the second gives the “up” systematic uncertainty. All uncertainties are presented as a
percentage, and the number of events estimated for each background process in this region
is also displayed.
Systematic ZZ tt¯ + V tt¯ + Z V V V Higgs Reducible Σ SM
Expected Events 0.7 0.0018 0.035 0.04 0.14 0.9 1.8
Stat ±6.1 ±70.8 ±42.6 ±17.6 ±8.3 ±33.8 ±17.1
JES 5.5,−4.2 0.0, 0.0 0.0, 0.0 3.3, 6.4 4.0,−5.5 −0.2, 0.2 2.4,−1.8
JER ±2.9 ±0.0 ±5.7 ±1.1 ±3.6 ±− 0.1 ±1.5
ESF −1.3, 1.3 0.0, 0.0 −1.9, 2.0 −1.5, 1.5 −1.4, 1.5 0.0,−0.0 −0.7, 0.7
Generator ±7.4 ±0.0 ±42.9 ±0.0 ±0.0 ±− 0.2 ±3.0
PDF 4.4, 3.7 0.0, 0.0 3.3, 1.8 0.0, 0.0 0.0, 0.0 −0.1,−0.1 −1.7, 1.4
Pileup −1.0, 1.0 0.7,−1.5 −1.9, 1.6 −0.7, 0.8 −0.5, 0.6 0.0,−0.0 −0.5, 0.4
Pileup 7.1,−1.0 7.3, 0.7 7.7,−1.9 7.4,−0.7 6.9,−0.5 −0.2, 0.0 3.5,−0.5
TauID SF −6.9, 7.1 −7.0, 7.3 −7.5, 7.7 −7.1, 7.4 −6.7, 6.9 0.2,−0.2 −3.3, 3.5
Cross-section −4.6, 4.6 −50.0, 50.0 −30.0, 30.0 −30.5, 30.5 −29.4, 29.4 0.2,−0.2 −3.0, 3.0
TES −0.3,−0.3 0.0, 0.0 0.0, 0.0 0.0, 0.0 −0.6,−0.6 1.0, 1.0 0.3, 0.3
TEVSF 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
Scale ST −5.3, 4.0 0.0, 0.0 0.0, 0.0 −0.0, 0.3 −4.0, 3.0 0.2,−0.2 −2.2, 1.7
Reso ST ±0.1 ±0.0 ±0.0 ±0.0 ±− 0.9 ±0.1 ±0.0
Trigger −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0 −5.0, 5.0
Lumi ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8 ±2.8
e afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
mu afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0
tau afr (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −11.3,−8.6 −5.6,−4.3
5l (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 5.0 0.0, 2.5
closure (WM) 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 0.0, 0.0 −37.0, 37.0 −18.5, 18.5
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