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Resumo
O tema desta dissertação é o estudo das migrações humanas e a sua relação com a
economia, utilizando modelos e metodologias da Física. Está enquadrado nos ramos
emergentes da Física dos Processos Sociais e Econofísica, cujo objectivo é estudar sis-
temas económicos e sociais do ponto de vista metodológico da Física.
Enquanto a maioria dos modelos existentes na literatura das ciências Sociais e Económi-
cas estuda as migrações recorrendo quase exclusivamente a uma descrição macroscópica
da realidade, o nosso objectivo é oferecer uma nova abordagem ligando o nível das de-
cisões ao nível individual e das famílias com o nível dos países e regiões. Para isso
utilizamos uma abordagem baseada em modelos de agentes, nos quais os indivíduos são
representandos por agentes, que decidem - neste caso específico decidem onde viver -
pesando os benefícios e custos da sua decisão.
Construímos um modelos simples, baseado na observação empírica que as pessoas
migram dos sítios mais pobres para os mais ricos. Este modelo é compatível com a
hipótese de convergência, uma hipótese em Economia que sugere que as regiões mais
pobres têm crescimento económico mais elevado que as regiões mais ricas.
Este modelo é depois desenvolvido e complementado, quando introduzimos incerteza
no processo de decisão, resultando principalmente do problema de medida - algumas vari-
avéis de um sistema económico são impossivéis de determinar e medir completamente -
mas também como uma forma de descrever outros factores que afectam as migrações,
mas não estão especificamente incluídos no modelo. Determinamos as condições e es-
tatística do equilíbrio e as suas implicações económicas e sociais.
Usando este modelo e combinando-o com um modelo padrão de crescimento económico
- o modelo de Solow-Swan - conseguimos explorar o feedback entre a geração de riqueza
e as migrações.
Finalmente aplicamos o model a uma situação real - a migração inter-regional na
Alemanha depois da Guerra Fria - o que permite a validação empírica do modelo.
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Abstract
The subject of this dissertation is the study of human migrations and their relation
with the economy, using models and methodologies from physics. It is embedded on the
emergent fields of Social Physics and Econophysics, whose goal is to study social and
economic systems from the methodogical perspective of Physics.
While most of the models existent in the literature of Social and Economic Sciences
study migrations recurring almost exclusively to a macro description of the reality, our
goal is to provide a new approach connecting the level of individuals and households
and their decisions with the level of countries and regions. This is done by using an
agent-based approach, in which agents representing individuals, make their decision -
in this particular case they choose where to live - by weighing the benefits and costs of
their decision.
A simple model is contructed based on the observation that people migrate from
poorer to richer places. This model is compatible with the convergence hypothesis, an
hypothesis in Economics that proposes that poorer regions have higher economic growth
per capita than wealthier regions.
This model is later developed and complemented by introducing uncertainty in the
decision process, resulting mainly from the measurement problem - some of the variables
of an economic system are impossible to determine and measure completely - but also as
a way to describe other factors which affect migrations but are not explicitly included in
the model. We determine the equilibrium conditions and study the equilibrium statistics
and their social and economic implications.
Using this model and combining it with a standard model of economic growth - the
Solow-Swan model - we are able to explore the feedback between the generation of wealth
and migrations.
Finally, the model is applied to a real world situation - the inter-regional migration in
Germany after the Cold War - which allows an empirical validation of the model against
real data.
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1. Introduction
The main goal of this dissertation is to address the phenomena of human migrations,
and particularly the interplay between migrations and the economy, i.e. how relevant
is the economic driver to motivate or stimulate the migration, and what is the impact
that migrations have in the economy of both the origin and destination countries. This
is included in a more general objective that is to show how some of the methodologies
and techniques of Physics, namely Statistical Physics, may be used to describe Social
and Economical phenomena, in the framework of the emerging fields of Econophysics
and Social Physics.
Human migrations have played a decisive role in the social and economic history of
mankind. In fact, migrations were sometimes the cause of dramatic historical events,
and oftentimes their consequence. One of the most evident examples is that of the
United States, a country with an ever increasing population due to successive waves of
immigration. This particular well-known example is illustrative of how important are
the economic factors to trigger the migration and somehow shows the relevance of these
migration waves for the economic and social development of a country.
Today migration is a phenomenon occurring worldwide with growing importance to
the most diverse areas and to the society in general. The signing of free trade agreements
in the early nineties such as the Schengen Agreement (1985) or NAFTA (1995), made
mobility much easier and encouraged between signing member countries populations.
Moreover, the improvement on transportation and communication conditions have led
to greater migration rates, making migration not only the most important demographic
aspect but also a fundamental key to understand the world economy. In 2010, the
number of migrants in the world reached almost 214 millions 1, a figure that keeps
growing.
There are three processes that lead to demographic variations: birth, death and mi-
grations. Generally, and especially in industrialized countries, the first two contribute
1Source: United Nations, Department of Economic and Social Affairs, Population Division (2009).
Trends in International Migrant Stock: The 2008 Revision (United Nations database, POP/D-
B/MIG/Stock/Rev.2008).
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less and at a slower rate to change the workforce. Migrations are the only phenomenon
that can quickly change the workforce, and thus, have usually a greater impact in the
demography and economy of geographical or political regions.
My first and foremost interest in the subject comes, however, from the unique history
and experience of my country. For several centuries, Portugal has been a country of
emigrants. In the past XX century there have been several waves of Portuguese who
moved abroad in the hope of finding better living conditions. Many of these emigrants
came from the poorest classes usually with low literacy and professional skills. These
migration flows led to a demographic decrease in Portugal and to the establishment
of many Portuguese communities scattered worldwide. Several of these communities
have earned the respect and recognition for their contribution to the economy of the
host countries and have given a proven contribution to the Portuguese economy as well,
through remittances.
In the last year, during a public interview in the national television, the Portuguese
Prime Minister suggested that young people might have to consider to emigrate abroad
due to the economical crisis and the high unemployment rate currently aﬄicting Portu-
gal. The fact is that there has been a recrudescence of the migration flow from Portugal
to other countries with higher economic growth. The main difference from the other
migration waves is that now, most of the migrants are highly skilled workers usually
with academic education (e.g. graduated, PhD holders).
The study of migrations is quite well established in the fields of Sociology or Economy.
Nonetheless, I believe an approach based on the analytical tools of Physics can comple-
ment much of the existent models and theories and provide a new, more objective and
quantitative insight into this subject.
Not by chance, the history of migration modeling within the field of Sociology and De-
mography is closely related with the methodology and especially the models of Physics
[1]. For instance, the first attempt on the subject - with the self-explanatory title “The
Laws of Migration” [2] - contains the description of the so-called gravity law of migra-
tion, a direct adaptation of the notorious Newton’s laws of gravitation, considering the
flow of people from the origin to the destination to be proportional to the populations
of origin and destination, and inversely proportional to the square of the distance be-
tween the two places. This model was later formally developed by Zipf [3] and can be
applied to other subjects such as traffic or trade networks [4, 5]. In fact, as it will later
be discussed, the latter applications are much more successful than the application to
migration phenomena. However, this model is worth to mention as it constitutes a com-
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mon ground for both Physical and Social Sciences and provides a good starting point
into the subject.
In Economics, mostly within the framework of Neoclassical Economics, the impact of
migration in the economic and social development is introduced via exogenous aggre-
gated variables [6, 7]. Migration is regarded usually as merely a kind of demographic
growth. Some aspects are neglected such as the social impact, and what causes the mi-
gration, i.e. these models account for the impact that migrations pose to the economy
but cannot account for the impact of the economy in the migration dynamics. Notable
examples are the adaptations of models of economic growth such as the Solow-Swan and
the Ramsey models, and the Braun model of migration.
Many authors acknowledge that there is a feedback between migration flows and
economic growth [8, 9, 10, 11, 12, 13, 14]. On one hand, regions with large economic
growth and better quality of life are able to attract migrants from poorer regions. On
the other hand, the inflow of migrants increases the population and labor force of the
destination while depleting the stock of human capital in the origin, thus affecting the
growth of both economies. While the impact is usually recognized to be positive at the
destination, it is not necessarily negative at the origin, since emigrants usually invest
their savings in their home country, the so-called remittances. But the fact remains that
economic growth and migrations are closely interconnected.
Despite these observations, existent models usually treat those subjects separately,
and, therefore, within this framework one deals either with the economic dynamics
generated by the migration flows - regarded as external inputs of the models - or with
the demographic dynamics generated by the economic growth that, assumed to be its
primary cause. Moreover, most of the models are studied at macroscopic level, i.e. the
object of study is the population or large groups of the population. Yet, migration
dynamics takes place at the scale of the individual or of individual families, who weigh
multiple factors in their decision, including economic ones such as the difference in
quality of life, wages and economical wealth, cultural ones such as the language and the
culture, the climate, or even other personal reasons which are impossible to determine.
The transversal goal throughout this dissertation is to provide an insightful approach
that complements and improves existent models and theories. We adopt concepts and
ideas from such diverse areas as Economics, Sociology and Decision Theory and employ
methodologies of Agent-based Modeling (ABM) and Statistical Physics to construct a
model able to describe the migration of populations and the economy of regions - macro
level - from the individual decisions - micro level.
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This so-called agent-based approach has its roots in Computer Science and it is a
quite recent topic. However, it has applications in many areas, ranging from Economics
and Social Sciences to Neural Networks, Artificial Intelligence and Statistical Physics.
Indeed, this approach allows to employ techniques from Statistical Physics including
both analytical and computational, drawing the attention of a considerable number of
physicists into this subject [15, 16].
In this approach, agents are economic and social actors, capable of reactive and some-
times proactive autonomous behavior which can mimic individuals, families, corpora-
tions, etc. In economical applications, multi-agent methods can also mimic rational
agents which are solving a decision problem involving multiple factors, including con-
ditional decisions affected by the behavior of other agents (the so-called social agents)
thus mimicking social networks. Agent-based models can be tackled using both analyt-
ical methods, as those used in Statistical and Mathematical Physics, and via computer
simulations, as those used in Computer Sciences. These networks of agents allow to
ascertain the relation between the decisions made by the individuals and the behavior
of the system as a whole, thus connecting the microscopic and macroscopic scales of the
system.
In the particular case of migration studies, agent networks were already used to study
the impact of the structure of these networks in the migration flows [17]. Our goal, is,
however, quite different. We wish to study how the individual decisions - as a conse-
quence of external factors, usually common to every agent - contribute to the demog-
raphy of whole countries, regions, etc. We stress that the individual decisions result
from several variables at the macro level and that these individual decisions result in
changes in these same variables, thus, closing the circle. This recurrence relation makes
this problem much appealing, complex and worth to study.
The task ahead is to use this previous knowledge to construct a theory complex enough
to be able to deal with the decision problem of potential migrants, the economic dynamics
of regions or countries and the social-demographic distribution of the populations, but
simple enough to be intelligible, comparable with the data and allow to make predictions.
For this to happen, several restrictions have to be imposed and, although they are going
to be specified later, some general considerations may be made already. We consider
migration to be the only source of demographic change (growth or decay), which is a
very good approximation to reality in developed countries with very low mortality and
natality rates, and might be a good approximation even for undeveloped countries when
great migration waves occur. Also, when studying the migration within a region, we
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assume that this region is isolated, i.e. there is no external migration. This is not true
in a lot of cases, and although it is something that needs to be looked with attention in
each particular case, it allows to simplify the model into something tractable making it
able to make predictions.
We build our model from the micro to the macro scale, that is, we construct a model for
the individual decisions - based on an intuition gathered from the information available
- and take the conclusions based on the behavior of the whole population. Concretely,
each agent of our model faces the decision of where to live. In reality, this decision
is subject to a great number of factors, some which are able to be determined by an
external observer - observables - and some which are by nature impossible to determine
- unobservables. In most of the cases, however, the latter can be approximated by a
stochastic parameter obeying a given probability distribution. In the case of our model,
we will consider only one or two observables, which we consider essential (for example,
the wealth, the average wage, purchasing power, etc.) and model all the other factors
by including them in the stochastic parameter, whether they are possible to measure or
not. This has two advantages: the problem is analytically tractable and when looking at
real data, it allows a straightforward determination of which variables are relevant and
which are not. As it will be discussed later on, we can reduce this somewhat complex
problem to the problem of determining only one variable - the scale parameter of the
probability distribution.
Although most of the work is theoretical (either computational or analytical), our
methods bear always in mind the comparison with real data, and, therefore, although
we seek mathematical elegance and simplicity, we care for how good is the fit with this
data. It is, thus, the ultimate purpose of this work to provide a model that can, not only
fit the observable world, but also make reasonable predictions in a short and medium
term. This has been done with considerable success for the internal migration within
Germany after the reunification, favouring the validity our model and its underlying
ideas.
In fact, some of this work was already subject to independent refereeing, with very
promising and satisfactory outcomes. I stress the presentation of this work in a pre-
liminary stage, in February 14th, 2013 at the IJUP, 6º Encontro de Investigação Jovem
da Universidade do Porto, and the discussion included in the preliminary presentation
of the master dissertations of the Department of Physics and Astronomy in March 1st,
2013. Also, the proceedings paper entitled “Migrations: An Agent-Based Approach”,
describing some of the work included in this text, was accepted at the conference EPIA
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2013 - XVI Portuguese Conference on Artificial Intelligence - after being reviewed by
external peers in a double-blind process.
This dissertation has the following structure: Chapter 2 introduces some fundamen-
tal topics in economics, namely the theory of economic growth. Basic concepts of how
wealth is produced are presented and the Solow-Swan model of economic growth is
discussed with some detail. Chapter 3 reviews some basic aspects of agent-based mod-
eling, discusses its relation with Statistical Physics and outlines the principles to build
agent-based simulation algorithms. Chapter 4 reviews some of the state of the art in
migration modeling, introducing the so-called Laws of Migration and the subsequent
Gravity Model. Also, more recent alternative approaches are presented and a brief dis-
cussion is made regarding the strengths and weaknesses of each of the models. In chapter
5 we present a simple version of our original model, discussing its validation limits and
its main conclusions. Empirical data is analyzed from a qualitative point of view as
a mean to corroborate this initial attempt. In chapter 6 these ideas are developed by
introducing uncertainty in the decision process. In this chapter we also extract some of
the main social and economic consequences. Chapter 7 analyzes empirical data from the
inter-regional migration in Germany to find evidence favoring this model. In chapter 8
the concluding remarks of this dissertation are presented and some perspectives of future
work are discussed.
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2. Economics Fundamentals
Before getting deeper into the subject of migrations, we would like to outline some
fundamental principles of economic theory, that the reader might find useful throughout
the rest of the dissertation. This chapter does not mean to be an exhaustive description
of the models or techniques used in Economics, as it is not the main subject of this work.
It intends only to introduce some basics of Economics for the unfamiliar reader. We will
focus mainly in the theory of Economic Growth, and for those who might be curious to
get deeper into this matter, we suggest the reading of a good text book on the subject:
“Economic Growth” by Barro, R.J. & Martin, X.S. [18]. We try to avoid complicated
details and approach the subject bearing always in mind our overall purpose - to apply
these basic ideas to the study of migrations.
2.1. Factors of Production
Production or output is one of the fundamental concepts of Economics. It is a measure
of the quantity of goods and services produced, for example, by a person, a firm or a
country. It is usually measured in units of money, i.e. it measures the valued added to a
given good or service in its process of production. For example, the value of production
of a car is the value at which the car is sold minus the value of its pieces and the costs
of production.
To make things clearer, we introduce the concept of factors of production, often also
called primary factors. These are the inputs that exist as a stock and that are used in
the production of goods and services. The factors of production described by Classical
Economics include Labor, Capital and Land. Recent works in Neoclassical Economics,
recognizing the importance of technology, have considered it as a fourth factor [19], but
the standard are usually only those three factors.
Labor is the contribution of the workforce to the production, defined as the number
of individuals age 16 and over, excluding those in the military, who are either employed
or actively looking for work, comprising not only those who actually work, but also the
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unemployed. The labor productivity measures how much value each worker adds to the
production. This is the fundamental factor for the study of migrations, that, from the
perspective of Economic Science are the dislocation of the workforce from one place to
another.
Capital or physical capital, to distinguish from other concepts with the same name,
consists on the man made already-produced goods that are used in the production of
other goods and services. For example, the capital of an industrial firm consists on
its factory and the machinery. Capital deteriorates with time and thus it devalues,
contributing for the depreciation of money and thus, for the inflation. The capital of a
corporation can also be increased through investment. These two premises are present
in most of the models of Economic Growth, and a further development of these ideas
will be given later on.
The third factor - land - is constituted by the natural occurring resources used to
produce the goods. Its contribution to the production is, nowadays, relatively small,
and some theories merge this factor with the capital.
2.2. Production Function
Let us introduce the production function, as a function that specifies the output of a
firm Y (t), or a country, for all the combinations of inputs at any time. Considering only
two factors of production, capital K(t) and labor L(t), the function Y (t) takes the form:
Y (t) = F (K(t), L(t)) . (2.2.1)
The most standard form of a production function with these characteristics, and widely
used in economics, is the Cobb-Douglas function [20]:
Y = AKaLb, (2.2.2)
where A > 0 is the total factor productivity, associated with the technological level and
a > 0 and b > 0 are the so-called output elasticities of capital and labor, respectively,
being a measure of the response of the production function to changes of either capital
or labor. Also, the time dependence was dropped to simplify the notation. Notice that
this function considers technology not as a factor of production, but rather relates it
with the productivity. This is consistent with the fact that the same amount of labor
and capital produce more output in a technologically advanced economy than in a less
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developed economy.
When a + b > 1, the production function is said to have increasing returns to scale,
that is, when the inputs are increased in a given proportion the output increases in a
greater proportion. When a + b < 1, the production function has decreasing returns
to scale, which means that an increase of the inputs produces less output in scale.
When a+ b = 1, the Cobb-Douglas function has said to have constant returns to scale,
meaning that an increase in labor and capital traduces in a proportional increase in the
production. The production Y is, thus, an homogeneous function of degree 1 of K and
L, i.e. Y = F (λK, λL) = λF (K,L). This is the usual setting in Economics, and we
shall use it from here on. In this case, b = 1− a, and thus, the production function is:
Y = AKaL1−a, (2.2.3)
with 0 ≤ α ≤ 1. Dividing by L, we have the intensive production, or, production per
capita:
y = Aka, (2.2.4)
where we defined k ≡ K/L, as the capital per capita and y ≡ Y/L.
2.3. Solow-Swan Model
The Solow–Swan model of economic growth - named after the contributions of Robert
Solow [21] and Trevor Swan [22] - also known as neoclassical growth model is an attempt
to explain the long run of an economy by looking at variables such as the production, the
capital accumulation and depreciation and population growth. Essentially it provides
a set of equations that allow the determination of the production in the economy over
the time, given some exogenous parameters such as the savings rate or the demographic
growth, reason why it is sometimes called by exogenous growth model.
In the simpler case, let us assume that the economy is closed, which means that there
is no trade with other economies such that all that is produced stays in the economy. In
these conditions, the output is all devoted to consumption C or investment I:
Y = C + I. (2.3.1)
The output is the income of the economy and the amount saved S is the total income
minus the consumption, S ≡ Y − C = I(t). This means that within the framework of
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this model, all the savings return to the economy as investment. In reality this actually
happens, since when the households and corporations save their money in the bank, it
is loaned to other corporations and households who will invest that money.
Let s be the fraction of the output saved - that is, the savings rate - so that 1−s is the
fraction that is consumed. Although rational households choose their savings rate by
comparing the costs and benefits of consuming or saving, the Solow-Swan model assumes
that s is given exogenously and that, by simplicity, s is also constant. It is also assumed
that the capital depreciates at a constant rate δ > 0, meaning that in each instant, a
constant fraction of the capital stock wears out, being no longer able to be used for
production. Under these assumptions, the capital net growth, given by the amount that
is invested less the amount that depreciates, is:
K˙ = I − δK = sY − δK. (2.3.2)
Labor also varies with time, because of population growth, variations on the employ-
ment rate, changes in the amount of time worked by the typical worker and improvements
in the qualification of workers. We simplify by considering relevant only the population
growth, which we denote by η, due to birth, death and migration, and neglecting all the
other factors. Being so, the labor net growth is simply:
L˙ = ηL. (2.3.3)
For constant η, this leads to a labor increase in time when η > 0 and decrease for
η < 0, given by:
L = L0eηt, (2.3.4)
where L0 is the initial value of the labor population. This is similar to the Malthusian
Growth model for the population growth [23].
We wish to get deeper into the dynamical behavior of the economy, seeking to find
stable solutions and its necessary conditions, if possible. For this, we divide both sides
of equation (2.3.2) by L to obtain:
K˙
L
= sy − δk. (2.3.5)
The right-hand side of this equation contains only variables per capita, and we want
the left-hand side to be also written as a function of variables per capita. Notice that
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Figure 2.3.1.: Graphical representation of the steady state in the Solow-Swan model.
k∗ is the capital per capita of this equilibrium, and is determined at the
intersection of the sf(k) and the (δ + η)k curves.
the values of y and k represent values per capita relative to the workforce rather than
the entire population. Differentiating the capital per capita with respect to time, yields:
k˙ = d
dt
(
K
L
)
= K˙
L
− KL˙
L2
. (2.3.6)
Replacing L˙ using equation (2.3.3), we obtain:
K˙
L
= k˙ + ηk. (2.3.7)
Comparing equations (2.3.5) and (2.3.7) we reach the so-called fundamental differen-
tial equation of the Solow–Swan model:
k˙ = sy − (δ + η)k. (2.3.8)
Notice that, besides the usual depreciation, the population growth η also affects neg-
atively the growth of the capital per capita k. We consider a Cobb-Douglas production
function, as it is the standard of the Solow-Swan Model, and so, under these assump-
tions, by equation (2.2.4), y ≡ f(k) = Akα, hence, equation (2.3.8) is a non-linear
differential equation depending only on k.
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The economy is said to have reached the steady state for k˙ = 0. This happens for
sf(k) = (δ + η)k, that is, when the the investment per capita is equal to the effective
depreciation of k. Figure (2.3.1) represents the graphical determination of this condition.
Notice that sf(k) is proportional to f(k), and that, since 0 < α < 1, f ′(k) > 0 and
f ′′(k) < 0.
Although being relatively simple, the Solow Swan model is an excellent starting point
to study economic growth and its relation with the factors of production. However,
because it is intrinsically exogenous, it does not allow for feedback between the different
economic variables. In the particular case of migrations, they can be considered in
this model, being introduced in the population growth term η. But, the effects of the
economy on the decision of migrants are impossible to determine since in this model the
migration is always considered as an exogenous parameter.
2.4. Concluding Remarks
In this chapter we outlined some basic principles of the Neoclassic Economic Theory,
constituting part of the theoretical baseline to study migrations.
Labor and Capital are the main factors of production and those which have a higher
relation with migrations. Within the framework of economics, the movements of the
population cause the Labor to change. Also, migration can lead to important flows of
capital as most migrants usually deposit their savings in the origin country - known as
remittances - rather than in their work country.
These two factors of production are inputs to the total production of regions or coun-
tries and thus, migrations can affect significantly the production of these regions or
countries as well as their economic growth.
However, economic growth models, such as the Solow-Swan model of economic growth,
do not represent the whole picture, since these models regard migration as an exogenous
variable. To provide a more complete description of the feedback between migrations
and the economy we must also understand the contribution of the economical and social
factors for the migration dynamics.
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3. Agent-Based Modeling
Agent-based modeling is an emergent methodology in Social, Economical and Behavioral
Sciences and thus an important tool to study migrations with an up to date perspective.
We describe qualitatively the basic ideas and concepts of this approach and present
the mathematical fundamentals for the simplest scenario - binary choice. This is a very
multidisciplinary subject and so there are many different ways to introduce it. In this
section we use Brock & Durlauf [24] as a baseline, providing an objective perspective on
agents as a part of social networks and on the relation of these networks with physical
systems.
Modern computation techniques are an important part of this field and so we also
introduce the basics of agent-based social simulation and modeling, as this will prove to
be useful in later chapters as well.
3.1. The Agent-Network Approach
Recent years have witnessed the development of new mathematical and computational
techniques to study social and collective phenomena which take place on top of social
networks [24, 25]. Some of these techniques where originated from Statistical Physics
to address condensed matter systems, such as spin glasses, and provided a mean field
approach to collective effects and phenomena of emergence. They now evolved to the
study of social networks using connectivity graphs to model the social interactions be-
tween individuals and originated new buzzword concepts such as small worlds, social
clusters, etc. [26].
Meanwhile, in the framework of Computer Sciences, the idea of multi-agent simula-
tions followed a similar path by investigating how small computer programs – the agents,
which can act autonomously and interact with each other to solve large scale problems
- cooperate and mimic the social behavior of human societies [27, 28]. Given their large
plasticity and wide range of potential behaviors, they are being adopted by other fields
of Science as a tool of research. For example, elements of game theory, complex systems
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and computational science have applications in the most diverse areas including Eco-
nomics, Social Sciences, Biophysics and Artificial Intelligence systems [29, 30, 31, 32].
Indeed, multi-agent systems of Computer Sciences are closely related with models of
Decision Theory in Economics and Managerial Sciences, which address how a group of
individuals, families or companies adopt decisions.
The approach of these models is bottom up, i.e. the individual agents are the smallest
blocks of the largest system - the agents network. Each individual can be seen as a social
or economic agent whose welfare depends on his own decisions. These decisions are made
by following an optimization principle, in which the choice made depends not only on
individual preferences but also on the decisions of the peers. All the individual decisions
of agents combined provide then the outcome of the whole system. Hence, while mod-
eling the system at the micro level, agent-based modeling allows for the determination
of variables and results at the macro level.
3.2. Binary Choice
The simplest agent-based model corresponds to the case when each individual of the
population faces a discrete binary choice [24]. A lot of the formalism used when modeling
binary choices comes from the statistical mechanics treatment of spin lattices, such as
the Ising model and thus, besides an identical notation, other resemblances will be clear
as we proceed along this discussion.
The decision of the i agent is represented by the variable ωi ∈ {−1, 1}. As a rational
agent, its choice maximizes a payoff function U , also known as utility, defined as a
measure of the preferences of individuals relative to a certain decision alternative and
which results from a balance between benefits and costs. Utility can be divided into
an observable vector Zi - which may include elements such as family background, past
behavior and peer group characteristics - and two unobservable random shocks i(1) and
i(−1) - the stochastic part of the utility, which include those phenomena which are
intrinsically impossible to determine, but not to model, and that are sensitive to one of
the choices. The individual choices are the solutions to:
max
ωi∈{−1,1}
U {ωi, Zi, i(ωi)} , (3.2.1)
corresponding to the maximum payoff. To find analytical solutions to such model, some
assumptions are usually made concerning the distributions of the i(ωi). The most usual
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assumption is that these unobservables are independent and obey a generalized extreme
value (GEV) distribution [33, 34, 35, 36].
In these conditions, it is shown [24] that, for a given individual, the distribution of the
probability measures of the difference i(−1) − i(1) is logistically distributed, having
the following cumulative distribution:
µ(i(−1)− i(1) ≤ z) = 11 + e−βiz , (3.2.2)
where βi ≥ 0 has a dependence on Zi.
In order to study the effects that interactions have in the choices of individual i, the
effect of this probability measure is included in the function U . Moreover this function
is assumed to be decomposed in three terms:
U (ωi, Zi, µei (ω−i)i(ωi)) = u(ωi, Zi) + S (ωi, Zi, µei (ω−i)) + i(ωi) (3.2.3)
where ω−i is defined as the vector of choices of the peers of i and µei (ω−i) denotes how
the agent i perceives these choices. The first term is the deterministic private utility,
the second is the deterministic social utility and the last one represents random private
utility. Traditionally, the social utility embodies a generalized quadratic conformity
effect given by:
S (ωi, Zi, µei (ω−i)) = −Ei
∑
j 6=i
Ji,j
2 (ωi − ωj)
2 , (3.2.4)
where Ji,j models the interaction between agents i and j and Ei is a typical propor-
tionality factor for agent i. The objective is to represent the conformity of opinions
usually observed in social individuals: agents tend to trust the opinions of others and
act accordingly.
This kind of approach allows the search for aspects such as self-consistent equilibrium
states, global and local interactions or critical phenomena, commonly present in the
physical analysis of systems, and the deep analogies found within the binary choice
model make it an highly studied one, being the starting point for the agent network
analysis of social interaction models.
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3.3. Modeling Agent Networks Using Computer
Simulation
Agents are the smallest components in the architecture of Agent-based computation. In
the framework of social simulations, agents are entities who process input information
about the state of the network to make a decision.
Agents and the connections between them constitute the so-called agent-networks. It
is the behavior of all agents in these networks that provides the output of agent-based
modeling and allows to compare its result with real data. Agents can interact with their
peers directly and indirectly and can interact with all their peers or just a small group
of agents called neighbors.
Typically agent networks are classified in two types:
• Networks of homogeneous agents - where every agent has the same individual
preferences and the random variables ε follow the same distribution;
• Networks of heterogeneous agents - where agents have distinct individual prefer-
ences and thus have different utility functions.
In most of cases, for the agent networks representing human societies, it is impossible to
gather information about the individual preferences of each person, rather only informa-
tion about the average preferences of the group. In these cases, the approach is to use a
network of homogeneous agents where the agents all share the same preferences, which
are chosen such that they produce statistical data identical to the real social system that
they intend to portrait. These agents are usually called representative agents.
The typical agent-based simulation algorithm assumes usually four moments that
repeat cyclically:
• Initial configuration;
• Observation - when agents observe the configuration of the other agents and the
network;
• Computation of the private utility - which includes the individual preferences and
some function of the inputs;
• Updating - the moment when the agents act according to a private utility maxi-
mization principle. After this moment a new configuration is obtained.
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It is usual to perform many simulation runs with the same initial inputs, but with
different values of random variables. This allows to compute average results among all
runs which are likely to be more consistent with the theoretical analysis and the data.
3.4. Concluding Remarks
The agent-based approach applied to social and economic systems is a fundamental tool
if one wants to connect the decisions made at the level of individuals and households -
micro level - with the level of macroeconomic and demographic variables - macro level -
which define the structure of regions and countries.
These models, particularly in the case of binary choice, bear great resemblance with
models of physical systems like the Ising model of spin lattices, which allows the employ-
ment of some useful techniques and methods borrowed from Physics, namely Statistical
Physics.
Because of the continuous increase of computational power agent-based simulation
and computation is a growing subject in the scientific community, providing a way to
understand the relation between the decisions of individual agents, their role in the
networks and how they contribute to the variables at larger scales. This methodology
is thus an important part of this work because it allows to determine how the decisions
of potential migrants affect the social, demographical and economical configuration of
regions or countries.
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4. Review of Migration Models
This section bears the purpose of reviewing some of the models of migration, namely
those proposed in the framework of Social Sciences, such as the fields of Demography, Ge-
ography and Sociology. Mainly since the XIX century, there have been several attempts
to describe the migration phenomena using mathematical models [37, 3, 38, 20, 39, 1],
which worked simultaneously as a framework to test new ideas but also as tools to
forecast and plan ahead.
Several of these models are inspired or share strong resemblances with others developed
in the context of Physics to describe phenomena of the natural world. Many of these (if
not all) analyze the phenomena of migrations from a macroscopic perspective, treating
the populations as an homogeneous mass, and looking at aggregated variables. At this
level, the physical models which inspire the mathematical description of migrations can
be relatively simple. They are usually established by analogy with the Newtonian laws
of Mechanics. Most of the demographic models of migration have inherited this idea,
being the so-called gravity model the most obvious of all.
We discuss some of these models in detail to establish the state of the art of the field
and identify some of the challenges to be addressed later on.
4.1. The Laws of Migration
The first development in migration theory was the paper published by Ernst Georg
Ravenstein in 1885 [40] with the ambitious name “The Laws of Migration”. Although
these laws are not laws in the strict sense, or at least in the sense that is commonly used
in Physics, this is still the cornerstone for most of the migration models nowadays. These
laws are well described in the 1966 paper by Everett S. Lee “A Theory of Migration”
[41].
There is an unquestionable analogy between some of these laws and the Newton’s laws
of mechanics. The first law of Ravenstein theory states “[A great part of the] migrants
only proceed a short distance” and “Migrants [go to] the great centers of commerce and
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industry”. The resemblance of this law to Newtonian gravitational law is notorious. The
mass is replaced by the attraction caused by the most important commercial and/or
industrial places, being the inverse proportionality of distance still observed. This one
law gave origin to a whole class of influential models of migration, used also in other areas
such as the study of traffic and trade flows, the so-called gravity models of migration.
The second migration law states that “the displacement of the population [...] pro-
duces ’currents of migration”’ and that “the process of dispersion is the inverse of that
of absorption, and exhibits similar features”. This law uses an analogy with Fluid Me-
chanics, presenting some ideas similar to a continuity equation for population.
The statement of the third law - “[A] current of migration produces a compensating
counter-current” - leaves few doubts about its similarity to the third Newtonian law of
motion : “To every action there is always opposed an equal reaction” [42].
Two important aspects of migration modeling were introduced in a in a homonymous
later paper[43] published in 1889 by Ravenstein. One was the relation of mobility and
technology, i.e. greater technological advance means easier ways of locomotion and
communication, thus, promoting higher levels of migration. This means that when
looking at long-term models of migration one might have to include technology as a
non-negligible factor. The other was the relevance of the economic driver. According to
him, none of the factors can compare with the “desire inherent in most men to ’better’
themselves in material respects”, meaning people migrate mostly from less developed
and poorer areas to most developed and wealthier areas, in which poverty and wealth
have not only the usual meaning but may mean as well poverty and wealth in diversity.
4.2. The Gravity Law of Migration
In his 1946 paper “The P1P2/D hypothesis” paper, George Zipf formalized Ravenstein
ideas and introduced the gravity law of migration, as an empirical formula to determine
the migration between two places, stating that the migration flowMij between an origin
i and a destination j is given by:
Mij = k
PiPj
dij
(4.2.1)
where Pi and Pj are the populations of i and j respectively, and dijis the distance
between the i and j. Notice that Mij = M ji, meaning that the flow from i to j is
equal to its symmetric, obeying Ravenstein’s current and counter current law. This,
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however, generates no net migration between the two places, since the movement of
people from one place to the other is compensated by a movement with the same volume
on the opposite direction. This is true for daily migrations between urban centers and
their periphery but certainly not true for the permanent dislocation of populations and
families. Besides, this is a very incomplete theory by considering the population and
the distance as the only relevant factors, putting aside the weight that the economic
conditions and welfare has for the decisions of migrants.
Nonetheless, the relative simplicity makes this a very appealing and adaptable model,
being a good starting point to study migrations and also other applications as the study
of traffic or trade routes. Several authors have suggested improvements to this basic
model [44, 45, 5], but they tend to depend on many adjustable parameters, making them
very difficult to validate using empirical data. Indeed this has proven to be sometimes
a good model to analyze historical data but a weak one for forecasting [46].
4.3. Alonso’s Theory of Movements
The so-called Alonso’s Theory of Movements [44] is a generalized class of models that
attempts to describe most of the theories of movement, including models for urban
traffic, social mobility and, of course, migrations. Consider then, the following transition
matrix that describes the movements from original region i having all other regions as
destination:
Mix = viDαii , (4.3.1)
where Mix =
∑
iMij, for Mij, the movements from origin i to destination j. The
parameter vi is a function of the characteristics of the origin, Di may be defined as the
demand in i and αi is an elasticity, that is the movement response to the demand.
Similarly, the movements from all origins to a destination j may be written as:
Mxj = wjCβjj , (4.3.2)
where Mxj are the total arrivals at j, wj is a function of the characteristics of the
destination, Cj has the meaning of the competition at j and βj is the elasticity, the
movement response to that competition.
Furthermore, we make the assumptions that the rate of departures from i going to j
is proportional to wj, proportional to the probability of a potential arrival’s enjoy its
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attractiveness, inversely proportional to the total opportunities available to a departure
from i and proportional to a parameter that relates the destination with the origin, tij.
Considering this we may write:
Mij
Mix
= wjCβj−1j tijD−1i . (4.3.3)
Replacing Mix from the expression 4.3.1, we finally obtain the movements from i to j
in its most general form:
Mij = viDαi−1i wjC
βj−1
j tij. (4.3.4)
Equations 4.3.1, 4.3.2 and 4.3.4 describe the fundamental relations of the so-called
Alonso’s general theory of movement which encompasses a large diversity of models like
gravity models, generalized gravity models and push and pull models. For the example
of the gravity model, αi = βj = 1, tij = d−2ij , vi and wj are the populations of origin
and destination respectively. Although providing a theoretical improvement relatively
to the simple gravity model proposed by Zipf, this set of models has not encountered
much empirical application, although being mentioned in a great variety of papers.
4.4. The Push and Pull Approach - the Factors of
Migration
The push and pull approach is a class of migration models that attempts to describe this
phenomenon, by discriminating and enlightening the factors that lead people to migrate.
According to Lee [41], the factors for migration might be “factors associated with
the area of origin; factors associated with the area of destination; personal factors and
intervening obstacles”. The first three are labeled with +, - and 0, pull, push and
indifferent factors, respectively, and the latter is included usually by modern authors in
the distance term of spatial interaction models. Push factors include lack of jobs and
opportunities, lack of education, health and safety conditions, poor climate, pollution,
war, discrimination, etc. and pull factors include more jobs and opportunities, good
education, health and safety conditions, attractive climate, family links, etc. As easily
observed most of the pull factors are comparative to the push factors, i.e. people move
from worse to better places.
Less easy is the acquisition of information by the potential migrants. Here, there is
a great difference in the origin and destination. Usually people at the origin are well
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acquainted to the region where they have been living, they know the +’s and -’s of their
place of origin very well, but they have rather few and often misleading information
about the place of destiny. This phenomenon usually leads to an overevaluation of the
positive factors and an underevaluation of the negative factors, being a non-negligible
effect that potentiates migration. Moreover, what is a push factor for some individuals
may be an indifferent or pull factor for others, making the push-pull analysis more
difficult that it may appear.
Push and pull models may seem adequate to study migration in a complete way
because they may include all possible causes of migration, but as pointed out by Haas
[47] these models have a questionable analytical use. The input is very heterogeneous,
there is no unambiguous way of comparing climate with education or safety for example,
there is not any conversion between so different measures. Moreover, they do not allow
to test empirically what is the importance of each factor and which are excludable or
imperative, which means they are not good models to test in data analysis, simulations
and forecasting.
4.5. Braun Model of Migration and Growth
Another perspective on migration modeling, within the framework of economic growth
analysis, is given by Juan Braun [48]. He considers several models of migration where
households follow optimizing decisions. In this section, we outline some of the key ideas
of these models.
Zero demographic growth is assumed and land, understood as the abundance of nat-
ural resources, is included as a factor of production which is limited and gets congested
with the increase of the population. If this would not occur, people would progressively
migrate to the most technology advanced economy until all others become empty. Also,
it is considered the existence of a perfect world credit market with the same interest rate
for everyone. The Cobb-Douglas production function in this case is:
F (K,L) =
(
R
L
)λ
AKaL1−a, (4.5.1)
where R is a constant that represents the abundance of natural resources, which is
distributed among the population equally leading to a contribution (R/L). λ is the
weight of this factor for the the production function and it is assumed that 0 < l <
1− a, such that the overall returns to K and L diminish for fixed R. After some more
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considerations minutely described in [7], this leads to a wage in a region given by :
w =
(1− a)A
1
1−aa
a
1−a
(
R
L
) λ
1−a
(r + δ)
a
1−a
 ext, (4.5.2)
where x, the rate of technology progress is smaller than r, the world interest rate. If the
wage rate in the rest of world wworld is smaller than w, then there is a positive flow of
migrants from the rest of the world to the domestic economy augmenting L, diminishing
the ratio (R⁄L) causing w to fall. When w = wworld, there is no longer incentive to
migrate and the system reaches steady state.
Braun’s model is considered a good theory to make growth and equilibrium analysis
that allows to determine the flow of migrants based on the analysis of wage rates. It is a
quite simplified approach but with satisfactory empirical evidence. Notice also that this
theory studies the subject from a micro approach contrary to the other models presented
so far.
4.6. Concluding Remarks
In this chapter several models of migration were reviewed, each of them showing distinct
perspectives on the same reality. Some provide a more mathematical description, others
present a more qualitative point of view. But, with the exception of Braun’s model which
puts some focus on the decisions of migrants and on the economic level of countries, these
are models at the macro level.
Nevertheless some of the ideas of these models are interesting and may be useful in
other approaches. For instance, the pull and push approach can be used to develop a
decision theory based on benefits and costs of migrating, and the Gravity Model provides
a hint on the spatial aggregation of populations.
Our perspective is that some of these ideas may be incorporated in a plastic and
simple (but not too simple) model that complements these approaches by including the
decision process of migrants.
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5. A wealth-driven model of Migration
This chapter presents original work. We construct an agent-based model for migration,
starting with the fundamental assumption that migration is mainly driven by the desire
for a better life. This means that agents make their decisions weighting, above all, the
wealth they will attain by migrating to a place or another or by not migrating at all.
Our approach is progressive, starting with a conceptual, almost descriptional model,
that evolves gradually to a more complete and complex model, sufficient to provide
analytical olutions, numerical simulations and comparison with the real data.
We adapt several ideas and a great part of the methodology from Physics, which per
se makes this model a very plastic one, highly adaptable to study diverse situations in
which migration decisions or choice of residence occurs. The mathematical simplicity is
also another strength of our proposal. But the possible greatest virtue of our model is
the way it conciles the demographical and economical aspects. They are interconnected
and dependent on each other, and are treated at the same level. The migration decision
of the agents is influenced by the economic conditions, and, at the same time, the overall
migration flows influence directly the economic growth of the regions.
5.1. Setup of the Model
One of the fundamental ideas behind our approach, is that the wealth within a geo-
graphical region is inherent to the region itself. This means that we assume that the
population does not contribute to the economic growth. Moreover, we make a stronger
assumption, that there is no economic growth and the wealth is constant in time. In the
economical sense this wealth is quite close to the concept of land, presented in the Braun
model of migration described in section 4.5. Although this assumption is unrealistic and
contradicts the foundations of the theory of economic growth it helps to simplify the
model significantly, removing the effects of capital depreciation or technological increase.
In fact, when studying the migration between two regions of the same country or even
two countries with similar economic level, the economic growth difference is usually not
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significant and thus this apparent problem is easily overcome.
We consider a set of R regions (r = 1, ..., R) each of them containing a given fixed
amount of wealth Wr. We consider also a population of N agents (n = 1, ..., N). The
initial distribution of agents over the different regions is assumed as given and the pop-
ulation is assumed to be constant, implying zero demographic growth. Although this
latter condition is rarely exactly verified, the truth is that it is a good approximation in
most of developed countries, which have very low birth and death rates.
Each of the agents faces a discrete choice of the place of residence among the regions,
according to an utility maximization principle. The utility is assumed to be proportional
to the wealth available to the agent in the region. For the sake of simplicity, we assume
also that the wealth of a region Wr is equally distributed among its Nr agents, such
that, the wealth per capita, which in this case coincides with the utility, is given by:
Vr =
Wr
Nr
. (5.1.1)
An agent facing the choice of moving from an origin i to a destiny j will always choose
the region with the highest Wr/Nr ratio. Notice, however, that after the realization
of the decision, this ratio decreases in the region j and increases in the region i, thus,
the next agent that faces that decision will experience a different utility function. In
this process, agents are actually interacting indirectly since their utility function, and
therefore their decisions, depends on the decisions of their peers. In a system of R
regions with N agents, the final and stable outcome has to be such that none of the
agents gains benefits by migrating. For this to happen, the utility of remaining in the
initial region is greater than or equal to that of moving. This corresponds to a Nash
equilibrium [49, 50] described by the following equality:
V1 = ... = Vr = ... = VR. (5.1.2)
This first approach, that might be understood merely as a clever guess or even a lucky
hint, allows us already to take some preliminary conclusions. Within the framework
of this model, migration leads to the homogenization of the wealth per capita and this
process leads to an equilibrium state determined by equation (5.1.2). Hence, this simple
model provides us already with at least qualitative results to what should be expected
when looking at real world data, in this specific case, data of the wealth per capita in
regions versus the distribution of the population over those regions. It is expected that,
first, people migrate from the poorest to the richest regions, second, that the higher
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population growth of richer regions leads to the decrease of the wealth per capita in
those regions and finally, that the population decrease in poorer regions leads to an
increase of the wealth per capita, and thus, expectedly, better living conditions.
Interestingly these suppositions are already described in the economic literature [7, 51]
as the phenomenon of convergence or catch-up effect, an hypothesis that proposes that
the income per capita of poorer economies will grow faster than that of richer economies,
converging to a common value, eventually catching up. The fact is that the convergence
hypothesis can be explained with the Solow-Swan model without the need of including
migration. But, within this model, convergence occurs generally at a very slow pace,
and migrations may have an accelerating role in this process, something which should
be looked up with further detail.
5.2. Empirical Motivation
The goal of this section is to study with further detail the convergence hypothesis and
its empirical applications. It is important to assert on the quality of this hypothesis -
when comparing to real data - and its relation with migrations, as a source of motivation
for the development and refinement of the model we propose.
Several studies have been made favoring convergence, for regions within a single coun-
try. It is worth to notice the data analysis on the personal income in the U.S. states
strongly supporting this hypothesis [52]. Conversely, the Gross Domestic Product (GDP)
per capita analysis across 114 countries [7] is inconclusive and the data even suggest
slightly that the richest countries might be growing at a greater pace (see figure 5.2.1a),
which make convergence an hypothesis that hasn’t reached the consensus within the
Economics community.
Nonetheless, convergence is to be looked upon with interest and migration might have
a more significant role that it might have appeared at first. For instance, a connection
between inter-regional migration and economic convergence was already established for
U.S. states and Japan prefectures [53]. Moreover, if we narrow the 114 countries data
to 18 OECD countries a high correlation is found in favor of the convergence hypothesis
(see figure 5.2.1b). These countries have generally more tolerance to the mobility of
people and most of them have open borders agreements among themselves, which leads
to much higher levels of migration flows. Hence, we expect to find a correlation between
migration and convergence.
Data from the inter-regional migration in the United States and Portugal is analyzed
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(a) (b)
Figure 5.2.1.: GDP per capita growth as a function of log per capita GDP in 1960 for
114 world countries (5.2.1a) and for 18 OECD countries *5.2.1b. The
purpose is to assert if there is any correlation between starting poorer and
having higher economic growth and starting wealthier and grow less. In the
sample 5.2.1a the coefficient of regression is low, implying a very difficult
to find correlation, which is also graphically evident. Bearing in mind the
high dispersion, the slope is slightly positive, seemingly contradicting the
convergence hypothesis. In figure 5.2.1b the countries which were poor in
1960 (like Portugal or Ireland) generally grew greater than the wealthier
ones (like Switzerland or the Nordic countries). Luxemburg seems to be
a quite notable exception, having both high economic growth and high
GDP, something which may be related to its small size. Source: R.J.
Barro and X.S. Martin. Economic Growth. McGraw-Hill Advanced Series
in Economics. McGraw-Hill, 2004.
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followingly. Our goal is not to make a deep econometric analysis, but rather provide
qualitative explanations, which will allow to take further conclusions on the model con-
structed so far.
5.2.1. Migration Within the United States
Although the United States is one of the population systems of the world with higher
demographic growth, highly due to external migrations, we study this country because
of its size and world relevance.
We analyze data for the population and personal income per capita by state from
1880 to 2010 obtained from several sources [54, 55] and organize the 48 contiguous states
excluding D.C in 9 greater regions, the same as used in [54], according to a criteria of
geographical proximity and social-demographical similarity. Those are:
• New England comprising the states of Connecticut, Maine, Massachusetts, New
Hampshire, Rhode Island, and Vermont;
• Middle Atlantic with Delaware, Maryland, New Jersey, New York, Pennsylvania;
• Great Lakes constituted by Illinois, Indiana, Michigan, Ohio and Wisconsin;
• Plains with Iowa, Kansas, Minnesota, Missouri, Nebraska, North Dakota and
South Dakota;
• South Atlantic with the states of Florida, Georgia, North Carolina, South Carolina,
Virginia and West Virginia;
• East South Central including Alabama, Kentucky, Mississippi and Tennessee;
• West South Central with Arkansas, Louisiana, Oklahoma, and Texas;
• Mountain having Arizona, Colorado, Idaho, Montana, Nevada, New Mexico, Utah,
and Wyoming;
• Pacific comprising the states of California, Oregon and Washington.
Figure 5.2.2a summarizes the data relative to the population and figure 5.2.2b presents
the evolution of the personal income. Both are presented as a percentage share of the
national total to avoid the effects due to the total demographic growth and to the
economic growth of the whole USA.
34
(a) Population share of the 9 great regions of USA in the timespan between 1880 and
2010.
(b) Personal Income in the 9 great regions of USA normalized to the Personal Income
of USA, in the timespan between 1880 and 2010.
Figure 5.2.2.
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Between 1861 and 1865, the American Civil War shattered the USA, creating deep
divisions, not only political and geographical, between the the North and the South,
but also a huge economic separation between the two former contending parties. This
is clearly evident in figure 5.2.2b with the East South Central, West South Central and
South Atlantic being by far the poorest regions. In 1880 the South Atlantic personal
income was only 45% of the average American income and below one third of the income
in regions like New England or Middle Atlantic. The income of these regions grew
steadily until 1930, where the effect of the great depression is pronounced, affecting
more the unprotected southern regions than the northern ones, effectively returning to
the starting point. But after this, the southern economies continued to approximate
consistently to their northern counterparts and despite still being below the American
average, only the East South Central region has a considerable gap from the other
American regions, with a personal income of 84% of the American standard.
In 1880, the Pacific and Mountain regions were, by far, those where the income per
capita was greater, but this can be explained by understanding that these regions were
the last to be populated by the old world civilization and that both regions had an
immense amount of rich resources such as oil or gold that had just began to be explored
by pioneers. Interestingly, as more people settled in these regions the income per capita
decreased rapidly to values close to the average. In 2010, the personal income in the
Pacific and Mountain was respectively 105% and 91% of the average.
Ignoring for the moment those two western regions, the New England and Middle At-
lantic regions were in 1880 those with higher personal income and with great advantage
against the others, remaining clearly with that lead until 1930. Like the southern coun-
terparts, from then on the income in these regions began to approximate other regions
at 105% and 108% of the American average respectively, at least until 1990 when an
inversion occurred, leading these regions to the top once again with an income of 122%
and 117% of the USA income.
Figure 5.2.2a relative to the demographic evolution of regions presents also some
interesting features. In 1880 almost half of the population of the United States lived
in the Great Lakes or Middle Atlantic regions, and if we had New England this share
becomes 53% of the whole population, making this the most densely populated area at
the time. This tendency seemed to prevail until 1970 when the population share of this
area started to decrease significantly to a mere fraction of 35%, little less than one third.
The opposite occurred in the Mountain region and particularly in the Pacific. Like
mentioned before, these two regions were part of the last area of the USA to be colonized
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and explored and so, by 1880, only 5% of the population inhabited this region that
comprises more than 40% of the total area of the contiguous 48 states. The population
of the Pacific, that was slightly above one million, experienced an explosive increase
leading to 37.3 millions in 2010, corresponding to a demographic growth of 3290%! In
terms of the share of the total population, it passed from 2% in 1880 to 15.62% in 2010,
when it became the second most populated region. Although at a smaller scale, the
population of the Mountain grew also very significantly, passing from 1% of the total in
1880 to 7.21% in 2010.
In the South, the demographic evolution is varied. While the population share of South
Atlantic and the East South Central decreased until 1930, the population share of the
West South Central grew steadily through all the time range. Interestingly, from 1930
on, the population share of the South Atlantic increased, becoming the most populous
region in 2000, achieving a population of 52.5 millions in 2010 corresponding to 17.2%
of the total.
By analyzing the data of figure 5.2.2b it seems clear that the personal income per
capita in the USA regions is converging. What might not seem so clear - at least at first
sight - is the contribution of the demographic distribution of the population (strongly
influenced by the internal migration) for this phenomenon. Only by comparing the two
sets of data a connection may be hinted.
If migration is the cause, or at least one of the causes, for the convergence in personal
income, then, by the reasoning of section 5.1, the regions which are initially richer
attract more migrants and, thus, it is expected that their population increases relatively
to poorer regions. Also, since the population is reduced in the poorer regions it is
expected that the income per capita increases in those regions. Hence, in essence, for
the hypothesis stating that convergence is the result of the population dynamics to
be confirmed, a negative relation between demographic and economic growth must be
observed.
This hypothesis is consistent with the observations of the Mountain and Pacific regions
that, in the 130 years timespan studied, have both seen their income almost reduced
to half of the original and their population share increase by a factor greater than 7.
Another example is the East South Central region, whose population share has decreased
almost to half (from 11% to 6%) and whose income has almost doubled (from 51% to
84% of the average income). Although before 1970 the demographic behavior of the
regions of New England and Middle Atlantic is not much consistent with the negative
relation proposed, it is worth to notice that the greatest population decrease in these
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regions that occurred after 1970, coincided with a substantial increase of the personal
income.
Not all data is consistent with this hypothesis, namely the South Atlantic and West
South Central regions, which have consistently positive demographic growth and positive
personal income growth. However, this apparent contradiction may be explained by the
discovery of great oil reserves in Texas and the Gulf of Mexico and subsequent increase
in production due to the improvement of technological means. This excludes these two
regions from the validity conditions of our model which assumes that the wealth in the
regions is constant and given. This case clearly violates that condition, since the wealth
of these regions increased greatly with the abundance of such a valuable resource as oil.
If one accepts these explanations, the model proposed in section 5.1 appears to be con-
sistent with the hypothesis derived from our model, relating migration and the economy,
at least, for the internal migration in the USA, since 1880.
5.2.2. Internal Migration in Portugal
Whilst Portugal is traditionally known as a country of emigrants, internal migration
played also a fundamental role in the demographic and social structure of the coun-
try, especially during the modernization process that slowly began in the 1960’s and
accelerated with the 1974 revolution. Portugal is divided, according to the Eurostat, in
seven statistical main regions, five in the mainland: Norte, Centro, Lisboa, Alentejo and
Algarve and two archipelagos: Açores and Madeira.
We collected data for the population, GDP per capita, and Purchasing Power per
Capita (PPC) in the last 20 years for these regions from the EUROSTAT and INE
(Instituto Nacional de Estatística) online databases [56, 57]. In figure 5.2.3 it is repre-
sented the data relative to the PPC - which can be a measure of individual wealth - in
Portuguese regions between 1993 and 2009.
The region with higher PPC is, by far, Lisboa. However its value relative to the
Portugal average has declined in 16 years from 162% to 134%. The PPC of Algarve
interestingly fluctuated near the Portuguese average, and the PPC per capita in the
other poorer regions was low but grew and is now closer to the average. This supports
once more the convergence hypothesis, but only half of the job is done. To provide
empirical evidence in favor of the model of section 5.1 it is needed to show that the
internal migrations, causing demographic variations, are the source of this convergence.
The demographic growth and the GDP per capita growth of the seven Portuguese
regions are presented in table 5.1 . The two archipelagos are those which present higher
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Figure 5.2.3.: PPC in Portuguese regions between 1993 and 2009, normalized with the
national PPC.
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Table 5.1.: GDP per capita and demographic growth in Portuguese regions.
Regions GDP per capita Population
Growth Average annual growth Growth Average annual growth
Madeira 173.7% 7.7% -0.72% -0.05%
Açores 106.9% 5.4% 2.77% 0.20%
Lisboa 79.8% 4.3% 8.80% 0.60%
Centro 73.7% 4.1% 4.54% 0.32%
Alentejo 72.3% 4.0% -1.54% -0.11%
Algarve 71.4% 4.0% 22.93% 1.49%
Norte 68.0% 3.8% 5.54% 0.39%
GDP per capita growth, showing also very low (or negative for the case of Madeira)
demographic growth. Algarve and Norte have the lowest GDP per capita growth and
present high demographic growth. A counter-example is Alentejo, exhibiting both low
GDP per capita growth and the lowest demographic growth. Despite this, it seems
once more that the model proposed in section 5.1 is corroborated by the empirical facts,
giving strong and motivation to proceed with the development of the model.
5.3. Analogy with Thermodynamics
The system of individuals or agents distributed over several regions deciding in which
region to live, subject to an utility maximization principle - in the case of section 5.1 this
corresponds to maximizing the individual wealth - is analogous to a system of particles
distributed over several reservoirs subject to a free energy minimization principle.
When two particle reservoirs at different temperatures change particles and energy
between themselves, the process of thermalization occurs, leading the hottest reservoir
to cool down and the coldest reservoir to heat up. In the end, thermal equilibrium is
reached when both reservoirs are at the same temperature. A similar process occurs in
the model of section 5.1 where the regions effectively exchange agents among themselves
reaching, in the end, the Nash equilibrium described by equation 5.1.2. By using this
analogy, if we compare the thermal energy and the utility, this Nash equilibrium may
also be compared with a thermodynamic equilibrium.
This allows to extrapolate some of the laws of thermodynamics like, for example, the
zeroth law stating that two systems in equilibrium with a third are in equilibrium with
each other. The analogy between utility and energy will be very useful later on.
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5.4. Concluding Remarks
We have introduced a simple version of our model which assumes that migration is driven
by the wealth present in the different regions. Basically, each of the regions has a fixed
amount of wealth and individuals distribute themselves such as their wealth - wealth
per capita - is maximized. This leads to a Nash equilibrium in which all the individuals
have the same wealth.
We have looked at data from USA after 1880, shortly after the American civil war,
and from Portugal between 1993 and 2009 and have found a good qualitative agreement
between the data and the model. Exceptions were found, but only in cases where the
basic assumptions of the model are not verified.
Also,an analogy between this model and thermodynamics was proposed.
The model presented in this chapter is simple but provides some preliminary interest-
ing conclusions. However it lacks heterogeneity, since all agents act in the same way and
considers that the wealth is the only factor contributing to migration. In the following
chapter this model is improved by introducing individual preferences and unobserved
variables.
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6. An Agent-Based Model of
Migration
In this chapter we extend the model of the previous chapter. We introduce unobserved
variables as a complementary factor modeling it as random shocks, accordingly to section
3.2. These random shocks can also include the description of unobserved variables, i.e.
variables which we know to be present in the system but which, for one reason or the
other, are impossible to measure.
Once again, we find similarities between these ideas and those of Statistical Physics,
which allows to employ all the useful methodology to solve analytically most of the
problems. Particularly, the binary choice model has a mathematical formulation close
to the Ising model of spin lattices, which allows to borrow some of its techniques.
6.1. Uncertainty in the Decision Process
Although it is widely accepted that the economic motivations are the main drivers of
migration, there is a significative quantity of other factors acknowledged by the literature
[58, 59] that contribute significantly to the decision process of potential migrants. They
can be geographical factors such as the climate differential or the distance between origin
and destiny - the latter a fundamental part of the gravitational model - social factors
such as ethnicity or the existence of well established immigrant communities or relatives
at the destiny, cultural factors such as the linguistic proximity or religion sharing, or
security factors including the criminality degree, political instability or even the presence
of war.
The ideal goal would be to construct a model able to account for all these factors.
However, several limitations mainly related with measurement problems prevent us to
pursue this approach. It is possible to establish parameters that describe the contribution
to the welfare of an agent from, for example a language or a certain kind of climate.
The problem arises, however, in the establishment of the relative weight between these
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parameters and their measures and those of wealth. In the field of economics this
is usually discussed in terms of indifference between options. For example, how much
salary increase is needed for an individual to consider migrating to a region with a strong
language barrier. Therefore, balancing these parameters in the model is quite difficult
and generally requires too much empirical effort. Nonetheless, suppose it is possible
to write down an expression for the utility function containing all relevant parameters
in a consistent manner. A key issue still persists, resulting from the impossibility of
measuring individual preferences. Not only they are impracticable to measure, but
they also vary in time. A last concern results from the unpredictability of the decision
dynamics, i.e., it is impossible to determine either the decision time, or the time between
the decision to move and its realization, as it varies among different individuals.
These factors translate into an uncertainty in the complete characterization of the
individual utility function. A possible solution to overcome this difficulty is to include
the so called-unobserved variables [60, 61] in the utility function:
Unr = Vr + εnr, (6.1.1)
where Unr represents the total utility of the agent n for choosing region r, which is
decomposed in two terms: Vr, the observed utility described by equation (5.1.1) , and
εnr, representing the unobserved parameters that may depend on the region r and the
agent n. The simplest approach is to regard εnr as a stochastic parameter that obeys a
prescribed probability distribution F (εnr). We may write down the utility explicitly as:
Unr =
Wr
Nr
+ εnr. (6.1.2)
Then, the agent chooses to live in the region which maximizes this utility. For a region
r to be chosen by the agent n, it is necessary that:
Unr > Unr′ , ∀r′ 6= r. (6.1.3)
Notice that the decision of the agent depends on the decisions of the other agents,
namely the number of the other agents that had previously decided to live in each
region. We summarize the values of the population in every region with the tuple
N = {N1, N2, ..., NR} . The probability of an agent n choosing to live in region r in
instant t+ 1 based on the information about the regional populations at time t is:
P t+1n (r|Nt) = P t+1n (Unr > Unr′ ,∀r′ = 1...R|Nt). (6.1.4)
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Notice that the individual utility Unr can be understood as a random variable itself.
Then, the calculation of P t+1n (r|Nt) is equivalent to computing the probability of Unr
being the maximum of a set of independent random variables, namely Unr′ . This cal-
culation is known as a generalized extreme value problem. McFadden [60] has derived
an expression of P t+1n (r|Nt) for a wide class of distribution functions of εnr when they
can be derived from a generating function g(y), where y = {yn1, yn2, ..., ynR} is a tuple
of the variables ynr = eβVnr . The result of McFadden is:
P t+1n (r|Nt) =
eβV
t
nr
g(yt)
∂g(yt)
∂ytnr
∣∣∣∣∣
ytnr=eβV
t
nr
(6.1.5)
There are several types of generating functions g, each producing a different distribu-
tion function for εnr, namely:
f(ε) = exp (−g(y)) (6.1.6)
The choice of the generating function and distribution for εnr depends on the statis-
tical properties of the empirical data collected about the system under study. In most
cases, this data is analyzed using the logistic regression model, which is adequate for
phenomena with multiple discrete outcomes, such as the decision problem of the agents
here considered. For this regression model, the associated distribution for εnr is the
multinomial logit distribution with generating function:
g(y) =
R∑
r=1
ynr. (6.1.7)
Using this result we can now determine the selection probabilities, by using equation
(6.1.5), yielding :
P t+1n (r) =
eβV
t
nr
Ztn
, with Ztn =
R∑
r′=1
e
βV t
nr
′ . (6.1.8)
Our choice of notation is intentional, alluring once more to the similarity between
the utility of an agent and the energy of a particle in Statistical Physics. However,
a great difference must be noted since a minus sign appears to be missing from the
previous equations. This is because when passing from a thermodynamical model to a
social model, the energy minimization principle is replaced by an utility maximization
principle, associated with the agent rationality. Nonetheless, the algebraic manipulations
follow those of Statistical Mechanics quite closely (see for example [62]).
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6.1.1. Maximum Uncertainty versus Complete Information
There are two scenarios that deserve to be looked with more attention: β = 0 and
β → ∞ . When β = 0, the stochastic parameter εnr of equation (6.1.1) can take any
value between 0 and∞ with equal probability, and therefore it is, on average, dominant
compared to the factor Wr/Nr - the observed utility. This corresponds to the maximum
uncertainty in the decision, the wealth of the regions is not a factor for the decisions of
individuals and therefore, since the other term in the utility function is stochastic, we
may hint that agents migrate to all regions with the same probability. Using equation
6.1.8, we have for this particular case:
Z =
R∑
r′=1
1 = R, and P (r) = 1
Z
= 1
R
, ∀r, (6.1.9)
which confirms our intuition.
When β →∞, the stochastic term εnr is negligible and the utility function is just the
observable utility. In these conditions, the model reduces to the formulation of section
(5.1) and thus, to the equilibrium given by equation 5.1.2. Since the unobservables do
not exist, the system can be said to have complete information in the sense that there
is no uncertainty in the individual preferences of the agents.
6.2. Equilibrium Statistics
Now, we can take advantage of the analogy of this model with those developed in Sta-
tistical Physics to compute mean values of the relevant quantities in the social system
in equilibrium.
In general, the equilibrium of the system with incomplete information does not cor-
responds to the Nash equilibrium found in section (5.1). In fact, it corresponds to a
steady state is in which the average population distribution does not change, although
agents may still change their location occasionally due to the presence of the stochastic
term εnr.
Given that in general it is impossible to get specific data about the distinct individual
preferences of each agent, we adopt the concept of representative agent and drop the
dependence on n and equation (6.1.8) becomes:
P t+1(r|Nt) = e
βV tr
Zt
. (6.2.1)
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The probability of having N tr agents in region r at instant t is:
p
(
N tr
)
=
 N
N tr
[P (r|Nt−1)]Ntr [1− P (r|Nt−1)]N−Ntr . (6.2.2)
Thus, the mean value of agents in each region is:
〈
N tr
〉
=
N∑
n=0
np(n) =
N∑
n=0
 N
n
[P (r|Nt−1)]n [1− P (r|Nt−1)]N−n n. (6.2.3)
Assuming that the agents decide based on the mean values of Nr′ ,∀r′ and that these
values can be estimated by
〈
N t+1r′
〉
, it results that:
〈
N tr
〉
=
N∑
n=0
 N
n
[P (r| 〈Nt−1〉)]n [1− P (r| 〈Nt−1〉)]N−n n. (6.2.4)
In equilibrium, the values of 〈N tr〉 should be stationary, i.e. 〈N tr〉 = 〈N t−1r 〉. Thus:
〈Nr〉 =
N∑
n=0
 N
n
 [P (r| 〈N〉)]n [1− P (r| 〈N〉)]N−n n. (6.2.5)
Now, we define X = P (r| 〈N〉) and Y = 1− P (r| 〈N〉), to write:
〈Nr〉 =
N∑
n=0
 N
n
XnY N−nn, (6.2.6)
which can be expressed as:
〈Nr〉 = X ∂
∂X
N∑
n=0
 N
n
XnY N−n. (6.2.7)
The sum corresponds to the Newton binomial formula and thus, the last expression
can be written in a simpler fashion:
〈Nr〉 = X ∂
∂X
(X + Y )N , (6.2.8)
which yields:
〈Nr〉 = NX(X + 1)N−1. (6.2.9)
Replacing X and Y as functions of P (r), we obtain finally:
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〈Nr〉 = NP (r| 〈N〉). (6.2.10)
The mean value of N2r is given by the following expression:
〈
N2r
〉
=
N∑
n=0
 N
n
P (r| 〈N〉)n (1− P (r| 〈N〉))N−n n2. (6.2.11)
Using a methodology analogous to that of equations (6.2.6-6.2.10), provides the fol-
lowing result:
〈
N2r
〉
= N2P (r| 〈N〉)2 −NP (r| 〈N〉)2 +NP (r| 〈N〉). (6.2.12)
And therefore, the variance of the variable Nr, σ2Nr ≡ 〈N2r 〉 − 〈Nr〉2, is given by:
NP (r| 〈N〉) (1− P (r| 〈N〉)) . (6.2.13)
We now look at the expected wealth per capita of an agent:
〈V 〉 = ∑
r
VrP (r| 〈N〉) =
∑
r Vre
βVr∑
r eβVr
= 1
Z
∑
r
Vre
βVr = ∂ lnZ
∂β
. (6.2.14)
The mean value of the square of the wealth per capita is:
〈
V 2
〉
=
∑
r V
2
r e
βVr∑
r eβVr
= 1
Z
∂2Z
∂β2
, (6.2.15)
which can be written as:
〈
V 2
〉
= ∂
∂β
(
1
Z
∂Z
∂β
)
+ 1
Z2
(
∂Z
∂β
)2
= ∂ 〈V 〉
∂β
+ 〈V 〉2 (6.2.16)
and therefore, the variance of the wealth per capita can be computed as:
σ2V =
〈
V 2
〉
− 〈V 〉2 = ∂ 〈V 〉
∂β
= ∂
2 lnZ
∂β2
. (6.2.17)
In the following section we show how to apply these results in the study of a two
region system.
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6.3. Binary Choice Model
The simplest non-trivial realization of the model previously described is the binary choice
model, in which each agent has to choose between two regions r = 1, 2, essentially
deciding if he migrates or not. For this case the utility function is:
Unr =

W1
N1
+ ε r = 1,
W2
N2
+ ε r = 2.
(6.3.1)
The respective probabilities are:
P1 =
eβV1
eβV1 + eβV2 , P2 =
eβV2
eβV1 + eβV2 . (6.3.2)
Therefore the respective equilibrium populations, given by equation (6.2.10) are N1 =
NP1 and N2 = NP2. It is useful to define s as the difference of probabilities:
s = P1 − P2 = e
βV1 − eβV2
eβV1 + eβV2 = tanh
β
2 (V1 − V2) = tanh
β
2 ∆V, (6.3.3)
where ∆V ≡ V1 − V2 is the gap in wealth per capita. Noticing that V1 = W1/N1 and
V2 = W2/N2, where N1 = NP1 and N2 = NP2, we may write ∆V as:
∆V = 1
N
(
W1
P1
− W2
P2
)
. (6.3.4)
Defining the wealth unbalance between regions as ∆W = W1 − W2 and the mean
wealth as 〈W 〉 = (W1 +W2) /2, we can use equation (6.3.3) to rewrite ∆V in terms of
s:
∆V = 2 (∆W − 2 〈W 〉 s)
N(1− s2) . (6.3.5)
The Nash equilibrium described in section 5.1 corresponds to ∆V = 0, which is equiva-
lent to say:
∆W = 2 〈W 〉 s, (6.3.6)
such that s∗, the value of s in equilibrium when there is complete information is defined
to be:
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Figure 6.3.1.: Graphical resolution of the self-consistent equation (6.3.8) for γ = 0.001
(green line) close to the limit γ → 0, γ = 100 (cyan line) close to the limit
γ →∞, and γ = 1 (red line), a typical value between the two limits. The
cross marker represents s∗.
s∗ = ∆W2 〈W 〉 . (6.3.7)
Finaly, the equation that describes the equilibrium solution in terms of s is:
s = tanh
[
β
N(1− s2) (∆W − 2 〈W 〉 s)
]
. (6.3.8)
This expression is a self-consistent equation that can be solved numerically and graph-
ically, thus allowing us to determine the equilibrium conditions for the binary choice
model, given the required inputs, namely W1, W2, N and β. In order to better analyze
graphically this solution it is useful to define γ ≡ β 〈W 〉 /N , as a relative measure of the
information and δ = ∆W/2 〈W 〉, the relative difference in wealth, which coincides with
the value of s∗ given by equation (6.3.7). Using these new variables the latter equation
is written as:
s = tanh
[
γ
δ − s
1− s2
]
. (6.3.9)
In figure 6.3.1 are plotted the graphical solutions of this equation for different γ, fixing
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Figure 6.3.2.: Graphical resolution of the self-consistent equation (6.3.8) for δ = 0 (green
line), the case for which the wealth in both regions is equal, for δ = 1 (cyan
line), the extreme case in which one of the regions has no wealth at all,
and for δ = 0.5, the case where the wealth of region 1 is three times that
of region 2.
δ = 0.5. Recalling the analysis of subsection 6.1.1, γ = 0 corresponds to β = 0, the case
for maximum uncertainty. In this case the solution is s = 0, i.e. agents are indifferent
to the region they choose and thus their selection probabilities are equal. On the other
hand it is clear that for γ = 100, the solution is very close to s∗, and thus the limit
γ → ∞ corresponds to the situation where the agents have complete information - the
limit of section 5.1.
In figure 6.3.1 are plotted the graphical solutions of this equation for different values of
δ, using γ = 1. When δ = 0, the wealth in both regions is equal, and thus the probability
selections are equal no matter the value of γ. When δ = 1, even though region 2 has no
wealth, there is a value of s 6= 1, for ordinary values of γ. In this case, the incomplete
information makes a share of the population to choose this region to live although there
is no wealth available in it.
We may use formulas (6.2.14) and (6.2.17), to compute the expected value of the
wealth per capita of the whole system V and its variance, yielding:
〈V 〉 =
(
eβV1V1 + eβV2V2
)
eβV1 + eβV2 = V1P1 + V2P2, (6.3.10)
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σ2V =
eβ(V1+V2) (V1 − V2)2
(eβV1 + eβV2)2
= P1P2 (∆V )2 . (6.3.11)
The computation of 〈V 〉 yields an expected and natural result, and the variance of V
reveals to be proportional to the square of difference in wealth per capita between the
two regions, which is a very interesting and useful result as we shall see in chapter 7.
6.4. Migration and Economic Growth
One fundamental assumption of our model presented so far is that the wealth in the
regions is fixed. In this section we drop this assumption and consider a generic case of
regions subject to economic growth, which is described using the Solow-Swan model. In
this scenario, not only the economy contributes to the decision of migrants, but their
decision also influences the economy, since the labor is a factor of production.
We consider that the wealth produced of regions is generated by a Cobb-Douglas
production function with constant returns to scale (see equation (2.2.3)).
Wr = ArKarL1−ar . (6.4.1)
We now assume that the labor in region r is proportional to its population:
Lr = arNr, (6.4.2)
where ar is the active percentage of the population. The utility function for a represen-
tative agent in each region is:
Ur = CrN−ar + ε, (6.4.3)
where Cr = ArKar a1−ar . The expression of the individual utility expressed in equation
6.4.3 is very similar to equation (6.1.2), but now a takes values in the interval [0,1].
Following the approach previously presented, we compute the probability of an agent
choosing to live in region r:
P t+1(r|Nt) = e
β Cr
Nar∑
r′ e
β Cr
Nar
. (6.4.4)
Obviously, for α = 1 the wealth of the region does not depend on the labor and one
recovers the results of previous sections. The equilibrium condition for the binary choice
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scenario now becomes:
s = tanh
[
β
2Na
(
C1
P a1
− C2
P a2
)]
. (6.4.5)
Defining 〈C〉 = (C1 + C2) /2, and ∆C = C1 − C2, we may write the right hand side
of this equation in terms of s:
s = tanh
[
β
2Na
(
[(1− s)a − (1 + s)a] 〈C〉+ [(1− s)a + (1 + s)a] ∆C2
(1− s2)a
)]
. (6.4.6)
Since:
(1− s)a − (1 + s)a ' −2as and (1− s)a + (1 + s)a ' 2 + (a− 1)as2, (6.4.7)
one obtains the following approximate expression:
s ' tanh
[
β
2Na
(
∆C − 2a 〈C〉 s
(1− s2)a
)]
, (6.4.8)
which is formally very similar to the case with α = 1,having the same type of solutions.
It should be noticed that:
s ' tanh
βa 〈C〉
Na
 ∆C2a〈C〉 − s
(1− s2)a
 , (6.4.9)
from which we define a new pair of useful variables, equivalent to those derived for the
case of constant regional wealth considered in the previous section:
δ′ = ∆C2a 〈C〉 =
1
a
δ and γ′ = βa 〈C〉
Na
= aγ (6.4.10)
From these expressions we conclude that the effect of considering the positive feedback
of labor resulting from migration is to increase the attractiveness of wealthier regions
by being able to provide higher wealth per capita for large populations. This can be un-
derstood easily since in the previous model with fixed wealth, the increase in population
by 1 agent in a region meant the decrease of the wealth per capita of the agents in that
region by:
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W(
1
Nr+1
− 1
Nr
)
, (6.4.11)
whilst now that loss is smaller since the value of W increases due to the increase in
production by labor:
W ′
Nr+1
− W
Nr
, (6.4.12)
where W ′ > W.
While not adding that much to the mathematical complexity, this generalization allows
to study the impact of migrations in the economy. This model can be made more
complex by considering the capital not fixed but determined by the dynamic equations
of the Solow-Swan model, which consider economic variables such as investment, savings
and depreciation.
6.5. Concluding Remarks
In this chapter we were able to construct a model capable of describing the migration
using an agent-based approach. Although it does not treat all the factors of migra-
tion individually, this model is able to absorb all those factors as unobserved variables.
Although this description is not at all precise, it completes the model of chapter 5.
We presented analytical solutions for this model and provided a way of computing a
great number of variables, either in equilibrium or not. The closeness of this model with
those of Statistical Physics resulted in a number of familiar formulas and results that
allowed a more straightforward analysis.
We also studied the role of the labor in the production of wealth and the relation
between migrations and economic growth. By introducing this factor, we realized that
richer regions are able to absorb more migrants since when they join the workforce of
countries they also contribute to an increase in production. In this case, the equilib-
rium conditions are different from the previous case but have a similar mathematical
formulation.
However, to be a credible model it takes more than mathematical elegance, for it must
still be validated against real world data. That is the aim of the next section, which is
the application of the tools and methods developed in the last two chapters.
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7. Germany - An Example of
Application
One of the main differences between physical and social sciences is its empirical valida-
tion. While a physical theory can be tested under controlled conditions - for example, in
a laboratory - and repeated, a model of social behavior can only be tested systematically
against existent social and economic data, whose conditions are definitely not controlled.
However, close to ideal situations can be found in social systems. We present the
example of Germany after the reunification as a real scenario of binary choice - between
the east and the west. The GDP and population of the two regions are analyzed between
1991 and 2010 and are compared with the predictions of the model of chapter 6.
Finaly, numerical simulations were performed, validating either the analytical results
and the data. These simulations are also able to predict the dynamical behavior of the
system.
7.1. Initial Considerations
What makes Germany a textbook example to apply the theory developed in previous
chapters is that it is easily separable into two very distinct regions: East and West Ger-
many. It is well-known that, as a consequence of the Second World War, the Federal
Republic of Germany and the German Democratic Republic grew apart, not only polit-
ically, but also economically and demographically isolated, for more than 40 years. The
decisive events that led to the opening of borders, symbolically represented by the fall of
the Berlin wall in 1989, initiated a process that culminated on the political and economic
reunification which took place the following year. This allowed the free circulation of
people and goods, instigating, in the years that followed, a wave of migration from East
Germany to West Germany - a pronounced exodus from the poorer to the richer regions
[63].
At the light of the analogy of section 5.3 this can be compared with the classical Ther-
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Figure 7.1.1.: GDP per capita in German states, normalized with respect to the GDP of
Germany. It is also presented the GDP per capita for the whole West an
East regions. Red represents the east side, while blue represent the west
side.
modynamics example of two gas reservoirs initially isolated from each other by a wall,
which is later removed allowing the exchange of particles and energy. A process which
culminates in the thermalization of the system. Indeed, economic data from the early
nineties is in agreement with this description and consequently with the convergence hy-
pothesis. However, by 1997 the economic convergence seemed to stop, and even despite
the efforts by the Federal Government [64, 65, 66], the Eastern side stopped growing
quicker than the West. Nowadays, Germany is far from being one sole economy, instead
the gap between the East and the West persists, a fact which explanation puzzles most
researchers.
In figure 7.1.1 it is plotted the GDP per capita of the 16 German states (länder)
between 1991 and 2010. Also, to bring a clear perspective into this matter the data for
their demographic and GDP per capita growth [56, 67] is presented in table 7.1.
The first thing worth noticing is the very close to zero demographic growth in the whole
Germany, which makes external migration effects completely negligible when compared
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Table 7.1.: The German states, their GDP per capita growth and demographic growth
in the years 1991-2010
GDP per Capita Population
Growth Avg. Annual Growth Growth Avg. Annual Growth
Germany 58,8% 2,5% 2,57% 0,10%
East Germany 149.4% 5.08% -9.93% -0.50%
Berlin 49.5% 2.2% 1.24% 0.01%
Brandenburg 184.4% 5.9% -4.91% -0.14%
Mecklenburg-Vorpommern 151.1% 5.2% -15.92% -0.80%
Sachsen 164,8% 5,5% -14,94% -0,70%
Sachsen-Anhalt 156,4% 5,3% -20,53% -1,04%
Thüringen 190,5% 6,1% -16,17% -0,78%
West Germany 46,0% 2,0% 6,26% 0,26%
Baden-Württemberg 56,0% 2,4% 11,71% 0,47%
Bayern 68,9% 2,8% 11,49% 0,47%
Bremen 51,4% 2,2% -1,78% -0,16%
Hamburg 57,1% 2,4% 9,10% 0,38%
Hessen 59,0% 2,5% 7,09% 0,27%
Niedersachsen 52,5% 2,3% 8,86% 0,37%
Nordrhein-Westfalen 47,1% 2,1% 4,50% 0,16%
Rheinland-Pfalz 47,2% 2,1% 8,40% 0,34%
Saarland 45,4% 2,0% -3,97% -0,25%
Schleswig-Holstein 48,6% 2,1% 9,15% 0,40%
to internal migration. It is also verified the higher GDP per capita growth of the poorer
regions and a much modest growth of the richer regions, which is in agreement with the
convergence hypothesis. The economic segregation of Germany is well-evident in figure
7.1.1 with all the red lines but one - which corresponds to Berlin, the federal capital,
a special case for well-known reasons - lying way below the blue lines. This effect has
visibly attenuated until 1996, but the separation seems to be stubbornly steady since.
For convenience, let us define the GDP per capita gap - that is, the difference in GDP
per capita between the East and West Germany - measured in units relative to the GDP
per capita of Germany:
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Γ = VW − VE
VG
=
WW
NW
− WE
NE
WW +WE
NW +NE
, (7.1.1)
where the subscript G denotes Germany, and noting that NG ≡ N = NW + NE, WG ≡
W = WW +WE and VG ≡ V .
The behavior of the population and economy of both parts of Germany in the initial
years appears to correspond to an utility of the form 5.1.1, which would lead to an
equilibrium described by equation 5.1.2. In these conditions, VE = VW , i.e. the GDP
per capita of the two regions would converge one to another, and thus the gap would be
zero, Γ = 0. However, despite higher economic growth, the East German states economy
are still far apart from the West Germany economic level, such that this equilibrium has
not yet been reached. Indeed, the behavior of the GDP per capita curves on figure 7.1.1
seems to indicate that it won’t be reached, at least, in a short term.
Figure 7.1.2 shows the evolution of Γ in the timespan 1991-2010. While between
1991 and 1996, Γ has been cut to half, in the later 15 years it seems to have stabilize
around Γ = 0.30, somehow indicating a different sort of equilibrium, dislocated from
that predicted by relation (5.1.2).
7.2. Parameter Estimation
The underlying hypothesis of this section is that, East and West Germany may have
already reached the equilibrium, and that the persistent gap in the GDP per capita of the
two regions can be related to the unobserved utility. It is assumed, like in chapter 6 that
this utility can be modeled with a stochastic parameter ε, following the same distribution
(see equation (6.1.6)) for all the regions. Taking into account this consideration, only
one parameter needs to be estimated - the scale 1/β of the distribution and all the others
(Wr,Nr) can be extracted from the data.
We use data of the GDP and population of East and West Germany, as a classical
example of the binary choice model of section 6.3. Vr is measured in units relative to the
GDP per capita of Germany, to avoid the effects associated to the economy of the whole
country and we use population ratios (Nr/N) instead of population absolute values, in
order to minimize the influence of the exogenous demographic dynamics, although like
it was already stated, this difference is minimal.
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Figure 7.1.2.: Evolution of Γ between 1991-2010. Notice that since 1996 the varia-
tions have been small and with an equivocal direction, and thus we might
speculate that they are small fluctuations around an equilibrium.
The estimation of β, the unknown variable of this model, is made using two different
methods, quite close one to another but with decisive differences.
In the first, we assume the system has reached equilibrium in 1996, and therefore,
in the years that followed, equation (6.3.3) had to hold. We consider Ei, the expected
values of si for each year i and Oi, the observed values of si for each year i, given
respectively by:
Ei = tanh
β
2 (VWi − VEi) , Oi = PWi − PEi =
NWi −NEi
NWi +NEi
. (7.2.1)
Using the Chi-square goodness of fit test, the optimal β is that which minimizes:
χ21 =
2010∑
i=1996
(Oi − Ei (β))2
Ei (β)
. (7.2.2)
The second method is more subtle, requires no previous data analysis before the
estimation, and allows us to employ all data. We assume that agents make their decisions
based not in the data of that moment but of the moment before, such that each step is
closer to the equilibrium. Therefore si+1 is obtained with the data of the year i, using
the following recursion relation, based on equation (6.3.3):
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Table 7.2.: Estimated values of β for the different methods, and equilibrium predic-
tions compared with figures from 2010. Error is the relative error defined as∣∣∣Prediction2010 Data − 1∣∣∣.
Method 1 Method 2 2010 Data
β 4.094 3.814 -
West Germany Prediction Error Prediction Error
NW/N 83.42% 4.42% 83.02% 3.80% 79.98%
VW 1.066 0.66% 1.071 1.13% 1,059
East Germany
NE/N 16.58% 20.75% 16.98% 17.90% 20.02%
VE 0.671 14.16% 0.655 16.95% 0,766
si+1 = tanh
β
2 (VWi − VEi) (7.2.3)
This allows us to make a plot of si+1 as a function of si. The non-linear fit to this
curve, using also the Chi-square goodness of fit test, allows the estimation of β. In this
case the optimal β is that which minimizes:
χ22 =
2009∑
i=1991
(Oi+1 − Ei (β))2
Ei (β)
. (7.2.4)
Now that β is determined, it is possible to compute analytically the equilibrium con-
figuration, using data from 1991 as inputs of equation (6.3.8). In table 7.2 are shown
the values of β obtained with the different methods, and the equilibrium predictions of
the model for each of the values of β.
The values of β estimated by the two methods do not differ by much, and so do not
their predictions. Method 1 gives a better prediction for the values of GDP per capita,
while method 2 estimates better the population of the two regions.
Both methods predict an overestimation of the population rate of West Germany by
slightly more than 3%, meaning the East Germany population is also underestimated by
the same value. The difference between the VW predicted and observed is minimal, with
a relative error around 1% but the difference between VE predicted and VE observed is
quite considerable.
The overall predictions are very satisfactory and the major concern relies on how to
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explain the higher GDP per capita in the East, coinciding with also an higher popu-
lation, when comparing the data with the predictions. This can be either due to the
incompleteness of the model, or to the influence of initial inputs, but it might also be
explained by the money flows, provided by the hand of the federal government, from
the West to the East. These flows contribute for the increase in the total wealth in the
East Germany, thus increasing also the wealth per capita, and since the total available
wealth is greater now than in 1991, it has the capacity of binding more people in the
East than before.
7.3. Numerical Simulations
Numerical simulations provide a computational methodology to verify and extend the
analytical predictions. In this section the algorithm used for performing the numerical
simulations is discussed and its results are analyzed and compared to the data and to
the analytical results.
Python was the language used. A main core code was built being able to perform
this kind of simulations for any system, and small programs were built to retrieve the
outputs of this code, present the results and show them graphically. The core code used
is transcribed in Appendix A and the algorithm is described followingly.
At the beginning of each step, an agent is randomly selected from the total population.
Then, the utility function for that agent is computed for all the regions, according to
equation (6.3.1), using β estimated according to one of the methods. In this particular
case we choose ε to obey a Gumble Extreme Value Distribution with scale 1/β. The
agent is then allocated to the region which maximizes his or her utility. This procedure
is repeated until the populations of each region reach a steady value. The simulation is
run several times and the mean values for the population and the GDP of the several
runs are computed.
7.3.1. Binary Choice: East and West Germany
Our purpose is to take a new look into the binary model, by using computational tools
to study the binary system comprising East and West Germany. The simulation is
initialized with the data of 1991. The population and GDP per capita of West Germany
are respectively NW ' 61.5 million and VW ' 1.15, and the population and GDP per
capita of East Germany are respectively NE ' 18.2 million and VW ' 0.49. The GDP
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of both regions - WW = NWVW and WE = NEVE - is assumed to be constant during all
the simulation.
Due to computational limitations, a simulation with around 80 million agents can’t
be performed and thus the system was rescaled by a factor of 1000, such that the total
number of agents is N = 79753, making the initial population inputs of each region
NW = 18185 and NE = 61568.
In figure 7.3.1 are plotted the results for the evolution of the mean values of NE/N ,
NW/N , VE and VW along the simulation steps, for 25 simulation runs, using β = 3.814.
As expected, the results of the simulations are compatible with the analytical results.
But, in addition, simulations seem also to predict the dynamical behavior of the system,
something which was not possible to obtain only by knowing the equilibrium conditions.
The major achievement is that the time evolution of the GDP per capita observed for
West Germany is an almost perfect match with the simulations. The generic dynamical
behavior of the GDP per capita of East Germany is also predicted, but, once again
its equilibrium value is underestimated. Notice, however, that almost all these data lie
within the standard deviation limit of the simulations which gives greater credit to the
model.
The population dynamics is not so well predicted by simulations. It seems that the
rate at which equilibrium in the GDP per capita is achieved is greater than the rate of
convergence to the steady state of the population. We may speculate once again that
the explanation for this are the government money flows from the West to the East.
Nonetheless, despite this overestimation on the population variation by this model, it is
a great achievement to produce results so close to the data, with a model with so little
input information. It is worth to stress that we were able to predict the evolution of the
GDP per capita and the population for a timespan of 20 years, ignoring all the external
economical, social or demographical influences happening in that period.
7.3.2. Multinomial Choice: German Länder
There is great interest in extending this study beyond the binary choice framework.
The simulation algorithm used is quite simple to implement for any number of regions,
and gives good results, at the level of analytical solutions. Therefore, we can go fur-
ther by studying the demographic and economic predictions, for all the German states
individually.
Instead of considering the 16 German states, we merge the three Stadtstaaten (city-
states) - Berlin, Bremen and Hamburg - with their their neighbor Flächenländer (area
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(a)
(b)
Figure 7.3.1.: Population ratios (a) and GDP per capita (b) for East and West Germany
in the course of the simulation (green lines), compared with real data
(black dashed lines with square markers - upper line is West, while lower
line is East), and with the equilibrium value predicted by the analytical
computations (red dashed lines). The green dashed lines represent the
standard deviation σV =
√
σ2V with σ2V given by equation (6.2.17). The
time/step scale is 1/20000.
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states) - Brandenburg, Niedersachsen and Schleswig-Holstein, respectively - such that
the regions are more equivalent and homogeneous. This reduces the number of regions to
13. Since the parameter β depends only on the profile of the agents, and is considered to
be the same for all regions, we assume that the value estimated for β for the two-regions
system is the same for the system of 13 regions.
The simulation method and the algorithm used were the same, the difference being
the inputs and, as a consequence, the outputs. Table 7.3 presents the results of the and
shows their comparison with 2010 data.
Although none of the data fits between the lower and upper bound of the simulation
(that are quite small), in most of the cases, the estimation is close to the data. Once
more, the population of all the eastern states is underestimated, but aside from that,
most of the data are well fitted by the simulation predictions.
Notable exceptions are Hessen and Hamburg & Schleswig-Holstein, which GDP per
capita are predicted below the German average, while being the two richer states per
capita. Also, the states with lower population seem to exhibit less agreement between
Table 7.3.: GDP per capita and population ratios for the German states: The simulation
results include the mean value of the 25 simulations and the upper and lower
bound, superscript and subscript, respectively.
GDP per Capita Population Fraction
Simulation 2010 Data Simulation 2010 Data
Baden-Württemberg 1.082+0.007−0.010 1.102 14.00%+0.13%−0.10% 13.14%
Bayern 1.105+0.008−0.008 1.158 15.48%+0.11%−0.11% 15.29%
Berlin & Brandeburg 0.886+0.011−0.014 0.828 6.12%+0.10%−0.07% 7.28%
Bremen & Niedersachsen 1.010+0.008−0.007 0.921 10.27%+0.07%−0.08% 10.50%
Hamburg & Schleswig-Holstein 0.937+0.013−0.010 1.165 7.47%+0.09%−0.10% 5.63%
Hessen 0.988+0.013−0.006 1.215 9.36%+0.06%−0.12% 7.41%
Mecklenburg-Vorpommern 0.551+0.022−0.016 0.709 1.69%+0.05%−0.07% 2.02%
Nordrhein-Westfalen 1.166+0.004−0.007 0.995 20.70%+0.13%−0.08% 21.85%
Rheinland-Pfalz 0.861+0.011−0.014 0.878 5.55%+0.08%−0.07% 4.91%
Saarland 0.620+0.023−0.016 0.962 2.18%+0.06%−0.08% 1.25%
Sachsen 0.723+0.014−0.019 0.746 3.24%+0.09%−0.06% 5.10%
Sachsen-Anhalt 0.603+0.016−0.011 0.725 2.02%+0.04%−0.05% 2.88%
Thüringen 0.588+0.014−0.015 0.726 1.91%+0.05%−0.05% 2.75%
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data and simulations, being the most notable example, the smaller of the states, Saar-
land, with a population prediction that almost doubles the observed data and a GDP
per capita predicted much lower than the observed. This can be related precisely with
the demographic size of the regions. At such small scales the influence of the stochastic
term is much greater and thus, the agents decisions are more biased, compromising the
final overall results.
These, although relevant but not decisive exceptions, do not contradict the model,
which predicts the observed data fairly well. Multiple choices make the problem much
more complex and the discrepancies between the results and the observations may be
explained with an heterogeneity that didn’t exist for the binary case.
7.4. Concluding Remarks
We applied the model we developed to the inter-regional migration in Germany and were
able to estimate the probability distribution of the stochastic parameter associated with
the unobserved variables.
Using the distribution estimated, we were able to determine not only the equilibrium
conditions but also the migration dynamics. Furthermore, we were able to extrapolate
the distribution obtained for the binary choice scenario and apply it in a multinomial
choice problem between the different states of Germany.
Numerical simulations were performed, allowing not only to confirm the equilibrium
conditions analytically predicted by the model, but also, the migration dynamics. The
predictions of these match the data, being also able to explain the GDP per capita gap
between East and West Germany. These results are very consistent with our approach
and motivate the future investigation for further empirical evidence.
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8. Conclusions and Further Work
This dissertation hopes to be a contribution to the state-of-the-art in Physics, namely to
the emergent fields of Social Physics and Econophysics, by providing a new perspective
over human migrations.
Even though our object of study are people and their decisions rather than particles
or spins in some lattice, we have attempted to use the same conceptual and technical
tools of Physics to address them. To measure and characterize the behavior of people
and their associated phenomena is quite different from doing the same with fundamental
particles, but we have attempted to make this using three distinct frameworks of Physics:
• Theoretical - by developing a formal mathematical model based on an empyrical
hypothesis;
• Computational - by implementing a code to simulate social agents, and
• Experimental (to some degree since we have used already existent data) - by op-
posing the conclusions of our model with real data from social systems.
By knowing some fundamental ideas of economics and using the methodology of agent-
based modeling we were able to construct a model describing migration that comple-
ments the existing ones by focusing on the decision process of agents.
When considering a simpler version of the model, where agents decide based solely on
the wealth level of regions, a Nash equilibrium is found where the agents spread across the
regions such that the wealth is equally distributed among them. This result supports the
convergence hypothesis of economic growth theory stating that the economic growth of
poorer regions is greater than that of richer regions, eventually leading to a convergence
of economic level. Empirical evidence was analyzed, supporting either this hypothesis
and the basic conclusions of our model.
We improved this model by considering unobserved variables. These can account for
those parameters which are difficult of impossible to measure, including in this case
all variables other than wealth and the preferences of each of the agents. This model
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allows for the determination of the equilibrium configurations for the population and
the distribution of wealth per capita, either using analytical or computational methods
being explicitly determined the equilibrium configuration for the binary choice scenario
using analytical methods. The relation between migrations and economic growth can be
studied within this framework by introducing labor as a factor of production. This leads
to a shift in the equilibrium conditions, where wealthier countries are able to absorb
more migrants due to their contribution to the production of wealth.
We compared the predictions of the model with real data for Germany in the period
after the Cold War until the present. We were able to estimate the distribution of the
unobserved variables for this scenario, and to determine the equilibrium conditions for
the population in East and West Germany. Furthermore, we could also to explain the
gap in the GDP per capita observed in the last 15 years in Germany - which cannot be
explained by standard economic models. Using agent-based simulations we predicted
the dynamic evolution of this binary system which was in good agreement with the
data. When testing the algorithm with the German states, the results of the simulations
proved once more to be reliable against real data.
Nevertheless, this work is not concluded and much more research can be done to
improve the models here presented and developed. One of the most urgent improvements
is to include remittances - the transfers of capital from the destination to the origin
countries. Another improvement would be to introduce social ties as an positive term
in the utility function - people prefer to migrate to a place where they know someone,
a relative or a friend. This would probably imply to add some structure to the network
as there would be links that were preferable to others. This list can be increased further
as the work here described can be considered a baseline for other theories and models
to come.
66
Appendices
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A. Simulation Code
This code is essentially a function that runs the simulations. To obtain particular results,
small programs were made, importing this code.
" " " Created on Mon Mar 11 11 : 01 : 33 2013
@author : Tiago " " "
from sc ipy import ∗
from pylab import ∗
import random
import numpy . random as nr
de f SimulationNRegions (Beta ,N0 , PIB0 , n i t e r , nruns ) :
#Array i n i t i a t i o n
NR = len (N0)
N = ze ro s ( [ n i t e r +1,NR, nruns ] )
pib = ze ro s ( [ n i t e r +1,NR, nruns ] )
#f o r cy c l e in number o f runs
f o r runs in range ( nruns ) :
N[ 0 , : , runs ] = N0
#f o r cy c l e in number o f i t e r a t i o n s
f o r i in range ( n i t e r ) :
#De f i n i t i o n o f gdp per cap i ta
pib [ i , : , runs ] = PIB0/(N[ i , : , runs ] )
#An agent i s randomly chosen
agent = random . random ( )∗ ( sum(N0) )
#Helps d e f i n i n g which i s the o r i g i n r eg i on o f the agent
Aux1 = cumsum(N[ i , : , runs ] )
k = 0
whi le k < NR:
i f agent < Aux1 [ k ] :
j = k
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break
e l s e :
k = k+1
#Ut i l i t y i n i t i a l i z a t i o n
U = ze ro s (NR)
f o r r eg i on in range (NR) :
i f r eg i on == j :
#The agent l e av e s j
N[ i +1, reg ion , runs ] = N[ i , reg ion , runs ]−1
e l s e :
#The othe r s don ’ t move
N[ i +1, reg ion , runs ] = N[ i , reg ion , runs ]
#U t i l i t y o f the agent
U[ r eg i on ] = pib [ i , reg ion , runs ]+nr . gumbel ( 0 , 1 . / Beta )
MAXU=where (U == max(U) ) [ 0 ] [ 0 ]
f o r r eg i on in range (NR) :
i f r eg i on == MAXU:
#An agent en t e r s the p lace which maximizes h i s u t i l i t y
N[ i +1, reg ion , runs ] = N[ i +1, reg ion , runs ]+1
e l s e :
N[ i +1, reg ion , runs ] = N[ i +1, reg ion , runs ]
NMean=ze ro s ( [ n i t e r +1,NR] )
f o r i in range ( n i t e r +1):
f o r r eg i on in range (NR) :
#Average populat ion among d i f f e r e n t runs
NMean [ i , r eg i on ]=mean(N[ i , reg ion , : ] )
pibMean=ze ro s ( [ n i t e r +1,NR] )
f o r i in range ( n i t e r +1):
f o r r eg i on in range (NR) :
#Average gdp per cap i ta
pibMean [ i , r eg i on ]=mean( pib [ i , reg ion , : ] )
Nmax=ze ro s (NR)
Nmin=ze ro s (NR)
pibmax=ze ro s (NR)
pibmin=ze ro s (NR)
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f o r r in range (NR) :
#Max populat ion in equ i l i b r ium
Nmax[ r ]=np .max(N[−102:−2 , r , : ]
#Min populat ion in equ i l i b r i um
Nmin [ r ]=np . min (N[−102:−2 , r , : ] )
#Max pib in equ i l i b r i um
pibmax [ r ]=np .max( pib [−102:−2 , r , : ] )
#Min pib in equ i l i b r i um
pibmin [ r ]=np . min ( pib [−102:−2 , r , : ] )
r e turn NMean, pibMean ,Nmax,Nmin , pibmax , pibmin
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