For our direct ink write (DIW) setup, hours of video are collected of fibrous ink that is printed from a translucent nozzle while parts are made. Due to sporadic misalignment of the fibers, clogs may arise that disrupt ink flow, resulting in a failed part. Without on-line monitoring, defective parts can only be identified by operators who witness clogs as or after they occur, requiring operators to continuously monitor the process to eliminate defects. In order to alleviate this, we aim to minimize the effect of clogging via automated process monitoring and rapid detection, thereby reducing labor costs, material loss, and proper identification of defective parts. In this paper, we propose applying a convolutional neural network (CNN) for single frame classification on images gathered from our DIW setup. We report a class average recall of 99.85% across clogged and unclogged classes, and average error of 1.64% when evaluated on new test video sequences, with a processing rate of 27.58 fps. Using class activation mapping, we can visualize image regions the CNN model identifies as salient for each class in performing its discriminative classification task.
I. INTRODUCTION
Direct Ink Write (DIW) is an additive manufacturing technique in which an object is fabricated from filament(s) of extruded material(s) [1] . The shape and feature size resolution of the part depend on the precision of the relative motion between the print head and substrate, extrusion rate, and material property of the ink, e.g. shear-thinning rheology, rapid recovery of static shear modulus, etc. [2] DIW is extremely versatile due to the wide range of ink materials that are amenable to extrusion. As such, DIW has been used to fabricate self-supporting flexible microelectrodes [3] , hydrogel cellular scaffolds [4] , pseudocapacitive electrodes with MnO 2 loaded inks [5] , and carbon fiber/polymer deposits [6] .
The vast majority of the additive manufacturing platforms used for these widespread applications relies on open-loop DIW processes. As such, DIW remains a powerful, yet specialized fabrication technology best suited for boutique manufacturing. While DIW setups are commonly outfitted with digital cameras as shown in Fig. 1 , real-time visual monitoring is still performed by human operators. Thus, humans must be present to notice potential problems that occur during printing, such as clogs, lack of adhesion to the substrate or part, undesirable sagging of filaments that span gaps, and so on. In order to alleviate the time and expense of this manual approach, realtime analytics can be used to convert sensor data to actionable information to identify problems and implement rectification strategies, if possible.
The main contributions of this work are as follows:
• Novelty: we present an exciting union of machine learning methods and an additive manufacturing domain via the development of a highly accurate neural network model for classification of DIW printing images. • Efficiency: we describe a simple architecture that achieves similar results as modern deeper architectures with a distinct advantage in training time, processing rate, and relative model size and complexity. • Robustness: we test our model on our test set where it yields high image classification performance; we also test our model from a practical application standpoint in detecting instances of clogging in video sequences of ordered frames, and report low error.
II. RELATED WORK
Relevant works where machine learning techniques are applied in additive manufacturing domains include microencapsulation sorting [7] , [8] and laser powder bed fusion [9] , [10] , which use a neural network for image and video classification in the same fashion, respectively. The general technique for image classification using convolutional neural networks (CNN's) was popularized by Krizhevsky et al. [11] in 2012 on the widely recognized ImageNet [12] database. Notable follow-up works on the ImageNet benchmark that have shown high performance include VGG [13] in 2014, GoogLeNet [14] , [15] and Faster R-CNN [16] in 2015, and ResNet [17] in 2016, among others. 
III. METHOD A. Model Architecture
Our CNN architecture, shown in Fig. 2 , consists of 5 weight layers, with 4 convolution layers followed by a fully-connected (FC) layer. Convolutional filters have kernel size of 3×3, with 16 filters in the first two convolution blocks, and 32 filters in the last two convolution blocks. To improve performance and stability of training, batch normalization [18] is applied to every convolutional layer activation. For nonlinearity, we apply the ReLU activation function to all layers except for the output layer. Max pooling kernel sizes are 2×2 with a stride of (2, 2). We perform global average pooling (GAP) on the output tensor of the last convolutional layer directly before classification. Lin et al. [19] suggested the use of GAP in place of FC layers as a regularizer to prevent overfitting by significantly reducing the number of parameters while retaining high performance. Moreover, GAP enforces correspondences between feature maps and categories, allowing the feature maps to contain visual interpretations of the categories which we will take advantage of, described in a later section. Finally, the output layer with 2 output nodes uses the softmax activation which gives us our probability distribution prediction over the two classes. Our input data to the CNN is a grayscale 256 × 256 image. This model was implemented in Keras with TensorFlow backend to utilize GPU capabilities.
B. Dataset
Videos were collected in real-time at 13.55 fps from a typical production campaign of the same object as shown in Fig. 1 . Several runs generated 25 video sequences in which most of them ended in clogs. As during a typical operation, once clogs were detected by operators, the process is stopped. Since the unclogged state makes up for the bulk of the operation, our dataset reflects that distribution. The breakdown of our approximately 600k image dataset is 90% unclogged image frames and 10% clogged image frames. Because of the severe class imbalance, we use a class weighting scheme in our loss function, described in the next section, to penalize misclassifications of each class proportional to their representation in the dataset. Labels were assigned by expert operators who identify the first instance of a clogged frame in a video sequence. Overall, the process of obtaining/labeling data from this DIW system is straightforward and not labor intensive, since only the transition frames must be identified. Of the 25 video sequences, 21 videos are split into individually labeled image frames to be included in our dataset for image classification training/testing. The remaining held-out 4 video sequences will be used in a separate experiment to measure model performance for detecting instances of clog events.
C. Loss Function
Binary cross-entropy between true distribution q and estimated distribution p given by the model is given as
where q c ∈ {y, 1 − y} is the ground-truth label for class c and p c ∈ {ŷ, 1 −ŷ} is the predicted probability given by the model for class c. Then our cross-entropy loss function computed across all N training samples is
where y i is the label for sample i, 0 for unclogged or 1 for clogged,ŷ i is the model predicted probability for sample i, and the constant coefficient s y is the penalization score for class label y. This class weighting scheme incorporated in our loss function in (2) is defined as
where N y is the number of training samples with label y, and μ is a constant set to 2.75 via manual tuning by evaluating on a held-out validation set. In our dataset, the score for the unclogged class was computed to be 1.11, while the score for the clogged class was computed to be 3.34. The score is inversely proportional to the size of the class in the training set; thus, an underrepresented class will have a higher penalization score for misclassification of that class. This method which uses a weighting factor is also known as balanced crossentropy. While the score in (3) In contrast to an algorithm-based approach like focal loss to address class imbalance, Pouyanfar et al. [21] gives a databased approach via dynamic sampling where the idea is to be able to adjust the class distribution between the majority class and the minority class in the training batch based on the F1scores of each class. The method dynamically samples images of each class determined by their F1-scores in the previous training iteration: classes with lower F1-scores will be oversampled for the current iteration while the classes with higher F1-scores will be under-sampled.
D. Training
Our dataset, consisted of image frames from 21 video sequences, is split into 70% training, 10% validation, and 20% testing for final model performance evaluation. Our platform for training is a 64-bit CentOS Linux 7 machine with four NVIDIA TITAN X Pascal GPU cards. The model is trained from scratch for 10 epochs with randomly initialized weights. The learning rate was initialized to η = 10 −4 . Optimization is done via the Adam optimizer [22] , computing the gradients over mini-batches of size 64. Training of 10 epochs over our 600k image dataset on a single NVIDIA TITAN X Pascal GPU card took less than a day -only about a few hours. Our hyperparameters, i.e. learning rate, batch size, total number of epochs, and μ in (3), were manually tuned on a held-out validation set. In a future version of this work, we hope to use tuning heuristics such as grid search or randomized search [23] to optimize and fine-tune our model.
For experimental comparison, we investigate and train alternative existing architectures, namely, VGG16 [13] and InceptionV3 [15] , implemented in the Keras library. These models were trained over the same split over the same dataset, for 10 epochs with randomly initialized weights, and the same learning rate and batch size. The VGG16 model receives inputs at its default size 224 × 224 × 3, and the InceptionV3 model receives inputs at its default size 299 × 299 × 3.
E. Class Activation Maps
The architecture diagram in Fig. 2 shows that we use global average pooling to reduce the dimensionality of the output tensor of the last convolutional layer, condensing the information of each feature map into a spatial average value. These averages are used as features to a fully-connected softmax layer that will yield probabilistic output. During training, the weights for those features are learned for each class where the weight w c k signifies the importance of feature k for class c. After training, separate from classification, these weights of the output layer are projected back onto the feature maps in consideration in a weighted sum to generate class activation maps (CAM, see Zhou et al. [24] ),
where M c is the 16 × 16 CAM for class c, f k is the k th 16 × 16 feature map of the last convolutional layer, and w c k is the weight for class c and feature map k. For illustration purposes, the CAMs presented in our figures are resized to 256 × 256. For a test image forward-passed through the network, its own feature maps will be computed, then using the learned weights of the output layer, we can generate a CAM for the image for a particular class using (4) . The CAM can be used to identify and localize the discriminative image regions used by the model to predict that category. It can act as a saliency map to visualize spatially the importance of a spatial grid in the classification of the image to that category. Fig. 3 presents example illustrations of generated CAMs overlaid on original input frames, with a more saturated red hue indicating higher saliency of a spatial grid. The top row shows the CAMs of the unclogged class (that is, using the learned weights w c where c = unclogged) overlaid on unclogged frames from which the CAMs were generated. The bottom row shows CAMs of the clogged class (that is, using the learned weights w c where c = clogged) overlaid on clogged frames from which the CAMs were generated. The focus of attention on the parts of the nozzle indicates that the model relies heavily on the features extracted from those regions to discriminate the clogged images from the unclogged category. Indeed, as clogs arise, they can be seen through the translucent nozzle at the indicated salient image regions.
For classification, the model will simply sum up the saliency values of the CAM over all spatial locations to obtain a raw score S c = x,y M c (x, y) for class c. Then the model normalizes the scores into a probability distribution for its softmax prediction output, P c = exp Sc j exp Sj . IV. RESULTS Fig. 4 displays the ROC curve of our CNN model evaluated on the test set in detecting the positive (clogged) class, as well as the area under the curve, along with the performance of VGG16 and InceptionV3. As shown, our simple architecture yields comparable performance (with 1 × 10 −5 difference) to those of popular deeper architectures with proven records in image classification. Table I gives the breakdown of the differences exhibited by each architecture. We note that while the recall rates for both classes are similar among all architectures, the distinct advantages shown by our model is in the faster training time, and the significant reduction in model complexity expressed as the number of parameters. While 8.6 hours of training time is not much faster than 12.1 hours, we anticipate for training iterations of more than 10 epochs (epochs 10), we will see a more drastic difference in training time. Table II shows a breakdown by class of the recognition rates our model achieves on the test set. The first diagonal entry at (0,0) gives the true negative rate, and the second diagonal entry at (1, 1) gives the true positive rate where the model correctly classifies clogged frames. The off-diagonal entries give the misclassification rates -model predicts clogged for unclogged samples (false positives), and model predicts unclogged for the clogged ground-truth (false negatives). If a low false negative rate is desired, a higher true positive rate can be obtained by adjusting the false positive threshold to the right in ROC space depicted in Fig. 4 ; similarly, to put emphasis on a low false positive rate, its threshold can be adjusted to the left, which would in turn increase the false negative rate. A careful balance of false classification rates can be achieved based on the desired outcomes and purpose of the application.
We recall that the clogged class was severely underrepresented -10% of the dataset -yet we note that the recognition rate is 99.72%, made possible by the class weighting scheme in (3) . Without addressing the class imbalance issue, we run into the problem of a trivial model where simply predicting all test samples as unclogged yields 90% overall accuracy. The problem is while it obtains 100% recall for the unclogged class, it obtains 0% for the clogged class, and the class average recall results in 50%. However, our class weighting scheme allowed the model to obtain high recall rates for both classes, and we report a 99.85% class average recall rate for our classification experiment.
Although a high classification accuracy is achieved, we still are uncertain about the performance of our algorithm in a practical application scenario. Thus, we perform a secondary experiment for detecting clogged frames in a video sequence consisting of chronologically ordered image frames. We obtain 4 held-out video sequences whose image frames were not in the training or testing set of the classification experiment to evaluate the generalizability of our model. For each video sequence, we attempt the detection of each instance of a clog event, and report the error. Table III presents the results of our CNN along with those of VGG16 and InceptionV3. The second column gives the sequence length in number of frames, and the last row gives the average processing rate in frames per seconds over the sequences, for each of the models. As the results show, we get a trade-off between performance and speed. Though we see that our CNN is outperformed by our competitor models (by no more than 1.7 points), we observe that our model has the fastest processing rate -1.11× as fast as VGG16 and 1.8× as fast as InceptionV3, capable of real-time implementation. Our average error across all test video sequences is 1.64%, compared to 0.58% for VGG16 and 0.84% for InceptionV3.
V. CONCLUSION
In this work, we presented a CNN model for binary classification in the additive manufacturing domain of direct ink write. The effects of clogging during the printing process may include failed and defective parts as well as material loss. To prevent this, human operators are required to continuously monitor the process, expending significant labor costs. To alleviate this issue and mitigate the effects of clogging, we introduce a highly accurate CNN classifier capable of being implemented for real-time usage. We describe in detail our setup and our end-to-end training process for a low-complexity network that proves itself comparable to modern high-complexity architectures, namely VGG16 and InceptionV3, on the task of clog detection on our domainspecific dataset, as shown in our experimental results. Using class activation maps, we were able to visualize how the model performs its discriminative task and which image regions the model identifies as salient for classification of an image to a particular category. We perform experiments to evaluate its classification and detection capabilities, and as our experimental results show, the main contribution of this work is a simple yet efficient model that demonstrated robust performance using low-cost computation equipment with a short training pipeline.
Future direction may include predictive analysis in advance of the onset of clogging using a LSTM to exploit temporal patterns for detecting the onset of clogs. The benefit is that preventative measures may be put in place to preemptively correct or stop the process before a clog can happen, preventing damages to materials and parts. Implementing this in real-time can automate the detection process, alleviating the cost of labor.
