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The purpose of this paper is to explain one extension of the ideas of the Griffiths-
Dolgachev-Steenbrink method for describing the Hodge theory of smooth (resp. quasi-
smooth) hypersurfaces in complex projective spaces (resp. in weighted projective spaces).
The main idea of this method is the representation of the Hodge components Hd−1−p,p(X)
in the middle cohomology group of projective hypersurfaces
X = {z ∈ Pd : f(z) = 0}
in Pd = ProjC[z1, . . . , zd+1] using homogeneous components of the quotient of the polyno-
mial ring C[z1, . . . , zd+1] by the ideal J(f) = 〈∂f/∂z1, . . . , ∂f/∂zd+1〉. Basic references are
[13, 14, 24, 29].
In this paper, we consider hypersurfaces X in compact d-dimensional toric varieties PΣ
associated with complete rational polyhedral fan Σ of simplicial cones Rd. According to
the theory of toric varieties [12, 22, 9, 23], PΣ is defined by glueing together of affine toric
varieties Aσ = SpecC[σˇ ∩ Z
d] (σ ∈ Σ) where σˇ denotes the dual to σ cone. Weighted
projective spaces are examples of toric varieties.
M. Audin [1] first noticed that there exists another approach to the definition of the
toric variety PΣ. This definition bases on the representation of PΣ as a quotient of some
Zariski open subset U(Σ) in an affine space An by a linear diagonal action of some algebraic
∗Supported by DFG, Forschungsschwerpunkt Komplexe Mannigfaltigkeiten.
†Research supported by NSF grant DMS-9301161.
subgroup D(Σ) ⊂ (C∗)n. The group of characters of D(Σ) is isomorphic to the group of
classes Cl(Σ) of divisors on PΣ modulo the rational equivalence. The dimenson n of the
open set U(Σ) equals the number of 1-dimensional cones in the fan Σ, and the dimension
of D(Σ) equals n− d, the rank of the Picard group of PΣ. In particular, if PΣ is smooth,
then U(Σ) is the universal torsor over PΣ (see [21]) and D(Σ) is the torus of Neron-Severi.
The codimension of the complement
Z(Σ) = An \ U(Σ)
is at least 2. So the ring of regular algebraic functions on U(Σ) is isomorphic to the
polynomial ring
S(Σ) = C[z1, . . . , zn].
The action D(Σ) on U(Σ) induces a canonical grading of the ring S(Σ) by elements of
Cl(Σ), i.e., by characters of D(Σ). In the paper [5] of the second author, the polynomial
ring S(Σ) together with the Cl(Σ)-grading is called the homogeneous coordinate ring of
the toric variety PΣ. One nice feature of this ring is that a hypersurface X ⊂ PΣ has a
defining equation f = 0 for some f ∈ S(Σ)β. Here, S(Σ)β is is the graded piece of S(Σ) in
degree β, and β is the divisor class of X in Cl(Σ).
Let us describe the contents of the paper in more detail:
Sections 1 and 2. We establish notation and review the construction of a simplicial
toric variety PΣ as a quotient U(Σ)/D(Σ). We also study the irreducible components and
codimension of Z(Σ) = An \ U(Σ).
Sections 3 and 4. We characterize a quasi-smooth hypersurface X ⊂ PΣ in terms of its
defining equation and we examine relations with V -submanifolds and toroidal pairs. We
also study T(Σ)-linearized sheaves on PΣ (where T(Σ) is the torus acting on PΣ).
Sections 5, 6 and 7. The Bott-Steenbrink-Danilov vanishing theorem for toric varieties
was stated without proof in [9, 23]. We give a proof in the case when PΣ is simplicial, and
more generally we prove a vanishing theorem for the weight filtration on ΩpPΣ(logD)⊗L.
Sections 8 and 9. Given an ample hypersurface X ⊂ PΣ, we study H
0(PΣ,Ω
p
PΣ
(X)).
We use Cl(Σ)-graded S(Σ)-modules from [5] to describe ΩpPΣ , and we give explicit genera-
tors for the global sections when p = d or d− 1 (where d is the dimension of PΣ).
Section 10. Given an ample hypersurface X ⊂ PΣ defined by f ∈ S(Σ)β , we show that
under the Hodge filtration on Hd(PΣ \X), the graded pieces Gr
p
FH
d(PΣ \X) are naturally
isomorphic to certain graded pieces of S(Σ)/J(f), where J(f) is the Jacobian ideal of f .
We then study the primitive cohomology of X and show how to generalize classical results
of Griffiths, Dolgachev and Steenbrink.
Section 11. The first author recently studied the cohomology of the affine hypersurface
Y = X ∩T(Σ) (see [3]). We show how these results can be stated in terms of the the ideal
of S(Σ) generated by zi∂f/∂zi for i = 1, . . . , n. By looking at the weight filtration on Y ,
we also get some results on the Hodge components of X .
Sections 12 and 13. The last two sections of the paper give further results on toric
varieties. First, we generalize the classic Euler exact sequence and apply it to study d− 1
forms and the tangent sheaf on PΣ. Then we show how the graded piece (S(Σ)/J(f))β of
the Jacobian ring is related to the moduli of hypersurfaces in PΣ defined by f ∈ S(Σ)β .
We use results on the automorphism group of PΣ obtained by the first author in [5].
2
1 The definition of a simplicial toric variety PΣ
Let M be a free abelian group of rank d, N = Hom(M,Z) the dual group. We denote by
MR (resp. by NR) the R-scalar extension of M (resp. of N).
Definition 1.1 A convex subset σ ⊂ NR is called a rational k-dimensional simplicial cone
(k ≥ 1) if there exist k linearly independent elements e1, . . . , ek ∈ N such that
σ = {µ1e1 + · · ·+ µkek | li ∈ R, li ≥ 0}.
We call e1, . . . , ek ∈ N integral generators of σ if for every ei (1 ≤ i ≤ k) and any non-
negative rational number µ, µ · ei ∈ N only when µ ∈ Z. The origin 0 ∈ NR is the rational
0-dimensional simplicial cone, and the set of integral generators of this cone is empty.
Definition 1.2 A rational simplicial cone σ′ is called a face of a rational simplicial cone
σ (we write σ′ ≺ σ) if the set of integral generators of σ′ is a subset of the set of integral
generators of σ.
Definition 1.3 A finite set Σ = {σ1, . . . , σs} of rational simplicial cones in NR is called a
rational simplicial complete d-dimensional fan if the following conditions are satisfied:
(i) if σ ∈ Σ and σ′ ≺ σ, then σ′ ∈ Σ;
(ii) if σ, σ′ are in Σ, then σ ∩ σ′ ≺ σ and σ ∩ σ′ ≺ σ′;
(iii) NR = σ1 ∪ · · · ∪ σs.
The set of all k-dimensional cones in Σ will be denoted by Σ(k).
Example 1.4 Let w = {w1, . . . , wd+1} be the set of positive integers satisfying the condi-
tion gcd(wi) = 1. Choose d+1 vectors e1, . . . , ed+1 in a d-dimensional real space V such V
is spanned by e1, . . . , ed+1 and there exists the linear relation
w1e1 + · · ·+ wd+1ed+1 = 0.
Define N to be the lattice in V consisting of all integral linear combinations of e1, . . . , ed+1.
Obviously, NR = V . Let Σ(w) be the set of all possible simplicial cones in V generated by
proper subsets of {e1, . . . , ed+1}. Then Σ(w) is an example of a rational simplicial complete
d-dimensional fan.
We want to show how every rational simplicial complete d-dimensional fan Σ defines a
a compact d-dimensional complex algebraic variety PΣ having only quotient singularities.
For instance, if Σ is a fan Σ(w) from Example 1.4, then the corresponding variety PΣ will
be the d-dimensional weighted projective space P(w1, . . . , wd+1). The standard defintion
of P(w1, . . . , wd+1) describes it as a quotient of C
d+1 \ {0} by the diagonal action of the
multiplicative group C∗:
(z1, . . . , zd+1)→ (t
w1z1, . . . , t
wd+1zd+1), t ∈ C
∗.
In Definition 1.11, we will show that the toric variety PΣ can be constructed in a similar
manner. We first need some definitions.
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Definition 1.5 ([5]) Let S(Σ) = C[z1, . . . , zn] be the polynomial ring over C with variables
z1, . . . , zn, where Σ
(1) = {ρ1, . . . , ρn} are the 1-dimensional cones of Σ. Then, for σ ∈ Σ,
let ẑσ =
∏
ρi 6⊂σ zi, and let B(Σ) = 〈ẑσ : σ ∈ Σ〉 ⊂ S(Σ) be the ideal generated by the ẑσ’s.
Definition 1.6 Let An = SpecS(Σ) be the n-dimensional affine space over C with coor-
dinates z1, . . . , zn. The ideal B(Σ) ⊂ S(Σ) gives the variety
Z(Σ) = V(B(Σ)) ⊂ An,
and we get the Zariski open set
U(Σ) = An\Z(Σ).
Definition 1.7 Consider the injective homomorphism α :M → Zn defined by
α(m) = (〈m, e1〉, . . . , 〈m, en〉).
The cokernel of this map is Zn/α(M) ≃ Cl(Σ), and we define D(Σ) := SpecC[Cl(Σ)] to
be (n− d)-dimensional commutative affine algebraic D-group whose group of characters is
isomorphic to Cl(Σ) (see [18]).
Remark 1.8 Notice that the finitely generated abelian group Cl(Σ) defines D(Σ) not only
as an abstract commutative affine algebraic D-group, but also as a canonically embedded
into (C∗)n = SpecC[Zn] subgroup associated with the surjective homomorphism Zn →
Zn/α(M) ≃ Cl(Σ). So we obtain the canonical diagonal action of D(Σ) on the affine space
An. Obviously, U(Σ) is invariant under this action.
Now we are ready to formulate the key theorem.
Theorem 1.9 Let Σ be a rational simplicial complete d-dimensional fan. Then the canon-
ical action of D(Σ) on U(Σ) has the geometric quotient
PΣ = U(Σ)/D(Σ)
which is a compact complex d-dimensional algebraic variety having only abelian quotient
singularities (and hence PΣ is a V -manifold).
Proof. The existence of the quotient U(Σ)/D(Σ) was proved in the analytic case by
Audin [1] and in the algebraic case by Cox [5]. It remains to show that PΣ has only
abelian quotient singularities. First observe that Z(Σ) is defined by the vanishing of ẑσ
for the d-dimensional cones σ ∈ Σ(d). For such a σ, set Uσ = {z ∈ A
n : ẑσ 6= 0}. Thus
U(Σ) =
⋃
σ∈Σ(d) Uσ, and it suffices to show that Uσ/D(Σ) has abelian quotient singularities.
If the 1-dimensional cones of Σ are Σ(1) = {ρ1, . . . , ρn}, put G(Σ) = {e1, . . . , en} where
ei is the integral generator of ρi. Now renumber G(Σ) so that the generators of σ are
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e1, . . . , ed. Then Uσ = C
d × (C∗)n−d. To see how D(Σ) acts on this set, consider the
commutative diagram
0 0
↓ ↓
Zn−d = Zn−d
↓ ↓
0 → M → Zn → Cl(Σ) → 0
‖ ↓ ↓
0 → M → Zd → Cl(σ) → 0
↓ ↓
0 0
(1)
where the map M → Zd is m 7→ (〈m, e1〉, . . . , 〈m, ed〉). Since e1, . . . , ed are linearly inde-
pendent, it follows that Cl(σ) is a finite group. Then the last column of the diagram gives
the exact sequence
1→ D(σ)→ D(Σ)→ (C∗)n−d → 1. (2)
Since Uσ = C
d× (C∗)n−d and D(σ) acts naturally on Cd, it follows that the map Cd → Uσ
defined by (t1, . . . , td) 7→ (t1, . . . , td, 1, . . . , 1) is equivariant. It is also easy to see that the
induced map Cd/D(σ) → Uσ/D(Σ) is an isomorphism. Since D(σ) is a finite abelian
group, the theorem is proved. ✷
Remark 1.10 Audin [1] and Cox [5] have shown that PΣ is isomorphic to the complete
toric variety associated with the simplicial fan Σ in the usual sense of the theory [9, 23] (see
[5] for other people who have discovered this result). Also, [5] shows that Aσ = Uσ/D(Σ) ⊂
PΣ is the affine toric open associated to the cone σ ∈ Σ. We can thus use Theorem 1.9 as
the definition of toric variety.
Definition 1.11 The complete d-dimensional algebraic variety
PΣ = U(Σ)/D(Σ)
is called the toric variety associated with the complete simplicial fan Σ.
This construction of a toric variety makes it easy to see the torus action.
Definition 1.12 Denote by T(Σ) the quotient of (C∗)n by the subgroup D(Σ). When Σ
is fixed, we denote T(Σ) simply by T.
Remark 1.13 The group T(Σ) is isomorphic to the torus N ⊗ C∗ = (C∗)d. Since the
group (C∗)n is an open subset of U(Σ), and it acts canonically on U(Σ), T(Σ) is an open
subset of PΣ having the induced action by regular automorphisms of PΣ.
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2 The structure of Z(Σ) = An \ U(Σ)
We will next discuss the closed subvariety Z(Σ) = An\U(Σ). It has an interesting combi-
natorial interpretation.
Definition 2.1 ([2]) Let the 1-dimensional cones of Σ be Σ(1) = {ρ1, . . . , ρn}, and put
G(Σ) = {e1, . . . , en} where ei is the integral generator of ρi. We call a subset P =
{ei1 , . . . , eip} ⊂ G(Σ) a primitive collection if {ei1 , . . . , eip} is not the set of generators
of a p-dimensional simplicial cone in Σ, while any proper subset of P generates a cone in
Σ.
Example 2.2 Let Σ be a fan Σ(w) from Example 1.4. Then there exists only one primitive
collection in G(Σ(w)) which coincides with G(Σ(w)) itself.
Definition 2.3 Let P = {ei1 , . . . , eip} be a primitive collection in G(Σ). Define A(P) to
be the (n− p)-dimensional affine subspace in An having the equations
zi1 = · · · = zip = 0.
Remark 2.4 Since every primitive collection P has at least two elements, the codimension
of A(P) is at least 2.
Lemma 2.5 Let Z(Σ) ⊂ An be the variety defined in Definition 1.6. Then the decompo-
sition of Z(Σ) into its irreducible components is given by
Z(Σ) =
⋃
P
A(P),
where P runs over all primitive collections in G(Σ).
Proof. First, it follows from the definition of Z(Σ) = V(ẑσ : σ ∈ Σ) that
Z(Σ) =
⋃
Q
A(Q), (3)
where Q runs over all subsets Q ⊂ G(Σ) which are not the set of generators of any cone in
Σ. Then note that the set of all such Q’s are partially ordered by inclusion, and Q ⊂ Q′
implies A(Q′) ⊂ A(Q). Hence, in the above union, it suffices to use the minimal Q’s, which
are precisely the primitive collections. It follows that these give the irreducible components
of Z(Σ). ✷
Remark 2.6 In [2], the first author conjectured that for smooth complete toric varieties,
the number of primitive collections could be bounded in terms of the Picard number ρ
(= n−d). Since primitive collections correspond to irreducible components of Z(Σ) by the
above lemma, we can reformulate this conjecture as follows.
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Conjecture 2.7 For any d-dimensional smooth complete toric variety with Picard number
ρ defined by a complete regular fan Σ, there exists a constant N(ρ) depending only on ρ
such that Z(Σ) ⊂ An has at most N(ρ) irreducible components.
We next study the codimension of Z(Σ). When PΣ is a weighted projective space, it
follows from Example 2.2 that Z(Σ) = {0}, which is as small as possible. It turns out that
in most other cases, Z(Σ) is considerably larger. The precise result is as follows.
Proposition 2.8 Let PΣ be a complete simplicial toric variety of dimension d, and let
Z(Σ) ⊂ An be as above. Then either
1. 2 ≤ codimZ(Σ) ≤ [1
2
d] + 1, or
2. n = d+ 1 and Z(Σ) = {0}.
Proof. To illustrate the range of techniques that can be brought to bear on this subject,
we will give two proofs of this result. For the first proof, we make the additional assumption
that PΣ is projective. A projective embedding of PΣ is given by a strictly convex support
function on Σ, which determines a convex polytope ∆ ⊂ MR (see [23]). Now consider the
dual polytope ∆∗ ⊂ NR. Combinatorially, ∆
∗ is closely related to the fan Σ—in fact, Σ is
the cone over ∆∗.
Let k = [1
2
d] + 1 and assume that codimZ(Σ) > k. Now pick any subset Q ⊂ G(Σ)
consisting of k elements (this corresponds to picking k vertices of ∆∗). Then codimZ(Σ) >
k implies that A(Q) 6⊂ Z(Σ). From equation (3), it follows that Q must be the set of
generators for some face σ ∈ Σ.
In terms of the polytope ∆∗, this shows that every set of k vertices are the vertices of
some face of ∆∗. Since k > [1
2
d], standard results about convex polytopes (see Chapter 7
of [16]) imply that ∆∗ is a simplex, which proves that the number of 1-dimensional cones
is n = d+ 1.
Our second proof, which applies to arbitrary complete simplicial toric varieties, uses
the Stanley-Reisner ring of a certain monomial ideal associated with Σ.
Definition 2.9 Let Σ be a complete simplicial fan of dimension d. The Stanley-Reisner
ideal I(Σ) is the ideal in S = S(Σ) generated by all monomials zi1 · · · zip such that
{ei1 , . . . , eip} is a primitive collection in G(Σ). The quotient R(Σ) = S(Σ)/I(Σ) is called
the Stanley-Reisner ring of the fan Σ.
As explained in [26, 28], the ring R(Σ) comes from the simplicial complex given by all
subsets of G(Σ) which correspond to cones of Σ (this is because Σ is a simplicial fan). But
since Σ is also complete, the simplicial complex is a triangulation of the d− 1 sphere. This
has some very strong consequences about the ring R(Σ). For instance, by §1 of [26], the
irreducible components of the affine variety SpecR(Σ) correspond to maximal faces of the
simplicial complex. It follows that SpecR(Σ) is a union of d-dimensional linear subspaces
in An, one for each d-dimensional cone of Σ.
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Remark 2.10 One should not confuse Z(Σ) with SpecR(Σ). For a weighted projective
space as in Example 1.4, Z(Σ) = {0}, but I(Σ) is a principal ideal generated by the
monomial z1 · · · zd+1, i.e., SpecR(Σ) is the union of d+ 1 linear subspaces of codimension
1 in An = Ad+1.
The ring R(Σ) has many nice properties. First, it has the natural grading by elements
of Z≥0 induced from the Z≥0-grading of the polynomials ring S. Second, since the simplicial
complex is a triangulation of the d − 1 sphere, it follows from Chapter II, §5 of [28] that
R(Σ) is a graded Gorenstein ring of dimension d. Then, by [4], the minimal free resolution
0→ Pn−d
dn−d
→ Pn−d−1
dn−d−1
→ · · ·
d2→ P1
d0→ P0 → R(Σ)→ 0
of R(Σ) as a module over S satisfies the duality property
Pi ∼= HomS(Pn−d−i, Pn−d) (4)
where each di is a graded homomorphism of degree 0 between the graded S-modules Pi
and Pi−1. Further, the module P0 is isomorphic to S, and since we know the generators of
I(Σ), we get an isomorphism
P1 ∼=
⊕
P⊂G(Σ)
S(−|P|) (5)
where P runs over all primitive collections in G(Σ), and |P| is the cardinality of P. Finally,
the duality (4) shows that Pn−d is a free S-module of rank 1.
We claim that Pn−d ∼= S(−n). For each i between 0 and n− d, let h(i) be the minimal
integer h such that Pi has a nonzero element of degree h. The minimality of the free
resolution implies that 0 = h(0) < h(1) < · · · < h(n − d − 1) < h(n − d). Since Pn−d
has rank 1, we have Pn−d = S(−h(n − d)). Hence it suffices to show h(n − d) = n. The
Hilbert-Poincare series of S(−j) is H(S(−j), t) = tj/(1− t)n, so that the free resolution of
R(Σ) implies that
H(R(Σ), t) =
n−d∑
i=0
(−1)iH(Pi, t) =
polynomial of degree h(n− d)
(1− t)n
.
However, Theorem 1.4 of Chapter II of [28] shows that
H(R(Σ), t) =
polynomial of degree d
(1− t)d
.
Comparing these two expressions, we conclude h(n− d) = n.
Once we know Pn−d = S(−n), the isomorphism (5) and the duality (4) give an isomor-
phism
Pn−d−1 ∼=
⊕
P⊂G(Σ)
S(−n+ |P|). (6)
Assume now that n > d+ 1. Then h(n− d− 1) > · · · > h(1) implies
h(n− d− 1) ≥ h(1) + n− d− 2. (7)
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From the isomorphisms (5) and (6), we see that there exist primitive collections P1 and P2
such that
h(n− d− 1) = n− |P1| and h(1) = |P2|.
Then the inequality (7) implies that
|P1|+ |P2| ≤ d+ 2,
and thus
min(|P1|, |P2|) ≤ [
1
2
d] + 1.
On the other hand, Lemma 2.5 implies
min
P⊂G(Σ)
|P| = min
P⊂G(Σ)
codimA(P) = codimZ(Σ).
This proves codimZ(Σ) ≤ [1
2
d] + 1 when n > d+ 1.
On the other hand, the equality n = d + 1 is possible only if the minimal projective
resoluton of R(Σ) consists of P0 ∼= S and P1 ∼= S(−n), which means that I(Σ) is the prin-
cipal ideal generated by the monomial z1 · · · zn of degree n. This implies that {z1, . . . , zn}
is the unique primitive collection, and we obtain Z(Σ) = {0}. This completes the proof of
the proposition. ✷
The condition n = d+ 1 is closely related to PΣ being a weighted projective space.
Lemma 2.11 Let Σ be a complete simplicial fan with n = d+1 1-dimensional cones. Then
there is a weighted projective space P(w1, . . . , wd+1) and a finite surjective morphism
P(w1, . . . , wd+1)→ PΣ.
Furthermore, if G(Σ) = {e1, . . . , ed+1}, then the following are equivalent:
1. PΣ is a weighted projective space.
2. D(Σ) ∼= C∗ (or equivalently, Cl(Σ) ∼= Z).
3. e1, . . . , ed+1 generate N as a Z-module.
Proof. First note that (1) ⇒ (2) is immediate. Further, if (3) holds, then Example
1.4 shows that PΣ is a weighted projective space. It remains to show (2) ⇒ (3). But if
Cl(Σ) ∼= Z, then taking the dual of the exact sequence
0→ M
α
→ Zd+1 → Z→ 0
from Definition 1.7 gives an exact sequence
0→ Z→ Zd+1 → N → 0,
and it follows that e1, . . . , ed+1 generate N .
Finally, given an arbitrary fan Σ with n = d+1, let N ′ ⊂ N be the sublattice generated
by e1, . . . , ed+1. Then the fan Σ induces a fan Σ
′ for the lattice N ′, and the natural inclusion
(N ′,Σ′) → (N,Σ) induces a finite surjection PΣ′ → PΣ by Corollary 1.16 of [23]. By the
above, PΣ′ is a weighted projective space, and the proposition is proved. ✷
Lemma 2.11 implies that a smooth complete toric variety with n = d + 1 is Pd (this
fact is well-known). Thus we get the following corollary of Proposition 2.8.
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Corollary 2.12 Let PΣ be a smooth complete toric variety. Then either
1. 2 ≤ codimZ(Σ) ≤ [1
2
d] + 1, or
2. PΣ = P
d.
We end this section with some comments about combinatorially equivalent fans.
Definition 2.13 Two rational simplicial complete d-dimensional fans Σ and Σ′ are called
combinatorially equivalent if there exists a bijective mapping Σ → Σ′ respecting the face-
relation “≺” (see Definition 1.2).
Remark 2.14 It is easy to see that the closed subset Z(Σ) ⊂ An depends only on the
combinatorial structure of Σ, i.e., for two combinatorially equivalent fans Σ and Σ′, we can
assume that we are in the same affine space An, and then we have Z(Σ) = Z(Σ′) and hence
U(Σ) = U(Σ′).
It follows that all toric varieties coming from combinatorially equivalent fans are quo-
tients of the same open set U ⊂ An, though the group actions will differ. For example, all
d-dimensional weighted projective spaces come from combinatorially equivalent fans and
are quotients of U = Ad+1 − {0}.
3 Quasi-smooth hypersurfaces
Throughout this section, let P = PΣ be a fixed d-dimensional complete simplicial toric
variety. The action of D = D(Σ) on An induces an action on S = S(Σ) = C[z1, . . . , zn].
The decomposition of this representation gives a grading on S by the character group Cl(Σ)
of D. A polynomial f in the graded piece of S corresponding to β ∈ Cl(Σ) is said to be
D-homogeneous of degree β.
Such a polynomial f has a zero set V(f) ⊂ An, and V(f)∩U(Σ) is stable under D and
hence descends to a hypersurface X ⊂ P (this is because P is a geometric quotient—see
[5] for more details). We call V(f) ⊂ An the affine quasi-cone of X .
Definition 3.1 If a hypersurface X ⊂ P is defined by a D-homogeneous polynomial f ,
then we say that X is quasi-smooth if the affine quasi-cone V(f) is smooth outside Z =
Z(Σ) ⊂ An.
To see what this definition says about the hypersurface X , we need the concept of a
V -submanifold of a V -manifold. As usual, a d-dimensional variety W is a V -manifold if for
every point p ∈ W ′, there is an analytic isomorphism of germs (Cd/G, 0) ∼= (W, p) where
G ⊂ GL(d,C) is a finite small subgroup. (Recall that being small means there are no
elements with 1 as an eigenvalue of multiplicity d−1, i.e., no complex rotations other than
the identity). In this case, we say that (Cd/G, 0) is a local model of W at p.
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Definition 3.2 If a d-dimensional variety W is a V -manifold, then a subvariety W ′ ⊂W
is a V -submanifold if for every point p ∈ W ′, there is a local model (Cd/G, 0) ∼= (W, p)
such that G ⊂ GL(d,C) is a finite small subgroup and the inverse image of W ′ in Cd is
smooth at 0.
Remark 3.3 In [25], Prill proved that G is determined up to conjugacy by the germ (W, p).
Hence, if W ′ ⊂ W is a V -submanifold for one local model at p, then it is a V -submanifold
for all local models at p. It is also easy to see that a V -submanifold of a V -manifold W
is again a V -manifold. However, the converse is false: a subvariety of W which is a V -
manifold need not be a V -submanifold. This is because the singularities of a V -submanifold
are intimately related to the singularities of the ambient space.
We will omit the proof of the following easy lemma.
Lemma 3.4 If G ⊂ GL(d,C) is a small and finite, then a subvariety W ′ ⊂ Cd/G is a
V -submanifold if and only if the inverse image of W ′ in Cd is smooth.
We can now describe when a hypersurface of the toric variety P is a V -submanifold.
Proposition 3.5 If a hypersurface X ⊂ P is defined by a D-homogeneous polynomial f ,
then X is quasi-smooth if and only if X is a V -submanifold of P.
Proof. We will use the notation of the proof of Theorem 1.9. Thus, let σ be a d-
dimensional cone of Σ and assume that σ is generated by e1, . . . , ed. As we saw in the proof
of Theorem 1.9, σ gives an affine open set Aσ = C
d/D(σ) ∼= Uσ/D of P.
We claim that D(σ) ⊂ (C∗)d is a small subgroup. Suppose that g = (λ, 1, . . . , 1) ∈
D(σ). We can regard g as a homomorphism g : Cl(σ) → C∗, and diagram (1) shows that
g = 1 on the image of (〈m, e1〉, . . . , 〈m, ed〉) whenever m ∈M . This means that λ
〈m,e1〉 = 1
for all m ∈ M . Since e1 is not the multiple of any element of N and M = Hom(N,Z), it
follows that λ = 1 and hence g is the identity.
Since Aσ = C
d/D(σ), Lemma 3.4 implies that X ∩Aσ is a V -submanifold if any only if
the inverse image of X ∩Aσ in C
d is smooth. Since the map Cd/D(σ) ∼= Uσ/D is induced
by (t1, . . . , td) 7→ (t1, . . . , td, 1, . . . , 1), it follows that the inverse image of X ∩Aσ is C
d is
defined by g = 0, where
g(t1, . . . , td) = f(t1, . . . , td, 1, . . . , 1).
Thus X ∩Aσ is a V -submanifold if and only if the subvariety g = 0 is smooth in C
d.
We need to relate this to the smoothness of V(f) ∩ Uσ. Recall the decomposition
Uσ = C
d × (C∗)n−d. Using the surjection D → (C∗)n−d from equation (2), we see that
V(f)∩Uσ is smooth if and only if it is smooth at all points of the form (t1, . . . , td, 1, . . . , 1).
Now comes the key observation.
Lemma 3.6 V(f) ∩ Uσ is smooth at t = (t1, . . . , td, 1, . . . , 1) if and only if one of the
partials fzi(t) is nonzero for some 1 ≤ i ≤ d.
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Remark 3.7 This lemma and the previous paragraphs show that V(f) ∩ Uσ is smooth if
and only if X ∩ Aσ is a V -submanifold. Since the quasi-cone of X is smooth outside Z
if and only if V(f) ∩ Uσ is smooth for all d-dimensional σ, Proposition 3.5 follows from
Lemma 3.6.
Proof. Suppose fzi(t) = 0 for 1 ≤ i ≤ d. Now take any j > d. Since e1, . . . , ed are a basis
of NQ, we can write ej =
∑d
i=0 φiei. By Lemma 3.8 below, there is a constant φ(β) such
that
φ(β)f = zj
∂f
∂zj
−
d∑
i=1
φizi
∂f
∂zi
.
Evaluating this at t ∈ V(f) and using fzi(t) = 0 for 1 ≤ i ≤ d, we see that fzj (t) = 0 for
all 1 ≤ j ≤ n. Hence, in order to be smooth at t, at least one of the first d partials must
be nonvanishing. ✷
To complete the proof of Proposition 3.5, we need to prove the following lemma.
Lemma 3.8 Suppose that we have complex numbers φ1, . . . , φn with the property that∑n
i=0 φiei = 0 in NC. Then, for any class β ∈ Cl(Σ), there is a constant φ(β) with
the property that for any D-homogeneous polynomial f ∈ S of degree β, we have
φ(β)f =
n∑
i=1
φizi
∂f
∂zi
.
Proof. From φ1, . . . , φn, we get a map φ˜ : Z
n → C defined by (a1, . . . , an) 7→
∑n
i=1 φiai.
Furthermore, under the map α : M → Zn, note that m ∈ M maps to
∑n
i=1 φi〈m, ei〉 =
〈m,
∑n
i=1 φiei〉 = 0. Thus φ˜ induces a map φ : Z
n/α(M) ∼= Cl(Σ)→ C.
Note that every monomial f =
∏n
i=1 z
ai
i of S is D-homogeneous. If we let β = deg f =∑n
i=1 ai deg zi, then the desired formula for φ(β)f follows immediately. By linearity, the
formula then holds for all D-homogeneous poynomials of degree β. ✷
In light of this lemma, we make the following definition.
Definition 3.9 The identity φ(β)f =
∑n
i=1 φizifzi from Lemma 3.8 is called the Euler
formula determined by φ1, . . . , φn.
Remark 3.10 It follows easily from the proof of Lemma 3.8 that the set of all Euler
formulas form the vector space Hom(Cl(Σ),C). For example, if P is a weighted projective
space, then Hom(Cl(Σ),C) ∼= C, where a basis is given by the usual Euler formula for
homogeneous polynomials. Note also that Hom(Cl(Σ),C) = Lie(D), so that an Euler
formula can be regarded as a vector field
∑n
i=1 φizi
∂
∂zi
which is tangent to the orbits of D.
We will end this section with a discussion of how quasi-smooth hypersurfaces of P relate
to Danilov’s theory of “toroidal pairs” [7].
Definition 3.11 LetW ′ be a subvariety of an algebraic varietyW . Then the pair (W,W ′)
is simplicially toroidal if for every point p ∈ W , there is a simplicial cone σ such that the
germ of (W,W ′) at p is analytically isomorphic to the germ of (Aσ, D) at the origin, where
Aσ is the toric variety of σ and D is an irreducible torus-invariant subvariety of Aσ.
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For hypersurfaces of P, this concept is equivalent to being quasi-smooth.
Proposition 3.12 A hypersurface X ⊂ P is quasi-smooth if and only if the pair (P, X)
is simplicially toroidal.
Proof. First suppose we have a pair (Aσ, D) as in Definition 3.11. We know that Aσ ∼=
Cd/D(σ), and since the inverse image of D is a coordinate subspace, we see that D is a
V -submanifold of Aσ. Thus (P, X) simplicially toroidal implies that X is a V -submanifold
and hence quasi-smooth by Proposition 3.5.
Conversely, if X is quasi-smooth, then it is a V -submanifold of P. Thus, given p ∈ X ,
there is a local model (Cd/G, 0) ∼= (P, p) such that G ⊂ (C∗)d is small and finite, and
the inverse image Y ⊂ Cd of X ⊂ P is smooth at the origin. Then Y is defined by some
equation h = 0, and since Y is G-invariant, there is a character λ : G → C∗ such that
h(g · t) = λ(g)h(t) for all g ∈ G. Since Y is smooth at the origin, we can also assume that
the partial derivative hz1(0) is nonvanishing.
Then the map φ : Cd → Cd defined by (t1, . . . , td) 7→ (h(t1, . . . , td), t2, . . . , td) is a
local analytic isomorphism which carries Y to a coordinate hyperplane. Note that φ is
equivariant provided that g = (g1, . . . , gd) ∈ G acts on the target space via
g · (t1, . . . , td) = (λ(g)t1, g2t2, . . . , gdtd).
This gives a map ψ : G→ (C∗)d.
We thus have a local model (Cd/ψ(G), 0) where the inverse image of X is a coordinate
hyperplane. Since the torus (C∗)d/ψ(G) acts on the affine variety Cd/ψ(G), it follows from
Theorem 1.5 of [23] that Cd/ψ(G) is an affine toric variety. Thus Cd/ψ(G) ∼= Aσ for some
cone σ, and note that σ must be simplicial. Finally, the image in Cd/ψ(G) of a coordinate
hyperplane is an irreducible torus-invariant subvariety. This proves that (P, X) has the
appropriate simplicial toroidal local model, and the proposition is proved. ✷
Remark 3.13 Let Aσ = SpecC[σˇ ∩ M ] be an affine d-dimensional toric variety corre-
ponding to a d-dimensional rational simplicial cone σ ∈ Σ, where σˇ is the dual cone inMR.
There are two important cases where one can explicitly describe local toroidal models for
a quasi-smooth hypersurface X in Aσ:
Case I. X has transversal intersections with all orbits Tτ ⊂ Aσ of the action of the
torus T on Aσ. Then at the point of intersection of X with a 1-dimensional stratum Tτ0
corresponding to a (d − 1)-dimensional face τ0 ≺ σ, the local toroidal model of X is the
(d− 1)-dimensional affine toric variety Aτ0 .
Case II. X contains the single closed Tσ-orbit pσ ∈ Aσ and is “tangent” to a closure
of a (d − 1)-dimensional Tσ-orbit corresponding to a 1-dimensional cone ρ ≺ σ. In this
case, the local toroidal model of X at pσ is the (d − 1)-dimensional affine toric variety
Aσ/ρ, where σ/ρ is the (d− 1)-dimensional projection of the cone σ ⊂ NR to the quotient
NR/Rρ.
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4 T-linearized sheaves on P
In this section we will assume that P is a complete toric variety. Recall from [22] the notion
of a linearization of a sheaf on an algebraic variety having a regular action of an algebraic
group. We will apply this to sheaves on P with its action by the torus T.
Definition 4.1 Let µt : P → P be the automorphism of P defined by t ∈ T. Then a
T-linearization of a sheaf E is a family of isomorphisms
φt : µ
∗
t E
∼= E
satisfying the co-cycle condition
φt1·t2 = φt2 ◦ µ
∗
t2φt1 , for all t1, t2 ∈ T.
Remark 4.2 If E is aT-linearized sheaf onP, then for anyT-invariant open subset U ⊂ P,
the group T has the natural linear representation in the space of global sections H0(U, E).
Thus H0(U, E) splits into a direct sum of subspaces H0(U, E)m corresponding to characters
m ∈M of T.
Definition 4.3 ([19]) Let E be a T-linearized sheaf on P. Then the polytope
∆(E) = Conv {m ∈M : H0(P, E)m 6= 0}
is called the support polytope for E .
Definition 4.4 Let L be a T-linearized invertible sheaf on P, σ ∈ Σ(d) a d-dimensional
cone in Σ. We denote by mσ(L) the unique element of M with the property that
{m ∈M : H0(Xσ,L)m 6= 0} = mσ(L) + σˇ ∩M,
where Aσ ⊂ P is the affine toric variety determined by σ.
Remark 4.5 The existence of mσ(L) follows from §6.2 of [9], and it is unique because σ
is d-dimensional. Note also that the mapping h : NR → R defined by h(n) = 〈mσ(L), n〉
(for n ∈ σ) is the support function for the invertible sheaf L.
We should also mention that every invertible sheaf L on P has a T-linearization and
that any two linearizations of L differ by a homomorphism T→ C∗, i.e., by an element of
M .
Proposition 4.6 ([9]) Let L be a T-linearized invertible sheaf on P. Then the correspond-
ing polyhedron ∆ = ∆(L) is equal to the intersection⋂
σ∈Σ(d)
(mσ(L) + σˇ).
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Definition 4.7 Let τ be a k-dimensional cone in Σ, and let St (τ) the set of all cones
σ ∈ Σ such that τ ≺ σ. Consider the (d−k)-dimensional fan Σ(τ) consisting of projections
of cones σ ∈ St (τ) into NR/Rτ . The corresponding (d − k)-dimensional toric subvariety
in P will be denoted by Pτ .
Remark 4.8 The toric subvariety Pτ is the closure of a (d − k)-dimensional orbit Tτ of
T. Any Tτ -linearized sheaf E on Pτ can be considered as a T-linearized sheaf on P.
Definition 4.9 Let L be aT-linearized ample invertible sheaf onP. For any k-dimensional
cone in τ ∈ Σ, we denote by ∆τ the face of ∆ of codimension k defined as⋂
σ∈Σ(d), τ≺σ
(mσ(L) + σˇ ∩ τ
⊥).
The next statement follows immediately from the ampleness criterion for invertible
sheaves [9].
Proposition 4.10 One has the one-to-one correspondence between (d − k)-dimensional
faces ∆τ of the polytope ∆ = ∆(L) and k-dimensional cones τ ∈ Σ reversing the face-
relation. Moreover, the (d − k)-dimensional polytope ∆τ is the support polytope for the
T-linearized sheaf OPτ ⊗L.
We next study the relation between H0(P,L) and the coordinate ring S = C[z1, . . . , zn].
Lemma 4.11 If L is a T-linearized invertible sheaf on P, and let β ∈ Cl(Σ) be the class
of L. Then there is a natural isomorphism
H0(P,L) ∼= Sβ,
where Sβ is the graded piece of S corresponding to β. This isomorphism is determined
uniquely up to a nonzero constant in C.
Proof. Since P is complete, there is a one-to-one correspondance between T-linearized
invertible sheaves and T-invariant Cartier divisors (see §2.2 of [23]). Thus there is a T-
invariant Cartier divisor such that L ∼= OP(D) as T-linearized sheaves. Note that this
isomorphism is unique up to a nonzero constant. However, in [5], it is shown that D
determines an isomorphism H0(P,OP(D)) ∼= Sβ, and the lemma follows immediately. ✷
Remark 4.12 If in addition P is simplicial, then the polynomial f ∈ Sβ corresponding to
a global section of L determines a hypersurface X ⊂ P as in §3, and one can check that X
is exactly the zero section of the global section.
Definition 4.13 Let f be a global section of an ample invertible sheaf L on P. Then the
hypersurface X = {p ∈ P : f(p) = 0} is called nondegenerate if for any τ ∈ Σ, the affine
hypersurface X ∩Tτ is a smooth subvariety of codimension 1 in Tτ .
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Remark 4.14 The nondegeneracy of a global section f is equivalent to f being ∆-regular,
as defined in [3] (where ∆ = ∆(L)). For a proof of this, see [20].
Proposition 4.15 Let f be a generic global section of an ample T-linearized invertible
sheaf L on P. Then X = {p ∈ P : f(p) = 0} is a nondegenerate hypersurface. Moreover,
every nondegenerate hypersurface X ⊂ P is quasi-smooth.
Proof. As observed in [8], the first part of the statement follows from Bertini’s theorem,
and it was proved in [9] thatX is simplicially toroidal. Thus, it remains to apply Proposition
3.12. ✷
Remark 4.16 One should remark that a quasi-smooth hypersurface in a toric variety P
need not be nondegenerate.
We will conclude this section by studying the relation between T-linearized sheaves
on P and graded S-modules. It is known (see [5]) that every Cl(Σ)-graded S-module F
determines a quasi-coherent sheaf F˜ on P. What extra structure on F is needed in order to
induce a T-linearization on F˜ ? To state the answer, note that S has a natural grading by
Zn which is compatible with its grading by Cl(Σ) via the map Zn → Cl(Σ) from Definition
1.7. Then any Zn-graded module can be regarded as a Cl(Σ)-graded module.
Proposition 4.17 If F is a Zn-graded S-module, then the sheaf F˜ on P has a natural T-
linearization. Furthermore, if P is simplicial and N is generated by e1, . . . , en, then every
T-linearized quasi-coherernt sheaf on P arises in this way.
Proof. Given σ ∈ Σ, let Sσ be the localization of S at ẑσ =
∏
ei /∈σ zi, and let (Sσ)0 be the
elements of degree 0 with respect to Cl(Σ). Then the module (F ⊗Sσ)0 determines a sheaf
on the affine piece Aσ = Spec((Sσ)0) of P, and, as explained in §3 of [5], these sheaves
patch to give F˜ .
Since Sσ and F ⊗ Sσ have natural Z
n gradings, the groups (Sσ)0 and (F ⊗ Sσ)0 have
natural gradings by M (which is the kernel of Zn → Cl(Σ)). The M grading on (Sσ)0
determines the action of T on Aσ, and the M grading on (F ⊗ Sσ)0 then determines a
T-linearization. These clearly patch to give a T-linearization of F˜ .
To prove the final part of the proposition, note that Cl(Σ) is torsion free since e1, . . . , en
generate N . Thus the map Zn → Cl(Σ) has a left inverse φ : Cl(Σ) → Zn. Now, given
α ∈ Cl(Σ), consider the S-module S(α), which has the Cl(Σ) grading S(α)β = Sα+β . We
can give S(α) a grading by Zn where S(α)u = Su+φ(α) for u ∈ Z
n (and we are using the
usual Zn grading of S). By the above, this grading on S(α) gives a T-linearized sheaf
OP(α).
If F is a quasi-coherent sheaf on P, then §3 of [5] implies that
F =
⊕
α∈Cl(Σ)
H0(P,F ⊗OP(α))
is a Cl(Σ)-graded S-module whose associated sheaf is F . The module structure on F comes
from the natural isomorphism H0(P,OP(α)) ∼= Sα.
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Now assume that F has a T-linearization. Then each F ⊗ OP(α) has a natural T-
linearization, so that H0(P,F ⊗OP(α)) has a grading by M . Then define a Z
n grading on
F by setting
Fu = H
0(P,F ⊗OP(α))u−φ(α),
where u maps to α under the map Zn → Cl(Σ). Since φ is a homomorphism, it is easy
to check that F becomes a Zn-graded S-module and that this grading induces the given
T-linearization on F . ✷
Remark 4.18 In Definition 8.1, we describe graded S modules which give the sheaves ΩpP.
The definition shows that these modules have a canonical Zn grading, which gives the usual
T-linearization on ΩpP. Note that we use the Z
n grading in a crucial way in the proof of
Proposition 9.12.
5 Local properties of differential forms
Let ΩpP denote the sheaf of p-differential forms of Zariski on P. This means Ω
p
P = j∗Ω
p
W ,
where W is the smooth part of P, ΩpW is the usual sheaf of p-forms on W , and j : W →
P is the natural inclusion. The sheaf ΩpP has a canonical T-linearization which induces
M-graded decompositions of sections of ΩpP over the T-invariant the affine open subsets
Aσ ⊂ P.
Definition 5.1 Let m be an element of σˇ ∩M , where σ ∈ Σ. We denote by Γ(m) the
C-subspace in MC generated by elements of the minimal face of σˇ containing m.
Proposition 5.2 ([9], §4) Let Aσ ⊂ P be the affine open corresponding to a d-dimensional
cone σ ∈ Σ. Then the sections over Aσ of the T-linearized sheaf Ω
p
P decompose into a direct
sum of M-homogeneous components as follows:
ΩpAσ := H
0(Aσ,Ω
p
P) =
⊕
m∈σˇ∩M
ΛpΓ(m).
Besides ΩpP, we also have the sheaves Ω
p
P(logD) of differential p-forms with logarithmic
poles along D = P \T (see §15 of [9]). These sheaves have the weight filtration
W : 0 ⊂W0Ω
p
P(logD) ⊂W1Ω
p
P(logD) ⊂ · · · ⊂ WpΩ
p
P(logD) = Ω
p
P(logD)
defined by
WkΩ
p
P(logD) = Ω
p−k
P ∧ Ω
k
P(logD).
Note in particular that W0Ω
p
P(logD)
∼= Ω
p
P and WpΩ
p
P(logD)
∼= OP ⊗ Λ
pM .
We have the following local description of the weight filtration.
Proposition 5.3 ([9], §15.6) If σ is a d-dimensional cone in Σ, then the sections over
Aσ of the T-linearized sheaf WkΩ
p
P(logD) decompose into a direct sum of M-homogeneous
components as follows:
WkΩ
p
Aσ
(logD) := H0(Aσ,WkΩ
p
P(logD)) =
⊕
m∈σˇ∩M
Λp−kΓ(m) ∧ ΛkMC.
17
The successive quotients of the weight filtration are described using the Poincare´ residue
map. Recall from Definition 4.7 that Pτ is the Zariski closure of the T-orbit of P corre-
sponding to τ ∈ Σ.
Theorem 5.4 ([9], §15.7) For any integer k (0 ≤ k ≤ p), there is a short exact sequence
0→Wk−1Ω
p
P(logD)→ WkΩ
p
P(logD)
Res
→
⊕
dim τ=k
ΩpPτ → 0
where “dim τ = k” means the sum is over all k-dimensional cones in τ ∈ Σ, and Res is the
Poincare´ residue map.
This short exact sequence has a natural T-action and splits into M-homogeneous com-
ponents. Let’s examine what happens over an affine toric chart Aσ, where σ is a d-
dimensional cone in Σ. Assume that the generators of σ are {e1, . . . , ed}. Then, for any
subset {i1, . . . , ik} ⊂ {1, . . . , d}, we denote by Ai1...ik the closed affine subvariety in Aσ
corresponding to the cone τi1...ik = R≥0ei1 + · · · + R≥0eik . By §15.7 of [9], we get the
following local description of the residue map:
Proposition 5.5 Given m ∈ σˇ ∩M , let ωm be an element of Λ
p−kΓ(m), and let ω′ be an
element of ΛkMC. Then the image of the m-homogeneous element ωm∧ω
′ ∈ WkΩ
p
Aσ
(logD)
under the residue map
Res : WkΩ
p
Aσ
(logD)→
⊕
1≤i1<···<ik≤d
Ωp−kAi1...ik
is given by
Res(ωm ∧ ω
′)i1...ik = ω
′(ei1 , . . . , eik) · ωm ∈ Λ
p−kΓ(m).
6 Globalization of the Poincare´ residue map
Let L be an ample T-linearized invertible sheaf on the complete toric variety P, and let
∆ = ∆(L) be as in Definition 4.3. Tensoring by L the short exact sequence in Theorem
5.4, we obtain the exact sequence
0→Wk−1Ω
p
P(logD)⊗ L → WkΩ
p
P(logD)⊗L
Res
→
⊕
dim τ=k
Ωp−kPτ ⊗L → 0.
The goal of this section is to give an explicit description of the map of spaces of global
sections
γ : H0(P,WkΩ
p
P(logD)⊗ L)→
⊕
dim τ=k
H0(P,Ωp−kPτ ⊗ L) (8)
induced by the Poincare´ residue map.
Definition 6.1 Let L be a T-linearized ample invertible sheaf, which determines the con-
vex polytope in ∆ = ∆(L) ⊂ MR. For any m ∈ M , we denote by Γ∆(m) the C-subspace
in MC generated by all vectors s− s
′, where s, s′ ∈ ∆m, and ∆m is the minimal face of ∆
containing m.
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First we notice the following properties:
Proposition 6.2 The space of global sections of T-linearized sheaf ΩpP(logD)⊗L decom-
poses into a direct sum of M-homogeneous components as follows:
H0(P,WkΩ
p
P(logD)⊗ L) =
⊕
m∈∆∩M
Λp−kΓ∆(m) ∧ Λ
kMC
Proof. The statement follows from Proposition 5.3 and Proposition 4.6. ✷
Proposition 6.3 Let τ be a k-dimensional cone in Σ, ∆τ the corresponding face of ∆ of
codimension k (see Proposition 4.10). Then the space of global sections of T-linearized
sheaf ΩpPτ ⊗ L decomposes into a direct sum of M-homogeneous components as follows:
H0(P,Ωp−kPτ ⊗L) =
⊕
m∈∆τ∩M
Λp−kΓ∆τ (m)
Proof. The statement follows from Proposition 5.2 and Proposition 4.6. ✷
The linear mapping γ of (8) is the direct sum
⊕
dim τ=k γτ , where
γτ : H
0(P,WkΩ
p
P(logD)⊗ L)→ H
0(P,Ωp−kPτ ⊗ L).
By Proposition 5.5, we can then describe γτ as follows.
Proposition 6.4 Let ωm be an element of Λ
p−kΓ∆(m) and ω
′ be an element of ΛkMC.
Thus ωm ∧ ω
′ is an m-homogeneous element in H0(P,WkΩ
p
P(logD) ⊗ L). Choose a k-
dimensional cone τ with generators ei1 , . . . , eik . Then
1. γτ (ωm ∧ ω
′) = 0 if m 6∈ ∆τ ;
2. γτ (ωm ∧ ω
′) = ω′(ei1 , . . . , eik) · ωm if m ∈ ∆τ .
7 A generalized theorem of Bott-Steenbrink-Danilov
In Theorem 7.5.2 of [9], Danilov formulated without proof the following vanishing theorem
generalizing for complete toric varieties the well-known theorem of Bott and Steenbrink:
Theorem 7.1 Let L be an ample invertible sheaf on P. Then for any p ≥ 0 and i > 0,
one has
H i(P,ΩpP ⊗L) = 0.
We prove now for simplicial toric varieties a more general vanishing theorem:
Theorem 7.2 Let L be an ample invertible sheaf on a complete simplicial toric variety P.
Then for any p ≥ 0, k ≥ 0 and i > 0, one has
H i(P,WkΩ
p
P(logD)⊗ L) = 0.
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Proof. We prove this theorem using induction on p − k. For p − k = 0, the sheaf
WpΩ
p
P(logD)⊗L = Ω
p
P(logD)⊗L = Λ
pMC⊗L is the direct sum of
(
d
p
)
copies of L. Thus,
the vanishing property for WpΩ
p
P(logD)⊗ L is implied by the following general vanishing
property for the ample invertible sheaf L.
Proposition 7.3 ([9], §7.3) Let L be an ample invertible sheaf on a complete toric variety
P. Then
H i(P,L) = 0 for i > 0.
On the other hand, for any k (0 ≤ k ≤ p) we can apply the induction assumption to
WkΩ
p
P(logD)⊗ L and Ω
p
Pτ
⊗L appearing in the short exact sequence
0→Wk−1Ω
p
P(logD)⊗ L → WkΩ
p
P(logD)⊗L
Res
→
⊕
dim τ=k
Ωp−kPτ ⊗L → 0.
The required vanishing properties of Wk−1Ω
p
P(logD) ⊗ L follows now from the following
lemma.
Lemma 7.4 The mapping
γ : H0(P,WkΩ
p
P(logD)⊗ L)→
⊕
dim τ=k
H0(P,Ωp−kPτ ⊗ L)
is surjective.
Proof. Since L is ample, there exists a one-to-one correspondence between i-dimensional
cones of Σ and (d− i)-dimensional faces of the convex polytope ∆ = ∆(L) (see Proposition
4.10). Choose a k-dimensional cone τ0 ∈ Σ. We know from Proposition 6.3 that the m-
homogeneous component of H0(Pτ0 ,Ω
p−k
Pτ0
⊗ L) is non-zero only if m ∈ ∆τ0 , and when the
latter holds, Definition 6.1 shows that the m-component is determined by the minimal face
∆τ1 of ∆τ0 containing m. This means that τ1 ∈ Σ is a cone of dimension c ≥ k containing
τ0.
Fix such a lattice point m and the corresponding τ0 ⊂ τ1. We can assume that τ1 is a
face of a d-dimensional cone σ ∈ Σ with generators e1, . . . , ed ∈ N such that e1, . . . , ec are
generators of τ1 and e1, . . . , ek are generators of τ0. To describe Γ∆τ0 (m), suppose that ∆
is defined by inequalities 〈m′, ei〉 ≥ −ai for 1 ≤ i ≤ n. Then ∆τ1 ⊂ ∆ is the face obtained
by requiring 〈m′, ei〉 = −ai for 1 ≤ i ≤ c, which implies that the subspace Γ∆τ0 (m) ⊂ MC
is defined 〈m′, ei〉 = 0 for 1 ≤ i ≤ c.
Now let h1, . . . , hd ∈ MQ form the dual basis to the basis e1, . . . , ed of NQ. It follows
immediately that hc+1, . . . , hd form a basis of Γ∆τ0 (m). Thus, by Proposition 6.3, the
m-homogeneous component of H0(P,Ωp−kPτ0 ⊗ L) has a basis consisting of (p− k)-vectors
ωj1...jp−k = hj1 ∧ · · · ∧ hjp−k
where {j1, . . . , jp−k} is a subset of {c + 1, . . . , d}. For any such a (p − k)-vector ωj1...jp−k ,
the p-vector
h1 ∧ · · · ∧ hk ∧ ωj1...jp−k
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defines an element in the m-homogeneous component of the space H0(P,WkΩ
p
P(logD)⊗L)
by Proposition 6.2. Furthermore, Proposition 6.4 shows that
γτ0(h1 ∧ · · · ∧ hk ∧ ωj1...jp−k) = h1 ∧ · · · ∧ hk(e1 ∧ · · · ∧ ek) · ωj1...jp−k = ωj1...jp−k .
Thus, to prove the lemma, it suffices to show that for k-dimensional cones τ ∈ Σ, we have
γτ (h1 ∧ · · · ∧ hk ∧ ωj1...jp−k) = 0 for τ 6= τ0.
However, by Proposition 6.4, γτ(h1∧· · ·∧hk∧ωj1...jp−k) = 0 for k-dimensional cones τ ∈ Σ
such that m /∈ ∆τ . Since ∆τ1 is the minimal face containing m, the condition m /∈ ∆τ holds
whenever τ is not a face of τ1. It remains to see what happens when τ is a k-dimensional
face of τ1. In this case, the generators of τ are ei1 , . . . , eik , where {i1, . . . , ik} ⊂ {1, . . . , c}.
Since the ei are dual to the hi, the value h1 ∧ · · · ∧hk(ei1 , . . . , eik) is nonzero only if τ = τ0.
From Proposition 6.4, it follows that γτ (h1 ∧ · · · ∧ hk ∧ ωj1...jp−k) = 0 when τ 6= τ0. ✷
8 Differential forms and graded S-modules
As usual, ΩpP denotes the sheaf of Zariski differential p-forms on a complete simplicial
toric variety P = PΣ. We will study these sheaves using certain graded modules over
the polynomial ring S = C[z1, . . . , zn], which is graded by Cl(Σ). Given a Cartier divisor
X ⊂ P, our goal is to describe H0(P,ΩpP(X)) in terms of S.
Recall that the fan Σ lies in NR ∼= R
d and that M = Hom(N,Z). Also recall that
e1, . . . , en are the generators of the 1-dimensional cones of Σ.
Definition 8.1 Given p between 0 and d, define Ω̂pS by the exact sequence of graded S-
modules:
0→ Ω̂pS → S ⊗ Λ
pM
γ
→
n⊕
i=1
(S/ziS)⊗ Λ
p−1(M ∩ e⊥i ),
where the ith component of γ is γi(g⊗ω) = g mod zi⊗〈ei, ω〉. A careful description of the
interior product 〈ei, w〉 ∈ Λ
p−1(M ∩ e⊥i ) may be found in §3.2 of [23].
By [5], we know that every finitely generated graded S-module F gives a coherent sheaf
F˜ on P.
Lemma 8.2 The sheaf
˜̂
ΩpS on P associated to the graded S-module Ω̂
p
S is naturally iso-
morphic to ΩpP.
Proof. From §3 of [5], we get S˜ = OP. The primitive element ei generates the cone ρi ∈ Σ,
which by Definition 4.7 gives the T-invariant divisor Di = Pρi ⊂ P. By the example before
Corollary 3.8 of [5], the ideal ziS gives the ideal sheaf of Di. Since F 7→ F˜ is exact (see
Proposition 3.1 of [5]), it follows that S/ziS gives the sheaf ODi. Then the exactness of
F 7→ F˜ , applied to the sequence defining ΩpS , gives the exact sequence of sheaves:
0→
˜̂
ΩpS → OP ⊗ Λ
pM
γ
→
n⊕
i=1
ODi ⊗ Λ
p−1(M ∩ e⊥i ) .
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By Theorem 3.6 of [23], we can identify
˜̂
ΩpS with Ω
p
P. ✷
We next discuss the twists of the ΩpP. First recall that if β ∈ Cl(Σ) and F is a graded
S-module, then F (β) is the graded S-module defined by F (β)γ = Fβ+γ for γ ∈ Cl(Σ).
Definition 8.3 Given β ∈ Cl(Σ), the sheaf on P associated to the graded S-module Ω̂pS(β)
is denoted ΩpP(β).
Remark 8.4 If OP(β) is the sheaf associated to S(β), then there is a natural isomorphism
ΩpP(β)
∼= Ω
p
P ⊗OP(β) whenever β is the class of a Cartier divisor. However, when β is not
Cartier, the sheaves ΩpP(β) and Ω
p
P ⊗OP(β) may be nonisomorphic.
Proposition 8.5 For any divisor class β ∈ Cl(Σ), there is a natural isomorphism
H0(P,ΩpP(β))
∼= (Ω̂
p
S)β.
Proof. The sequence in Definition 8.1 remains exact after shifting by β. Then, taking the
associated sheaves on P, we get an exact sequence
0→ ΩpP(β)→ OP(β)⊗ Λ
pM
γ
→
n⊕
i=1
ODi(β)⊗ Λ
p−1(M ∩ e⊥i ) .
Since taking global sections is left exact, we get the exact sequence
0→ H0(P,ΩpS(β))→ H
0(P,OP(β))⊗ Λ
pM
γ
→
n⊕
i=1
H0(P,ODi(β))⊗ Λ
p−1(M ∩ e⊥i ) .
Using the natural isomorphism H0(P,OP(β)) ∼= Sβ from Proposition 1.1 of [5], we get
0→ H0(P,ΩpS(β))→ Sβ ⊗ Λ
pM
γ
→
n⊕
i=1
H0(P,ODi(β))⊗ Λ
p−1(M ∩ e⊥i ). (9)
However, since zi vanishes on Di, the map γ factors
Sβ ⊗ Λ
pM →
n⊕
i=1
(S/ziS)β ⊗ Λ
p−1(M ∩ e⊥i )→
n⊕
i=1
H0(P,ODi(β))⊗ Λ
p−1(M ∩ e⊥i ).
Assume for the moment that (S/ziS)β → H
0(P,ODi(β)) is injective. Then (9) gives the
exact sequence
0→ H0(P,ΩpS(β))→ Sβ ⊗ Λ
pM
γ
→
n⊕
i=1
(S/ziS)β ⊗ Λ
p−1(M ∩ e⊥i ),
and the isomorphism H0(P,ΩpS(β))
∼= (Ω̂
p
S)β follows immediately from Definition 8.1.
It remains to show that the natural map (S/ziS)β → H
0(P,ODi(β)) is injective. Let
σ be a cone of Σ containing ei, and let Aσ ⊂ P be the corresponding affine toric variety.
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Then it suffices to show that the (S/ziS)β → H
0(Aσ,ODi(β)) is injective. However, as
explained in §3 of [5], we have
H0(Aσ,ODi(β))
∼= ((S/ziS)(β)⊗ Sσ)0 = ((S/ziS)⊗ Sσ)β,
where Sσ is the localization of S at ẑσ =
∏
ej /∈σ zj . Thus we need to show that
(S/ziS)β → ((S/ziS)⊗ Sσ)β
is injective. This follows easily since zi doesn’t divide ẑσ, and the proposition is proved. ✷
We next want to relate Ω̂pS to the usual module Ω
p
S of p-forms in dz1, . . . , dzn. First
note that Ω·S can be given the structure of a graded S-algebra by declaring that dzi and zi
have the same degree in Cl(Σ). This means that if zi ∈ Sβi, then we have an isomorphism
of graded S-modules
ΩpS
∼=
⊕
1≤i1<···<ip≤n
S(−βi1 − · · · − βip).
Lemma 8.6 There is a natural inclusion Ω̂pS ⊂ Ω
p
S of graded S-modules.
Proof. Consider the diagram
0 → Ω̂pS → S ⊗ Λ
pM
γ
→
⊕n
i=1(S/ziS)⊗ Λ
p−1M
↓ ↓
0 → ΩpS → S ⊗ Λ
pZn
δ
→
⊕n
i=1(S/ziS)⊗ Λ
p−1Zn
(10)
The first row is exact by the definition of Ω̂pS and the inclusionM∩e
⊥
i ⊂M . To understand
the second row, let h1, . . . , hn be the standard basis of Z
n. Then the map ΩpS → S ⊗Λ
pZn
is defined by
dzi1 ∧ · · · ∧ dzip 7→ zi1 · · · zid ⊗ hi1 ∧ · · · ∧ hid,
and for g⊗ ω ∈ S ⊗ΛpZn, the ith component of δ(g⊗ ω) is δi(g⊗ ω) = g mod zi⊗ 〈h
∗
i , ω〉,
where h∗1, . . . , h
∗
n is the dual basis to h1, . . . , hn. It is easy to check that the sequence on
the bottom is exact.
The vertical maps in (10) are induced by the map α :M → Zn from Definition 1.7, and
since the dual α∗ : Zn → N maps h∗i to ei, it follows that diagram (10) commutes. This
gives the desired inclusion. ✷
The final step is to relate Ω̂pS to rational p-forms on P with poles on a hypersurface
X ⊂ P. We will assume that X is defined by f = 0 for some f ∈ Sβ. Thus β ∈ Cl(Σ) is the
class ofX , and we will also assume thatX is a Cartier divisor. Then ΩpP(X) = Ω
p
P⊗OP(X).
Recall that local sections of ΩpP(X) are rational p-forms which become holomorphic when
multiplied by the local equation of X .
Proposition 8.7 If X is a Cartier divisor on P defined by f = 0 for f ∈ Sβ, then
H0(P,ΩpP(X)) =
{ω
f
: ω ∈ (Ω̂pS)β
}
.
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Proof. We first observe that multiplication by 1/f gives an isomorphism OP(β) ∼= OP(X).
To see this, we will work locally on an affine open Aσ ⊂ P, where σ ∈ Σ. Recall that
Aσ = Spec (Sσ)0, where Sσ is the localization of S at ẑσ =
∏
ei /∈σ zi. Since X is Cartier,
Lemma 3.4 of [5] shows that there is a monomial zD ∈ Sβ which is invertible in Sσ. It
follows that f/zD = 0 is the local equation of X on Aσ. Hence
H0(Aσ,OP(X)) =
1
f/zD
·H0(Aσ,OP) =
1
f/zD
· (Sσ)0 =
1
f
· (Sσ)β,
so that (1/f)S is the graded S-module that gives OP(X).
Thus 1/f : S(β) → (1/f)S is a graded isomorphism which induces OP(β) ∼= OP(X).
This proves that we have an isomorphism ΩpP(β)
∼= Ω
p
P(X) which is given by multiplication
by 1/f when we represent each sheaf by a graded S-module. Then the desired result follows
immediately from Proposition 8.5. ✷
Remark 8.8 There is a direct way of seeing that ω/f descends to p-form on P. In diagram
(10), we can think of S ⊗ ΛpZn as ΩpS(log D˜), where D˜ is the union of the coordinate
hyperplanes. With this interpretation, the standard basis of Zn is dzi/zi, and the map
ΩpS → S ⊗ Λ
pZn is given by dzi 7→ zi ⊗ dzi/zi. Now fix a basis m1, . . . , md of M and let
tj =
n∏
i=1
z
〈mj ,ei〉
i
for 1 ≤ j ≤ d. The tj are invariant under the group D = D(Σ) and hence descend to
rational functions on P (in fact, they are coordinates for the torus T ⊂ P). Note that
dtj/tj =
∑n
i=1〈mj , ei〉dzi/zi = α(mj), where α : M → Z
n is the map from Definition 1.7.
Then, in S ⊗ ΛpZn, we can write
ω =
∑
j1<···<jd
gj1···jd ⊗ α(mj1) ∧ · · · ∧ α(mjd)
=
∑
j1<···<jd
gj1···jd ⊗ dtj1/tj1 ∧ · · · ∧ dtjd/tjd
where gj1···jd ∈ Sβ. Thus ω/f can be written
ω
f
=
∑
j1<···<jd
gj1···jd
f
⊗ dtj1/tj1 ∧ · · · ∧ dtjd/tjd.
Since gj1···jd and f have the same degree, ω/f descends to a rational p-form on P.
9 Differential forms of degree d and d− 1
In this section, we will find module generators for Ω̂dS and Ω̂
d−1
S , where d is the dimension of
the complete simplicial toric variety P. This will enable us to give an explicit description
of H0(P,ΩpP(X)) for p = d and d− 1.
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Definition 9.1 Fix an integer basis m1, . . . , md for the lattice M . Then, given a subset
I = {ii, . . . , id} ⊂ {1, . . . , n} consisting of d elements, define
det(eI) = det(〈mj, eik〉1≤j,k≤d).
We also define dzI = dzi1 ∧ · · · ∧ dzid and ẑI =
∏
i/∈Izi.
Remark 9.2 Although det(eI) and dzI depend on how the elements of I are ordered, their
product det(eI)dzI does not.
Definition 9.3 We define the d-form Ω0 ∈ Ω
d
S by the formula
Ω0 =
∑
|I|=d
det(eI)ẑIdzI ,
where the sum is over all d element subsets I ⊂ {1, . . . , n}.
Example 9.4 Suppose that P is the weighted projective space P(w1, . . . , wd+1). Then
one can check that up to a nonzero constant (which depends on the basis of M chosen in
Definition 9.1), we have
Ω0 =
d+1∑
i=1
(−1)iwizidz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dzd+1.
This form appears in 2.1.3 of [13], where it is denoted ∆(dT0 ∧ · · · ∧ dTr). Also, when
P = Pd, we have wi = 1 for all i, and we recover the form Ω in Corollary 2.11 of [14].
Proposition 9.5 Ω̂dS ⊂ Ω
d
S is a free S-module of rank 1 generated by Ω0 ∈ Ω
d
S.
Proof. Using the basis m1, . . . , md of M , we see that S ⊗ Λ
dM is free of rank 1 with
generator m1 ∧ · · · ∧md. Furthermore, since 〈ei, m1 ∧ · · · ∧ md〉 is nonzero in the rank 1
Z-module Λd−1(M ∩ e⊥i ), the definition of Ω̂
d
S shows that for A ∈ S, Am1 ∧ · · · ∧md lies
in Ω̂dS if and only if A is divisible by z1 · · · zn. Thus Ω̂
d
S ⊂ S ⊗ Λ
dM is free of rank 1 with
z1 . . . znm1 ∧ · · · ∧md as generator.
As in Remark 8.8, we will denote the standard basis of Zn by dz1/z1, . . . , dzn/zn. Then,
using the map α : M → Zn, we have α(m) =
∑n
i=1〈m, ei〉dzi/zi. Thus, inside S ⊗ Λ
dZn,
the generator z1 · · · znm1 ∧ · · · ∧md of Ω̂
d
S is
z1 · · · zn
(∑n
i=1〈m1, ei〉
dzi
zi
)
∧ · · · ∧
(∑n
i=1〈md, ei〉
dzi
zi
)
= z1 · · · zn
∑
|I|=d
det(eI)(
∏
i∈I z
−1
i )dzI
=
∑
|I|=d
det(eI)ẑIdzI = Ω0,
and the proposition is proved. ✷
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Remark 9.6 If zi ∈ Sβi for 1 ≤ i ≤ n, then we set β0 =
∑n
i=1 βi. Since Ω0 has degree β0,
the above proposition gives an isomorphism of graded S-modules
Ω̂dS
∼= S(−β0).
Furthermore, since β0 ∈ Cl(Σ) is the class of P\T =
∑n
i=1Di, we get the well-known
isomorphism of sheaves
ΩdP
∼= OP(−
∑n
i=1Di).
If we combine Propositions 9.5 and 8.7, we get the following way of representing d-forms
on P with poles on X .
Theorem 9.7 Let X ⊂ P be a Cartier divisor defined by f = 0, where f ∈ Sβ. Then
H0(P,ΩdP(X)) =
{AΩ0
f
: A ∈ Sβ−β0
}
,
where β0 =
∑n
i=1 βi and zi ∈ Sβi.
We next describe generators for Ω̂d−1S .
Definition 9.8 Given i between 1 and n, we define the (d − 1)-form Ωi ∈ Ω
d−1
S by the
formula
Ωi =
∑
|J|=d−1
i/∈J
det(eJ∪{i})ẑJ∪{i}dzJ ,
where det(eJ∪{i}) is computed by ordering the elements of J ∪ {i} so that i is first (this
ensures that det(eJ∪{i})dzJ is well-defined).
Example 9.9 When P = P1×P1, we have e1 = (1, 0), e2 = −e1, e3 = (1, 0) and e4 = −e3,
and one can check that
Ω1 = z2(z4dz3 − z3dz4)
Ω2 = −z1(z4dz3 − z3dz4)
Ω3 = z3(z1dz2 − z2dz1)
Ω4 = −z4(z1dz2 − z2dz1)
In this case, one can show that Ω̂1S is the submodule of Ω
1
S generated by z1dz2 − z2dz1 and
z4dz3 − z3dz4 (this will also follow from Proposition 9.12 below).
As the above example indicates, the Ωi may be multiples of other forms. This happens
whenever there is a j such that ej = −ei. In this situation, note that det(eJ∪{i}) = 0 when
j ∈ J since the matrix will have one column which is the negative of another. But when
j /∈ J , then zj divides ẑJ∪{i}. It follows that ej = −ei implies
Ωi = zj
∑
|J|=d−1
i,j /∈J
det(eJ∪{i})ẑJ∪{i,j}dzJ .
Hence we get the following definition.
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Definition 9.10 Let
I0 = {i : −ei /∈ {e1, . . . , en}}
I1 = {(i, j) : i < j, ei = −ej}
Furthermore, for (i, j) ∈ I1, we define the (d− 1)-form
Ωij =
∑
|J|=d−1
i,j /∈J
det(eJ∪{i})ẑJ∪{i,j}dzJ .
Remark 9.11 For (i, j) ∈ I1, we have Ωi = zjΩij , and since det(eJ∪{i}) = − det(eJ∪{j})
(remember ej = −ei), we get Ωj = −ziΩij as in Example 9.9.
Proposition 9.12 With the above notation, Ω̂d−1S is the submodule of Ω
d−1
S generated by
the Ωi for i ∈ I0 and the Ωij for (i, j) ∈ I1.
Proof. We begin with the exact sequence
0→ Ω̂d−1S → S ⊗ Λ
d−1 γ→
n⊕
i=1
(S/ziS)⊗ Λ
d−2M (11)
which follows from the definition of Ω̂d−1S and the inclusion M ∩ e
⊥
i ⊂ M . If m1, . . . , md is
an integer basis of M , then we get the bases
basis of Λd−1M : ωj = (−1)
j+1m1 ∧ · · · ∧ m̂j ∧ · · · ∧md, 0 ≤ j ≤ d
basis of Λd−2M : ωjk = (−1)
j+km1 ∧ · · · ∧ m̂j ∧ · · · ∧ m̂k ∧ · · · ∧md, 0 ≤ j < k ≤ d
We will also set ωjk = −ωkj when j > k. The signs in the definitions of ωj and ωjk were
chosen to make interior products easy to calculate. In fact, one can check that ifm∗1, . . . , m
∗
d
is the dual basis to m1, . . . , md, then
〈m∗k, ωj〉 =
{
0 k = j
ωkj k 6= j.
Since ei =
∑d
k=1〈mk, ei〉m
∗
k, it follows that
〈ei, ωj〉 =
∑
k 6=j
〈mk, ei〉ωkj. (12)
For later purposes, we also note that as in the proof of Proposition 9.5, the form ωj can be
written inside S ⊗ Λd−1Zn as
∑
|J |=d−1
(−1)j+1 det(ejJ)(
∏
l∈Jz
−1
l )dzJ (13)
where det(ejJ) is the determinant of the (d − 1) × (d − 1) submatrix of (〈mk, el〉1≤k≤d,l∈J)
obtained by deleting the jth row.
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The next observation is that S has a Zn grading coming from the action of (C∗)n
on An. The graded pieces are 1-dimensional, each spanned by a single monomial. This
induces a grading on S ⊗ Λd−1M and S/ziS ⊗ Λ
d−2M , and the map γ of (11) is a graded
homomorphism. Thus the entire exact sequence has a Zn grading. It following that in
studying Ω̂d−1S ⊂ S ⊗ Λ
d−1M , we can restrict our attention to “homogeneous” elements of
S ⊗ Λd−1M , i.e., elements of the form
∑d
j=1 cjz
D ⊗ ωj, where ωj is as above, cj ∈ C, and
zD is a monomial.
Take such an element
∑d
j=1 cjz
D ⊗ ωj ∈ S ⊗ Λ
d−1M . Then, in the exact sequence (11),
equation (12) shows that the ith component of γ(
∑d
j=1 cjz
D ⊗ ωj) is given by
d∑
j=1
∑
k 6=j
(cjz
D〈mk, ei〉 mod zi)⊗ ωkj =
∑
j<k
(〈cjmk − ckmj , ei〉z
D) mod zi)⊗ ωkj.
Thus it follows that
∑d
j=1 cjz
D ⊗ ωj lies in Ω̂
d−1
S if and only if
zi divides 〈cjmk − ckmj, ei〉z
D for all i, j and k. (14)
For 1 ≤ i ≤ n, the above criterion shows that
∑d
j=1〈mj , ei〉ẑi ωj lies in Ω̂
d−1
S , where
ẑi =
∏
l 6=i zl. Furthermore, using equation (13), we see that in S⊗Λ
d−1Zn, this form equals
d∑
j=1
〈mj , ei〉ẑi
(∑
|J |=d−1(−1)
j+1 det(ejJ)(
∏
l∈Jz
−1
l )
)
dzJ ,
which can be written as∑
|J |=d−1
(∑d
j=1(−1)
j+1〈mj , ei〉 det(e
j
J)
)
ẑJ∪{i}dzJ =
∑
|J |=d−1 det(eJ∪{i})ẑJ∪{i}dzJ = Ωi
since 〈mj , ei〉 for 1 ≤ j ≤ d gives the first column of the matrix in det(eJ∪{i}). Similarly, if
(i, j) ∈ I1, one can show that
∑d
j=1〈mj , ei〉ẑij ωj lies in Ω̂
d−1
S and equals Ωij .
Thus Ωi, 1 ≤ i ≤ n, and Ωij , (i, j) ∈ I1 lie in Ω̂
d−1
S . To prove that these forms generate
Ω̂d−1S , suppose ω =
∑d
j=1 cjz
D⊗ωj satisfies equation (14). We can assume that at least one
cj 6= 0. There are three cases to consider:
Case I. Suppose that zi divides z
D for all i. It suffices to consider ω = z1 . . . zn ωj ,
and we can assume that e1, . . . , ed are linearly independent. Then for 1 ≤ i ≤ d, the
ziΩi =
∑n
j=1〈mj , ei〉z1 · · · zn ωj have the same span as the z1 . . . zn ωj since (〈mj, ei〉1≤k,i≤d)
is invertible. Thus z1 · · · zn ωj lies in the submodule generated by the Ωi.
Case II. Suppose that zi doesn’t divide z
D for some i ∈ I0 . Then (14) implies that
〈cjmk − ckmj , ei〉 = 0 for all j, k. Thus ei is orthogonal to the codimension 1 sublattice
spanned by cjmk − ckmj . Since ei is primitive, we see that ei is determined uniquely up
to ±. In particular, if there were some j 6= i where zj also didn’t divide z
D, then we
would have ej = −ei, which is impossible since i ∈ I0. This shows that ẑi divides z
D.
Furthermore, 0 = 〈cjmk − ckmj , ei〉 = cj〈mk, ei〉 − ck〈mj , ei〉 shows that for some constant
λ, we have cj = λ〈mj, ei〉 for all j. Thus ω is a multiple of Ωi.
Case III. Suppose that zi doesn’t divide z
D for some i /∈ I0. We can assume (i, j) ∈ I1,
and the argument of Case II shows that ẑij divides z
D. Then, as in Case II, we see that ω
is a multiple of Ωij .
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Since Ωi = zjΩij and Ωj = −ziΩij for (i, j) ∈ I1, we only need the the Ωi for i ∈ I0
along with the Ωij to generate Ω̂
d−1
S . This proves the proposition. ✷
We get the following description of (d− 1)-forms on P with poles on X .
Theorem 9.13 Let X ⊂ P be a Cartier divisor defined by f = 0, where f ∈ Sβ. Then
H0(P,Ωd−1P (X)) =
{∑
i∈I0 AiΩi +
∑
(i,j)∈I1 AijΩij
f
: Ai ∈ Sβ−β0+βi, Aij ∈ Sβ−β0+βi+βj
}
,
where β0 =
∑n
i=1 βi and zi ∈ Sβi. However, if Sβ ⊂ B(Σ) = 〈ẑσ : σ ∈ Σ〉 (see Definition
1.5), then
H0(P,Ωd−1P (X)) =
{∑n
i=1AiΩi
f
: Ai ∈ Sβ−β0+βi
}
.
Proof. Since Ωi has degree β0 − βi and Ωij has degree β0 − βi − βj , the first part of the
theorem follows immediately from Propositions 8.7 and 9.12. For the second part, suppose
that Sβ ⊂ B(Σ), and consider a form AΩij where A ∈ Sβ−β0+βi+βj . If z
D is a monomial
that appears in A, then zD ẑij ∈ Sβ ⊂ B(Σ). This implies that z
D ẑij is divisible by ẑσ for
some σ ∈ Σ. But σ can’t contain both ei and ej since ei = −ej . Thus zi or zj divides ẑσ,
so that zi or zj divides z
D ẑij . It follows that z
D is divisible by zi or zj , and thus z
D Ωij is a
multiple of either ziΩij = −Ωj or zj Ωij = Ωj . Hence AΩij is in the submodule generated
by the Ωi, and the theorem is proved. ✷
Remark 9.14 The reader can check that when P = Pd, the description ofH0(P,Ωd−1P (X))
given above generalizes equation (4.4) from [14].
To exploit the second part of Theorem 9.13, we need to know when Sβ ⊂ B(Σ).
Lemma 9.15 If β ∈ Cl(Σ) is the class of an ample divisor on P, then Sβ ⊂ B(Σ).
Proof. Given zD =
∏n
i=1 z
ai
i ∈ Sβ, our hypothesis implies that D =
∑n
i=1 aiDi is an
ample divisor on P. Thus L = OP(D) is an ample T-linearized invertible sheaf. Let
∆ = ∆(L) ⊂MR be its associated convex polytope. Since ∆ is defined by the inequalities
〈m, ei〉 ≥ −ai, we have 0 ∈ ∆ since ai ≥ 0. Then let ∆0 be the minimal face of ∆ containing
0.
We know that for some σ ∈ Σ, the face ∆σ of ∆ corresponding to σ is ∆0. We claim
that ẑσ divides our monomial z
D. To see why this is true, suppose we have some zi which
doesn’t divide zD. This means ai = 0. If ρi is the 1-dimensional cone of Σ generated by
ei, then the corresponding facet of ∆ is ∆ρi = ∆ ∩ {m : 〈m, ei〉 ≥ 0} since ai = 0. Thus
0 ∈ ∆ρi , which implies ∆σ ⊂ ∆ρi by the minimality of ∆σ. It follows that ρi ⊂ σ. We
have thus proved that ai = 0 implies ei ∈ σ, and it follows immediately that ẑσ =
∏
ei /∈σ zi
divides zD. Thus zD ∈ B(Σ), and the lemma is proved. ✷
If we combine this lemma with Theorem 9.13, we get the following useful corollary.
Corollary 9.16 Let X ⊂ P be an ample Cartier divisor defined by f = 0, where f ∈ Sβ.
Then
H0(P,Ωd−1P (X)) =
{∑n
i=1AiΩi
f
: Ai ∈ Sβ−β0+βi
}
.
where β0 =
∑n
i=1 βi and zi ∈ Sβi.
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10 Cohomology of the complement of an ample
divisor
In this section, P will be a d-dimensional complete simplicial toric variety and X ⊂ P will
be the zero locus of a global section of a T-linearized ample invertible sheaf L. If β ∈ Cl(Σ)
is the class of L, then Lemma 4.11 shows that X is defined by an equation f = 0 for some
f ∈ Sβ. We will also assume that X is quasi-smooth (by Proposition 4.15, this is true
for generic f ∈ Sβ). Our goal is to compute the cohomology of P\X in terms of f ∈ S.
We will also study the cohomology of X . Our results will generalize classical results of
Griffiths, Dolgachev and Steenbrink (see [14, 13, 29]).
Since X is a V -submanifold of the V -manifold P, we can compute H ·(P\X) using the
complex Ω·P(logX) (we always use cohomology with coefficients in C). Furthermore, the
Hodge filtration F · on Hp+q(P\X) comes from the spectral sequence Hq(P,ΩpP(logX))⇒
Hp+q(P\X) which degenerates at E1 (see §15 of [9]). Thus we obtain isomorphisms
GrpF H
d(P\X) ∼= Hd−p(P,Ω
p
P(logX))
for p = 0, . . . , d. Morever, ΩpP(logX) has the following resolution.
Proposition 10.1 If X is a quasi-smooth hypersurface of a complete simplicial toric va-
riety P, then there is a canonical exact sequence
0→ ΩpP(log X)→ Ω
p
P(X)
d
→ Ωp+1P (2X)/Ω
p+1
P (X)
d
→ . . .
. . .
d
→ Ωd−1P ((d− p)X)/Ω
d−1
P ((d− p− 1)X)
d
→ ΩdP((d− p+ 1)X)/Ω
d
P((d− p)X)→ 0.
Proof. The proof of this is similar to the proof of Theorem 6.2 in [3]. ✷
If we combine the above exact sequence with the Bott-Steenbrink-Danilov vanishing
theorem (see Theorem 7.2), then we obtain the following corollary.
Corollary 10.2 There are natural isomorphisms
GrpF H
d(P\X) ∼= Hd−p(P,Ω
p
P(logX))
∼=
H0(P,ΩdP((d− p+ 1)X)
H0(P,ΩdP((d− p)X) + dH
0(P,Ωd−1P ((d− p)X)
.
Before we can state our next result, we need some definitions.
Definition 10.3 Let f ∈ Sβ be a nonzero polynomial. Then the Jacobian ideal J(f) ⊂ S
is the ideal of S = C[z1, . . . , zn] generated by the partial derivatives ∂f/∂z1, . . . , ∂f/∂zn.
Also, the Jacobian ring R(f) is the quotient ring S/J(f).
Remark 10.4 Since f ∈ Sβ, we have ∂f/∂zi ∈ Sβ−βi, where zi ∈ Sβi. Thus J(f) is a
graded ideal of S, so that R(f) has a natural grading by the class group Cl(Σ).
Lemma 10.5 If f ∈ Sβ, where β 6= 0, then f ∈ J(f).
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Proof. We will prove this using the Euler formulas from Definition 3.9. Let
∏n
i=1 z
bi
i be
a monomial appearing in f . Then, in Cl(Σ), we have β = [
∑n
i=1 biDi], where Di is the
divisor in P corresponding to ei. If we can find φ1, . . . , φn ∈ C such that
∑n
i=1 φiei = 0,
then Lemma 3.8 tells us that
(
∑n
i=1 φibi) f =
n∑
i=1
φizi
∂f
∂zi
.
Thus we need to find a relation
∑n
i=1 φiei = 0 such that
∑n
i=1 φibi 6= 0. To do this, pick
j such that bj > 0. By completeness, −ej must lie in some cone σ ∈ Σ. Since ej can’t
be a generator of σ, we get −ej =
∑
i 6=j φiei, where φi ≥ 0, so that setting φj = 1 gives∑n
i=1 φiei = 0. Since bj > 0 and bi ≥ 0 for i 6= j, we have
∑n
i=1 φibi > 0. ✷
We can now state the first main result of this section.
Theorem 10.6 Let P be a d-dimensional complete simplicial toric variety, and let X ⊂ P
be a quasi-smooth ample hypersurface defined by f ∈ Sβ. If R(f) is the Jacobian ring of f ,
then there is a canonical isomorphism
GrpFH
d(P\X) ∼= R(f)(d−p+1)β−β0,
where zi ∈ Sβi and β0 =
∑n
i=1 βi.
Proof. The arguments are similar to those used in the classical case (see, for example,
[24]). By Theorem 9.7, we have
H0(P,ΩdP((d− p+ 1)X)) =
{ AΩ0
f d−p+1
: A ∈ S(d−p+1)β−β0
}
,
so that the map φ(AΩ0/f
d−p+1) = A defines a bijection
φ : H0(P,ΩdP((d− p+ 1)X))
∼= S(d−p+1)β−β0 .
By Corollary 10.2, it suffices to show that the subspace
H0(P,ΩdP((d− p)X) + dH
0(P,Ωd−1P ((d− p)X) ⊂ H
0(P,ΩdP((d− p+ 1)X))
maps via φ to J(f)(d−p+1)β−β0 ⊂ S(d−p+1)β−β0 .
If p = d, then the desired result follows immediately since H0(P,ΩdP), H
0(P,Ωd−1P )
and J(f)β−β0 all vanish (the last because ∂f/∂zi ∈ Sβ−βi). Now assume p < d. Since
AΩ0/f
d−p = fAΩ0/f
d−p+1, we see that φ(H0(P,ΩdP((d− p)X))) = fS(d−p)β−β0 . It remains
to see what happens to dH0(P,Ωd−1P ((d− p)X)). By Corollary 9.16, we know that
H0(P,Ωd−1P ((d− p)X)) =
{∑n
i=1AiΩi
f d−p
: Ai ∈ S(d−p)β−β0+βi
}
.
Since d − p 6= 0 and f ∈ J(f) by Lemma 10.5, the theorem now follows easily from the
following lemma.
31
Lemma 10.7 If A ∈ S(d−p)β−β0+βi, then
d
(AΩi
f d−p
)
=
(f∂A/∂zi − (d− p)A∂f/∂zi)Ω0
f d−p+1
.
Proof. First note that
d
(AΩi
f d−p
)
=
1
f d−p+1
(fdA ∧ Ωi + fAdΩi − (d− p)df ∧ Ωi). (15)
This equals BΩ0/f
d−p+1 for some B ∈ S(d−p+1)β−β0 , where
Ω0 =
∑
|I|=d
det(eI)ẑIdzI
(see Definition 9.3). Pick I0 ⊂ {1, . . . , n} such that |I0| = d, i ∈ I0 and det(eI0) 6= 0. To
find B, it suffices to determine the coefficient of dzI0 in (15).
From Definition 9.8, we have
Ωi =
∑
|J|=d−1
i/∈J
det(eJ∪{i})ẑJ∪{i}dzJ .
Since neither zi nor dzi appear in Ωi, dzI0 doesn’t appear in fAdΩi. Furthermore, if we set
J0 = I0\{i}, then the coefficient of dzI0 = dzi ∧ dzJ0 in fdA ∧ Ωi − (d− p)df ∧ Ωi is
f ∂A
∂zi
dzi ∧ det(eJ0∪{i})ẑJ0∪{i}dzJ0 − (d− p)A
∂f
∂zi
dzi ∧ det(eJ0∪{i})ẑJ0∪{i}dzJ0
= (f∂A/∂zi − (d− p)A∂f/∂zi) det(eI0)ẑI0dzI0 .
This shows that B = f∂A/∂zi− (d−p)A∂f/∂zi and completes the proof of the lemma. ✷
We next study the cohomology of the hypersurface X . Our first result is a Lefschetz
theorem.
Proposition 10.8 Let X be a quasi-smooth hypersurface of a d-dimensional complete sim-
plicial toric variety P, and suppose that X is defined by f ∈ Sβ. If f ∈ B(Σ) (see Definition
1.5), then the natural map i∗ : H i(P) → H i(X) is an isomorphism for i < d − 1 and an
injection for i = d− 1. In particular, this holds if X is an ample hypersurface.
Proof. In the affine space An, f ∈ B(Σ) implies that Z(Σ) = V(B(Σ)) ⊂ V(f). Thus
An\V(f) ⊂ An − Z(Σ) = U(Σ) is affine. Since P = U(Σ)/D(Σ), it follows that P\X =
(An\V(f))/D(Σ) is affine. This implies H i(P\X) = 0 for i > d by Corollary 13.6 of [9].
Now consider the Gysin sequence
. . .→ H i−2(X)
i!→ H i(P)→ H i(P\X)→ H i−1(X)
i!→ H i+1(P)→ . . .
(see the proof of Theorem 3.7 of [10]). Since the Gysin map i! is dual to i
∗ under Poincare´
duality, we see that i∗ has the desired property. Finally, if X is ample, then Lemma 9.15
implies that f ∈ B(Σ). ✷
This result shows that the “interesting” part of the cohomology ofX occurs in dimension
d − 1 and consists of those classes which don’t come from P. Hence we get the following
definition.
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Definition 10.9 The primitive cohomology group PHd−1(X) is defined by the exact se-
quence
0→ Hd−1(P)→ Hd−1(X)→ PHd−1(X)→ 0.
Remark 10.10 Since Hd−1(P) and Hd−1(X) have pure Hodge structures, PHd−1(X) is
also pure. Its Hodge components are denoted PHp,d−1−p(X).
Proposition 10.11 When X ⊂ P is ample, there is an exact sequence
0→ Hd−2(P)
∪[X]
→ Hd(P)→ Hd(P\X)→ PHd−1(X)→ 0
where [X ] ∈ H2(P) is the cohomology class of X.
Proof. By (3.3) of [24], we have a commutative diagram
H i(P)
↓ i∗ ց∪[X]
H i(X)
i!−→ H i+2(P)
(16)
When i = d− 1, ∪[X ] is an isomorphism by Hard Lefschetz, and it follows that PHd−1(X)
is isomorphic to the kernel of i! : H
d−1(X)→ Hd−1(P). Then the Gysin sequence gives us
an exact sequence
Hd−2(X)
i!→ Hd(P)→ Hd(P\X)→ PHd−1(X)→ 0.
Since ∪[X ] : Hd−2(P) → Hd(P) is injective by Hard Lefschetz and i∗ : Hd−2(P) →
Hd−2(X) is an isomorphism by Proposition 10.8, the desired exact sequence now follows
easily using (16) with i = d− 2. ✷
The maps in Proposition 10.11 are all morphisms of mixed Hodge structures (with
appropriate shifts). Since H i(P) vanishes for i odd and has only (p, p) classes for i even
(see Theorem 3.11 of [23]), we get the following corollary of Proposition 10.11.
Corollary 10.12 When p 6= d/2, there is a natural isomorphism
GrpFH
d(P\X) ∼= PHp−1,d−p(X),
and when p = d/2, there is an exact sequence
0→ Hd−2(P)
∪[X]
→ Hd(P)→ Grd/2F H
d(P\X)→ PHd/2−1,d/2(X)→ 0.
If we combine this with Theorem 10.6 and replace p with p+1, then we get the following
theorem.
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Theorem 10.13 Let P be a d-dimensional complete simplicial toric variety, and let X ⊂ P
be a quasi-smooth ample hypersurface defined by f ∈ Sβ. If R(f) is the Jacobian ring of f ,
then for p 6= d/2− 1, there is a canonical isomorphism
R(f)(d−p)β−β0
∼= PHp,d−1−p(X)
where zi ∈ Sβi and β0 =
∑n
i=1 βi. For p = d/2− 1, we have an exact sequence
0→ Hd−2(P)
∪[X]
→ Hd(P)→ R(f)(d/2+1)β−β0 → PH
d/2−1,d/2(X)→ 0.
Remark 10.14 Notice that when d is odd, we always have R(f)(d−p)β−β0
∼= PHp,d−1−p(X).
The same conclusion holds whenever P is a toric variety with the property that ∪[X ] :
Hd−2(P) → Hd(P) is an isomorphism. The latter holds when P is a weighted projective
space, which explains why the classical case is so nice. Notice also that in all cases, we
always have a surjection
R(f)(d−p)β−β0 → PH
p,d−1−p(X)→ 0.
Remark 10.15 One consequence of our results is that there is a natural map
Hd(P)→ R(f)(d/2+1)β−β0 .
It would be interesting to have an explicit description of this map.
11 Cohomology of affine hypersurfaces
In a recent paper [3], the first author obtained some results on the cohomology of the affine
hypersurface Y = X∩T ⊂ T, where T is the torus contained in a projective toric variety P
and X ⊂ P is an ample hypersurface. We will show how the results of [3] can be expressed
in terms of various graded ideals of the ring S = C[z1, . . . , zn]. We begin with a definition.
Definition 11.1 IfX ⊂ P is a hypersurface, then we let Y = X∩T ⊂ T be its intersection
with the torus T ⊂ P. The primitive cohomology group PHd−1(Y ) is then defined to be
the cokernel of the map Hd−1(T) → Hd−1(Y ), where as usual we use cohomology with
coefficients in C.
Remark 11.2 In [10], it is shown that Hd−1(T) → Hd−1(Y ) is injective. Note also that
PHd−1(Y ) has a natural mixed Hodge structure. The Hodge filtration on PHd−1(Y ) will
be denoted F ·.
One of the main results of [3] is a description of the Hodge filtration on PHd−1(Y ). To
state this in terms of the ring S, we need the following ideal of S.
Definition 11.3 Given f ∈ Sβ , let J0(f) ⊂ S denote the ideal generated by zi∂f/∂zi for
1 ≤ i ≤ n. We then let R0(f) denote the quotient ring S/J0(f).
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Remark 11.4 Since f ∈ Sβ, we see that J0(f) is a graded ideal of S, and hence R0(f) has
a natural grading by the class group Cl(Σ).
Theorem 11.5 ([3]) If X ⊂ P is a nondegenerate (see Definition 4.13) ample divisor
defined by f ∈ Sβ and Y = X ∩T is the corresponding affine hypersurface in the torus T,
then there is a natural isomorphism
GrpFPH
d−1(Y ) ∼= R0(f)(d−p)β.
Proof. We first show how certain constructions in [3] can be formulated in terms of the
ring S. Since X ⊂ P is ample, we get the d-dimensional convex polyhedron ∆ ⊂ MR.
Recall that ∆ is defined by the inequalities 〈m, ei〉 ≥ −bi, where bi ≥ 0 and X is linearly
equivalent to D =
∑n
i=1 biDi.
As in [3], we define the ring S∆ to be the subring of C[t0, t
±1
1 , . . . , t
±1
d ] spanned over C
by all Laurent monomials of the form tk0t
m = tk0t
m1
1 · · · t
md
d where k ≥ 0 and m ∈ k∆. This
ring is graded by setting deg(tk0t
m) = k. We should think of t1, . . . , td as coordinates on the
torus T and t0 as an auxillary variable to keep track of the grading.
A first observation is that there is a natural isomorphism of graded rings
ρ : S∆ ∼=
∞⊕
k=0
Skβ ⊂ S (17)
which is defined by
ρ(tk0t
m) =
n∏
i=1
z
kbi+〈m,ei〉
i .
Since the integer points of k∆ naturally give a basis of H0(P,OP(kD)), Proposition 1.1 of
[5] shows that we get the desired ring isomorphism.
In particular, f ∈ Sβ corresponds to an element
∑
m∈∆∩M amt0t
m ∈ (S∆)1. Setting
t0 = 1, we get the Laurent polynomial g =
∑
m∈∆∩M amt
m formed using the lattice points
of ∆. Since t1, . . . , td are coordinates on the torus T, one can show that Y is naturally
isomorphic to the subvariety of T defined by g = 0.
Following [3], we use the Laurent polynomial g to define F = t0g − 1, and then we set
Fi = ti∂F/∂ti for i = 0, 1, . . . , d. Note that Fi ∈ (S∆)1 for all i. Finally, we define Jg,∆ to
be the ideal of S∆ generated by the Fi. Then Corollary 6.10 of [3] gives an isomorphism
GrpFPH
d−1(Y ) ∼= (S∆/Jg,∆)d−p. (18)
To prove the theorem, it suffices to show that for all k ≥ 0, the isomorphism ρ of (17) maps
the graded piece (Jg,∆)k ⊂ (S∆)k to J0(f)kβ ⊂ Skβ.
First observe that F0 = t0g maps to f under the map ρ. To write this explicitly, we
introduce the following notation: given m ∈ ∆ ∩ M , let zD(m) =
∏n
i=1 z
bi+〈m,ei〉
i . Thus
f =
∑
m∈∆∩M amz
D(m). Next note that t1, . . . , td are a basis of the character group of T
and hence determine a basis of M . If h1, . . . , hd ∈ N is the dual basis, then one computes
that for i > 0, the polynomial Fi = t0ti∂g/∂ti maps to
f˜i =
∑
m∈∆∩M
am〈m, hi〉z
D(m).
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In contrast, note that
zi∂f/∂zi =
∑
m∈∆∩M
am(bi + 〈m, ei〉)z
D(m) = bif +
∑
m∈∆∩M
am〈m, ei〉z
D(m).
It suffices to show that each zi∂f/∂zi is a C-linear combination of f, f˜1, . . . , f˜d and con-
versely.
To prove this, first note that ei can be expressed in terms of the h1, . . . , hd, and
hence zi∂f/∂zi is a C-linear combination of f, f˜1, . . . , f˜d. Going the other way, we can
label e1, . . . , en so that e1, . . . , ed are linearly independent. Then hi can be expressed in
terms of e1, . . . , ed, and it follows easily that f, f˜1, . . . , f˜d are C-linear combinations of
f, z1∂f/∂z1, . . . , zn∂f/∂zn. To complete the proof, observe that f ∈ J0(f) follows easily
from the proof of Lemma 10.5. ✷
We next study the weight filtration on PHd−1(Y ). Since Y is quasi-smooth, we have
Wd−2H
d−1(Y ) = 0, which implies thatWd−2PH
d−1(Y ) = 0. It follows thatWd−1PH
d−1(Y )
has a pure Hodge structure. We can identify this Hodge structure as follows.
Proposition 11.6 If X ⊂ P is a nondegenerate ample hypersurface, then there is a natural
isomorphism of Hodge structures
PHd−1(X) ∼= Wd−1PH
d−1(Y ).
Proof. Let D = P \ T, and recall from Theorem 5.4 that the complex Ω·P(logD) has a
weight filtration W· with the property that
GrWk Ω
·
P(logD)
∼=
⊕
dim τ=k
Ω·Pτ .
The spectral sequence of this filtered complex gives the weight filtration on H ·(T), and
since the spectral sequence degenerates at E2, we get an exact sequence
n⊕
i=1
Hd−3(Di)→ H
d−1(P)→ GrWd−1H
d−1(T)→ 0,
where D =
∑n
i=1Di. Notice also that Gr
W
d−1H
d−1(T) = Wd−1H
d−1(T) since T is smooth.
Since X ⊂ P is nondegenerate, the same argument applies to D ∩X = X \ Y , so that we
also have an exact sequence
n⊕
i=1
Hd−3(Di ∩X)→ H
d−1(X)→ GrWd−1H
d−1(Y )→ 0,
and as noticed earlier, GrWd−1H
d−1(Y ) =Wd−1H
d−1(Y ).
To see how this applies to primitive cohomology, consider the commutative diagram:
0 0
↑ ↑
PHd−1(X)
α
→ Wd−1PH
d−1(Y )
↑ ↑⊕n
i=1H
d−3(Di ∩X) → H
d−1(X) → Wd−1H
d−1(Y ) → 0
↑ ↑ ↑⊕n
i=1H
d−3(Di) → H
d−1(P) → Wd−1H
d−1(T) → 0
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The columns are exact by the definition of primitive cohomology and the strictness of the
weight filtration, and we’ve already seen that the bottom two rows are exact. It follows
easily that the map α : PHd−1(X)→ Wd−1PH
d−1(Y ) exists and is surjective. Notice also
that α is a morphism of Hodge structures.
However, each Di is a (d−1)-dimensional complete simplicial toric variety, and Di∩X ⊂
Di is quasi-smooth since X is nondegenerate. Thus Proposition 10.8 implies that
n⊕
i=1
Hd−3(Di)→
n⊕
i=1
Hd−3(Di ∩X)
is an isomorphism. An easy diagram chase then shows that α is injective, and the propo-
sition is proved. ✷
In order to interpret this proposition in terms of the polynomial ring S, we will need
the following ideal.
Definition 11.7 Given the ideal J0(f) = 〈z1∂f∂z1, . . . , zn∂f/∂zn〉 ⊂ S, we get the ideal
quotient J1(f) = J0(f): z1 · · · zn. We put R1(f) = S/J1(f).
Theorem 11.8 ([3]) If X ⊂ P is a nondegenerate ample divisor defined by f ∈ Sβ, then
there is a natural isomorphism
PHp,d−1−p(X) ∼= R1(f)(d−p)β−β0 ,
where zi ∈ Sβi and β0 =
∑n
i=1 βi.
Proof. As in Definition 2.8 of [3], consider the ideal I
(1)
∆ ⊂ S∆ spanned by all monomials
tk0t
m such that m is an interior point of k∆. Then let H = ⊕Hi denote the image of the
homogeneous ideal I
(1)
∆ in the graded Artinian ring S∆/Jg,∆, where Jg,∆ is as in the proof of
Theorem 11.5. Proposition 9.2 of [3] tells us that under the isomorphism (S∆/Jf,∆)d−p ∼=
GrpFPH
d−1(Y ), the subspace Hd−p maps to Wd−1Gr
p
FPH
d−1(Y ). If we combine this with
Proposition 11.6, then we get an isomorphism
Hd−p ∼= PH
p,d−1−p(X).
Under the isomorphism ρ of (17), a monomial tk0t
m maps to zD(m) =
∏n
i=1 z
bi+〈m,ei〉
i . Since
m is in the interior of k∆ if and only if 〈m, ei〉 > −bi for all i, we see that t
k
0t
m ∈ (I
(1)
∆ )k
exactly when zD(m) is divisible by z1 · · · zn. Thus ρ((I
(1)
∆ )k) = 〈z1 · · · zn〉kβ. Since we
know by the proof of Theorem 11.5 that ρ maps (Jg,∆)k to J0(f)kβ, it follows easily that
Hk ⊂ (S∆/Jg,∆)k is isomorphic to the image of 〈z1 · · · zn〉kβ in (S/J0(f))kβ. This last
subspace is isomorphic to (S/J1(f))kβ−β0 = R1(f)kβ−β0, and the theorem is proved. ✷
Remark 11.9 It is interesting to compare this result to Theorem 10.13, which gives a
natural surjection
R(f)(d−p)β−β0 → PH
p,d−1−p(X)→ 0 (19)
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when X is quasi-smooth. The theorem just proved shows that, under the stronger hypoth-
esis that X is nondegenerate, there is an isomorphism
PHp,d−1−p(X) ∼= R1(f)(d−p)β−β0 .
One can show that the composition of these maps in induced by the obvious inclusion of
ideals
J(f) = 〈∂f/∂zi〉 ⊂ 〈zi∂f/∂zi〉: z1 · · · zn = J1(f).
Since the map of (19) is an isomorphism for p 6= d/2 − 1, it follows that the ideals J(f)
and J1(f) agree in degrees (d − p)β − β0 for p 6= d/2− 1, though for p = d/2 − 1, we get
an exact sequence
0→ Hd−2(P)
∪[X]
→ Hd(P)→ (J1(f)/J(f))(d/2+1)β−β0 → 0.
When P is a weighted projective space, the ideals J(f) and J1(f) are equal in all
degrees. For in this case, f being quasi-smooth means that the ∂f/∂zi form a regular
sequence, while f being nondegenerate means that the zi∂f/∂zi form a regular sequence.
Then standard results from commutative algebra (see part (γ) of (1.2) of [27]) imply that
〈∂f/∂zi〉 = 〈zi∂f/∂zi〉: z1 · · · zn, which gives the desired equality. In the general case, the
precise relation between J(f) and J1(f) is not well understood.
12 A generalized Euler short exact sequence and
applications
We begin with a generalization of the classical Euler short exact sequence.
Theorem 12.1 Let D1, . . . , Dn the irreducible components of D = P \T, and let d be the
dimension of P. Then there exists the following short exact sequence
0→ Ω1P →
n⊕
i=1
OP(−Di)→ O
n−d
P → 0. (20)
Remark 12.2 When P is projective space, the above short exact sequence coincides with
the well-known Euler short exact sequence. So we call (20) the generalized Euler exact
sequence.
Proof. There are the following two short exact sequences:
0→ Ω1P → Ω
1
P(logD)
r
→
n⊕
i=1
ODi → 0 (21)
and
0→
n⊕
i=1
OP(−Di)→ O
n
P
p
→
n⊕
i=1
ODi → 0, (22)
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where r is the Poincare´ residue map.
The short exact sequence
0→ M → Zn → Cl(Σ)→ 0
shows that Cl(Σ) has rank n − d. Since Ω1P(logD)
∼= Λ1M ⊗Z OP, we can tensor this
sequence with OP to obtain
0→ Ω1P(logD)
s
→ OnP→O
n−d
P → 0.
By global properties of the Poincare´ residue map (Section 6), one has r = p ◦ s. So s
induces an injective map ı : Ω1P →֒
⊕n
i=1OP(−Di), and then the short exact sequences (21)
and (22) fit into the following commutative diagram:
0 0
↓ ↓
0 → Ω1P
ı
→
⊕n
i=1OP(−Di) → Q → 0
↓ ↓ ↓
0 → Ω1P(logD)
s
→ OnP → O
n−d
P → 0
↓ r ↓ p ↓
0 →
⊕n
i=1ODi =
⊕n
i=1ODi → 0
↓ ↓
0 0
Since the first two columns are exact, the snake lemma implies that the sheaf Q is isomor-
phic to On−dP . ✷
As a first application of the Euler exact sequence, we will show how to find generators
of H0(P,Ωd−1P (X)), where X ⊂ P is an ample hypersurface defined by f ∈ Sβ. If we apply
the functor Hom(∗,ΩdP(X)) to (20), then we obtain the exact sequence
0→ (ΩdP(X))
n−d →
n⊕
i=1
Hom(OP(−Di),Ω
d
P(X))→ Ω
d−1
P (X)→ 0,
since Hom(ΩkP,Ω
d
P) = Ω
d−k
P (see [9]). Then we get the short exact sequence of global
sections
0→ H0(P, (ΩdP(X))
n−d)→
n⊕
i=1
H0(P, Hom(OP(−Di),Ω
d
P(X)))→ H
0(P,Ωd−1P (X))→ 0
since H1(P,ΩdP(X)) = 0 by the Bott-Steenbrink-Danilov vanishing theorem.
However, by Remark 9.6, we know that ΩdP
∼= OP(−D), and it follows that we have an
isomorphism of T-linearized sheaves
Hom(O(−Di),Ω
d
P(X))
∼= OP(X −D +Di).
Then Lemma 4.11 implies that we have an isomorphism
H0(P, Hom(O(−Di),Ω
d
P(X)))
∼= Sβ−β0+βi,
where as usual βi is the class of Di and β =
∑n
i=1 βi is the class of D. We have thus proved
the following result.
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Proposition 12.3 When X is an ample hypersurface of P defined by f ∈ Sβ, then there
exists a surjective homomorphism
n⊕
i=1
Sβ−β0+βi → H
0(P,Ωd−1P (X)).
Remark 12.4 The reader should compare this proposition with Theorem 9.13 and Corol-
lary 9.16.
We conclude this section with a discussion of the tangent sheaf of a toric variety.
Definition 12.5 Let TP be the sheaf Hom(Ω
1
P,OP). We call TP the tangent sheaf of P.
Remark 12.6 If P is smooth, then TP coincides with the usual tangent sheaf ΘP of P.
Applying Hom(∗,OP) to (20), we obtain the short exact sequence
0→ On−dP →
n⊕
i=1
O(Di)→ TP → 0.
Since H1(P,OP) = 0, we get
dimH0(P, TP) =
n∑
i=1
(dimSβi − 1) + d.
It was proved by second author in [5] that
dimAut(P) =
n∑
i=1
(dimSβi − 1) + d.
Thus the global sections of TP can be identified with the Lie algebra of Aut(P).
13 Moduli of ample hypersurfaces
This section will study how the Jacobian ring is related to the moduli of the hypersurfaces
X ⊂ P coming from sections of an ample invertible sheaf L on P. As usual, we assume
that P is a complete simplicial toric variety.
We first study the automorphisms of P which preserve a given divisor class. Let Aut(P)
denote the automorphism group of P.
Definition 13.1 Given β ∈ Cl(Σ), let Autβ(P) denote the subgroup of Aut(P) consisting
of those automorphisms which preserve β.
Remark 13.2 If Aut0(P) is the connected component of the identity of Aut(P), then the
results of §3 of [5] imply that Aut0(P) is a subgroup of finite index in Autβ(P).
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When we describe P as the quotient U(Σ)/D(Σ), note that Aut(P) doesn’t act on
U(Σ). However, in [5], it is shown that there is an exact sequence
1→ D(Σ)→ A˜ut(P)→ Aut(P)→ 1
where A˜ut(P) is the group of automorphisms of An which preserve U(Σ) and normalize
D(Σ). An element φ ∈ A˜ut(P) induces an automorphism φ : S → S which for all γ ∈ Cl(Σ)
satisfies φ(Sγ) = Sφ(γ).
Definition 13.3 Given β ∈ Cl(Σ), let A˜utβ(P) denote the subgroup of A˜ut(P) consisting
of those automorphisms which preserve β.
The group A˜utβ(P) has the following obvious properties.
Lemma 13.4 There is a canonical exact sequence
1→ D(Σ)→ A˜utβ(P)→ Autβ(P)→ 1.
Furthermore, there is a natural action of A˜utβ(P) on Sβ.
Remark 13.5 Let A˜ut0(P) be the connected component of the identity of A˜ut(P). In [5],
it is shown that A˜ut0(P) is naturally isomorphic to the group Autg(S) of Cl(Σ)-graded
automorphisms of S. Then A˜ut0(P) ⊂ A˜utβ(P), and the action of A˜utβ(P) on Sβ is
compatible with the action of Autg(S).
If β ∈ Cl(Σ) is an ample class, then we know that X = {p ∈ P : f(p) = 0} ⊂ P is
quasi-smooth for generic f ∈ Sβ (see Proposition 4.15). Then
{f ∈ Sβ : f is quasi-smooth}/A˜utβ(P)
should be the coarse moduli space of quasi-smooth hypersurfaces in P in the divisor class
of β. The problem is that A˜utβ(P) need not be a reductive group, so that the quotient may
not exist. However, it is well-known (see, for example, §2 of [6]) that there is a nonempty
invariant open set
U ⊂ {f ∈ Sβ : f is quasi-smooth}
such that the geometric quotient
U/A˜utβ(P)
exists.
Definition 13.6 We call the quotient U/A˜utβ(P) a generic coarse moduli space for hy-
persurfaces of P with divisor class β.
We can relate the Jacobian ring R(f) to the generic coarse moduli space as follows.
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Proposition 13.7 If β is ample and f ∈ Sβ is generic, then R(f)β is naturally isomorphic
to the tangent space of the generic coarse moduli space of quasi-smooth hypersurfaces of P
with divisor class β.
Proof. First note that A˜ut0(P) ⊂ A˜utβ(P) has finite index. Thus, by shrinking U if
necessary, we may assume that
U/A˜ut0(P)→ U/A˜utβ(P)
is e´tale. Hence it suffices to identify R(f)β with the tangent space to U/A˜ut
0(P). Shrinking
U further, we may assume that the map
U → U/A˜ut0(P)
is smooth (see §2 of [6]). Then the tangent space to a point of the generic moduli space
is naturally isomorphic to the quotient of Sβ (= tangent space of U) modulo the tangent
space to the orbit of Autg(S) = A˜ut
0(P) acting on f ∈ Sβ.
Hence, to prove the proposition, we need tos show that J(f)β is the tangent space to
the orbit of f . But the tangent space to the orbit is given by the action of the Lie algebra
of Autg(S) on f . Since the Lie algebra consists of all derivations of S which preserve the
grading, its elements can be written in the form
∑n
i=1Ai∂/∂zi, where Ai and zi lie in the
same graded piece Sβi of S for all i. Thus the action of the Lie algebra on f gives the
subspace {
∑n
i=1Ai∂f/∂zi : Ai ∈ Sβi} = J(f)β, and the proposition is proved. ✷
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