The master probability equation captures the dynamic behavior of a variety of stochastic phenomena that can be modeled as Markov processes. Analytical solutions to the master equation are hard to come by though because they require the enumeration of all possible states and the determination of the transition probabilities between any two states. These two tasks quickly become intractable for all but the simplest of systems. Instead of determining how the probability distribution changes in time, we can express the master probability distribution as a function of its moments, and, we can then write transient equations for the probability distribution moments. In 1949, Moyal defined the derivative, or jump, moments of the master probability distribution. These are measures of the rate of change in the probability distribution moment values, i.e. what the impact is of any given transition between states on the moment values. In this paper we present a general scheme for deriving analytical moment equations for any N-dimensional Markov process as a function of the jump moments. Importantly, we propose a scheme to derive analytical expressions for the jump moments for any N-dimensional Markov process. To better illustrate the concepts, we focus on stochastic chemical kinetics models for which we derive analytical relations for jump moments of arbitrary order. Chemical kinetics models are widely used to capture the dynamic behavior of biological systems. The elements in the jump moment expressions are a function of the stoichiometric matrix and the reaction propensities, i.e. the probabilistic reaction rates. We use two toy examples, a linear and a non-linear set of reactions, to demonstrate the applicability and limitations of the scheme. Finally, we provide an estimate on the minimum number of moments necessary to obtain statistical significant data that would uniquely determine the dynamics of the underlying stochastic chemical kinetic system. The first two moments only provide limited information, especially when complex, non-linear dynamics are involved.
Introduction
Many stochastic processes in physics and chemistry can be considered to follow the Markov property; the movement of the system in the available state space depends only on the previous state and not on the path that the stochastic process has followed before.
Any stochastic process that obeys the Markov property is a Markov process. The underlying probability distribution, that is the probability of finding the system at any possible state at a certain time, is governed by a single partial differential equation (PDE) called the master equation (ME) . If an initial condition is known and given the transitional probabilities, i.e. the probabilities of the system transitioning from any state to any other state, ME uniquely determines the probability distribution at any later time (van Kampen, 1992; Gardiner, 2004) .
The solution of ME requires enumerating the states and finding the transition matrix, a task that is tractable only for the simplest of systems. For more complex systems, in lieu of a solution of ME, kinetic Monte Carlo techniques are often used to sample the underlying probability distribution. There is a growing community of researchers that develops computationally efficient and accurate stochastic simulation algorithms Kaznessis, 2005a, 2005b; Gibson and Bruck, 2000; Cao et al., 2006; Rathinam et al., 2003; Cao et al., 2005; Samant and Vlachos, 2005; Munsky and Khammash, 2006; Sotiropoulos and Kaznessis, 2008; Sotiropoulos et al., 2009; Hill et al., 2008) .
Alternatively, instead of sampling the probability distribution all important information for the system's behavior can be had through the moments of the probability distribution (Gillespie, 1992) . The first moment relates to the mean of the probability distribution, the second to the variance, the third to skewness and the fourth to kurtosis. Higher order moments may also contain important information on systems dynamics especially when these systems are complex and highly non-linear.
In this work we start from the master equation and derive a system of ordinary differential equations (ODE) that describe the dynamics of the probability distribution moments. We express the transient moment dynamics in terms of the derivative or jump moments (Moyal, 1949) . Jump moments are measures of the rate of change in the probability distribution moment values, i.e. they quantify the impact of any given transition between states on the moment values.
What is new in the current work is a scheme to derive analytical expressions for the jump moments for any N-dimensional Markov process. These expressions result in an infinite linear system of ODEs that describes the moment dynamics of any such process.
We then apply this scheme to stochastic chemical kinetics. Stochastic chemical kinetics have emerged in recent years as an appropriate modeling formalism for biological systems that are away from the thermodynamic limit (Kaznessis, 2006; Sotiropoulos and Kaznessis, 2007; Tomshine and Kaznessis, 2006; Tuttle et al., 2005; Ramalingam et al., 2009) .
The idea of using moment equations to predict dynamics of systems in the stochastic chemical kinetics regime has also been considered early on by McQuarrie (1967) . In recent years, publications have proposed alternative ways to derive the moment equations (Hespanha and Singh, 2005; Goutsias, 2007; Gillespie, 2009; Lee et al., 2009) . Our work complements this rich literature, providing useful analytical relations for the jump moments in stochastic chemical kinetics. These relations are then used to provide analytical equations for the probability distribution moments.
The paper is organized as follows. First we briefly present background information on Markov processes and their governing equations. We then define the jump moments of Markov processes and we use this definition to derive the general form of the moment equations. Then we concentrate on the stochastic chemical kinetics regime and we derive analytical relations for the jump moments. We use examples to discuss the applicability of the derived equations. Finally we discuss the drawbacks of any moment based method that mainly stem from the fact that the resulting ODE system is infinite dimensional. We discuss literature momentclosure schemes and speculate on how the analytical expressions we develop may assist in the development of accurate closing schemes. We also argue that higher order moments, at least up to order six, are necessary for biologically-relevant chemical kinetics systems. This is contrary to the widely held belief that only the mean and variance are important in stochastic chemical kinetics models.
Theory

Markov processes
Consider a Markov process, X(t), a stochastic process that for any n successive set of times, t 1 o t 2 o Á Á Á ot n , obeys the following property, known as the Markov property P 1jnÀ1 ðX n ,t n jX 1 ,t 1 , . . . ,X nÀ1 ,t nÀ1 Þ ¼ P 1j1 ðX n ,t n jX nÀ1 ,t nÀ1 Þ ð 1Þ
where X k is the state of the system at time t k . P 1jnÀ1 denotes the conditional probability that the outcome at time t n is X n provided that the outcomes were X 1 , X 2 ,y,X n À 1 at times t 1 , t 2 ,y,t n À 1 , respectively. P 1j1 denotes the conditional probability that the outcome at time t n is X n provided that the outcome at time t n À 1 was X n À 1 , irrespective of the previous outcomes. The Markov property states that the transition of the system to state X n at time t n depends only on the previous state X n À 1 at time t n À 1 and therefore is independent of the history of the process, i.e. X 1 , t 1 , y, X n À 2 , t n À 2 .
The probability distribution function of any stochastic process with state vector X ðtÞ ¼ ðX 1 ðtÞ, . . . ,X N ðtÞÞ and initial condition X ðt ¼ 0Þ ¼ X 0 obeying the Markov property is governed by a differential difference equation in probability known as the master equation (ME) (van Kampen, 1992) @PðX ,tÞ @t ¼ Z ½TðX =X uÞPðX u,tÞÀTðX u=X ÞPðX ,tÞ dX u ð2Þ
PðX ,tÞ is the probability of the system being at state X at time t. TðX =X uÞ is the transition probability per unit time for the system to jump from state X u to state X . In principle, the ME uniquely determines the probability PðX ,tÞ of the system being at a state X ¼ X ðtÞ at time t 40. Note that using integrals in the ME we have made the assumption that variable X ðtÞ is continuous. An alternative description of the Markov process probability distribution is obtained through the Kramers-Moyal expansion (van Kampen, 1992) .
where a m are m-order tensors and were originally called derivative or jump moments by Moyal (1949) and later referred to as propagator moment functions (Gillespie, 1992) . Jump moments are measures of the rate of change in the probability distribution moment values, i.e. they quantify the impact of any given transition between states on the moment values.
Moments and jump moments
Let us consider an N-dimensional Markov process X ðtÞ ¼ ðX 1 ðtÞ, . . . ,X N ðtÞÞ with probability distribution PðX ðtÞ,tÞ.
The m-th moment of the stochastic variable X is defined as
The first order moments of any X i is usually referred to as the mean while second order moments relate to the variance of the probability distribution through the relation,
The joint moments are defined through the following relations
where the sum m ¼ m 1 þm 2 þ Á Á Á m n is the order of the joint moment. The set of the m-th order moments uniquely determines the underlying probability distribution. The existence of higher order moments depends on how fast PðX ,tÞ approaches zero as X goes to infinity. On the other hand, jump moments relate to the transition probability per unit time rather than the probability distribution. Based on Moyal's work jump moments are defined through the following relations (Moyal, 1949) 
Index m refers to the order of the moment and index i to the element within the tensor. Analogously the joint jump moments are
Jump moments are tensors and the indexes i,j, . . . denote the element of the m ¼ m i þ m j þ Á Á Á order tensor. Jump moments of order 2 and greater are symmetric tensors, i.e. a 2 1,2 ¼ a 2 2,1 . The same is true for regular moments. In the simple case of an onedimensional Markov process jump moments are simply scalars.
Derivation of moment equations
Given the definitions for both regular and jump moments we can now start deriving the moment equations, i.e. the system of ODEs that describes moment dynamics.
Starting with the first moment we have
From the defining equation we have the exact identity for the time derivative of the first moment
substituting Eq. (2) in the last equation we have
Noticing that the integration over X and X u runs over the same domain we can interchange indexes in the last equation, i.e.
X i TðX =X uÞPðX u,tÞ ¼ X i uTðX u=X ÞPðX ,tÞ ð 11Þ thus we have
Recalling the definition of the jump moment in Section 2.2 and in particular that of the first moment
the right hand side (RHS) of Eq. (12) can be recast in the following form
where the RHS term denotes the average of a i 1 ðX Þ. The ODE equation describing the dynamics of the first moment of variable X i is then simply
Following a similar way of thinking and carrying out slightly more complicated algebraic calculations, which we omit in the present section for brevity but we include in Appendix A for completeness, we can write the moment equations for second, third and fourth order moment dynamics.
Using inductive reasoning, from Eqs. (15), (A.5), (A.14) and (A.23) we derive the general moment equation for the mth order moment of an N-dimensional Markov process as a function of joint jump moments
with initial conditions
where by identity a 0 ðX Þ ¼ 0, ð m j Þ denotes the binomial coefficient and index notation is used to symbolize the following operation
In other words, the index notation refers to the appropriate element of the jth order tensor,
To our knowledge there have been no other attempts to deduce the general moment equation from jump moments in the case of a N-dimensional Markov process.
In the case of a 1-dimensional Markov process the above equation reduces to the following simpler relation (Gillespie, 1992) 
Alternatively, the multivariate case can be written in efficient matrix form using Kronecker product notation (Brewer, 1978) . Kronecker products, ðÞ, have interesting implementation properties on computers and thus may improve computational efficiency. We can write
where
and where vecðÁÞ symbolizes the vectorization of any matrix or tensor in general into a column vector, which is obtained by stacking the columns of the matrix or tensor on top of one another.
, defined as follows:
, is defined as (Brewer, 1978) (19), completely characterizes the moment dynamics for any given N-dimensional Markov process. The only prerequisite is the knowledge of analytical relations for the jump moments. These relations depend on the underlying physics of the problem as it will become evident in the following section. In particular, we derive analytical relations for the components of the jump moments tensors in the case where the underlying Markov process stems from a stochastic chemical kinetics model. The final equations may appear cumbersome but they are very simple to generate with the help of a computer program.
Even though we have made the assumption that variables X ðtÞ are continuous, this needs not be the case. The derivation of Eq. (16) could be carried out by starting from the discrete ME (van Kampen, 1992) . The main difference in the derivation is that instead of integrals, summation signs over all possible states would be used.
Jump moments and stochastic chemical kinetics
Consider a system of N distinct chemical species, X i (i¼1,y,N), participating in M chemical reactions in a well-mixed volume V
Consider also n j the stoichiometric vector associated with the jth
Such systems of reactions are widely used to model biological interactions, such as transcription, translation, degradation, regulation and protein-protein interactions (Wolf and Arkin, 2002; St-Pierre and Endy, 2008; Tuttle et al., 2005; Sotiropoulos and Kaznessis, 2007) . Dilute and sparse species populations render the traditional continuous-deterministic modeling approach false. Instead, stochastic chemical kinetics models are more appropriate to describe systems of reactions that are far from the thermodynamic limit (Elowitz et al., 2002) . Therefore system (20) is frequently considered as a Markov process where a chemical master equation (CME) governs the evolution of the probability distribution.
Under the stochastic chemical kinetics regime reaction rates become reaction propensities, a j ðX Þ. These are the probabilistic equivalents and are defined as follows (Gillespie, 1977) 
Each constant k j represents the mesoscopic reaction rate of the jth reaction.
In what follows we derive analytical relations for the jump moments for any stochastic chemical kinetics model. Starting with the CME, we can determine the Kramers-Moyal expansion of the probability distribution (cf. Eq. (3)). If we truncate the expansion and retain only the first two terms then the resulting equation is the well-known Fokker-Plank equation (FPE) (van Kampen, 1992) @PðX ,tÞ
where a 2 and a 1 are the first two jump moments tensors or using the terminology most often referred to them the drift vector and diffusion tensor, respectively. Instead of solving the Fokker-Planck equations it is usually more convenient to sample the underlying probability distribution generating ensembles of trajectories obtained as solutions of the corresponding chemical Langevin equations (CLE) or systems of CLEs (Gillespie, 2000) .
From the work of Gillespie we know that for systems of chemical reactions under the Markov process regime the corresponding chemical Langevin equation is (Gillespie, 2000) dX
where n corresponds to the N Â M stoichiometric matrix, aðXÞ corresponds to the M Â 1 propensities vector and the notation D ð ffiffiffi F p Þ denotes the diagonal matrix whose (i,i)th element are the only nonzero elements and their value equals the square root of the ith component of vector F .
Given any FPE we can deduce the corresponding system of CLEs and vice versa. This direct relation between the two allows us to infer through inductive reasoning analytical relations for the jump moment tensors elements. From Eq. (24) we obtain the following representation for the FPE @PðX ,tÞ
Comparing Eqs. (23) and (25) we retain the following relations for the first two jump moment tensors
or using summation notation each of the tensor elements is defined as follows:
We notice that the difference between the two jump moments relations relies on an additional component of the stoichiometric vector. Following the discussion in the previous section we infer the relations for the third and fourth jump moments, where a 3 ðX Þ and a 4 ðX Þ are N Â N Â N and N Â N Â N Â N tensors, respectively.
In general, for stochastic chemical kinetics models we infer that given the stoichiometric matrix and the reaction propensities vector all jump moments can be defined analytically through the following recursive formula
The formula is relatively simple and intuitive. Substituting the last equation into Eq. (16) returns analytical relations for the moment equations. A first obvious comment is that the linear or non-linear character of the underlying reaction networks manifests itself through the reaction propensities which in turn render jump moments linear or non-linear functions of the chemical species concentrations. The impact of the non-linear jump moment relations will become evident in the examples following. In general, a similar approach may lead to analytical relations for jump moments for any given Markov process.
In the supplementary material, we present two toy examples, a linear and a non-linear reaction network, to highlight the analytical form of the moment equations for stochastic chemical kinetic systems.
Discussion
Infinite dimensional moment equations
For any given non-linear model, whether it is a chemical kinetics model or an electrical circuit model, jump moments will be nonlinear functions of the state vector, hence the system of ODEs describing the moment evolution will be infinite dimensional.
The general form of the ODEs describing the moment dynamics of a stochastic chemical kinetics model up to a desired order can be summarized through the following matrix equation
where Y is a vector containing the moment elements of interest and A is a square matrix with appropriate dimensions. Its elements depend on the kinetic constants and the stoichiometric matrix of the reactions set. Matrix A may be sparse depending on the connectivity of the system. Vector B contains the terms that depend on any zeroth order reactions and are always constant as the corresponding reaction rates are independent from the state vector. 
Moment closure schemes
As mentioned earlier Eq. (30) is not solvable when the system of reactions is non-linear, as the dependence on higher moments renders the system infinite. In this section we briefly discuss existing approaches, called moment closure techniques, that attempt to bypass the problem and obtain approximate solutions.
The main idea behind any moment closure scheme is to approximate the infinite dimensional system of ODEs depicted in Eq. (30) with a finite system of the form
where Y t is a truncated version of the infinite dimensional vector Y (cf. Eq. (30) the effect of the higher order moment terms. In other words, the effect of higher order moment terms is approximated through functions of lower order moment terms. This approximation renders the system finite but also non-linear as all the developed approaches consider f to be non-linear functions. At the same time the approximation introduces an error in the moment values with its significance depending on how well f follows A h Y h .
Numerous attempts have been made to develop such closure schemes (Thakur et al., 1978; Gillespie, 2009; Krishnarajah et al., 2005; Hespanha (2006) and Singh, 2005) . A summary of the existing moment closure techniques in stochastic chemical kinetics system can be found in Singh and Hespanha (2006) . To our knowledge there is no satisfactory solution to the moment closure scheme with broad applicability and the topic is still being actively researched.
Importance of higher moments in non-linear chemical kinetics
In this section we determine the probability distribution of a simple non-linear system of chemical reaction to illustrate how higher than the first two order moments are necessary to capture the dynamic behavior.
Consider the well-studied Schlögl model that under specific values for the kinetic rates exhibits bistability, similar to the bistable switch (Gardner et al., 2000) and or the lÀphage infection (St-Pierre and Endy, 2008) . Consider the network of reactions shown in Table 1 . Kinetic data and initial conditions are taken from Gunawan et al. (2005) .
The kinetic values depicted in Table 1 render the system bistable. The use of the Schlögl model enables us to determine the minimum number of moments needed to reconstruct the underlying probability distribution within a reasonable error. Using Hy3S and SynBioSS (Hill et al., 2008) We use Matlab to compute the underlying probability distribution of species X at three different time points. The shapes and characteristics of the corresponding probability distributions are depicted in Fig. 1a . Next we compute the first eight moments of X at the three different time points using the data obtained from the stochastic simulation. Their values are shown in Table 2 . Using the numerical values of the moments we can reconstruct the corresponding probabilities using an algorithm based on the maximum entropy principle (Mohammad-Djafari, 2001) .
In order to determine the minimum number of moments we first reconstruct the distributions using only the first two moments and then we keep increasing the number of moments by two and up to order eight.
In Figs. 1b-d the comparison between the actual and reconstructed probabilities are depicted. Reconstructed probabilities using only the first two moments expectedly fail to capture the bimodality of the distribution especially in the cases of t ¼4 and 20 s. Using four moments seems to capture the essential futures of the distributions, i.e. the two modes, but it fails to weight in the relative peaks of the two modes. Six moments produce adequate results, especially when the separation between the two modes is distinct (cf. Fig. 1d ), but results are inferior when there is no distinct separation (cf. Figs. 1b and c) . Still results are relatively accurate. Finally, using the first eight moments produces distributions that are almost identical to the actual distribution with minor, if any, deviations.
Overall, it is evident that using the first two moments is not adequate to reconstruct the probability distribution. Our analysis shows that use of at least the first six, or in some cases eight, moments is needed for adequate reconstruction of the probability distribution. 
Conclusions
A new derivation of the moment equations for any N-dimensional Markov process using the definition of jump moments was presented. The applicability of the scheme is general and leads to analytical relations given that the functional form of the jump moments is known.
Focusing on stochastic chemical kinetics models, we derived analytical relations for the elements of any jump moment tensor, demonstrating the ease of equation setup. The elements of the analytical relations are a function of the stoichiometric matrix and the reaction propensities, i.e. the probabilistic reaction rates.
Using a simple example of non-linear kinetics we illustrated how higher than second order moments are important to accurately reconstruct the probability distribution for biologically-relevant chemical kinetics systems. Certainly, then, more effort is warranted on the development of moment closure schemes.
We should stress that there is no general approach to choose the number of moments necessary to accurately capture the probability distribution. This choice remains system dependent and is one driven by empiricism.
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Appendix A. Derivation of second through fourth order moment equations
In this section of the Appendix we derive the second through fourth order moment equations. For the second order moment equations, the starting point is the defining Eq. (5) from which the following identity is derived for the time derivative
Analogously to the derivation of the first moment equations, we substitute Eq. (2) in the last equation and by interchanging notation using the same arguments as previously (cf. Eq. (11)). Then Table 1 , using the moment data in Table 2 . (a) Probability distribution of species X at times t¼ 2, 4 and 20 s. (b) Comparison between the actual and reconstructed probability distributions using different moment sets at time t ¼2 s. (c) Comparison between the actual and reconstructed probability distributions using different moment sets at time t ¼ 4 s. (d) Comparison between the actual and reconstructed probability distributions using different moment sets at time t ¼ 20 s. Invoking the definition of the joint jump moments (cf. Eq. (7)) and also that of averages the RHS becomes
where a 2 ðX Þ is a second order tensor, whereas a 1 ðX Þ is a first order tensor. In the trivial case where i¼j the last equation simplifies to
In the derivation of the third moment equations we start again with the defining moment equation (cf. Section 2.2)
and the time derivative is defined as follows:
X j X i X l TðX =X uÞPðX u,tÞ ¼ X j uX i uX l uTðX u=X ÞPðX ,tÞ ð A:10Þ thus we have
Skipping through some tedious calculations we use the following relation to transform the RHS of Eq. (A.11)
Using the definitions of the joint jump moments (cf. Eq. (7)) and that of the averages the RHS eventually becomes
where a 3 ðX Þ is a third order tensor. In the trivial case where i ¼j¼l the last equation simplifies to
For the fourth order moments the starting point is again the moment defining equation (cf. Section 2.2)
TðX =X uÞPðX u,tÞÀX j X i X l X m TðX u=X ÞPðX ,tÞ dX u dX
ðA:18Þ
Similarly to the third order moments case the integration in Eq. (A.18) over X and X u runs over the same domain thus we can interchange indexes, i.e. X j X i X l X m TðX =X uÞPðX u,tÞ ¼ X j uX i uX l uX m uTðX u=X ÞPðX ,tÞ ð A:19Þ thus we have
where a 4 ðX Þ is a fourth order tensor. In the trivial case where i¼j ¼l ¼m the last equation simplifies to 
where each permutation matrix, p m,k
, is defined as 
Appendix C. Supplementary data
Supplementary data associated with this article can be found in the online version at doi:10.1016/j.ces.2010.10.024.
