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Abstract
This article treats Nevanlinna–Pick interpolation in the setting of a special class of algebraic curves called
distinguished varieties. An interpolation theorem, along with additional operator theoretic results, is given
using a family of reproducing kernels naturally associated to the variety. The examples of the Neil parabola
and doubly connected domains are discussed.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Versions of the Nevanlinna–Pick interpolation theorem stated in terms of the positivity of a
family of Pick matrices have a long tradition beginning with Abrahamse’s interpolation theorem
on multiply connected domains [1]. The list [2,3,6–9,12–21,25,29,30,32,33,35] is just a sam-
ple of now classic papers and newer results in this direction related to the present paper. Here
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varieties we have borrowed heavily from [11,10,26,27].
The classical Nevanlinna–Pick interpolation theorem says that, given points z1, . . . , zn in the
unit disk D⊂C and points λ1, . . . , λn in D, there exists a holomorphic function f :D→D with
f (zi) = λi for each i if and only if the n× n Pick matrix
(
1 − λiλj
1 − zizj
)n
i,j=1
(1)
is positive semi-definite. From the modern point of view (that is, the point of view of “function-
theoretic operator theory”), one interprets this condition as checking the positivity of (1 − λiλj )
against the Szego˝ kernel k(zi, zj ) := (1 − zizj )−1 on the interpolation nodes z1, . . . , zn. The
Szego˝ kernel k(z,w) is the reproducing kernel for the Hardy space H 2(D), which is a Hilbert
space of holomorphic functions on D. Thus, this point of view repackages the constraint f :
D → D (that is, |f | is bounded by 1 in D) as the condition that f multiply H 2(D) into itself
contractively. See [8] for an extended exposition of this point of view.
One strength of this perspective is that gives a natural framework in which to pose and solve
interpolation problems on other domains (in C or Cn). For example, Abrahamse [1] considered
the analogous interpolation problem in a g-holed planar domain R. His theorem says, for a
canonical family of reproducing kernels kt on R naturally parametrized by the g-torus Tg , that
given zj ’s in R and λj ’s in D, there exists a holomorphic interpolating function f : R → D if
and only if each of the family of Pick matrices
[
(1 − λiλj )kt (zi, zj )
]n
i,j=1 (2)
is positive semi-definite. More recently, Davidson, Paulsen, Raghupathi and Singh [19] consid-
ered the original Pick problem on the disk, but with the additional constraint that f ′(0) = 0.
Again, positivity against a particular family of kernels is necessary and sufficient. A very general
approach to interpolation via kernel families may be found in [28].
On the other hand, distinguished varieties have recently emerged as a new venue in which to
investigate function-theoretic operator theory [11,10,26,27]. By one definition, a distinguished
variety is an algebraic variety Z ⊂ C2 with the property that if (z,w) ∈ Z , then |z| and |w| are
either both less than 1, both greater than 1, or both equal to 1. (We shall usually consider only
the intersection V = Z ∩ D2, and by abuse of language refer to this as a distinguished variety
as well.) The simplest non-trivial example is the Neil parabola N = {(z,w): z3 = w2}. Just as
von Neumann’s inequality and the Sz.-Nagy–Foias dilation theorem establish a connection be-
tween contractive operators on Hilbert space and function theory in the unit disk D, the function
theory on a distinguished variety is linked to the study of pairs of commuting contractions S,T
on Hilbert space which obey a polynomial relation p(S,T ) = 0.
The purpose of this paper is to prove a Pick interpolation theorem for bounded analytic func-
tions on distinguished varieties. The main theorem identifies a canonical collection of kernels
over the variety. Each kernel corresponds to commuting pair of isometries with finite rank defect
and Taylor spectrum in the closure of the variety. It turns out, in fact, that two of the examples
mentioned above (constrained interpolation in the disk, and interpolation on multiply connected
domains) can be recast as interpolation problems on distinguished varieties. In addition to the
interpolation theorem, this article contains information about such pairs of isometries, including
a geometric picture of the (minimal) unitary extension with spectrum in the intersection of the
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mial approximation theorem for bounded analytic functions on varieties. The remainder of this
introductory section provides some background material and states the main results more fully.
1.1. Distinguished varieties
A subset V of D2 is a distinguished variety if there exists a square free polynomial p ∈C[z,w]
such that
V =Zp ∩D2 (3)
and
Zp ⊂D2 ∪T2 ∪E2. (4)
Here Zp is the zero set of p;
D2 = {(z,w) ∈C: |z|, |w| < 1} (5)
is the bidisk; T2 = {(z,w) ∈C2: |z| = 1 = |w|} is the distinguished boundary of the bidisk; and
E2 = {(z,w) ∈C2: |z|, |w| > 1} (6)
denotes the exterior bidisk. An alternate, but equivalent, definition of distinguished variety is
an algebraic set in the bidisk that exits through the distinguished boundary T2 = (∂D)2 (see
[10,26]).
The polynomial p can be chosen to have the symmetry
p(z,w) = znwmp
(
1
z
,
1
w
)
(7)
and hence Zp is invariant under the map (z,w) → ( 1z , 1w ) [26].
Write (n,m) for the bidegree of p; i.e. p has degree n in z and m in w. By a fundamental
result of Agler and McCarthy [10], V admits a determinantal representation
V = {(z,w) ∈D2: det(wIm −Φ(z))= 0} (8)
where Φ is an m×m rational matrix function which is analytic on the closed disk D and unitary
on ∂D.
Given such a Φ there exist (row) vector-valued polynomials
Q(z,w) = (q1(z,w) . . . qm(z,w)), P (z,w) = (p1(z,w) . . . pn(z,w)), (9)
such that
Φ(z)∗Q(z,w)∗ = wQ(z,w)∗ (10)
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(1 −wη)Q(z,w)Q(ζ, η)∗ = (1 − zζ )P (z,w)P (ζ, η)∗ (11)
for all (z,w) and (ζ, η) in V . In fact, such polynomials can be chosen such that Q has degree
at most m − 1 in w and P has degree at most n − 1 in z [26]. Moreover, every pair P,Q of
polynomial vector functions satisfying (11) on V arises in this way; i.e., there is a rational Φ
such that (8) and (10) hold. This last assertion is a consequence of Lemma 4.3 below.
A pair P and Q satisfying (11) determines the positive definite kernel K : V × V →C,
K(z,w) = Q(z,w)Q(ζ, η)
∗
1 − zζ =
P(z,w)P (ζ, η)∗
1 −wη (12)
on V × V .
It is natural to generalize the construction of the kernel K , allowing for matrix-valued P
and Q. Let Mα,β denote the set of α × β matrices with entries from C.
Definition 1.1. A rank α admissible pair, synonymously an α-admissible pair, is a pair (P,Q)
of matrix polynomials P,Q in two variables such that,
(i) Q(z,w) is Mα,mα-valued and P(z,w) is Mα,nα-valued;
(ii) both Q(z,w) and P(z,w) have rank α (that is, full rank) at some point of each irreducible
component of Zp; and
(iii) for (z,w), (ζ, η) ∈Zp ,
Q(z,w)Q(ζ, η)∗
(1 − zζ ) =
P(z,w)P (ζ, η)∗
(1 −wη) . (13)
A pair (P,Q) is admissible if it is α-admissible for some α.
Remark 1.2. Though both sides of (13) define meromorphic functions on C2 ×C2, we emphasize
that the equality is assumed to hold only on Zp ×Zp .
Let V˜ denote the intersection of Zp with the exterior bidisk E2. In view of Eq. (7), V˜ =
{( 1
z
, 1
w
) : (z,w) ∈ V}.
Definition 1.3. A rank α admissible pair (P,Q) determines (positive semi-definite) kernels K :
V × V → Mα and K˜ : V˜ × V˜ → Mα ,
K
(
(z,w), (ζ, η)
)= Q(z,w)Q(ζ, η)∗
1 − zζ =
P(z,w)P (ζ, η)∗
1 −wη ,
K˜
(
(z,w), (ζ, η)
)= Q(z,w)Q(ζ, η)∗
zζ − 1 =
P(z,w)P (ζ, η)∗
wη − 1 , (14)
which we call an admissible pair of kernels.
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K˜
(
(z,w), (ζ, η)
)= 1
zζ
Q(z,w)Q(ζ, η)∗
1 − 1
z
1
ζ
= 1
wη
P(z,w)P (ζ, η)∗
1 − 1
w
1
η
. (15)
The corresponding reproducing Hilbert spaces are denoted H 2(K) and H 2(K˜). The operators
S = Mz and T = Mw of multiplication by z and w respectively are contractions on H 2(K).
Likewise the operators S˜ and T˜ of multiplication by 1
z
and 1
w
respectively are contractions on
H 2(K˜). We will see later that they are in fact isometric.
These pairs of operators (S,T ) play the role of bundle shifts [2,35] over V , terminology which
is explained by Theorems 1.9 and 1.10 below. In addition to these theorems, a main result of this
paper is a version of Pick interpolation for V – Theorem 1.6. In the next subsection we describe
these results more fully.
1.2. Main results
The main result of this paper is Theorem 1.6, the Pick interpolation theorem on distinguished
varieties. It is based on three subsidiary results, each of some interest in its own right.
Definition 1.5. Let V be a variety. A function f : V →C is holomorphic at a point (z,w) ∈ V if
there exists an open set U ⊂ C2 containing (z,w) and a holomorphic function F : U → C such
that F agrees with f on V ∩U .
If (z,w) is a smooth point of V , then the (holomorphic) implicit function theorem tells us that
there is a local coordinate in a neighborhood O of (z,w) in V making this neighborhood into a
Riemann surface; a function is holomorphic at (z,w) by the above definition if and only if it is
holomorphic as a function of the local coordinate. The importance of the definition, therefore, is
that it allows us to make sense of holomorphicity near singular points of V , see [37, Chapter 3].
Let H∞(V) denote the set of functions that are bounded on V and holomorphic at every point
of V . It is a Banach algebra under the supremum norm
‖f ‖∞ := sup
(z,w)∈V
∣∣f (z,w)∣∣. (16)
(That H∞(V) is complete follows from the non-trivial fact that a locally uniform limit of func-
tions holomorphic on V is holomorphic on V , see [37, Theorem 11.2.5].)
Theorem 1.6. Let (z1,w1), . . . , (zn,wn) ∈ V and λ1, . . . , λn ∈ D be given. There exists an f ∈
H∞(V) such that ‖f ‖∞  1 and
f (zj ,wj ) = λj for each j = 1, . . . , n (17)
if and only if
(1 − λ	λj )K
(
(zj ,wj ), (ζ	, η	)
) (18)
is positive semi-definite for every admissible kernel K .
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of bounded analytic functions on V (but equipped with a norm ‖ · ‖V that is defined differently
than the supremum norm) and prove that the condition of Theorem 1.6 is necessary and suffi-
cient for interpolation in this algebra. The second part of the proof consists in showing that in
fact H∞K (V) = H∞(V) isometrically (a priori it is obvious only that H∞K (V) ⊆ H∞(V) con-
tractively). This second part in turn splits in two: we first prove a unitary dilation theorem for
algebraic pairs of isometries; as a corollary we find that H∞K contains all polynomials q , and‖q‖V = ‖q‖∞. Finally we prove a polynomial approximation result for H∞(V) (Theorem 1.12)
which allows us to extend this isometry to all of H∞(V).
1.2.1. Interpolation in H∞K (V)
We now define the auxiliary algebra H∞K (V) in which we will interpolate. Let W be a set,
n a positive integer, and let Mn denote the n × n matrices with entries from C. A function
f : W × W → Mn is positive semi-definite if, for each finite subset F ⊂ W , the n|F | × n|F |
matrix
(
f (u, v)
)
u,v∈F
is positive semi-definite; we write f (u, v) 0.
Definition 1.7. Say a function f : V →C belongs to H∞K (V) if there exists a real number M > 0
such that
(
M2 − f (z,w)f (ζ, η))K((z,w), (ζ, η)) 0 (19)
for all admissible kernels K . The norm ‖f ‖V is defined to be the infimum of all M such that
(19) holds for all admissible K .
In other words, ‖f ‖V M if and only if for each admissible K , the operator Mf of multipli-
cation by f is bounded on H 2(K), with operator norm at most M ; and thus
‖f ‖V = sup
K
‖Mf ‖B(H 2(K)). (20)
We are finally ready to state the interpolation theorem.
Theorem 1.8. Let (z1,w1), . . . , (zn,wn) ∈ V and λ1, . . . , λn ∈ D be given. There exists an f ∈
H∞K (V) such that ‖f ‖V  1 and
f (zj ,wj ) = λj for each j = 1, . . . , n (21)
if and only if
(1 − λ	λj )K
(
(zj ,wj ), (ζ	, η	)
)
 0 (22)
for every admissible kernel K .
Theorem 1.8 is proved in Section 3.
The problem of extending a function defined on V to all of the bidisk is treated in [9].
3818 M.T. Jury et al. / Journal of Functional Analysis 262 (2012) 3812–38381.2.2. Commuting isometries with spectrum in V
Theorem 1.9. Let K be an admissible kernel and write
S = Mz, T = Mw (23)
for the coordinate multiplication operators on H 2(K). Then:
(i) S and T are pure commuting isometries,
(ii) p(S,T ) = 0, and
(iii) the Taylor spectrum of (S,T ) is contained in the closure of V in D2.
Theorem 1.9, with additional detail, is proved in Section 5. See [4] for more on pairs (S,T )
satisfying (i) and (ii) above for some polynomial p.
1.2.3. Dilating commuting isometries with spectrum in V
Theorem 1.10. Let K be an admissible kernel. Then the isometries (S,T ) of the previous the-
orem admit a commuting unitary extension (X,Y ) such that p(X,Y ) = 0 and the joint spectral
measure for (X,Y ) lies in ∂V .
In fact,
X =
(
S Σ
0 S˜∗
)
,
Y =
(
T Γ
0 T˜ ∗
)
, (24)
for a canonical pair of operators Σ,Γ : H 2(K˜) → H 2(K) and where S,T , S˜, T˜ are defined
immediately after Remark 1.4.
This theorem is proved in Section 5.1.
If f ∈ H∞K (V), it is always the case that ‖f ‖∞  ‖f ‖V . If q is a polynomial, then the opera-
tor Mq on H 2(K) is equal to q(S,T ). The following corollary is then immediate from (20) and
Theorem 1.10:
Corollary 1.11. Every polynomial q(z,w) belongs to H∞K (V), and ‖q‖V = ‖q‖∞.
To extend this result from polynomials to all of H∞(V), we have the following approximation
theorem and its corollary.
Theorem 1.12. For each f ∈ H∞(V), there exists a sequence of polynomials pn such that
pn → f uniformly on compact subsets of V and ‖pn‖∞  ‖f ‖∞ for all n.
Corollary 1.13. H∞K (V) = H∞(V) isometrically.
Theorem 1.6 is then immediate from Theorem 1.8 and Corollary 1.13.
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The remainder of the paper is organized as follows. Section 2 considers a number of examples
of the Pick interpolation theorem. The result for H∞K , Theorem 1.8, is proved in Section 3 by
verifying that the collection of admissible kernels satisfies the conditions of the abstract interpo-
lation theorem from [28]. Section 4 develops facts about admissible pairs, admissible kernels and
determinantal representations needed for the sequel. Section 5 treats the pairs of operators that
play the role of bundle shifts on V . It contains proofs of Theorems 1.9 and 1.10. Theorem 1.12 is
proved in Section 6. The proof here is function-theoretic and independent of the other sections.
Finally, in Section 7 we prove Corollary 1.13, and in particular show that elements of H∞K (V)
are actually holomorphic on V .
2. Examples
It is instructive to consider a couple of examples related to existing Pick interpolation theo-
rems.
2.1. The Neil parabola
The Neil parabola N is the distinguished variety determined by the polynomial p(z,w) =
z3 −w2. Note the singularity at the origin. It is easily checked that the pair
Q(z,w) = (1 w ) ,
P (z,w) = (1 z z2 ) (25)
is an admissible pair with corresponding reproducing kernel
1 +wη
1 − zζ = K
(
(z,w), (ζ, η)
)= 1 + zζ + z2ζ 2
1 −wη .
Again, we emphasize that the equalities hold on V × V . Similarly, the pair
Q(z,w) = ( z w ) ,
P (z,w) = (w z z2 )
is admissible. The corresponding kernel vanishes at ((0,0), (0,0)).
The next proposition identifies the algebra H∞K (N ) with A := {f ∈ H∞(D): f ′(0) = 0}.
Proposition 2.1. The parametrization Ψ : D → N of the Neil parabola given by Ψ (t) =
(t2, t3) = (z(t),w(t)) induces an isometric isomorphism Ψ ∗ : H∞K (N ) → A defined by
Ψ ∗f (t) = f (Ψ (t)).
Proof. Since every f ∈ H∞K (N ) is bounded, the mapping Ψ ∗ does map into H∞(D). On the
other hand, (f ◦ Ψ )′(0) = Df (Ψ (0)) · DΨ (0) = 0. Thus Ψ ∗ maps into A. Moreover, if f ∈
H∞K (N ), then
‖f ‖N  ‖f ‖∞ 
∥∥Ψ ∗f ∥∥
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for polynomials; the general case will follow by approximation.
So, let p ∈A be a polynomial. Then p(t) = p0 +∑Nj=2 pj tj . Each j  2 can be written as
j = 2α + 3β for non-negative integers α,β . (Of course this representation is not unique; we fix
one such for each j .) Let q(z,w) = p0 +∑α,β p2α+3βzαwβ . Thus (Ψ ∗q)(t) = p(t). If we write‖p‖ for the supremum of |p| over the unit disk, it follows that ‖q‖∞ = ‖p‖. By Corollary 1.11,
‖q‖N = ‖p‖.
Now suppose that g ∈ A is arbitrary. There exists a sequence of polynomials pn ∈ A such
that ‖pn‖  ‖g‖ and pn converges pointwise to g (e.g., one can take pn to be the nth Cesáro
mean of the Fourier series of g). For each n there is a polynomial qn such that Ψ ∗(qn) = pn and
‖qn‖N = ‖pn‖. Then (qn) is Cauchy (as (pn) is) and hence converges pointwise and in norm to
a function f ∈ H∞K (see Proposition 7.1) satisfying Ψ ∗f = g. By construction, ‖f ‖N = ‖g‖.
Thus Ψ ∗ is isometric and onto, and the proof is complete.
Note that the argument in this proof directly establishes Corollary 1.13 for the Neil
parabola. 
Interpolation on the Neil parabola is thus equivalent to the constrained Pick interpolation in
the algebra A, which was considered by [19] and also by [14,20]. In [19] it is shown that for the
Pick interpolation problem in A, it suffices to consider the family of kernels
ka,b(s, t) = (a + bs)(a + bt)+ s
2t2
1 − st (26)
over all complex numbers a, b with |a|2 + |b|2 = 1. On the other hand, Proposition 2.1 and The-
orem 1.6 say that it suffices to consider the family of kernels obtained by pulling back admissible
kernels on N under the map Ψ , that is, all kernels on D×D of the form
K(s, t) = Q(s
2, s3)Q(t2, t3)∗
1 − s2t2
= P(s
2, s3)P (t2, t3)∗
1 − s3t3
(27)
where P,Q are an admissible pair. It is not hard to see that the latter family contains the former
(up to conjugacy). Indeed, given a, b, define
Q(z,w) = (az + bw bz2 − azw ),
P (z,w) = (az + bw bzw − aw2 z2 ).
This is an admissible pair, and if K is then defined by (27), then
K(s, t) = s2ka,b(s, t)t 2. (28)
In forthcoming work we show that fairly generally for distinguished varieties that it is nec-
essary to consider only the scalar kernels and that moreover in the case of the Neil parabola we
then obtain the result of [19].
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Fix 0 < r < 1 and consider the annulus A := {z ∈ C: r < |z| < 1}. Let A(A) denote the al-
gebra of functions analytic in A and continuous in A, and H∞(A) the algebra of all bounded
analytic functions in A, both equipped with the uniform norm. By a theorem of Pavlov and
Fedorov [31], there exists an algebraic pair of inner functions θ0, θ1 in A(A) such that the poly-
nomials in θ0, θ1 are dense in A(A). Here “algebraic” means that there is a polynomial p such
that p(θ0, θ1) = 0. Since the θj are inner, this p must define a distinguished variety, which we
denote V . Now, if g ∈ H∞(A), it is not hard to prove that there exists a sequence of functions
fn ∈ A(A) such that fn → g pointwise and ‖fn‖  ‖g‖ for all n. Evidently these fn may be
taken to be polynomials in θ0, θ1. Imitating the proof of Proposition 2.1 (with θ0, θ1 in place of
the inner functions t2, t3) gives
Proposition 2.2. The spaces H∞K (V) and H∞(A) are isometrically isomorphic.
Of course, this can also be obtained as a special case of Corollary 1.13. The prototype of Pick
interpolation theorems involving a family of kernels is the interpolation theorem of Abrahamse
on multiply connected domains [1] (see also [36]). Thus while Theorem 1.6 (actually its refine-
ment to just scalar admissible kernels) gives an interpolation condition for the annulus, we do not
know if it is the same as that of Abrahamse. More generally, the results of Raghupathi [33] and
Davidson and Hamilton [18] can be applied to obtain an interpolation theorem on distinguished
varieties, by first lifting to the desingularizing Riemann surface and then uniformizing this sur-
face as the quotient of the disk by a Fuchsian group. The interpolation theorem of [33] does
indeed reduce to that of Abrahamse in the case of the annulus. So, more generally, the question
is open whether or not Theorem 1.6 gives the same conditions as those of [33].
3. Kernel structures
Our proof of Theorem 1.8 relies on an application of the main result from [28] which, for the
reader’s convenience, we outline in this section. This approach to Pick interpolation complements
that in [3].
Let Mn denote the set of n× n matrices with entries from C. An Mn-valued kernel on a set X
is a positive semi-definite function k : X ×X → Mn. Of course, our admissible kernels on V are
examples. In what follows we use z∗ to denote the complex conjugate of a complex number z
(anticipating that the results are valid for matrix-valued functions).
Definition 3.1. Fix a set X and a sequence K= (Kn) where each Kn is a set of Mn-valued kernels
on X.
The collection K is an Agler interpolation family of kernels provided:
(i) if k1 ∈Kn1 and k2 ∈Kn2 , then k1 ⊕ k2 ∈Kn1+n2 ;
(ii) if k ∈Kn, z ∈ X, γ ∈Cn, and γ ∗k(z, z)γ = 0, then there exist an N , a kernel κ ∈KN , and
a function G : X → Mn,N such that
k′(x, y) := k(x, y)− k(x, z)γ γ
∗k(z, y)
γ ∗k(z, z)γ
= G(x)κ(x, y)G(y)∗; (29)
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F × F  (x, y) → (ρ2 − f (x)f (y)∗)k(x, y) (30)
is a positive semi-definite kernel on F ; and
(iv) for each x ∈ X there is a k ∈K such that k(x, x) is nonzero (and positive semi-definite).
The following is [28, Theorem 1.3].
Theorem 3.2. Suppose K is an Agler interpolation family of kernels on X. Further suppose
Y ⊂ X is finite and g : Y →C and ρ  0. If for each k ∈K the kernel
Y × Y  (x, y) → (ρ2 − g(x)g(y)∗)k(x, y) (31)
is positive semi-definite, then there exists f : X → C such that f |Y = g and for each k ∈K the
kernel
X ×X  (x, y) → (ρ2 − f (x)f (y)∗)k(x, y) (32)
is positive semi-definite.
That the collection A of admissible kernels on V is an Agler-interpolation family is proved in
the following subsections. Theorem 1.8 then follows.
The direct sum of admissible kernels is evidently admissible and a result of [27] says that
there is an admissible kernel K on V such that K((z,w), (z,w)) does not vanish on V (see
Theorem 11.3 of [27]). Hence A satisfies conditions (i) and (iv).
3.1. Compression stability
That A satisfies condition (ii) of Definition 3.1 is proved in this subsection.
We begin with the observation that condition (ii) in the definition of an admissible pair (Defini-
tion 1.1) implies a stronger version of itself; this will be needed in the proofs of both Theorem 1.8
and Lemma 4.1 below.
Lemma 3.3. If Q(z,w) is an Mα,mα-valued polynomial and Q has full rank at some point of
each irreducible component of Zp , then Q has full rank at all but finitely many points of Zp .
Proof. It suffices to assume that Zp is irreducible. Choose (z0,w0) ∈ Zp such that Q(z0,w0)
has full rank. In particular, there are α columns of Q which form a linearly independent set when
evaluated at (z0,w0). Choose such a set of columns and let R(z,w) denote the resulting α × α
matrix-valued polynomial. The polynomial q = det(R) does not vanish at the point (z0,w0), so
the variety U = Zp ∩ Zq is a proper subvariety of Zp . By Bezout’s theorem, U is a finite set,
and by construction Q has full rank off of U . 
Now, we may begin the proof. Fix an admissible kernel K corresponding to the rank α ad-
missible pair (P,Q), a point u = (x, y) ∈ V , a vector γ ∈ Cα , and assuming K(u,u)γ = 0,
let
K ′
(
(z,w), (ζ, η)
)= ∥∥K(u,u) 12 γ ∥∥2K((z,w), (ζ, η))−K((z,w),u)γ γ ∗K(u, (ζ, η)). (33)
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δ = Q(x,y)∗γ ∈Cmα (34)
and note we are assuming δ = 0. From the definition of K ′ we have
K ′
(
(z,w), (ζ, η)
)=
(
Q(z,w)Q(ζ, η)∗
1 − zζ
)( ‖δ‖2
1 − |x|2
)
− Q(z,w)δδ
∗Q(ζ,η)
(1 − zx)(1 − xζ ) . (35)
Let ϕx denote the Mobiüs map
ϕx(z) = z − x1 − zx ; (36)
and recall the identity
(1 − zζ¯ )(1 − |x|2)
(1 − zx¯)(1 − xζ¯ ) = 1 − ϕx(z)ϕx(ζ ).
Then we may rewrite K ′ as
K ′
(
(z,w); (ζ, η))= Q(z,w)(‖δ‖2 − δδ∗ + ϕx(z)ϕx(ζ )δδ∗)Q(ζ, η)∗
(1 − zζ )(1 − |x|2) . (37)
Now let Pδ denote the orthogonal projection of Cmα onto the one-dimensional subspace
spanned by δ. Define
B(z) := P⊥δ + ϕx(z)Pδ. (38)
Observe that B is analytic, contraction-valued in the unit disk, and unitary on the unit circle. We
then have
‖δ‖2 − δδ∗ + ϕx(z)ϕx(ζ )δδ∗ = ‖δ‖2B(z)B(ζ )∗. (39)
Finally, define
Q′(z,w) := (1 −wy) ‖δ‖√
1 − |x|2 (1 − zx)Q(z,w)B(z). (40)
Combining (37), (39), and (40), we get
(1 −wy)(1 − yη)(1 − zx)(1 − xζ )K ′ = Q
′(z,w)Q′(ζ, η)∗
1 − zζ . (41)
An analogous construction produces a P ′ so that
(1 −wy)(1 − yη)(1 − zx)(1 − xζ )K ′ = P
′(z,w)P ′(ζ, η)∗
.
1 −wη
3824 M.T. Jury et al. / Journal of Functional Analysis 262 (2012) 3812–3838From the construction of Q′ it is of rank at most mα and is a polynomial in (z,w); and similarly
for P ′. Also, the rank of Q′ is the same as the rank of Q, except at the point (x, y). Hence by
Lemma 3.3, Q′ has full rank at some point on each irreducible subvariety of Zp (indeed, at all
but finitely many points). Thus
κ
(
(z,w), (ζ, η)
)= Q′(z,w)Q′(ζ, η)∗
1 − zζ =
P ′(z,w)P ′(ζ, η)∗
1 −wη
is an admissible kernel and
K ′ = 1
(1 − zx)(1 −wy)κ
1
(1 − xζ )(1 − yη) .
3.2. Existence of interpolants
Finally, we verify condition (iii) of Definition 3.1. Fix a finite set
X = {(z1,w1), . . . (zN ,wN)}⊂ V (42)
and let f : X →C be given. Since polynomials separate points of C2, for each j = 1, . . . ,N , we
can choose a polynomial pj (z,w) such that pj (zk,wk) = δjk for each k = 1, . . . ,N . Now define
q(z,w) =
N∑
j=1
f (zj ,wj )pj (z,w). (43)
Then q|X = f . Fix an admissible kernel K and let S = Mz,T = Mw . As noted in the remark fol-
lowing Definition 1.3, S and T are contractions, so by applying Ando’s inequality to q , we find
that ‖q(S,T )‖ = ‖Mq‖B(H 2(K)) is bounded by the supremum of |q| over D2, and in particular
is bounded independently of K . It then follows from Eq. (20) that q ∈ H∞K (V), and Defini-
tion 3.1(iii) holds with ρ = sup(z,w)∈D2 |q(z,w)|.
Remark 3.4. In the verification of Definition 3.1(iii), the bound on ‖q‖V coming from the above
argument is quite crude; if we appeal instead to Corollary 1.11 we obtain the sharp value ‖q‖V =
‖q‖∞. We have arranged the proof this way only to make the proof of the interpolation theorem
for H∞K independent of the later dilation results.
4. Admissible pairs
Recall that the variety Zp is the zero set of a square free polynomial p(z,w), of bidegree
(n,m), as in the Introduction and V =Zp ∩D2.
Lemma 4.1. If P,Q is an α-admissible pair, then for all but finitely many λ ∈ D there exist
distinct points μ1, . . . ,μm ∈D \ {0} such that (λ,μj ) ∈ V and the mα ×mα matrices
(
Q(λ,μ1)∗ . . . Q(λ,μm)∗
)
,
(
Q
( 1
λ
, 1
μ1
)∗
. . . Q
( 1
λ
, 1
μm
)∗ ) (44)
are invertible.
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in [26] with essentially identical proof involving the lurking isometry. See Lemma 4.3 below. We
record some preliminary observations.
Lemma 4.2. For each z ∈C the set {w : (z,w) ∈Zp} has cardinality at most m. Conversely, for
all but at most finitely many z, this set has m elements.
Proof. For fixed z, the polynomial q(w) = p(z,w) has degree less than or equal to m in w.
Thus, q(w) has at most m zeros or is identically zero. However, q can’t be identically zero since
Zp ⊂D2 ∪T2 ∪E2.
Conversely, let us prove there are only finitely many z at which {w : (z,w) ∈Zp} = m. First,
note that there are only finitely many z at which q(w) = p(z,w) has degree strictly less than m
(because the leading coefficient of q is a polynomial in z). Next, using the fact that p is square
free, it is not hard to show that ∂p/∂w and p have no common factors. Therefore, p and ∂p/∂w
have finitely many common zeros. Thus, as long as we avoid the finitely many z at which q(w) =
p(z,w) has degree less than m and the finitely many z corresponding to (the first coordinate of)
common roots of p and ∂p/∂w, q will be a polynomial of degree m with no multiple roots. This
proves the claim. 
Let U be a unitary matrix of size (m+ n)α written in block 2 × 2 form as
U =
(
A B
C D
)
with respect to the orthogonal sum Cmα ⊕Cnα . To U we associate the linear fractional, or trans-
fer, function
Φ(z) = A∗ +C∗(I − zD∗)−1zB∗.
Very standard calculations show that Φ is a rational matrix function with poles outside D; is
contractive-valued in D; and unitary-valued (except for possibly finitely many points) on the
boundary of D. Indeed, by Cramer’s rule the entries of (I − zD∗)−1 are rational functions of z,
and since ‖D‖ 1 they are analytic in D. Moreover, a short calculation using the fact that U is
unitary shows that
I −Φ(z)∗Φ(z) = (1 − |z|2)B(I − zD)−1(I − zD∗)−1B∗ (45)
which is a positive matrix when |z| < 1 (showing Φ(z) is contractive in D) and 0 when |z| = 1
(showing that Φ is unitary on the circle, except at the finitely many points where (I − zD∗) may
fail to be invertible).
Lemma 4.3. If (P,Q) is an α-admissible pair, then there exists an mα × mα matrix-valued
transfer function such that
Φ(z)∗Q(z,w)∗ = w∗Q(z,w)∗ (46)
for all (z,w) ∈ V and for all except finitely many (z,w) ∈Zp .
Moreover, p divides det(Φ(z)−wI).
3826 M.T. Jury et al. / Journal of Functional Analysis 262 (2012) 3812–3838Proof. First, we rearrange the relation
Q(z,w)Q(ζ, η)∗
1 − zζ¯ =
P(z,w)P (ζ, η)∗
1 −wη¯
for (z,w), (ζ, η) ∈ V into the isometric form
QQ∗ + zζPP ∗ = wηQQ∗ + PP ∗. (47)
Let
E = span
{(
Q(ζ,η)∗γ
ζP (ζ, η)∗γ
)
: (ζ, η) ∈ V, γ ∈Cα
}
,
F = span
{(
ηQ(ζ, η)∗γ
P (ζ, η)∗γ
)
: (ζ, η) ∈ V, γ ∈Cα
}
. (48)
Eq. (47) implies that the mapping
U
(
Q(ζ,η)∗γ
ζP (ζ, η)∗γ
)
=
(
ηQ(ζ, η)∗γ
P (ζ, η)∗γ
)
(49)
determines a well-defined isometry U : E →F . Since we are in finite dimensions, it follows that
U extends to a unitary (which we still denote U ) on C(m+n)α . Write
U =
(
A B
C D
)
:
Cmα
⊕
Cnα
→
Cmα
⊕
Cnα
(50)
and define
Φ(ζ)∗ = A+ ζB(I − ζD)−1C. (51)
By definition of U ,
AQ(ζ,η)∗γ +BζP (ζ, η)∗γ = ηQ(ζ, η)∗γ,
CQ(ζ,η)∗γ +DζP (ζ, η)∗γ = P(ζ, η)∗γ
which implies
(I − ζD)−1CQ(ζ,η)∗γ = P(ζ, η)∗γ
and therefore
AQ(ζ,η)∗γ + ζB(I − ζD)−1CQ(ζ,η)∗γ = Φ(ζ)∗Q(ζ,η)∗γ = ηQ(ζ, η)∗γ
for all γ ∈Cα . So, we indeed have
Φ(z)∗Q(z,w)∗ = w∗Q(z,w)∗
everywhere onZp , excluding the finitely many points (z,w) where Φ(z) may not be defined. 
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1
ζ
P ∗ = [D +C(η −A)−1B]P ∗,
1
η
Q(ζ, η)∗ = [A∗ +C∗(ζ −D∗)−1B∗]Q∗,
ζP ∗ = [D∗ + η(I − ηA∗)−1C∗]P ∗. (52)
Proof of Lemma 4.1. Choose λ ∈D such that
(i) there are m distinct points μ1, . . . ,μm ∈D such that (λ,μj ) ∈ V , and
(ii) for each j = 1, . . . ,m, the matrices Q(λ,μj ) and Q( 1
λ
, 1
μj
) have rank α.
(This is possible by combining Lemmas 4.2 and 3.3.) Let Φ denote the rational function from
Lemma 4.3. For γ ∈Cα ,
Φ(λ)∗Q(λ,μj )∗γ = μjQ(λ,μj )∗γ. (53)
Thus Q(λ,μj )∗γ is in the eigenspace of Φ(λ)∗ corresponding to the eigenvalue μj , and for
each j this eigenspace has dimension α. It follows that the matrix (Q(λ,μj )∗)j has rank mα;
similarly for (Q( 1
λ
, 1
μj
)∗)j . 
5. Bundle shifts
Recall that (S,T ) = (Mz,Mw) on H 2(K) and (S˜, T˜ ) = (M1/z,M1/w) on H 2(K˜). See Defi-
nition 1.3.
Theorem 5.1. Suppose (P,Q) is a rank α admissible pair. The operators S, S˜, T , T˜ are all pure
isometries. Moreover, the Taylor spectra of (S,T ) and (S˜∗, T˜ ∗) are contained in Zp ∩D2.
That p(S,T ) = 0 is immediate, since p(S,T ) = Mp and
M∗pK(z,w) = p(z,w)K(z,w) = 0 (54)
for all (z,w) ∈ V . For the claim about the Taylor spectrum, note that since both S and T are
contractions, σT ay(S,T ) ⊂D2. Further, by Taylor’s mapping theorem we have
{0} = σ (p(S,T ))= p(σT ay(S,T )) (55)
so σT ay(S,T ) ⊂Zp ∩D2.
Let pˇ(z,w) = p(z,w). Thus pˇ is obtained from p by conjugating the coefficients of p.
A computation like that above gives
3828 M.T. Jury et al. / Journal of Functional Analysis 262 (2012) 3812–3838pˇ(S˜, T˜ )∗K˜(ζ,η) = pˇ
(
1
ζ
,
1
η
)
K˜(ζ,η)
= p
(
1
ζ
,
1
η
)
K˜(ζ,η)
= 0. (56)
Thus pˇ(S˜, T˜ ) = 0. Equivalently, p(S˜∗, T˜ ∗) = 0.
Our proof that S is an isometry begins with a lemma. From the general theory of reproduc-
ing kernel Hilbert spaces (see [8] for instance), if K is an α × α matrix-valued kernel, g is a
Cα-valued function on V , and
K
(
(z,w), (ζ, η)
)− g(z,w)g(ζ, η)∗
is positive semi-definite, then g ∈ H 2(K), so in particular
〈g,K(ζ,η)γ 〉 =
〈
g(ζ, η), γ
〉
Cα
.
Given the admissible pair (P,Q), let
KQ = Q(z,w)Q(ζ, η)∗.
It is immediate that K −KQ is a positive kernel. Hence, if γ is a unit vector, then
K −Q(z,w)γ γ ∗Q(ζ,η)∗
is also a positive kernel and thus Q(z,w)γ ∈ H 2(K). The next lemma develops this observation
further.
Lemma 5.2. Let KQ((z,w), (ζ, η)) = Q(z,w)Q(ζ, η)∗ and let Q denote the span of
{KQ(·, (ζ, η))γ : (ζ, η) ∈ V, γ ∈ Cα}. Then KQ is the reproducing kernel for Q with respect
to the inner product on H 2(K); i.e., KQ ∈Q and if g ∈Q, then
g(ζ, η) = 〈g,KQ(·, (ζ, η))〉. (57)
Thus,
PQK
(·, (ζ, η))= KQ(·, (ζ, η)) (58)
and
K
(·, (ζ, η))− PQK(·, (ζ, η))= ζSK(·, (ζ, η)). (59)
Let D = {K(ζ,η): (ζ, η) ∈ V, ζ = 0}. The last identity in the lemma implies that the set SD is
orthogonal to Q. Since the span of D is dense in H 2(K), it follows that SH 2(K) is orthogonal
to Q. Using the lemma and the fact that for f ∈ H 2(K) and (ζ, η) ∈ V ,
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Sf,K(ζ, η)
〉= 〈Sf, ζSK(·, (ζ, η))〉+ 〈Sf,PQK(·, (ζ, η))〉
= 〈Sf, ζSK(·, (ζ, η))〉. (60)
Consequently,
ζ
〈
f,K
(·, (ζ, η))〉= ζf (ζ, η) = 〈Sf,K(·, (ζ, η))〉
= 〈Sf, ζSK(·, (ζ, η))〉. (61)
It follows that S is an isometry.
Proof of Lemma 5.2. The claim of the lemma may be understood as follows: the finite-
dimensional space Q can be made into a reproducing kernel Hilbert space in two ways. On
the one hand, since Q ⊂ H 2(K) we can simply restrict the norm from H 2(K). On the other
hand, we can define the kernel KQ as in the statement of the lemma and give Q the norm coming
from the resulting inner product. The kernel in the first case is PQK , and the kernel in the second
case is of course KQ. The lemma says that the two kernels are in fact equal, which is equivalent
to saying that the associated Hilbert space norms are equal (since the norm determines inner
product and the inner product determines the kernel). To prove this, it suffices to prove that the
identity map of Q is contractive in both directions. This may be proved by inspecting the kernels:
the identity is contractive from the H 2(KQ) norm to the (restricted) H 2(K) norm if and only if
K KQ, (62)
while the map is contractive from the H 2(K) norm to the H 2(KQ) norm if and only if for any
g ∈Q
K  gg∗ implies KQ  gg∗. (63)
(Recall from Section 1.2.1 that “” represents an inequality in the sense of positive semi-definite
kernels; e.g. (62) says K − KQ is a positive semi-definite kernel.) These equivalences follow
from the fact that for any reproducing kernel Hilbert space on a set X with kernel L, a function
f : X →C lies in the unit ball of H 2(L) if and only if L ff ∗.
We may now begin the proof of the lemma. First, it is clear that K KQ since
K −KQ = ζSK.
For the other direction, suppose
g =
m∑
j=1
Qj(z,w)γj = Q(z,w)γ
is inQ where γ = (γ1 . . . γm)t ∈Cmα and K−gg∗  0. The inequality K−gg∗  0 is equivalent
to positive semi-definiteness of the kernel
L(z,w) = Q(z,w)
[
1
Imα − γ γ ∗
]
Q(ζ,η)∗. (64)1 − zζ
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μ1, . . . ,μm ∈D such that (λ,μ1), . . . , (λ,μm) ∈ V ∩D2. The block matrix
(
L
(
(λ,μj ), (λ,μk)
))
j,k
= Z
[
1
1 − |λ|2 − γ γ
∗
]
Z∗
is positive definite, where
Z∗ = (Q(λ,μ1)∗ . . . Q(λ,μm)∗ )
(see Lemma 4.1). Since Z is invertible, it follows that
(
1
1 − |λ|2 Imα − γ γ
∗
)
 0.
Since, by Lemma 4.1, there is a sequence λn → 0 for which this last inequality holds,
(
Imα − γ γ ∗
)
 0.
It now follows that
Q(z,w)
(
Imα − γ γ ∗
)
Q(ζ,η)∗  0.
This last inequality is equivalent to
KQ  gg∗.
Thus, we have proved that KQ is the reproducing kernel for Q. Since PQK(·, (ζ, η)) is also the
reproducing kernel for Q, the second identity in the lemma follows. The last statement follows
from the identity
K
(
(z,w), (ζ, η)
)−KQ((z,w), (ζ, η))= zζK((z,w), (ζ, η)).  (65)
To see that S is pure, note that for any given (ζ, η) and vector γ ,
S∗j k
(·, (ζ, η))γ = ζ j k(·, (ζ, η))γ. (66)
Thus S∗j f converges to 0 for each f in the span of {K(·, (ζ, η))γ : (ζ, η) ∈ V, γ ∈ Cα}. Since
this set is dense in H 2(K) and since the sequence S∗j is norm bounded, it follows that S∗j
converges to 0 in the SOT. Consequently, S is a pure shift.
Similar arguments show that S˜, T , and T˜ are also pure isometries. The following proposition
identifies their defect spaces.
Proposition 5.3. The kernel of S∗ is Q. Moreover, if λ,μ1, . . . ,μm satisfy the conditions of
Lemma 4.1, then Q is equal to the span of {Q(·)Q(λ,μj )∗γ : γ ∈Cα, 1 j m}.
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the kernel of S∗. On the other hand, Q+ SH 2(K) = H 2(K), since
K
(·, (ζ, η))= KQ(·, (ζ, η))+ ζSK(·, (ζ, η)) (67)
and the first conclusion of the lemma follows.
The dimension of Q is at most mα. On the other hand, under the hypothesis of the moreover
part of the lemma the span of {Q(·)Q(λ,μj )∗γ } has dimension mα. 
5.1. Proof of Theorem 1.10
In this subsection we give a proof of Theorem 1.10 based upon knowledge of the commutant
of a pure shift. We sketch a second geometric proof which identifies the extension in terms of the
operators S˜ and T˜ canonically associated to S and T via the reflected kernel K˜ .
The pure shift S has multiplicity mα and thus can be modeled as multiplication by the coordi-
nate function on a vector-valued Hardy space H 2 ⊗Cmα . Since T commutes with S and is itself
a pure isometry of multiplicity nα, it is multiplication by a matrix-valued rational inner function,
say Φ , on H 2 ⊗Cmα . Therefore, the pair (S,T ) can be thought of as the pair
(Mz,MΦ) : H 2 ⊗Cmα → H 2 ⊗Cmα.
We will necessarily have
p
(
zI,Φ(z)
)= 0
since p(Mz,Mw) = 0.
This pair extends to a pair of unitary multiplication operators on L2 ⊗Cmα . The resulting pair
of unitaries will still satisfy the polynomial p which defines the distinguished variety in question.
Next we sketch our geometric proof. As in the proof of Lemma 5.2, let KQ(·, (ζ, η)) =
Q(·)Q(ζ, η)∗ and let Q denote the span of {KQ(·, (ζ, η))γ : (ζ, η) ∈ V, γ ∈ Cα}. If g ∈ Q,
then
〈
g,KQ
(·, (ζ, η))γ 〉= 〈g(ζ, η), γ 〉.
Since both sides are defined and analytic in Zp , it follows that the identity is valid for (ζ, η) ∈ V˜
too. In particular, if also γ ′ ∈Cα , then
〈
KQ
(·, (ζ ′, η′))γ ′,KQ(·, (ζ, η))γ 〉= 〈KQ((ζ, η), (ζ ′, η′))γ ′, γ 〉,
for (ζ, η), (ζ ′, η′) ∈ V˜ .
By analogy with KQ and Q, let K˜Q((z,w), (ζ, η)) = Q(z,w)Q(ζ, η)∗ for (z,w), (ζ, η) ∈ V˜
and let Q˜ denote the span of {K˜Q(·, (ζ, η))γ : (ζ, η) ∈ V˜, γ ∈Cα}.
Define Σ,Γ : H 2(K˜) → H 2(K) by,
ΣK˜
(·, (ζ, η))= 1
ζ
Q(·)Q(ζ, η)∗,
Γ K˜
(·, (ζ, η))= 1P(·)P (ζ, η)∗. (68)η
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Σ∗Σ = PQ˜, and similarly Γ ∗Γ , is a projection.
Note that the functions on the left hand side are defined on V˜ and those on the right are defined
on V .
With these definitions of Σ and Γ , the operators X,Y on H 2(K) ⊕ H 2(K˜) from Theo-
rem 1.10 are given by
X =
(
S Σ
0 S˜∗
)
, Y =
(
T Γ
0 T˜ ∗
)
and it is now our task to prove X and Y are commuting unitaries satisfying p(X,Y ) = 0.
Compute, for (ζ, η), (ζ ′, η′) ∈ V˜ and γ, γ ′ ∈Cα ,
〈
Σ∗ΣK˜
(·, (ζ ′, η′))γ ′, K˜(·, (ζ, η))γ 〉= 1
ζ ′ζ
〈
K˜Q
(
(ζ, η),
(
ζ ′, η′
))
γ ′, γ
〉
= 〈PQ˜K˜(·, (ζ ′, η′))γ ′, K˜(·, (ζ, η))γ 〉.
Thus, Σ∗Σ = PQ˜. Hence, by Proposition 5.3, Σ∗Σ is the projection onto the kernel of S˜∗ and
in particular
I = S˜S˜∗ +Σ∗Σ. (69)
Since the range of Σ is in Q,
S∗Σ = 0. (70)
Using Eqs. (69) and (70) and the fact that S is an isometry, it follows that the X in Theo-
rem 1.10 is an isometry; i.e., X∗X = I .
Since ΣΣ∗ is a projection of rank mα (the same as the rank of Σ∗Σ ) with range in the kernel
of S∗, we conclude SS∗ +ΣΣ∗ = I . Since also S˜∗S˜ = I and XX∗  I , it follows that XX∗ = I .
Hence X is unitary. A similar argument shows that Y is unitary.
The commutation relation XY = YX is equivalent to
SΓ − Γ S˜∗ = TΣ −ΣT˜ ∗.
To see that this is indeed the case, compute,
〈[
SΓ − Γ S˜∗]K˜(·, (ζ, η))γ, K˜(·, (z,w))δ〉=
〈(
z
η
− 1
ζη
)
P(z,w)P (ζ, η)∗γ, δ
〉
=
〈(
zζ − 1
ζη
)
P(z,w)P (ζ, η)∗γ, δ
〉
.
Similarly,
〈[
TΣ −ΣT˜ ∗]K˜(·, (ζ, η))γ, K˜(·, (z,w))δ〉=
〈(
wη − 1)
Q(z,w)Q(ζ, η)∗γ, δ
〉
.ζη
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pair.
For the statement about the spectrum, it is a property of the Taylor spectrum that, given the
upper triangular structure of the pair (X,Y ) that
σT (X,Y ) ⊂ σT (S,T )∪ σT
(
S˜∗, T˜ ∗
)
. (71)
The sets on the right hand side both lie in closure(V). On the other hand, the projection property
of the Taylor spectrum implies,
σT (X,Y ) ⊂ σ(X)× σ(Y ) ⊂ T×T. (72)
Putting the last two inclusions together it follows that σT (X,Y ) ⊂ ∂V .
6. Polynomial approximation on V
This section proves the fundamental and function-theoretic Theorem 1.12. It is largely inde-
pendent from other sections.
Suppose p ∈ C[z,w] defines a distinguished variety V = Zp ∩D2, where Zp is the zero set
of p. Let R be the Riemann surface desingularizing Zp , with map h : R → Zp . Let S ⊂ R
be the bordered Riemann surface h−1(V ), so h : S → V is a holomap in the sense of [5]. If
W is any surface or variety, write O(W) for the holomorphic functions on W . (In particular,
we recall that to say that f is holomorphic at (z,w) ∈ V means “f extends to be holomorphic
in a neighborhood of (z,w) in C2.”) If W is a surface or variety with (always assumed smooth)
boundary ∂W , then A(W) denotes those functions continuous on W = W ∪∂W and holomorphic
on W . Finally, H∞(W) denotes the algebra of bounded analytic functions on W . We remark that
if W is a Riemann surface with smooth boundary, and ω is harmonic measure on ∂W , then
H∞(W) coincides with H∞(ω) as defined in the theory of uniform algebras (as the weak-*
closure of A(W) in L∞(ω)). This precise result is found in [24, Theorem 3.10, p. 171].
We recall some terminology and a theorem from [5].
Definition 6.1. If S is a bordered Riemann surface, a linear functional on O(S) is called local if
it comes from a finitely supported distribution, i.e. has the form
Λ(f ) =
m∑
i=1
n∑
j=0
cij f
(j)(αi). (73)
It is assumed that for each i, some cij = 0. The set {α1, . . . , αm} is then called the support of Λ.
A connection Γ supported in {α1, . . . , αm} is a finite set of local functionals Λ supported in
{α1, . . . , αm}. Write Γ ⊥ =⋂Λ∈Γ kerΛ. Say Γ is algebraic if Γ ⊥ is an algebra, and irreducible
if every f ∈ Γ ⊥ is constant on the support of Γ .
A theorem of Gamelin [23] says that the finite codimension subalgebras of O(S) are exactly
the Γ ⊥’s for algebraic connections Γ . Moreover, each connection is the union of finitely many
irreducible connections with disjoint supports. Finally, each finite codimension subalgebra A ⊂
O(S) has a filtration An  An−1  · · ·  A1 = O(S) where each Aj has codimension 1 in the
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points of the maximal ideal space of Aj .
The main step in our proof will be an appeal to the following, which is Theorem 2.8(i) of [5].
For us, V will always be the intersection of Zp with a bidisk U centered at (0,0) (of some radius)
and S will always be the piece of the disingularization living over V . Note that an algebraic curve
intersected with a bounded domain in Cn is what is called a hyperbolic algebraic curve and this
is a special case of the hyperbolic analytic curves defined in [5].
Theorem 6.2. If h : S → V ⊂ U is a holomap from a Riemann surface S onto a hyperbolic
analytic curve V ⊂ U , then
Ah :=
{
F ◦ h: F ∈ O(V )}
is a finite codimension subalgebra of O(S).
We can now prove the approximation theorem.
Proof of Theorem 1.12. We allow that V may have singularities on T2. First we extend V
slightly: choose r > 1 so that Vr :=Zp ∩ rD2 has no additional singularities. Let Sr be the piece
of the desingularization lying over Vr . Then Sr is also a bordered Riemann surface, and S is com-
pactly contained in Sr . From the theory of hypo-Dirichlet algebras [22], every function in H∞(S)
can be contractively locally uniformly approximated on S by functions in O(Sr). (In particular,
from [22, Theorem IV.8.1] every function in A(S) can be uniformly approximated on S by func-
tions in O(Sr), and from [22, Theorem VI.5.2] each f ∈ H∞(S) can be approximated pointwise
on S (and hence locally uniformly) with functions fn ∈ A(S), satisfying ‖fn‖S  ‖f ‖S .)
Fix the function f ∈ H∞(V) that we would like to approximate with polynomials. We may
assume ‖f ‖∞ = 1. Then f ◦h belongs to H∞(S), and so f ◦h is approximated on S by functions
which extend to be holomorphic on Sr . On the other hand, let Oh(Sr) denote the subalgebra of
functions {F ◦h : F ∈ O(Vr )}; by Theorem 6.2, this is a finite codimension subalgebra of O(Sr),
and hence by Gamelin’s theorem is of the form Γ ⊥ for some connection Γ on Sr . The idea of the
proof is to “correct” the approximants from O(Sr) so that they belong to Oh(Sr). It then follows
from Theorem 6.2 that the corrected approximants can be pushed down to holomorphic functions
on Vr . This process is straightforward for the portion of Γ supported in the interior of S, but
when the support of Γ meets ∂S, it seems that some care is needed (this is the case when V has
singularities on its boundary in T2). For the Neil parabola and the annulus discussed in Section 2
there are no singularities on the boundary. This explains why it is possible to give simple proofs
that H∞K and H
∞ are isometric in these cases. On the other hand, when a triply connected domain
is realized as a distinguished variety, there are singularities on the boundary [34].
Consider a sequence (qn) ⊂ O(Sr) converging uniformly to f ◦ h on compact subsets of S,
with each qn bounded by 1 on S. By Gamelin’s theorem, Oh(Sr) = Γ ⊥ for some algebraic
connection Γ . Since V meets the boundary of D2 only in T2, it follows that each irreducible
component of Γ is supported either entirely in the interior of S or entirely in the boundary of S
(points in the interior of S cannot be identified with points in the boundary of S when we push
forward to V). Decompose Γ = Γ1 ∪ Γ2 into its interior and boundary pieces. We first correct
the qn to lie in Γ ⊥, then correct these functions to lie in Γ ⊥ as well.1 2
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Γ ⊥1 := Am Am−1  · · ·A1 = O(Sr)
be a Gamelin filtration. We show by induction that for each k = 1, . . . ,m there exists a sequence
(qkn) ⊂ Ak approximating f in the required way. We already have q1n = qn. Suppose (qkn) is given.
Now Ak+1 is obtained from Ak as Ak+1 = kerγk+1, where γk+1 is either a point derivation or
identifies two points. In either case, choose ak ∈ Ak such that γk+1(ak) = 1. Define
qk+1n = qkn − γk+1
(
qkn
)
ak.
By construction, qk+1n lies in Ak+1 and converges locally uniformly to f ; since γk+1(qkn) →
γk+1(f ) = 0, the supremum norms of the qk+1n converge to 1, so after normalization the qk+1n
work.
To accomplish the modification on the boundary, we multiply the functions qn by functions Gn
that converge to 1 pointwise in S and “zero out” the boundary relations. The Gn are constructed
using two lemmas:
Lemma 6.3. Let S,V,Γ be as above. Let α1, . . . , αm be the interior points of S belonging to the
support of Γ , let β1, . . . , βl be the boundary points in the support of Γ , and let an integer N  1
be given. Then there exists a function b, holomorphic in a neighborhood of S, such that
(i) b is inner (that is, |b| = 1 on ∂S),
(ii) b vanishes to order N at each αj , and
(iii) b is 1 at each βj .
Proof. Write h = (h1, h2) and consider the projection h1 : Sr → rD. It is straightforward to
construct a finite Blaschke product B which vanishes to order N at each of the points h1(αj ), and
takes the value 1 at the points h1(βj ) on the unit circle. By shrinking r if necessary, b = B ◦ h1
does the job. 
Lemma 6.4. There exists a sequence of functions gn in the unit disk such that:
(i) Each gn is holomorphic in some neighborhood of D and bounded by 1 in D,
(ii) gn(1) = 0 for all n, and
(iii) gn → 1 uniformly on compact subsets of D.
Proof. To construct the gn, let cn = 1 − n−2 and define
hn(z) = exp
(
−1
n
(
1 + cnz
1 − cnz
))
− exp
(
−1
n
(
1 + cn
1 − cn
))
.
It is evident that hn is holomorphic on D and that hn(1) = 0 for all n. Moreover it is readily
verified that ‖hn‖∞  1 + o(1) as n → ∞ and hn → 1 locally uniformly in D. Taking gn =
hn/‖hn‖∞ works. 
Now we combine the two lemmas. For each n, we may shrink the domain of b further (but so
that it still contains S) so that b maps into the domain of gn. We may then form the composition
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on D, and vanishes at each βj . So by taking a suitably high power Gn = (gn ◦ b)N , we see that
each Gn is annihilated by Γ (it vanishes to high order at the boundary points, and satisfies the
interior relations because b does). Thus, if we call Sn the domain of Gn, then each Gn belongs
to Oh(Sn). By construction the Gn are all bounded by 1 in S, and Gn → 1 pointwise on S.
We can now use the Gn to correct the sequence qn converging to f ◦ h. In particular, by con-
struction the product Gnqn belongs to Oh(Sn), since the relations on the boundary are zeroed out
by the Gn. Setting Vn = h(Sn), from Theorem 6.2 there is an analytic function pn on Vn satis-
fying pn ◦ h = Gnqn. So the pn are each holomorphic on a neighborhood of V in C2, bounded
by 1 on V , and converge to f uniformly on compact subsets of V . Finally, since V is polyno-
mially convex, the Oka–Weil theorem says that each pn is uniformly approximable on V by
polynomials, and thus f is approximable by polynomials as desired. 
7. Bounded analytic functions on V
In this section we prove Corollary 1.13. By Corollary 1.11, every polynomial belongs to
H∞K (V), with norm equal to the supremum norm over V . The first step is an elementary com-
pleteness result for H∞K (V).
Proposition 7.1. The algebra H∞K (V) is closed both in norm and under pointwise bounded
convergence.
Since the result is standard (see for instance [8]), we only sketch a proof.
Proof. Let (fn) be a given sequence from H∞K (V) and suppose there is a C such that ‖fn‖ C
independent of n. Further, assume that fn converges pointwise on V . It follows that for every
finite subset F of V , every admissible kernel K and every n, the (block) matrix
( (
C2 − fn(x)fn(y)
)
K(x,y)
)
x,y∈F
is positive semi-definite. Thus,
( (
C2 − f (x)f (x) )K(x,y) )
x,y∈F
is positive semi-definite and hence f ∈ H∞K (V).
Now suppose (fn) is Cauchy in H∞K (V). Since ‖f ‖V dominates ‖f ‖∞, the sequence con-
verges pointwise to some f . It follows that f ∈ H∞K (V) and moreover ‖f ‖  C. It remains to
verify that (fn) converges to f in H∞K (V).
Let  > 0 be given. There is an N so that if m,nN , then ‖fm − fn‖V < . From what has
already been proved, it now follows that
‖f − fn‖V  . 
Proof of Corollary 1.13. Suppose f ∈ H∞(V). Then by Theorem 1.12 there exist polynomials
pn → f pointwise with ‖pn‖∞  ‖f ‖∞. By Corollary 1.11, each pn belongs to H∞K (V), and‖pn‖∞ = ‖pn‖V . It follows that f ∈ H∞(V) and ‖f ‖V  ‖f ‖∞ by Proposition 7.1.K
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K
(
(z,w), (ζ, η)
)= Q(z,w)Q(ζ, η)∗
1 − zζ
where K((z,w), (z,w)) = 0 for all (z,w) ∈ V . Indeed, it is shown that Q can be chosen to be of
the form
(
1,w, . . . ,wm−1
)
A(z)
where A(z) is an m×m matrix polynomial which is invertible for every z in D. Let f belong to
the unit ball of H∞K (V). Then the kernel
(
1 − f (z,w)f (ζ, η) )Q(z,w)Q(ζ, η)∗
1 − zζ (74)
is positive, and hence there exists a (vector-valued) function Γ on V such that
(
1 − f (z,w)f (ζ, η) )Q(z,w)Q(ζ, η)∗ = Γ (z,w)(1 − zζ )Γ (ζ, η)∗. (75)
A straightforward lurking isometry argument produces a contractive m×m H∞(D) matrix func-
tion F such that
F(z)∗Q(z,w)∗ = f (z,w)Q(z,w)∗ (76)
for all (z,w) ∈ V . Since K (hence Q) does not vanish at (z0,w0), some coordinate of Q doesn’t
vanish in a neighborhood of (z0,w0), say qj . Writing out the j th coordinate of (76) and taking
conjugates gives
f (z,w) =
∑m
i=1 qi(z,w)Fij (z)
qj (z,w)
. (77)
The right hand side extends to be analytic in a neighborhood of (z0,w0) in D2, hence f is
holomorphic (as a function on V) at (z0,w0). Finally, as already noted, the inequality ‖f ‖∞ 
‖f ‖V is trivial. 
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