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Difference systems and chromatic difference systems are generalizations of 
difference sets. They may be used to construct various types of graphical block 
designs and to determine graphs with maximal achromatic number. The bulk of the 
paper is concerned with the application of these ideas to certain special types of 
graphs: forests, paths, circuits, and generalized Petersen graphs. Cyclotomy is an 
effective tool in the construction of difference systems for graphs with a high degree 
of symmetry. 
1. INTRODUCTION 
Let G be an undirected graph without loops or multiple edges. The vertex 
and edge sets of G will be denoted by V(G) and E(G), respectively. We put 
I f’(G)1 = k P(G)1 = m. A coloring of G is a partition of V(G) into classes, 
called color classes. A coloring is regular if adjacent vertices belong to 
different classes; it is full if, for any two distinct color classes, a, and a2, 
there is an edge (xr,?cJ of G with x1 E a, and x2 E az. The minimum 
number of classes in any regular coloring of G is x(G), the chromatic 
number of G; the maximum number of classes that can occur in any full, 
regular coloring of G is Y(G), the achromatic number of G. Evidently 
Y’(G) > x(G). 
Suppose that there is an integer u such that m = (‘;). Clearly Y(G) < U. If 
Y(G) = u, we say that G is maximally achromatic, or, more briefly, 
maximal. For example, the complete graph K, is maximal since 
IE(K,)I = ( z > and Y(K) = 4, while the circuit C, is not maximal since 
IE(C,)l = (i) and Y(C,) = 3. 
When the vertex and edge sets of G are the disjoint unions of the 
corresponding sets for b copies of a graph H, we write G = bH. 
I f  G is disconnected, x(G) is the largest of the chromatic numbers of the 
components of G. However, the corresponding result does not hold for Y(G). 
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The reader may convince himself that Y(C,) = 3 and Y/(2C,) = 5, so that, in 
particular, 2C, is maximal. The motivating problem for the present 
investigation is the determination, for certain graphs, G, of those values of b 
for which bG is maximal. It is obviously necessary that bm = (i) for some 
integer V; if this condition is satisfied, we say that b is G-admissible, or, more 
simply, admissible. 
The above ideas lead to the concept of a chromatic (G, A) design, which 
we now define. Let A be a finite set, with IA I= u. Let @ = ($i: V(G) -+ A, 
1 < i < b} be a family of b functions from V(G) to A such that 
0) If (X3 Y) E E(G), #i(X) f #i(Y), 1 < i < b- 
(ii) There exists a non-negative integer 2 such that for any pair (a, /?) 
of distinct elements of A, there exist precisely 1, pairs (i, (x, JJ)), where 
i<i,<b and (x,y)EE(G), such that #,(x) = a, tii(y) = @. 
Then the quadruple A = (G, A, @, 1) is called a chromatic (A, G, 1) design. 
The functions, $i,l < i < b, are the blocks of the design. We sometimes refer 
to A as a (u, G, A) design, a (G, J) design, or a chromatic design on G. When 
b = v, the design is symmetric. 
A chromatic design may be represented by a diagram containing b copies 
of the diagram of G. In the ith copy each vertex is labelled with the value of 
+i at‘ that vertex. Figure 1 shows a chromatic design on the 3-claw with 
A = (1, 2, 3}, A= 3 (Inset, Fig. 1). 
It is easy to see that if there exists a chromatic l-design on G with 
parameters b and u, then bG is maximal with achromatic number v. The 
elements of A are the colors. Figure 2 shows a chromatic l-design with b = 2 
and v = 5 on P,, the path with six vertices. It follows that 2P, is maximal 
with achromatic number 5 (Inset, Fig. 2). 
A necessary condition for the existence of a chromatic (G, A) design is 
y ‘-i y 
3 I 2 
FIGURE 1 
146 JOHN B. KELLY 
I 2 4 5 3 I 
. 
1 4 3 2 5 I 
. 
FIGURE 2 
this equation is obtained by counting the pairs (i, (s, J))) in two different 
ways, in accordance with (ii). 
A balanced G-design (or block design on G) is a chromatic G-design in 
which the functions #i are injective and in which every element of A occurs 
equally often in the totality of images of the functions in @. (Thus neither of 
the examples in Figs. 1 and 2 is a balanced G-design.) Balanced G-designs 
have been extensively discussed in [ 6-9 1 and elsewhere. Observe that if G is 
a complete graph, then (i) forces the functions in @ to be injective while (ii) 
forces each element of A to occur the same number, r, of times. In this case 
we need not deal with the functions di at all, but only with their images. The 
latter are the blocks of a classical (b, ~1. r, k, A) block design. Thus, although 
the conditions defining a chromatic G-design are weaker than those defining 
a balanced G-design, both concepts reduce to the classical one when G is 
complete. It is not clear which generalization is the “right” one. Problems 
like the “handcuffed prisoners” problem clearly demand that the functions in 
@ be injective, so that in these cases balanced G-designs are the natural 
generalization. On the other hand, for the maximality question, chromatic G- 
designs are appropriate. 
The fruitful interplay between difference sets and block designs in the 
classical case suggests an extension of the concept of difference set in the 
present context. Suppose then that G is a graph and A a finite group. A 
chromatic (A, G. A) difference system (or chromatic (‘4, i) difference system 
on G) is a function X: G--t A such that 
(i) if (s. ~1) is an edge of G, Z(S) # rr(~l), and 
(ii) if CL is an arbitrary element of A distinct from the unit element 
there are exactly i ordered pairs (x, I’) of adjacent vertices of G with 
n(x)(n( y)y ’ = u. (2) 
Most frequently A will be abelian and in place of (2) we employ the 
difference notation 
n(x) - 71(y) = a. (2) 
An (A. G. A) difference system is a chromatic (A. G, A) difference system 
for which z is injective. When some subset of (A. G, A} is understood from 
DIFFERENCE SYSTEMS, GRAPH DESIGNS 147 
the context, we may make use of such expressions as “J-difference system on 
G,” or simply, “difference system.” 
Chromatic difference systems can be pictured by placing r&x,) on vertex x 
in a diagram of G. Two examples are shown in Fig. 3. The first is a 
chromatic difference system with A = Z, and ), = 6. The second is a 
difference system with A = Z, and I = 2 (Inset, Fig. 3). 
In the second example note that (in Z,) 1 = 1 - 0 = 0 - 3, 2 = 2 - 0 = 
0 - 2, 3 = 3 - 0 = 0 - 1 so that we indeed have a difference system with 
A= 2. A similar verfication is possible with the first example. 
Since each edge gives rise to two differences, it follows that in any 
chromatic (A. G, 2) difference system we have 
qu- 1)=2m. (4) 
When G = K,, rc must be injective. Thus again we need not deal with 7~. 
but only with its image, which is a difference set. If A = Z,, we have then a 
classical (u, k, 1) difference set. 
A chromatic (A, G, 1) difference system gives rise to a chromatic (A, G, A) 
design via (in difference notation) 
@i(X) = Z(X) + ai) 1 <i<u, xE V(G), (5) 
where A = (ai/ ,< i < u 1. Here b = u and the design is symmetric. In like 
manner an (A, G, A) difference system yields a balanced G-design. This is 
essentially Bose’s method of symmetrically repeated differences [2]. 
From (4) we see that if II = 1, then u = 2m + 1. Hence, if ]A ( = 2m + 1 
and a chromatic (A, G, 1) difference system exists, (2m + l)G is maximal. 
In the remainder of the paper we study the maximality of multiples of 
certain graphs as well as the construction of chromatic designs and 
difference systems on these graphs. The constructions are easier when m is 
not too large in comparison with k, or, to put it another way, when G does 
not have too many circuits. From this point of view, the classical case is the 
most difficult of all. In some cases the necessary conditions (1) and (4) are I 2 3 
0 
_;I y 
0 
FIGURE 3 
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sufficient [ 10, 111. When G is highly symmetric, a natural tool for 
constructing difference systems is cyclotomy. 
We conclude this section with a brief discussion of certain recently 
introduced combinatorial constructs closely related to chromatic designs and 
difference systems. 
Let S,, S],..., S, be subsets of the finite abelian group A containing 
k, , k, ,..., k, elements, respectively. Let Ti be the family of all differences 
between elements of Si and let T be the family of elements of all Ti. If T 
contains each non-zero element of A exactly ,J times, then the sets 
s,, SZ,..., S, constitute an n - (v; k,, kz,..., k,; A) supplementary difference 
set. It is clear that a supplementary difference set is a chromatic (A, G, A) 
difference system, where G is the complement of the complete n-partite graph 
K 
k,,kz....,k,’ Compare, e.g., [ 171. 
The neighbor designs of Rees [ 181 and Hwang and Lin [ 111 are 
arrangements of r copies of each of u varieties into b circular blocks of size 
m > 1 so that neighboring objects in each block are distinct and every pair of 
distinct varieties appears as neighbors in the set of circular blocks exactly ,l 
times. It is permitted that a variety occur more than once in a given block. 
(These designs have application in serology.) In our terminology a neighbor 
design is a chromatic (u, C,, A)-design where C, denotes the circuit with m 
vertices. If one requires that each variety occur no more than once in any 
block, one has the balanced circuit designs discussed by Huang and Rosa in 
181. 
A valuation, O,, of G is an injection from V(G) into the set of non- 
negative integers. Let I, = Im 0,. By the value of an edge (x, .v) we 
understand the number 1 O,(x) - O,(y)]. Let H, denote the set of edge 
values in the valuation 0,. 0, is a p-valuation if I, c: (0, 1, 2,..., m) and 
Ho = { 1, 2,..., m). Thus, if G = K,, V, = (x, J’, z) and O,(x) = 0, O,(y) = 1, 
O,(z) = 3, 0, is a P-valuation of G. It is easy to see that the p-valuation 0, 
yields (Z,, 1, G, 2) and (Z,, + 1, G, 1) difference systems simultaneously. In 
the first case one interprets, in the obvious way, the elements of 2 in I, as 
elements of Z,, i and in the second case, as elements of ZZm+, . The 
converse is false; the circuit C, has no P-valuation [ 191, but (Z,, C,, 2) and 
(Z,,, C,, 1) difference systems exist. A graph admitting a P-valuation is 
often referred to as graceful [4, 5, 12, 13, 191. 
2. FORESTS 
THEOREM 1. Let F be a forest with m edges. Let A be a Jnite group of 
order v. Suppose that v - 1 divides 2m and put 2m = l(v - 1). Then 
(i) There is a chromatic (A, F, I) difSerence system. 
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(ii) There is a chromatic (A, F, A) design. 
(iii) t(2tm + l)F is maximal if t E Z, , so that Y(t(2tm + 1)F) = 
2tm $ 1. 
Proof: Let A have a elements of order 2, say u’, , a,,..., a,. Note that if 
a > 1, then u is even and ;1 is even. Pair each of the remaining (v - a - 1)/2 
elements with its inverse and let c,, czr..., c~,,-,-,~,~ be a set of represen- 
tatives of these pairs. Associate each element ai with L/2 edges of F and each 
element ci with /z edges. Since 
1 -a+ qv-a- 1) n(v- 1) 
= = 2 2 2 m, 
we can perform the association in such a way that each edge of F is 
associated with exactly one element of A. (If A is odd, then a = 0, and the 
first part of the association is unnecessary.) Select an arbitrary vertex& in 
the jth component tree of F and put d(J) = E, the unit element of A. Here 
1 < j < q, where q is the number of components of F. Letfbe a vertex in the 
jth component, 1 < j < q. There is a unique path in F from& tof: Letf* be 
the vertex preceding f on this path (assuming f #J;). We define Qdf) induc- 
tively by 4(f)= d(f*) r((f*,f)), where r((f*,f)) is the element of A 
associated with the edge (f*,f). 
A given edge (f, , fi) makes two contributions to the totality of differences 
&N$(.Y))-~~ namely, 7(Ul ,.fd) and 7((f, 1 fd-‘. Thus, if 7((f, JJ> = ai, 
1 < i < a, then ai is counted twice, while if t((f,,f&) = c. 
1 <j<(u-a- 1)/2, then cj and cj’ are each counted once. Consequent$ 
our construction yields a chromatic (A, F, A) difference system and therefore 
a chromatic (A, F, A)-design. Taking J = 1 and choosing A of order 2m + 1, 
we see that (2m + l)F is maximal. Now tF is a forest with tm edges. Thus 
(2tm + l)(tF) = (t(2tm + l))F is maximal. Since t(2tm + 1)m = (2f~+1), 
Y’(t(2tm + l))F= 2tm + 1. 
Theorem 1 states that if F is a forest, then bF is maximal for many 
admissible 6. However, there are cases where bF is not maximal. For 
example, if F is the 3-claw, then 2 is admissible, since 2 . 3 = (: ), but 
Y(2F) = 3 < 4. 
For many trees a difference system, rather than merely a chromatic 
difference system, can be constructed. But we have been unable to prove a 
general theorem in this direction. There is a conjecture [ 191 that all trees are 
graceful. 
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3. PATHS 
We denote by P,, , the path with m + 1 vertices and m edges. Theorem 1 
implies that if u = 1 (mod 2m) and b = (l/m)( y ), then bP,+ , is maximal 
with achromatic number t’. 
A stronger result is given by Theorem 2. 
THEOREM 2. Ifv-0 (mod2m) or u- 1 (mod2m) and b=(l/m)(;‘), 
then bP, + , is maximal and v/(P, .+ ,) = v. 
Proof We need consider only the case L’ = 0 (mod 2m). Let L’ = 2tnz. We 
proceed by induction on t. When t = 1. we have L’ = 2m and b = 2m - 1. To 
construct d, , a chromatic (2m, P,, , . 1).design, we first construct A. a 
balanced (2m - 1, P,. I)-design on the set A = ( 1, 2, 3,..., 2m - 1 }, following 
the method used in the proof of Theorem 1. Then we append an edge and a 
vertex to the right end of each block of A and to the new vertex assign the 
value 2m. The new design A, is a chromatic (2m. P,, , , 1).design because A 
was constructed by the difference method so that the right end of P, has a 
different value assigned to it in each block. Figure 4 displays the 
construction of A, for P, (Inset, Fig. 4). 
Suppose now that A,, a chromatic (2tm, P,,, , 1 )-design, has been 
constructed. The construction of A,, , requires the following lemma. 
LEMMA 1. Let A = (a,,..., a,} and B = {b,...., b,} be two disjoint sets. 
Let C, = (I$“), 1 < i < m, 1 < j < m + 1 be the arra-v deBned as follows: 
If j is odd, then 
and 
c!?) = a. 
IJ I’ if j= 1 (mod4) 
c!rn’ = a. 
V Ifl’ l$ j=3(mod4). 
If j and m are even, then 
cjJF’ = bj,, if i is odd 
and 
c!?‘= b 
lJ c,+mNz if i is even. 
while ifj is even and m is odd 
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FIGURE 4 
and 
c!!“’ = b 
V [J+(m+ I)(i- 1,,/2 
if m E 3 (mod 4). 
(Calculations of subscripts are pe$ormed (mod m). Then any unordered pair 
(a,, b,) occurs preciselv once as a pair of consecutive elements in some row 
of cm. 
EXAMPLES. 
ProoJ The definition implies that a, occurs in row r - 1 and in row r, 
while b, occurs at least once in any pair of consecutive rows. So there must 
be a row in which both a, and b, occur. When m is even, each b, is an 
interior element of its row and is surrounded by the two elements from A 
which lie in that row. Thus it is adjacent to both. 
When m is odd, it is possible that 6, may be the terminal element of row r. 
If m = 1 (mod 4), the element immediately preceding b, in row r is a,, while 
if m = 3 (mod 4), this element is a,,, . But then b, is also in the second 
column of the preceding row (the row “preceding” the first row is the last 
row) and a, is in the third column of that row. 
We have shown that any unordered pair (a,., b,) is linked at least once in 
C,. But since C, has m* linkage and there are m* pairs, each pair must be 
linked exactly once. 
Continuation of Proof of Theorem 2. Suppose now that A,, a chromatic 
Pm P,, , , 1).design, has been constructed. Let the objects of A, form a set 
S,; let those of A, form a set S, and suppose that S, n S, = 4. (When t = 1 
we assue that S, and S, are the sets of objects occurring in two disjoint 
copies of A, .) The blocks of A,, , will consist of the 2m - 1 blocks of A,, the 
t(2tm - 1) blocks of A,, and 4mt new blocks constructed as follows: 
Partition S, into 2t subsets S,,, , S,,, ,..., S,,,, each of cardinality m. Partition 
S, into two subsets S,,, and S,,, both of cardinality m. Form arrays C,,,;,, 
1 < r < 2t, 1 < s < 2 as in Lemma 1, taking A = St,r, B = S, ,5. The m rows 
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of C,,,:, will be new blocks of A,+,; letting r and s run through the stated 
values yields 4mt new blocks. Evidently any two objects in S,, , = S, u S, 
are linked in exactly one block, for a pair of objects from S, is linked exactly 
once in A,, a pair from S, is linked exactly once in S, , and pair consisting of 
an object from S, and an object from S, is linked in exactly one of the new 
blocks. Thus A,, I is a chromatic (2(r + l)m, P,,,, ,, 1) design: if 11 = 
2(t+ 1)m and b=(l/m)(y). then !f’(bP,+,)=t’. 
There are admissible values of b other than those given in the statement of 
Theorem 2. It is easy to find such values for which bP,+, is not maximal, 
i.e., Y(P,) = 3 < 4. On the other hand 2P, is maximal 
(Proof: 
I 2 3 4 3 I 4 
*) o--o--o--o o--o--o--o 
although, since L’ = 4 and 2m = 6, the hypothesis of Theorem 2 is not 
satisfied. We have determined that bP,+ , is maximal for all admissible b 
when 1 < m < 5. The general case is open. In [3] it is shown that P,,,, , is 
maximal if and only if m = ( ‘2‘ ) where L’ is 2 or odd. 
If A is a group with IA / = ~1 and n(r - 1) = 2m, it follows from Theorem 1 
that chromatic (A, P,, , , A) difference systems and chromatic (A, P, + , . I) 
designs may be constructed. In order for a difference system with parameters 
,i. L! to be constructible on P, + , , we must have ~‘2 m + 1 since the m + I 
vertices of P,, , must each be assigned different elements of A. Together 
with the condition L(v - 1) = 2m, this implies that A= 1 or J. = 2. Such 
systems always exist for cyclic A and the representations 
(m even) 
o--o--o--o--o--o--o.. o-0-0 (m odd) 
0 1 -1 2 --2 3 
111-1~1 
yield examples for both values of A. For A = 1 the digits are to be regarded 
as elements of Z,, + i , and for J. = 2 they are to be regarded as elements of 
Z m + , . When 2m + 1 is prime, another example with A = Z,,, , and A = 1 is 
given by the quadratic residues mod(2m + 1). Here the representation is 
o--o--o--o . . . O-0 
02 ,2 21 3: 
(I”;‘)’ 
The differences *(k’-(k-1)‘)=&(2k-1), l<k<(m-1)/2, are 
distinct mod(2m + 1). This would be true even if 2m + 1 were composite, but 
then the (m + 1)/2 squares might not be incongruent mod(2m + 1). In that 
case one still has a chromatic difference system. 
Balanced P, + , -designs (handcuffed designs) have been extensively studied 
DIFFERENCE SYSTEMS,GRAPH DESIGNS 153 
16, 9, 10, 151. In these papers the constructions of block designs by the 
method of differences is carried out. In our terminology, the authors use 
“base blocks” which are chromatic difference systems on tP, + , (t E Z,). The 
underlying function 71 is required to be injective on the components of tP,+ , . 
There are parameter sets, such as m = 6, u = 9, A = 1, for which a chromatic 
path design exists but a handcuffed design does not. 
For a handcuffed design to exist it is clearly necessary that 
=mb 
and 
rv=b(m+ l), 
where r is the number of occurrences of each element of our v-set in a block. 
It is shown in [IO] that these two simple necessary condition are also 
sufficient for the existence of handcuffed designs. 
4. CIRCUITS 
We begin with a lemma of Rosa [ 201. 
LEMMA 2. Let m and t be positive integers and let v = 2mt + 1. It is 
possible to partition the set { 1, 2, 3,..., mt) into subsets Bi, 1 < i < t, each oj 
cardinality m and to choose qj = f 1 so that 
‘T E& = 0 (mod Y), 
jSi 
l,<i<t. 
A circuit with m vertices and edges will be denoted by C,. 
THEOREM 3. Let m and t be positive integers and let v = 2mt + 1. Then 
(i) There exists a chromatic (Z,, tC,, 1) d@erence system. 
(ii) There exists a chromatic (v, C,, 1) block design. 
(iii) t(2tm + l)C, is maximal, with achromatic number 2tm + 1. 
Proof Associate each m-subset, B,., 1 < i < t, mentioned in Lemma 2 
with a distinct circuit C$, 1 < i & t, in tC,. Regard the members of each set 
Bi as elements of Z,. Let the vertices of Ct) taken in cyclical order be v~,~, 
1 <j< m. Let ri: E(CE’)-t Bi be a bijection and put ti((vi,j, ~~,~+r)) = ri,j. 
(Addition in the second subscript is modulo m). 
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Now let 7~: V(tC,) + Z,, be defined as follows: 
n(v;, 1) = 0, I<i<t 
~~Ui,j+ 1) = 71(ui.j) + 'i,jEi.s3 
where s = s~,~. By Lemma 2, 
so that TC is well-defined. Clearly n is a chromatic (Z,.. tC’,, 1) difference 
system. Parts (ii) and (iii) now follow as in the proof of Theorem 2. 
It has been shown ( 14, 2 11 that balanced (t’, C,. 1) designs exist whenever 
m is even and I’= 1 (mod 2m); it has been conjectured that this is also true 
when m is odd. Further results on balanced circuit designs can be found in 
[ 8 1. where the cases m Q 6 are completely settled. 
Parts (ii) and (iii) of Theorem 3 have been superseded by the results of 
Hwang and Lin in Ill I. Obvious necessary conditions for the existence of a 
chromatic (L’, C,, A) design (neighbor design in their terminology) are that 
r = (A(11 - 1))/2 and b = (kv(~ - 1))/2m be integers (we assume 11 > 2. 
m > 2). In 11 11 it is shown that these necessary conditions are also 
sufficient. Thus if b is admissible. bC, is maximal if and only if the 
corresponding value of 11 is odd. So the question of the maximality of bC’, is 
completely settled. 
The construction used in the proof of Theorem 3 does not guarantee that 
the function 7t is injective, so that we do not. in general, obtain a difference 
system. Confining attention to the case t = 1. we discuss the possibility of 
(Z,., C’,, A) difference systems. Recall Eq. (4): 
i(r ~ 1 ) = 2m. 
For a (Z,,. C,, i) difference system to exist, I’ must be at least as large as 
m. for otherwise 7-z would not be injective. Thus, apart from the trivial case 
2’ = 3. m = 3, A = 3, for which a difference system obviously exists. all 
(Z,,, C,, 3,) difference systems must have A = 1 or A = 2. If A = 1, then 
2’ = 2m + 1, while if A = 2, then 17 = m + 1. Theorems 4 and 5 handle these 
cases separately. 
THEOREM 4. There exist (Z,, + , , C,, 1) difference systems for all 
m > 3. 
Proof Case 1: m =O or -1 (mod4). Here I(m + 1)/2] is even; we put 
DIFFERENCE SYSTEMS, GRAPH DESIGNS 155 
f(m+ 1)/2]=2r. If f ur th er, m = 0 (mod 4), then 2m + 1 = 8r + 1. Here the 
values of 7c: C, --t Z,, + , , taken in cyclical order on C,, shall be 
0, -1, 1, -2, 2, -3, 3 )..., -(r- l),(r- l),-r,r+ 1, 
-(r + 1) ,..., 2r, -2r, 0. (6) 
These are distinct elements of ZBr+,. Observe that the consecutive least 
positive differences are 
1, 2, 3, 4, 5, 6,.. ., (2r - 2), (2r - I), (2r + l), 
2r $ 2 ,..,, 4r, 2r. (7) 
The difference 2r is out of its natural order and is picked up at the end. The 
set of elements in (6) and their additive inverses (obtained by subtracting in 
the opposite order) comprise all the non-zero elements of ZBr+, and each 
arises exactly once as a forward or backward difference of consecutive 
elements of (6). A similar construction suffices for the case m = -1 (mod 4). 
(The element -2r is omitted from (6).) 
Case 2: m E 1 or 2 (mod 4). Here [(m + 1)/2] is odd; we put 
[(m + 1)/2] = 2r + 1. The case m = 1 (mod 4), where 2m + 1 = 8r + 3, 
splits into two subcases. r even, and r odd. If r is odd, the values of rt, taken 
in cyclical order on the vertices of C,, are 
0. I,-1,2,-Z ,..., (r- l),-(r- l),(r+ l), 
1 
-(r+l) ,..., 3r+ -(3r+ 1) , 2, 2 
-P- 1) Jr+3 
2 ‘2’ -(3r+3),ee*,2r 2 1 -zr 3 &,+ 1 5 0 . (8) 
Observe that (8) comprises 4r + 1 distinct elements of ZRr, 3. The 
consecutive least positive differences in (8) are 
1, 2, 3, 4 . . . . . (2r - 2), 2r, 2r + 2. 2r + 3 ,..., 3r + 1. 2r - 1. 
5r + 1, 3r + 3, 3r + 4 ,..., 4r + 1, 2r + 1. (9) 
Since 5r + 1 s -(3r + 2) mod(8r + 3), the set of elements in (9) together 
with their additive inverses exhausts the non-zero elements of ZSrf3 and each 
occurs exactly once as either a forward or backward difference of 
consecutive elements in (8). For r even, the pattern is almost the same. Here 
we use 
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0. 1, -1, 2, -2 ,..., (r - l), -(r - l), (r + 1). 
-(r+ 1) ,..., q;+ I.;+ 1. 
The justification is similar. And for m E 2 (mod 4), the construction is 
very much like that for m = 1 (mod 4) and is omitted. 
COROLLARY. For all m > 3. balanced (2m + 1. C,, 1) block designs 
exist. 
THEOREM 5. There exist (Z, + , , C,, 2) d@erence systems ij” and on!,, ij‘ 
m f 1 (mod 4) m > 3. 
Proof: Suppose that a (Z,, , , C,, 2) difference system, 7c, exists with 
m E 1 (mod 4). Then m + 1 G 2 (mod 4) and (m + 1)/2, being equal to its 
additive inverse mod(m + 1) occurs as the difference between the values of 7[ 
at the vertices of just one edge (where it is counted twice). The remaining 
edges will be associated with the differences il, *2,..., rt(m - 1)/2; each 
pair, (a, -a), must be associated with two edges. If we sum the forward 
differences of rc, each integer a, 1 6 a < (m - 1)/2, will give a contribution of 
2a, 0, or -2a from the two edges with which it is associated. The sum of 
these contributions will be even modulo the even number m + 1. The edge 
associated with the differences +(m + 1)/2 will give an odd contribution to 
the forward difference sum, since m z 1 (mod 4). Thus the sum of all the 
forward differences is odd (mod m + 1). But this sum, on the other hand, 
must be zero. 
For the proof of sufficiency, we list the values of n: taken in cyclical order 
around C,. The verifications are like those in the proof of Theorem 4. 
m = 4r, m + 1 = 4r + 1 = v, 
0, -1, 1, -2, 2 ,..*, -(r - l), (r - 1), -7, r + 1, -(r + 1) ,..., 
2r, -2r, 0; 
m = 4r + 2, v = 4r + 3, 
0, -1, 1, -2, 2 ,..., -r, r, -(r + l), r + 2, -(r + 2),..., 
(2r + I), -(2r + l), 0; 
m = 4r + 3, v = 4r + 4, 
0, -1, 1, -2, 2 ,..., -r, r, -(r + 1). r + 2, -(r + 2),..., 
(2r + l), -(2r + l), 2r t 2,O; 
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COROLLARY. There exist balanced (m + 1, C, ,2) designs for all m f 1 
(mod 4), m > 3. 
A still open question is: For what triples (0, m, A) satisfying (4) does a 
chromatic (Z,, C,, A) difference system exist? 
Rosa’s theorem [ 181 that C, is graceful if [(m + 1)/2] is even, implies, as 
noted in the Introduction, that (v, C,, n) difference systems exist for any 
triple (u, m, A) also satisfying (4) and k = 1 or ,l = 2. Thus his result implies 
case 1 of Theorem 4 and the first and third cases of Theorem 5. It has also 
been shown [ 191 that when [(m + 1)/2] is odd, C, is not graceful. This fact 
should be contrasted with case 2 of Theorem 4 and the second case (m = 
4r + 2) of Theorem 5. 
For zj= ps, p a prime, we denote by E, the elementary group with ps 
elements, i.e., E, is the direct sum of s copies of Z,. Since the additive group 
of the finite field GF(u) is isomorphic to E,, it is not surprising that 
cyclotomy is a valuable aid in constructing E, difference systems. 
THEOREM 6. Suppose ,I(v - 1) = 2mt, where v is a prime power and m 
divides v - 1, m >.‘3. Suppose further that either 1 is even or m is odd. Then 
there exist a chromatic (E,, tC,, A) difference system and a balanced 
(v, C,, A) design. 
ProoJ Let g be a primitive element of GF(v). Let vij be the jth vertex in 
the ith component of tC,, where is each component the vertices are 
numbered in cyclical order modulo m. Put n = (v - 1)/m and define 
71(Vi,j) = gnj+i, O<i<t-l,O<j<m-1. (11) 
Then x(v,,~) = rr(vi,J if and only if j = k. Note that (11) gives the same value 
forj=O as forj=m sinceg”-‘= 1. Thus we have 
n(Vi,j+I)-~(Vi,j)= (g”- I)g”+‘. (12) 
Since g is primitive, g” - 1 # 0. Since n = 2t/A, n divides 2t. If A is even, n 
divides f, so that as i and j vary over their indicated domains, gnj+i assumes 
each value in Ez (E, - (0)) exactly t/n times. Thus (12) implies that each 
non-zero element of E,, occurs as a forward difference (x(v~,~+ i) - 
z(v,,j))(t/n) times and as a backward difference (rr(viqj) - rr(~~.~+ ,))(t/n) 
times; hence 2t/n = A times in all. 
If m is odd and n/t, the above argument is valid. If m is odd and n does 
not divide t, then, since n divides 2t, we have 
t= _f_ n++, 
[ I n 
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Now, if 0 < i < [t/nJ n, 0 <j < m - 1, then, as above, each element of E,. 
arises as a forward or backward difference 2[t/n] times. As i and j range 
over the intervals [t/n], n<i<t-1 (=[t/n]n+n/2- l), and O<j< 
m = 1, the quantities nj + i assume mn/2 distinct values. Moreover, no two 
of these differ by mn/2. For, if 
then 
nj, + i, - (nj2 + i2) = y, 
n(j, - j,) + (i, - i2) = y. 
Since m is odd, this implies that Ii, - iz/ = n/2, which is impossible. Thus 
g ‘.iti assumes a set of (U - 1)/2 non-zero values in E,. and, if g” is such a 
value, then g wtmnj2 _ - -g” is not. Thus, for [t/n]. n < i < t - 1. 
0 < j < m - 1, each non-zero element of E,, is found exactly once in the 
union of the sets of forward and backward differences. So, for 0 < i < t. 
0 < j < m - 1, each non-zero element of E,. is assumed exactly 
times. Consequently, TC defines a chromatic (E,, tC,, 1) difference system 
when 1 is even or m is odd. 
On each copy of C,, 7~ is injective, though not necessarily on tC,. Thus 
the chromatic (L’, tC,, II)-design generated by rr can be regarded as a 
balanced (v, C,, A)-design. For u = 1 (mod 2m) and not necessarily a prime 
power. and for m even, Rosa [21] and Kotzig [ 141 have constructed 
valanced (v, C,, 1).designs. When t = 1. our construction gives a difference 
system. 
Suppose now that L’ E 1 (mod e). An (E,. , G, ;1) difference system in which 
Im rr consists of the eth powers of non-zero elements of GF(o) is called a 
(~1, G, 1; e) residue difference system. This is a strong additional restriction to 
impose upon a difference system, but so doing enables us to avail ourselves 
of the well-developed theory of cyclotomy. For some graphs the only known 
difference systems are residue difference systems. Residue difference systems 
on K, are equivalent to the extensively investigated residue difference sets of 
Lehmer [ 16 1. 
Suppose that G is regular with valence d and that a (v, G, 2; e) residue 
difference system exists, where u = ef + 1. Then 1 V(G)/ = k = (v - 1)/e = f 
and IE(G)I = m = kd/2. Insertion of these equations in (4) gives 
d = eA. (13) 
In particular. if ,% = 1, then d = e. 
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Some definitions and results from cyclotomy are needed for the 
construction of residue difference systems on circuits. Let p be prime, 
v = ps = ef + 1, and g a primitive element of GE’(v). We define the 
cyclotomic classes in GE(V) via 
ri= (get+i:t=O, l,...,f- I} O<i<e-1. 
The sets ri are pairwise disjoint and their union is the set of non-zero 
elements of GE(V). A different choice of g permutes them. For fixed i andj 
we define the cyclotomic number (i, j) = (i, j), to be the number of solutions 
of the equation 
zi + 1 = Zj(Zi E ri, zj E rj,. 
(Here 1 denotes the multiplicative unit of GE(V)). 
LEMMA 3. If v z 5 (mod 8) and e = 4, the cyclotomic numbers are all 
positive if and onlv if v > 3 I. 
Proof: As explained in [22, p. 481, the cyclotomic numbers can be 
represented in this case by the following matrix whose (i,j) entry is the 
integer (i, j), . 
0 1 2 3 
0 A B C D 
1 E E D B 
2 A E A E 
3 E D B E 
together with the relations 
16A=v-7+2s. 
16B=u+ 1 +2s-8t, 
16C = II + 1 - 6s, 
16D=v+ 1 +2s+8t, 
16E=u-3--s, 
(14) 
where u = s* + 4t2 (with s = 1 (mod 4)) is the unique representation of u in 
this form with (v, s) = 1. The sign of t depends on the choice of the primitive 
element g. 
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Evidently -fi<s<fi and -fi/2 < t < &/2. Insertion of these 
inequalities in (14) and requiring A > 0, B > O,..., leads, by the process of 
completing the square, to the condition u > 34. Since u = 5 (mod 8) and all 
steps in the reasoning with inequalities are reversible, the conclusion follows. 
LEMMA 4. Let e = 4. If L’ = 5 (mod 8) and L’ > 13, there is a primitive 
biquadratic residue, h, in GF(u) and an element 5 E TZ such that T - 1 and 
T - h have different (non-zero) quadratic character. 
Proof: Suppose, on the contrary, that for all r E Ta and all primitive 
biquadratic residues h in To. r - 1 and r ~ h have the same quadratic 
character. Then, since r - h = h(hK’t - 1). it follows that r - 1 and h- ‘r - 1 
have the same quadratic character. But h - ‘r E TZ and the same argument 
shows that h--‘r - 1 and h-‘r - 1 have the same quadratic character; 
likewise h-‘r - 1 and hm3r- 1, etc. Thus r - 1, h-‘r- 1, h-‘r - l,.... 
h-‘s - l,... have all the same quadratic character. Now as r varies from 1 to 
(11 - 1)/4, Th-’ runs over all the elements of r, since h is primitive. Hence 
either (0. 2) and (2. 2) are both zero, or (1, 2) and (3, 2) are both zero. If 
c > 37, we have a contradiction to Lemma 3. If 2: = 13, we may take h = 3. 
r = 10: if L’ = 29, take h = 7, r = 13. 
THEOREM 7. If v = 2m + 1 = p’, ~15 and v&l (mod8), there is a 
(c, C, , 1; 2) residue difference system. 
Proof: If L’ = 3 (mod 4), the conclusion of the theorem follows at once 
from the construction in the proof of Theorem 6. Here n = 2. t = 1, so that m 
is odd and 71 is injective in this case. 
If 1’ = 5 (mod 8) and c > 5, choose a primitive biquadratic residue h and 
an element r f f, in accordance with Lemma 4. The elements of GF(p) 
assigned to the successive vertices of C, are 
1, r, h, sh, h’, rh2, h’,..., rhmf’- ‘, hm/’ = 1. (15) 
Now h” = hh, 0 < a < b < m/2 implies a = b since h is primitive. Similarly 
r/z” = rhb implies a = b. And r/z” = h* is impossible since rh” E fZ and 
hb E To. So the elements listed in (15) are the distinct non-zero squares in 
GF(c). The forward differences are either 
or 
rha-hO=h,(r- l),O<a<T- 1, (Type 1) 
rh utl- rh” = h”(h - r), 0 < a < y - 1. (Type 11) 
The primitivity of h prevents two forward differences of the same type from 
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being equal. And the fact that -1 E r2 when v s 5 (mod 8) prevents a 
forward difference of a given type from equalling a backward difference of 
the same type. Finally, we cannot have 
hO(r - 1) = *hb(h - t) 
since, by Lemma 4, the elements on opposite sides of the equation have 
different quadratic characters. Thus each non-zero element of GF(v) is 
represented exactly once as a forward or backward difference between 
consecutive elements of the array (15). 
The condition v f 1 (mod 8) is not necessary. We have constructed an 
example with v = 41, m = 20. However, there is no quadratic residue 
difference system on C, or C,. 
5. FURTHER CYCLOTOMIC CONSTRUCTIONS 
A generalized Petersen graph, P(n, t), where n > 3 and (n, t) = 1, has 
vertex set V= {uO, U, ,..., u,-,. v,,, v, ,..., v,-,} and edge set E = ((ui, ui+ 1), 
(ui, u~)(u~+~), 0 < i < n - 1). The addition in the subscripts is performed 
modulo n. P(5, 2) is the original Petersen graph; I’(n, 1) is the prism T,. We 
call the set of edges ((ui, ui+r), 0 ,< i < n - 1) the outer rim and the set 
((vi, viir). 0 < i < n - 1) the inner rim. The edges (ui, ui), 0 < i < n - 1, will 
be called spokes. 
THEOREM 8. If n > 3 is odd and v = 6n + 1 is a prime power, there is an 
(E,., P(n, t), 1) difference system, T, whose range is the union of two sextic 
classes. 
Proof: We require two lemmas. 
LEMMA 5. If v = 1 (mod 3) and e = 3, the cyclotomic numbers are all 
positive if and on1.v if v > 19. 
Prooj The cyclotomic numbers for e = 3 are given [22, p. 351 by the 
following array: 
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and the relations 
9A=q-8+c, 
18B=2q-4-c-9d, 
18C=2q-4-c+9d, 
(16) 
9D=q+l+c, 
where 4q = c2 + 27d*, with c = 1 (mod 3). 
Clearly -2fi< ICI < 2fi, -(2/3)m< IdI < (2/3)\/q/3. Reasoning 
as in the proof of Lemma 3, we conclude that the cyclotomic numbers are 
positive if u > 37. Computation with (16) for L’ < 37 then gives the lemma. 
LEMMA 6. Let v be a prime power such that ~3 E 1 (mod 6) and v > 19. 
Let t be a positive integer such that 1 < t < (L! - 1)/6. There exist a primitive 
sixth power residue h (mod v) and a cubic nonresidue r such that h ~ 1, 
r( h’ - I). and s - 1 are in different cubic e.vcloromic classes. 
ProoJ Let h be any primitive sixth power in GF(v). Let e = 3. Let h’ - 1 
(which is not 0 because h is primitive) be in the cubic cyclotomic class r,. 
Select p E {O, 1,2 ) so that h - 1 E r, +4. (Addition of subscripts is 
modulo 3.) Choose y E (0. 1, 2) so that y #p, y # 0; then choose 
6 E (0, 1, 2) so that 6 #p, 6 # ;‘. Since, by Lemma 5, the cubic cyclotomic 
number (a t 6, y) > 0, we can select an element r E r, such that 
r- 1 Era+h. Then we shall have h - I E ra+o, r(h’- l)Ef,+.., and 
7- 1 Ez-,+a. which proves the lemma. 
To prove Theorem 8 we put n(u,) = h’ and rr(ui) = th’, 0 < i < n - I, 
where h and z are chosen as in Lemma 6. Note that 7c is injective and its 
range is the union of two sextic classes. The forward differences for 71 along 
the outer rim are h’(h - 1); along the inner rim they are rh’(h’ - 1) and 
along the spokes the differences are kh’(r - l), where 0 < i < n - 1. No two 
forward differences along the inner rim or along the outer rim can be equal. 
No forward difference along the inner or outer rim can equal a backward 
difference along the same rim because -1 is not a sextic residue modulo 
r,’ E 7 (mod 12). Similar remarks apply to the spokes. And no difference in 
one “part” (inner rim, outer rim, or spokes) can equal a difference in another 
part because, by the choice of h and T, any two such differences will belong 
to different cubic cyclotomic classes. So n is an (E,,, P(n. t), 1) difference 
system. 
As a final illustration of the wealth of possibilities in this area we 
construct a (103, G, 3) difference system where G is the graph represented by 
the following diagram (Inset, Fig. 5). 
G is a graph with 102 vertices and consists of 17 numbered copies of the 
six-vertex configuration of the diagram. The free ends are joined by “star 
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17/l 17/2 
17/4 17/8 
FIGURE 5 
polygons” as indicated, i.e., the ends indexed by 17/l are joined in 
consecutively numbered copies, those indexed by 17/2 are joined in every 
second copy, etc. Addition of copy numbers is modulo 17. Graphs of this 
kind are further generalizations of the Petersen graph, which has the 
diagram. 
G is a regular trivalent graph with interesting automorphism properties [I]. 
The multiplicative group of GF(103) has 5 as primitive element and 
72 = 56 as a primitive sextic residue. Our construction begins by assigning 
the lowest powers of 5 to the vertices of the first copy of the diagram as 
follows (Inset, Fig. 6 immediately following): 
On the kth copy of the diagram, these assigned values are multiplied by 
(72)‘- I. 1 < k < 17. Thus each non-zero member of GF(103) is used exactly 
once. The differences are of two kinds: “internal” differences belonging to 
edges on a single copy of the diagram and “external” differences belonging 
to edges joining vertices on different copies. The internal differences, taken 
mod( 103) with 0 < k < 16, are 
*(5 - 1)(72)k E f4(72)k, +(54 - 1)(72)k = +6(72)k, 
*(53 - 1)(72)k = f21(72)‘, *(53 - 52)(72)k E +3(72)k, 
and *(5” - 53)(72)k = H3(72)k, 
164 JOHN B. KELLY 
FIGURE 6 
and the external differences are 
+(5’ - 5)(72k) = *46(72)“, *(5’j - 5’)(72)‘= (72)‘, 
f(528 ~ 5”)(72)k = k5 1 (72)k, and +(553 - 55)(72)A = *43(72)! 
From a table of indices (mod 103) one sees that, with e = 3, g = 5 one has 
{1,3, 13) zr,. {4,21,51) Cl-,. (6,43,46}~T~. 
Also, -1 is cubic non-sextic residue (mod 103). Thus as k runs between 0 
and 16 each non-zero element of ZLo3 arises as a difference exactly three 
times. 
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