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CHARACTER SERIES AND SKLYANIN ALGEBRAS AT POINTS
OF ORDER 2
KEVIN DE LAET
Abstract. This paper has two goals: to prove certain properties of character
series of graded algebras on which a finite group acts as algebra automorphisms
and to provide a detailed analysis of representations of 5-dimensional Sklyanin
algebras at points of order 2. We also prove that for any odd prime p, the
p-dimensional Sklyanin algebras associated to points of order 2 are graded
Clifford algebras.
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1. Introduction
In [18] Odesskii and Feigin constructed for each n ≥ 3 the n-dimensional el-
liptic Sklyanin algebras, which are noncommutative graded algebras depending on
an elliptic curve E and a point τ ∈ E with n generators and
(
n
2
)
relations. By
definition, these algebras are deformations of the polynomial ring in n variables
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and the Heisenberg group of order n3 acts on these algebras as gradation preserv-
ing automorphisms. In particular for n = 3, these objects form the generic family
of Artin-Schelter (AS) regular algebras. The AS regular algebras form a class of
noncommutative graded algebras with excellent homological properties and corre-
spond to noncommutative projective spaces. The AS regular algebras of global
dimension 3 were classified in [4] by Artin and Schelter. Afterwards, they were
intensively studied by Artin, Tate, Van den Bergh and others in for example [5]
and [6]. However, in higher dimensions, these objects remain a bit of a mystery
and a classification is not in sight.
In [9] the author showed that for each odd prime p there is a p−12 -dimensional
family of graded Clifford algebras of global dimension p on which Hp, the finite
Heisenberg group of order p, acts as gradation preserving automorphisms. For
p = 3, these Clifford algebras correspond to 3-dimensional Sklyanin algebras asso-
ciated to points of order 2. For p ≥ 5, not all of these Clifford algebras are Sklyanin
algebras. However, it was conjectured in [9] that the p-dimensional Sklyanin alge-
bras associated to points of order 2 are indeed Clifford algebras.
In [9], a notion of a character series was defined for affine graded algebras. For
a connected, positively graded algebra A on which a reductive group G acts as
gradation preserving automorphisms, a character series decodes how A decomposes
as a G-module.
Theorem 1.1. Let G be a finite group and V a finite dimensional G-representation.
Let Z be an irreducible variety parametrizing G-deformations up to degree k of an
algebra A and assume that
∀x, y ∈ Z : HAx(t) = HAy (t).
Then we have that Z parametrizes G-deformations of A.
This theorem is then applied for G = Hp the finite Heisenberg group of order
p3 to calculate character series of homogeneous coordinate rings of elliptic curves
embedded in Pp−1.
We then consider Sklyanin algebras associated to points of order 2. We prove in
Section 7 the following theorem.
Theorem 1.2. The p-dimensional Sklyanin algebras with p an odd prime associated
to points of order 2 are graded Clifford algebras.
Using this theorem, we study the simple representations of the 5-dimensional
Sklyanin algebras associated to points of order 2. The associated Proj(A) is deter-
mined by using this theorem and the statements from [17].
1.1. Acknowledgement. I would like to thank Theo Raedschelders for the reading
of the original form of this paper and his suggestions to make it more readable.
In addition, I would like to thank professor Lieven Le Bruyn for his tremendous
patience with me.
1.2. Notation. In this article, we use the following notations:
• V(I) for I ⊂ C[a1, . . . , an] an ideal is the Zariski-closed subset of A
n or
Pn−1 determined by I, it will be clear from the context if the projective or
affine variety is used.
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• D(I) for I an ideal I ⊂ C[a1, . . . , an] is the open subset A
n \ V(I) or
Pn−1 \V(I), it will be clear from the context if it is an open subset of affine
space or of projective space. If I = (a), then we write D(a) for D(I).
• Zn = Z/nZ for n ∈ N.
• Grass(m,n) will be the projective variety parametrizingm-dimensional vec-
tor spaces in Cn.
• For an algebra A and elements x, y ∈ A, {x, y} = xy + yx.
• For V a n-dimensional vector space, we set T (V ) = ⊕∞k=0V
⊗k, the tensor
algebra over V .
• Every graded algebra A will be positively graded, finitely generated over C
and connected, that is A0 = C.
• The group SLm(p) (respectively PSLm(p)) is the special linear group (re-
spectively projective special linear group) of degree m over the finite field
with p elements.
• If E is an elliptic curve over C and n ∈ N, then E[n] is the group of n-torsion
points of E,
E[n] = {P ∈ E|[n]P = P + P + . . .+ P︸ ︷︷ ︸
n times
= 0}.
This group is always isomorphic to Zn × Zn.
• For any vector space V , C[V ] = T (V )/(wv − vw|w, v ∈ V ).
• If A is a connected, finitely generated, positively graded algebra, then the
Hilbert series is defined as HA(t) =
∑∞
k=1 dimAkt
k.
• Take a reductive group G and 2 finite dimensional representations V,W of
G. Then EmbG(V,W ) is the set of injective linear G-maps from V to W .
• If A is an algebra, then Max(A) is the set of maximal ideals of A.
2. The finite Heisenberg group
Let p be any odd prime. In this section we discuss the definition and the repre-
sentation theory of the finite Heisenberg groups of order p3. For a more thorough
study of these groups we refer to [12].
Definition 2.1. The Heisenberg group of order p3 is the finite group given by the
generators and relations
Hp = 〈e1, e2, z|e
p
1 = e
p
2 = z
p = 1, e1e2 = ze2e1, e1z = ze1, e2z = ze2〉
Hp is a central extension of the group Zp×Zp, that is, we have the exact sequence
1 // Zp // Hp // Zp × Zp // 1 .(2.1)
The center of Hp is generated by z. All of the 1-dimensional simple representations
of Hp are induced by the characters of Zp × Zp. The other simple representations
are p-dimensional and are determined by a primitive pth root of unity. They are
defined in the following way: choose a primitive pth root of unity ω, then define an
action of Hp on the vector space V1 = Cx0 + . . .+ Cxp−1 by the rule
e1 · xi = xi−1, e2 · xi = ω
ixi, z · xi = ωxi,(2.2)
indices taken in Zp. Taking another primitive root ω
i, 2 ≤ i ≤ p−1 determines a non
isomorphic simple representation Vi. This implies that there are p
2 1-dimensional
and p− 1 p-dimensional irreducible representations.
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There are p2 + p− 1 conjugacy classes in Hp, 1 for each central element and the
other p2 − 1 classes contain a unique element of the form ea1e
b
2, a, b ∈ Zp, (a, b) 6=
(0, 0).
The character of a simple p-dimensional representation Vi is given by
χ(zk) = pωik
χ(ea1e
b
2) = 0, (a, b) 6= (0, 0).
Such a representation Vi also defines an antisymmetric bilinear form on the Zp-
vector space Zp × Zp. Identifying e1 and e2 with their images in Zp × Zp, we get
this form by setting 〈e1, e2〉 = ω
i and extending it Zp-linearly to Zp × Zp, thus
〈ae1 + be2, ce1 + de2〉 = (ω
i)ad−bc.
Let µp be the pth roots of unity in C. If we define a group morphism 〈z〉
φ
// µp
by φ(z) = ωi (written multiplicatively in µp), we get the commutative diagram
below.
Hp ×Hp //
[,]

Zp × Zp
〈,〉

〈z〉
φ
// µp
Since every p-dimensional representation is determined by the image of z, every
nontrivial antisymmetric bilinear form on Zp × Zp uniquely defines a simple rep-
resentation of Hp. Conversely, every simple p-dimensional representation of Hp
defines a unique nontrivial antisymmetric bilinear form on Zp × Zp by extending
linearly 〈e1, e2〉 =
χ(z)
p
.
From now on, fix a simple pth root of unity ω. We will write Vi for the simple
p-dimensional representation for which χVi(z) = pω
i and χa,b for the 1-dimensional
representation defined by
χa,b(e1) = ω
a, χa,b(e2) = ω
b.(2.3)
Remark 2.2. When n ≥ 3 is not prime, Hn is still a central extension of Zn×Zn
with Zn and the exact sequence from 2.1 is still valid. The simple n-dimensional
representations are also uniquely determined by a primitive nth root of unity and
defined as in 2.2, but there are other simple representations of dimension 1 < k < n
to consider (cfr. [12]).
2.1. Heisenberg geometry on Pp−1. Let V = V1 be the associated simple Hp-
representation. Then this defines a group action of Zp×Zp on P
p−1 = P(V ) by the
composition
Hp
φ
// GL(V )
p
// PGL(V ) .
It is clear that the center of Hp is the kernel of ψ = p ◦ φ. The group SL2(p) acts
on Zp ×Zp in the obvious way as group automorphisms. This action of SL2(p) can
be extended to an action on Hp in a way that the center of Hp is invariant under
this action. From this it follows that each p-dimensional simple representation Vi
we have
∀ψ ∈ SL2(p) : Vi ∼= V
ψ
i as Hp-representation,
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with V ψi theHp-representation one gets by twisting the morphism Hp
φ
// GL(V )
with the automorphism ψ ofHp. In particular, this implies that there exists a group
homomorphism
SL2(p) // PGL(V ) .
Together with the induced action of Zp × Zp on P(V ), this defines a projective
representation of (Zp × Zp)⋊ SL2(p) on P(V ).
Proposition 2.3. There exists a bijection as SL2(p)-sets between the following sets
P1
Zp
oo // {Zp × Zp − orbits with non trivial stabilizer}
Proof. See for example [9, Lemma 5.2]. 
2.2. The Heisenberg group and elliptic curves. As is well known, the modular
group Γ = PSL2(Z) acts on the complex upper half-plane
H = {x+ iy|y > 0}
by Mo¨bius transformations. The fundamental domain of this action defines iso-
morphism classes of elliptic curves and its compactification, made by adding the
Γ-orbit Q = Q ∪ {∞}, is the Riemann sphere S2. In general, one can take any
other group of finite index G in Γ, find its fundamental domain in H and check
what information a point in this domain holds. The modular curve X ′(p), p prime
is made this way by taking G = Γ(p), with
Γ(p) =
{[
a b
c d
]
∈ Γ|a, d ≡ 1 mod p, b, c ≡ 0 mod p
}
.
In order to compactify X ′(p), one needs to add cusps to get X(p). A point of X ′(p)
holds 3 pieces of information:
• an elliptic curve (E,O),
• an embedding of Zp × Zp into E or equivalently, two generators e1, e2 of
E[p].
• a primitive pth root of unity ω such that 〈e1, e2〉 = ω, where this bilinear
antisymmetric form is found by the Weil-pairing.
X(p) has an action of PSL2(p) = Γ/Γ(p) by definition. This action is defined by
taking another set of generators of E[p], f1, f2, but their inner product must still
remain ω. This defines a SL2(p)-action, but since −I2 works trivially on X(p), we
have a PSL2(p)-action.
We know that a bilinear antisymmetric form on Zp×Zp defines a unique simple
Hp-representation V . Let P1, P2 be a generating set of E[p] and denote Pa,b =
[a]P1+[b]P2, then there exists a (unique up to multiplication with a scalar) function
f on E with divisor
−(P0,0 + . . .+ P0,p−1) + Pp−1,0 + . . .+ Pp−1,p−1.
In [23] it is proved that there exists a primitive pth root of unity ω such that
ω = f
φ∗
P2
(f) , where φ
∗
P stands for the pullback under the morphism
E
φ
// E , τ
✤ // τ + P .
Calculating the divisor, one finds that the function
N(f) = fφ∗P1(f) . . . (φ
∗
P1
)p−1(f)
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is constant and not 0, which means we can rescale f so that N(f) = 1. We will
now define an action of Hp on the vector space
H0(E,O(P0,0 + . . .+ P0,p−1)).
Let x0 = 1 and define
e1 · g = fφ
∗
P1
(g), e2 · g = φ
∗
P2
(g).(2.4)
If we set xi = e
p−i
1 · x0, we find that
e1 · xi = xi−1, e2 · xi = ω
ixi.(2.5)
This defines our action of Hp. These global sections define an embedding of E into
Pp−1 and it is clear that the defining equations will be Hp-invariant.
3. Graded Clifford algebras
We will work with graded Clifford algebras. This section will deal with the
particular case we are interested in, but this is not the general definition. For more
information, see [17].
Definition 3.1. Let R = C[y1, . . . , yn] be a polynomial ring in R variables, graded
such that deg yi = 2, 1 ≤ i ≤ n and let M be a symmetric matrix with entries in
R2, det(M) 6= 0. Then the graded Clifford algebra A(M) associated to M is the
algebra generated by x1, . . . , xn, y1 . . . , yn with relations
xixj + xjxi =Mij , [xi, yj] = 0, [yi, yj ] = 0, 1 ≤ i, j ≤ n(3.1)
and deg(xi) = 1, 1 ≤ i ≤ n.
Proposition 3.2. A(M) is a free module of rank 2n over C[y1, . . . , yn].
The center of A(M) depends on the parity of n:
• If n is even, then Z(A(M)) = C[y1, . . . , yn], a polynomial ring in n variables.
• If n is odd, then Z(A(M)) = C[y1, . . . , yn, g], with g a central element of
degree n fulfilling the relation g2 = det(M).
3.1. Representations of graded Clifford algebras. In order to describe the
representation theory of A(M), we repeat the definition of the PI degree of an
algebra finite over it’s center.
Definition 3.3. Let A be a finite module over it’s center Z(A), with Z(A) a
normal domain. Then we define the PI degree of A to be
√
dimK A⊗Z(A) K, with
K = FracZ(A).
The PI degree of an algebra A finite over it’s center is equal to
a = max{m ∈ N|∃φ : A Mm(C) simple}.
The set of points m ∈ Max(Z(A)) such that there exists a maximal idealM ∈ Max(A)
such that M ∩ Z(A) = m and A/M ∼= Ma(C) is called the Azumaya locus of A.
Returning to the the special case of graded Clifford algebras, let m be a maximal
ideal of C[y1, . . . , yn] and let n be odd. It is easy to see (using the theory of
Clifford algebras over C, see for example [1] and [17]) that the dimension of simple
representations depends on the rank ofM after taking the quotient with respect to
m. Let Ym be the corresponding symmetric matrix in Mn(C).
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• If rankYm = n, then there are 2 simple 2
n−1
2 -dimensional repre-
sentations. These 2 representations are separated in the center by
the cover Max(Z(A)) // // Max(C[y1, . . . , yn]) coming from the inclusion
C[y1, . . . , yn]


// Z(A) .
• If rankYm = n− 1, then there is 1 simple 2
n−1
2 -dimensional representation
lying over m.
• If rankYm = k, k odd, then there are 2 2
k−1
2 -dimensional simple represen-
tations lying over m.
• If rankYm = k, k even, then there is 1 2
k
2 -dimensional simple representation
lying over m.
3.2. The Proj of graded Clifford algebras. In noncommutative algebraic geom-
etry, one studies Proj(A), which is the quotient category of all graded A-modules
by the full subcategory of graded torsion modules. Of particular interest are the
linear modules, that is, left graded critical A-modules with Hilbert series 1(1−t)n for
some n. This n is called the dimension of the module. If n = 1, one speaks of point
modules, n = 2 are line modules, and so on.
However, in some cases there are other modules to consider: fat point modules.
These fat points are critical modules with in their class in Proj(A) a representative
module with Hilbert series e(1−t) with e > 1. This e is called the multiplicity of the
corresponding module. In the spirit of noncommutative algebraic geometry, these
fat points and point modules correspond to the simple objects in Proj(A).
For a graded Clifford algebra A(M) with M the corresponding symmetric ma-
trix in Mn(C[y1, . . . , yn]), the classification of the fat points and point modules is
determined by [17, Proposition 9] on the condition that A(M) is AS regular. For a
maximal graded prime ideal p of C[y1, . . . , yn], let M(p) be the symmetric matrix
one gets after specialization with respect to p.
Proposition 3.4. Let Y = Proj(C[y1, . . . , yn]) = P
n−1 and let
Yk = {p ∈ Y | rankM(p) = k} ⊂ Y.
Then for each p ∈ Y , there exists a unique graded prime ideal P of A(M) such that
A(p) = A(M)/P ⊗C[y] C[y, y
−1] has the following structure:
• If p ∈ Yk with k odd, then we have the isomorphism
A(p) ∼= M
2
k−1
2
(C[x, x−1])(0, 0, . . . , 0︸ ︷︷ ︸
2
k−1
2
)
and deg(x) = 1. This implies that there is 1 fat point of multiplicity 2
k−1
2 .
• If p ∈ Yk with k even, the isomorphism becomes
A(p) ∼= M
2
k
2
(C[y, y−1])(0, 0, . . . , 0︸ ︷︷ ︸
2
k
2
−1
, 1, 1, . . . , 1︸ ︷︷ ︸
2
k
2
−1
)
and deg(y) = 2. This implies that there are 2 fat points of multiplicity
2
k
2
−1.
It is easy to see now that the points p ∈ Pn−1 for which there are point modules
in Proj(A) are determined by Y2. If we let Xk =
⋃k
i=0 Yi, then this proposition
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shows that the point modules of Proj(A) determine a 2-to-1 cover of X2, with
ramification over X1.
We will now show an example to determine the representations of 3-dimensional
Sklyanin algebras and points of order 2.
Example 3.5. The 3-dimensional Sklyanin algebras associated to points of order
2 correspond to quotients At of the algebra C〈x, y, z〉 by the relations

yz + zy = tx2,
zx+ xz = ty2,
xy + yx = tz2,
for t ∈ C \ {0, 2, 2ω, 2ω2,−1,−ω,−ω2}, ω a primitive 3rd root of unity. The asso-
ciated symmetric matrix over C[x2, y2, z2] is
M =

2x2 tz2 ty2tz2 2y2 tx2
ty2 tx2 2z2

 .
It follows that the center of At is equal to C[x
2, y2, z2, g] and 1 relation of the form
g2 = det(M). The equation det(M) determines an elliptic curve E in P2[x2,y2,z2].
The point modules can be found by putting g = 0, from which it follows that there
are 2 point modules lying over the elliptic curve Proj(C[x2, y2, z2]/(det(M)).
Remark 3.6. These fat points and point modules correspond to C∗ × PGLn(C)-
orbits in repssn (A), cfr. [10]. Here for a graded algebra A which is a finite module
over its center, we define
repssn (A) = { A
φ
// Mn(C) |∃z ∈ Z(A)k, k > 0 : φ(z) 6= 0},
see [8] and [10] for more information.
4. Shioda’s modular surface S(p)
We will need to know the construction and exceptional fibers of Shioda’s elliptic
modular surface. Although this surface can be constructed for each n ≥ 3, we will
only consider the case n = p prime.
Definition 4.1. Shioda’s modular surface is an elliptic surface over the modular
curve X(p). Let ω be any primitive pth root of unity. The fibers over the points of
X ′(p) (the modular curve minus the cusps) parametrize elliptic curves with level p
structure, that is, elliptic curves (E,O) and embeddings
Zp × Zp


// E
such that the following diagram commutes
Zp × Zp //
[,]
%%❑
❑❑
❑❑
❑❑
❑❑
❑
E[p]
〈,〉

Zp ∼= µp
The bracket [−,−] is an antisymmetric Zp-bilinear form defined by [(1, 0), (0, 1)] =
ω and 〈−,−〉 is the Weil pairing on E[p] (cfr. [23], III.8).
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The exceptional fibers of S(p) lie above the cusps of X(p). Each exceptional
fibre is the union of p lines, each line intersecting exactly 2 other lines.
S(p) ⊂ Pp−1×X(p) and therefore comes with 2 natural projection maps, pi1 and
pi2. For each fiber pi
−1
2 (x), x ∈ X(p), the projection map pi1 is injective. From the
construction of S(p) in [7], it follows that the Heisenberg group acts on each fiber
(with the center acting trivially) and that SL2(p) acts on the set of fibers. More
importantly, the projection map
S(p)
pi1 // Pp−1
is a map of Zp × Zp ⋊ SL2(p)-sets.
Proposition 4.2. Any cycle of p lines that forms an Hp-orbit of lines can be sent
to any other such cycle using the SL2(p)-action.
Proof. Using the SLp(2)-action, we can assume that our cycle of p lines goes through
the point y0 = (1 : 0 : 0 : . . . : 0), as the Hp-orbit of y0 is the same as the fixed
points of e2. Then there exists a unique 1 ≤ k ≤
p−1
2 such that this cycle contains
the line through y0 and e
k
1(y0). Take now the element
N =
[
k−1 0
0 k
]
∈ SL2(p).
Then under the new action of Zp ×Zp defined by n, we have y
′
1 = (e
′
1)
−1y0 = e
k
1y0
and so our cycle has become the cycle of p lines with one of the lines through y0
and y′1. 
There are a total of (p+ 1)p−12 such cycles of p lines in P
p−1, which is equal to
the number of cusps of X(p) as expected.
The center of SL2(p) acts on P
p−1 by the involution φ determined by xi ↔ x−i,
indices taken modp, cfr. [11]. This involution determines the inverse map on the
elliptic curves embedded in Pp−1.
Proposition 4.3. The points of order 2 on an elliptic curve E correspond to
eigenspaces of eigenvalue 1 of φ.
Proof. According to [11, Proposition 3.7], the point O ∈ E corresponds to an
eigenvector with eigenvalue −1 of φ. O lies on the hyperplane V(x0) and the other
p− 1 points of E that lie on this hyperplane are points of order p. As a hyperplane
can intersect E in maximal p points, it follows that the first coordinate of any point
of order 2 on E is not 0. As such a point still has to be fixed by φ, it follows that
it’s eigenvalue is 1. 
4.1. The case p = 5. The following subsection is a summary of Chapter IV,
Section 5 of [13]. This gives a concrete example of Shioda’s elliptic modular surface
for p = 5. Recall the representation V1 of H5 of Section 2 and let P
4 = P(V1) be
the associated projective space on which Z5 × Z5 acts by way of the composition
H5 // GL(V ) // PGL(V ) .
Theorem 4.4. Every elliptic curve (E,O) can be embedded in P4 in such a way
that O is sent to Oa = (0 : 1 : a : −a : −1) for some a ∈ C and such that the action
of Z5×Z5 on P
4 is an extension of the action of E[5] on E. Call this embedded curve
Ca ⊂ P
4 with O = Oa. The relations of Ca are given by ax
2
i+a
2xi+1xi−1−xi+2xi−2,
0 ≤ i ≤ 4, indices taken in Z5.
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Let X ′(5) be the modular curve parametrizing elliptic curves with level 5 struc-
ture. Let X(5) be the natural compactification of X ′(5). Then the surface
S(5) ⊂ P4[x0:...:x4]×P
1
[A:B] defined by the relations ABx
2
i+A
2xi+1xi−1−B
2xi+2xi−2,
0 ≤ i ≤ 4, indices taken in Z5 is Shioda’s elliptic modular surface S(5).
X(5) ∼= P1 and the map between S(5) and P1 is determined by the projection pi2
on the second factor. PSL2(5) acts on P
1 such that points belong to the same orbit
if and only if the corresponding fibers of pi2 in S(5) are isomorphic as varieties.
For every point p ∈ X(5) the fiber Cp = pi
−1
2 (p) is an elliptic curve, except for the
PSL2(5)-orbit of 0. For the PSL2(5)-orbit of 0, the fiber is a cycle of 5 lines, each
line intersecting exactly 2 other lines.
Theorem 4.5. The projection pi1 of S(5) to P
4 is a determinantal surface S15,
defined by taking the 3× 3-minors of the matrix
 x20 x21 x22 x23 x24x2x3 x3x4 x4x0 x0x1 x1x2
x1x4 x2x0 x3x1 x4x2 x0x3

 .
This projection is 1-to-1 except for the 30 points of P4 with a non-trivial stabilizer
in H5, for these points pi1 is 2-to-1. These 30 points are the singular points of S15
and the projection map S(5) // S15 is a desingularization of these points.
Let φ be the involution on P4 defined by xi ↔ x−i. We will need the points of
order 2 of each elliptic curve E, that is, the intersection of S15 with the plane of P
4
that corresponds to the 3-dimensional subspace of V1 that is invariant φ.
Proposition 4.6. The intersection of S15 with the plane containing the 2-torsion
points of Ca for all a such that Ca is an elliptic curve is determined by the equations

x1 − x4 = 0,
x2 − x3 = 0,
x40x1x2 − x
2
0x
2
1x
2
2 − x0(x
5
1 + x
5
2) + 2x
3
1x
3
2 = 0.
Proof. See amongst others [13]. Alternatively, one can check by computer that
the intersection of the plane V(x1 − x4, x2 − x3) with S15 is indeed the claimed
curve. 
5. Constructing G-algebras
In order to talk about character series, one first needs to know the construction
of G-algebras. This is a generalization of the setting considered in [9].
Definition 5.1. Let G be a reductive group. We call a positively graded connected
algebra A, finitely generated in degree 1, a G-algebra if G acts on it by gradation
preserving automorphisms.
This implies that there exists a representation V of G such that T (V )/I ∼= A
with I a graded ideal of T (V ), which is itself a G-subrepresentation of T (V ).
The general construction of quadratic G-algebras with relations is as follows. Let
V be a G-representation. Then V ⊗V is also a G-representation which decomposes
as a summation of simple representations, say V ⊗ V ∼= ⊕mi=1S
ai
i where the Si are
distinct simple representations of G and ai ≥ 0. A G-algebra A is then constructed
by taking embeddings of the Si in V ⊗ V as relations of A.
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One can of course do the same for other degrees by taking relations in T (V )i =
V ⊗i ∼= ⊕mj=1S
aj
j and take different embeddings of the simple representations of G
in V ⊗i as relations.
Definition 5.2. Let A be a G-algebra with corresponding ideal I of T (V ). We
call B a G-deformation of A up to degree k if B is also a quotient of T (V ) such
that ∀1 ≤ i ≤ k : Ai ∼= Bi as G-representations. We will call B a G-deformation if
∀i ∈ N : Ai ∼= Bi as G-representations.
If the relations for A are all of the same degree k, then all G-deformations up
to degree k of A depend on a product of Grassmannians. For example, let A be a
quadratic algebra of which we want to find all G-deformations up to degree 2. Let
I2 = ⊕
m
i=1S
ei
i ⊂ V ⊗ V = ⊕
m
i=1S
ai
i , then the G-deformations up to degree 2 are
parametrized by the product EmbG(⊕
m
i=1S
ei
i ,⊕
m
i=1S
ai
i ) =
∏m
i=1Grass(ei, ai).
In general, the total set of G-deformations up to degree k of a G-algebra A =
T (V )/I are determined by a Zariski closed subset of
Zk =
k∏
i=1
∏
S simple
Grass(ei, ai)
where Ii = ⊕S simpleS
ei ⊂ T (V )i = ⊕S simpleS
ai
Definition 5.3. We say that a variety Z parametrizes G-deformations up to de-
gree k of a G-algebra A if Z

 φ
// Zk can be embedded in Zk and the point
corresponding to A in Zk belongs to the image of φ. We say that Z parametrizes
G-deformations of A if Z parametrizes G-deformations up to degree k for some k
and for each point x ∈ Z with corresponding algebra Ax, we have
∀i ∈ N : (Ax)i ∼= Ai as G-representations.
We will now show 2 examples of G-deformations.
Example 5.4. Let G = H3 and V1 = Cx0 ⊕ Cx1 ⊕ Cx2 with the action of H3
defined by e1 · xi = xi−1 and e2 · xi = ω
ixi, ω a primitive 3rd root of unity. It is
easy to see that V ∗1 = V2. Then V1 ⊗ V1
∼= (V2)
⊕3, decomposed as
H3 · (x1x2 + x2x1)⊕H3 · (x1x2 − x2x1)⊕H3 · (x
2
0)(5.1)
The subrepresentation V1 ∧ V1 is generated by x1x2 − x2x1 over H3. The ideal
generated by this representation is of course the relations one needs to get the poly-
nomial ring C[V1].
In order to find H3-deformations up to degree 2 of C[x0, x1, x2], we need to find
the H3-embeddings of V2 into (V2)
⊕3, which is determined by a vector by Schur’s
lemma. Such an embedding is completely determined by an element
A(x1x2 + x2x1) +B(x1x2 − x2x1) + Cx
2
0
with (A : B : C) ∈ Grass(1, 3) ∼= P2. Putting a = A + B, b = A − B, c = C, one
gets the familiar relations for the 3-dimensional Sklyanin algebras

ax1x2 + bx2x1 + cx
2
0,
ax2x0 + bx0x2 + cx
2
1,
ax0x1 + bx1x0 + cx
2
2.
In fact, we will see in Theorem 7.1 that, whenever [a : b : c] defines a Sklyanin
algebra, this algebra is an H3-deformation of C[V1].
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Example 5.5. Apart from the 3-dimensional Sklyanin algebras, one also has the
twisted coordinate ring Oτ (E), which is a quotient of the Sklyanin algebra Aτ (E)
by a central element of degree 3. One can easily check that this element is fixed by
the Heisenberg action. Therefore, the twisted coordinate rings are H3-deformations
of the graded coordinate ring O(E), where E is embedded in P2 in Hesse normal
form.
5.1. Character series. Given a G-algebra A, it is a natural question to ask how
A behaves as a G-module. As G acts as gradation preserving automorphisms, we
have a decomposition
A =
∞⊕
k=0
⊕
S simple
Sek,S
with almost all ek,S equal to 0. We will only consider the case that G is finite.
Definition 5.6. Let G be a finite group. The character series for an element g ∈ G
and for a G-algebra A is a formal sum
ChA(g, t) =
∑
n∈Z
χAn(g)t
n.
For example, if g = 1, ChA(1, t) = HA(t), the Hilbert series of A. As a character
of a representation is constant on conjugacy classes, we can represent the decompo-
sition of A in simple G-representations as a vector of length equal to the number of
conjugacy classes and on the ith place the character series ChA(g, t) with g ∈ Ci,
the ith conjugacy class.
Lemma 5.7. Let V be a simple representation of G and let A be a G-algebra
constructed from T (V ). For every element z of the center, we have that ChA(z, t) =
HA(λt), where z acts on V by multiplication with λ.
Proof. It follows that in degree k the action of z on Ak is given by multiplication
with λk, so the character series for the element z in this case is given by
ChA(z, t) =
∞∑
k=0
λk dimAkt
k = HA(λt).

If A is in addition a Koszul algebra, there is a nice duality between the character
series of A and the character series of it’s Koszul dual A!, discovered in [14]. We
recall the definition of a Koszul algebra and it’s quadratic dual.
Definition 5.8. A connected, positively graded quadratic algebra A is Koszul if
the trivial module C has a free linear resolution.
Definition 5.9. Given a quadratic algebra A = T (V )/(R) with generators V =
Cx0 + . . . + Cxn, we define the quadratic dual A
! to be the quadratic algebra
T (V ∗)/(J2), with J2 defined as the subspace of V
∗ ⊗ V ∗ such that ∀w ∈ J2, ∀v ∈
R2 : w(v) = 0. If A is Koszul, then we call A
! the Koszul dual of A.
Some standard properties of Koszul algebras we will need are that there is a
relation between the Hilbert series of A and A!, given by
HA(t)HA!(−t) = 1
and that A is Koszul iff A! is Koszul.
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Because the Koszul complex is a free resolution of the trivial module C, which
is isomorphic as G-representation to the trivial representation and because the
Koszul complex consists of G-morphisms, we have a similar formula for finding the
character series of the Koszul dual as we have for the Hilbert series. More precisely,
we have
ChA(g, t)Ch(A!)∗(g,−t) = 1.(5.2)
This allows us to compute ChA!(g, t) whenever we know ChA(g, t). To know the
character series of A!, we have to take the complex conjugates of the coefficients of
Ch(A!)∗(g, t). In short, for a Koszul algebra A, the character series associated to A
is completely determined by the character series of A!.
5.2. Application to polynomial rings. Let V1 be the p-dimensional simple rep-
resentation of Hp for which the center acts on by multiplication with ω. For the
polynomial ring C[V1], one has the advantage that the Koszul dual C[V1]
! = ∧V ∗p−1
is a finite dimensional algebra and therefore easier to decompose in simple G-
representations. In [9] the author calculated the character series of C[V1] using
this technique. There it was shown that
ChC[V1](1, t) =
1
(1− t)p
,
ChC[V1](z
k, t) =
1
(1− ωkt)p
,
ChC[V1](e
k
1e
l
2, t) =
1
1− tp
, (k, l) 6= (0, 0).
In general, if one has a G-algebra A of finite global dimension which is Koszul, then
it is easier to calculate the character series of A!. This in turn then determines the
character series of A.
6. Character series are constant
We will now show that under good conditions, character series are indeed con-
stant for G-deformations.
Lemma 6.1. Let A be a G-algebra with T (V )
p
// // A the natural projection map.
Decompose Ak = ⊕
m
i=1S
⊕ei
i into simple G-representations and similarly T (V )k =
⊕mi=1S
⊕ai
i with naturally ai ≥ ei. Then there exists a subspaceW ⊂ T (V )k such that
W ∼= Ak as G-representations and p|W is an isomorphism of G-representations.
Proof. It follows from Schur’s lemma that the map T (V )k
pk // // Ak is a surjective
element of ⊕mi=1Hom(S
⊕ai
i , S
⊕ei
i )
∼= ⊕mi=1Hom(C
⊕ai ,C⊕ei). There it reduces to a
statement of linear maps, which follows from standard linear algebra. 
More importantly, this means that if Ak = ⊕
m
i=1S
⊕ei
i , we can chooseG-generators
vi,j ∈ Ak, 1 ≤ i ≤ m, 0 ≤ j ≤ ei and elements wi,j , 1 ≤ i ≤ m, 0 ≤ j ≤ ei of T (V )k
such that G · wi,j ∼= Si ∼= G · vi,j and p(wi,j) = vi,j .
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. For x ∈ Z, let T (V )
px
// // Ax denote the natural homo-
morphism. Suppose that the character series of Ax and Ay are not the same. There
exists a minimal l ≥ k such that (Ax)l ≇ (Ay)l as G-modules. According to the
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lemma we can find a subspaceW of T (V )l such that px(W ) = (Ax)l andW ∼= (Ax)l
asG-representations. Then there exists an open subset U ⊂ Z with x ∈ U such that
the images of the chosen generators of W are linearly independent ∀z ∈ U . This
implies that W ∩ ker(pz)l = 0. As we know that all algebras have the same Hilbert
series and W is a G-representation, this automatically implies that W ∼= (Az)l as
G-representations.
Similarly there exists an open subset U ′ with y ∈ U ′ and a subspace W ′ of
T (V )l such that W
′ ∼= (Ay)l and ((pz)l)|W ′ a G-isomorphism ∀z ∈ U
′. As Z was
irreducible, there exists a point a ∈ U ∩ U ′. But then it follows that
(Ax)l ∼=W ∼= (Aa)l ∼=W
′ ∼= (Ay)l
as G-representations, which is a contradiction. 
Corollary 6.2. Let Z be a connected variety such that each irreducible component
of Z fulfils the conditions of Theorem 1.1. Then the character series ChAx(g, t) are
also constant on Z ∀g ∈ G.
6.1. Application to elliptic curves. Let
S = V(xi+kx−i+k, 1 ≤ i ≤
p− 3
2
, 0 ≤ k ≤ p− 1)
be a cycle of p lines in Pp−1 = P(Vp−1) and let
O(S) = C[V1]/(xi+kx−i+k, 1 ≤ i ≤
p− 3
2
, 0 ≤ k ≤ p− 1)
be the associated graded ring. It is easy to see that these relations form an Hp-orbit
in C[V1]2.
Theorem 6.3. The character series of O(S) is given by
Ch(1, t) =
1 + (p− 2)t+ t2
(1− t)2
Ch(zk, t) =
1 + (p− 2)ωkt+ (ωkt)2
(1− ωkt)2
, 1 ≤ k ≤ p− 1
Ch(ea1e
b
2z
k, t) = 1 if (a, b) 6= (0, 0), 0 ≤ k ≤ p− 1
Proof. All this follows if we can construct an easy basis of O(S)k for each k ≥ 2.
In degree 2, a basis is given by x2i , xixi+1, 0 ≤ i ≤ p− 1. Using this, we can make
in degree k the basis
xlix
k−l
i+1 , 1 ≤ l ≤ k − 1, 0 ≤ i ≤ p− 1
xki if 0 ≤ i ≤ p− 1
From this it follows that the Hilbert series is given by 1+
∑∞
j=1 jpt
j = 1+(p−2)t+t
2
(1−t)2 .
The character series for elements of the center of Hp is then correct by Lemma 5.7.
For the other elements of Hp, we see that the action of e1 is given by a permutation
on this basis without any fixed elements and for e2, the action on x
k
i is given by
multiplication by ωik and on xlix
k−l
i+1 by ω
ilω(i+1)(k−l) = ωik−l. If k 6≡ 0 mod p, then
the character χO(S)k(e2) is 0 as we then have O(S)k
∼= V ⊕k with V a simple p-
dimensional representation of Hp. If k ≡ 0 mod p and k 6= 0, we get the summation
of the pth roots of unity k
p
times, which is 0. As the characters of e1, e2 and z
determine the character series for Hp, we are done. 
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From Theorem 1.1 it follows that
Corollary 6.4. The character series of the coordinate ring of an elliptic curve
embedded in Pp−1 with p ≥ 5 prime such that Hp acts on it by translation with
p-torsion points has as character series
Ch(1, t) =
1 + (p− 2)t+ t2
(1 − t)2
,
Ch(zk, t) =
1 + (p− 2)ωkt+ (ωkt)2
(1− ωkt)2
, 1 ≤ k ≤ p− 1
Ch(ea1e
b
2z
k, t) = 1 if (a, b) 6= (0, 0), 0 ≤ k ≤ p− 1.
Proof. In Subsection 2.2, we have seen that any elliptic curve E can be embedded
in Pp−1 with p prime such that the finite Heisenberg group acts on Pp−1 by a
projectivication of one of its irreducible p-dimensional representations. E is stable
under this action and the action of Hp on E reduces to translation with p-torsion
points.
In particular, this means that the relations of E in C[x0, . . . , xp−1] form an Hp-
stable subspace and that the graded coordinate ring O(E) is an Hp-algebra. For
p ≥ 5 the relations of O(E) are quadratic.
In Section 4 we have seen that these families of elliptic curves are parametrized by
X ′(p). This family degenerates to a cycle of p lines over the cusps in X(p) = X ′(p)
and one of these cycles is determined by the equations xi+kx−i+k, 1 ≤ i ≤
p−3
2 , 0 ≤
k ≤ p− 1. The Hilbert series is constant for each point on X(p).
Now apply Corollary 6.2 with Z = X(p) and G = Hp. 
7. Sklyanin algebras
In [18] Odesskii and Feigin constructed Sklyanin elliptic algebras using θ-
functions on lattices of every dimension n. By construction, each Sklyanin algebra
is a Hn-algebra. Tate and Van den Bergh showed in [26] showed that these Sklyanin
algebras have the same Hilbert series as the polynomial ring in n variables. Let
Qn,1(E, τ) be a Sklyanin algebra associated to the elliptic curve E and a point
τ ∈ E.
Theorem 7.1. Let n = p be prime. Then the character series associated to Hp of
the Sklyanin algebras is the same as the character series of the polynomial ring in
p variables.
Proof. Let E be an elliptic curve with τ ∈ E and let V1 be the simple representation
of Hp associated to ω a primitive pth root of unity. As Qp,1(E, τ) = T (V1)/Iτ is
an Hp-algebra and the relations of Qp,1(E, τ) are quadratic, this implies that the
p(p−1)
2 -relations form an Hp-stable subspace of V1 ⊗ V1
∼= V
⊕p
2 . In particular, this
implies a morphism
E // Grass(p−12 , p)
∼= EmbHp(V
⊕ p−1
2
2 , V
⊕p
2 )
whose image contains the embedding determined by V1∧V1, which are the relations
of the polynomial ring C[V1]. Then the theorem follows from Theorem 1.1 by
putting Z = E and G = Hp. 
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In [9], the author calculated for regular Clifford algebras which are Hp-
deformations of the polynomial ring C[V1] the character series using the fact that
such Clifford algebras are free modules over a polynomial ring. It was remarked
that these algebras have the same character series as C[V1]. However, we can now
give a new proof using Corollary 6.2. We first need to prove Theorem 1.2.
Proof of Theorem 1.2. According to Odeskii and Feigin (cfr. [18]), the relations for
the n-dimensional Sklyanin algebra associated to the elliptic curve E and the point
τ ∈ E are given by ∑
r∈Zn
θj−i(0)
θj−i−r(−τ)θr(τ)
xj−rxi+r = 0
with i, j ∈ Zn, i 6= j and θ0(z), . . . , θn−1(z) θ-functions of order n. Let n = p be an
odd prime. We know that the defining relations of a Sklyanin algebra form an Hp-
stable subspace of V1⊗V1 ∼= V
⊕p
2 , with V2 the simple p-dimensional representation
associated to ω2. It is therefore sufficient to consider a basechange for i = −j to
see if we get relations of the form xix−i+x−ixi = aix
2
0. As τ = −τ as τ is of order
2, we find that the relations are given by Hp-orbits of∑
r∈Zp
θ2j(0)
θ2j−r(τ)θr(τ)
xj−rx−j+r = 0
with 1 ≤ j ≤ p−12 . For fixed j and r the coefficient of x−j+rxj−r =
xj−(2j−r)x−j+(2j−r) is
θ2j(0)
θ2j−(2j−r)(τ)θ2j−r(τ)
=
θ2j(0)
θr(τ)θ2j−r(τ)
which is exactly the same as the coefficient of xj−rx−j+r . This means that every
relation belongs to the vector space generated by the {xj , x−j} = xjx−j+x−jxj , 1 ≤
j ≤ p−12 , and x
2
0. This vector space is
p+1
2 -dimensional in which we need to find a
p−1
2 -dimensional subspace, call this space R. Let A be the
p−1
2 ×
p−1
2 -matrix with
on place (i, j) the coefficient from {xj , x−j} coming from the ith equation and let b
be the column vector with on the ith place the coefficient of x20 of the ith equation.
Let M be the matrix [A, b], then the rank of this matrix is p−12 . There are now 2
options:
(a) The rank of A is p−12 : then we are done as this means that up to basechange
in R we have relations of the form {xi, x−i}+ aix
2
0 = 0.
(b) The rank of A is p−32 : this means that there is a column in A which is a linear
combination of the other ones. As the rank ofM is p−12 , this necessarily means
that {xi, x−i} = ai{xk, x−k} and x
2
0 = a0{xk, x−k} for some 1 ≤ k ≤
p−1
2 . As
we have that x20 6= 0, this implies that a0 6= 0. But this means that A should
have rank p−12 , a contradiction.
We have proved that there exists a basis of the relations of the form {xi, x−1} +
aix
2
0 = 0, which are indeed graded Clifford algebras. 
Remark 7.2. This theorem is most certainly false if n is even: in this case, there
can be a coefficient before x2n
2
which is not 0. Therefore, the proof does not work.
Also, there are too many elements in the center for Qn,1(E, τ) to be a Clifford
algebra when n is even (cfr. [18]).
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Corollary 7.3. Let p be an odd prime. The graded regular Clifford algebras with
relations defined by Hp-orbits of {xi, x−i} = aix
2
0, 1 ≤ i ≤
p−1
2 have the same
character series as the polynomial ring in p variables.
Proof. The moduli space of graded regular Hp-Clifford algebras is an open subset
U of P
p−1
2 which intersects the moduli space of Sklyanin algebras in an infinite
number of points. As we already know that the character series of all the Sklyanin
algebras are the same and U is irreducible, we know from corollary 6.2 that the
character series are the same. 
We now adopt the notation of [9] for Hp-Clifford algebras.
Definition 7.4. The algebra C(a0 : . . . : a p−1
2
) with (a0 : . . . : a p−1
2
) ∈ P
p−1
2 stands
for the Hp-algebra with generators x0, . . . , xp−1 and Hp-representatives as relations{
a0{xi, x−i} = aix
2
0, 1 ≤ i ≤
p−1
2 ,
ai+1{xix−i, x−ixi} = ai{x(i+1)x−(i+1), x−(i+1)x(i+1)}, 1 ≤ i ≤
p−3
2 .
Let p be any odd prime. In [9] it was shown that the Hp-Clifford algebras form
a p−12 -dimensional family of Grass(
p−1
2 , p). On the other hand, the p-dimensional
Sklyanin algebras form a 2-dimensional family. Then Theorem 1.2 implies that
in Grass(p−12 , p) the moduli space of Sklyanin algebras and the moduli space of
Hp-Clifford algebras intersect in a curve.
8. Sklyanin algebras of global dimension 5 and points of order 2
When the global dimension of the Sklyanin algebras is 5, we can find the equa-
tions for the Sklyanin algebras Q5,1(E, τ) with τ ∈ E of order 2. We know that the
relations can be written as
{x1+k, x4+k} = ax
2
k, 0 ≤ k ≤ 4,
{x2+k, x3+k} = bx
2
k, 0 ≤ k ≤ 4,
with associated quadratic form
Q =


2x20 bx
2
3 ax
2
1 ax
2
4 bx
2
2
bx23 2x
2
1 bx
2
4 ax
2
2 ax
2
0
ax21 bx
2
4 2x
2
2 bx
2
0 ax
2
3
ax24 ax
2
2 bx
2
0 2x
2
3 bx
2
1
bx22 ax
2
0 ax
2
3 bx
2
1 2x
2
4


over the polynomial ring C[x20, x
2
1, x
2
2, x
2
3, x
2
4].
Theorem 8.1. If the Clifford algebra C(1 : a : b) determines a Sklyanin algebra
Q5,1(E, τ) with τ of order 2, then the point (1 : a : b) lies on the affine curve
C′ = V(−a3b3 + a5 + b5 + 2a2b2 − 8ab) ⊂ A2(a,b).
The elliptic curve E′ = E/〈τ〉 is given by the curve Ct as defined in Section 4 with
t =
a3b− b3 − 2a2
a4 − ab2 − 4b
.
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Proof. For a graded Clifford algebra C with associated quadratic form Q over a
polynomial ring R, the point modules are determined by the graded prime ideals
where Q has rank ≤ 2 after specialisation (that is, the rank of the Clifford algebra
C/P over R/P is ≤ 2 where P is a non-trivial maximal graded prime ideal of R),
see for example [17]. For a n-dimensional Sklyanin algebra with n 6= 4, the variety
parametrizing point modules is equal to the elliptic curve E, as proved by Smith
in [24]. The corresponding variety in Proj(R) is E′ = E/〈τ〉.
In any case, this means that one has to find t ∈ C such that the 3× 3-minors are
all 0 on a curve of the form Ct. In particular, all the 3× 3-minors in the point (0 :
1 : t : −t : −1) should be 0. Using Macaulay2, one sees that at least two equations
of all the 3× 3-minors are given by −2b2t3 + 2ab2t− 2a2 and −a2bt2 − ab2t+ 2a2.
Then one can eliminate the variable t to get the following equation
a(−a3b3 + a5 + b5 + 2a2b2 − 8ab) = 0.
The projective closure of the line V(a) is not closed under the action of PSL2(5) on
P2 which was constructed in [9], so we necessarily see that the curve C′ parametriz-
ing 5-dimensional Sklyanin algebras associated to points of order 2 is given by the
equation
−a3b3 + a5 + b5 + 2a2b2 − 8ab = 0.
From this one deduces that
t = −
(a3 − 2b2)a
−a3b2 + b4 + 2a2b
.
However, in the fraction field of C′, t is equal to a
3b−b3−2a2
a4−ab2−4b . As t is not constant,
neither are a and b. 
Some remarks about C′:
• Let C be the projective closure of C′ in P2[A:B:C]. In [9] the author con-
structed a PSL2(5)-action on P
2
[A:B:C] such that points lying in the same
orbit gave isomorphic algebras. The curve C is stable under this action.
• C has 6 singularities: the PSL2(5)-orbit of the point [1 : 0 : 0], whose
points give the algebras isomorphic to the quantum space with relations
xixj + xjxi = 0, i 6= j. One of course expects these 6 points to be singular
if one looks at the degeneration of the point modules: for each 5-dimensional
Sklyanin algebra, the point modules are given by the elliptic curve E. Such
a family of elliptic curves degenerates to a cycle of 5 lines, so if C was
smooth, one expects the quantum space to have as point modules 1 cycle
of 5 lines. However, a quantum Pn has at least in its point scheme the full
graph on n+ 1 points.
• There are 12 points on C, which are smooth points, but the corresponding
algebras are all isomorphic to the algebra with relations x2i = 0, xixi+1 +
xi+1xi = 0, 0 ≤ i ≤ 4 (that is, they lie in the same PSL2(5)-orbit as the
point [0 : 0 : 1]). These 12 points form the intersection of C with the curve
V(AB+C2), which parametrizes the Koszul dual of the graded coordinate
rings of all elliptic curves with level-5 structure. However, these 12 points
do not give the Koszul dual of graded coordinate rings of elliptic curves,
but of a cycle of 5 lines.
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8.1. Simple representations. Before we start the description of representations
of 5-dimensional Sklyanin algebras associated to points of order 2, we prove a lemma
regarding the possible 1-dimensional representations of Hp-Clifford algebras.
Lemma 8.2. The only Hp-Clifford algebras with non-trivial 1-dimensional repre-
sentations are the algebras isomorphic to the quantum algebra C−1[x0, . . . , xp−1].
Proof. The algebras isomorphic to the quantum algebra are given by the PSL2(p)-
orbit of the point (1 : 0 : . . . : 0), which we know consists of p + 1 elements (see
[9, Theorem 5.1]). Apart from this point, the other points in this orbit are given
by the action of the element
[
1 0
1 1
]
on the point (1 : 2 : . . . : 2). These other
points are elements of the open subset D(a1 · · ·a p−1
2
) ⊂
⋃ p−1
2
i=1 D(ai) and there are
exactly p of them. We will prove that the number of points in
⋃ p−1
2
i=1 D(ai) for which
there exists a 1-dimensional non-trivial representation is equal to p. Suppose that
ai 6= 0 and that there exists a non-trivial 1-dimensional representation. Using the
Heisenberg action, we may assume that x0 is not sent to 0. Using the C
∗-action,
we may also assume that the image of x0 is 1. Let yi ∈ C be the image of xi in C
under this representation. We then have
2yiy−i = ai, 2y(k+1)iy(k−1)i = aiy
2
ki
As ai 6= 0, we necessarily have yi 6= 0.
We have the formula
yki =
a
(k2)
i y
k
i
2(
k
2)
,(8.1)
which is trivially true for k = 0, 1. The other cases can be proved by induction.
In particular, for k = p we get y0 =
a
(p2)
i
y
p
i
2(
p
2)
= 1. For k = p + 1 we find
yi =
a
(p+12 )
i
y
p+1
i
2(
p+1
2 )
. This implies
ypi =
2(
p
2)
a
(p2)
i
=
2(
p+1
2 )
a
(p+12 )
i
So we have api = 2
p. It follows that yi is a pth root of unity. From equation 8.1
follows that yki is uniquely determined for all k, but as i 6= 0, this means that all
yj are uniquely determined by yi. But the aj are determined by 2yjy−j = aj . So
the number of points in
⋃ p−1
2
i=1 D(ai) with non-trivial 1-dimensional representations
is less than or equal to p. As we know that there are certainly p points in this set,
we are done. 
As A = Q5,1(E, τ) is a graded Clifford algebra with quadratic form Q over
C[x20, x
2
1, x
2
2, x
2
3, x
2
4], it follows that the center Z(A) of A is given by the 5 elements
x2i , 0 ≤ i ≤ 4 of degree 2 and the square root of the determinant of Q, call this
element c5 of degree 5. These 6 elements satisfy one relation of degree 10
φ(x20, x
2
1, x
2
2, x
2
3, x
2
4) = detQ = c
2
5.
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with φ an H5-invariant polynomial of degree 5 (this follows from [9, Proposition
5.7]). As A is a free module of rank 25 over the polynomial ring C[x20, x
2
1, x
2
2, x
2
3, x
2
4],
it follows that the PI-degree of A is 2
5−1
2 = 22 = 4, that is, generically the sim-
ple representations are 4-dimensional. The dimension of a simple representation
lying above a point in Max(Z(A)) is determined by the rank of the quadratic
form Q after specialization. Let S = Max(Z(A)), A5 = Max(C[x20, x
2
1, x
2
2, x
2
3, x
2
4])
and denote ψ for the double cover S
ψ
// // A5 coming from the inclusion
C[x20, x
2
1, x
2
2, x
2
3, x
2
4]


// Z(A) . This cover is ramified over V(detQ). We will
use the degree of the central elements coming from its inclusion in A, so the x2i
have degree 2.
Theorem 8.3. Above any point of S lies a 4-dimensional simple representation
of A with exception of the cone above the elliptic curve E′. For points on the
cone above the elliptic curve E′ there exists a unique 2-dimensional simple rep-
resentation, except for the trivial representation lying above the maximal ideal
(x20, x
2
1, x
2
2, x
2
3, x
2
4, c5).
Proof. The fact that on the cone above E′ there are only simple representations
of dimension ≤ 2 follows from the fact these representations are representations of
the twisted coordinate ring Oτ (E), which is of PI-degree 2. Also, as none of the
Sklyanin algebras are isomorphic to the quantum space, all these representations
are necessarily of dimension 2. Let I ⊂ C[x20, x
2
1, x
2
2, x
2
3, x
2
4] be the ideal associated
to the cone above E′, which is generated by 5 elements of degree 4. Let Jk be the
ideal of C[x20, x
2
1, x
2
2, x
2
3, x
2
4] generated by all the k× k minors of the quadratic form
Q. Using Macaulay2, one checks that (J3)6 = I6, that is, the degree 6 elements in
J3 and I are the same. For J4, one checks that all the 4 × 4-minors of Q are the
generators for I2.
For the open set D(J4) the rank of Q is 4 or 5, in both cases the corresponding
simple representation is 4-dimensional. 
One even has the following description of φ.
Proposition 8.4. Let Sec2E ⊂ P4 be the secant variety of an elliptic curve E
embedded in P4, that is, the Zariski-closure of all lines in P4 that intersect E in 2
points. We have
V(φ) = Sec2E′ ⊂ P4[x20:...:x21]
Proof. According to Proposition VIII.2.5 of [13], if E is an elliptic curve given as
the intersection of 5 quadrics Qi = z
2
i + tzi+1zi+4−
1
t
z2+izi+3, 0 ≤ i ≤ 4 in P
4, then
the defining equation for Sec2E is given by
det
(
∂Qi
∂zj
)
= 0.
One checks by a computer computation that det
(
∂Qi
∂x2
j
)
= 0 in the quotient ring
C[x20, x
2
1, x
2
2, x
2
3, x
2
4]/(detQ). As both det
(
∂Qi
∂x2
j
)
and detQ are of the same degree,
this implies that they are equal to each other up to a scalar. 
The (cone over) the secant variety is singular along (the cone over) E′, which is
equal to the ramification locus of A. This follows also from proposition 5 of [17],
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as the codimension of the ramification locus is 3 and the global dimension of these
algebras is finite.
8.2. From repn(A) to Proj(A). We have found that there are 3 different types of
non-trivial simple representations:
• Representations of dimension 4 where c5 does not act trivial.
• Representations of dimension 4 where c5 does act trivial.
• Representations of dimension 2.
These representations are determined by the rank of the quadratic form Q. Let
Y = P4
[x20,...,x
2
4]
. We set
Yk = {p ∈ Y | rankQ(P ) = k}
where Q(P ) is the matrix in M5(C[t]) with t of degree 2 one gets after taking the
quotient of Q by the graded ideal determined by P . We have found that
• Y5 = Y \V(φ),
• Y4 = V(φ) \ E
′,
• Y2 = E
′.
Using these facts, we can determine the fat points and point modules for these
algebras using Proposition 3.4.
Theorem 8.5. The fat points and point modules of Proj(A) are determined by:
• For each point on Proj(Z(A)) \V(φ), we have one corresponding fat point
module of multiplicity 4 in Proj(A).
• For each point on V(φ)\E′, there are 2 corresponding fat point modules of
multiplicity 2.
• For each point on E′, there are 2 point modules in Proj(A). The point
modules of A are given by E and the map between E and E′ is the natural
isogeny E // E′ .
Proof. All this follows from Proposition 3.4 applied to this special case. 
In [20] Odesskii and Feigin proved that for an elliptic curve E and τ a torsion
point of orderm, the center of the Sklyanin algebraQn,1(E, τ) for n odd is generated
by a central element cn of degree n and n algebraically independent elements of
degree m, with one relation of the form
φ(u0, u1, . . . , un−1) = c
m
n .
Moreover, Qn,1(E, τ) is a finite module over its center. For n = 5 and assuming
(3,m) = (5,m) = 1, these results with respect to points of order 2 might suggest
the following regarding the Proj of these algebras:
(1) The polynomial φ(u0, u1, u2, u3, u4) is the relation corresponding to the
secant variety Sec2(E′), where E′ = E/〈τ〉.
(2) The PI-degree of Qn,1(E, τ) is m
2.
(3) The open set D(c5) ⊂ Proj(C[u0, u1, u2, u3, u4, c5]) corresponds to fat
points of multiplicity m2.
(4) For each point in V(c5) \ E
′, there are m fat points of multiplicity m.
(5) For a point on E′, there are m point modules coming from the isogeny
E // E′ .
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The last part is an easy consequence from the fact that these point modules are
point modules of the twisted coordinate ring O[3]τ (E). The other conjectures will
be the subject of future work.
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