Аналог теоремы Биркгофа и полнота систем корневых векторов дифференциального оператора дробного порядка с матричными коэффициентами by Агибалова, А.В.
Український математичний вiсник
Том 6 (2009), № 3, 283 – 310
Аналог теоремы Биркгофа и
полнота систем корневых векторов
дифференциального оператора дробного
порядка с матричными коэффициентами
Анна В. Агибалова
(Представлена М. М. Маламудом)
Аннотация. Устанавлен аналог теоремы Биркгофа об асимпто-
тике решений матричного дифференциального уравнения дробного
порядка n−ε, а также в пространстве L1([0, 1],C
p) доказана полнота
системы собственных и присоединенных функций граничной задачи
для дифференциального оператора дробного порядка n− ε с распа-
дающимися нормированными краевыми условиями.
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1. Введение
Известно (см. [7]), что система собственных и присоединенных
функций (ССПФ) оператора Штурма–Лиувилля
−y′′ + q(x)y = λy
с разделяющимися граничными условиями
y′(0)− h0y(0) = y
′(1)− h1y(1) = 0
полна в пространстве L2[0, 1] при любом комплекснозначном потен-
циале q ∈ L1[0, 1] и любых h0, h1 ∈ C. Подобный результат также
имеет место для произвольных невырожденных граничных условий
(см. [7]).
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Для обыкновенных дифференциальных уравнений
y(n) +
n−1∑
k=0
pk(x)y
(k) = λy (1.1)
произвольного целого порядка n > 2 исследование вопросов полноты
и базисности ССПФ краевых задач восходит к классическим рабо-
там Биркгофа (см. [15]) и Тамаркина (см. [12]). Ими детально изу-
чены краевые задачи для уравнения (1.1) с регулярными краевыми
условиями (см. [8, §8]).
С другой стороны, задача с разделяющимися краевыми услови-
ями для уравнения (1.1) в L2[0, 1] является регулярной лишь тогда,
когда число краевых условий в нуле равно числу краевых условий
в единице и, в частности, порядок уравнения четен. Для уравнений
(1.1) полнота ССПФ задачи с нерегулярными распадающимися гра-
ничными условиями впервые анонсирована М. В. Келдышем в [3], а
доказана А. А. Шкаликовым (см. [14]) (для случая аналитических
коэффициентов pk(·) — несколько ранее А. П. Хромовым [13]). Во-
просам полноты ССПФ краевых задач для уравнений (1.1) с нере-
гулярными (не обязательно распадающимися) краевыми условиями
посвящены также работы В. С. Рыхлова (см., например, [9] и цити-
руемую там литературу).
В работе автора (см. [1]) результат А. А. Шкаликова был распро-
странен на векторное уравнение вида
y(n) +
n−1∑
k=0
Pk(x)y
(k) = λy, y = col(y1, . . . , yp), (1.2)
с матричными коэффициентами Pk(x). Отметим также, что уравне-
нию (1.2) с матричными коэффициентами посвящены работы Лужи-
ной (см. [4, 5]).
Далее, в работе М. М. Маламуда и Л. Л. Оридороги (см. [16])
результат о полноте из [14] был распространен на случай уравнений
дробного порядка α = n− ε вида
lα(D)y := D
n−ε
x y +
n∑
k=2
pn−k(x)D
n−k−ε
x y = λy. (1.3)
Здесь n ∈ Z+, n > 2, 0 ≤ ε < 1 и D
k−ε
x обозначает оператор дробного
дифференцирования
Dk−εx y =
dk
dxk
Jεy = y(k−ε)(x), Jεy =
1
Γ(ε)
x∫
0
(x− t)ε−1y(t) dt,
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J0 = s− limε↓0 J
ε = I, k ∈ Z+.
В настоящей работе результаты М. М. Маламуда и Л. Л. Оридо-
роги [16] обобщены на случай векторного уравнения (1.3) с аналити-
ческими матричными коэффициентами Pk(x).
Именно, для векторного уравнения (1.3) установлен аналог тео-
ремы Биркгофа (см. [8, 15]) об асимптотике решений ( для скаляр-
ного дифференциального уравнения дробного порядка такой аналог
теоремы Биркгофа получен в [16]). Кроме того, доказаны полнота
в пространствах L1([0, 1],C
p) и L2([0, 1],C
p) ССПФ для векторного
уравнения (1.3) с распадающимися нормированными краевыми усло-
виями вида
Uj(y) =
n−1∑
k=0
Ajky
(k−ε)(0) = Ipy
(kj−ε)(0) +
kj−1∑
k=0
Ajky
(k−ε)(0) = 0,
j ∈ {1, . . . , l},
Uj(y) =
n−1∑
k=0
Bjky
(k−ε)(1) = Ipy
(kj−ε)(1) +
kj−1∑
k=0
Bjky
(k−ε)(1) = 0,
j ∈ {l + 1, . . . , n}.
Здесь y = col(y1, . . . , yp), n − 1 > k1 > k2 > · · · > kl > 0, n − 1 >
kl+1 > kl+2 > · · · > kn > 0, Pk(x) — (p × p) матрицы-функции,
Ajk и Bjk ∈ C
p×p, k ∈ {0, . . . , n − 1}, j ∈ {1, . . . , n}, Ip — единичная
матрица порядка p.
2. Асимптотика решений матричного
дифференциального уравнения
дробного порядка
2.1 Рассмотрим сначала простейшее матричное дифференциальное
уравнение
Z(α)(x, λ) = λZ(x, λ) (2.1)
порядка α = n−ε, n ∈ N, 0 ≤ ε < 1. Для него поставим задачу Коши
DαxZk(x, λ) = λZk(x, λ), k ∈ {1, 2, . . . , n}, (2.2)
Dα−jx Zk(0, λ) = δjkIp, j, k ∈ {1, 2, . . . , n}, (2.3)
где δjk — символ Кронекера. Решения этой задачи имеют вид
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Zk(x, λ) = x
α−kE1/α(λx
α;α− k + 1)Ip, (2.4)
где
Eρ(z;µ) =
∞∑
j=0
zj
Γ(µ+ jρ−1)
, ρ > 0, µ ∈ C,
функция типа Миттаг–Леффлера. Известно (см. [2, 10]), что
Eρ(z;µ) — целая функция порядка ρ и типа 1.
Пусть
n1 := [(1− n+ ε)/2], n2 := [(n− ε)/2]
и
ωj = exp(2piij/α), j ∈ {n1, n1 + 1, . . . , n2},
β = 2pimin
{{n− ε
4
}
, 1−
{n− ε
4
}}
,
где {x} обозначает дробную часть x ∈ R.
В комплексной плоскости рассмотрим следующие секторы:
S˜−β = {λ ∈ C : −pi < arg λ < −β};
S−β = {λ ∈ C : −β < arg λ < 0};
S+β = {λ ∈ C : 0 < arg λ < β};
S˜+β = {λ ∈ C : β < arg λ < pi}.
(2.5)
В каждом из этих секторов занумеруем числа {ωj}
n2
n1 , так чтобы
ℜ(ωj1λ
1/α) > ℜ(ωj2λ
1/α) > · · · > ℜ(ωjqλ
1/α) > 0
> ℜ(ωjq+1λ
1/α) > · · · > ℜ(ωjnλ
1/α). (2.6)
Здесь λ1/α — ветвь многозначной в λ ∈ C \ R функции, выделяемой
начальным условием 11/α := 1.
Лемма 2.1. Пусть n ≥ 3, m = [n/2] и ε ∈ [0, 1). Тогда уравне-
ние (2.1) имеет фундаментальную систему матричных решений
{Ej(x;λ)}
n
1 , голоморфную по λ ∈ C \ R и удовлетворяющую асим-
птотике
Ejs(x;λ) = exp(ωjsxλ
1
n−ε )Ip +O(x
−1|λ|−
1
n−ε )Ip, s ≤ q,
Ejs(x;λ) = O(min{x
−ε|λ|−
ε
n−ε , x−1|λ|−
1
n−ε })Ip, s > q,
(2.7)
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и
Dν−εx (Ejs(x;λ)) = ω
ν−ε
js
λ
ν−ε
α exp(ωjsxλ
1
α )Ip +O(x
−ν−n+ε|λ|−
1
α )Ip,
s ≤ q,
Dν−εx (Ejs(x;λ)) = O(min{|λ|
ν−ε
α , x−ν−n+ε|λ|−
1
α })Ip, s > q.
(2.8)
Доказательство. i) Решения Ek(x, λ) уравнения (2.1) определим как
решения системы матричных уравнений
xα−kE1/α(λx
α;α− k + 1)Ip =
1
α
λ
k−α
α
m∑
j=−m
ωkj Ej+m+1(x, λ)
k ∈ {1, . . . , n}, (2.9)
при n = 2m+ 1 и
xα−kE1/α(λx
α;α− k + 1)Ip =
1
α
λ
k−α
α
m−1∑
j=−m
ωkj Ej+m+1(x, λ)
k ∈ {1, . . . , n} (2.10)
при n = 2m.
С учетом равенства m = [n2 ] и равенства (2.5), системы (2.8) и
(2.9) можно переписать в виде
n2∑
j=n1
ωnj Ej+m+1(x, λ) = (n− ε)λ
−ε
n−εZn(x;λ),
n2∑
j=n1
ωn−1j Ej+m+1(x, λ) = (n− ε)λ
1−ε
n−εZn−1(x;λ),
. . . . . . . . . . . . . . . . . . . . . . . . . . .
n2∑
j=n1
ωjEj+m+1(x, λ) = (n− ε)λ
n−1−ε
n−ε Z1(x;λ).
(2.11)
Обозначим через Ω0 блочную матрицу из коэффициентов системы
(2.10):
Ω0 :=

ωnn1Ip ω
n
n1+1
Ip . . . ω
n
n2Ip
ωn−1n1 Ip ω
n−1
n1+1
Ip . . . ω
n−1
n2 Ip
. . . . . . . . . . . . . . . . . . . . .
ω1n1Ip ω
1
n1+1
Ip . . . ω
1
n2Ip
 , (2.12)
а через Ω−10 =: (akjIp)
n
k,j=1 матрицу, обратную к ней. Тогда решение
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системы (2.10) будет иметь вид

En1+m+1(x;λ)
En1+1+m+1(x;λ)
...
En2+m+1(x;λ)
 =

n∑
j=1
(n− ε)a1jλ
j−1−ε
n−ε Zn−j+1(x;λ)
n∑
j=1
(n− ε)a2jλ
j−1−ε
n−ε Zn−j+1(x;λ)
...
n∑
j=1
(n− ε)anjλ
j−1−ε
n−ε Zn−j+1(x;λ)

. (2.13)
Поскольку n1 = −m, то решения {Ej+m+1(x;λ)}
n2
j=n1
можно предста-
вить равенствами
Ek(x;λ) =
n∑
j=1
(n− ε)akjλ
j−1−ε
n−ε Zn−j+1(x;λ), k ∈ {1, . . . , n}. (2.14)
Покажем, что полученная система решений обладает желаемыми
свойствами (2.6)–(2.7). Система {Ej(x;λ)}
n
j=1 является фундамен-
тальной системой решений уравнения (2.1) при λ ∈ C\R−, поскольку
такова система {(n− ε)λ
k−ε
n−εZn−k(x;λ)}
n−1
k=0 и detΩ0 6= 0.
ii) Для доказательства соотношений (2.6) и (2.7) достаточно по-
лучить асимптотическое поведение решений (n− ε)λ
k−ε
n−εZj(x;λ), j ∈
{1, . . . , n}, уравнения (2.1).
Известно (см. [2] и [10]), что функция Eρ(z;µ) допускает представ-
ление
Eρ(z;µ) = ρ
∑
| arg z+2pij|6 pi
2ρ
(ωjz
ρ)1−µ exp(ωjz
ρ)
−
p∑
k=1
z−k
Γ(µ− kρ−1)
+O(|z|−1−p), z →∞. (2.15)
Здесь первая сумма берется по значениям j ∈ Z, для которых
|(arg z + 2pij)/α| ≤
pi
2
.
Поскольку
(ωjz
ρ)1−µ exp(ωjz
ρ) = O(|z|−1) при ℜ(ωjz
ρ) < 0,
то равенство (2.15) можно переписать в виде
Eρ(z;µ) = ρ
n2∑
j=n1
(ωjz
ρ)1−µ exp(ωjz
ρ) +O(|z|−1), (2.16)
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где предполагается, что zρ лежит в угле {z ∈ C : | arg zρ| < piρ}.
Подставляя (2.16) в (2.5) и учитывая, что ωn−εj = 1, имеем
Zn−k(x;λ) =
λ−
k−ε
n−ε
n− ε
n2∑
j=n1
ωn−kj exp(ωjxλ
1
n−ε )Ip +O(x
k−n|λ|−1)Ip.
(2.17)
Поскольку {Zk(x;λ)}
n
1 — решения задачи Коши (2.3)–(2.4), то при
x→ 0 они ограничены. Отсюда можно заключить, что
(n− ε)λ
k−ε
n−εZn−k(x;λ)
=
n2∑
j=n1
ωn−kj exp(ωjxλ
1
n−ε )Ip +O(min{1, x
k−n|λ|−
n−k
n−ε })Ip,
k ∈ {1, . . . , n− 1} (2.18)
и
(n− ε)λ−
ε
n−εZn(x;λ) =
n2∑
j=n1
ωnj exp(ωjxλ
1
n−ε )Ip
+O(min{x−ε|λ|−
ε
n−ε , x−n|λ|−
n
n−ε })Ip. (2.19)
Кроме того, из соотношений (см. [2])
Dν−εx Zn−k(x;λ) = x
k−νE 1
n−ε
(xn−ελ; k + 1− ν)Ip (2.20)
следуют оценки
Dν−εx Zn−k(x;λ) =
λ−
k−ν
n−ε
n− ε
n2∑
j=n1
ων−kj exp(ωjxλ
1
n−ε )Ip
+O(min{|λ|−
k−ν
n−ε Ip, x
k−ν−n+ε|λ|−1})Ip, ν ∈ {0, 1, . . . n− 1}.
(2.21)
Здесь использовано, что Γ(k − ν + 1) =∞ при ν > k.
Из равенств (2.21) следует, что
Dν−εx ((n− ε)λ
k−ε
n−εZn−k)(x;λ) = λ
ν−ε
n−ε
n2∑
j=n1
ων−kj exp(ωjxλ
1
n−ε )Ip
+O(min{|λ|−
ν−ε
n−ε Ip, x
k−ν−n+ε|λ|−
n−k
n−ε })Ip, ν ∈ {0, 1, . . . n− 1}.
(2.22)
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Подставляя (2.18) и (2.19) в (2.11) и учитывая, что al,k+1 — эле-
менты обратной к Ω матрице, приходим к оценкам
Ej(x;λ) = exp(ωjxλ
1
n−ε )Ip +O(min{x
−ε|λ|−
ε
n−ε , x−1|λ|−
1
n−ε })Ip,
j ∈ {1, . . . , n}. (2.23)
А из (2.22) и (2.11) получаем, что
Dν−εx (Ej(x;λ)) = λ
ν−ε
n−ε exp(ωjxλ
1
n−ε )Ip
+O(min{|λ|
ν−ε
n−ε , x−ν−n+ε|λ|−
1
n−ε })Ip. (2.24)
Требуемые соотношения (2.6) и (2.7) теперь следуют из равенств
(2.23) и (2.24).
2.2 В этом пункте представлен аналог теоремы Биркгофа об асим-
птотике решений уравнения (1.1) (см. [15], a также [8]). Для этого
понадобится обобщение леммы о системе интегральных уравнений
(см. [8]).
Лемма 2.2. Пусть S — неограниченная область в C. Рассмотрим
систему матричных интегральных уравнений вида
Zk(x;λ) = Fk(x;λ) +
r∑
j=1
1∫
0
Akj(x, ξ;λ)Zk(ξ;λ) dξ, k ∈ {1, 2, . . . , r}.
(2.25)
Предположим, что выполнены следующие условия
1) матрицы-функции Fk(x, λ) непрерывны по x, x ∈ [a, b], для всех
k ∈ {1, 2, . . . , r} и λ ∈ S;
2) при любом λ блочно-матричная функция (Aij(x, ξ;λ))
r
i,j=1 не-
прерывна в интервалах a ≤ x < ξ и ξ < x ≤ b;
3) при любых (x, ξ) ∈ [a, b] × [a, b] блочно-матричная функция
(Aij(x, ξ;λ))
r
i,j=1 аналитична по λ ∈ S;
4) равномерно по (x, ξ) ∈ (a, b) × (a, b) при λ → ∞ (λ ∈ S) выпол-
няются оценки
Akj(x, ξ;λ) = O(|λ|
−ρ), k, j ∈ {1, 2, . . . , r},
где O(|λ|−ρ) обозначает матрицу с элементами вида O(|λ|−ρ).
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Тогда существует R0, такое что система (2.25) имеет единствен-
ное решение {Zk(x;λ)}
r
1 при λ ∈ SR0 := {λ ∈ S : |λ| > R0}, функции
Zk(x;λ) аналитические по λ и при любом k ∈ {1, 2, . . . , r} имеют
следующую асимптотику
Zk(x;λ) = Fk(x;λ)[1 +O(|λ|
−ρ)], λ→∞.
Следующая теорема распространяет известную теорему Биркго-
фа (см. [15], a также [8]) на случай матричного дифференциального
уравнения дробного порядка
lα(D)Y = D
n−ε
x Y +
n∑
k=2
Pn−k(x)D
n−k−ε
x Y. (2.26)
Теорема 2.1. Пусть Pj(x) ∈ C[0, 1]× C
p×p, j ∈ {2, . . . , n}, и пусть
S — один из секторов S+β , S
−
β , S˜
+
β или S˜
−
β . Тогда существует фун-
даментальная система матричных решений {Yk(x, λ)}
n
1 уравнения
(2.26), голоморфная по λ ∈ Sβ(R0) := {λ ∈ S : |λ| > R0} и при доста-
точно большом R0 допускающая асимптотическое представление
Yk(x;λ) = (Ip +O(|λ|
− 1
α ))Ek(x;λ), k ∈ {1, . . . , n}, (2.27)
Dν−εx (Yk(x;λ)) = (Ip +O(|λ|
− 1
α ))Dν−εx Ek(x;λ), ν ∈ {0, 1, . . . , n− 1}.
(2.28)
Доказательство. Обозначим
m(Y ) :=
n−2∑
ν=0
Pν(x)D
ν−ε
x Y (x).
Тогда уравнение (2.26) можно переписать в виде
Dn−εx Y − λY = m(Y ).
Согласно лемме 2.1, {Ej(x, λ)}
n
1 — фундаментальная система решений
соответствующего однородного уравненияDn−εx Y −λY = 0p, где 0p —
нулевая (p × p)-матрица. Применяя метод вариации произвольных
постоянных, перепишем уравнение (2.26) в эквивалентной форме
Y (x;λ) =
n2∑
j=n1
Ej(x;λ)Cj(λ) +
1∫
0
K(x, ξ;λ)mξ(Y ) dξ, (2.29)
где
K(x, ξ;λ) =
{
0p, x ≤ ξ,
Z1(x− ξ;λ), x > ξ,
(2.30)
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a mξ(Y ) обозначает значение m(Y ) в точке ξ.
Очевидно, что для произвольной непрерывной матрицы-функции
Φ(ξ;λ)
1∫
0
(Φ(ξ;λ)Ej(x;λ))mξ(Y ) dξ =
( 1∫
0
ϕ(ξ;λ)mξ(Y ) dξ
)
Ej(x;λ).
Следовательно, для произвольного вырожденного ядра K˜(x, ξ;λ) ви-
да
K˜(x, ξ;λ) =
n2∑
j=n1
Φj(ξ;λ)Ej(x;λ)
любое решение интегрального уравнения
Y (x;λ) =
n2∑
j=n1
Ej(x;λ)Cj(λ) +
1∫
0
(K˜(x, ξ;λ) +K(x, ξ;λ))mξ(Y ) dξ
является решением уравнения (2.29) и, следовательно, уравнения
(2.26).
ii) Пусть вначале s ≤ q.
Рассмотрим вырожденные ядра
K˜s(x, ξ;λ) := −
λ−
α−1
α
α
s−1∑
r=1
ωjr exp(−ωjrξλ
1
α )Ejr(x;λ), s ≤ q,
(2.31)
и положим
Ks(x, ξ;λ) := K(x, ξ;λ) + K˜s(x, ξ;λ), s ≤ q. (2.32)
Покажем, что при каждом s ≤ q и достаточно большом λ уравнение
Ys(x;λ) = Es(x;λ) +
1∫
0
Ks(x, ξ;λ)mξ(Ys) dξ, s ≤ q, (2.33)
имеет единственное решение, обладающее нужными свойствами
(2.27), (2.28).
Применяя к уравнению (2.33) операторы Dν−εx , ν ∈ {0, . . . , n− 1},
получаем, что любое его решение удовлетворяет системе матричных
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интегро-дифференциальных уравнений
D0−εx Ys(x;λ) = D
0−ε
x Es(x;λ) +
∫ 1
0 (D
0−ε
x Ks(x, ξ;λ))mξ(Ys) dξ,
D1−εx Ys(x;λ) = D
1−ε
x Es(x;λ) +
∫ 1
0 (D
1−ε
x Ks(x, ξ;λ))mξ(Ys) dξ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dn−1−εx Ys(x;λ)
= Dn−1−εx Es(x;λ) +
1∫
0
(Dn−1−εx Ks(x, ξ;λ))mξ(Ys) dξ.
(2.34)
Комбинируя равенства (2.7) и (2.21) (при k = n− 1), из (2.30), (2.31)
и (2.32) заключаем, что при ν ∈ {0, 1, . . . , n− 1}
Dν−εx Ks(x, ξ;λ)
=
∑
r≥s
(
λ−
n−1−ν
n−ε
n− ε
ω
ν−(n−1)
jr
exp(ωjr(x− ξ)λ
1
n−ε )
)
Ip+
+O
(
|λ|−
n−1−ν
n−ε
)
Ip при x > ξ;
Dν−εx Ks(x, ξ;λ)
=
∑
r<s
(
−
λ−
n−1−ν
n−ε
n− ε
ω
ν−(n−1)
jr
exp(ωjr(x− ξ)λ
1
n−ε )
)
Ip+
+exp(−ωjs−1ξλ
− 1
n−ε )O
(
|λ|−
n−1−ν
n−ε
)
Ip при x < ξ.
(2.35)
Пусть
Zs,ν(x;λ) := λ
− ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ys(x;λ),
s ∈ {1, . . . , q}, ν ∈ {0, . . . , n− 1}. (2.36)
Тогда систему (2.34) можно переписать в виде
λ
ν−ε
n−ε exp(ωjsxλ
1
n−ε )Zs,ν(x;λ)
= Dν−εx Es(x;λ) +
n−2∑
η=0
1∫
0
(Dν−εx Ks(x, ξ;λ))Pη(ξ)
(
Y (η−ε)s (ξ;λ)
)
dξ
= Dν−εx Es(x;λ) +
n−2∑
η=0
1∫
0
(Dν−εx Ks(x, ξ;λ))Pη(ξ)λ
η−ε
n−ε
× exp(ωjsξλ
1
n−ε )Zs,η(ξ;λ) dξ,
s ∈ {1, . . . , q}, ν ∈ {0, 1, . . . , n− 1}. (2.37)
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Пусть
Ls;ν(x, ξ;λ) := exp(ωjs(ξ − x)λ
1
n−ε )Dν−εx Ks(x, ξ;λ). (2.38)
Тогда система (2.37) примет вид
Zs;ν(x;λ) = λ
− ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ejs(x;λ)
+
n−2∑
η=0
( 1∫
0
Pη(x)Ls;ν(x, ξ;λ)λ
η−ν
n−εZs;η(ξ;λ) dξ
)
,
s ∈ {1, . . . , q}, ν ∈ {0, 1, . . . , n− 1}. (2.39)
Из (2.35) следует, что
Ls;ν(x, ξ;λ) = O
(
λ−
n−1−ν
n−ε
)
Ip.
Так как коэффициенты Pj(x) — ограниченные матрицы-функции, то
матрицы-функции
L˜s;η,ν(x, ξ;λ) := λ
n−1−ν
n−ε Pη(ξ)Ls;ν(x, ξ;λ) (2.40)
также являются ограниченными, т.е. для их элементов выполняются
неравенства
|(L˜s;η,ν(x, ξ;λ))kj | ≤ Bkj ,
k, j ∈ {1, . . . , p}, ν ∈ {0, 1, . . . , n− 1}, s ∈ {1, . . . , q}, (2.41)
с некоторыми константами Bkj , не зависящими от x, ξ и λ.
Значит, систему (2.39) можно переписать в виде
Zs;ν(x;λ) = λ
− ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ejs(x;λ)
+
n−2∑
η=0
(
λ−
n−1−η
n−ε
1∫
0
L˜s;η,ν(x, ξ;λ)Zs;η(ξ;λ) dξ
)
,
s ∈ {1, . . . , q}, ν ∈ {0, 1, . . . , n− 1}. (2.42)
Пусть теперь
As;η,ν(x, ξ;λ) := λ
−n−1−η
n−ε L˜s;η,ν(x, ξ;λ)
Fs,ν(x, λ) := λ
− ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ejs(x;λ).
(2.43)
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Тогда система (2.42) перепишется в виде
Zs;ν(x;λ) = Fs;ν(x;λ) +
n−2∑
η=0
1∫
0
As;η,ν(x, ξ;λ)Zs;η(ξ;λ) dξ,
s ∈ {1, . . . , q}, ν ∈ {0, 1, . . . , n− 1}. (2.44)
При каждом фиксированном s ≤ q получили систему матричных
интегральных уравнений вида (2.25). Проверим условия леммы 2.2.
Если S = Sβ , то очевидно, что условия 1) и 3) выполнены. Условие
2) обеспечивается равенствами (2.35) и определениями (2.38), (2.40)
и (2.43). Наконец, так как n− 1− η ≥ 1, то из (2.43) следует, что
As;η,ν(x, ξ;λ) = O
(
λ−
n−1−η
n−ε
)
= O
(
λ−
1
n−ε
)
. (2.45)
Следовательно, по лемме 2.2 система (2.44) имеет единственное реше-
ние {Zs;ν}
n−1
ν=0 , голоморфное по λ ∈ S и допускающее асимптотическое
разложение вида
Zs;ν(x;λ) = λ
− ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ejs(x;λ)
(
Ip +O
(
λ−
1
n−ε
))
= λ−
ν−ε
n−ε exp(−ωjsxλ
1
n−ε )Dν−εx Ejs(x;λ) +O
(
λ−
1
n−ε
)
,
λ ∈ S, s ∈ {1, . . . , q}, ν ∈ {0, 1, . . . , n− 1}. (2.46)
Из (2.36) следует, что {Dν−εx Ys(x;λ)}
n−1
ν=0 – единственное решение
системы (2.34) при λ ∈ S(R0). Кроме того, система {D
ν−ε
x Ys(x;λ)}
n−1
ν=0
удовлетворяет следующим соотношениям
Dν−εx Ys(x;λ) = D
ν−ε
x Ejs(x;λ) +O
(
|λ|
ν−1−ε
n−ε exp(ωjsxλ
1
n−ε )
)
,
s ∈ {1, . . . .q}, ν ∈ {0, 1, . . . , n− 1}. (2.47)
C учетом (2.7) имеем
Dν−εx Ys(x;λ) = D
ν−ε
x Ejs(x;λ)
(
Ip +O
(
|λ|−
1
n−ε
))
,
s ∈ {1, . . . .q}, ν ∈ {0, 1, . . . , n− 1}.
Докажем равенство (2.27). Поскольку коэффициенты Pν(s) —
ограниченные матрицы-функции, легко видеть, что для элементов
(mξ(Ys))ij матрицы |mξ(Ys)| выполнены неравенства
|(mξ(Ys))ij | ≤ cij
n−2∑
ν=0
|(Dν−εx Ys(ξ;λ))ij | = O
(
|λ|
n−2−ε
n−ε
)
exp(−ωjsξλ
1
n−ε ).
(2.48)
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Далее, комбинируя оценку (2.6) для Ejs(x;λ) с оценкой (2.17) для
Z1(x;λ), из (2.31) и (2.32) получаем
Ks(x, ξ;λ) = λ
n−2−ε
n−ε O
(
exp(−ωjs(x− ξ)λ
1
n−ε )
)
Ip
+ exp(−ωjs−1ξλ
1
n−ε )O
(
x−ε|λ|−
n−1
n−ε
)
Ip. (2.49)
Из соотношений (2.48) и (2.49) следует, что
Ks(x, ξ;λ)mξ(Ys) = O
(
|λ|−
1
n−ε exp(−ωjsxλ
1
n−ε )
)
+O
(
x−ε|λ|−
1+ε
n−ε
)
.
(2.50)
Комбинируя (2.33), (2.50) и (2.6), получаем требуемые оценки
Ys(x;λ) = exp(ωjsxλ
1
n−ε )
(
Ip +O
(
|λ|−
1
n−ε
))
+O
(
x−ε|λ|−
ε
n−ε
)
s > q.
(2.51)
Таким образом, при s ≤ q система {Ys(x;λ)}
q
1 решений уравнения
(2.26) удовлетворяет оценкам (2.27) и (2.28).
iii) Рассмотрим убывающие решения, т. е. случай s > q.
Положим (сравн. c (2.35))
K˜s(x, ξ;λ) := −
λ−
n−1−ε
n−ε
n− ε
q∑
r=1
ωjr exp(−ωjrξλ
1
n−ε )Ejr(x;λ) (2.52)
и
Ks(x, ξ;λ) := K(x, ξ;λ) + K˜s(x, ξ;λ), (2.53)
где K(x, ξ;λ) определяется (2.30).
Комбинируя соотношение (2.7) с (2.21) (при k = n− 1) и с учетом
обозначений (2.30), (2.52) и (2.53), приходим к следующим оценкам
Dν−εx Ks(x, ξ;λ)
=
∑
r>q
(
λ−
n−1−ν
n−ε
n− ε
ω
ν−(n−1)
jr
exp(ωjr(x− ξ)λ
1
n−ε )
)
Ip
+O
(
|λ|−
n−1−ν
n−ε
)
Ip = O
(
|λ|−
n−1−ν
n−ε
)
Ip, при x > ξ,
Dν−εx Ks(x, ξ;λ)
=
∑
r≤q
(
−
λ−
n−1−ν
n−ε
n− ε
ω
ν−(n−1)
jr
exp(ωjr(x− ξ)λ
1
n−ε )
)
Ip
+ ωjaξλ
− 1
n−εO
(
|λ|−
n−1−ν
n−ε
)
Ip = O
(
|λ|−
n−1−ν
n−ε
)
Ip, при x < ξ,
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где ν ∈ {0, 1, . . . , n− 1}. Таким образом,
Dν−εx Ks(x, ξ;λ) = O
(
|λ|−
n−1−ν
n−ε
)
Ip при x 6= ξ, s ∈ {q + 1, . . . , n}.
(2.54)
Как и в предыдущем случае, уравнение (2.33) эквивалентно системе
(2.34). Положим
Zs,ν(x;λ) = λ
− ν−ε
n−εDν−εx Ys(x;λ). (2.55)
Тогда система (2.34) примет вид
λ
ν−ε
n−εZs;ν(x;λ) = D
ν−ε
x Ejs(x;λ)
+
n−2∑
η=0
1∫
0
(Dν−εx Ks(x, ξ;λ))Pη(ξ)λ
η−ε
n−εZs;η(ξ;λ) dξ,
ν ∈ {0, 1, . . . , n− 1}. (2.56)
Положим
L˜s;η,ν(x, ξ;λ) := λ
n−1−ν
n−ε Pη(ξ)D
ν−ε
x Ks(x, ξ;λ).
Тогда систему (2.56) можно переписать в виде
Zs;ν(x;λ) = λ
− ν−ε
n−εDν−εx Ejs(x;λ)
+
n−2∑
η=0
(
λ−
n−1−η
n−ε
1∫
0
L˜s;η,ν(x, ξ;λ)Zs;η(ξ;λ) dξ
)
,
s ∈ {1, . . . , n}, ν ∈ {0, 1, . . . , n− 1}. (2.57)
Так как Pν(x) — ограниченные матрицы-функции при всех ν ∈ {0,
1, . . . , n − 2}, из равенств (2.54) следует, что функции L˜s;η,ν(x, ξ;λ)
равномерно ограничены, т. е. выполняется неравенство (2.41) для не-
которой постоянной C > 0. Используя это, очевидное неравенство
η ≤ n − 2, и повторяя рассуждения предыдущего этапа, приходим к
выводу, что система (2.57) удовлетворяет условиям леммы 2.1.
Следовательно,
Zs;ν(x;λ) = λ
− ν−ε
n−εDν−εx Ejs(x;λ) +O
(
λ−
1
n−ε
)
. (2.58)
Из (2.58) и (2.55) следует, что
Dν−εx Ys(x;λ) = D
ν−ε
x Ejs(x;λ) +O
(
|λ|
ν−1−ε
n−ε
)
. (2.59)
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Комбинируя (2.7) и (2.59), имеем
Dν−εx Ys(x;λ) = O
(
|λ|
ν−ε
n−ε
)
. (2.60)
Оценки (2.28) также следуют из (2.7) и (2.59).
Из формулы (2.60) с очевидностью вытекает
mξ(Ys(x;λ)) = O
(
|λ|
n−2−ε
n−ε
)
. (2.61)
Доказательство оценок (2.27) (основанное на (2.61) и (2.54)) анало-
гично доказательству на предыдущем шаге.
iv) Покажем, что система {Yj(x, λ)}
n
1 образует фундаментальную
систему решений уравнения (2.26).
Пусть K˜s(x, ξ;λ) — ядро вида (2.31) или (2.52). Тогда для каждого
s ∈ {1, . . . , n} оно допускает представление
K˜s(x, ξ;λ) =
s−1∑
r=1
ϕsr(ξ;λ)Ejr(x;λ),
где
ϕsr(ξ;λ) =
{
−α−1λ−
α−1
α ωjr exp(ωjrξλ
1
α ), r ≤ q,
0, r > q.
Значит, для каждого s ∈ {1, . . . , n} уравнение (2.33) можно перепи-
сать в виде
Ys(x;λ) = Es(x;λ) +
1∫
0
( s−1∑
r=1
ϕsr(ξ;λ)Ejr(x;λ) +K(x, ξ;λ)
)
mξ(Ys) dξ
= Es(x;λ) +
s−1∑
r=1
Csr(λ)Ejr(x;λ) +
1∫
0
K(x, ξ;λ)mξ(Ys) dξ, (2.62)
где
Csr(λ) =
1∫
0
Φsr(ξ;λ)mξ(Ys) dξ.
Вместе с равенствами (2.62) рассмотрим матричные уравнения
Y˜s(x;λ) = Es(x;λ) +
1∫
0
Ks(x, ξ;λ)mξ(Y˜s) dξ, s ∈ {1, 2, . . . , n}.
(2.63)
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Согласно лемме 2.1, функции {Es(x, λ)}
n
1 образуют фундаменталь-
ную систему решений простейшего уравнения (2.1) и, следовательно,
линейно независимы. Из (2.63) следует, что функции Y˜s(x, λ) также
линейно независимы. Таким образом, система {Y˜s(x, λ)}
n
1 – фунда-
ментальная система решений уравнения (2.26).
Из (2.62) и (2.63) следует, что функция Vs(x;λ) := Y˜s(x;λ) +∑s−1
r=1Csr(λ)Y˜r(x;λ) удовлетворяет уравнению (2.62). Поскольку
уравнение (2.62) имеет единственное решение при любом выбранном
наборе {Csr(λ)}
s−1
r=1, то Ys = Vs при каждом s ∈ {1, . . . , n}, т. е.
Ys(x;λ) = Y˜s(x;λ) +
s−1∑
r=1
Csr(λ)Y˜r(x;λ), s ∈ {1, . . . , n}. (2.64)
Систему (2.64) можно представить в блочно-матричном виде
Y1
Y2
. . .
Yn
 =

Ip 0 . . . 0 0
C21 Ip . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
Cn1 Cn2 . . . Cn,n−1 Ip


Y˜1
Y˜2
. . .
Y˜n

с невырожденной блочной нижнетреугольной матрицей T :=
(Ckj)
n
k,j=1 (где Ckj = 0p при j > k).
Следовательно, {Yj(x;λ)}
n
1 — фундаментальная система решений
уравнения (2.26) в Sβ(R0), поскольку таковой является {Y˜j(x;λ)}
n
1 .
Это завершает доказательство теоремы.
3. Полнота корневых подпространств
В пространстве L2([0, 1],C
p) рассмотрим уравнение
lα(D)y := D
n−ε
x y +
n∑
k=2
Pn−k(x)D
n−k−ε
x y = λy (3.1)
с распадающимися нормированными граничными условиями
Uj(y) =
n−1∑
k=0
Ajky
(k−ε)(0) = Ipy
(kj−ε)(0) +
kj−1∑
k=0
Ajky
(k−ε)(0) =
−→
0 ,
j ∈ {1, . . . , l}, (3.2)
Uj(y) =
n−1∑
k=0
Bjky
(k−ε)(1) = Ipy
(kj−ε)(1) +
kj−1∑
k=0
Bjky
(k−ε)(1) =
−→
0 ,
j ∈ {l + 1, . . . , n}. (3.3)
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Здесь
−→
0 — нулевой вектор-столбец высоты p, y = col(y1, . . . , yp), n−
1 > k1 > k2 > · · · > kl > 0, n−1 > kl+1 > kl+2 > · · · > kn > 0, Pk(x) —
(p × p) матрицы-функции, Ajk и Bjk ∈ C
p×p, k ∈ {0, . . . , n − 1}, j ∈
{1, . . . , n}.
Обозначим через L оператор, порожденный дифференциальным
выражением lα(D) и граничными условиями (3.2)–(3.3).
Определение 3.1. Пусть λ0− собственное значение оператора L
и Z0− соответствующий собственный вектор (т.е. (L − λ0)Z0 =
0). Говорят, что система функций {Zj(x, λ)}
k
j=1 образует цепочку
собственной Z0(x, λ) и присоединенных функций, соответствующих
собственному значению λ0, если
a)
[ r∑
j=0
1
j!
Djλl(D)(Zr−j(x, λ))
]∣∣∣∣
λ=λ0
= 0, r ∈ {1, . . . , k},
b) каждая функция Zj(x, λ), j ∈ {1, . . . , k}, удовлетворяет грани-
чным условиям (3.2)–(3.3).
Наряду с (3.1) рассмотрим уравнение
Dn−εx Y +
n∑
k=2
Pn−k(x)D
n−k−ε
x Y = λY (3.4)
относительно неизвестной матрицы-функции Y (x). При этом матри-
цы-функции Pn−k(x) предполагаются такими же, как и выше. Если
Y1, . . . , Yn — фундаментальная система решений уравнения (3.4), то
всякое решение уравнения (3.1) имеет вид
y = Y1c1 + · · ·+ Yncn,
где cj — произвольные постоянные векторы из C
p, j ∈ {1, . . . n}.
Определение 3.2. Корневым подпространством оператора L, со-
ответствующим собственному значению λ0, называется совоку-
пность собственных и присоединенных функций оператора L, соо-
тветствующих собственному значению λ0.
Лемма 3.1. Пусть {Φj(x, λ)}
n
1 — фундаментальная система p× p-
матричных решений уравнения (3.4), удовлетворяющая начальным
условиям
Dν−1−εx Φj(0, λ) = δνjIp, j, ν ∈ {1, . . . , n}. (3.5)
В этом случае множество собственных значений σ(L) оператора L
совпадает с множеством {λm}
∞
1 нулей целой функции
А. В. Агибалова 301
∆(λ) = ∆(λ; Φ)
= det

U1(Φ1(x, λ)) U1(Φ2(x, λ)) . . . U1(Φn(x, λ))
U2(Φ1(x, λ)) U2(Φ2(x, λ)) . . . U2(Φn(x, λ))
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Un(Φ1(x, λ)) Un(Φ2(x, λ)) . . . Un(Φn(x, λ))
 . (3.6)
Кроме того, размерность корневого подпространства, соответст-
вующего λ0 ∈ σ(L), равна кратности корня λ0 как нуля целой функ-
ции ∆(λ).
Эта лемма доказывается так же, как для дифференциальных
уравнений целого порядка. Как и в случае α = n ∈ N, целую функцию
∆(λ) вида (3.4) будем называть характеристическим определителем
задачи (3.1)–(3.3).
Лемма 3.2. Пусть σ(L) = {λm}
∞
1 — множество нулей целой фун-
кции ∆(λ) и пусть νm — кратность нуля λm. Обозначим через
∆j(x, λ; Φ), j ∈ {1, . . . , pn}, определитель, полученный заменой j-ой
строки характеристического определителя ∆(λ; Φ) столбцами ма-
триц Φk, k ∈ {1, . . . , n}. Тогда для каждого j ∈ {1, . . . , pn} система
функций
∆j(x, λm; Φ), Dλ∆j(x, λ; Φ)|λ=λm , . . . ,
1
(νm − 1)!
Dνm−1λ ∆j(x, λ; Φ)|λ=λm
образует ССПФ, соответствующую λm ∈ σ(L).
Лемма 3.3. Пусть α := n− ε, Ω0 — матрица, определенная (2.12).
Пусть S — один из секторов (2.5) и ωj упорядочены как и в (2.6)
Тогда определители
∆ω(ε) = det

ω
κp+1
m1 Ip ω
κp+1
m2 Ip . . . ω
κp+1
mn−pIp
ω
κp+2
m1 Ip ω
κp+2
m2 Ip . . . ω
κp+2
mn−pIp
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ωκnm1Ip ω
κn
m2Ip . . . ω
κn
mn−pIp
 ,
∆a(ε) = det

an−p+1,κ1Ip an−p+2,κ1Ip . . . an,κ1Ip
an−p+1,κ2Ip an−p+2,κ2Ip . . . an,κ2Ip
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
an−p+1,κpIp an−p+2,κpIp . . . an,κpIp

(3.7)
отличны от нуля при ε ∈ [0, 1).
Доказательства лемм 3.2 и 3.3 аналогичны доказательствам в [16].
Следующая теорема является основным результатом работы.
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Теорема 3.1. Пусть Pj(x), j ∈ {2, . . . , n} — аналитические матри-
цы-функции, x ∈ R, и 2l ≥ n. Тогда система собственных и присо-
единенных функций граничной задачи (3.1), (3.2), (3.3) полна в про-
странстве L1([0, 1],C
p).
Доказательство. i) На этом шаге установим связь между характе-
ристическими определителями, построенными по фундаментальным
системам {Φj(x, λ)}
n
1 и {Yk(x, λ)}
n
1 , определенным соответственно в
лемме 3.1 и теореме 2.1.
По теореме 2.1 функции {Yk(x, λ)}
n
1 образуют фундаментальную
систему решений уравнения (3.1) в секторе Sβ(R0) := {λ ∈ Sβ : |λ| >
R0}. Следовательно, при λ ∈ Sβ(R0) система Φk(x, λ) допускает пред-
ставление
Φk(x, λ) =
n∑
j=1
Yj(x, λ)Ckj(λ), λ ∈ Sβ(R0), k ∈ {1, . . . , n}, (3.8)
где Ckj(λ) — (p× p)-матрицы.
Следуя [8], введем обозначение [A] = A+O
(
λ−1/α
)
. Комбинируя
соотношения (2.4), (2.28) и (3.4), получаем
Dν−εx Yk(0, λ) =
[
Dν−εx Ek(0, λ)
]
, (3.9)
Dν−εx Φk(0, λ) = D
ν−ε
x Zn−k+1(0, λ), (3.10)
k, ν + 1 ∈ {1, . . . , n}. Обозначим через
C(λ) :=

C11(λ) C12(λ) . . . C1n(λ)
C21(λ) C22(λ) . . . C2n(λ)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Cn1(λ) Cn2(λ) . . . Cnn(λ)
 (3.11)
блочную (pn×pn)-матрицу из коэффициентов системы (3.7). Из (2.11)
и (2.4) следует, что
E
(−ε)
1 (0, λ) E
(1−ε)
1 (0, λ) . . . E
(n−1−ε)
1 (0, λ)
E
(−ε)
2 (0, λ) E
(1−ε)
2 (0, λ) . . . E
(n−1−ε)
2 (0, λ)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
E
(−ε)
n (0, λ) E
(1−ε)
n (0, λ) . . . E
(n−1−ε)
n (0, λ)

= (n− ε)Ω−10 diag
(
λ
−ε
n−ε Ip, λ
1−ε
n−ε Ip, . . . , λ
n−1−ε
n−ε Ip
)
. (3.12)
Из (3.12) следует равенство
E
(ν−ε)
k (0, λ) = D
ν−ε
x Ek(0, λ) = (n− ε)ak,ν+1λ
ν−ε
n−ε Ip. (3.13)
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Комбинируя (3.8) и (3.13), получаем
Dj−1−εx Yk(0, λ) = [D
ν−ε
x Ek(0, λ)] = (n− ε)[akj ]Ipλ
j−1−ε
n−ε ,
k, j ∈ {1, . . . , n}. (3.14)
Найдем матрицы Ckj(λ). Из системы (2.10) имеем
Zn−k+1(x, λ) =
1
n− ε
n2∑
j=n1
ωn−k+1j λ
− k−1−ε
n−ε Ej+m+1(x, λ)
=
1
n− ε
n∑
j=1
ωn−k+1−m+j−1λ
− k−1−ε
n−ε Ej(x, λ).
С учетом равенства (3.13)
Dν−εx Zn−k+1(0, λ) =
n∑
j=1
ωn−k+1−m+j−1ak,ν+1λ
ν−ε
n−ελ−
k−1−ε
n−ε Ip. (3.15)
Из (3.7) получаем
Dν−εx Φk(0, λ) =
n∑
j=1
Dν−εx Yj(0, λ)Ckj(λ)
= [см. (3.8)] =
n∑
j=1
[Dν−εx Yj(0, λ)]Ckj =
= [см. (3.13)] =
n∑
j=1
(n− ε)λ
ν−ε
n−ε [ak,ν+1]IpCkj(λ). (3.16)
Из условия (3.10) и равенств (3.15) и (3.16) получаем
Ckj(λ) =
1
n− ε
λ
−k+1+ε
n−ε
[
ωn+1−kj−m−1
]
Ip. (3.17)
Обозначим
A(λ; Φ) :=

U1(Φ1) . . . U1(Φn)
U2(Φ1) . . . U2(Φn)
. . . . . . . . . . . . . . . . . . . . .
Un(Φ1) . . . Un(Φn)
 ,
A(λ;Y ) :=

U1(Y1) . . . U1(Yn)
U2(Y1) . . . U2(Yn)
. . . . . . . . . . . . . . . . . . . . .
Un(Y1) . . . Un(Yn)
 .
(3.18)
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Из (3.7) и (3.18) вытекает равенство
A(λ;ϕ) = A(λ;Y )C⊤(λ), (3.19)
откуда получаем
∆(λ; Φ) = ∆(λ;Y ) detC(λ).
С учетом (3.17)
∆(λ) := ∆(λ; Φ) = [M ]λ
p(n+2nε−n2)
2(n−ε) ∆(λ;Y ), M 6= 0. (3.20)
ii) На этом шаге с помощью равенства (3.20) мы получим оценку
на характеристический определитель ∆(λ).
Пусть Λ = {λ ∈ S+β : λ = λ0t, t ∈ R+, arg λ0 > 0} — луч в секторе
S+β . Занумеруем числа {ωj}
n−m−1
−m , так чтобы
Re(λ
1
αωm1) > · · · > Re(λ
1
αωmq) > 0
> Re(λ
1
αωms+1) > · · · > Re(λ
1
αωmn) при λ ∈ Λ. (3.21)
Заметим, что q = 2[α/4] + 1. Предположим еще, что луч Λ(⊂ S+β )
выбран таким образом, чтобы
Re(λ
1
αωmi) 6= Re(λ
1
αωmj ) 6= 0 при i 6= j. (3.22)
Из предположений (3.8) и (3.21) следует
Uj(Yk) = Y
(kj−ε)
k (0) +
kj−1∑
r=0
AjrY
(r−ε)
k (0) =
[
D
kj−ε
x Ek(0, λ)
]
= [см. (3.13)] = (n− ε)
[
ak,kj+1
]
λ
kj−ε
n−ε Ip, j ∈ {1, . . . , l}. (3.23)
Аналогично,
Uj(Yk) = Y
(kj−ε)
k (1) +
kj−1∑
r=0
BjrY
(r−ε)
k (1)
= [см. (2.27)] =
[
D
kj−ε
x Ek(1, λ)
]
=
[
ω
kj−n
−m+k−1
]
λ
kj−ε
n−ε eω−m+k−1λ
1
n−ε
,
j ∈ {l + 1, . . . , n}, (3.24)
если k−m− 1 ∈ {m1,m2, . . . ,mq}, т.e. Reωk−m−1λ
1
α > 0. Для других
значений k (то есть при Reλ1/αωk−m−1 < 0) имеем
Uj(Yk) = O(1), j ∈ {l + 1, . . . , n}. (3.25)
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Рассмотрим определитель
∆(λ;Y ) := det

U1(Y1(x, λ)) U1(Y2(x, λ)) . . . U1(Yn(x, λ))
U2(Y1(x, λ)) U2(Y2(x, λ)) . . . U2(Yn(x, λ))
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Un(Y1(x, λ)) Un(Y2(x, λ)) . . . Un(Yn(x, λ))
 .
(3.26)
По предположению теоремы l ≥ n/2 ≥ q, поэтому последние n− l (≤
q) строк и первые q столбцов этого определителя состоят из экспонен-
циально растущих по λ функций. Подставляем соотношения (3.23),
(3.24) и (3.25) в ∆(λ;Y ), из каждой строки определителя выносим λ в
соответствующей степени и раскладывая полученный определитель
по последним n− l строкам, получаем
∆(λ;Y ) = [1]λk˜ exp
(
λ
1
α ω˜
)
·∆ω ·∆a, λ ∈ Λ, (3.27)
где ∆ω и ∆a определены равенствами (3.7) при p = l, k˜ := p(n −
ε)−1(k1 + · · ·+ kn − nε) и ω˜ := p(ωm1 + · · ·+ ωmn−l).
Согласно лемме 3.3, ∆ω∆a 6= 0. Комбинируя (3.20) и (3.27), полу-
чаем следующую оценку для характеристического определителя:
∆(λ) = ∆(λ; Φ) = ∆(λ;Y ) detC(λ)
= [1][M ]λk˜ exp
(
λ
1
α ω˜
)
∆ω ·∆aλ
p(n+2nε−n2)
2(n−ε)
= [M1]λ
κ exp
(
λ
1
α ω˜
)
, λ ∈ Λ, (3.28)
где κ = 2−1pα−1(2(κ1 · · ·+ κn)− n(n− 1)) и M1 := M∆ω∆a 6= 0.
iii) Обозначим через Aj(x, λ;Y ) матрицу, полученную заменой
j-ой строки блочной матрицы A(λ;Y ) столбцами матриц Yk, k ∈
{1, . . . , n}, j ∈ {pl+1, . . . , pn}. Тогда матрицы Aj(x, λ; Φ) и Aj(x, λ;Y )
связаны тем же соотношением (3.19), что и матрицыA(λ; Φ) иA(λ;Y ).
Отсюда их определители ∆j(x, λ; Φ) и ∆j(x, λ;Y ) связаны (подобно
(3.20)) равенством
∆j(x, λ; Φ) = [M ]λ
p(n+2nε−n2)
2(n−ε) ∆j(x, λ;Y ), j ∈ {pl + 1, . . . , pn},
откуда
∆j(x, λ; Φ)
∆(λ; Φ)
=
∆j(x, λ;Y )
∆(λ;Y )
. (3.29)
Асимптотические оценки
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∆j(x, λ;Y ) = λ
k˜−
kj−ε
n−ε e
(
λ
1
α ω˜
)
eλ
1
α ωmn−l (x−1)
 B1
(
1 +O
(
1
λ
))
...
Bp
(
1 +O
(
1
λ
))
 ,
j ∈ {pl + 1, . . . , pn},
(B1, . . . , Bp — константы, не зависящие от λ и x) получаются как и
оценка для ∆(λ;Y ).
iv) Пусть вектор-функция g(x) = (g1(x), . . . , gp(x)), gk(x) ∈
L∞[0, 1], k ∈ {1, . . . , p}, ортогональна ССПФ задачи (3.1)–(3.3). Рас-
смотрим целые функции
Υj(λ) :=
1∫
0
g(x)∆j(x, λ; Φ) dx, j ∈ {pl + 1, . . . , pn}.
Покажем, что Υj(λ) ≡ 0, j ∈ {pl + 1, . . . , pn}. Поскольку
DrλΥj(λ)|λ=λm = 0, λm ∈ σ(L), r ∈ {0, 1, . . . , νm − 1}, то функция
Gj(λ) :=
Υj(λ)
∆(λ; Φ)
, j ∈ {pl + 1, . . . , pn},
является целой. Поэтому чтобы показать, что Υj(λ) ≡ 0 для j ∈ {pl+
1, . . . , pn}, достаточно доказать, что Gj(λ) ≡ 0, j ∈ {pl + 1, . . . , pn}.
С учетом (3.29) имеем
∆j(x, λ; Φ)
∆(λ; Φ)
= [M2]λ
−
kj−ε
n−ε eλωl+1(x−1)
 B1
(
1 +O
(
1
λ
))
...
Bp
(
1 +O
(
1
λ
))
 ,
j ∈ {pl + 1, . . . , pn}. (3.30)
Учитывая (3.30) и неравенство Re(λωl+1) > 0, x ∈ (0, 1), получаем
|Gj(λ)| =
∣∣∣∣∣
1∫
0
g(x)
∆j(x, λ; Φ)
∆(λ; Φ)
dx
∣∣∣∣∣
6 |[M2]| · |λ|
−
kj−ε
n−ε
1∫
0
∣∣eλωl+1(x−1)∣∣∣∣∣∣ p∑
k=1
gk(x)[Bk]
∣∣∣∣ dx
6 [M3]|λ|
−
kj−ε
n−ε
1∫
0
e(x−1)Re(λωl+1) dx
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=
[M3]|λ|
−
kj−ε
n−ε
Re(λωl+1)
(
1− e−Re(λωl+1)
)
.
ЗдесьM3 = |[M2]| ·‖g‖L∞([0,1],Cp)
∑p
k=1 |[Bk]|. Очевидно, что |Gj(λ)| →
0 при |λ| → ∞, λ ∈ S, j ∈ {pl + 1, . . . , pn}. Из теоремы Фрагмена–
Линделефа и теоремы Лиувилля следует, что Gj(λ) ≡ 0, j ∈ {pl +
1, . . . , pn}, откуда
1∫
0
g(x)∆j(x, λ; Φ) dx ≡ 0, j ∈ {pl + 1, . . . , pn}. (3.31)
Пусть Φ1(x, λ), . . . ,Φn(x, λ) — фундаментальная система решений
матричного уравнения (3.4), удовлетворяющая условиям
Dα−kx Φs(0, λ) = Tks, k, s ∈ {1, . . . , n}. (3.32)
При этом числовые матрицы Tks выбраны таким образом, что матри-
цы-функции Φ1(x, λ), . . . ,Φn−l(x, λ) удовлетворяют всем краевым ус-
ловиям (3.2), а матрицы-функции Φn−l+k(x, λ), k ∈ {1, . . . , n− l+1},
удовлетворяют всем краевым условиям (3.2), кроме краевого усло-
вия при j = k, причем Uk(Φn−l+k) = Dn−l+k, где Dn−l+k — некото-
рые диагональные матрицы. Тогда ∆j(x, λ; Φ) можно представить в
виде линейной комбинации столбцов Φsm(x, λ) матриц Φ
s(x, λ), s ∈
{1, . . . , n}, m ∈ {1, . . . , p}, j ∈ {pl + 1, . . . , pn}:
∆j(x, λ; Φ) =
n∑
s=1
p∑
m=1
qjsm(λ)Φ
s
m(x, λ) =
n−l∑
s=1
p∑
m=1
qjsm(λ)Φ
s
m(x, λ),
(3.33)
так как qjsm ≡ 0 при s > n− l, что следует из свойств выбранной фун-
даментальной системы и выполнения для функций ∆j(x, λ; Φ) всех
краевых условий в нуле, j ∈ {pl+1, . . . , pn}. Очевидно, определитель∣∣∣∣∣∣∣
qpl+111 (λ) · · ·q
pl+1
1p (λ) q
pl+1
21 (λ) · · ·q
pl+1
2p (λ) · · ·q
pl+1
n−l,1(λ) · · ·q
pl+1
n−l,p(λ)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
qpn11 (λ) · · · q
pn
1p (λ) q
pn
21 (λ) · · · q
pn
2p (λ) · · ·q
pn
n−l,1(λ) · · ·q
pn
n−l,p(λ)
∣∣∣∣∣∣∣ 6=0.
Тогда принимая во внимание (3.31), получaeм
1∫
0
g(x)Φjm(x, λ) dx ≡ 0, j ∈ {pl + 1, . . . , pn}, m ∈ {1, . . . , p}. (3.34)
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С другой стороны, матричные решения Φ1(x, λ), . . . ,Φn(x, λ) с по-
мощью оператора преобразования (см. [11], а также [6]) допускают
представление
Φs(x, λ) = (I +K)Zs = Zs(x, λ)+
x∫
0
K(x, t)Zs(t, λ) dt, s ∈ {1, . . . , n},
(3.35)
где Zs(x, λ)— решения простейшего уравнения вида (3.4) (т.е. Pk(x) ≡
0, k ∈ {0, . . . , n− 1}) с теми же начальными условиями (3.32). Имеем
−→
0 =
1∫
0
Φj(x, λ)g(x)
⊤ dx
=
1∫
0
((I +K)Zj(x, λ)) g(x)
⊤ dx
=
1∫
0
Zj(x, λ)h(x) dx,
где
h(x) = (I +K∗)g⊤ = g⊤(x) +
1∫
x
K(t, x)g⊤(t) dt.
Поскольку система функций {Zs(x, λ)}λ∈S полна в L2([0, 1], C
p×p),
то h(x) =
−→
0 . Так как K∗ — вольтерров оператор, то g⊤(x) =
−→
0 .
Полнота матричной системы функций {Zs(x, λ)}λ∈S следует из пол-
ноты решений задачи Коши для простейшего уравнения в скалярном
случае.
Замечание 3.1. Заметим, что решения {Zj(x, λ)}
n−1
1 задачи Коши
(2.3)–(2.4) непрерывны на отрезке [0, 1]. Из (3.35) следует, что тако-
выми являются и решения {Φj(x, λ)}
n−1
1 задачи Коши (3.1), (3.4). С
другой стороны, из равенства (2.5) следует, что Zn(x, λ) можно пред-
ставить в виде
Zn(x, λ) =
x−ε
Γ(1− ε)
Ip + z˜1(x, λ)Ip,
z˜1(x, λ) :=
∞∑
j=1
λjxα(j+1)−n
Γ(α− n+ 1 + αj)
,
(3.36)
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где z˜1(x, λ) ∈ C[0, 1] при всех λ ∈ C.
Комбинируя (4.1) с (3.35), получаем представление для Φn(x, λ) :
Φn(x, λ) =
x−ε
Γ(1− ε)
Ip + ϕ˜n(x, λ)Ip, (3.37)
где ϕ˜n(x, λ) ∈ C[0, 1] при λ ∈ C. Теперь из (3.37) следует, что соб-
ственные функции задачи (3.1)–(3.3) принадлежат пространству
Lp([0, 1],C
p) при p < 1/ε. Следовательно, теорема 3.1 верна и для
пространств Lp([0, 1],C
p) с p < 1/ε.
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