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INTRODUCTION 
The powder metallurgy (PM) industry is a high volume, low cost margin market. 
Therefore, it is essential that flaws are detected as early as possible in the manufacturing 
process. Previous NDE research has been directed towards finished products and has 
employed traditional methods such as uhrasound and eddy-current based testing 
techniques . However, the goal of this work is to develop a NDE method for green-state 
PM parts, the state prior to sintering. The material in these parts consist of large loosely 
packed grains of compressed powder, which are often ferrous, making most traditional 
methods unsatisfactory. 
This paper explores an low frequency impedance measurement (LFI) technique 
for testing green-state PM parts. Sirnilar techniques, such as applied potential 
tomography (APT), have been previously used in the biomedical field for imaging 
intemal human argans and processes [1-3]. However unlike APT, PM inspectian may 
anly permit access aver a lirnited surface area. The basis behind this testing technique is 
the faur-wire impedance measurement shawn in Figure 1. 
When using the LFI technique, current is injected at the auter twa probes, while 
the valtage difference is measured at the inner probes. If a flaw is present, the current 
flaw is affected by the canductivity change af the flaw causing the valtage distribution at 
the surface af the part ta deviate fram its expected value. By camparing the surface 
valtage distributian af parts under test with that af its known expected value of an 
unflawed part, the quality af the sample can be inferred. 
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Figure 1 The basic inspection technique relies on a four-wire low frequency impedance 
measurement. 
The paper will first provide an explanation of the analytical and numerical models 
developed to establish a theoretical test bed. Next a description of the experimental 
arrangement and measurements is given, which will confirm that electric resistivity 
characteristics of green-state PM parts can be used to detect flaws in actual production 
parts. 
DEVELOPMENT OF THE ANAL YTICAL MODEL FOR UNFLA WED PARTS 
Since the foundation of the proposed method is based on resistivity 
measurements, the starting point is Ohm's law in the form 
J(r) = a(r)E(r) , (1) 
where J is the current density, cr is the electrical conductivity and E is the electric field. 
Since we are testing conductive materials at low frequencies, the conservation law is 
given by 
V •J(r) = a';~r) = 0. (2) 
where p is the free charge density. Since the electric field can be expressed as the 
gradient of the potential, we arrive at 
V •[ a(r)VV(r)]=O. (3) 
If the material is assumed tobe uniform, equation (3) reduces to Laplace's 
equation, V2V = 0. For simple geometries, the solution to this equation can easily be 
deterrnined using traditional separation-of-variables techniques with the boundary 
conditions shown in Figure 2 [4]. The current sources aremodeledas impulses or delta 
functions on the surface and the voltage is set equal to zero on the sides. If the bottom of 
the test area is grounded, the following result is obtained, 
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Altemately, for a flux-free bottom surface, dV =0, one obtains 
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Figure 2 · Boundary conditions for the analytical solution for the voltage distribution of a 
homogeneous material. 
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Results for a three dimensional model can be constructed in a similar manner. Analytical 
solutions quickly become too cumbersome, if not impossible, to derive for 
inhomogeneous material descriptions needed to characterize flaws. Therefore a 
numerical model was developed to investigate the effects of flaws on the surface voltage 
distribution. To confirm the validity of the numerical model, it is compared to equation 
(5). The resulting comparison is shown in Figure 3. 
The peaks in the voltage distribution shown in Figure 3 indicate where the 
currents are injected. The area under test is situated between the current probes. As seen, 
there is an excellent agreement between the numerical and analytical models in this 
region. Therefore, we can proceed to use the numerical model to characterize flaws and 
their effect on the surface voltage distribution. 
MODELING FLA WS WlTH A NUMERICAL MODEL 
A simple numerical test bed is used to model surface-breaking flaws in PM 
materials as shown in Figure 4. The numerical model solves equation (3) subject to 
known current. The voltage distribution is found using standard finite element modeling 
techniques. The flaw in the material is characterized by a discontinuity in conductivity 
and is defined by two parameters, depth and width. 
Since the flaw is modeled as a localized decrease in conductivity, the voltage 
distribution demonstrates a localized increase in voltage slope in the affected area. 
However in the regions unaffected by the flaw, the voltage distribution retums to its 
unflawed characteristic, as observed in Figure 5. Because it is the slope of the voltage 
distribution that is most prominently affected, it is often easier to analyze the data as a 
spatial voltage gradient. Using this format the flaw is seen as a discontinuous spike. The 
height of the spike is linearly proportional to the depth of the flaw, while the width 
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Figure 3 The valtage distribution over distance for the analytical and numerical models. 
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Figure 4 The numerical model used to model a surface-breaking flaw ( 0'0 ) in a powder 
metal material (cri). 
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Figure 5 Voltage distribution over distance for a flawed and unflawed material. 
of the base of the spike is directly proportional to the width of the flaw. It is important to 
note that the height of the spike is also affected by the current probe spacing. For smaller 
current probe spacing, the peak value of the spike is greater based on the same size flaw 
and current. This means that for smaller probe spacings better accuracy and detectability 
can be expected. However, larger probe spacings may be desirable to cover a wider 
sample area. Current probe spacing and flaw dimensions are the most important 
parameters when trying to characterize the effect of flaws. By using the numerical 
model, we are able to predict the expected voltage distributions of the experimental data. 
INSTRUMENTATION AND MEASUREMENT 
In order to obtain experimental voltage data, an instrument was designed to ensure 
accurate and repeatable measurement conditions. At the heart of the instrument is a 
multiple probe sensor similar to that shown in Figure 6. The probes are spring-loaded 
pins which are configured in a square array. The outer probes are used to inject current 
and the inner probes are used to measure the voltage distribution. Since voltage is 
recorded as a differential signal, it can be measured between any two voltage probes. 
This configuration provides the flexibility needed for a prototype and ensures full 
coverage of the region under test. However to maximize the effect of the flaw, the flaw 
should be perpendicular to the direction of the current flow and the voltage should be 
measured on the pins parallel to the direction of current flow. Our current configuration 
is an eight by eight array of voltage probes each spaced a tenth of an inch apart. The 
spacing is selected to meet the needs of the specific part under test. 
In order to acquire and process these voltage measurements several system 
components are required. First, a constant current source is needed to inject current into 
the part. In addition, the part must be positioned accurately under the probe sensor to 
ensure repeatability. Therefore a mold ofthe PM partwas created and placed in a vice. 
The probe assembly is attached to an arbor press, which lowers the sensor in order to 
achieve a good electrical contact with the part. Once an electrical contact is made, the 
computer selects which pins are used by supplying the control signals needed to a voltage 
multiplexer. The multiplexer then selects two pins out of the matrix of 64 voltage pins. 
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Figure 6 Diagram of the multiple probe sensor used in the experimental arrangement. 
Since the acquired voltages are on the order of a few rnillivolts at the output of the 
multiplexer, analog signal processing is required to amplify and filter the voltage which 
prepares the signal for an analog to digital conversion. Once digitized to 12 bit accuracy, 
the data is saved to a file and further processed for display on the user terminal. Figure 7 
shows the system block diagram of the instrument developed. 
The measurements are first taken on unflawed parts. A cross-section of the 
voltage data from these good parts is compared to the numerical simulation results for a 
homogeneaus material. The comparison is shown in Figure 8, which exhibits an 
excellent agreement between the simulated and measured differential voltage 
distributions. This agreement underscores the feasibility of the LFI test method. lt shows 
that the theoretical results can be used to predict the differential voltage distribution of 
actual production parts. The slight deviations between theory and measurement are due 
Figure 7 System block diagram of the instrument developed to test green-state PM parts. 
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Figure 8 Differential voltage distribution over distance for simulated and measured data. 
to several sources. The most significant source of error stems from the fact that the 
simulation model assumes that a good part is homogeneous. However in reality unflawed 
parts have known and predicable variations in density. In addition, the shape and size of 
the part causes edge effects not modeled by the simulation test bed. Finally, some error is 
introduced by small misalignments in probe placement. 
The measurements taken on unflawed parts are employed to form a baseline. The 
second step in the process is to examine parts with flaws and compare their distributions 
to the baseline established above. The difference data can then be used in a simple on-
line detection algorithm to detect the presence of flaws or potentially be used by a neural 
network or a mathematical inverse algorithm to create images of the flaws. Figure 9 
compares the differential voltage distributions of parts with severe and minor flaws with 
the baseline. The flaws are characterized by the localize.d increase in differential voltage 
between location -0.51 cm. and 0 cm. The severely flawed distribution demonstrates an 
increase of more than four times that of the baseline, while the less flawed distribution 
still more than doubles in value. As expected from the simulation, the voltages retum to 
their unflawed distribution in the unaffected area. The measurements taken by the 
experimental arrangement is very reliable. lt demonstrates a 60 dB signal to noise ratio 
(SNR), which provides excellent resolution. 
Figure 9 Differential voltage distribution over distance for production parts with severe 
flaws, minor flaws, and no flaws. 
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CONCLUSIONS 
The goal of the research presented in this paper is to establish the feasibility of 
using low frequency resistivity techniques to test green-state powder metallurgy parts. 
This has been demonstrated by developing both analytical and experimental models. The 
analytical model is used to test the numerical model for an unflawed specimen. The 
numerical model is then used to predict the surface voltage distribution in the presence of 
surface breaking flaws. We next present an experimental arrangement, which uses a 
multi-probe sensor to acquire and process the voltage distributions of actual production 
PM parts. The measurements taken match closely those predicted through the numerical 
and analytical models. This agreement between the analytical model, numerical model, 
and experimental test bed proves feasibility. 
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