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A detailed analysis of three pendular motion models is presented. Inertial effects, self-oscillation,
and memory, together with non-constant moment of inertia, hysteresis and negative damping are
shown to be required for the comprehensive description of the free pendulum oscillatory regime.
The effects of very high initial amplitudes, friction in the roller bearing axle, drag, and pendulum
geometry are also analysed and discussed. The model that consists of a fractional differential
equation provides both the best explanation of, and the best fits to, experimental high resolution
and long-time data gathered from standard action-camera videos.
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I. INTRODUCTION
There’s no classic like the physical pendulum. It has
been the subject of scientific enquiry since Galileo first
observed its isochrony [1]. It has been a source of techno-
logical development since Huygens’ pendulum clock [2].
It has been a reference instrument since at least 1818 [3–
5] and it plays a fundamental role in the implementation
of gravitational wave observatories [6–9]. To this day,
the pendulum continues to serve as a tool to understand
many diverse phenomena involving both oscillation and
relaxation [10] like parametric pumping (e.g. pendulum
clock, swing, roller skating) [11–14], hysteresis [15, 16],
deterministic chaos [17, 18], charge density waves [19, 20],
“macroscopic quantization” [21–24], bosonic Josephson
junctions [25], classical micro-canonical systems [26, 27]
and dielectric relaxation [28–31]. The physical pendu-
lum may even contribute to the understanding of some
climate change effects like meteotsunamis [32].
The theoretical description of pendular motion has
been the subject of many studies, some of which gave
rise to very sophisticated equations of motion [33–37].
However, one that accurately matches long-time data, of
a very high amplitude physical pendulum, has been lack-
ing. This probably stems from lacking observations of
the hysteretic nature of pendular motion. This obser-
vation is now made and justifies the proposed fractional
model. This model fits experimental data gathered with
a modern action-camera and explains the observed hys-
teresis on the basis of memory, non-constant moment of
inertia and self-oscillation.
∗ lng@fct.unl.pt
Modern studies of the interdependency of amplitude
on the period seem to have started on the seventies of
the XXth century [38, 39]. Fourier transform analysis
was used to advance those studies [40, 41]. A tentatively
realistic model of the pendulum motion, considering con-
stant, linear and quadratic drag terms, was introduced
by Squire [42] and studied in diverse combinations [43–
49]. More recently, Mathai et al. proposed a dry-friction
damping term dependent on the pendulum angle when
studying an underwater pendulum [50]. The study of un-
derwater pendula make apparent the effects of the sur-
rounding fluid [50–52]. In particular the emission of vor-
tex rings at extreme angles was put in evidence by Bolster
et al. [52].
Other experiments that provide insight into pendular
motion include the air-track [53, 54], the drinking straw
[55, 56], and the free-fall [57].
From the experimental point of view the study of pen-
dular motion can be conducted by measuring the angular
position of the moving object or by measuring its acceler-
ation. Recently, different studies used the latter approach
[35, 54, 58, 59].
It is worth mentioning that the study of pendular mo-
tion is a subject in the extensive area of parameter iden-
tification of vibrating systems [60, 61].
This paper is organized as follows. The experimen-
tal setup is presented in section II together with some
contextualizing data. The theoretical analysis regard-
ing the equation of motion, is introduced in section III.
Two initial conceptual models are presented and tested
in sections IV and V. An introduction to time fractional
derivatives and the concept of memory follows. We move
on describing the fractional differential equation of mo-
tion and associated results. We finish with a general
conclusion.
II. EXPERIMENTAL
The physical pendulum used in this work is composed
of: a 2.5 cm diameter roller bearing concentric with an
hollow acrylic disc with a diameter of 6 cm; a 52 cm long
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2TABLE I. Run code infixes (e.g. ##la# as explained in the
text).
with alley without alley
launched la ln
not launched na nn
squared cross-section hollow bar; and a slightly longer
threaded steel 6 mm thick rod that is screwed both to
the square bar and to the acrylic hollow disc by two nuts.
Rectangular tiles, 18 cm wide and with lengths l1 = (3×
n) cm where n = 1, . . . , 8, made of cardboard, foam and
tape were fixed at the end of the square bar. Three slabs
of composite cardboard, assembled to form an alley, were
used in half the measurement runs.
Figure 1 shows schematics of the apparatus. Videos
were recorded with a Sony HDR-AS100V action-camera
using a resolution of 1280x720 pixels at 120 frames per
second (FPS). The camera was placed directly in front
and aligned with the pendulum axle at a distance of ap-
proximately 58 cm. In this way the tracking spot was
always within the maximum possible camera view field.
A pink[63] circular tracking spot was glued to the pen-
dulum at approximately 26 cm from the axle and facing
the camera lens (see Figure 1). This tracking spot ori-
entation made possible to obtain a permanent circular
tracking template that contributed to avoid rotation ar-
tifacts. A carefull illumination of the apparatus proved
necessary to minimize motion blur.
The experimental θ(t) data was collected using the
open source video analysis tool Tracker [64]. The ra-
dial distortion of the video frames was corrected using
the “Fisheye” filter at 120◦ and 48% fixed pixels. The
tracking algorithm compares, for each frame, a previously
defined mark template with the current image within the
tracking target area. In view of the large number of video
frames that are tracked on a single video (may be larger
than 104), the Tracker’s “evolution rate” was set at 0%.
Also, due to heterogeneous lighting, the Tracker’s “au-
tomark” was reduced to 3 to obtain a manageable rejec-
tion rate.
A sequence of experimental runs was conducted ac-
cording to the following procedure. In each run the pen-
dular motion was recorded from an initial launch to its
stopping. Four kinds of measurement runs were analysed:
launched (l) with initial speed; released from rest; with
alley (a); and without alley. In Table I the two letters
codes used to identify each kind of run are presented. For
each kind of run two additional digits identify the tile
length: no tile (00); 3 cm long tile (03); 6 cm long tile
(06), etc. up to 24 cm long tile (24) in steps of 3 cm. The
complete run codes include also an end digit identifying
the trial number of each run kind. For example, 06na5
refers to the fifth run using the 6 cm long tile without
launch but with alley.
In all runs the zero angle was defined by the pendu-
lum’s final stopping position, the initial angle was always
θini ≥ pi rad and the initial angular velocity was always
ωini ≤ 0.
Each run has its own specificity. The video camera
position and orientation affect pendulum angle measure-
ment. The position and orientation of the lamps may
produce reflections that affect some of the video-frames.
The final equilibrium position may not be exactly ver-
tical. The roller bearing has some clearance and allows
sideways oscillations that may affect the main oscilla-
tion. When a tile enters or exits the alley its motion may
be subject to sudden perturbations. These specificities,
while unavoidably present, do not seem to significantly
affect the experimental data.
Some exploratory θ(t) runs are presented In Figure 2
to illustrate how the pendular motion depends on differ-
ent initial conditions. The angular acceleration α = d
2θ
dt2
is plotted in Figure 3 as a function of the extreme an-
gles θext (for which the angular velocity ω =
dθ
dt is zero).
The values of both ω and α are obtained directly from
θ(t) data via Savitzky-Golay filters [65] using cubic poly-
nomials and windows of 25 points (25 consecutive video
frames). It is clear that α(θext) is well fitted by a sine
function with a coefficient of proportionality −Ω20:
α(ω = 0) ≈ −Ω20 sin θext. (1)
The acceleration may be evaluated relatively to this
function for any velocity:
∆α(ω) = α(ω) + Ω20 sin θ(ω). (2)
This is plotted in Figure 4 which puts in evidence the hys-
teretic nature of pendular motion. Note that Figures 3
and 4 constitute mappings of the three-dimensional data
plotted in Figure 18.
III. GENERAL EQUATION OF MOTION
The net torque Tnet acting on the pendulum is
Tnet = dL
dt
=
dI
dt
ω + Iα (3)
where L = Iω is the angular momentum, t is time, I is
the moment of inertia, ω = dθdt is the angular velocity,
and α = dωdt is the angular acceleration. Under the as-
sumption of uniform air density and negligible pressure
gradients, the net torque is also the sum of gravitic and
dissipative torques Tnet = Tgrav + Tdiss, so
Iα = Tgrav + Tdiss − dI
dt
ω. (4)
Usually, it is assumed that the pendulum is a strictly
rigid body, its moment of inertia is therefore constant
and the −dIdtω term vanishes. However, we may assume
this term to be neither conservative nor dissipative
−dI
dt
ω = Tiner (5)
but inertial and dependent on the air surrounding the
pendulum as noted by Squire [42]:
3l0
l1 l0
l1
(a) (b)
FIG. 1. Schematics [62] of the apparatus: (a) perspective view with θ = pi/4 rad; (b) orthogonal view with θ = 0. There may
be a tile with an edge at the pendulum extreme (at a distance l0 from the axle) and another edge at a distance l0 − l1 (the
height of the tile is l1). Also, there may be an alley for the pendulum to pass through without touching. There is a clearance
of approximately half centimeter between the pendulum and the alley. The schematics are drawn to scale showing both the
pink tracking spot and a l1 = 12 cm tile.
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FIG. 2. Superposition of five exploratory runs made with a
l1 = 12 cm tile, without alley and different initial conditions.
One of the runs starts from rest at an initial angle close to
pi rad. For each run a time shift was introduced to allow a
superposition of all runs at t = 10 s.
What does seem clear is that the acceleration
of an oscillating body causes acceleration in
the entrained air around it [. . . ].
From this point of view it is reasonable to expect that
the inertia does not change significantly when either the
pendulum is not moving (ω = 0) or its velocity is not
changing (α = 0). On the contrary, we expect inertia
to change when velocity is changing (α 6= 0). Further-
more, the greater the velocity, the greater the amount
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FIG. 3. Initial analysis of acceleration and angle for run 24la1
(see text).
of displaced air per unit time. Therefore, the changes
of inertia may be considered proportional to velocity, as
a first approximation. There is also the possibility that
the amount of air in coherent motion with the pendulum
may be directly correlated with the moment of inertia.
In this way the changes of inertia may be considered pro-
portional to acceleration, velocity, and moment of inertia:
dI
dt
= τ2Iωα (6)
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FIG. 4. Initial analysis of experimental data for run 24la1
(see text).
where τ is an inertial characteristic time. A dimensional
analysis of the above expression provides some additional
insight on the underlying physics of this phenomenon. In
fact, Iωα has dimensions of power, therefore, equation
(6) states that the rate of change of I is proportional
to a power and is positive when ω and α have the same
sign. Also, it is worth to note that τ2Iωα has dimensions
of ML2T−1=(ML−1T−1)L3, which is viscosity times vol-
ume. In this way, the same rate of change of inertia can
be obtained either with low viscosity and big volume or
with high viscosity and small volume.
The integration of equation (6) is straightforward and
provides
I = I0e
(τω)2
2 (7)
where I0 is the moment of inertia at rest, leading to
L = I0ωe
(τω)2
2 . (8)
As a consequence of this, L depends not only on I0ω
but also on a speed dependent factor that “inflates” the
angular momentum.
Inserting equation (6) in equation (5), one finds
Tiner = −I(τω)2α (9)
and inserting equation (6) in equation (4), the result is
α =
Tgrav
I
+
Tdiss
I
− (τω)2α (10)
where the term −(τω)2α was already found by Basano
et al. [57].
In conclusion
α =
Tgrav + Tdiss
(1 + ω2τ2) I
(11)
meaning that the pendulum is no longer considered a
strictly rigid body because of the changing amount of
air that is dragged along and moves coherently with the
rigid pendulum. It is interesting to note that similar phe-
nomena has been observed with water column oscillators
[55, 56].
The gravitic torque can be expressed as
Tgrav = −Mglcom sin θ (12)
where M is the effective gravitic mass of the pendulum
(discounting buoiancy) and lcom is the distance between
the rotation axle and the center of mass (see Figure 1).
It is important to note that the air surrounding the pen-
dulum contributes to inertia, equation (6), but neither
contributes to gravitic mass nor to the center of mass
because it has null effective mass.
Inserting equation (12) and equation (7) in equation
(11) we obtain
α =
Tdiss
I0
− Ω20 sin θ
(1 + ω2τ2) e
(τω)2
2
. (13)
where
Ω0 =
√
Mglcom
I0
(14)
is, by definition, the natural angular frequency.
As shall be confirmed in Figure 7, the denominator in
equation (13) may be twice linearized in x = (τω)2:
1
(1 + (τω)2) e
(τω)2
2
≈ 1
1 + 32 (τω)
2
≈ 1− 3
2
(τω)2 (15)
Equation (13) can, then, be written as a general equation
of motion:
α+ Ω20 sin θ = αdiss + αiner (16)
in terms of both
αdiss =
Tdiss
I0
(
1− 3
2
(τω)2
)
(17)
and
αiner =
3
2
(τωΩ0)
2 sin θ = Caω
2 sin θ, (18)
where Ca =
3
2 (τΩ0)
2 is a non-dimensional coefficient that
measures the effect of “added mass” [66–71]. Equation
(18) is similar to the inertial nonlinearity term intro-
duced by Kavyanpoor and Shokrollahi [36] in a general-
ized Duffing oscillator equation of motion. Suppose now
that αdiss = 0 in equation (16). Then we have
α+ (Ω20 − Caω2) sin θ = 0. (19)
Note that the “added mass” reduces the angular fre-
quency of the pendulum. This reduction may be named
“inertial redshift” in analogy with what is known as
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FIG. 5. Plots of equation (20) with θ0 = −3 rad.
“damping redshift” [72]. Equation (19) provides the fol-
lowing solution for a pendulum that initiates its move-
ment from rest at an angle θ0.
ω
Ω0
=
√
1− e2(cos θ0−cos θ)Ca
Ca
(20)
This solution is plotted in Figure 5 and proves that Tiner
in fact is not dissipative because the solution is an even
function in θ (the speed returns to the same value af-
ter a full swing). Figure 5 reflects the effect of equation
(6): when the speed is increasing the moment of iner-
tia is also increasing. The very curious consequence of
this moment of inertia evolution is that when the speed
increases, the ratio acceleration to velocity shows a flat-
tening behaviour. In fact, this is equivalent: (i) to a
storage of kinetic energy in the air when the speed is in-
creasing; and (ii) to a release of kinetic energy from the
air to the strictly rigid part of the pendulum when the
speed is decreasing. This stored kinetic energy is con-
verted into potential energy because the air that moves
together with the strictly rigid part of the pendulum pro-
vides a “gentle push”. This “gentle push” constitutes a
kind of parametric pumping [11, 12]. Figure 6 contains a
schematic diagram of the energy exchanges taking place.
A. Mechanical energy
In order to calculate the mechanical energy, we start
by rewriting equation (13) with the first linearization of
equation (15) in the form of a specific torques equation
as follows:(
1 +
3
2
(τω)2
)
α+ Ω20 sin θ =
Tdiss
I0
. (21)
Complete pendulum.
Heat.
Mechanical energy
of the strictly rigid
physical pendulum.
Air kinetic
energy.
FIG. 6. Schematics of the energy exchanges taking place dur-
ing the physical pendulum motion. Part of the mechanical
energy of the pendulum is converted into kinetic energy of
the air. Some of this kinetic energy is recovered. The remain-
ing part is dissipated as heat.
On multiplication by I0dθ = I0ω dt, and using equa-
tion (14) the specific torques are converted to differential
energies:
−Mglcom sin θ dθ − Tdissdθ =
(
1 +
3
2
(τω)2
)
I0ω dω.
(22)
Upon integration and using the conveniently chosen inte-
gration constant E−Mglcom, we obtain an energy equa-
tion:
Mglcom(1− cos θ) + Ediss + 1
2
I0
(
1 +
3
4
(τω)2
)
ω2 = E
(23)
where E is the total energy of the system and Ediss is
the dissipated energy (this makes the mechanical energy
Emech = E − Ediss). Given that the gravitic potential
energy may be defined relatively to the lowest equilibrium
point as
Ep = Mglcom(1− cos θ) (24)
and presenting the maximum
EpMAX = 2Mglcom = 2I0Ω
2
0, (25)
then the remaing term is the kinetic energy
Ek =
1
2
I0
(
1 +
3
4
(τω)2
)
ω2 =
1
2
I0ω
2 +
3
8
I0τ
2ω4. (26)
This means that the kinetic energy of the physical pendu-
lum has one term associated with the moving rigid body
Erig =
1
2
I0ω
2 (27)
and another term associated with the moving surround-
ing air
Eair =
3
8
I0τ
2ω4. (28)
6This is similar to situations involving a component of
pseudowork-energy balance in dissipative systems [73–
79].
Using equation (25), equation (23) may be written in
the following normalized form E = EEpMAX
E =
(
sin
θ
2
)2
+
(
ω
2Ω0
)2
+
(√
3τω
ω
2Ω0
)2
+
Ediss
EpMAX
.
(29)
From the above equation the normalized mechanical en-
ergy (written like a three-dimensional Pythagorean The-
orem) is:
A2 = A2θ +Aω2 +A2air. (30)
where A = √Emech =
√E − Ediss/EpMAX , Aθ =
sin(θ/2), Aω = ω/(2Ω0) and Aair =
√
3τωAω. In view
of the fact that A2air is likely to be very small, and also
that equation (6) is just an approximation, we choose to
consider
A2 ≈ A2θ +Aω2. (31)
It is interesting to note that the above equation allows
for a critical angular velocity
ωc = 2Ω0 (32)
for which the maximum kinetic energy exceeds the max-
imum potential energy thus separating the oscillatory
regime from the rotational motion [26, 80]. Also, equa-
tion (31) provides a way to define the instantaneous phase
φ of the pendular motion as
tanφ =
Aθ
Aω . (33)
As a consequence, the phase speed dφdt is
Φ =
dAθ
dt Aω −Aθ dAωdt
A2θ +Aω2
=
(
cos θ2
)
ω2
4Ω0
− (sin θ2) α2Ω0(
sin θ2
)2
+
(
ω
2Ω0
)2 .
(34)
B. Dissipation, inertia and negative damping
In addition to the viscous or Stokes drag, usually used
in damped harmonic motion, Coulomb dry-friction and
turbulent or Newton drag are also included in the stan-
dard dissipative acceleration expression [42, 48, 81–86]:
αdisss = −C1ω −
C0 + C2ω
2
sgn(ω)
(35)
where
sgn(x) =
{
1⇐ x ≥ 0
−1⇐ x < 0 (36)
Negative damping can be perceived as positive forcing
[87–90] that happens whenever α+ Ω20 sin θ has the same
sign of ω, that is, the conditions observed in the odd
quadrants of Figure 4 (highlighted in Figure 17).
For strictly dissipative torques, α + Ω20 sin θ = αdiss,
negative damping can’t be observed. However, in view
of the inertial torque, the condition for negative damping
is
(αdiss + αiner)ω > 0. (37)
Given the αdiss and αiner expressions, it is clear both
that, for positive angular velocity, the sum αdiss + αiner
can only be positive for positive quadratic coefficient, i.e.
Ca sin θ − C2 > 0, and that, for angular velocities close
to zero, negative damping is never observed due to the
non-null Coulomb friction.
It is important to note that this result is counter-
intuitive since the moving air, surrounding the pendu-
lum, should contribute with positive forcing at near-zero
speeds. From this point of view, the classical descrip-
tion of the dissipative and inertial torques doubtly will
account for the detailed description of the pendular mo-
tion in particular for angular velocities close to zero. In
fact, in Figure 4, one can observe typical characteristics
of hysteresis and, close to null speed, positive forcing.
IV. CLASSIC MODEL
The standard dissipative acceleration αdisss , equation
(35), is a parabolic function of angular velocity ω [91].
Some authors have used power-laws [30, 61, 92–97]. In
order to test if such models provide better fits we consid-
ered the following power-law
αdissp = −
C0 + C3
∣∣∣ ωΩ0 ∣∣∣p
sgn(ω)
. (38)
We verified that, although αdissp(ω) contains a null slope
of at zero speed, it does in fact allow better fits Note
that this feature bypasses all considerations concerning
the mathematical expression of low speed friction [98, 99].
So, the classic model used is
α+ Ω20 sin θ = αiner + αdissp
= Caω
2 sin θ −
C0 + C3
∣∣∣ ωΩ0 ∣∣∣p
sgn(ω)
. (39)
A. Classic model results
We used Fitteia [100] to fit the classic model §IV and
the OPA model §V. Fitteia is a powerfull fitting and plot-
ting online platform that fulfills most of the requirements
suggested in [101].
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FIG. 7. Results from the classic model for parameters Ca, C0,
p and C3. The obtained values of Ca prove that, in fact, equa-
tion (15) is valid because (τω)2 = 2Caω
2
3Ω20
= 8Ca
3
A2ω < 8Ca3 <
0.08. The results from the classic model for Ω0 were very
much confirmed by the fractional model and can therefore be
observed in Figure 16.
The classic model, equation (39), matches quite accu-
rately all our experimental data. An example is given in
Figure 8 (also see Figures 19 and 20).
We expected the classic model to provide clear results
for Ca, the inertial or added-mass parameter that we in-
troduced, but that’s not so much the case. The complete
set of obtained Ca values is presented in Figure 7. We
expected Ca to increase when l1 increases but this is only
apparent for alley runs (la and na). Also only the three
highest tiles show different Ca between alley and no alley
runs.
The results for C0 are more consistent (also shown in
Figure 7). We think that the decrease of C0 on increasing
l1 is caused by the larger tiles making very small and very
slow oscillations disappear.
The most interesting results are those of p (also shown
in Figure 7). It is clear that there is a difference between
runs with alley and runs without alley. This difference
can only be detected for the larger tiles and shows that
the alley reduces turbulence.
The results for C3 are very clear (also shown in Fig-
ure 7) showing almost linear increase with l1 and inde-
pendence of the alley. Note that if we had chosen the
standard dissipative acceleration αdisss , equation (35), it
would be C2 to measure the importance of turbulence
[84] and not p in equation (38).
We conclude that the classic model is generally very
satisfatory as it can generally identify which runs used
the alley and which runs did not. However, the clas-
sic model sometimes deviates a little from the first few
swings of the pendulum and, furthermore, the classic
model seems unable to eliminate a persistent dephas-
ing or spurious oscillation visible in the residuals of the
fits as, for instance, in Figure 8. Spurious oscillations
are a long-standing problem in engineering and are usu-
ally associated with delayed action and self-oscillations
[90, 102].
V. OPA MODEL
Pulse stretching and compression are two of the most
crucial stages in chirped pulse amplifiers. Although
chirped pulse conventional amplification (CPA) systems
have enabled the development of high-energy few-cycles
pulses, an alternative technique for the generation of
high-energy ultrashort pulses results from a combination
of the CPA’ stages with optical parametric amplification
(OPA), which is a nonlinear optical phenomena [103–
105], has been used. The conjugation of CPA with a non-
linear three-wave-mixing process, occurring within an ad-
equate non-linear crystal where a stronger and higher fre-
quency input wave (pump pulse) exchanges energy with a
weaker and lower frequency input wave (seed pulse), gen-
erates an output signal pulse and also an auxiliary wave
(idler pulse) due to energy and moment conservation (see
Figure 9).
In this context we have found an interesting analogy
between the physical pendulum relaxation (§III A) and
the amplification of chirped laser pulses [106, 107]. Spe-
cially interesting is the similarity between our Figure 10
and the numerical solutions of the equations relating the
pump Ap and the seed As amplitudes:
dAp
dζ
=
ζBAs
4
(40)
dAs
dζ
= −2As + 2B
∗Ap
ζ
(41)
dB
dζ
= −ζApA
∗
s
2
(42)
where B is density of states and ζ is a self-similar co-
ordinate. Within this analogy the amplitudes of the
pump pulse and the seed pulse correspond respectively
to the amplitudes Aθ and Aω of the energies involved in
the movement of the pendulum, suggesting an explana-
tion/understanding of the motion of the pendulum as it
happens with OPA. This analogy can be made mathe-
matically explicit:
Ap ≡ Aθ (43)
As ≡ jAω (44)
B ≡ −jΦ′ (45)
ζ ≡ √t (46)
where j =
√−1 and Φ′ is a phase speed similar but
not equal to the phase speed defined in equation (34).
Equations (40), (41) and (42) are, therefore, analogous
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FIG. 8. Results for θ corresponding to run 03na1 fitted by the classic model. The complete run is shown to reveal the persistent
spurious dephasing between the data and the model.
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FIG. 9. Schematics of the energy exchanges taking place dur-
ing optical parametric amplification. The process of paramet-
ric light amplification is a process occurring in the presence
of a non-linear crystal. Most of the input energy, which is
given by the pump beam, is used/converted to an increase of
density of states and therefore increasing the intensity of the
signal beam. Some pump energy is recovered and lost and
the remaining part in used in the idler beam. Compare with
Figure 6.
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to
dAθ
dt
= Φ′Aω (47)
dAω
dt
= −C4Aω + Φ
′Aθ
t
(48)
dΦ′
dt
= −Ω20AθAω (49)
where we have included the coefficient C4 for generality.
It’s quite curious that equations (47), (48) and (49) can
be understood as equations of either energy transfer or
amplitude exchange where phase speed Φ′ plays the role
of exchange rate (analogous to density of states B). The
explicit appearance of time t in one of the equations and
their bad fit of the data led us to try a variety of similar
sets of equations. We finally arrived at the following
compromise between smallest modification and best fit:
dAθ
dt
= Φ′Aω (50)
dAω
dt
= −C4Aω
t
− Φ′Aθ − sgn(Aω)C5 (51)
dΦ′
dt
= −Ω20AθAω (52)
where we see that there is an additional coefficient (C5)
to account for Coulomb friction. Given that ω = dθdt is
equivalent to
dAθ
dt
= cos
θ
2
AωΩ0, (53)
equation (50) implies that
Φ′ = Ω0 cos
θ
2
. (54)
This makes equation (51) exactly equivalent to
dω
dt
+
2Ω0C5
sgn(ω)
+
C4
t
ω + Ω20 sin θ = 0 (55)
which is the equation of motion of a pendulum damped
by both Coulomb friction and a laminar drag that
changes with time. This C4ω/t term provides the re-
quired hysteretic behaviour but, once again, there is no
provision for negative damping.
The analogy between the non-linearities of the pen-
dulum and non-linear optics was also noted in reference
[108]. Regarding analogies between a forced harmonic
oscillator and non-linear optics see [109, 110].
A. OPA model results
Equations (50), (51), and (52) allow for quite good fits.
Figure 11 presents one example. Many of OPA model
fits show a 5% residual peak near t = 1 s similarly to the
classic model (as in Figure 8).
The explicit inverse dependence on time (t−1) in equa-
tion (51) obviously imposes an hyperbolic amplitude de-
cay matching the experimental data for initial times.
As the OPA model can’t describe negative damping,
we resume its study and keep the idea that the experi-
mental data is consistent with energy storage and con-
verted energy release (parametric amplification that is
similar to either self-oscillations or parametric pumping).
So, now we have two models that fit our data but not in
a completely satisfatory way. We continue investigating
better models.
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FIG. 11. Results for Aθ corresponding to run 09la1 fitted by the OPA model. Fitted parameter values are Ω0 = 5.05 rad s−1,
C4 = 3.25, C5 = 1.57× 10−3 s−1, and t0 = −8.85 s (this is the zero of model time in the experimental time scale).
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VI. FRACTIONAL DERIVATIVES
One common example, often used to introduce the con-
cept of memory, is what happens when the air and dust
entrained by a moving car, on a desert sandy road, ends
up overcoming and falling on the wind-shield when the
car slows down to a full stop. This intuitive event, rep-
resenting a memory effect of the whole system, can also
be observed in underwater pendula [52].
Memory effects are an integration of past events (his-
tory) and, in the case of a physical pendulum, cannot be
modelled exclusively by an added mass that depends on
the instantaneous only θ and ω (see Figure 17). Memory
effects are traditionaly described by the Basset history
force [111–122]
FH =
3
2
ρd2s
√
piν
∫ t
0
a(t′)
dt′√
t− t′ (56)
where ρ is the fluid specific mass, ds is the diameter of a
sphere, ν is the kinematic viscosity and a is the transla-
tional acceleration of the sphere in the stationary fluid.
The expression of the Basset force is equivalent to a frac-
tional semi-derivative [123–126]
FH ∝ D
1
2
t v, (57)
where v is the translational velocity of the sphere in the
stationary fluid. The above semi-derivative can be gen-
eralized
FH ∝ Dβt v (58)
establishing a connection between the fractional deriva-
tive order and the permanence of memory [127]. The
above constitutes a sound basis for the introduction of a
fractional derivative in the physical pendulum equation
of motion. Nevertheless, there is a diversity of reasons,
listed below, that provide additional support.
1. Fractional derivatives integrate all causes of mem-
ory effects and may, therefore, be used either as a
replacement of those causes [128] or as a completion
of a rough model [129].
2. Fractional models can describe negative damping
[130], mechanical energy increases, and/or odd-
even symmetry breakings [131, 132].
3. Significative reductions in the number of model pa-
rameters was achieved in viscoelasticity [133–136],
thermal systems [137], acoustics [138], electronics
[139], and biology [140].
4. The equivalence between differential equations of
non-integer order with a constant coefficient and
differential equations of integer order with a vary-
ing coefficient, like equation (55), has been conjec-
tured [141, 142].
5. Additional memory terms were found necessary for
the BBO equation [143–146] both when extended to
compressible fluids [121, 147] and when considering
axisymmetric bodies [148].
6. The Basset history force was found non-negligible
in oscillatory motion [149].
7. The term −(τω)2α in equation (10) was identified
as a “summary of the history integral effect” [57].
Taking all these reasons into consideration, we introduce
in section §VII a fractional differential equation of motion
for the physical pendulum.
We shall use a time-independent-order fractional
derivative but note that some authors prefer variable-
order [150, 151].
A few aspects of fractional derivatives, related to their
widespread use, are mentioned next.
The fractional derivative provides a functional inter-
polation between closest integer derivatives. Figure 12
contains examples.
The fractional derivative of a trigonometric function
is proportional to a dephasing of the original function
and the amount of dephasing is itself proportional to the
order of the fractional derivative.
Fractional derivatives have been studied for a long time
and were defined in many ways but became an instrument
of physicists only recently and therefore their physical
meaning has been the subject of several discussions [152–
154], particularly in respect of projectile motion [155,
156] and damped harmonic motion [157].
Recently, an early introduction of fractional calculus
syllabus was proposed [158].
A. Calculating fractional derivatives
Our calculations are based on the Gru¨nwald-Letnikov
definition of fractional derivative [159] which is consid-
ered a fractional derivative in a strict sense [160]. As
time fractional derivatives must be calculated from past
data only (ignoring future data) for causality to be kept, a
time fractional derivative must be a left derivative. Con-
sider a function f(t), where t is time, which is known
only at a discrete set of steps ti = ti−1 + h, i = 0, . . . , N
so that fi = f(t = ti). Consider also that the time frac-
tional derivative of order β corresponds to the operator
Dβt . Then we use(
Dβt f
)
i
=
1
hβ
N∑
k=0
Wkfi−k (59)
where
Wk =
(
1− β + 1
k
)
Wk−1, W0 = 1,
h = 1/120 s, coinciding with the videos’ frame rate, and
N = 100 (we take one hundred steps into the past to
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calculate the fractional derivative). This means that
Nh ≈ T where T is the oscillation period.
B. Solving fractional differential equations
As for solving integer differential equations, fractional
differential equations require adequate numerical meth-
ods. Following some preliminary tests with the compact
numerical method proposed by Seredyn´ska and Hanyga
[161] to solve fractional differential equations for nonlin-
ear oscillators, a version of the algorithm proposed by
Spanos and Evangelatos [162] was implemented because
it generally follows the principles of predictor-corrector
methods [163].
A general pendulum equation of motion may be writ-
ten as (§VII)
α+ Ω20 sin θ = αdl +Dβt αdh (60)
where αdl is a known algebric function of the angular
velocity describing dissipative acceleration at low speed
and αdh is a known algebric function of the angular veloc-
ity describing dissipative acceleration at high speed but
ignoring memory effects. Supposing known initial angle
θ0, angular velocity ω0 and angular acceleration α0, the
method starts by making a prediction about some values
of the next step using a Taylor series expansion
θi+1 =θi +
(
ωi + αi
h
2
)
h (61)
(sin θ)i+1 = sin θi +
(
ωi cos θi + (αi cos θi − ω2i sin θi)
h
2
)
h
(62)
ωi+1 =ωi + αih (63)
αdhi+1 =αdhi +
dαdh
dω
∣∣∣∣
i
αih (64)
The history sum is
Σi+1 =
N∑
k=1
Wkαdhi+1−k
and the fractional derivative is, therefore, predicted to be(
Dβt αdh
)
i+1
=
αdhi+1 + Σi+1
hβ
.
The angular acceleration results from equation (60)
αi+1 = −Ω20(sin θ)i+1 + αdli+1 +
(
Dβt αdh
)
i+1
. (65)
The method continues by correcting the predictions via
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the linear acceleration approximation [164]
θi+1 =θi +
(
ωi + (2αi + αi+1)
h
6
)
h (66)
ωi+1 =ωi + (αi+1 + αi)
h
2
(67)
and finishes reapplying equation (65).
In order to avoid numerical ambiguities related with
initial conditions we assumed that the pendulum was
placed or launched at constant velocity, that is, we
assumed null acceleration on the whole unkown past
[165, 166]. Note that the Gru¨nwald-Letnikov definition
is, in this case, equivalent to the original Riemman-
Liouville definition [167].
VII. FRACTIONAL MODEL
Given the unclear results of Ca(l1) in Figure 7 and the
absence of negative damping in results of both the clas-
sic model and the OPA model, we opted for replacing
αiner, equation (18), with a fractional derivative. The
introduction of a fractional derivative made us try to
non-dimensionalize the equation of motion in order avoid
changing units. This is achieved dividing by (2Ω0)
2. A
long trial-and-error process finally led us to the following
fractional model.
dAω
dt∗
+
sin θ
4
= −G1
4
√|Aω|
sgn(Aω) −G2D
β
t∗
(Aω|Aω|pf−1) (68)
where t∗ = 2Ω0t is a non-dimensional time and Dβt∗ is
the left Gru¨nwald-Letnikov fractional derivative of order
β in t∗. Note that
Aω = dθ
dt∗
= D1t∗θ. (69)
Also note that G1
4
√|Aω| is similar to the friction pro-
posed in [168].
A. Fitting models to data
We used amebsa [169], almost completely reimple-
mented in PASCAL language to fit the fractional model
§VII (with initial estimates guided by the classic model).
Fitting is in this case an iterative process and, there-
fore, depends on an initial estimate of the model param-
eters. In order to calculate parameter uncertainties one
must generate a sample of best-fitting parameter sets.
We generated 150 best-fitting parameter sets of the frac-
tional model (§VII) for each experimental data run. Each
individual parameter set was obtained from a single fit-
ting procedure, each with a different initial estimate se-
lected randomly from a range set. A single range set was
defined by previous fitting trial-and-error for each exper-
imental data run. This trial-and-error means is-or-is-not
in the basin of attraction to the global best-fitting param-
eter set. Out of each sample of 150 individual parameter
sets, we identified the one corresponding to the minimum
of
Ξ2 =
1
N
N∑
i=1
((Aθmod −Aθexp)2 + (Aωmod −Aωexp)2)
(70)
where N is the number of experimental data points of the
run. This minimum is Ξ2min. We then selected the pa-
rameter sets having Ξ2 ≤ 54Ξ2min. From this selection we
identified the maximum Ψmax and the minimum Ψmin of
each parameter Ψ. Finally, we calculated the uncertainty
as
u(Ψ) =
Ψmax −Ψmin
2
. (71)
The uncertainties thus calculated appear in figures 15
and 16.
B. Fraccional model results
Our main result is the long-time accurate fit of ex-
perimental data for all runs. In Figure 13 we present
the results obtained for the best fit of run 03na1, as an
example, showing that apparent mismatch between fit
and data occurs only in the last fifth of oscillation time.
An alternative 3D representation, corresponding to equa-
tions (70), (31) and (33) is presented in Figure 14. This
figure highlights a curious feature of launched runs: phase
velocity changes sign when θ = pi rad.
The results for the fractional derivative order β in Fig-
ure 15 allow an easier interpretation than those for Ca
in Figure 7. The high uncertainties of β do not hide the
fact that there are two behaviours: one for small tiles and
another for big tiles. Small tiles imply near zero memory
effects for launched runs and big tiles imply that the alley
increases the memory effects. Taken together these two
behaviours say that memory effects are enhanced by low
speed. As expected, the results for G1, G2 and pf in Fig-
ure 15 are qualitatively similar to the results for C0, C3
and p in Figure 7. Note, however, that the derivative of
a polynomial reduces its degree and, therefore, it would
be expected that
pf − β ≈ p. (72)
Finaly, the results for Ω0 in Figure 16 demonstrate
the high accuracy of the fractional model both by the
small relative uncertainties (ur < 0.3%) and by the good
consistency with the independent theoretical model ex-
plained below. Figure 16 shows that Ω0 is slightly lower
for the alley runs. This is consistent with an augmented
system’s inertia and reveals the effect of the coherent air
flowing along the alley lateral and bottom surfaces, spe-
cially in the small angle oscillations.
Assume that the pendulum and the tiles are perfect
cuboids. Suppose that we assemble the pendulum of
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FIG. 13. Results for θ corresponding to run 03na1 fitted by the fractional model. Compare with Figure 8.
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mass M0 with one tile of mass m. We may now write
Ω20 =
(M0lcom +mR)g
I0 +
(
R2 +
l21
12
)
m
(73)
where R = l0− l12 and I0 = M0 l
2
0
3 (see Figure 1). Consid-
ering that M0 = λ0l0, m = λ1l1 and lcom = l0/2, where
λ is mass per unit length assumed equal for all tiles, one
arrives at
Ω0 =
√
g
l0
√√√√√√ 12X + l1l0 − 12
(
l1
l0
)2
1
3X +
l1
l0
−
(
l1
l0
)2
+ 13
(
l1
l0
)3 (74)
16
where X = λ0/λ1. We fitted this equation to the re-
sults of Ω0(l1) in Figure 16 and obtained X ≈ 1.48 and
l0 ≈ 54 cm. The actual value is 52 cm. The fitted and
the actual l0 values don’t match exactly because the ac-
tual pendulum isn’t a cuboid and the tiles don’t have
equal mass per unit length. However, the results for Ω0
in Figure 16 show that when λ1 = m/l1 increases, Ω0
consistently decreases.
The set of results from the fractional model for run
24la1 allows the revisualization of Figure 4 as in Figure
17.
VIII. CONCLUSION
The physical pendulum is traditionally treated as a
rigid body and a one-body equation is used to describe a
rotating center of mass. Only gravitational and strictly
dissipative torques are traditionally considered but the
experimental data collected in this experiment clearly
shows, for large amplitude oscillations, a hysteretic be-
haviour. Also, the experimental results confirm that a
fixed structure unconnected to the pendulum may modify
its motion. This means that the pendulum damping de-
pends on the flow of air surrounding the pendulum. The
pendulum equation of motion must, therefore, account
for a multitude of air flow consequences, such as non-
constant moment of inertia, recoverable air kinetic en-
ergy, automatic parametric pumping, and the compound
hysteretic behaviour. The special consequence of non-
null air flow when the strictly rigid pendulum stops, im-
poses the consideration of memory effects that can only
be adequately modelled by fractional derivatives.
Some attention was payed to the extraction of another
classic rigid body concept, the natural angular frequency
of the linear harmonic oscillator. On the one hand, esti-
mates of the natural angular frequency can be obtained
directly from both angle and acceleration experimental
data but, on the other hand, our model-based estimates
establish an interdependency between the use of an un-
connected structure and the natural angular frequency.
Given the obtained results it is possible to expect not
only that the proposed fractional model will be able to
fit general pendular phenomena including forcing, ampli-
tude resonance, and rotatory regime but also that the
fractional derivative of a power-law can be used as a
generic model of air drag.
The physical pendulum is, after all, the exponent of
classics.
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