I mag ine this sit u a tion: you've just com pleted a study that in volved 2 groups, one of which re ceived a new drug while the other re ceived stan dard ther apy. They were fol lowed for 3 months, dur ing which time each pa tient com pleted a weekly self-report scale and had blood drawn once monthly. At the end of the trial, you have com plete data on all the sub jects who were ini tially en rolled. I said "imag ine this sit u a tion," be cause you will have to imag ine it-it rarely oc curs in real life. There are very few large stud ies with re al is tic fol low-up times and real pa tients that come even close to the 100% follow-up of the NASCET trial (1) . The more usual sit u a tion is that sub jects miss ap point ments or drop out of the study entirely, ques tion naires get mis placed, blood sam ples get lost or the equip ment breaks down, and data get en tered in cor rectly into the com puter (and, need less to say, the orig i nal forms can not be found af ter the er rors are de tected). In other words, miss ing data are a fact of life in most treat ment stud ies. This raises 2 is sues: why is it im por tant, and what can we do about it?
Why Missing Data Is an Important Issue
Ef fect on Sam ple Size When data are miss ing, the va lid ity of a study can be com promised in sev eral ways. The first we will dis cuss is the ef fects on sam ple size. Well-planned stud ies be gin by cal cu lat ing the num ber of sub jects needed to dem on strate sta tis ti cal sig nif icance, based on some as sump tions (re al is tic, we hope) made about the mag ni tude of the ef fect we ex pect to see (2) . Because en roll ing, fol low ing, and as sess ing sub jects is an expen sive prop o si tion, we try to keep the sam ple size as close to this num ber as pos si ble. If we lose data points along the way, Miss ing data are com mon in most stud ies, es pe cially when sub jects are fol lowed over time. This can jeop ard ize the va lid ity of a study be cause of re duced power to de tect dif ferences, and es pe cially be cause sub jects who are lost to fol low-up rarely rep re sent the group as a whole. There are sev eral ap proaches to han dling miss ing data, but some may re sult in bi ased es ti mates of the treat ment ef fect, and oth ers may over es ti mate the sig nifi cance o f the sta tis ti cal tests. When cross-sectional data (for ex am ple, demo graphic and back ground in for ma tion and a sin gle out come meas ure ment time) are miss ing, re place ment with the group mean leads to an un der es ti mate of the stan dard de via tion (SD) and in fla tion of the Type I er ror rate. Us ing re gres sion es ti mates, es pe cially with er ror built into the im puted value, less ens but does not elimi nate this prob lem. Mul ti ple im pu ta tion pre serves the es t imates of both the mean and the SD, even when a sig nifi cant pro por tion of the data are miss ing. With lon gi tu di nal stud ies, the last ob ser va tion car ried for ward (LOCF) ap proach pre serves the sam ple size, but may make un war ranted as sump tions about the miss ing data, re sult ing in ei ther un der es ti mat ing or over es ti mat ing the treat ment ef fects. Growth curve analy sis makes maxi mal use of the ex ist ing data and makes fewer as sump tions.
(Can J Psy chia try 2002;47: 68-75) the ef fec tive sam ple size at the end may not be suf fi cient to show sig nif i cance. At first glance, the so lu tion to this prob lem seems sim ple: as sume ahead of time that some sub jects will drop out, and in crease the ini tial sam ple size to ac com mo date this. So, if we es ti mate that we'll need 60 sub jects, but that 15% may not com plete the study, we will ac tu ally en roll 71 peo ple. How did we get 71? By the equa tion: . This partly gets around the prob lem of sub jects drop ping out (we'll see later why it's only a par tial so lu tion), but it leaves a more in sid i ous prob lem-that of sub jects who re main in the study, but with some of their data per haps miss ing. If we look at Ta ble 1, we can see why the dif fi culty is in sid i ous. It shows which data are pres ent for 5 vari ables (A through E) and 10 sub jects. One-half of the sub jects are miss ing only 1 value, no one is miss ing more than 1 num ber, and no vari able has more than 1 sub ject with a miss ing data point. This looks rel a tively in noc u ous, be cause we can eas ily live with a vari able hav ing 10% of its val ues miss ing. But, let's say we want to fac tor an alyze these data, or do a mul ti ple re gres sion, with Vari able A, for ex am ple, as the de pend ent vari able and B through E as the pre dic tors. Here is where we run into trou ble. Sta tis tics that use 2 or more vari ables at once use what is called a listwise or a casewise de le tion; that is, if any sub ject is miss ing a value for any vari able in the anal y sis, then that per son is elim i nated, along with all of his or her valid data. So, even though only 10% of the data points are miss ing, the anal y ses will elim i nate 50% of the sub jects and their data in this ex am ple. One sim ula tion found that when only 2% of the data were miss ing at ran dom, over 18% of the to tal data set was lost us ing listwise de le tion; over 59% of cases were lost with a 10% miss ing data rate (3). (Do not be tempted by this to use an op tion pres ent in some sta tis ti cal soft ware pack ages called pairwise de le tion, which de letes only the pairs of vari ables for which 1 value is miss ing. This means that each cor re la tion may be based on dif fer ent com bi na tions of sub jects, which leads to far more prob lems than it solves, such as neg a tive vari ances and cor rela tions greater than 1.0.) So, even a few miss ing val ues, if spread across sev eral sub jects and vari ables, can re sult in a large de crease in the sam ple size for many anal y ses.
Ef fect on Va lid ity of the Study
The sec ond way in which miss ing data com pro mise the va lidity of the re sults can not be solved by the sim ple ex pe di ent of en roll ing more sub jects than we need or by re plac ing the missing sub jects with new ones. This is be cause data are rarely miss ing for triv ial rea sons. That is, peo ple of ten drop out of a study be cause they aren't get ting any better and look for a differ ent form of treat ment, or they find the side ef fects of the treat ment too oner ous to deal with, or they have got ten better and don't see any pur pose in wast ing their time com ing into the clinic just to fill out some ques tion naires and have blood drawn-or half a dozen other rea sons, all of which are re lated to the in ter ven tion it self. This is a par tic u lar prob lem if subjects drop out of the groups at dif fer ent rates or for dif fer ent rea sons. Let's work through a few ex am ples.
It is of ten the case that pa tients in one con di tion do less well than those in the other arm of the study. If pa tients drop out of the trial be cause they do not feel that they are get ting better, there will be more un suc cess ful cases who will leave the first group than the sec ond. This will de crease the mag ni tude of the treat ment ef fect. We can il lus trate this with the data in Ta ble 2.
To keep the ex am ple easy, as sume that pa tients ei ther improve, in which case their change score is 10, or they don't Table 1 . Example of missing data points for 10 subjects and 5 variables
Subject
Vari able
im prove, in which case their score is 0. If we take the av er age im prove ment score for all sub jects in both groups, it is 8 for Treat ment A and 4 for Treat ment B. But, if one-half of those who do not im prove drop out of the study, the mean change score for the re main ing sub jects will be 8.9 for Treat ment A (based on 9 sub jects, of whom 8 im prove) and 5.7 in Treatment B (based on 7 sub jects, of whom 4 im prove). So, the orig i nal dif fer ence of 4 points is re duced to 3.2 points, and the es ti mates of the in ter ven tion's ef fec tive ness in both groups are bi ased up wards. Al though this is an ex treme ex am ple, the ef fect is the same if not all the change scores are iden ti cal; only the mag ni tude of the ef fect will be some what less.
Con versely, if one-half of the peo ple who im prove drop out, there will be 4 peo ple with scores of 10 and 2 peo ple with scores of 0 in Group A, for a mean of 6.7, and there will be 2 peo ple with scores of 10, and 6 with scores of 0 in Group B, yield ing a mean of 2.5. Again, the mag ni tude of the dif fer ence is re duced (3.5 in stead of 4), and the es ti mates of the treatment's true ef fects are er ro ne ous (in this case, bi ased downward). Re placing lost sub jects with new ones does n't help in ei ther sit u a tion, be cause the same fac tors that in flu ence dropping out will af fect them, too; we'll sim ply end up with more peo ple pro vid ing a bi ased and un trust wor thy es ti mate of the treat ment means.
The sit u a tion be comes even worse if peo ple drop out of each group for dif fer ent rea sons. That is, if those who im prove drop out of the group with the more ef fec tive treat ment because they've got ten better, while those who do not im prove quit the other group be cause they are not im prov ing, the es timate of the treat ment ef fect in the ex per i men tal group will be bi ased down ward and that of the con trol group bi ased upward. Again, the groups will ap pear to be more sim i lar than is ac tu ally the case.
Types of Missing Data
Be fore dis cuss ing the cures, a lit tle more about eti ol ogy. Med icine is re plete with terms that seem de signed to con fuse. (For ex am ple, who has ever seen a red rash that looks like a wolf, even in pa tients with sys temic lupus erythematosus?) Not to be out done, sta tis tics, too, has its fair share of con fus ing ter mi nology. Three such terms are im por tant here: data can be miss ing com pletely at ran dom (MCAR), miss ing at ran dom (MAR), or miss ing not at ran dom (MNAR) (4). The first 2 terms are not syn on y mous. For a change, the first term, MCAR, means exactly what it says: the prob a bil ity of the "missingness" of a vari able (an ugly sta tis ti cal jar gon term) is not re lated ei ther to the value of that vari able or to any other vari able (such as group mem ber ship, sex, or du ra tion of the dis or der). This may oc cur if, for ex am ple, a piece of lab equip ment were to break down, spoil ing some of the sam ples; or if a wa ter leak ru ined a batch of ques tion naires; or if a sub ject was out of the coun try on a fol low-up day for a rea son un re lated to the dis or der; or if peo ple did n't show up for an ap point ment be cause of bad weather (a par tic u lar prob lem in Can ada). Be cause the data are MCAR, their loss does n't bias the re sults in fa vour of one group or the other. This is a fairly strin gent cri te rion for missingness. We of ten act as if miss ing data are MCAR, but they rarely are.
More com monly, missingness is re lated to some vari able that we've mea sured, but not to the out come (the sit u a tion called MAR). For ex am ple, older peo ple may miss more ap pointments than do youn ger peo ple be cause of dif fi culty get ting to the ses sion in bad weather. As long as age is not re lated to depres sion, the data are MAR. Data that are MCAR or MAR are "ignorable" (an other ugly sta tis ti cal term) be cause, as we'll see, we're able to fill in the blanks us ing the other vari ables in the data set.
Even more of ten, though, the prob a bil ity of missingness is related to val ues that are them selves miss ing. This is the case when, for ex am ple, peo ple drop out of a study be cause they are not get ting better or, con versely, have got ten better. That is, the prob a bil ity of hav ing miss ing val ues on a de pres sion scale is re lated to the de gree of de pres sion. In this sit u a tion, the missing data are MNAR; these miss ing data are also called "non-ignorable." The dis tinc tions among MCAR, MAR, and MNAR data are im por tant, be cause the dif fer ent tech niques for deal ing with the prob lem make var i ous as sump tions about why they are miss ing.
What To Do About It
Testing for Dif fer ences
Actually, this sec tion should have the more un wieldy, but also more de scrip tive head ing of "What's al ways done, but why bother, be cause it does n't tell us any thing in any case, al though it keeps the ed i tors happy." In al most ev ery trial that has dropouts (that is, in al most ev ery trial), the re sults sec tion be gins by com par ing those who com pleted the study with those who did not. And, in al most ev ery case, the con clu sion is that there are no sig nif i cant dif fer ences be tween these 2 groups of people. Why should n't we bother to do this? Mainly, be cause the con clu sion is most of ten wrong. If we as sume that peo ple do not drop out for triv ial rea sons (ex cept for peo ple mov ing out of the re gion or dy ing for causes un re lated to the dis or der or the treat ment), then by def i ni tion, those who dropped out are dif fer ent; we sim ply have n't found those dif fer ences. There are at least 2 rea sons for this. The first is, again, sam ple size. If we based the sam ple size on a cal cu la tion of how many subjects are nec es sary to show a clin i cally im por tant dif fer ence, then sam ple sizes that are smaller than this fig ure are, by def ini tion, less likely to de tect im por tant dif fer ences. Un less the drop outs form a large pro por tion of the to tal sam ple size (which would call into ques tion the va lid ity of the study as a whole), there will not be a suf fi cient num ber of peo ple in that group to see sta tis ti cal sig nif i cance for even large and clin ically im por tant dif fer ences with as high a de gree of cer tainty.
The sec ond rea son for the al most uni ver sal fail ure to find differ ences be tween drop outs and com plet ers is like the pro verbial drunk look ing for his keys un der the lamp post-not be cause he lost them there but, rather, be cause the light is better than where he ac tu ally dropped them. Sim i larly, we're of ten look ing in the wrong place to find dif fer ences be tween those who do and do not re main in a study. We per form tests on vari ables for which we have data, such as age, du ra tion of ill ness, num ber of pre vi ous hos pi tal iza tions, and so forth, not be cause we ex pect that these are the cru cial vari ables that affect re ten tion in the study but be cause they are avail able. We rarely mea sure the fac tors that may be im por tant, such as the per son's in ten tion to com ply, or what he or she ex pects to gain from par tic i pat ing.
The bot tom line is that test ing for dif fer ences be tween complet ers and noncompleters is of ten a rit ual we feel ob li gated to per form (or are made to feel ob li gated to by the ed i tors), but it is one that rarely yields any use ful in for ma tion.
Fill ing in the Blanks
Missing data can oc cur in 1 of 2 ways: sub jects start the study, but drop out be fore the trial is done, or they do stay in the study to the end, but some of their data may be miss ing. This may occur for sev eral rea sons, such as fail ure to ap pear for an appoint ment, equip ment fail ure, loss of data sheets, or the omis sion of some items in a ques tion naire. Un til re cently, this would have re sulted ei ther in rel a tively crude at tempts at imput ing their data (a fancy term for "in vent ing num bers") or in drop ping them en tirely from some of the anal y ses. Let's be gin with the eas ier sit u a tion-the sub ject re mains in the study, but with some miss ing val ues.
Per haps the eas i est way of fill ing in the blanks is to re place the miss ing val ues with the mean of the group. For ex am ple, if a Beck De pres sion In ven tory (BDI) score were miss ing for a few peo ple (un der 10% or so), then the mean BDI score of the re main ing sub jects would be as signed to them. We can even be some what more so phis ti cated and try to get more ac cu rate es ti mates based on group char ac ter is tics. For ex am ple, because women tend to have slightly higher de pres sion scores than men, we can use the mean of the fe male sub jects to replace women's miss ing val ues and do the same for men. This method has sev eral at trac tive fea tures. First, it is easy to under stand and to im ple ment with most sta tis ti cal pack ages. Sec ond, it does not bias the es ti mate of the mean, since the replaced value is the mean it self. When things seem this easy and straight for ward in sta tis tics, it is usu ally a sign that there are ma jor prob lems wait ing in the wings, so we should not be sur prised to find some. The first is that re plac ing with the mean as sumes that the data are MCAR, which is very rarely the case. Sec ond, and more im por tant, is that it re duces the esti mate of the stan dard de vi a tion (SD) of the vari able, be cause the im puted val ues do not dif fer at all from the mean. Since all para met ric sta tis ti cal tests use the stan dard er ror of the mean (the SD di vided by the square root of the sam ple size [5] ) in their cal cu la tions, this re sults in in fla tion of the test's value, in con fi dence in ter vals (CIs) that are too nar row, and in an increased prob a bil ity of a Type I er ror (that is, con clud ing that there is a dif fer ence, when in fact there is n't one).
A step up in so phis ti ca tion, called hot-deck im pu ta tion, involves find ing a sim i lar per son among the sub jects and us ing that per son's score. For ex am ple, let's say Sub ject A is missing her third BDI score. We would look for a woman who has sim i lar scores to Sub ject A's on the first 2 BDIs and use this per son's third test ing as the value for Sub ject A. If there are sev eral such peo ple (as we hope there are), one is se lected at ran dom. This re sults in a more ac cu rate es ti mate of the score, be cause the value is re al is tic and in cludes some de gree of mea sure ment er ror. The down side of this ap proach is again that it re duces the es ti mate of the SD, and also re quires a large sam ple size to find peo ple with sim i lar scores.
Taking this to its log i cal end, we can use mul ti ple re gres sion to pre dict the miss ing val ues, based on sev eral other vari ables in the data set. This means that we don't have to find sub jects with sim i lar scores, which is both eas ier and more prac ti cal, es pe cially with a lim ited num ber of peo ple in the study. In fact, this is the ap proach used by many sta tis ti cal soft ware pack ages. This tech nique also has the ad van tage of re quir ing data that are only MAR, which is more rea son able than the more strin gent MCAR re quire ment. It as sumes, though, that we are able to pre dict the miss ing value from other scores in the data and, again, has the draw back that it is bi ased to ward the mean. This re sults in a re duced es ti mate of the SD and in CIs that are too nar row. An im prove ment on this is to use the value pre dicted by the re gres sion equa tion, and then add a "fudge fac tor," which is some de gree of er ror based on the SD of the pre dicted val ues. For ex am ple, if the pre dicted value of the BDI is 10 for a sub ject, we would add or sub tract something to this where how much is added or sub tracted is con sistent with the amount of er ror in the re gres sion equa tion; the more ac cu rate the pre dic tion (that is, the higher the value of the R 2 ), the smaller the fudge fac tor. This means that if 2 people have pre dicted scores of 10, they would each get somewhat dif fer ent im puted scores. Be cause of this, we pre serve the SD of the vari able. It re quires a bit more work, but we are re paid in that the re sult ing sta tis ti cal tests aren't quite as biased (6) .
Within the past few years, even more so phis ti cated and ac curate meth ods, called mul ti ple im pu ta tion, have been de veloped (7, 8) . These ap proaches use max i mum like li hood and Markov Chain Monte Carlo pro ce dures (about which, the less said the better). Ba sically, they es ti mate the miss ing val ues based on re gres sion-like sta tis tics, but do it many times, with dif fer ent start ing val ues each time. The fi nal im puted value is the mean of these guesses. Mul ti ple im pu ta tion's power derives from the fact that not only does it es ti mate the mean, but, based on how much the guesses dif fer from each other, it can build in the vari abil ity that is pres ent in the data. The end result is that the fi nal data set, with the im puted val ues, gives un bi ased es ti mates of means, vari ances, and other pa ram e ters.
It is of ten said that you don't get some thing for noth ing. In the case of com puter pro grams that do mul ti ple im pu ta tion, however, you ac tu ally do get some thing for noth ing. There is a com mer cially avail able pro gram, called SOLAS (9) , that costs over $1000, but some pro grams that are free and can be down loaded from the Web ac tu ally work better (10) . The most pow er ful one is called Amelia (11) , in hon our of that famous miss ing per son who could not be brought back, even with a com puter pro gram. An other, called NORM (12) , is much eas ier to use but is lim ited to data that are nor mally dis trib uted. CAT (12) , writ ten by the same group, deals with cat e gor i cal data.
Trying It Out
Un til now, we've been talk ing in gen eral that some im pu ta tion meth ods re sult in smaller val ues for the SD than do oth ers. Let's take a look at how much the meth ods vary. I be gan with some real data for 10 vari ables from 174 sub jects. For 1 of those vari ables, I ran domly de leted 20% of the val ues (cre at ing the most op ti mal sit u a tion, in that the data are MCAR). Then, the miss ing val ues were im puted 4 ways: 1) they were re placed by the mean; 2) they were es ti mated with a re gres sion equation, where the other vari ables were pre dic tors; 3) they were es ti mated with a re gres sion, where the im puted val ues were var ied based on the SD of the pre dicted value; and 4) they were es ti mated us ing the mul ti ple im pu ta tion pack age NORM. As we can see in Ta ble 3, all the meth ods gave very good es timates of the mean. Where they dif fered, though, was in es timat ing the SD. As ex pected, re place ment with the mean re sulted in the low est value; it un der es ti mated the SD by nearly 13% and pro duced the nar row est CI. Mul ti ple re gres sion did mar gin ally better, fol lowed by mul ti ple re gres sion plus er ror. The mul ti ple im pu ta tion ap proach, though, yielded an es timate of the SD that dif fered from the orig i nal by less than 0.3% and re sulted in a CI nearly iden ti cal to that of the orig i nal data.
The bot tom line is that re place ment with the mean is the poorest op tion (other than listwise de le tion). If you do not have access to a mul ti ple im pu ta tion pro gram, re place the miss ing val ues with a re gres sion es ti mate, af ter mod i fy ing that es timate with some er ror based on the re gres sion equa tion it self.
Saving Those Who Are Lost
This sounds like an in vi ta tion to a re vival meet ing, and in a way it is. The tech niques we have just de scribed are use ful for fill ing in the blanks when the sub jects re main in the study but some of their data are miss ing. They are much less use ful when there are re peated mea sure ments over time, and the sub jects ei ther miss some fol low-up vis its or drop out of the study entirely. In this sit u a tion, there are also sev eral op tions, rang ing from abys mal to quite ac cept able.
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W The worst op tion is to drop the sub ject en tirely, for the rea sons that we dis cussed ear lier. How ever, if most sta tis ti cal pro cedures are done with out think ing (some thing none of us would ever do, but we're not too sure about some of our col leagues), this is ex actly what hap pens. Re peated mea sures anal y ses of vari ance (and all of their vari ants, such as multivariate anal ysis of vari ance) re quire that all the sub jects have com plete data: if even 1 value is miss ing, the pro grams elim i nate that per son and all of his or her data.
Within re cent years, many re search ers have adopted the strategy of "the last ob ser va tion car ried for ward" (LOCF). This means that if, for ex am ple, there were 6 fol low-up vis its, but the sub ject dropped out af ter the third, the value at Time 3 is "car ried for ward" and pre sumed to be the score at Times 4, 5, and 6. In Fig ure 1 , the dot ted line shows what we would ex pect to see if the sub ject re mained in the study, while the solid line shows the score that is ac tu ally re corded for that per son. The ra tio nale be hind this ap proach is that it is con ser va tive; that is, it op er ates against the hy poth e sis that peo ple will im prove over time, and so we are un der es ti mat ing the de gree of im prove ment.
The ad van tages of this ap proach are ob vi ous. It is easy to do, and we do not lose sub jects from the anal y ses. Un for tu nately, the dis ad van tages aren't as ob vi ous. First, let us take a closer look at the as sump tion of no change out side the study. While it may be con ser va tive in so far as the ex per i men tal group is concerned, it is ac tu ally quite lib eral when ap plied to sub jects in the con trol or com par i son group. It ig nores the fact that the nat u ral his tory for many dis or ders, such as de pres sion, is improve ment over time, even in the ab sence of med i ca tion. This is es pe cially true if the per son is on a com para tor drug. The selec tive se ro to nin reuptake in hib i tors (SSRIs), for ex am ple, are no more ef fec tive than the older TCAs; their ad van tage is in their side-effect pro file. Con se quently, pa tients may drop out of the TCA arm, not be cause they aren't im prov ing but because they have prob lems with dry mouth or drows i ness. Assuming they will not con tinue to im prove may un der es ti mate the ef fi cacy of these drugs. So, when ap plied to the con trol group, LOCF may ar ti fi cially in flate the dif fer ence be tween the groups in fa vour of the ex per i men tal one. Sec ond, when LOCF is used with neg a tive out comes, such as ad verse drug re ac tions, it un der es ti mates their con se quences by as sum ing that they will not get worse over time. The third lim i ta tion, which is re lated to the first 2, is that it does not make op ti mal use of all of the data points be fore the last one; that is, it ignores the "tra jec tory" of how the sub ject was im prov ing or get ting worse.
A more op ti mal way of deal ing with drop outs in lon gi tu di nal stud ies is a class of sta tis tics with many names: growth curve anal y sis, ran dom ef fects mod el ling, struc tured covariance ma trix anal y sis, hi er ar chi cal re gres sion mod el ling, and the like (6) . How ever, the first 2 terms-growth curve anal y sis and ran dom ef fects mod el ling-are per haps the most de scriptive when it is used for an a lyz ing data from drop outs. It is called "growth curve" anal y sis be cause it fits a line through the ex ist ing data points for each sub ject in di vid u ally. If there are 2 fol low-up vis its (the min i mum num ber for this type of anal y sis), we can de rive the pa ram e ters for a straight line; for 3 data points, we can fit a qua dratic line; and with 4 points, a cubic one. An added ad van tage is that these points do not have to be con sec u tive. If a pa tient misses 1 or 2 ap point ments in the mid dle, it will sim ply limit the com plex ity of the curve that can be fit ted, and we do not have to use the im pu ta tion methods we dis cussed ear lier. The term "ran dom ef fects" de rives from the fact that, when we usu ally fit a re gres sion line to some data, we as sume that the pa ram e ters (the in ter cept and slopes) are "fixed"; that is, the same for all of the sub jects. In a ran dom ef fects model, we al low them to dif fer for each person. This means that we do not ex pect that the curves for people who drop out will be the same as for peo ple who com plete the study. We al ready sus pect that they may dif fer, and this allows us to model those dif fer ences and ac count for them in the anal y sis.
The ma jor dis ad van tage at this time is that it re quires spe cialized soft ware and more than just a pass ing knowl edge of statis tics (al though stat is ti cians see this as a def i nite plus, en sur ing their con tin ued em ploy ment for at least a few more years). It also can not deal with sit u a tions where peo ple drop out of a study be cause of a dra matic wors en ing of their con dition or a sud den in crease in side ef fects af ter their last visit (nor, for that mat ter, can any other pro ce dure, other than asking the per son). For lon gi tu di nal data, how ever, it makes fewer un re al is tic as sump tions than the LOCF and better use of the ex ist ing data.
Summary
As long as re search ers use real peo ple as sub jects, there will be prob lems with miss ing data. We can not ig nore them-even re plac ing sub jects or elim i nat ing them from the anal y sis means that we have made a de ci sion about how they should be treated, and these are prob a bly the worst of all the al ter na tives. When we have cross-sectional data (for ex am ple, de mographic and back ground vari ables, or only 1 out come measure ment time), re place ment of miss ing val ues with the group mean pre serves the es ti mate of the mean, but re sults in an under es ti mate of the SD, a CI that is too nar row, and an in creased prob a bil ity of a Type I er ror. Using a re gres sion equa tion to es ti mate the miss ing val ues is slightly better, and this can be im proved fur ther if some er ror is ar ti fi cially added to the imputed value. The best al ter na tive is to use mul ti ple im pu ta tion, which gives more ac cu rate es ti mates of the mean and SD, even when 20% to 30% or more of the data are miss ing. For lon gi tu di nal fol low-up mea sures, LOCF is better than elim inat ing the sub ject from the anal y sis, but some of the as sumptions it makes about the miss ing data are un war ranted. This can bias the re sults, ei ther in fa vour of or against the hy poth esis, de pend ing on the na ture of the out come and the group mem ber ship of the sub jects with miss ing val ues. A pre ferred strat egy is to use growth curve anal y sis, which makes op ti mal use of the ex ist ing data, can han dle data points that are missing in the mid dle, and as sumes that the best pre dic tor of fu ture be hav iour is past be hav iour.
Let me end on a note of cau tion, though. The wider avail ability of these new and pow er ful im pu ta tion tech niques should not blind us to the fact that the best way of deal ing with missing data is not to have them in the first place. Good re search meth od ol ogy in cludes do ing ev ery thing pos si ble to en sure that we have as com plete fol low up as pos si ble. These im puta tion meth ods should be used only when ev ery thing else has failed and should not be seen as an ex cuse to let sub jects slip through our fin gers. W Can J Psy chia try, 
