The main result of the paper is that the oscillation (non-oscillation) of the impulsive delay differential equatioṅ
x(τ j ) = B j x(τ j − 0), lim τ j = ∞ is equivalent to the oscillation (non-oscillation) of the equation without impulsesẋ (t) = 
Preliminaries
We consider a scalar delay differential equatioṅ
x(τ j ) = B j x(τ j − 0), j = 1, 2, . . . ,
under the following assumptions (a1) 0 = τ 0 < τ 1 < τ 2 < . . . are fixed points, lim j→∞ τ j = ∞; (a2) A k , f, k = 1, . . . , m are Lebesgue measurable functions essentially bounded in each finite interval [0, b], B j ∈ R, j = 1, . . . , R is a real axis;
(a3) h k : [0, ∞) → R are Lebesgue measurable functions, h k (t) ≤ t.
Together with (1), (2) we will consider for each t 0 ≥ 0 an initial value probleṁ
A k (t)x[h k (t)] = f (t), where t ≥ t 0 , x(ξ) = ϕ(ξ), ξ < t 0 ,
x(τ j ) = B j x(τ j − 0), τ j > t 0 .
We assume that for the initial function ϕ the following hypothesis holds (a4) ϕ : (−∞, t 0 ) → R is a Borel measurable bounded function.
Definition. An absolutely continuous on each interval [τ j , τ j+1 ) function x : [t 0 , ∞) → R is a solution of the impulsive problem (3) , (4) if (3) is satisfied for almost all t ∈ [0, ∞) and the equalities (4) hold.
Definition. For each s ≥ 0 the solution X(t, s) of the probleṁ
is a fundamental function of the equation (1), (2) . We assume X(t, s) = 0, 0 ≤ t < s.
Then there exist one and only one solution of the problem (3) with the initial condition x(t 0 ) = α 0 and impulsive conditions x(τ j ) = B j x(τ j ) + α j that can be presented in the form
where
3 Non-oscillation Criteria for Impulsive Equations
Definition. The equation (1), (2) has a non-oscillating solution if there exist t 0 > 0, ϕ(t) satisfying (a4) such that for f ≡ 0 the solution of (3), (4) is positive for t ≥ t 0 . Otherwise, all solutions of (1),(2) are said to be oscillating. In sequel we accept that the following hypothesis holds (a5) delays are bounded: for every s > 0
The following theorem establishes non-oscillation criteria.
. . , m, and B j > 0, j = 1, 2, . . .. Then the following hypotheses are equivalent 1) The equation (1), (2) has a non-oscillating solution.
2) There exists
Here and in sequel we assume that a product equals to unit if number of factors is equal to zero.
Proof. The scheme of the proof is 1) =⇒ 3) =⇒ 2) =⇒ 1).
1) =⇒ 3)
. Let x(t) be a positive solution of (3), (4) 
Let us demonstrate that
is a solution of (8) . To this end we integrate the latter equality
Consequently,
since ϕ(t) is positive according to our choice of the point t 1 , which implies 3).
3) =⇒ 2). Consider (3), (4) with the initial function ϕ ≡ 0 and initial value x(t 1 ) = 0 in a segment [t 1 , b]:
Besides, we consider an ordinary impulsive differential equation including the solution u(t) ≥ 0 of (8):
The solution of (12) can be rewritten in the form [15] 
We seek for the solution of (11) of the form (13) . By substituting x anḋ x from (13) and (12) into (11), we obtain
The equation (14) is of the type
where (Hz)(t) = u(t)
It is well known [14] that the integral operator
For the operator H defined by (16)
Thus the inequality (17) holds and the operator H :
] is a compact Volterra integral operator. Therefore [14] its spectral radius is equal to zero. Consequently the equation (15) 
where I is the identity operator. Let us show that H is a positive operator. The operator H can be easily rewritten as a sum
The inequality (8) implies H 1 ≥ 0. So H = H 1 + H 2 ≥ 0. Since the spectral radius of H is equal to zero, then
Thus if f ≥ 0, then the solution z of (15) is non-negative: z ≥ 0. The solution of (11) has the form (13), where z is the solution of (15). Consequently, if in (11) f ≥ 0, then for the solution of (11) 
On the other hand, the solution of (11) can be presented in the form (6)
As shown above, f ≥ 0 implies x ≥ 0. Therefore the kernel of the integral operator is non-negative, i.e. X(t, s) ≥ 0 for
Let us prove that in fact the strict inequality X(t, s) > 0 holds. Denote
Our purpose is to demonstrate x(t) is non-negative. The function x(t) is a solution of (3), (4), with x(t 1 ) = 0, ϕ ≡ 0 and
Thus (8) implies f (t) ≥ 0. Therefore in view of (6)
For s > t 1 the inequality X(t, s) > 0 can be proven similarly.
2) =⇒ 1). Denote x(t) = X(t, t 0 ). Then x(t) is a positive solution of (3),(4) (f ≡ 0) with the initial function ϕ ≡ 0. The proof is complete.
Let us consider (1), (2) 2) X(t, s) > 0, t 0 ≤ s < t < ∞.
3) There exists a non-negative integrable on each interval
Then implications 3) =⇒ 2), 3) =⇒ 1) are valid.
Proof. The proof of 3) =⇒ 2) coincides with the proof of 3) =⇒ 2) in Theorem 1 up to the place where the operator H is presented as a sum of two terms. Here
Again, like in Theorem 1,
The end of the proof completely repeats the corresponding one of Theorem 1.
3) =⇒ 1). Let us consider the problem (3), (4) . Let µ t 0 be chosen as in the hypothesis (a5). We extend to the interval [µ t 0 , t 0 ) the coefficients A k (t) by zero and the delays h k (t) such that h k (t) ≤ t. Let u(t) be a non-negative function satisfying (20). We extend it by zero to [µ t 0 , t 0 ). Then u(t) is a solution of (20), where t 0 is changed by µ t 0 .
Consider a corresponding extension of (3),(4) to the interval [µ t 0 , ∞). As proven above, 3) =⇒ 2), therefore X(t, s) > 0 for µ t 0 ≤ s < t < ∞. Assuming ϕ(t) = X(t, µ t 0 ) for µ t 0 ≤ t < t 0 and
we obtain that x(t) is a positive solution of (3),(4) (f ≡ 0), with an initial point t 0 , that continuously extends the continuous initial function ϕ. This completes the proof of the theorem. Now we proceed to explicit non-oscillation results. Denote 
3)
Then the fundamental matrix X(t, s) is positive for t 0 ≤ s < t < ∞ and there exists a positive solution of (3), (4) Proof. Obviously 1) is a special case of 2). Let us prove the theorem assuming (21) holds. To this end we will demonstrate that a function 
This unequality can be deduced from the following one
After dividing this inequality by its left-hand side and logarithmizing it we obtain
which obviously results from (21).
Let 3) hold. We will prove that
+ is a solution of the inequality (20) which after substituting takes form
This inequality can be deduced from
where the product contains only factors for which B j < 1. The latter inequality after dividing by the left-hand side and logarithmizing coincides with (22). This completes the proof of the theorem.
Let us compare oscillation properties of (1), (2) and an impulsive equatioṅ (1), (2) and
Theorem 4 Let the hypotheses (a1)-(a5) hold for the equations
(23),Ã k (t) ≥ 0, B j > 0
. Suppose that any (therefore, all) of the hypotheses 1)-3) of Theorem 1 holds for (1),(2).
Then if A k (t) ≥Ã k (t), B j ≤B j and at least one of the hypotheses Proof. By the hypothesis of the theorem there exists a non-negative function u(t) satisfying (7). Besides, for any non-negative function u under the hypotheses of the theorem the inequality
holds. Consequently if u is a solution of the inequality (7) then u is a solution of this inequality, where A k , h k , B j are changed byÃ k ,h k ,B j . Then by Theorem 1 the other assertions of this theorem also hold . Corollary 1. Suppose the hypotheses (a1)-(a5) hold for (1), (2) and
If there exists a non-oscillating solution of the equation with constant coefficients and delayṡ 
Oscillation Properties of Impulsive and Nonimpulsive Equations
Consider a non-impulsive differential equatioṅ
Denote by x(t, s) the fundamental function of the equation (24). After substituting B j ≡ 1 Theorems 1 and 2 immediately yield the following results. 
(25) 2) x(t, s) > 0, t 0 ≤ s < t < ∞;
3) There exists a non-negative integrable on each interval
Corollary of Theorem 3 for the equation (24) coincides with the known non-oscillation result for equations without impulses [1, 2, 4] .
In this paper we present a fundamental result that enables to reduce the oscillation problem for (1),(2) to the oscillation problem for an equation without impulses. To this end consider an auxiliary equatioṅ
Denote by Y (t, s) a fundamental function of the equation (26).
2) All solutions of (1), (2) (f ≡ 0) are oscillating ⇐⇒ all solutions of (26) are oscillating.
3) There exists a non-oscillating solution of (1), (2) (f ≡ 0) ⇐⇒ there exists a non-oscillating solution of (26).
Proof. 1). Let X(t, s) > 0, t 0 ≤ s < t < ∞. Then by Theorem 1 there exists a solution of the inequality (7) for t ≥ t 1 . This inequality coincides with (25) under a k (t) = A k (t)
Therefore by Theorem 5 Y (t, s) > 0, t 1 ≤ s < t < ∞. The converse can be proven similarly.
2). Suppose all solutions of (1),(2) (f ≡ 0) are oscillating and (26) has a positive solution, beginning with a certain t 0 . Then by Theorem 5 Y (t, s) > 0 for t 1 ≤ s < t < ∞. Then, as proven in 1), X(t, s) > 0 for t 2 ≤ s < t < ∞. Consequently, by Theorem 1 the equation (1),(2) has a non-oscillating solution, which contradicts to the hypothesis. The converse is proven similarly.
Besides, 2) implies 3), which completes the proof. By applying Theorem 7 and known oscillation (non-oscillation) results on equations without impulses, one obtains oscillation results for impulsive equations. As an example we present the following statement.
Denote h(t) = min k h k (t),h(t) = max k h k (t). (1), (2) are oscillating.
Theorem 8 Let (a1)-(a5) hold for (1),(2),

