This paper proposes a method for modeling longitudinal binary data when nonresponse depends on unobserved responses. The proposed method presumes that the target of inference is the marginal distribution of the response at each occasion and its dependence on covariates, and can accommodate both monotone and non-monotone missingness. The approach involves a marginally specified pattern-mixture model that directly parameterizes both the marginal means at each occasion and the dependence of each response on indicators of nonresponse pattern. This formulation readily incorporates a variety of nonresponse processes assumed within a sensitivity analysis. Once identifying restrictions have been made, estimation of model parameters proceeds via solution to a set of modified generalized estimating equations. The proposed method provides an alternative to standard selection and pattern-mixture modeling frameworks, while featuring certain advantages of each. The paper concludes with application of the method to data from a contraceptive clinical trial with substantial dropout.
INTRODUCTION
Missing data are a common feature of longitudinal designs that complicate their analyses. For example, a year-long clinical trial comparing two doses of a contraceptive regimen (Machin and others, 1988) randomized 1151 women to receive either 100 or 150 mg of depot-medroxyprogesterone acetate (DMPA) at the start of each of four 90-day intervals. The women maintained menstrual diaries, and a binary 298 K. J. WILKINS AND G. M. FITZMAURICE indicator of menstrual irregularity (amenorrhea) was the outcome of interest for each interval. More than one-third of the women dropped out for reasons thought to be related to the outcome. In this paper, we focus on methods for estimating the means of longitudinal binary responses at each measurement occasion, and their dependence on covariates, when nonresponse depends on unobserved responses; the latter nonresponse process is referred to as not missing at random (NMAR) .
A range of methodologies for handling longitudinal data subject to nonresponse has been proposed, accommodating both general patterns of missingness and monotone patterns of dropout. When the focus is upon the marginal means of discrete responses, subject to NMAR nonresponse, both likelihood-based (e.g. Baker, 1995; Molenberghs and others, 1997; Ekholm and Skinner, 1998) and quasi-likelihood (e.g. Rotnitzky and others, 1998; Fitzmaurice and Laird, 2000) methods have been proposed. One aspect that all models for NMAR nonresponse must address is the inescapable need to postulate assumptions about how the probability of nonresponse may depend on unobserved responses. Unless supplemental information is available, the observed data provide no means to verify such assumptions. Consequently, sensitivity analysis under a range of assumptions about the missingness process is recommended.
Joint models for the "full" data (i.e. complete responses, both observed and unobserved, and indicators of missingness) can be broadly classified into "selection" and "pattern-mixture" models (Little, 1993) . Selection models factor the joint distribution into the marginal distribution of the complete responses and the conditional distribution of missingness indicators given observed and unobserved responses. In contrast, pattern-mixture models factor the joint distribution into the conditional distribution of responses given missingness pattern and the marginal distribution of missingness indicators. In either case, identifying constraints are required when the models are applied to the (incomplete) observed data. When marginal means are the target of inference, selection models hold the advantage of directly parameterizing the marginal distribution of the responses, whereas parameters in pattern-mixture models have interpretations "conditional" on patterns of nonresponse. Pattern-mixture models have an advantage when adopting assumptions concerning the dependence between unobserved responses and nonresponse. Stratification by patterns of nonresponses makes clear how the observed data lack information sufficient to estimate certain parameters; the latter require identifying constraints. The assumptions and implications concerning unobserved responses entailed in such constraints are transparent, in contrast to those for selection models.
We propose a method that retains advantageous features of both selection and pattern-mixture models. We develop a marginally specified pattern-mixture model for longitudinal binary data that directly estimates the marginal mean of each response, given covariates, while adopting assumptions about the dependence between unobserved responses and missingness indicators. The approach formulates models for the marginal means (similar to selection models) yet constrains these means via models conditional on nonresponse pattern (similar to pattern-mixture models) that characterize the nonresponse process. The approach is semiparametric, avoiding the proliferation of nuisance parameters in full likelihood approaches (e.g. Wilkins and Fitzmaurice, 2006) . Higher-order moments, and their dependence on nonresponse pattern, are left unspecified; as a result, sensitivity analysis is simplified appreciably. Modified generalized estimating equations enable subsequent estimation of marginal mean regression parameters.
MARGINALIZED PATTERN-MIXTURE MODEL

Notation
. . , Y i T ) denote the T × 1 vector of binary responses for the ith subject. Let X i = (x i1 , . . . , x i T ) denote the T × p matrix of covariates, which we consider to be fully observed (e.g. external or fixed by study design). Let
] be a vector of missingness indicators. Recall that pattern-mixture models factor the joint distribution for the complete data as f 
To specify (i), we link the marginal mean of each response to covariates x i j :
To specify (ii) and (iii), we represent each unique missingness pattern possible for the ith subject by a single scalar value r i = r (R i ). We set r = 0 to indicate a fully observed response vector, and let r = 0, 1, . . . , K − 1 index missingness patterns. We allow the marginal distribution of the nonresponse pattern,
, to depend on covariates X i , with parameters ν. For component (iii), characterizing the missingness process, we specify a model for the mean of
The model given by (2.2) specifies how the mean response for subjects exhibiting nonresponse differs from the complete cases. This parametrization defines i j implicitly as a function of θ = (β , α ) , φ i , and covariates x i j , due to the relationship between (2.1) and (2.2),
where φ ir = Pr(r i = r |X i ); z i j (r ) = z(x i j , r i = r ) is allowed to depend on the covariates X i , as well as on nonresponse pattern such that complete cases have z i j (r =0) = 0. Components (i) and (iii) have distinct roles. The marginal mean model within component (i) is chosen to match the desired target of inference. The conditional mean model within (iii) expresses an assumed nonresponse process. It must be recognized that unverifiable assumptions within (iii) drive inferences about the model parameters in (i). As a result, we recommend sensitivity analysis under a number of distinct assumptions within (iii). Identifying restrictions for (2.2) are discussed in Section A of the supplementary material (http://www.biostatistics.oxfordjournals.org). Finally, we note that there are constraints on the bivariate associations among the responses and nonresponse indicators in (2.2), determined by the marginal probabilities in (2.1) and the nonresponse probabilities. Such constraints, however, are known to be relatively weak (e.g. Liang and others, 1992; Fitzmaurice and others, 1993) and are unlikely to pose any problems in most practical applications.
Estimation. Once identifying constraints are adopted, estimation of θ (and φ) can proceed via the solution to a set of modified GEEs. The form of the equations is given by 
∂θ , the corresponding rows of the Jacobian "conditional" on nonresponse pattern; the form of this derivative matrix is outlined in Section B of the supplementary material (http://www.biostatistics.oxfordjournals.org).
While expressed in terms of conditional means, the estimating equations depend on β through the implicitly defined terms, i j . We must choose a weighting matrix W i of dimensions commensurate with the observed data vector Y o i . Although an identity matrix is the simplest choice, we recommend
where
. Note that non-diagonal matrices, resulting from an assumed form of "working correlation," require assumptions about conditional higher-order moments and further identifying restrictions. We note that these GEEs are different from those within a standard pattern-mixture formulation (e.g. Fitzmaurice and Laird, 2000) , since the goal is to estimate regression parameters for the marginal rather than conditional means.
Estimation involves two steps: (i) determining i j given x i j , an estimate of φ i = [φ ir ], and the current value of θ , sayθ (J ) = (β (J ) ,α (J ) ) ; (ii) a modified Newton-Raphson step that updates θ. Thus, estimation involves iterating the following two steps until convergence:
1. Solve for the implicitly defined
i j ] via the series of equations
Form conditional means µ i(r ) = [µ i j (r ) ] from updatedˆ (J )
i , currentα (J ) ; updateθ :
The marginal nonresponse probabilities φ i can be estimated by a general multinomial model involving relevant covariates (X i ) parameterized by ν. To efficiently solve the nonlinear equations in Step 1 at each iteration, we employ Brent's method (Press and others, 1992) . Given correct specification of the marginal means µ i , marginal nonresponse probabilities φ i , and conditional means µ i(r ) , the estimating equations are unbiased and their solution provides consistent estimatesθ. Because the covariance is misspecified in our choice of W i , we recommend use of a "sandwich" estimator (Huber, 1967) of the form
, where
for j = 1, . . . , T , which follows from the set of joint estimating equations 
a Taylor expansion argument establishes the multivariate normal distribution for (θ ,ν ) .
APPLICATION TO CLINICAL TRIAL OF CONTRACEPTING WOMEN
Next, we illustrate the proposed method using data from the clinical trial of contracepting women introduced earlier. Recall the trial comparing two doses of a contraceptive: four injections of 100 or 150 mg of DMPA were given at 90-day intervals. The outcome of interest is a repeated binary response indicating amenorrhea during follow-up intervals. In this study, there was substantial dropout for reasons thought likely to be related to the outcome. More than one-third of the women dropped out of the trial: 17% dropped out after the first 90-day interval, 13% dropped out after the second interval, and 7% dropped out after the third interval. We considered the following logistic model for the probability of amenorrhea:
where t = 1, 2, 3, 4 represents time elapsed (in terms of 90-day intervals) and dose i = I (150mg DMPA). We estimated the vector of treatment-specific dropout probabilities, φ dose i , nonparametrically. Finally, to complete specification of the marginally specified pattern-mixture model, we considered three assump-
In (a), the mean response at any occasion following dropout is tied to the corresponding mean for those who dropout at the subsequent occasion. In (b), a linear trend in dropout time is assumed for the mean response at any occasion; thus, the mean response at any occasion following dropout is extrapolated from the "observable" trend across dropout patterns. Note that in both (a) and (b), there is an implicit assumption that those who dropout early in the study are more similar to those who dropout soon after than to those who dropout later or complete the study. In contrast, (c) assumes that any longitudinal trend in the mean response following dropout, relative to the mean prior to dropout, is similar to the corresponding trend for the study completers. Assumptions (a)-(c) were chosen for illustrative purposes only; in a true sensitivity analysis, the right-hand side of equations (a)-(c) might include an additional sensitivity parameter whose value is varied across a plausible range. Ideally, any assumptions made should be guided by subject matter considerations.
The estimated marginal probabilities of amenorrhea at each occasion, under the three dropout assumptions, are presented in Table 1 . Also presented in Table 1 are the corresponding estimates under the assumption that dropout is completely at random (MCAR), as a point of reference. In general, the three assumptions concerning NMAR dropout shift the marginal probabilities upward (see Figure 1) . This suggests that women who dropout have higher risk of amenorrhea. However, treatment differences remain stable and are relatively unaffected by these three assumed dropout processes (see Figure 2) . Remaining in the spirit of a sensitivity analysis, we also considered a selection model estimated by weighted GEEs (e.g. Rotnitzky and others, 1998) . For the data at hand, the dropout processes assumed by (a)-(c) roughly correspond to an increased propensity for dropout at the jth interval when experiencing amenorrhea in that interval. Thus, we specified the following selection model:
A marginalized pattern-mixture model for longitudinal binary data allowing dropout to depend upon the current response, adjusting for the previous response and dose group. We considered γ 20 and γ 21 fixed, and assessed the sensitivity of inferences across a range of plausible values: γ 20 ∈ (− log(3), log(3)) and γ 21 ∈ (− log(4), log(4)). Intestingly, despite their distinct parameterization of dropout, the selection models yielded qualitatively similar inferences about dosage group differences in the rates of amenorrhea.
DISCUSSION
It is an inescapable fact that all methods for handling nonresponse have to make some unverifiable assumptions; this is true of both selection and pattern-mixture models. Selection and pattern-mixture models have their own distinct advantages and disadvantages. The proposed marginally specified pattern-mixture models attempt to capitalize on desirable features of each approach. Specifically, these models circumvent the obvious drawback of pattern-mixture models. By construction, the regression parameters in marginally specified pattern-mixture models have "marginal" interpretations. Unlike conditionally specified patternmixture formulations which cannot directly model the marginal probabilities (e.g. Hogan and Laird, 1997; Fitzmaurice and Laird, 2000; Birmingham and Fitzmaurice, 2002) , this method readily incorporates a regression model for the marginal means. Also, unlike selection models, identifiability restrictions are readily established. Finally, estimation is relatively straightforward using a GEE approach. The general approach is closely related to "marginally specified conditional models" developed in the complete data setting (Heagerty and Zeger, 2000) . Of note, the proposed model is semiparametric. The avoidance of full distributional assumptions can be seen as advantageous in this setting as it avoids the need to make identifying restrictions on all higher-order moments (Wilkins and Fitzmaurice, 2006) . Likelihood approaches require the specification of two-, three-, and higher-way moments; the number of parameters grows exponentially with the number of measurement occasions. This proliferation of parameters must also be considered when adopting assumptions about nonresponse, with a proportionate subset of the nuisance parameters requiring identifying constraints. However, when the target of inference is the marginal means, it is unnecessary to directly model such higher-order moments. The proposed method limits consideration only to the targeted marginal means and, to account for nonresponse, the bivariate dependence of each response on indicators of nonresponse pattern; the latter dependence is parameterized differently than in Wilkins and K. J. WILKINS AND G. M. FITZMAURICE Fitzmaurice (2006) . Consequently, far fewer identifying restrictions are necessary, greatly simplifying sensitivity analysis. The proposed method also involves computation that is much less intensive than for comparable likelihood-based methods (Wilkins and Fitzmaurice, 2006) . For example, in fitting models to the contraception data, likelihood-based estimation requires 30 times more CPU time.
Finally, a potential drawback of the proposed method is that it examines departures from MCAR rather than missing at random (MAR). The weaker MAR assumption is a more appealing point of reference for a sensitivity analysis; alternate methods, such as weighted GEEs and full likelihood-based approaches targeting marginal inferences (e.g. Birmingham and Fitzmaurice, 2002) , maintain the advantage of examining departures from MAR.
