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Objective
Parabolic advection-diffusion equations arise when modelling flow in porous
media. We will in this thesis discuss two different problem set-ups from which
these types of equations arise.
• Groundwater contamination with diffusion/dispersion
• Fractional-flow formulation of immiscible two-phase flow
Streamline methods equipped with time-of-flight coordinates are attractive
alternatives or supplements to traditional solution methods of advection-
diffusion equations. This is particulary the case when cross-streamline diffu-
sive effects can be neglected. In this case the possibly 3-dimensional equa-
tions can be reduced to 1-dimensional equations along the streamlines. If
cross-streamline effects need to be taken into account, these effects can be
simulated on background grids through mappings which introduce significant
numerical diffusion.
We propose a method to take care of the cross-streamline diffusive effects
along normallines in 2D. It is based on operator splitting, reducing the 2D-
equations to 1-dimensional equations along streamlines and normallines.
VII
VIII CONTENTS
Outline
In chapter 1 we derive the basic equations for one-phase and two-phase porous
media flow. For the case of two-phase flow, we vertically average the equa-
tions, reducing them from 3D to 2D in chapter 2. Streamlines, normallines
and time-of-flight coordinates are introduced in chapter 3, and the spatial
derivatives in the advection-diffusion equations are replaced by time-of-flight
coordinates along streamlines and normallines.
Chapter 4 gives a brief introduction to some of the methods available for
solving these types of equations. The drawback of conventional streamline
methods when it comes to cross-streamline effects is mentioned.
In chapter 5 we introduce a method based on dimensional operator split-
ting of the time-of-flight equations into parts along streamlines and parts
along normallines, and introduce an operator splitting coupling based on
scaling.
In chapter 6 the vertically averaged two-phase equation is solved on
streamline-normalline grids for CO2 injection in a confined aquifer, and the
solutions are compared to a reference solution. We compare the resulting er-
rors for a number of different setups, varying streamline/normalline density,
refinement and global time steps to identify the errors associated with the
splitting and coupling.
In chapter 7 we consider a confined aquifer with background flow, an in-
jection well that injects polluted water, and a water production well. The
method of mapping the solution onto a background grid to handle the dis-
persion is here compared to the method of taking care of the dispersive terms
along normallines.
Chapter 8 is a summary chapter, while Appendix A gives an introduction
to the terminology and notation throughout this thesis. Appendix B outlines
Pollock’s streamline tracing method on Cartesian grids, and Appendix C
explains and outlines the implementation of some of the built-in Matlab
codes applied.
Chapter 1
Introduction
In this chapter we give an introduction to the basic equations of porous media
flow. Both one-phase and two-phase equations are derived, along with the
IMPES formulation of two-phase flow.
1.1 Conservation Laws
The principle of mass conservation is central in any field of flow dynamics.
Figure 1.1 shows a fixed reference volume Ω. The rate of change of total
mass inside this volume needs to be balanced by the rate of mass entering
the volume through the edge ∂Ω and the rate of mass added/removed by
possible sources or sinks.
n
Ω
∂Ω
Figure 1.1: The figure shows a fixed reference volume in 2D-space.
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[
Rate of change
inside Ω
]
=
[
Mass entering
per time unit
]
+
[
Mass being generated
per time unit
]
Mathematically speaking, the following expresses conservation of some quan-
tity c in the area Ω:
∂
∂t
∫
Ω
cdx+
∮
∂Ω
F · nds =
∫
Ω
Qdx (1.1)
where F is the boundary flux, n is the outward unit normal vector, and Q is
a source term. The theorem of Gauss yields∫
Ω
(
∂
∂t
c+∇ · F
)
dx =
∫
Ω
Qdx (1.2)
This is the integral form of the continuity equation. The area Ω is arbitrary
such that
∂
∂t
c+∇ · F = Q (1.3)
This is the differential form of the continuity equation. It’s complexity highly
depends on the structure of the flux function F, the source term Q, and
possible nonlinear coupling between the velocity v and c. Equation (1.3)
is only valid if the terms involved are sufficiently smooth. If they are not,
equation (1.2) is still valid.
1.2 Basics of Flow in Porous Media
The fluids trapped in reservoirs can appear in multiple phases and each phase
can consist of several components. Components may even transfer between
phases when state variables change. For instance, gas may boil out of the
oil phase if the pressure drops, however there is usually not much miscibility
between oil and water. It is also known that CO2 in contact with water over
a long time and under high pressure can produce minerals. For those new to
reservoir mechanics, Appendix A gives an overview and a brief introduction
to the common terminology and notation used in this thesis.
We will only consider flow in confined aquifers. An aquifer is defined in
the book of Freeze and Cherry [8] as ”a saturated permeable geologic unit
that can transmit significant quantities of water under ordinary hydraulic
gradients”. Hydraulic gradient is groundwater terminology for pressure gra-
dients. A confined aquifer is an aquifer which is confined between two layers
of impermeable mass, for instance clay.
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Figure 1.2: Figure illustrating how groundwater movement is affected by ge-
ological layers. Water is entering layer 1 through rivers or rain, and leaving it
through evaporation. Water may transfer between layer 1 and layer 2. There
may be layers of impermeable rock so that water cannot transfer between
layer 2 and layer 3. Layer 3 is a confined aquifer.
1.2.1 Darcy’s Law
Darcy’s law was originally considered an empirical result, according to the
book of Muskat [15] first stated in its simplest form by Henry Darcy in 1856.
It is an expression for the average fluid flow rate in a point. When talking
about points in porous media, we mean a small reference volume large enough
to capture a representative amount of pores. Later it has been shown that
Darcy’s law follows from the Navier-Stokes equation, see for instance Freeze
and Cherry [8]. The Darcy velocity is a phase variable, and can be expressed
as
vα = −Kλα(∇pα + γαk) (1.4)
Here λα is the mobility, defined as λα = krα/µα, and γα is defined as γ =
−ραg.
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1.3 Groundwater Contamination
In this section we consider the spreading of some contaminant dissolved in
groundwater, a one-phase, two-component problem. The concentration of the
contaminant is given by the amount of contaminant mass per unit volume
of water. The concentration c is a conserved quantity, and we can use the
conservation law derived in the previous section. The flux function F will in
our setup consist of a purely convective part, but also a dispersive part,
F = Fc + Fd (1.5)
Fc follows the average linear velocity, defined as Darcy velocity divided by
porosity and can be written Fc = cv¯, where v¯ = v/φ is the average linear
velocity.
In general, and highly dependent on which substances are being studied,
the transport of contaminants will also be determined by adsorption and ra-
dioactive decay. Adsorption is a process in which the contaminant sticks to
the pores, leaving some of it behind, perhaps also changing the pore geome-
tries significantly, depending on the contaminant and rock properties. This
is what makes polymer injection for enhanced oil recovery work, by sticking
to the pores and thereby allowing more oil to pass through due to capil-
lary pressure effects. We will however neglect the effects of adsorption and
radioactive decay, and rather focus on hydrodynamic dispersion.
1.3.1 Hydrodynamic Dispersion
Dispersion is important because it makes the substance of interest arrive at
for instance water wells at an earlier time than if the disperson is neglected.
If advection was the only process acting on the fluid, the contaminant would
move like a plug. We say that hydrodynamic dispersion consists of molecular
diffusion and mechanical dispersion, Fd = Fdiff + Fdisp. Molecular diffusion
is due to the Brownian motion of molecules in a fluid and is usually modelled
as
Fdiff = −D∇c (1.6)
where D is the diffusion coefficient. In porous media this may be a tensor,
however it will be treated as a scalar in this text.
For the mechanical dispersion however, the diffusion coefficient is replaced
by a dispersivity tensor. This is because the mechanical dispersion is usually
greater in the direction parallel to the direction of flow than it is in the
direction perpendicular to the direction of flow. According to Heimsund [10],
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three of the major contributing effects to mechanical dispersion are Taylor
diffusion, stream splitting and tortousity effects. These effects are illustrated
in figure 1.3.
a)
b)
c)
Figure 1.3: The different effects of mechanical dispersion. a) Taylor diffusion,
b) stream splitting, c) tortuosity effects
A common assumption is that the dispersive flux is linearly dependent of
the magnitude of average linear velocity, and is given in for instance [8] or
[10]:
Fdisp = ‖v¯‖
(
−dl ∂c
∂ll
v
‖v‖ − dt
∂c
∂lt
n
‖n‖
)
(1.7)
where ∂/∂ll means differentiation in the direction parallel to and ∂/∂lt means
differentiation in the direction perpendicular to the velocity field in curvilin-
ear coordinates. dl and dt are two generally different dispersion coefficients.
Usually dispersion is greater in the direction of flow, and dl = O(10dt).
Figure 1.4 shows how dispersion determines the motion of a tracer. A
tracer plug in an aquifer with continuous background flow is followed from
t = t0 to t = T , and dispersion effects will make the area affected by the
tracer larger (grey area), however with smaller concentrations.
1.3.2 Cartesian Coordinates
Later on we will compare our methods based on solving the equations along
streamlines and normallines to methods based on dealing with the hydro-
dynamical dispersion on cartesian background grids. We will therefore need
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direction of flow
t = t0 t = T
Figure 1.4: Illustrating the effects of dispersion on an amount of tracer.
The black circles are the tracer at t = t0, and at t = T if there is no
hydrodynamical dispersion.
this flux written in cartesian coordinates. Inspired by figure 1.5 define the
tensors
L˜ =
vvT
‖v‖2 , T˜ =
nnT
‖n‖2 (1.8)
vvT
‖v‖2 · ∇c v
n
∇c
nnT
‖n‖2 · ∇c
Figure 1.5: Decomposing the gradient of the concentration
The flux in equation (1.7) can then be written
Fdisp = ‖v¯‖
(
−dlL˜ · ∇c− dtT˜ · ∇c
)
(1.9)
Finally, define the hydrodynamic diffusion-dispersion tensor
D˜ = DI˜ + ‖v¯‖
(
−dlL˜+ dtT˜
)
(1.10)
so that the total dispersive flux Fd = Fdiff + Fdisp can be written
1.3. GROUNDWATER CONTAMINATION 7
Fd = −D˜ · ∇c (1.11)
Assuming that c is continuous and putting this into the law of mass con-
servation gives the Cartesian form of the 2D hyperbolic-parabolic advection-
dispersion equation for groundwater contamination in a homogeneous, isotropic
aquifer,
∂c
∂t
+∇ · (cv¯) = ∇ · (D˜ · ∇c) +Q (1.12)
Or, since ∇ · v = 0 for incompressible flow,
∂c
∂t
+ v¯ · ∇c = ∇ · (D˜ · ∇c) +Q (1.13)
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1.4 Two-Phase Flow
Advection-Diffusion equations also arise when modelling two-phase flow. In
this section we consider immiscible fluids, and first introduce the standard
fractional flow model. The two phases could for instance be oil and water or
water and gas.
The conserved quantity in equation (1.3) is now the total mass of each
phase, φSαρα, and the flux function Fα = ραvα. The law of mass conservation
becomes
∂
∂t
(φραSα) +∇ · (ραvα) = Qα (1.14)
We assume that the porosity is constant in time, and further that we are
dealing with incompressible fluids, so that also ρα are constants. Equation
(1.14) can then be written
φ
∂Sα
∂t
+∇ · vα = Qα
ρα
(1.15)
In addition to these equations, we also have Darcy’s law, which gives 8 (3D)
or 6 (2D) equations for the 10 (3D) or 8 (2D) unknowns Sα,vα and pα.
To close the system, we first notice that Sw + Snw = 1. We also need an
expression that relates the two phase pressures to eachother. Here we use
the capillary pressure relation pc = pnw − pw.
1.4.1 The Saturation Equation
The equations (1.15) are summed over the two phases to get ∇·(vw+vnw) ≡
∇·v = Qw/ρw+Qnw/ρnw ≡ Q, since Sw+Snw = 1. Here we have introduced
the total velocity v = vnw + vw.
Multiplying Darcy’s law for each phase with the mobility of the other,
λnwvw = −Kλwλnw(∇pw + γwk) (1.16)
λwvnw = −Kλwλnw(∇pnw + γnwk) (1.17)
subtracting equation (1.16) from equation (1.17) gives
λwvnw − λnwvw = −Kλnwλw(∇pc + (γnw − γw)k) (1.18)
We are interested in an expression that only contains the total velocity and
the saturation of the wetting fluid. So we use that vnw = v− vw and get
λwv− vw(λw + λnw) = −Kλnwλw(∇pc + (γnw − γw)k) (1.19)
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With the definitions S = Sw and f(S) = λw/(λw + λnw), we have
vw = f(S)v + Kλnwf(S)(∇pc + (γnw − γw)k) (1.20)
and this we put into the continuity equation for the wetting phase:
φ
∂S
∂t
+∇ · (f(S)v + Kλnwf(S)(∇pc + (γnw − γw)k)) = Qw/ρw (1.21)
This is the saturation equation.
1.4.2 The Pressure Equation
Darcy’s law, (1.4) is summed over the two phases:
v = vw + vnw = −Kλw(∇pw + γwk)−Kλnw(∇pnw + γnwk) (1.22)
taking divergence on both sides and remembering that ∇ · v = Q,
∇ · v = −∇ · {Kλw(∇pw + γwk) + Kλnw(∇pnw + γnwk)} = Q (1.23)
This is the pressure equation. Here as well the capillary pressure relation
may be introduced, and the equation solved for pw.
1.4.3 Solution Strategy
The pressure equation (1.22) and the saturation equation (1.21) are called the
fractional-flow model for immiscible two-phase flow. One robust approach
to solving these equations is a fully implicit method in which both equations
are solved implicitly. This is however computationally expensive due to the
nonlinear coupling of the equations.
Another, less expensive method is to solve the two equations sequentially.
The IMPES method is short for IM plicit Pressure Explicit Saturation. This
way both the fundamentally different equations can be discretized by different
methods.
To solve the equations sequentially means to start out with an initial satu-
ration distribution, use this distribution to compute the saturation-dependent
coefficients in the pressure equation. Then the pressure equation is solved
forward one time-step for capillary pressure and velocity, and then these
are supposed to be constant when solving the saturation equation the same
time-step. See for instance [4] for more on this.
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Chapter 2
Vertically Averaged Equations
In many reservoirs or aquifers the height of the layer is several orders of
magnitude smaller than the horizontal distances. Instead of simulating the
transport on a full 3D-model, for computing efficiency it could be useful to
average the equations in the z-direction. This kind of averaging was widely
used before the breakthrough of modern day computers [3], but is still useful
if one needs efficient simulators for solving multiple, similar problems. We will
in this section derive vertically averaged equations for two-phase immiscible
flow in a three-dimensional domain Ω of constant thickness H.
2.1 Assumptions
With the assumption of no mixing, the fluid with the lowest mass density
will be on top of the one with the highest mass density, separated by a sharp
interface, given by z(t) = h(x, y, t). Let the phase subscript α now denote
T,B for top and bottom fluid, respectively. We assume a no-flow boundary
condition at the top and bottom of ∂Ω, and that the domain is infinite in
the horizontal directions.
We will consider the case of CO2-injection into confined aquifers, so that the
CO2 will displce water and stay on top of it. Residual water saturations then
need to be taken into account. The saturations of the top and bottom fluid
can then be written
ST (x, y, z, t) =
{
0, 0 ≤ z ≤ h(x, y, t)
1− SrB, h(x, y, t) ≤ z ≤ H (2.1)
SB(x, y, z, t) =
{
1, 0 ≤ z ≤ h(x, y, t)
SrB, h(x, y, t) ≤ z ≤ H (2.2)
11
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H
H − h(x, y, t)
h(x, y, t)
Figure 2.1: Sharp interface between the bottom and top fluid.
The continuity equation gives 2 equations for the unknowns h, ST , SB. As-
sume a pressure distribution in the z-direction on the form
∂pα
∂z
= ραg (2.3)
where g is the gravity constant. We further assume pressure continuity at
the interface h, and by integration of equation (2.3) in the z-direction obtain
the following relationship between the pressures and h
pT (x, y,H, t) = pB(x, y, 0, t) + (ρT − ρB)gh− ρTgH (2.4)
2.2 Continuity Equation
Now we average the terms in the continuity equation for each of the fluids in
the z-direction.
1
H
∫ H
0
φ
∂Sα
∂t
dz +
1
H
∫ H
0
∇ · vαdz = 1
H
∫ H
0
qα
ρα
dz (2.5)
The goal is to write this equation in x- and y-coordinates only, with the
coefficients averaged in the z-direction. Porosity is assumed independent of
z.
Since everything in the first term of equation (2.5) besides Sα is assumed
independent of time, the time differentiation can be moved outside of the
integration. This term for the bottom and top fluids respectively, can be
written
1
H
∫ H
0
φ
∂SB
∂t
dz =
∂
∂t
1
H
∫ H
0
φSBdz =
∂
∂t
1
H
φ (h+ SrB(H − h)) (2.6)
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1
H
∫ H
0
φ
∂ST
∂t
dz =
∂
∂t
1
H
∫ H
0
φSTdz =
∂
∂t
1
H
φ ((1− SrB)(H − h)) (2.7)
Considering figure 2.1, and equations 2.6,2.7 it is natural to define the aver-
aged saturations for the bottom and top fluids, respectively
S¯B ≡ (1− SrB)(H − h)
H
(2.8)
S¯T ≡ h+ SrB(H − h)
H
(2.9)
This means that the first term of equation (2.5) regardless of phase can be
written
1
H
∫ H
0
φ
∂Sα
∂t
dz = φ
∂S¯α
∂t
(2.10)
We now return to equation (2.5), and for the second term look for a v¯α such
that
1
H
∫ H
0
∇ · vαdz = ∇ · v¯α (2.11)
This v¯α must not be confused with the average linear velocity v¯ introduced
for one phase flow. First of all, apply Darcy’s law to vα,
1
H
∫ H
0
∇ · vαdz = 1
H
∫ H
0
∇ ·
(
−Kkrα
µα
(∇pα + γαk)
)
dz (2.12)
Equation (2.3) leads to the following simplification on the right hand side
∇pα + γαk = ∂pα
∂x
i +
∂pα
∂y
j = ∇p′α (2.13)
where p′α is defined as
p′T (x, y, t) = pT (x, y,H, t) (2.14)
p′B(x, y, t) = pB(x, y, 0, t) (2.15)
Further assume that the vertical components of the permeability tensor
can be neglected, and replace the full 3-dimensional permeability tensor
K = kijeiej, i, j = 1, 2, 3 with the 2-dimensional version of it, K
′ =
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kijeiej, i, j = 1, 2, using Einstein summation notation and letting the basis
vectors be denoted e1 = i, e2 = j and e3 = k.
We will also assume that the permeability is independent of z, and we
further notice that ∇p′α is independent of z since
∂
∂z
∇p′α = ∇
(
∂p′α
∂z
)
= 0 (2.16)
Because of the assumption of no mixing, the relative permeabilities have
simple expressions,
krB =
{
1 0 ≤ z ≤ h(x, y, t)
0 h(x, y, t) ≤ z ≤ H (2.17)
krT =
{
0 0 ≤ z ≤ h(x, y, t)
krT (SrB) h(x, y, t) ≤ z ≤ H
(2.18)
Upon defining the averaged relative permeabilities
k¯rB =
1
H
∫ H
0
krBdz =
h
H
(2.19)
k¯rT =
1
H
∫ H
0
krTdz = krT (SrB)
H − h
H
(2.20)
we finally get an expression for the vertically averaged phase velocities to be
used in equation (2.11),
v¯α = −K
′k¯rα
µα
∇p′α (2.21)
Defining the averaged injection rate,
Qα =
1
H
∫ H
0
qα
ρα
dz (2.22)
and combining equations (2.5), (2.10), (2.11) and (2.22) results in the verti-
cally averaged continuity equation for each phase
φ
∂S¯α
∂t
+∇ · v¯α = Qα (2.23)
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2.3 IMPES formulation
Now we can combine equations (2.21) and (2.23) in a pressure equation and
a saturation equation, just as in the previous section. The derivation is the
same, although the capillary pressure relation is replaced by an expression
linking the gradients of the phase pressures to the gradient of the water
saturation. To find this expression, first take the gradient on both sides of
equation (2.4).
∇p′T = ∇p′B + (ρT − ρB)g∇h (2.24)
Equation (2.8) can then be rearranged to give h as a function of S,
h =
H(S − SrB)
1− SrB (2.25)
Equation (2.24) can then be written
∇p′T = ∇p′B + γ∇S (2.26)
where
γ =
H(ρT − ρB)g
(1− SrB) (2.27)
Now, the pressure equation can be written
−∇ · (λ¯K′∇p′B + γλ¯TK′∇S) = Q (2.28)
where λ¯α = k¯rα/µα and λ¯ = λ¯B + λ¯T . It is practical to express the averaged
mobilities as functions of S, and equations (2.19), (2.20) and (2.25) allow us
to write
λ¯B =
k¯rB
µB
=
h
µBH
=
S − SrB
µB(1− SrB) (2.29)
and
λ¯T =
k¯rT
µT
= krT (SrB)
H − h
µTH
= krT (SrB)
1− S
µT (1− SrB) (2.30)
The averaged saturation equation then becomes
φ
∂S
∂t
+∇ · (f(S)v¯ + g(S)K′∇S) = QB (2.31)
where
f(S) =
λ¯B
λ¯B + λ¯T
=
(S − SrB)µT
(S − SrB)µT + (1− S)krT (SrB)µB (2.32)
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and
g(S) = γf(S)λ¯T (2.33)
The averaged total velocity v¯ = v¯B + v¯T must again not be confused with
the average linear velocity for one-phase flow. This is the only place in the
text where the bar notation is used. Later on the equations will be assumed
two-dimensional from the start.
Chapter 3
Streamlines
The equations we have put up can be expressed in coordinates parallel and
perpendicular to the direction of flow. This is especially effective when it
comes to solving the hyperbolic parts of the equations. This part can be
decoupled from a 2D-equation into multiple 1D-equations along the stream-
lines.
Given a velocity field v(x, t), it’s field lines at a given time are called the
streamlines at that time. That is, streamlines are instantaneously tangent
to the velocity field at every point in space.
There is no time-dependence in the velocity field since the streamlines
were supposed to be instentaneously tangent to it. If the velocity field varies
with time, the streamlines vary with time.
Define a curvilinear coordinate s that is the distance a particle has trav-
elled along a streamline. The time-of-flight - the the time it takes a particle
to travel along a streamline given the Darcy velocity v(x) is defined in for
instance [19] or [12] as
τ =
∫
φ
‖v‖ds (3.1)
This gives the expression
‖v‖
φ
=
ds
dτ
(3.2)
such that the streamlines are given by
dx
dτ
=
v(x)
φ
(3.3)
By the chain rule and the definition of directional derivatives we then have
what makes the concept of time-of-flight-coordinates so successful,
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φ
∂
∂τ
= φ
ds
dτ
∂
∂s
= ‖v‖ ∂
∂s
= v · ∇ (3.4)
A similar relationship is found for ν, a time-of-flight coordinate for the normal
field.
φ
∂
∂ν
= n · ∇ (3.5)
The normal field is a vector field that is perpendicular to the velocity field
in any point, v · n = 0.
A streamtube is (in 2D) the area bounded by two streamlines. An im-
portant idea in streamline simulation is to consider each streamline as the
center of a streamtube [19]. The volume of a fraction of the streamtube is
known - ∆V = Qt∆τ , where Qt is the total flow rate and ∆τ is the time
needed for a particle to travel across the volume. The center streamline is
then parameterized using the time-of-flight coordinate. In this way, stream-
lines with small τ represents fast flowing regions - streamtubes with small
volumes. Large τ represents streamtubes with large volumes - slow flowing
regions.
Figure 3.1: Filling a streamtube with a given volume is the same as walking
along the center streamline to a known time-of-flight
Let us define the following transformations:
ξ : R2 × [0,∞) 7→ R2 (3.6)
η : R2 × [0,∞) 7→ R2 (3.7)
Such that ξ(x0, τ) is the parameterization of a streamline starting in the
point x0, and η(x1, ν) is the parameterization of a normalline starting in the
point x1. This notation will be used throughout this thesis.
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3.1 The Convection-dispersion Equation in Time-
of-flight Coordinates
We get the equation for convective/dispersive groundwater flow in time-of-
flight coordinates if we insert the advective, diffusive and dispersive fluxes
into the continuity equation and replace the directional derivatives with time-
of-flight derivatives according to equation (3.4),
∂c
∂t
+∇ · (cv¯)−∇ ·
{(
(‖v¯‖dl + φD) φ‖v‖
∂c
∂τ
v
‖v‖
)
(3.8)
+
(
(‖v¯‖dt + φD) φ‖n‖
∂c
∂ν
n
‖n‖
)}
= Q
For an arbitrary scalar function h, the following relationships hold
∇ · (hv) = v · ∇h+ h∇ · v = ∂h
∂τ
(3.9)
∇ · (hn) = n · ∇h+ h∇ · n = ∂h
∂ν
+ h∇ · n (3.10)
since ∇ · v = 0 for incompressible flow, but ∇ · n is not necessarily zero.
Equation (3.8) can then be written
∂c
∂t
+
∂c
∂τ
− φ ∂
∂τ
(
(‖v¯‖dl + φD) φ‖v‖2
∂c
∂τ
)
(3.11)
−φ ∂
∂ν
(
(‖v¯‖dt + φD) φ‖n‖2
∂c
∂ν
)
− (‖v‖dt + φD) φ‖n‖2
∂c
∂ν
∇ · n = Q
Note that this equation is on conservation form and is reduced to a 1D-
problem along the streamlines if dispersion and diffusion effects are neglected.
Furthermore, if∇·n = 0, the equation is on conservation form in (τ, ν)-space.
3.2 The Saturation Equation in Time-of-flight
Coordinates
The same can be done with the averaged saturation equation,
φ
∂S
∂t
+∇ · (f(S)v) +∇ · (g(S)K∇S) = Q (3.12)
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The second term can as in the previous section be written
∇ · (f(S)v) = φ∂f(S)
∂τ
(3.13)
The gradient of the saturation can also be decomposed:
∇S = ∇S · v‖v‖2 v +
∇S · n
‖n‖2 n =
φ
‖v‖2
∂S
∂τ
v +
φ
‖n‖2
∂S
∂ν
n (3.14)
We further assume that the permeability tensor is isotropic: K = k(x). With
g˜(S,x) ≡ k(x)g(S), we can now write the third term in (3.12) as follows:
∇ · (g˜(S,x)∇S) =
∇ ·
(
v
g˜(S,x)φ
‖v‖2
∂S
∂τ
)
+∇ ·
(
n
g˜(S,x)φ
‖n‖2
∂S
∂ν
)
= (3.15)
φ
∂
∂τ
(
g˜(S,x)φ
‖v‖2
∂S
∂τ
)
+ φ
∂
∂ν
(
g˜(S,x)φ
‖n‖2
∂S
∂ν
)
+
g˜(S,x)φ
‖n‖2
∂S
∂ν
∇ · n
Now we can re-write equation (3.12):
∂S
∂t
+
∂f(S)
∂τ
+
∂
∂τ
(
g˜(S,x)φ
‖v‖2
∂S
∂τ
)
+
∂
∂ν
(
g˜(S,x)φ
‖n‖2
∂S
∂ν
)
+
g˜(S,x)φ
‖n‖2
∂S
∂ν
∇ · n = Q
φ
(3.16)
Note that this equation is two point degenerate, because the diffusive flux
function g vanishes when S = 0 and S = 1. In this case there is no diffusion,
and we should expect to lose the smoothness of the solution at the saturation
endpoints.
3.3 Divergence Free Normal Field Obtained
by Scaling
As mentioned, our equations can be written on conservation form if ∇·n = 0.
A simple way to define n is to let n = R ·v, where R is the 90 degree counter-
clockwise rotation matrix,
R =
(
0 −1
1 0
)
(3.17)
There is no reason to choose this definition of n, except for its simplicity.
Instead, define a scaling function ψ such that
n∗ = ψRv = ψn (3.18)
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such that
∇ · n∗ = ∇ · (ψn)
= n · ∇ψ + ψ∇ · n = 0 (3.19)
According to equation (3.5), this first order PDE can be reduced to a first
order ODE along the normallines.
φ
∂ψ
∂ν
+ ψ∇ · n = 0 (3.20)
with solution
ψ = Ce−
R ν
o ∇·n/φdx (3.21)
Using (3.18), and solving equation (3.20) will give us a divergence free normal
field.
If ∇ × v = 0 and n∗ =
( −v2
v1
)
, then ∇ · n∗ = 0 since ∇ × v =(
∂v2
∂x
− ∂v1
∂y
)
k = −(∇ ·
(
n∗
ψ
)
)k. This is the case with one-phase flow of a
fluid with constant viscosity in a homogeneous, isotropic porous medium,
since then there is no relative permeability. Then the Darcy velocity is a
gradient, and hence has zero curl.

Chapter 4
Solution Methods
The averaged saturation equation for two-phase, immiscible flow, and the
groundwater transport equation are both parabolic advection/diffusion equa-
tions. The first one is nonlinearly coupled to the pressure equation, and is
in itself nonlinear. Furthermore, it is degenerate. The second one is linear,
and not coupled to other equations.
For simplicity of notation, consider the two-phase averaged saturation
equation
φ
∂S
∂t
+∇ · (vf(S)) +∇ · (g˜(x, S)∇S) = 0 (4.1)
When considering the advective/dispersive groundwater equations, the satu-
ration S is replaced by the concentration c, the fractional flow function f(S)
is replaced by c, and the scalar function g˜(x, S) is replaced by the hydrody-
namic dispersion tensor D˜ as defined in chapter 1.
There are a number of different ways to solve equation (4.1) numerically.
Traditional, straightforward methods may be computationally very expen-
sive since the time steps and spatial discretization needs to be small in order
to keep numerical diffusion at a minimum. Therefore, a number of different
operator splitting methods have been introduced in order to reduce compu-
tational cost and allow for long time steps. In this chapter we will review
some of these methods, in addition to a streamtube-based method by Cirpka
et al.
4.1 Operator Splitting
One simple approach is to do a dimensional splitting, mentioned by for in-
stance LeVeque in [13]. Equation (4.1) can then be reduced to 1D equations,
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one equation for the x-direction
φ
∂S
∂t
+
∂
∂x
(v1f(S)) +
∂
∂x
(
g˜(x, S)
∂S
∂x
)
= 0 (4.2)
and one for the y-direction
φ
∂S
∂t
+
∂
∂y
(v2f(S)) +
∂
∂y
(
g˜(x, S)
∂S
∂y
)
= 0 (4.3)
The splitting would then be
S(x, n∆t) ≈ [Py∆t ◦ Px∆t]nS0(x) (4.4)
Here, Px∆t is the exact solution operator that integrates equation (4.2) one
global time step ∆t, and Py∆t is the same for equation (4.3).
To approximate the exact solution operators 1D finite volume methods
as the one presented in the next chapter could be applied directly, or the
equations could be further split into purely hyperbolic and parabolic parts
individually. The main advantage with this strategy is to make use of the
extensive theory that exists for purely hyperbolic equations. Consider first
the splitting of equation (4.2) into a hyperbolic part
φ
∂S
∂t
+
∂
∂x
(v1f(S)) = 0 (4.5)
and a parabolic part
φ
∂S
∂t
+
∂
∂x
(
g˜(x, S)
∂S
∂x
)
= 0 (4.6)
Here one can apply an appropriate one-dimensional solver for equation (4.5),
and for instance use a finite difference method for equation (4.6). According
to Espedal and Karlsen [7], finite differences can be applied on equations with
even strong degeneracy. Px∆t in the operator splitting algorithm (4.4) is then
replaced by Hx∆t ◦ Sx∆t, where Sx∆t is the exact solution operator of equation
(4.5), and Hx∆t is the same for equation (4.6). Apply the same operator
splitting with the same notation to equation (4.3), and the full, semi-discrete
dimensional operator splitting algorithm of equation (4.1) becomes
S(x, n∆t) ≈ [Hy∆t ◦ Sy∆t ◦ Hx∆t ◦ Sx∆t]nS0(x) (4.7)
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4.1.1 Corrected Operator Splitting
If hyperbolic solvers that don’t require a CFL-condition are used for the
hyperbolic updates, again according to Espedal and Karlsen [7] this method
is too diffusive around any self-sharpening fronts. However, this diffusive
effect can be overcome by introducing a residual flux term
fres = f − fc (4.8)
The error when using large-time-step methods like the front-tracking method
used by the mentioned authors in [7] turns out to be because of Oleinik’s
entropy condition. We will not go into much detail regarding this, but rather
refer to any good book on numerical methods for hyperbolic conservation
laws, for instance Aavatsmark [2] or LeVeque [13]. The term fc in (4.8)
denotes the envelope of f dictated by the entropy condition.
The residual flux term fres can then be included in the parabolic term,
so that instead of equation (4.6), the equation
φ
∂S
∂t
+
∂
∂x
(v1fres) +
∂
∂x
(
g˜(x, S)
∂S
∂x
)
= 0 (4.9)
is solved for the parabolic update. Various other variations around this kind
of flux splitting has been taken by various authors, and the details are far
beyond the scope of this text. However, let it be mentioned that the idea
of corrected operator splitting for the 1D hyperbolic terms could also be
used in streamline contexts. In fact, according to [7] the corrected operator
splitting algorithm presented above is genuinely one-dimensional, and has the
advantage that it does not require a priori knowledge of fc. Therefore either
a dimensional splitting as the one presented above or a streamline method
as presented below must be applied.
4.2 Conventional Streamline Methods
In the previous section we considered an approach consisting of a dimensional
splitting of equation (4.1), and then solving the resulting 1D equations in-
dividually. Another way to go is to start with a splitting of the physical
processes, resulting in 2D purely hyperbolic and parabolic equations. The
hyperbolic equation will then read
φ
∂S
∂t
+∇ · (vf(S)) = 0, (4.10)
and the parabolic equation
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φ
∂S
∂t
+∇ · (g˜(x, S)∇S) = 0 (4.11)
When using streamlines equipped with time-of-flight coordinates, there is
no need for the additional dimensional splitting of the hyperbolic equation,
because equation (4.10) is replaced by
φ
∂S
∂t
+
∂f(S)
∂τ
= 0 (4.12)
If the effects leading to the parabolic terms are neglected, this is a very
attractive approach. The reason for this is two-sided. First of all, we have the
obvious advantage of only having to solve a 1D equation for each streamline.
Secondly, even if we are only solving 1D equations along streamlines, as
mentioned in section (3) the time-of-flight coordinates allows us to let the
streamlines represent the center lines of streamtubes. This makes the method
mass conservative, as opposed to the similar approach that consists of solving
equations along streamlines but using regular arc length derivatives.
One drawback here is that one has to trace the streamlines, and find
the time-of-flight coordinates. Pollock’s tracing algorithm takes care of both
in one step, and is described for 2D, rectangular grids in appendix B. This
algorithm has later been extended, and is now applicable even on irregular
3D grids [9].
Another and more serious drawback with this method is its inability to
efficiently take care of cross-streamline effects. If equation (4.11) needs to
be taken into account, one way is to neglect the transverse diffusive effects
in (4.11), and incorporate the parallel diffusive effects into equation (4.12).
This is of course not very satisfying, but could in some situations be good
enough if the transverse effects indeed are negligible. Another approach is
to map the solutions of equation (4.12) onto a background grid, and solve
equation (4.11) on this. We propose instead a method that uses normallines
to handle cross-streamline diffusive effects, and this is explained in the next
chapter.
4.2.1 Mapping to and from Background Grids
For simplicity of presentation we consider here only cartesian grids with grid
spacing ∆x. Given the saturation Sji ≡ S(ξji ) at points ξji ≡ ξ(xj0, τi) along
streamlines, we construct a function h(x, y) such that ∀(i, j), h(ξji ) = Sji .
Let the operator that takes this action on Sji be called R∆x. Let Sξ denote
the discrete solution defined on the streamlines.
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h(x, y) = R∆xSξ (4.13)
Figure 4.1: Streamlines and a background grid. To calculate diffusion one
must map saturations from the streamlines onto the background grid, and
then back again afterwards.
Furthermore, let T∆x be an operator that has the opposite effect and inter-
polates the function values of h(x, y) given in the cartesian grid points,
Sξ = T∆xh(x, y) (4.14)
Now, let Pξ be the solution operator associated with equation (4.12), and P∆x
be the same for equation (4.11). Then the solution algorithm for equation
(4.1) using streamlines for the hyperbolic part and a cartesian grid for the
parabolic part can be written
Snξ = [T∆x ◦ P∆x ◦ R∆x ◦ Pξ]nS0ξ (4.15)
In Chapter 5 we will apply this method to a groundwater flow problem.
Details regarding how the mapping between streamlines and background grid
is performed in practice are found in Appendix C.
The biggest problem with this approach is that the numerical diffusion
associated with the mapping could well be greater than the physical diffusion
one is trying to model. If this is the case, then there is not much point in
solving the parabolic equation at all. Another problem is mass conserva-
tion. When interpolating the solution like this, we have no guarantee that
the total mass stays the same. More sophisticated mapping methods than
straightforward ones are being developed, see for instance Mallison et. al.
[14].
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4.3 Streamline-oriented Grids
To solve the equations transformed to streamline and normalline coordinates,
one way to go is by using grids generated by streamtubes. In [6], Cirpka et
al. describes how to generate such grids, and in [5], the same authors de-
scribe how the equations are solved. This is an approach that is restricted
to stationary flow fields, and therefore cannot be directly applied to the
two-phase equations if the problem is such that the nonlinear interplay be-
tween the saturation and pressure equations imply that the velocity field is
time-dependent. However, it is well suited for solving the groundwater flow
equations when the flow is stationary.
Figure 4.2: Cell elements generated by two streamlines being considered the
boundary of a streamtube. The figure is from an article of Cirpka et al., [6].
The authors are using cell-centered finite volume methods where the cells
are being generated by streamlines. We will not go into much detail regarding
the generation of such grids, bur rather refer to [6]. The grids are generated
such that the cell edges in streamline coordinates are parallel and perpen-
dicular to the direction of flow with respect to the cell-center. Two such cell
elements are illustrated in figure 4.3. The authors are further considering
reactive transport of multiple components, with which we are not concerned.
So for our problem consisting of a single non-reactive component they would
solve the equation
φ
∂c
∂t
+
∂(vc)
∂ll
− ∂
∂ll
(
(vαl + φDm)
∂c
∂ll
)
− ∂
∂lt
(
(vαt + φDm)
∂c
∂lt
)
= Q (4.16)
where ∂/∂ll means differentiation in the direction parallel to the direction
of flow, and ∂/∂lt means differentiation in the direction perpendicular to it.
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The solution procedure for a cell over one time step is to first calculate the
advective fluxes over all cell edges connected to the cell of interest. Then the
dispersive fluxes are calculated based on the updated concentrations. For
details on how the fluxes are calculated, we refer to [5].
Figure 4.3: Dispersive transport on rectangular on streamline-oriented grids.
The figure is from another article of Cirpka et al., [5].
Figure 4.3 illustrates the advantage of using streamline-oriented grids for the
calculation of dispersive transport. When using rectangular grids a 9 point
stencil must be used, while for streamline-oriented grids, one only needs to
consider the boundary fluxes.

Chapter 5
A Streamline-normalline
Method
As mentioned in the previous chapter, streamline methods are very attractive
if cross-streamline effects can be neglected. These effects can be simulated
on background grids, but this may lead to great numerical diffusion. In
this chapter we propose a method that intends to deal with cross-streamline
effects, while at the same time reducing the 2D equations to one-dimensional
sub-problems along streamlines and normallines. That is, we split the time-
of-flight formulations of either the saturation equation or the groundwater
contamination equation into a part along streamlines,
∂S
∂t
+
∂f(S)
∂τ
+
∂
∂τ
(
g˜(S,x)φ
‖v‖2
∂S
∂τ
)
= 0 (5.1)
and a part along normallines,
∂S
∂t
+
∂
∂ν
(
g˜(S,x)φ
‖n‖2
∂S
∂ν
)
+
(
g˜(S,x)φ
‖n‖2
∂S
∂ν
)
∇ · n = 0 (5.2)
Again, for simplicity of presentation we consider only the saturation equa-
tion. We will only consider source terms as point sources, such that sources or
sinks are considered boundary conditions for equation (5.1) along streamlines
starting or ending in a source or a sink.
Let Pτ∆t and Pν∆t be the exact solution operators of (5.1) and (5.2) re-
spectively. Then the semi-discrete splitting can be written
S(x, n∆t) ≈ [Pν∆t ◦ Pτ∆t]nS0(x) (5.3)
To approximate these solution operators we use control volumes. If we use
the intersection points between streamlines and normallines as discretization
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points in the one-dimensional equations, no mapping is needed when going
from the streamline equation to the normalline equation. The problem here
is that it may take a great number of streamlines and normallines in order
to get a satisfactory grid.
That this method is semi-discrete means that the solution operators Pτ∆t
and Pν∆t are taken to be exact. In practice and in general we need to approx-
imate these with discretizations. Furthermore, after applying the discrete
versions of the solution operators, we need operators to transfer the solu-
tions from the range of one discrete solution operator to the domain of the
other. As the discrete solution operators, we will use 1D control volume
methods to solve the one-dimensional equations where the time-of-flight co-
ordinates acts as the space variables. The next section describes how this is
done.
5.1 1D Control Volume Methods
Consider a 1D advection-diffusion-equation on the form
∂u
∂t
+
∂f(u)
∂x
=
∂
∂x
(
g(u, x)
∂u
∂x
)
(5.4)
Given a set of grid points xi on the x-axis, and t
n on the t-axis, we divide
the domain into control volumes as shown in figure 5.1, and then integrate
over such a volume following Aavatsmark in [2]. To simplify notation, we
also define the expressions un = un(x) = u(tn, x) and ui = ui(t) = u(t, xi).
xixi−1/2 xi+1/2
tn+1
tn
Figure 5.1: A 1D control volume
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∫ tn+1
tn
∫ xi+1/2
xi−1/2
∂u
∂t
dxdt+
∫ tn+1
tn
∫ xi+1/2
xi−1/2
∂f(u)
∂x
dxdt =∫ tn+1
tn
∫ xi+1/2
xi−1/2
∂
∂x
(
g(u, x)
∂u
∂x
)
dxdt
(5.5)
⇒ ∫ xi+1/2
xi−1/2
un+1 − undx+
∫ tn+1
tn
f(ui+1/2)− f(ui−1/2)dt =∫ tn+1
tn
(
g(ui+1/2, xi+1/2)
[
∂u
∂x
]
x=xi+1/2
)
−(
g(ui−1/2, xi−1/2)
[
∂u
∂x
]
x=xi−1/2
)
dt
(5.6)
This equation is on conservation form, and if we replace these integrals with
approximations of them, we get a mass conserving discretization scheme.
We therefore let ∆xi = xi+1/2 − xi−1/2 and ∆tn+1 = tn+1 − tn and define the
following expressions:
uni ≈
1
∆xi
∫ xi+1/2
xi−1/2
undx (5.7)
φ
n+1/2
i+1/2 ≈
1
∆tn+1
∫ tn+1
tn
f(ui+1/2)dt (5.8)
ψ
n+1/2
i+1/2 ≈
1
∆tn+1
∫ tn+1
tn
(
g(ui+1/2, xi+1/2)
[
∂u
∂x
]
x=xi+1/2
)
dt (5.9)
Equations (5.8) and (5.9) are called the advective numerical flux and the
diffusive numerical flux, respectively. Equation (5.6) can then be written
un+1i − uni
∆tn+1
+
φ
n+1/2
i+1/2 − φn+1/2i−1/2
∆xi
=
ψ
n+1/2
i+1/2 − ψn+1/2i−1/2
∆xi
(5.10)
For the flux in (5.8) we use Godunov’s method. Define
φ
n+1/2
i+1/2 =

min
u∈[uni ,uni+1]
f(u) for uni ≤ uni+1
max
u∈[uni ,uni+1]
f(u) for uni+1 ≤ uni
(5.11)
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For the diffusive flux in (5.9) we use
ψ
n+1/2
i+1/2 = g
(
uni + u
n
i+1
2
, xi+1/2
)
uni+1 − uni
xi+1 − xi (5.12)
The equation (5.1) is on the form (5.4), and can therefore be written on
conservation form. The same goes for equation (5.2) if ∇·n = 0. If ∇·n 6= 0,
there will be an additional term in equation (5.4) on the form h(u, x)∂u
∂x
. This
term is then discretized by[
h(u, x)
∂u
∂x
]
x=xi
≈ h(u(t, xi), xi)u(t, xi+1)− u(t, xi)
xi+1 − xi (5.13)
5.2 Coupling the Solution Operators
As already mentioned, since the solution operators are only acting on stream-
lines and normallines, we need some way of taking the solution from the
range of one solution operator to the domain of the other. Consider figure
5.2. Given a streamline ξ(xM , τ) and a normalline η(xN , ν), the intersection
points are given by xM,N = ξ(xM , τ) = η(xN , ν). xM,N need not be unique,
nor necessarily exist. Assume now that we have found an intersection point,
which for simplicity may be considered unique, and let τi and νj be such that
xM,N = ξ(xM , τi) = η(xN , νj).
Define the discrete solution S¯nM,N in the point xM,N at the time t
n to be
the average of the solution inside the dotted area Ω,
S¯nM,N =
1
A(Ω)
∫
Ω
S(tn,x)dxdy (5.14)
where A(Ω) is the area of Ω. If we now think of Ω as the intersection between
the streamtube corresponding to the streamline ξ(xM , τ) and the streamtube
corresponding to the normalline η(xN , ν), we can define the discrete solution
in the intersection point along streamlines as
S¯nξ (τi) =
1
∆τi
∫ τi+1/2
τi−1/2
S(tn, ξ(xM , τ))dτ (5.15)
where ∆τi = |τi+1/2 − τi−1/2|. Correspondingly, we can define the discrete
solution in the intersection point along normallines as,
S¯nη (νj) =
1
∆νj
∫ νj+1/2
νj−1/2
S(tn, η(xN , ν))dν (5.16)
where ∆νj = |νj+1/2 − νj−1/2|
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Streamlines
Normallines
τi−1/2
τi+1/2
νj−1/2
νj+1/2
xM,N
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Figure 5.2: Streamlines, normallines and intersection points. The area inside
the dotted line is a control volume.
Because we are using time-of-flight coordinates, the three expressions
above all represent the averaged solution inside Ω, and it is justified to write
S¯nM,N = S¯
n
ξ (τi) = S¯
n
η (νj). (5.17)
This is the key to coupling the solution operators in a conservative way. After
solving the equation along streamlines, make sure relationship (5.17) holds
for all intersection points, and then solve along normallines. Make sure the
relationship holds once more, and then solve along streamlines.
5.3 The Fully Discrete Method
The easiest way to implement this method is to simply use the intersection
points along streamlines as grid points in the 1D control volume discretiza-
tion. However, this may well lead to unnecessary numerical diffusion if the
intersection points are far apart. To cope with this type of numerical diffu-
sion using this straightforward approach, the only way to go is by increasing
the number of streamlines and normallines, thereby quadratically increas-
ing the number of control volumes and the computing cost. It is therefore
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instead natural to refine the one-dimensional grids along streamlines and
normallines, giving a linearly increasing number of control volumes.
τi+1τi−1 τi−1/2 τi+1/2τi
t t
n+1
tn
Figure 5.3: Dividing the 1D control volumes into smaller control volumes
Inspired by figure 5.3, let τi be the time-of-flight at which the stream-
line ξ(xM , τ) intersects a normalline. In between τi−1/2 and τi+1/2, place Ki
additional points τ ki , k = 1, . . . , Ki. For each i, define
∆τ ki = τ
k−1/2
i − τ k+1/2i , k = 1, . . . , Ki (5.18)
where τ
1/2
i = τi−1/2 and τ
Ki+1/2
i = τi+1/2. Defining the τ
k
i in such a way
assures that ∑
k
∆τ ki = ∆τi (5.19)
Now we can define the refined solution in the points τ ki by
Snξ (τ
k
i ) =
1
∆τ ki
∫ τk+1/2i
τ
k−1/2
i
S(tn, ξ(xM , τ))dτ (5.20)
With these definitions we get that∑
k
∆τ ki S
n
ξ (τ
k
i ) = ∆τiS¯
n
ξ (τi) (5.21)
Note that by the above definitions, S¯nξ (τi) is the mean value of the solution
in the 2D control volume, and also the mean value of the discrete solutions
defined in the refined grid points, Snξ (τ
k
i ).
Similar expressions are defined on the normallines, S¯nη (νj) = S¯
n
ξ (τi) and
Snη (ν
k
j ) is defined in the same way as S
n
ξ (τ
k
i ) and such that∑
k
∆νkj S
n
η (ν
k
j ) = ∆νjS¯
n
η (νj) (5.22)
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Now we are ready to define our fully discrete method. We begin by solving
the equation on the refined grid along the streamlines. Define an operator
Mξ that computes mean values in the following way,
S¯nξ =MξSnξ : S¯nξ (τi) =
1
∆τi
∑
k
∆τ ki S
n
ξ (τ
k
i ) (5.23)
Now we need an operator that updates the solution on the fine grid along
the normallines, keeping S¯nη (νj) = S¯
n
ξ (τi) in the intersection points. This
operator we call Dη and may be defined in a number of ways, but we choose
to let it scale the solution on the fine grid by the same factor as the coarse
grid is scaled after a time step,
Snη = DηS¯nξ : Snη (νkj ) =
S¯nξ (τi)
S¯n−1ξ (τi)
· Sn−1η (νkj ) (5.24)
The operator that computes the mean values for the normallinesMη, and the
one that distributes them on the fine grid along streamlines, Dξ are defined
in the same way. That is, let
S¯nη =MηSnη : S¯nη (νj) =
1
∆νj
∑
k
∆νkj S
n
η (ν
k
j ) (5.25)
and
Snξ = DξS¯nη : Snξ (τ ki ) =
S¯nη (νj)
S¯n−1η (νj)
· Sn−1ξ (τ ki ) (5.26)
Using the notation above, we can write our fully discrete method
Snξ = [Dξ ◦Mη ◦ Pη ◦ Dη ◦Mξ ◦ Pξ]nS0ξ (5.27)
Algorithm 1 below shows how the method is implemented.
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Algorithm 1
n=0
Define S0ξ , S¯
0
ξ ,S
0
η and S¯
0
η according to initial values
while n ≤ number of time steps do
for i = 1 to number of streamlines do
if n 6= 0 then
Update S¯nξ such that (5.17) holds at all intersection points
Update Snξ for normalline i according to (5.24)
end if
Update Snξ for streamline i by solving equation (5.1)
Update S¯nξ for streamline i according to (5.23)
end for
for i = 1 to number of normallines do
Update S¯nη such that (5.17) holds at all intersection points
Update Snη for normalline i according to (5.26)
Update Snη for normalline i by solving equation (5.2)
Update S¯nη for normalline i according to (5.25)
end for
n = n+ 1
end while
Chapter 6
Simulation of CO2 Injection in
Confined Aquifers
To test the method of handling the cross-streamline diffusive effects along
normallines, we will in this chapter consider a problem to which there exists
reference solutions. A very simple case is the one of radial flow where the
velocity is inversely proportional to the distance from the well. We show in
the next section that this is the case. If the flow was purely radial, there would
be no cross-streamline diffusive effects. Therefore, we add some rotation to
the velocity field to be able to study the interesting parts of the equations.
6.1 Construction of the Test Case
We consider a homogeneous, isotropic, infinite reservoir with a CO2 injection
well in the origin. Since we are adding a strictly rotational term to the
otherwise radial velocity field, it is natural to utilize the differential operators
in polar coordinates. Let vα = vαrer + vαθeθ be the velocity field written in
polar coordinates. Then
∇ = ∂
∂r
er +
1
r
∂
∂θ
eθ (6.1)
∇ · vα = 1
r
∂
∂r
(rvαr) +
1
r
∂
∂θ
vαθ (6.2)
The velocity field is further assumed to be symmetric in the sense that vαr =
vαr(r) and vαθ = vαθ(r), making the second term on the right hand side of
equation (6.2) disappear. The injection well is considered a point source, and
is isolated from the domain. The law of mass conservation (1.15) can then
be written
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1
r
∂
∂r
(rvαr) = φ
∂Sα
∂t
(6.3)
This equation is summed over the two phases, giving
rvr = C (6.4)
where vr is the radial part of the total velocity and C is a constant of inte-
gration. Hence the radial part of the total velocity is inversely proportional
to the distance from the well under the symmetry conditions assumed, and
our velocity field will be analytically given by
v =
α
x2 + y2
(
x
y
)
+
α
(x2 + y2)β
(
y
−x
)
(6.5)
We further let the normal field be given by n = Rv, R again being the 90
degree counter clockwise rotation matrix,
n =
α
x2 + y2
( −y
x
)
+
α
(x2 + y2)β
(
x
y
)
(6.6)
Then α is a parameter used to set the well injection rate, and β scales the
rotation. Since vrad = α/r, we get a simple expression for the well injection
rate, Qwell = α2piH. Also, the expression
‖v‖2 = ‖n‖2 = α2
{
1
r2
+
1
r4β−2
}
(6.7)
is needed in the equations.
Figure 6.1 shows the streamlines and normallines for different values of
β. There are 10 streamlines and 10 normallines in each case.
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Figure 6.1: Top left: β = 1, top right: β = 1.2, bottom: β = 0.9. Blue lines
are the streamlines, red lines are the normallines.
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6.1.1 Model Parameters
We will use the following values for the parameters in our equations.
Residual water saturation Sr 0
CO2 viscosity µT 0.061 mPa s
Water viscosity µB 0.511 mPa s
CO2 density ρT 733 kg m
−3
Water density ρB 1099 kg m
−3
Permeability k(x) 0.02 Darcy
Aquifer height H 15 m
Gravity constant g 9.8 m/s2
Porosity φ 0.15
This will make the flux-functions f and g look like this:
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Figure 6.2: g˜(S,x)
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Figure 6.3: f(S)
6.2 Mass Conserving Code
In this section we aim to show that the numerical setup really is mass con-
serving when ∇ · n = 0, that is when β = 1. The injection well is considered
a point source, but the streamlines need to be started a distance from the
point source, so we consider the well to be a cylinder of radius 0.5m. The
boundary condition S = 0 cannot be applied to the streamlines because dif-
fusive effects will have some water entering into the well. To avoid this, we
let a cylinder of CO2 be present around the well before injection starts. We
let the radius of this cylinder be large enough so that no water is allowed to
enter the well. The numerically integrated volume at any time step should
then be the starting volume of CO2 plus total injected volume.
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Figure 6.4: Left: t = 0, Right: t = 34000
Figure 6.4 shows what the test case looks like. As we see, diffusion effects
has some water enter into the volume that initially was pure CO2, and this
is the reason why the initial cylinder should be present at the start of the
injection. The injection rate is set to 94.2488m3/day.
In figure 6.5 below are two graphs showing the development of the mass
balance error (integrated volume minus injected volume) and the relative
mass balance error for a case with 20 streamlines and 20 normallines. We see
that there is a small error which initially increases a bit before decreasing.
There is some error associated with the positions of the intersection points
and corresponding time-of-flight coordinates, and we expect these small mass
balance errors to be a result of this.
The grid used to produce the graphs below was refined with 4 addi-
tional points between each intersection point along both streamlines and
normallines. Changing either the refinement or the number of streamlines
and normallines had little effect on the mass balance errors, the order of
magnitude and behavior was unchanged. What had an effect was changing
the accuracy in the numerical integration of the streamlines.
6.2.1 Nonzero Divergence
As mentioned before, when ∇ · n 6= 0, the time-of-flight formulation of the
saturation equation cannot be written on conservation form without solving
an additional set of differential equations to obtain a scaling function for the
normal field. A simple calculation shows that for our setup
∇ · n = α 2
r2β
(1− β) (6.8)
so that ∇ · n is at the highest around the well and decreases with r. Figure
6.6 shows a plot of ∇ · n as a function of r and β.
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Figure 6.5: Mass balance error and corresponding relative error for a refined
grid with 20 streamlines and 20 normallines.
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Figure 6.6: ∇ · n as a function of r and β.
Table 6.1 shows the mass balance error and corresponding relative error
for 5 different values of β at time t = 106 s. The table shows that mass
indeed is lost or gained if the flow is rotational.
6.3 Simulations
In [16] the authors show that the radial problem of CO2 being injected into
an aquifer has a self-similar solution satisfying a nonlinear, second-order dif-
ferential equation when assuming incompressible, immiscible fluids and a
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β Error Rel. error
1 1.2323 · 10−5 −8.7338 · 10−9
1.1 -0.8142 −5.8873 · 10−4
1.2 -0.7686 −5.5283 · 10−4
0.9 1.3918 9.3939 · 10−4
0.8 1.8502 1.3309 · 10−3
Table 6.1: Mass balance errors and the corresponding relative errors for
different values of β at t = 106 s.
homogeneous, isotropic confined aquifer. This similarity solution is used as a
reference solution to our streamline-normalline method. The reference case
will be the one where the injection rate Qwell = 94m
3/day. As it is seen
from figure 6.2, the diffusion term vanishes at the points where the water
saturation is either 0 or 1. We should then perhaps expect our numerical
methods to have problems around these points.
The boundary condition for the start of the streamlines is now time-
dependent, and we let Snξ (r0) = S(n∆τ t, r0) where S
n
ξ is the discrete solution
and S(t, r) is the interpolated reference solution. ∆τ t is the time step used
for solving the equation along streamlines.
6.3.1 Adjusting the Number of Streamlines
First, we look at how the numerical solution approximates the reference solu-
tion when the number of streamlines is the only thing being changed. Figure
6.7 shows the numerical solution and reference solution for four different se-
tups, and we see that as the number of streamlines/normallines are increased,
the numerical solution seems to better approximate the reference solution.
In all the cases in this section, ∇ · n = 0.
As shown in figures 6.9-6.11, the errors decrease when the number of
streamlines and normallines increase. An important factor here is that this
way of decreasing the numerical diffusion leads to a quadratic increase in the
number of control volumes used in the computations. That is, if the number
of intersection points along a streamline is m, and the number of streamlines
are n, the number of 1D control volumes summed over all streamlines are
m · n (and the number of 1D control volumes summed over streamlines and
normallines would be 2 ·m ·n, but the factor 2 stays the same, so we consider
only the number of control volumes along streamlines). If the number of
streamlines and normallines are doubled to 2n, the number of intersection
points will also be doubled. This gives a total number of 2n · 2m 1D control
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Figure 6.7: Numerical solution and reference solution for four different setups.
The number of streamlines are the same as the number of normallines in each
case. Top left: 10, top right: 20, bottom left: 30, bottom right: 40. The
figures show the simulations at time t = 105s
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volumes summed over streamlines.
6.3.2 Adjusting the Operator Splitting Steps
We saw in the previous section how the numerical solutions approached the
exact solution as the number of streamlines and normallines was increased.
This is of course not unexpected, since an increased number of control vol-
umes for the 1D solution operators should give less numerical diffusion. How-
ever, this way of increasing the accuracy is expensive. In this section we first
consider the same setup as before, but take the grid with 20 streamlines and
20 normallines, and further refine this grid.
The refinement is done in the following way. Given the time-of-flight coor-
dinates for the k intersection points along streamlines τ1, τ2 . . . τk, we linearly
place a number of additional points in between each intersection point. The
number of additional points is in our implementation always the same be-
tween all the different intersection points along a streamline. Furthermore,
if we stick to placing an even number of additional points between two inter-
section points, we automatically fulfill the relationship (5.18). The possible
advantage with this approach has already been mentioned. Refining the 1D
grids instead of increasing number of streamlines gives a linear increase in
the total number of 1D control volumes, while as figure 6.7 shows, reducing
the numerical diffusion.
Figure 6.8 shows that the numerical solution approaches the reference
solution as the refinement increases. However, just by looking at the figures
6.7 and 6.8 it is not possible to quantify the errors being made in any other
way than that the error seems to be decreasing. In figures 6.9-6.11 the
`2-norm of the vector Sξ − Sref for different grids, refinements and global
time steps is plotted. Here Sξ is the numerical solution in the intersection
points as defined in (5.15). Sref is the reference solution interpolated in
the intersection points. In the figures, the ”refinement factor” 2 means no
refinement, and generally refinement factor n means n− 2 additional points
between two streamlines or two normallines. In all of the plots below, the
refinement factor is the same along streamlines and normallines.
Figure 6.9 shows the behavior of the error on a grid with 10 streamlines
and 10 normallines, figure 6.10 on a grid with 20 streamlines and 20 nor-
mallines, and figure 6.11 on a grid with 40 streamlines and 40 normallines.
Consider first figure 6.9, where the numbers 1-3 indicates different types of
errors being made. The first kind of error we can call E1. We should expect
a big part of this error to be due to the control volume formulation. The
discrete solution value in a point is defined as the average solution in a time-
of-flight interval. Therefore, the average solution in such an interval should
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Figure 6.8: Numerical solution and reference solution for four different setups.
In each case there are 20 streamlines and 20 normallines. The difference is
that there is further refinement along the streamlines and normallines. Top
left: no additional points between intersection points, top right: 2 additional
points between 2 intersection points, bottom left: 8 additional points between
2 intersection points, bottom right: 18 additional points.
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be different from the reference solution in the intersection points. We see
that E1 decreases as the number of streamlines and normallines increase, as
it should.
The error E2 can be associated with the numerical diffusion that arises
when the 1D equations are solved as this error decreases when the refinement
factor increases. The error E3 decreases when the global time step is reduced.
This term then seems to represent the operator splitting error. Notice how
E3 is of the same order of magnitude for all grids and all refinement factors.
Figure 6.9: Plot of `2-norm of Sξ − Sref at time t = 105s on a grid with 10
streamlines and 10 normallines for different refinement factors.
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Figure 6.10: Plot of `2-norm of Sξ − Sref at time t = 105s on a grid with 20
streamlines and 20 normallines for different refinement factors.
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Figure 6.11: Plot of `2-norm of Sξ − Sref at time t = 105s on a grid with 40
streamlines and 40 normallines for different refinement factors.
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There is an additional type of error that has yet to be discussed, the error
associated with the discrete operator splitting coupling. This error might
be a part of any of the errors E1 − E3 since it may depend on a number of
factors - global time steps, refinement, and positions of intersection points.
As figure 6.12a shows, the `2-error is actually less when the streamlines are
refined but the normallines are not, compared to the case where both are
being refined. This indicates that the scaled coupling might not be suitable
for the normallines, at least not in all cases.
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Figure 6.12: a) `2-error at time t = 105s for a grid with 10 streamlines
and 10 normallines. b) Discrete refined solutions and reference solution near
S = 1 at t = 105s. Refinement factor for b) is 16 for both streamlines and
normallines. The global time step is 1000s.
Consider figure 6.12b. This figure shows the refined solution with refinement
factor 16 along streamlines and normallines, as well as the reference solution
for water saturations close to 1. When the mean solution for an intersection
point is computed after solving along the streamlines, the solution is pro-
jected onto the normallines based on the normalline solution at the previous
time step. When the refined solution is constant, as is the case when the
mean water saturation for an intersection point is equal to 1, the solution in
the refined grid points are the same as the mean solution in the intersection
point. This, in combination with the degeneracy of the parabolic term makes
the shape of the normalline solution imply artificially high diffusive numer-
ical fluxes in the direction of flow. Notice how the shape of the numerical
solution on streamlines follow the reference solution to a much higher degree
than the solution on normallines in figure 6.12b.
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Figure 6.13 shows the same case as figure 6.12a, only with another re-
construction method for the normallines. For this case, instead of using the
scaled mapping we use a linear reconstruction, assuming that solution values
along normallines vary linearly between two intersection points. No informa-
tion regarding the refined solution at the previous time step is used. This will
take care of the stair-case shape of normalline solutions in the neighborhood
of S = 1, and hopefully approximate the reference solution to a higher degree.
This method is however not mass-conserving, possibly inducing errors.
5 10 15 20 25 30
0.04
0.06
0.08
0.1
0.12
0.14
0.16
Refinement Factor
L2
 
e
rr
o
r
Scaled mapping
Linear Mapping
Figure 6.13: Linear and scaled reconstructions on normallines for the same
setup as above. Scaled reconstruction used on streamlines.
Here we see that using the linear reconstruction of normalline solutions gives
a better approximation to the reference solution, as perhaps anticipated.
However, using no refinement of normallines at all is still a better alterna-
tive. The tests resulting in figures 6.12 and 6.13 show that the accuracy
of the streamline/normalline method is highly sensitive to the methods used
for the reconstruction of refined solutions on normallines. More sophisticated
methods should be developed, perhaps adaptive methods using different re-
construction methods for different regions depending on the local degree of
degeneracy, solutions at previous time steps and so on.
Chapter 7
Simulation of Groundwater
Contamination
In this chapter we will construct a more realistic, physically motivated grid
than the one in the previous chapter, and solve the equations that arise from
groundwater contamination. We will compare the streamline/normalline
methodology to the approach of mapping onto a background grid to take
care of diffusive/dispersive terms.
As motivation, consider a factory that as a part of its production process
ends up with contaminated water. The factory is given permission to inject
this water into a confined aquifer, or injects it anyway, without permission. If
there are any drinking water wells connected to the same aquifer, simulations
of the spreading of contaminant is important to determine when and if the
contaminant reaches the drinking water well. The factory could be polluting
the drinking water even if it injects its contaminated water into a different
aquifer than the one that holds the drinking water well. The two aquifers
could for instance be connected through fractures or leaky abandoned wells.
7.1 Construction of the Test Case
However the contaminated water is allowed to reach the drinking water, its
source will from now on be called an injector. Our setup will hence consist
of an injector that is injecting polluted water into a confined aquifer and a
drinking water well, illustrated in figure 7.1.
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Injector Producer
Background flow
Figure 7.1: An injector and a producer in a confined aquifer with background
flow. The boundaries are open.
As in the previous chapter, analytical expressions for the velocity field
will be used. To find this we first put the Darcy velocity into the law of mass
conservation for an incompressible fluid. Let q1 be the injection rate of the
injector, considered a point source, and let q2 be the production rate of the
producer, considered a point sink,
∇ ·
(
−K
µ
∇p
)
=
q1 − q2
ρ
(7.1)
Next, we decompose the pressure field into a solution of the homogeneous
equation and two particular solutions, p = ph + p1 + p2, where ph, p1 and p2
are the solutions of the following equations:
∇ ·
(
−K
µ
∇ph
)
= 0 (7.2)
∇ ·
(
−K
µ
∇p1
)
=
q1
ρ
(7.3)
∇ ·
(
−K
µ
∇p2
)
= −q2
ρ
(7.4)
Then p will be a solution of equation (7.1). Define also v = vh + v1 + v2.
Then
vh = −K
µ
∇ph (7.5)
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where ∇ph is the background hydraulic gradient. This is the velocity origi-
nating from the background flow. The solutions of equations (7.3) and (7.4)
are the same as they would have been if there was no background hydraulic
gradient and hence no background flow. This means that the velocities v1
and v2 are inversely proportional to the injector and the producer, respec-
tively, and that the steady-state velocity field is given by
v = −K
µ
∇ph + C1
r1
er1 +
C2
r2
er2 (7.6)
where r1 and r2 are the distance from the injector and the producer respec-
tively, and er1 and er2 are the radial unit vectors pointing from the injector
and the producer respectively. C1 and C2 are constants determined by the
injection and production rates. Note that all 3 terms in vh are irrotational,
assuring that ∇ · n = 0 if we let the normal field n = Rv where R is the 90
degree counter clockwise rotation matrix.
7.1.1 Parameter Setup
To emphasize the difference in the methods of handling cross-streamline dif-
fusive effects, we let the background Darcy velocity, injection and production
rates be such that no streamline starting in the injector ends in the produc-
ing well. Then the concentration of contaminant that reaches the producer is
expected to be highly dependent on the numerical methods used to capture
transverse dispersion since cross-streamline effects are the only effects that
could lead to contamination of the produced water.
To achieve this, we set as in the previous chapter the porosity φ to 0.15.
The injection rate is set to 41.9m3/day, and we let the producing well be
placed 50 meters from the injection well, and let it’s production rate be 20% of
the injection rate. Let the background Darcy velocity be vh = 3.13·10−6m/s,
resulting in streamline-normalline grids as in figure 7.2. Molecular diffusion
is for simplicity neglected. The concentration of contaminant in the injected
water is set to c0 = 10
−4. We further consider two different cases for the
longitudinal and transverse dispersivities αl and αt. In one case we let αl =
1m and αt = 0.1m, and in the other we let αl = 10m and αt = 1m.
7.2 Simulations
In this section we solve equation (3.11) simplified according to the parameter
setup and decomposed to a part along streamlines,
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∂c
∂t
+
∂c
∂τ
− φ ∂
∂τ
(
‖v¯‖dl φ‖v‖2
∂c
∂τ
)
= 0 (7.7)
and a part along normallines,
∂c
∂t
− φ ∂
∂ν
(
‖v¯‖dt φ‖n‖2
∂c
∂ν
)
= 0 (7.8)
The equations are solved using 1D finite volumes as described in Chapter 5.
The injected concentration is implemented as a boundary condition for the
streamlines, letting c = c0 at the beginning of each streamline starting in
the injection well. We also consider taking dispersion on a background grid,
solving
∂c
∂t
+
∂c
∂τ
= 0 (7.9)
along streamlines, and solving
∂c
∂t
−∇ · (D˜ · ∇c) = 0 (7.10)
on a background Cartesian grid, using finite differences and a 9-point stencil,
where central differences are used to approximate the derivatives in the sec-
ond term of (7.10). The Cartesian grid has the same grid spacing - ∆x = 2m
in all simulations.
Figure 7.2 shows the three different streamline/normalline grids used for
the simulations. There is no refinement along streamlines or normallines.
This means that the grid points used for the solution of the one-dimensional
equations are the intersection points between streamlines and normallines.
The global time step is the same for all simulations - ∆tG = 10
4s.
In figure 7.3, 2D-plots of the concentration near the injector is shown for
3 different dime steps and both solution methods. While this kind of plot is
useful when visualizing flow, it is not the best tool when it comes to com-
paring the different solution methods. We have implemented a global error
estimate, taking the relative `1-norm of the difference between two solutions,
arranging the solution in the different grid points in a vector. Figure 7.4
shows the `1 difference of the different solution methods for grid 1 and 2
relative to the streamline/normalline method on grid 3. Finally, in figure 7.5
we show the concentration in the producing well as a function of time for the
different solution methods, grids and dispersivities.
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Figure 7.2: The three different streamline-normalline grids used for the sim-
ulations in this chapter. Blue lines are the streamlines, red lines are the
normallines.
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Figure 7.3: Simulations with dispersion on a background grid (right) and
dispersion along normallines (left). Longitudinal dispersivity αl = 1m, and
transverse dispersivity αt = 0.1m. The screenshots are at times t = 1 ·
105s, t = 1.5 · 105s and t = 2 · 105s
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Figure 7.4: Relative `1 difference for different grids and dispersivity. Left:
lowest dispersivity, right: highest dispersivity
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Figure 7.5: Concentration in producing well as a function of time for different
grids. Left: dispersion along normallines. Right: dispersion on background
grid. Top: αl = 1m, αt = 0.1m. Bottom: αl = 10m, αt = 1m.
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7.2.1 Discussion
Figure 7.3 shows plots of the concentration at different times on the first of
the grids in figure 7.2. In this case the longitudinal dispersivity is αl = 1m,
and transverse dispersivity αt = 0.1m. The figure shows not much differ-
ence in the concentration profiles, but the mapping between streamlines
and the background grid seems to be a bit more diffusive than the stream-
line/normalline method which has a sharper concentration front. The global
error estimates in figure 7.4 show that the results are consistent, and that the
solution appears to be converging globally when the number of streamlines
and normallines increase.
Global error estimates may not be the right tool to use on these kind of
problems. The numerical diffusive smearing of the solution introduced by
the mapping between streamlines and the background grid leads to an over-
estimation of the concentration in the producing well. First of all, consider
the two plots on the right hand side of figure 7.5. These are from simulations
with dispersion on the background grid, and we see that the plots are nearly
identical. Although the method involving background grids appeared to be
convergent and correct, the numerical diffusion associated with the mapping
is much greater than the physical dispersive effects that we are trying to
capture. The standard method, as implemented here simply cannot be used
to give any useful or predictable information regarding the producing well
contaminant concentration.
The two plots on the left hand side of figure 7.5 are from simulations
with dispersion along normallines. The plots show that the concentration
in the producing well is much lower than it was when dispersion was taken
on the background grid, and that it takes more time for the contaminant to
reach the well. Furthermore they show that the concentrations are highly
grid-dependent. For the case with αt = 0.1m, simulation on grid 1 predicts
approximately half of the concentration that grid 3 predicts. This is because
the problem is constructed to be a difficult one - we are trying to predict the
concentration in a singularity. What enters the producing well or not is by
default sensitive to streamline/normalline densities in the bordering regions
between contaminated and clean water. Smaller dispersivity means higher
grid sensitivity. When comparing the two figures on the left hand side of
figure 7.5, we see that the case when αt = 1m is more easily captured than
the case with the least transverse dispersivity, even if none of the solutions
can be called a converged solution. The sensitivity of the solutions to grid
changes is still far less than the sensitivity to changes in the physics of the
problem, as opposed to the standard method.
In conclusion, we have shown that while the standard approach to in-
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cluding dispersion in streamline methods is convergent in a global sense, it
is unable to give any useful information regarding the well-to-well transfer
of contaminants. The streamline/normalline method presented significantly
reduces the numerical diffusion by eliminating mapping errors.

Chapter 8
Summary and Conclusion
In this thesis we have studied and implemented a solution approach to
advection-diffusion equations based on reformulating the equations in time-
of-flight coordinates along streamlines and normallines. By doing a dimen-
sional splitting of the resulting equations, one-dimensional equations was
solved along streamlines and normallines individually for both one-phase and
two-phase flow.
The basic equations was derived in chapters 1-3, and the streamline/
normalline method was developed in chapter 5. In Chapter 6 we com-
pared solutions of a vertically averaged saturation equation using this stream-
line/normalline method to a reference solution of CO2 injection in confined
aquifers. We saw that the solutions approached the reference solution when
the number of streamlines and normallines was increased, as well as when
the one-dimensional grids was further refined along streamlines. However,
we found that refining the one-dimensional grids along normallines had the
opposite effect on the accuracy, showing at least for normallines the need for
more sophisticated mappings than the scaled mapping outlined in chapter
5. We also saw that the method is non-conservative when the velocity field
is rotational. In the case of rotational flow, the scaling (3.21) of the normal
field should be considered.
In Chapter 7 we ran some simulations of groundwater contamination in
a confined aquifer with background flow, a source of contaminant and a
drinking water well. We compared the streamline/normalline method to the
method of mapping from streamlines onto a background Cartesian grid for
the calculation of dispersion. We saw that for the test case constructed
and parameters used, the standard method for the inclusion of dispersion in
streamline methods failed completely in giving any reliable results regarding
the well-to-well transfer of contaminants. Using normallines for the calcula-
tion of transverse dispersivity eliminates the numerical diffusion associated
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with the mapping to and from background grids, thus giving more predictable
results.
Although streamline simulation based on time-of-flight coordinates is
widely used for 3-dimensional problems, the method discussed in this thesis
is restricted to 2-dimensional problems. In 3D one would have to consider
some highly complex geometric surfaces as ”normallines”. In 2D however,
the method could very well serve as an alternative or supplement to existing
methods.
Appendix A
Terminology and Notation
α : Subscript denoting phase. When writing for instance Sα, one means
“the saturation of phase alpha”. For two-phase flow, α could be wet-
ting (w) or non-wetting (nw). We will not be considered much with
wettability, but think of a drop of water on a table and a drop of
oil the same size as that of water. The drop of water will be covering
a bigger area of the table than the drop of oil. We say that water is
wetting relative oil.
φ : Porosity. Rock parameter. Defined as the ratio between the volume of
empty space and the volume of solid rock (the solid rock is called the
matrix ). However, this definition is not very practical, since there may
well be volumes of empty space being isolated from the flow. φ is there-
fore usually interpreted as the effective porosity. In this interpretation
one considers isolated empty space as a part of the matrix.
ρ : Mass density. Phase variable. In incompressible fluids the mass density
is constant. Adding compressibility to the system complicates things,
and one needs to add thermodynamical equations of state in order to
incorporate the compressibility. We consider only the case of incom-
pressible fluids, where the mass density is given.
S : Saturation. Phase variable. Portion of available space filled with the
respective phase. The following relation always holds:
∑
α Sα = 1.
Residual saturations need to be taken into account, since it is generally
not possible to get for instance all the oil out in a drainage process
(reduction of oil saturation in an oil/water system is called drainage,
while increasing the oil saturation is called imbibition). This is highly
dependent of pore geometries, and is usually empirically determined.
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v : Velocity. Phase variable. Darcy velocity is denoted v and average
linear velocity is denoted v¯
K : Permeability. Rock parameter. In groundwater flow it is sometimes
called the hydraulic conductivity. The permeability is usually related
to the porosity, but higher porosity doesn’t necessarily imply higher
permeability. This is because the permeability is determined by not
only available volume, but also pore sizes and geometries. These again
rely on faults, fractures, different geolocial layers and so on. The per-
meability is therefore in it’s most general an anisotropic, heterogenous
tensor. Determining these rock parameters is crucial in real field cases,
and is a major research issue. Traditionally it is done by seismic inter-
pretation, core samples or well data history matching.
kr : Relative permeability. Variable depending on rock and saturations.
What the effective permeability for a phase is given a certain amount
present of the other.
p : Pressure. Phase variable. Due to interfacial tension between the dif-
ferent phases and the rock matrix, the pressures are higher in phases
with lower wettabilities and lower in phases with higher wettabilities
[17]. The differences in two phase pressures are called the capillary
pressure between the two respective phases, so in a three phase sys-
tem we need two capillary pressure relations. Modelling these capillary
pressures is a research subject in itself, and empirically determined
functions are preferred when available.
Capillary pressure is at least a function of saturation, but experiments
have shown that it is also dependent of the flow process itself. For
example, the cappilary pressure between oil and water is higher for an
imbibitions process than it is for a draining process. This effect is called
hysteresis. See for instance [10] for more details.
µ : Viscosity. Phase variable. The viscosity is a measure of how “thick“ a
fluid is. Syrup has high viscosity, water has low. We only consider the
case of constant viscosity.
Appendix B
Streamline Tracing
If one knows the cell edge fluxes in a cartesian grid, it is in principle straight-
forward to trace streamlines using Pollock’s method [18]. For simplicity,
assume stationary flow, meaning that streamlines and particle paths coin-
cide.
Pollocks method tells us how to trace a streamline inside a grid cell, given
an entry point P0. A particle in the point P0 at time t = 0 follows the path
given by r(t) = x(t)i + y(t)j, r(0) = P0. Scale and move the cell if necessary
so that it becoems [0, 1]× [0, 1], and let the time start at t = 0. Assume that
the x-component of the velocity field, u(x, y) varies linearly in x-direction,
and assume that the y-component , v(x, y) varies linearly in y-direction. We
then have
dx
dt
= u(x, y) = u(x) = Gxx+ uA = (uB − uA)x+ uA (B.1)
dy
dt
= v(x, y) = v(y) = Gyy + vC = (vD − vC)y + vC (B.2)
Here A, B, C, D are respectively the left, right, bottom and top cell edges.
The assumptions above makes the equations uncoupled, and if Gx, Gy 6= 0
we get the following expressions for the time t:
t =
1
Gx
= ln
(
Gxx(t) + uA
Gxx(0) + uA
)
(B.3)
t =
1
Gy
= ln
(
Gyy(t) + vC
Gyy(0) + vC
)
(B.4)
If Gx, Gy = 0 the expressions for t are simpler:
t =
x(t)− x(0)
uA
(B.5)
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t =
y(t)− y(0)
vC
(B.6)
Now we have 3 unknowns, t, x(t), y(t), but only 2 equations. t may still
be found if we assume t ∈ [0, τ ], and let τ be the smallest time we get by
calculating the time a particle needs to travel from the entrance point to each
of the 3 other boundaries.
For the left and right edge, let x(t) = 0, x(t) = 1 in (B.3) or (B.5), and
for (B.4) or (B.6), let y(t) = 0, y(t) = 1. Now, let τ be the smallest of these
times, so that the particle will exit the cell through the point (x(τ), y(τ)),
which is then taken as the entry point for the cell which the particle enters.
When τ now is found, equations (B.3) or (B.5) can be solved for x(t),
and (B.4) or (B.6) can be solved y(t). If Gx, Gy 6= 0:
x(t) =
(Gxx(0) + uA)e
Gxt − uA
Gx
, t ∈ [0, τ ] (B.7)
y(t) =
(Gyy(0) + vC)e
Gyt − vC
Gy
, t ∈ [0, τ ] (B.8)
If Gx, Gy = 0:
x(t) = x(0) + uAt, t ∈ [0, τ ] (B.9)
y(t) = y(0) + vCt, t ∈ [0, τ ] (B.10)
This way streamlines can be traced from an arbitrary starting point, all
the way to the edge of the domain, or until it reaches a well. If there are
production wells inside a cell, all the possible τ will be infinite, and the
particle naturally cannot exit the cell.
This method has been extended to be used on irregular grids as well, by
introducing transformations that injectively transforms the cells and their
interior into unit cubes.
The figures below show a quarter-of-a-five well setup with a nonhomo-
geneous permeability field along with the corresponding streamlines. The
pressure equation is solved using software following [1].
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Appendix C
Application of Built-in Matlab
Code
When implementing the different methods described in this thesis, a number
of built-in Matlab codes have been used. This appendix explains some of the
nontrivial ones.
ODE solvers
When finding the streamlines for the analytically given, stationary velocity
or normal fields, we solve an equation on the form
∂x
∂τ
= v(x) (C.1)
using ode45, a fourth order Runge-Kutta solver. This is a one-step method,
and can be written [11]
x(τ + h) = x(τ) +
1
6
(v1 + 2v2 + 2v3 + v4)) (C.2)
where
v1 = hv(x)
v2 = hv(x +
1
2
v1)
v3 = hv(x +
1
2
v2)
v4 = hv(x + v3)
After this equation has been integrated for a streamline, we end up with
a streamline polygon. So another thing worth mentioning here is how we
find the intersection between a streamline and a normalline polygon
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Finding Intersection Points
There is no built-in matlab code to find the intersection between two poly-
gons. However Matlab Central File Exchange
(http://www.mathworks.com/matlabcentral/fileexchange) offers a function,
curveintersect written by Sebastian Ho¨lz of the Leibniz Institute of Marine
Sciences.
τ1
τ2
ν1
ν2
Figure C.1: Intersection of a streamline polygon and a normalline polygon
The time-of-flight coordinates corresponding to the intersection points are
then interpolated by assuming that the time-of-flight varies linearly between
two polygon points.
Mapping Data to and from Background Grids
When mapping data to and from background grids, the data given along
streamlines at discrete time-of-flights need to be interpolated. For mapping
from streamlines to a Cartesian grid, we use griddata. When going from the
Cartesian grid to the streamlines, we use interp2. griddata is based on a
triangulation of the interpolation points. In the book by Kincaid and Cheney
[11], a triangulation is described as a collection of triangles T1, T2, . . . , Tm
where the following rules must be satisfied:
• Each interpolation node must be the vertex of some triangle Ti
• Each vertex of a triangle in the collection must be a node
• If a node belongs to a triangle, it must be the vertex of that triangle
Matlab uses Delaunay triangulation as default. This has the additional
property that
• No node is inside the circumcircle of any triangle.
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Figure C.2: Delaunay triangulation of intersection points.
Figure C.2 shows the Delaunay triangulation of the grid produced by
intersection points in chapter 5. The solution is taken to be linear in each
triangle, and such that it is continous. The solution values at the Cartesian
grid points intersects this piecewise linear solution.
interp2 uses the values in the Cartesian grid points to interpolate val-
ues along streamlines. It assumes that the solution is piecewise linear and
continous. The solution values along the streamlines intersects this piecewise
linear solution.
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