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networks underlying object representations 6 . Recent examples of coupling between gamma amplitude and theta phase (theta-nested gamma) 7 therefore provide an effective combination for neuronal populations to communicate and integrate information during visual processing and learning and may provide a process of temporal segmentation that can maintain multiple working memory items 8 . Modulation of oscillatory synchronization can also increase synaptic gain at postsynaptic target sites thereby potentiating responses to learned stimuli [9] [10] .
There is still debate as to whether critical changes in theta or gamma involve amplitude or phase parameters, or both. Some human EEG recording studies have reported that theta phase rather than amplitude is correlated with cognitive processes, the so-called phase reset model 1, 11 , while others in the frontal and temporal lobes have placed more importance on the correlation between theta amplitude and gamma frequency 7 . The magnitude of both theta and gamma oscillations during encoding also appears to predict the efficacy of subsequent recall 12 and the theta rhythm can both modulate gamma amplitude 13 and the firing of single neurons 2 . We have investigated the impact of learning on theta and gamma oscillatory activity in the inferotemporal cortex (IT) of three sheep, using 64-electrode recording arrays, while the animals performed a face or object-pair discrimination learning paradigm 14 . We then developed a neural network model reproducing our electrophysiological findings to infer the functional consequences of observed learning associated changes.
RESULTS

Theta and gamma oscillations are coupled in inferotemporal cortex
Overall data was collected from 17 recording sessions (5-6 per sheep) and during presentation of 20 face (5-10 per sheep) and 2 non-face object pairs (one each in 2 sheep)(see Supplementary Fig. 1 online). There were no systematic differences in the patterns of theta or gamma oscillations in response to the different types of stimuli and so data were combined. 4 A wavelet transform applied to each individual LFP showed substantial theta band activity across the 4-8Hz range, and synchronised across IT electrodes, before and during stimulus presentation (see Supplementary Fig. 2 online) . There was a much smaller contribution from gamma band activity (30-70Hz) and across the recording sessions there was significant (P<0.001) coupling between theta phase and gamma amplitude before (mean±sem = 76.5±6.2% of recording electrodes in left IT and 84.6±4.2% in right IT) and during (80.6±5.8% in left IT and 84.6±4.7% in right IT) visual stimulus presentation (see Fig. 1a ).
Since our data confirmed the presence of cross-frequency coupling between theta and gamma oscillations, similar to that reported in human EEG studies 7 , we investigated whether the correlation between theta phase and gamma amplitude was a consequence of theta nested-gamma activity. To test this, we generated one theta wave and gamma wave and nested (added) them together using two sine waves of 5 Hz and 50 Hz which were linearly mixed. The gamma frequency sine wave (50 Hz) had an amplitude 1/5th of the theta frequency one (5Hz). Using a trial length of 500 ms, 30 trials were generated with a sampling frequency of 1 kHz. White noise was then added to the mixed sine waves with a signal to noise ratio equal to -5 dB. The coherence between the theta phase and gamma amplitude was maximal ( Fig. 1b) confirming that the relationship between the theta phase and gamma amplitude is indeed a consequence of theta nested-gamma activity.
Learning increases theta amplitude, theta/gamma coupling and the theta/gamma ratio
An analysis of theta wave activity revealed a significant increase in the amplitude and power of the first theta wave after stimulus onset which was enhanced ~1.5 fold following learning No individual electrodes showed a significant increase in gamma amplitude and power although there was a small overall significant increase across electrodes following learning in the right IT of one animal (Fig. 2c) . The net result was a significant ~1.4 fold increase in the ratio of theta to gamma during stimulus presentation after learning (Fig. 2d) . Coupling between theta and gamma was also strengthened after learning in terms of a greater coherence (~10%) between the two frequencies ( Fig. 2e) together with a tightening of theta phase, although with the latter only in the right IT where z-scores for theta phase were ~3-fold higher than in the left IT (Fig. 2f) .
We found no evidence for theta-phase resetting in response to stimulus presentation with <1.5% of recording electrodes showing a significant (P<0.05) effect. There was also no significant increase in the associated phase reset z-score following learning (Fig. 2g) .
Overall, levels of theta synchronization across recording electrodes were higher in the right hemisphere (>95%) than in the left (47-48%) but with no effect of learning (Fig. 2h ). This together with the theta phase-tightening our results indicates a greater degree of synchronization in theta activity in the right compared with the left IT, although it is high in both hemispheres. Such hemispheric differences might reflect a greater synchronization of synaptic inputs to the right IT from earlier centres in the visual processing system.
Learning does not alter stimulus evoked visual potentials or neuronal firing rates
Following stimulus onset there were similar peak response latencies for the visual evoked potential (VEP -characterised by P100 and N300 components see Fig. 2a 
Learning-evoked changes in theta/gamma activities can occur in <10 min
The learning effects on IT theta nested gamma could be extremely rapid and with two face pairs, from two different animals, we were able to plot changes across sequential blocks of trials taking place over 20-30 min where learning was successfully achieved. In both cases there was a very close correspondence between the attainment of the >80% learning criterion and the changes in theta amplitude the theta/gamma ratio and coherence (see Fig. 3 ). In three other cases (2 face pairs and 1 object pair) where learning only occurred after a number of days of training there was also a similar close relationship between the achievement of the >80% learning criterion and altered theta amplitude, theta/gamma ratio and coherence values.
Overall for the five different stimulus pairs when comparisons were made between the trials during learning and the first 40 trials where learning was achieved there was an enhancement in the IT of the stimulus-evoked increase in theta amplitude (mean±sem change from pre Fig. 4a ). By adjusting the coupling strength between these neurons we found they could indeed produce theta-nested gamma oscillations (Fig. 4b) . (Fig.4b) . Thus for optimal coupling between gamma and theta, and to evoke maximal responses in the downstream neuron, gamma should be shallow nested on theta as seen after learning.
We then used the model to investigate if NMDA receptor changes alone in the network could reproduce learning-induced changes in IT theta/gamma activity. It was found that increased NMDA receptor sensitivity on and between the excitatory neurons (NMee) and between them and the slow inhibitory ones (NMes) could account for the enhanced theta amplitude without changing gamma (Fig 5a) . It was possible to achieve the same outcome by combining NMDA receptor changes with increased GABA A receptor sensitivity between the slow inhibitory and excitatory neurons (data not shown). If the connection with the fast inhibitory neurons (NMef) was also altered this increased gamma amplitude and therefore did not replicate IT findings. Changes in the theta gamma ratio and theta/gamma coherence seen in IT recordings were also confirmed (Figs 5b,c) . Theta and gamma amplitude and 9 coherence values were higher in the model than in IT recordings although the theta/gamma ratio was similar. This probably reflects the limited network size and complexity of the model compared with the IT itself and the greater noise inherent in in vivo brain recordings.
Figs 5d,e show that firing rates of the excitatory neurons are slightly decreased following the NMDA receptor changes mimicking learning but there is nevertheless a highly significant overall increase in the firing rate of the downstream neuron and this is positively correlated with the size of the theta/gamma ratio (Pearson correlation, r = 0.34, P<0.01 - Fig. 5f ).
Both the model and IT recordings show temporal desynchronization of neuronal output occurs following learning induced theta-nested gamma changes
The potentiation of downstream neuron responses predicted by the model despite the absence of excitatory output neuron firing rate changes suggests that some form temporal reorganisation of the latter is occurring to enhance their impact. We therefore investigated whether temporal synchronization in the excitatory neuron output to the downstream neuron is significantly altered as a result of simulated learning changes. Repeated simulations using the model confirmed that learning produced a significantly greater desynchronization of the excitatory neuron output across a range of stimulus strengths (overall mean ± sem synchronization index before learning = 0.068±0.0005 and after learning = 0.062±0.001 t-test, 
DISCUSSION
Overall therefore our results have demonstrated for the first time that theta nested gamma in the IT is both influenced by learning and may serve an important function in the amplification and discriminability of inputs converging onto downstream neurons through a 11 temporal desynchronization effect. These learning effects can also be extremely rapid (<10 min). The shallow-nested coupling of theta and gamma frequencies is essential for this functional outcome with learning induced changes in theta amplitude rather than theta phase being of key importance. Our neural network model also demonstrates for the first time that competitive and reciprocal coupling between fast and slow inhibitory interneurons and excitatory output ones is important for the production of theta-nested gamma and that learning-induced changes within the IT can be simulated simply by increasing NMDA receptor sensitivity within the proposed network as in many other learning situations.
To the best of our knowledge this is the first demonstration of the presence of theta-nested gamma in IT and our model shows that it could be maintained with a simple network of excitatory glutamatergic pyramidal neurons and slow and fast inhibitory GABA A receptor interneurons that could be present in this and other neocortical regions. That both slow and fast inhibitory interneurons are required for the generation of theta-nested gamma confirms a previous prediction 15 , although differs from another study in the hippocampus suggesting that it is the h-current generated in oriens-lacunosum interneurons that is important 16 . The presence of such fast and slow type GABA A receptor responses has recently been confirmed in the neocortex 17 as well as the hippocampus 18 .
The main learning-associated change in theta oscillations we found in the IT was in terms of amplitude rather than phase and our results therefore do not support a key role for resetting of theta phase in cortical information processing contrary to some previous studies 1, 11 . The lack of any co-incident alteration in the amplitude of gamma oscillations is in-line with our similar failure to find any change in stimulus-evoked neuronal firing rates in the IT following learning. Indeed, previous research in monkeys has also failed to find evidence for rewardassociated learning changes in firing rates of individual IT neurons 19 .
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While the effects on theta-nested gamma we observe following learning could be achieved by altering the sensitivity of NMDA receptors alone in our model they could also be reproduced through a combination of changes to both NMDA and GABA A receptors although it was felt that restricting changes to NMDA receptors alone more closely reflected known effects of learning induced plasticity changes in the brain where it is changes in NMDA receptors rather than in GABAergic ones that are consistently important 20 .
A recent study has reported a decorrelation shift in visual cortex neurons during responses to visual stimuli using a pair-wise correlation analysis approach 21 . However, the greater desynchronization of neuronal activity we have observed following learning using a synchronization index measure across a whole network might still at first seem counter- Fig. 3a) arrays (epoxylite coated, etched, tungsten wires with 250µM spacing -total array area ~2mm x 2mm, electrode impedance ~0.2MΏ) aimed at the IT. Holes (0.7cm diameter) were trephined in the skull and the dura beneath cut and reflected. The electrode bundles were introduced to a depth of 20-22 mm from the brain surface using a stereotaxic micromanipulator and fixed in place with dental acrylic and stainless-steel screws attached to the skull. Two of these screws acted as reference electrodes, one for each array. Electrode depths and placements were calculated with reference to X-rays, as previously described 22 . Electrodes were connected to 34 pin female plugs (2 per array) which were cemented in place on top of the skull (using dental acrylic). Starting 3 weeks later the electrodes were connected via male plugs and ribbon cables to a 128 channel electrophysiological recording system (Cerebus 128 Data Acquisition System -Cyberkinetics Neurotechnology Systems Inc., USA) and recordings made during performance of the different face and non-face pair operant discrimination tasks. This system allowed simultaneous recordings of both neuronal spike and local event- The LFPs were sampled at 2 kHz and MUA spikes at 30 kHz and digitized for storage from ~3 seconds prior to the stimulus onset to ~3 seconds after the stimulus onset (stimulus durations were generally 1-3 s). Neural recordings from our data acquisition system consisted of two large raw data files, one for the LFP and the other for the MUA. We used 16 custom Spike 2 (Cambridge Electronic Design, Cambridge, UK) scripts to translate these into text files arranged either by trial or electrode prior to further analysis.
LFP or MUA data contaminated with noise artefacts, such as from animal chewing food, were excluded as were LFPs with unexpectedly high power. For LFPs, offline filtering was applied in the range of 1-200 Hz and trend was removed before spectral analysis. Any trials having more than 5 points outside the mean ± 5 standard deviation range were discarded before the analysis. Blocks of trials where no visual evoked potential could be discriminated (this only occurred in Sheep C) were also excluded. The mean and the standard deviation values of different parameters were calculated across all trials for 500 ms before and 500 ms during the presentation of the visual discrimination pairs (i.e. prior to the performance of any operant response). The LFPs and MUA responses were all aligned to the onset of the visual stimuli. All analyses were carried out using custom written routines in Matlab (The Mathworks Inc, Natick, MA). Use of custom spike-sorting software revealed that 1-4 single neurons were contributing to the MUA at each electrode 23 .
At the end of the experiments animals were euthanized with an intravenous injection of sodium pentobarbitone and the brains removed for subsequent histological confirmation of X-rays that array placements were within the IT cortex region.
Visual evoked potentials (VEP) and MUA. The VEP was extracted from the LFPs by trialaveraging after aligning the data to the onset of stimulus. Two major peaks were identified from the VEP in the initial 500ms of stimulus presentation: positive peak at ~100ms (P100) and a negative peak at ~300ms (N300). We calculated the latency for these two peaks by finding the time corresponding to the maximum and minimum peak value respectively. The amplitudes of these two peaks were calculated as their peak values after subtracting the average baseline in the 100ms before stimulus onset.
For the analysis of MUA data a Gaussian kernel with width of 30ms was convolved to the spike train. We used the maximum peak value in the initial 500 ms of stimulus presentation to characterise the MUA latency. In each trial the responsive MUA was defined by a paired t-test (P<0.05) comparing the spike count in the pre-stimulus period and during-stimulus period using a bin width of 20 ms.
Time-dependent spectrum analysis. To extract spectral content relating to time, we used a wavelet transform to disclose the time-dependent spectrum of the LFP data. The wavelet transform convolves the LFP ) (t x with a mother wavelet ) (t ψ 24 :
Here we use Morlet wavelet f 0 =0.849 defined as
The wavelet transform was applied to each individual LFP trial at each electrode and a final time-dependent spectrum estimated as the trial-averaged scalograms (modulus square of the wavelet transform). When comparing pre-stimulus and during stimulus theta band activity we used the amplitude of the wavelet transform at 4-8 Hz and averaged it across this band. For the gamma band amplitude in the 30-70Hz frequency range was analysed. Theta and gamma power was also calculated, although in our freely behaving animals we found the amplitude measure to be less variable across trials and sessions whereas power was susceptible to abrupt changes making comparisons more difficult. To determine the significance of responsiveness at each electrode a post-hoc t-test (with Benjamini-Hochberg correction) was used to compare the amplitude of the wavelet transform in the 500ms pre-stimulus with the 500ms during stimulus periods. The amplitude changes illustrating the effect of learning 18 were normalized by subtracting the amplitude value of the pre-stimulus period and dividing by the maximal value for each electrode.
The theta/gamma ratio was also calculated as the direct ratio between the theta amplitude and gamma amplitude (or theta power and gamma power).
Cross-frequency coupling. We used coherence analysis to measure the dependency between the signals in the two different frequency bands. The main idea of coherence analysis is to detect the modulation between amplitude and phase of the two band-limited signals in each frequency band. To do this we can separate the raw signal into two sets of band-pass filtered signals 25 . 
Therefore the hypothesis of uniformity should be rejected at a certain significance level if phase-locking was found for that electrode. The Z-score for the Rayleigh statistic is given
To see if theta band waves exhibit phase-resetting with a locked phase over trials, we calculated the Z -scores as a function of time in the during-stimulus range across all trials. An electrode was considered to be phase-locking if all the samples from the time of stimulus onset at a given frequency (4 -8Hz) pass the criterion of the Rayleigh test (P < 0.001) throughout two full oscillatory cycles. A comparison was made across all the electrodes in a recording array and a Bonferroni correction applied to compensate for type-I errors.
Cross-array synchronization. To assess whether there was synchronization of the LFP phases, the Rayleigh statistic was also used to calculate a Z-score across all the electrodes. In each trial the Z-score for theta phase (4-8Hz) was calculated for each time point in the 500 ms pre-stimulus and the 500 ms during stimulus periods for all the electrodes. If >80% of all time points across the combined 1 s interval were found to have a significant phase-locking (P < 0.005), then the LFPs were considered to be synchronized in that trial. For bilateral recordings, the left and right hemispheres were analysed separately.
Phase-tightening.
We calculated the Z-scores for LFP phases in 500ms pre-stimulus and 500ms during stimulus periods across all the electrodes in the recording array. If the Z-score was significantly higher (t test, P<0.05) in the during-stimulus period than in the pre-stimulus period then the phase was considered to be tightened. We used the percent change from the pre-stimulus to during-stimulus period to indicate the tightening of phase.
MUA synchronization. We measured synchronization in MUA data by counting the spikes within a brief time window (bin width, 2.5-10ms). This is similar to a peri-stimulus time 21 histogram (PSTH) over all MUA channels. In each trial we produced a PSTH over all the MUA channels and normalized it by the sum of the counts in all PSTH bins. If synchronization occurred in a certain time bin there should be a high spike count for that bin.
Normalization was carried out to ensure that the influence of differential firing rates was removed. We then defined a MUA synchronization index as the sum of all the normalized spike counts which exceed half of the maximum value. We calculated the synchronization index choosing a bin width of 5 ms although we also used bin sizes of 2.5 ms and 10 ms and similar trends were observed.
The synchronization index was based on the following. Suppose that the total time T is divided into small time bins τ (
, and that R spike trains are given by ik X =0 (there is no spike) or 1 (there is at least one spike), i = 1,2,…,R, k =1, …, TN. We can then define:
, that are larger than max(Z k /2), then the synchronization index α can be defined as:
Network model. We constructed an excitatory-inhibitory network comprising three populations of neurons: 100 excitatory (pyramidal) neurons, 50 inhibitory fast (inter) neurons and 50 inhibitory slow (inter)neurons. Similar models using fast and slow GABA A kinetics have been investigated for hippocampal neurons 27 . Here we focused on the network property in the visual discrimination tasks. Each set of neurons obeys the following integrate and fire equation: 
