In this study, Gaussian/normal distributions (N) and mixtures of two normal (N2), three normal (N3), four normal (N4), or five normal (N5) distributions were applied to data with extreme values for precipitation for 35 weather stations in Bangladesh. For parameter estimation, maximum likelihood estimation was applied by using an expectation-maximization algorithm. For selecting the best-fit model, graphical inspection (probability density function (pdf), cumulative density function (cdf), quantile-quantile (Q-Q) plot) and numerical criteria (Akaike's information criterion (AIC), Bayesian information criterion (BIC), root mean square percentage error (RMSPE)) were used. In most of the cases, AIC and BIC gave the same best-fit results but their RMSPE results differed. The best-fit result of each station was chosen as the distribution with the lowest sum of the rank scores from each test statistic. The N distribution gave the best-fit result for 51% of the stations. N2 and N3 gave the best-fit for 20% and 14% of stations, respectively. N5 gave 11% of the best-fit results. This study also calculated the rainfall heights corresponding to 10-year, 25-year, 50-year, and 100-year return periods for each location by using the distributions to project more extreme values.
Introduction
For analyzing the risk of rare events, extreme value analysis (EVA) is widely used in various disciplines, including environmental science [1] , engineering [2] , finance [3] , and water resources engineering and management [4] [5] [6] . Typically, EVA is used for describing unusual or rare events, (e.g., the upper or lower tails of a distribution) [7] . In hydrology, the purpose of extreme event analysis, such as of floods or precipitation, is to estimate the risk to human beings and environments by extrapolating the observed range of sample data. Extreme precipitation analysis gives some basic information which can be used for the risk assessment of some natural disasters such as floods, droughts, landslides, and so on. The extreme events are expressed in terms of recurrence interval or "return period", the average recurrence interval between events. It can be derived from quantiles of a parametric probability distribution fitted to the extreme values [8] .
In probability theory and statistics, the concept of mixture distributions is the combination of two or more probability distributions [9, 10] to create a new probability distribution. Finite mixture densities have served as important models for complex processes [11] . The most frequently applied finite mixture distributions are Gaussian mixtures. Gaussian mixture distributions (GMDs) are formed by taking linear combinations of Gaussian distributions. It is a weighted sum of Gaussian component
Data and Study Area
Bangladesh is in the Ganges-Brahmaputra-Meghna (GBM) river basin, which is the third largest freshwater outlet to the world's oceans. The country is between latitudes 20 • 30 N and 26 • 45 N and longitudes 88 • 0 E and 92 • 45 E (Figure 1 ). The total land area is 147,570 km 2 . In the GBM basin there are many rivers, most of them originating from the Himalayas, north of Bangladesh, and passing through the country to the Bay of Bengal, south of the country. Bangladesh is a riverine country, with 79% of the country being a floodplain. The land was formed by the river delta process. This fertile floodplain land contributes to a significant agriculture-based economy. On the other hand, there are some hilly areas, 12% of total area, which are located in the southeast and northeast part of the country. Nine percent of the land area is occupied by four uplifted blocks, which are mainly located in the northwest and central parts of the country. In the floodplain area, the highest elevation is about 105 m above sea level, which is in the north part of the country. Elevation decreases in the coastal south. In the hilly areas, the southeast part of the country, elevation varies from 600 to 900 m above sea level.
Bangladesh is an agricultural-based economy, where the role of precipitation is important. The Bay of Bengal lies to the southern part of the country, so much water vapor comes to the country and causes rainfall. Rivers which originate from the Himalayas to the north flow through Bangladesh and often cause flooding during this time. As the geographical conditions affect the precipitation patterns, these studies will play an important role on flood prevention and protection of natural assets.
The climate of Bangladesh is tropical monsoon-type, with a hot summer monsoon and a pronounced dry season in the winter. The effect of climate on hydrology in this tropical area has many facets. During the summer monsoon period, from June to October, excessive rainfall occurs-about 72% of annual rainfall occurs during this time period [32] . This excessive seasonal rainfall causes floods during this time. Temperatures throughout the country are almost uniform spatially, the month of July (28-29 • C) showing the highest and the month of January (17) (18) (19) • C) showing the lowest temperature, on average.
The daily rainfall data were collected from the Bangladesh Meteorological Department (BMD) from 35 different locations across the country (Figure 1 ). Rainfall stations are marked with a serial number from 1 to 35 in order of north to south on the map in Figure 1 . The elevation of the locations of each station, the period of observation data, and percentage of missing values are presented in Table 1 . The elevation of the stations was measured from "Google Earth" by using the coordinates of the locations. The geographical and climatological conditions are different, and the rainfall patterns also vary from station to station. The data was provided as the daily total rainfall in millimeters at each location. In this analysis, for most of the stations, 30 years of data (1984-2013) are used. However, there are some newer stations which were installed more recently that have less than 30 years of recorded data. These are Ambagan (15 years), Chuadanga (25 years), Mongla (23 years), Kutubdia (29 years), Sydpur (23 years), and Tangail (27 years). Firstly, the summation of daily rainfall of each calendar month was calculated. Then, the highest total in each year was taken as the maximum monthly rainfall for each location. This yields 30 maxima (1 for each year) for each station. This maximum monthly rainfall was used as the variable for analysis of extreme value (rainfall) estimation. Generally, the monsoon period, from June to October, has the maximum monthly rainfall each year all over the country. So, the maximum monthly rainfall came from the calendar month of July, August, or September in all 30 years studied. The best-fit probability distribution of these meteorological locations in Bangladesh was determined by using the GMD.
Geographical conditions play an important role in the precipitation pattern of a certain area. Geographic location, elevation, and adjacent environmental factors have a significant role on the rainfall pattern of a certain area. The compiled data varies from site to site. The southeastern part of Bangladesh has the highest amount of measured precipitation, mainly due to it being bounded by hills and the sea. For example, one station, named Sandwip, on the coast has recorded 3001 mm monthly maximum rainfall in the past 35 years. The northeastern part also has large amounts of precipitation. The main reason is that it is surrounded by the hilly areas of India, with the Tibetan plateau nearby. The Himalayan range and the Tibetan plateau are the source of many rivers in this area. Because of the unique geographical pattern of this area, with the combined influence of the Himalayan range and the Tibetan plateau, on the floodplain of the lower part of the Brahmaputra basin, with the addition of the monsoon driven with a distinct wet season from June to September, the total amount of precipitation and its frequency can produce particularly intense floods in this area.
The rest of the land is the part of the Ganges river basin. In the territory of Bangladesh, the basin is mostly floodplain and shows lower elevation than other parts of the country. The stations in the northwestern part of Bangladesh measured lower amounts of precipitation (such as Ishardi station, with 664 mm monthly maximum) than the southeastern and northeastern parts of the country. 
Methodology
For selecting the best-fit model for a certain location, choice of the model definition, parameter estimation, and model selection tools are important. In this section, these are described. The method of parameter estimation of the distributions is presented in Section 3.1. In Section 3.2, the procedure of goodness-of-fit tests for model selection, both numerically and graphically, is discussed. In Section 3.3, the return period estimation procedure of extreme event is discussed.
Gaussian Mixture Distributions
GMD, the most popular mixture model, is a useful tool for density estimation. The Gaussian distribution is the most important and widespread distribution in the field of statistical modeling. The mixture of Gaussian distributions yielded a wide variety of curves that describe the statistical variability. One reason for this is that the univariate Gaussian distribution is simple and requires only two parameters, the mean µ and the variance σ 2 . The Gaussian density is symmetric, unimodal, isotropic, and assumes the least prior knowledge. With a given mean and variance, it is easy to estimate an unknown probability density [33] . These characteristics and as its well-studied status provide Gaussian mixture density models more power and effectiveness than other mixture densities. For an independently and identically distributed (iid) random variable X drawn from K different normal distributions with weights p k , the component probability density function of GMD can be written as [34, 35] :
where x represents a one-dimensional random variable; k = 1, 2, . . . , K. The mixing coefficients p k must satisfy the conditions 0 ≤ p k ≤ 1 and ∑ K k=1 p k = 1 in order to be valid. The component Gaussian densities, N k (x|µ k σ 2 k ), can be expressed as:
where µ k is the mean and σ k 2 is the variance for the kth Gaussian distribution.
Maximum likelihood estimators, the well-known parameter estimators, have desirable asymptotic properties. Thus, it is a commonly used method for estimating the parameters in a mixture of Gaussian distributions. The likelihood function of the GMD can be defined as [34, 35] :
where
. For K sets of Gaussian distributions, the same sets of parameters are needed to calculate the estimate. In general, it is useless to obtain an analytical solution to maximize Equation (3) due to the composite operation of component-wise product and sum. The EM algorithm, the powerful method for finding maximum likelihood estimators, is applied to generate the unknown parameters in GMD. This algorithm is an iterative procedure for estimating the parameters of a certain distribution. There are two steps-the expectation (E-step) and the maximization (M-step)-for obtaining the maximum likelihood estimate [34, 35] . E-step: calculate the responsibilities associated with data point x using the current parameter values:
M-step: re-estimate and update the parameters using the current responsibilities:
Firstly, some initial values are chosen for the means, variance, and weights. Then, these are used to get first estimates of E(p k |x, Θ), which is inserted into Equations (5)- (7) to give revised parameter estimates. An alteration procedure between the above two steps is operated until some convergence criterion is reached. During each update of the parameters resulting from an E-step followed by an M-step, it is guaranteed to increase the log likelihood function. The algorithm is considered to have converged when the change in the log likelihood function, or alternatively, in the parameters, falls below some threshold [34, 35] .
In this study, the Gaussian distributions used were single normal distributions (N), mixtures of two normal distributions (N2), mixtures of three normal distributions (N3), mixtures of four normal distributions (N4), and mixtures of five normal distributions (N5). The N, N2, N3, N4, and N5 require 2, 5, 8, 11, and 14 parameters, respectively. The calculations were implemented with code written in the "R" programming language.
Goodness-of-Fit Tests
Goodness-of-fit test statistics are used for checking the validity and choosing the best-fit model among various distribution models for a specific data set. There are many procedures for testing the normality: graphical methods such as histograms with probability distributions, box plots, Q-Q plots, and the formal normality tests such as Akaike's information criterion (AIC), Bayesian information criterion (BIC), root mean square percentage error (RMSPE), and Kolmogorov-Smirnov (K-S). In the present study, AIC, BIC, and RMSPE were used.
According to the AIC and BIC criteria, the value of log-likelihood function is required to estimate the results of AIC and BIC. AIC is a different approach to model selection [36, 37] . The AIC is an asymptotically unbiased estimator. For a given model, the AIC can be expressed as:
where l denotes the maximum value of the likelihood function and K denotes the number of parameters. Given a set of candidate models for a data set, the best-fit model has the minimum value of the AIC. The BIC is a criterion for model selection, closely related to the AIC, among a finite set of models. Like the AIC, for a given set of candidate models for a data set, the minimum value gives the best-fit model. The BIC was developed by Schwarz [38] , where he explained a Bayesian argument for adopting it. The BIC is defined as:
where n denotes the sample size. The RMSPE is one of the most common methods to measure residuals-the differences between the observed and simulated values. The smallest RMSPE value gives the best-fit model for a given set of candidate models. It is also a good indicator for measuring errors of various models of particular variables. The RMSPE is expressed as the following equation:
where x i denotes the simulated value, X denotes the observed value, and n denotes the sample size. Graphical display is one of the most simple and powerful techniques for selecting the best-fit model. The quantile-quantile (Q-Q) plot is implemented to visualize the fitness of model distributions. To calculate the plotting position of the non-exceedance probability p i:n , Blom's plotting position formula, shown in Equation (11), is applied to yield approximately unbiased quantiles for a wide range of distributions. Blom's plotting position formula is expressed as:
where N = total number of observed values, n = the rank of the observed value of X (X (i) = ascending order), n = 1, 2, 3, . . . , N. To construct the Q-Q plot, X (i) versus x(F) is plotted, where F is the p i:n for the certain component of the Gaussian mixture distribution.
Return Period
The most important objective of extreme value frequency analysis is to calculate the recurrence interval or return period. In the mathematical definition, if the variable (X) equal to or greater than an event of magnitude x T occurs once in T years, then the probability of occurrence P(X ≥ x) in a given year of the variable is expressed as:
The precipitation amounts associated with the 50-year or 100-year average return periods cannot be directly calculated from the data set used here, but must be extrapolated from the 98th and 99th percentiles, respectively, of a fitted distribution (i.e., [1 − 0.98 −year ] −1 = 50 years; [1 − 0.99 −year ] −1 = 100 years) [8] . Statistical estimates are often presented with a range within which the true value can be expected to lie. One type is the confidence interval (CI). The range of the CI depends on the chosen confidence level. The upper and lower boundary levels of the CI are called confidence limits. In the return period estimations here, the 95% CI of each return period level was calculated.
Result and Discussion
Besides many parametric distributions, finite mixture densities have served as important models for complex processes. The main goal of this paper is to identify the best-fit Gaussian mixture distribution model for every station which yields the maximum monthly rainfall for return periods of 10, 25, 50, and 100 years.
Selecting the Best-Fit Results
Multiple distributions are usually tested against the real data to identify which distribution fits the data the best. Hence, the goal of distribution fitting is to anticipate the probability and frequency of occurrence of a phenomenon of a given magnitude within a certain interval. The selection of the best-fit mixture distribution depends in part on the presence or absence of symmetry of the real data with respect to the mean value. The visual technique of plotting data is one of the important methods for selecting a probability distribution. It is easy to look at the shape of the distribution and judge a best-fit of a given data set. This includes examining a histogram with the distribution overlaid and comparing the empirical model to the theoretical model. Distributions can be expressed as probability density function (pdf) or cumulative distribution function (cdf). A pdf denotes a continuous probability distribution in terms of integrals. The pdf can be seen as a smoothed version of a probability histogram. The cdf is monotonically increasing between the limits from 0 to 1. Graphical comparisons of all five mixture distributions were created, where pdfs of all five distributions were overlaid onto the histograms of the observed data and cdfs of all five distributions were overlaid onto the empirical cdfs of the observed data sets. Some locations showed best-fit with a larger number of Gaussian distributions, whereas some were best-fit by only a single normal distribution. The fit depends on the pattern of the observed data set. As an example, two locations are illustrated in Figure 2 , which shows the fitted pdf with observed data histogram (left side) and cdf with empirical cdf (right side). best-fit of a given data set. This includes examining a histogram with the distribution overlaid and comparing the empirical model to the theoretical model. Distributions can be expressed as probability density function (pdf) or cumulative distribution function (cdf). A pdf denotes a continuous probability distribution in terms of integrals. The pdf can be seen as a smoothed version of a probability histogram. The cdf is monotonically increasing between the limits from 0 to 1. Graphical comparisons of all five mixture distributions were created, where pdfs of all five distributions were overlaid onto the histograms of the observed data and cdfs of all five distributions were overlaid onto the empirical cdfs of the observed data sets. Some locations showed best-fit with a larger number of Gaussian distributions, whereas some were best-fit by only a single normal distribution. The fit depends on the pattern of the observed data set. As an example, two locations are illustrated in Figure 2 , which shows the fitted pdf with observed data histogram (left side) and cdf with empirical cdf (right side). For the pdf and cdf plots, the horizontal axis is the range of maximum monthly rainfall data. For the pdf plots, the vertical axis shows the probability density, which varies between the lowest and highest possible values. For the cdf plots, the vertical axis shows the cumulative density function, For the pdf and cdf plots, the horizontal axis is the range of maximum monthly rainfall data. For the pdf plots, the vertical axis shows the probability density, which varies between the lowest and highest possible values. For the cdf plots, the vertical axis shows the cumulative density function, where the values increase from 0 to 1 as we go from left to right on the horizontal axis. These figures represent the fit distribution model for the given locations.
The term "probability plot" sometimes refers specifically to a Q-Q plot. This can allow an assessment of "goodness-of-fit" that is graphical, rather than reduction to a numerical summary. Thus, it is easier to judge where the curve best-fits or differs from the data. In general, the basic idea is to calculate the theoretically expected value for each data point based on the distribution in question. The Q-Q plots of the five distributions for each station were created. The distribution fit with observed data was found using RMSPE. By using Q-Q plots, the level of fit on the extreme right tail can be examined [39] . Any perfect data points would follow the [1:1] line. In Figure 3 , examples of Q-Q plots for the same two stations of Figure 2 are shown. where the values increase from 0 to 1 as we go from left to right on the horizontal axis. These figures represent the fit distribution model for the given locations. The term "probability plot" sometimes refers specifically to a Q-Q plot. This can allow an assessment of "goodness-of-fit" that is graphical, rather than reduction to a numerical summary. Thus, it is easier to judge where the curve best-fits or differs from the data. In general, the basic idea is to calculate the theoretically expected value for each data point based on the distribution in question. The Q-Q plots of the five distributions for each station were created. The distribution fit with observed data was found using RMSPE. By using Q-Q plots, the level of fit on the extreme right tail can be examined [39] . Any perfect data points would follow the [1:1] line. In Figure 3 , examples of Q-Q plots for the same two stations of Figure 2 are shown. Figure 2 , for the station at Barisal, the N2, N3, N5 distributions visually seem to have the best-fit among all distributions. In Figure 3 , the N and N4 distributions deviate significantly from the [1:1] line, which shows the model does not match observed data. The main goal of this probability distribution fitting is to extrapolate the lowprobability, extreme events on the extreme right tail. In the case of all other stations, there is no recognizable pattern of best-fit mixture distributions. Sometimes, the right tail can be found to be overestimated or underestimated. However, to determine the best-fit model from the Gaussian mixture distributions, the graphical observation alone is not enough; numerical tests are also needed.
Besides the visual comparison of the shape of the observed data histogram with the pdf, the empirical cdf with the theoretical cdf, and the Q-Q plot, the validity of the specified or assumed distribution models may be verified or disproved statistically by numerical fit tests. Table 2 shows the station names, the best-fit results of AIC, BIC, RMSPE, and best-scored results or highest ranked distribution results from the various components of the Gaussian mixture distributions.
Given a set of candidate models for a data set, the best-fit model is taken as the minimum value of the goodness-of-fit test statistic for every case of AIC, BIC, and RMSPE. In most of the cases, AIC and BIC give the same best-fit distribution for a certain station. The main reason for this is that the log-likelihood function and number of parameters are used for calculating the AIC and BIC. On the other hand, only the simulated value and observed value were used for calculating the RMSPE. The horizontal axis shows the observed rainfall data in millimeters and the vertical axis shows the estimated rainfall of the five distributions of Gaussian mixtures. The right tail of the distributions' alignment with the [1:1] line is of interest here. In Figure 2 , for the station at Barisal, the N2, N3, N5 distributions visually seem to have the best-fit among all distributions. In Figure 3 , the N and N4 distributions deviate significantly from the [1:1] line, which shows the model does not match observed data. The main goal of this probability distribution fitting is to extrapolate the low-probability, extreme events on the extreme right tail. In the case of all other stations, there is no recognizable pattern of best-fit mixture distributions. Sometimes, the right tail can be found to be overestimated or underestimated. However, to determine the best-fit model from the Gaussian mixture distributions, the graphical observation alone is not enough; numerical tests are also needed.
Given a set of candidate models for a data set, the best-fit model is taken as the minimum value of the goodness-of-fit test statistic for every case of AIC, BIC, and RMSPE. In most of the cases, AIC and BIC give the same best-fit distribution for a certain station. The main reason for this is that the log-likelihood function and number of parameters are used for calculating the AIC and BIC. On the other hand, only the simulated value and observed value were used for calculating the RMSPE. All developed probability distributions were ranked for each selection tool (rank 1 is the best-fit). The three ranking results were summed to yield a ranking score. For each station, the distribution model with the smallest ranking score was selected as the best-fit and included in Table 2 . For most of the stations, the selected best-fit model results match both the AIC and BIC results. In six stations, all three test statistic results are the same. Also, in the higher mixture distributions (N4 or N5), the differences of mixing proportions are very small. This is also shown in the pdf graphs in Figure 2 . For the station at Dinajpur, the pdfs of the N4 and the N5 distributions almost overlap at the right tail of the distribution. The main reason is that here the proportion is very small. In the mixture distribution, the proportion among every single mode is an important parameter. In the probability distribution literature, sometimes a single distribution does not give a proper fit, so the mixture of distributions can give a better result. Though it must be kept in mind that increasing the number of parameters could result in overfitting-that is, the creation of a fit that matches the particular data set but has little or no general applicability or predictive power. In this study, a single Gaussian distribution was the most common best-fit, accounting for 51% of the best-fit results. N2 and N3 gave 20% and 14% of the best-fits, respectively. The five-component mixture distribution, N5, gave 11% of the best-fit results.
Return Period Results
The practical application part of this extreme value frequency analysis is the return period analysis, which yields risk estimations for a certain event. Figure 4 shows rainfall heights of 10-year, 25-year, 50-year, and 100-year return periods of best-fit distributions of all stations with 95% confidence intervals. The horizontal axis represents the station numbers, which are in the "St. No." column of Table 2 . The vertical axis represents the expected maximum monthly rainfall. The type of distribution is indicated by the marker shape and color. 25-year, 50-year, and 100-year return periods of best-fit distributions of all stations with 95% confidence intervals. The horizontal axis represents the station numbers, which are in the "St. No." column of Table 2 . The vertical axis represents the expected maximum monthly rainfall. The type of distribution is indicated by the marker shape and color. Figure 4 . Maximum monthly rainfall heights (in mm, on the y-axis) estimated for each station (on xaxis, the station serial number of Table 1 ) and for various return period values (10, 25, 50, 100 years). For each station, the rainfall height was calculated by means of the best-fit distribution. Figure 4 has four sections. From top to bottom, these indicate the rainfall heights corresponding to return period of 10-year, 25-year, 50-year, and 100-year, respectively. As an example, for the station Barisal (St. No. 22), which is best-fit by an N2 distribution, the rainfall amounts of 10-, 25-, 50-, and 100-year return periods are 706 mm, 1041 mm, 1057 mm, and 1068 mm, respectively. In the southeastern region-for example, near the stations including Kutubdia Figure 4 . Maximum monthly rainfall heights (in mm, on the y-axis) estimated for each station (on x-axis, the station serial number of Table 1 ) and for various return period values (10, 25, 50, 100 years). For each station, the rainfall height was calculated by means of the best-fit distribution. Figure 4 has four sections. From top to bottom, these indicate the rainfall heights corresponding to return period of 10-year, 25-year, 50-year, and 100-year, respectively. As an example, for the station Barisal (St. No. 22), which is best-fit by an N2 distribution, the rainfall amounts of 10-, 25-, 50-, and 100-year return periods are 706 mm, 1041 mm, 1057 mm, and 1068 mm, respectively. In the southeastern region-for example, near the stations including Kutubdia 
Spatial Variability of Extremes
Interpolation can be used to predict unidentified values for any geographic point of data, such as rainfall. It predicts values for cells in a raster from an inadequate number of sample data points. There are various interpolation techniques used to obtain gridded precipitation data based on gauge observations. Here, inverse distance weighting (IDW) with a distance coefficient of 2 was used by "QGIS" for calculating the spatial variability of extreme precipitation in Bangladesh. Spatial interpolation of 10-year, 25-year, 50-year, and 100-year return period of best-fit extreme value distribution are shown in Figure 5 . The southeastern part of the country shows the highest amount of rainfall because of the presence of hills and it is near to the Bay of Bengal. The northeastern part also contains hills but is far from the ocean. The northeastern part is also near the Himalayas. The rest of the country is low elevation, floodplain areas. Sometimes, the western region faces drought because of less rainfall and water flow. Yen [40] claims that, for infrastructural flood design, a 100-year return period is useful. Overall, the use of return period duration depends on the purpose or intent of the policymakers.
Conclusions
Finite mixture distributions, especially the Gaussian mixture distribution, are widely used in various disciplines. This study applied from one to five components of univariate Gaussian mixtures to analyze the extreme values of precipitation. The rainfall pattern across the country differs. The geographical and physical condition varies. The southeastern part is bordered by both hills and the sea. The intensity of rainfall is higher than the other areas. During the monsoon season, this leads to more floods and landslides in this area, which cause deaths and damage of assets. Sarker and Rashid [41] also mentioned that excessive rainfall in the piedmont of hilly areas is the main source of flashfloods and the resultant landslides, specifically in the areas composed of unconsolidated rocks. Slope saturation by water is the main cause of these landslides. A number of graphical and numerical performance criteria were used to assess both the descriptive and predictive abilities of the models. More specifically, graphical inspection (pdf, cdf, Q-Q plot) and numerical criteria (AIC, BIC, RMSPE) were used to select the best-fit model for each of the 35 weather stations. In most of the cases, AIC and BIC give the same best-fit results, but differ from the results of RMSPE. This makes it complex to make a decision as to which is the best-fit. A scoring system was applied to choose the best-fit distribution for each location. The best-fit result of each station was chosen as the distribution with the lowest sum of the rank scores from each test statistic. The N (single distribution) gives the best-fit result for 51% of the stations. N2 and N3 gave best-fit for 20% and 14% of stations, respectively. The five-component mixture distribution, N5, gave 11% of the best-fit results.
This study also shows the return period calculation for each location by using the components of Gaussian mixture distributions. The rainfall heights corresponding to the 10-year, 25-year, 50-year, and 100-year return periods were calculated. The selection of return period levels depends on the decision-makers to choose the duration and risk level. This study can help policymakers to plan initiatives that could result in saving lives and assets.
