Abstract. The algorithm based on a clustered multitask network is proposed to solve spectral unmixing problem in hyperspectral imagery. In the proposed algorithm, the clustered network is employed. Each pixel in the hyperspectral image is considered as a node in this network. The nodes in the network are clustered using the fuzzy c-means clustering method. Diffusion least mean square strategy has been used to optimize the proposed cost function. To evaluate the proposed method, experiments are conducted on synthetic and real datasets. Simulation results based on spectral angle distance, abundance angle distance, and reconstruction error metrics illustrate the advantage of the proposed algorithm, compared with other methods.
Introduction
One of the noteworthy remote sensing techniques is hyperspectral imaging. Hyperspectral images provide rich spectral information, because the sensors contain hundreds of spectral channels with higher spectral resolution than multispectral cameras. For example, the images generating from the airborne visible infrared imaging spectrometer (AVIRIS) have 224 bands. One of the problems in hyperspectral data is the presence of mixed pixels. 1 In the scene, pixels containing a single material are called pure pixels, otherwise they are called mixed pixels. 2 Each pixel is composed of a set of materials called endmembers. The corresponding fraction of an endmember in that pixel is named fractional abundance. 3 Spectral unmixing (SU) methods decompose a reflectance spectrum into a set of endmember spectra 4 and their abundance fractions. The most common mixing model for hyperspectral data is linear mixing model (LMM) in which it is supposed that the recorded reflectance of a particular pixel is a linear combination of its endmembers. In contrast with nonlinear (intimate) models, 5 LMM features simplicity, acceptable efficiency, and low computational complexity. Because of these features, there exist many works that exploit the LMM to solve unmixing problem. Examples of such works are structured sparse method; 6 minimum volume simplex analysis, 7 which is a classic unmixing algorithm based on a minimum volume simplex; improved discrete swarm intelligence, 8 correntropy maximization using alternating direction method of multipliers; 9 and stacked non-negative sparse autoencoder, 10 which is a special case of artificial neural network and has the ability to extract deep robust features.
Non-negative matrix factorization (NMF) 11, 12 is one of the practical methods of SU, which decomposes the data into two non-negative matrices. Recently, this basic method has been developed by adding constraints, such as the minimum volume constrained NMF (MVC-NMF) method, 3 graph regularized NMF (GNMF), 13 NMF with local smoothness constraint (NMF-LSC), 14 multilayer NMF (MLNMF), 15 region-based structured NMF, 16 and NMF-based framework for hyperspectral unmixing using prior knowledge (NMFupk). 17 Sparsity is one of the constraints for improving the performance of NMF algorithm that is applied to the NMF cost function using L q regularizers, 18 or using double reweighted sparse regression and total variation. 19 Since the number of endmembers present in each mixed pixel is small in comparison to the number of total endmembers, the problem becomes sparse. 20 L 1∕2 -NMF unmixing algorithm is developed by applying L q regularization term into NMF cost function to enforce the sparsity of endmember abundances. 18 Recently, distributed strategy gained a lot of interest in many areas. 21 Diffusion least mean square (LMS) solution has been used to solve distributed problem. 22 In a distributed optimization problem, there is a network with three types of structures: (1) a single-task network, where nodes estimate a common unknown and optimum vector; (2) a multitask network, where each node estimates its own optimum vector; and (3) a clustered multitask network, which contains clusters where in each of the clusters there is a common optimum vector that should be estimated. 21 In the hyperspectral image, a network of pixels can be considered to model the SU problem as a distributed one. 23, 24 Here, we have used a clustered multitask network to solve the SU problem. 25 Using clustered multitask network, only the neighborhood information of spectrally similar mixed pixels (those are in the same cluster) will be used in the proposed cost function. To generate a clustered network, we have used the fuzzy c-means (FCM) clustering method on spectral features of hyperspectral data. Then, unmixing problem has been solved as a clustered multitask network, using the information of nodes in neighborhood and clusters in addition to sparsity constraint. This paper is organized as follows. In Sec. 2, we introduce the clustered multitask network and the proposed unmixing algorithm. Section 3 includes evaluation criteria, experiments on synthetic and real datasets and comparison with other methods. Section 4 gives conclusions and future work.
Spectral Unmixing Using Clustered Multitask Network
In this section, a method that utilizes clustering of pixels and neighborhood information is proposed. First, we will express LMM in Sec. 2.1; then, the distributed algorithm, cost functions, and optimization procedure are formulated in Sec. 2.2. Finally, the overall algorithm to solve the SU problem is presented in Sec. 2.3. The proposed method to solve the SU problem has been summarized in Fig. 1 .
Linear Mixing Model
To solve the SU problem, we focus on a simple and applicable model namely LMM. In this model, the observations are a linear combination of endmembers and their fractional abundances in each pixel. Mathematically, this model for pixel k in the hyperspectral image is described as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 1 1 6 ; 2 8 4
where y k is an L × 1 observed data vector, A is the L × c signature matrix, s k ¼ ½s k ð1Þ; s k ð2Þ; : : : ; s k ðcÞ T is the c × 1 fractional abundance vector, and v k is assumed as an L × 1 additive noise vector of k'th pixel of the image, where c, L, and N denote the number of endmembers, bands, and pixels, respectively. In the SU problem, fractional abundance vectors have two constraints in each pixel, namely, abundance sum to one constraint (ASC) and abundance non-negativity constraint (ANC), 26 which are as follows, for c endmembers in a scene: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 6 9 9 X c n¼1 s k ðnÞ ¼ 1;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 6 3 9 s k ðnÞ ≥ 0; n ¼ 1; : : : ; c;
where s k ðnÞ is the fractional abundance of the n'th endmember in the k'th pixel of the image.
Distributed Cost Functions and Optimization
As explained earlier, we can consider three types of networks containing single task, multitask, and clustered multitask networks. First, N nodes are considered in a clustered multitask network and an optimum vector at node k is estimated. A global cost function using LMS, J global ðs 1 ; s 2 ; : : : ; s N Þ, is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 5 3 2
where E is the expectation operator. Then, to minimize the cost function, the following equation is obtained, using the iterative steepest-descent solution:
27 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 1 1 6 ; 4 5 8
where μ > 0 is a step-size parameter, and the algorithm makes small jumps, using an optimum value of μ. This optimum value causes stability and depends on the cost function. The algorithm will diverge with a too large value of μ and will take a long time to converge with a too small value. Here, i denotes iteration number. In Eq. (5), the neighborhood information has not been used yet. In a distributed network, information from neighboring nodes are used to improve accuracy. In this paper, we utilize the squared Euclidean distance 21 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 1 1 6 ; 3 2 4
And then, the L q regularizer for sparsity constraint is used 18 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 1 1 6 ; 2 8 1
Note that the solution determined from global cost function needs to have access to the information over the cluster of the node, but the nodes can be considered to have availability only to information of its neighbors and of the nodes in the same cluster. Thus, for solving this problem, the following local cost function is defined, using LMS and adding Eqs. (6) and (7) constraints:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 1 1 6 ; 1 8 4
where the N k shows nodes that are in the neighborhood of node k, the node that exists in the cluster CðkÞ. Here, η > 0 denotes a regularization parameter 21 that controls the effect of neighborhood term, λ is a scalar value that weights the sparsity function, 18 and the non-negative coefficients ρ kl are normalized spectral similarity, which are obtained from correlation of data vectors:
where y l denotes the l'th band of the hyperspectral image, in this equation E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 1 1 6 ; 6 8 4
where N − k includes neighbors of node k except itself, and θ is computed as 21 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 1 1 6 ; 6 1 6
Now, minimizing the cost function of Eq. (8), using steepest-descent algorithm results in E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 1 1 6 ; 5 5 6
Hence, this recursive equation can be used to update fractional abundance vectors in the SU problem.
Proposed Algorithm
Similar to the NMF algorithm, the LMS error should be minimized with respect to the signature and abundance matrices, subject to the non-negativity constraint. 28 So, the following equation is denoted, using matrix notation: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 1 1 6 ; 4 0 9 min S;A>0 kY − ASk 2 F ;
where A and S are the L × c signature and c × N fractional abundance matrices, respectively, and Y denotes the L × N hyperspectral data matrix. Then, based on the described equations of the sparsity constrained distributed unmixing, the neighborhood and sparsity terms are added to Eq. (13) as follows: 
Minimizing the cost function in Eq. (14), using multiplicative update rules, 28 results in recursive update equation of signature matrix as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 1 1 6 ; 6 6 8
And the recursive equation of fractional abundances has been obtained already in accordance with Eq. (12) as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 1 1 6 ; 6 0 1
where P þ operator projects vectors onto a simplex that adopts the ASC and ANC constraints for abundance vectors. 29 To initialize the matrices, random initialization and VCA-FCLS method can be used. Since random values may obtain local optimums, VCA-FCLS initialization method has been used in this paper. Another significant point in the implementation of the algorithm is stopping criteria. This approach will be stopped until the maximum number of iteration (T) or the following stopping criteria is reached:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 1 1 6 ; 4 7 9
where J new and J old are the cost function values for two consecutive iterations and ϵ has been set to 10 −8 in our experiments. Now, the proposed approach is summarized in Algorithm 1.
Experiments and Results
In this section, for quantitative evaluation, two common performance metrics, namely, spectral angle distance (SAD) and abundance angle distance (AAD) 3 are used. They are defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 1 1 6 ; 3 5 7
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 1 1 6 ; 3 0 0
whereâ is the estimation of spectral signature vectors andŝ is the estimation of fractional abundance vectors. Another criterion that is used for quantitative evaluation is reconstruction error (RE) that is defined as follows: 10 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 1 1 6 ; 6 8 7
where y i andŷ i are the original and reconstructed pixels and n is the total number of pixels in the hyperspectral scene. In this paper, the proposed algorithm is applied on synthetic and real datasets. First, the proposed algorithm has been applied on synthetic data. To generate this dataset, six signatures of USGS library 30 have been selected randomly, using a 7 × 7 low-pass filter and containing no pure pixels. 3 Then, the zero mean Gaussian noise with five different levels of signal-to-noise ratio (SNR) has been added to generated data, and performance metrics have been computed by averaging 20 Monte Carlo runs. In Fig. 2 , the FCM clustering of this dataset is illustrated. Then, to choose the best number of clusters in our experiments, the SAD performance metric has been evaluated, and then according to Fig. 3 , the best number of clusters has been set to 6, that is, equal to the number of endmembers. Also, values of μ and η has been considered equal to 0.02 and 0.1, respectively, 21 and q ¼ 2, to gain the best results. Then, the proposed algorithm and some other algorithms, namely, VCA-FCLS, NMF, L 1∕2 -NMF, distributed unmixing, and sparsity constrained distributed unmixing, have been applied on the generated synthetic dataset. The comparison of performance metrics of these six different methods has been shown in Figs. 4(a) and 4(b) , where the metrics of the proposed algorithm is denoted by the star-dashed line and excels other methods. Figure 5 shows the original and estimated spectral signatures for the six endmembers, when the SNR is set to 25 dB.
Another experiment has been conducted to show the performance of the proposed algorithm for different number of pixels in the synthetic hyperspectral image. Other parameters have been set like the previous experiments. The RE metric defined in Eq. (20) is used in this experiment. Figure 6 illustrates the results of this experiment. As it can be seen in this figure, the proposed The RE performance metric of the proposed algorithm applied on synthetic dataset for six endmembers, with different number of pixels and using VCA-FCLS initialization. algorithm performs better when the size of hyperspectral data grows. This emphasizes that with an increase in the training data size, the algorithm converges to a solution more robustly. In the next two experiments, the proposed algorithm has been applied on real datasets: AVIRIS Cuprite and HYDICE Urban. AVIRIS Cuprite dataset is a hyperspectral data captured by the AVIRIS sensor over Cuprite, Nevada. This sensor covers wavelengths from 0.4 to 2.5 μm in 224 channels. 31 About 188 bands of these 224 bands are used in the experiments and the other bands (covering bands 1, 2, 104-113, 148-167, and 221-224) have been removed that are Fig. 11 The abundance fraction maps of the proposed algorithm applied on AVIRIS Cuprite dataset.
related to water vapor absorption or low SNR bands. Figure 7 (a) illustrates a pseudo-color image of this dataset.
In HYDICE Urban dataset, there are 210 bands that cover wavelengths from 0.4 to 2.5 μm. After removing water vapor absorption or low SNR bands (including 1-4, 76, 87, 101-111, 136-153, and 198-210), 162 bands are used in the experiments. There are four distinguished materials in HYDICE Urban image: asphalt, roof, tree, and grass. 32 Figure 7 (b) illustrates a pseudo-color image of this real dataset.
In Fig. 8 , the results of the FCM clustering on two real datasets are illustrated. The simulation results of spectral signatures have been shown in Figs. 9 and 10. Also, SAD performance metric of VCA-FCLS, L 1∕2 -NMF, distributed unmixing, sparsity constrained distributed unmixing and the proposed method on the real datasets have been compared in Tables 1 and 2 , and the results of proposed algorithm are available in the last column and show the best rmsSAD value. In Figs. 11 and 12 , abundance fraction maps of the proposed method have been illustrated.
Conclusion
This paper has proposed the clustered multitask network scheme to solve the SU problem. This algorithm has considered sparsity, clustering, and neighborhood information. Simulation results on synthetic and real datasets have illustrated preference of the proposed approach in comparison to the previously published unmixing methods in terms of SAD, AAD, and RE measures. Quantitatively, the proposed method improves the RE metric by about 15% in AVIRIS Cuprite data experiment. Despite this performance improvement, the algorithm needs FCM clustering as a preprocessing stage that will increase the computational complexity and run time of the algorithm. In this paper, the FCM clustering has been used to generate the clustered multitask network. For future works, one can use more efficient clustering methods to improve the clustered network and enhance the results of the proposed method.
