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Abstract An approach to internal reliability analysis is pre-
sented which, compared to existing approaches, offers further
insight into the system responses to observation gross errors.
The proposed reliability measures are defined on the diag-
onal and non-diagonal elements of the modified reliability
matrix being an oblique projector. It maps the observations
into the least squares residuals, both expressed as multiples
of the a priori standard deviations of the observations. The
system responses to a single gross error, such as the local, the
quasi-global or the global response, are discussed and their
consistency with non-correlation case is proved. Also, the
reliability criteria interpretable in terms of those responses
are proposed. They enable one to evaluate the observation
systems with correlated and uncorrelated observations with
respect to internal reliability. An attempt is also made to relate
the global responses to reliability numbers that are the basis
for determining the magnitude of the minimal detectable bias.
Some differences of the new reliability measures in relation
to existing measures are indicated. A numerical example is
provided, showing the reliability analysis for a simulated hor-
izontal network (distances, angles and GPS vectors), with
given covariance matrix for GPS-vector components. In addi-
tion, a reliability analysis is presented for a simple leveling
network being a study case for other authors referred to in
this paper.
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1 Introduction
It was indicated in Wang and Chen (1994) that the redun-
dancy numbers for correlated observations, unlike those for
uncorrelated observations, may exceed the interval 〈0, 1〉 on
both sides. It was concluded that internal reliability cannot be
correctly measured by the redundancy number for correlated
observations. Hence, a “generalized reliability number” hav-
ing the range 〈0,∞) was introduced, determined on the basis
of the aforementioned redundancy number and the multiple
correlation coefficient as an auxiliary parameter. In Schaffrin
(1997) that measure was replaced by the “normalized reli-
ability number”, obtained by scaling it into 〈0, 1) interval for
improved interpretation and better comparability to redun-
dancy numbers. However, the two approaches were reported
(Schaffrin 1997) to yield a reverse ranking of measures for
some specific cases. Still another attempt (Prószyn´ski 1998)
was to formulate reliability assessment for systems with cor-
related observations by extending the disturbance/response
properties of the systems with uncorrelated observations. The
comparative tests carried out for the three approaches failed
to show a satisfactory solution. Additionally, it turned out that
the above-mentioned reversing of ranks may occur, even for
generalized reliability numbers being within the interval 〈0,1).
The contributions to reliability theory made by Teunissen
(1990, 1996) were very helpful in further analyses. A gen-
eral expression for reliability measure covering the case of
correlated and uncorrelated observations made it possible to
analyse the measures in terms of the minimal detectable bias
(MDB), and provided a suitable geometric interpretation. It
helped explain why the normalization procedure (Schaffrin
1997), developed to achieve better interpretation, may cause
the reverse ranking of measures, and that neither of the two
types of reliability numbers can signal the abnormal local
responses of a network.
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This called into question the adequacy of one-dimensional
description of network reliability and indicated the neces-
sity of searching for another solution inclined towards two-
dimensional reliability measures.
Further research carried out by this author was focussed
on the properties of oblique projectors that are asymmet-
ric matrices. It was observed that there is some interrelation
between each diagonal element and the degree of asymmetry
in non-diagonal elements of the corresponding column and
row. It turned out later that when following the approach to
internal reliability (Prószyn´ski 1994), these properties may
help construct clearly interpretable reliability measures and
reliability criteria for correlated observations. Following that
approach, in the present study, the use is made of the observa-
tions and least squares residuals expressed as multiples of the
a priori standard deviations. Moreover, one operates with the
following three types of system responses to a single gross
error: the local, the quasi-global and the global response, but
within a different parameterization.
An attempt is also made to relate the proposed reliabil-
ity measures to the reliability numbers, which together with
statistical test parameters determine MDBs for individual
observations. The problem of minimal detectable error or bias
has been extensively investigated in geodetic literature (e.g.
Baarda 1968; Van Mierlo 1978; Schaffrin 1997; Teunissen
1990, 1996, 1998), and the formulas derived so far, cover-
ing the case of uncorrelated and correlated observations, are
considered in this paper as a reference.
2 Basic notations and auxiliary formulas
Let us consider a linear parametric model, written as
Ax + e = y; e ∼ (0, C), (1)
where y the n ×1 vector of observations; A the n ×u design
matrix, rank A = u − d (d, system defect, d ≥ 0); x the
unknown u × 1 vector of parameters; e the unknown n × 1
vector of random errors; C the n × n covariance matrix of e
(positive definite).
The model (1) may also represent a linearized form of
original non-linear model.
The disturbance/response relationship for the system (1)
will be written as
v = −R · y, (2)
where y the vector of observation gross errors (distur-
bances),v the vector of increments in least squares residuals
(responses), i.e. v = −eˆ, R the reliability matrix defined
by
R = I − A(ATC−1A)−ATC−1, (3)
where (·)− is g-inverse of (·).
The choice of g-inverse depends on the datum defini-
tion applied (Rao and Mitra 1971). Assuming the use of the
minimum-constraints datum definition for d > 0, the reflex-
ive g-inverse is chosen. In the case where d = 0, a regular
inverse is used.
For a system with both correlated and uncorrelated obser-
vations R is an oblique projector. In regression analysis the
projector I–R is termed a hat matrix (Chatterjee and Hadi
1988).
To denote the elements of one-symbol matrices, the corre-
sponding small letters will be used, e.g. ri j for {R}i j , whereas
the elements of matrix expressions will be denoted with the





3 The modified reliability matrix and its main properties
In order to establish a link with the approach to reliability
measures for uncorrelated observations (Prószyn´ski 1994),
we shall modify the system (1) without affecting its least
squares (LS) solution, by transforming the observations into
the correlated dimensionless variables of equal accuracy.
Thus, multiplying both sides of the system (1) by σ−1,
where σ = (diag C)1/2, and transforming the covariance
matrix C accordingly, we obtain a system
Asx + es = ys; es ∼ (0, Cs) , (4)
where As = σ−1A, es = σ−1e, ys = σ−1y, Cs =σ−1Cσ−1,
Cs is a correlation matrix.
The vectors es and ys are, respectively, the true errors
and the observations expressed as multiples of the a priori
standard deviations. For uncorrelated observations, we have
Cs = I, where I is a unit matrix.
We omit the immediate proof that the modified system (4)
is equivalent to the original system (1) with respect to the
LS solution xˆ. What is advantageous for reliability analysis
of correlated observations is that by modifying the system
(1) we are given a possibility of operating explicitly with the
correlation matrix Cs .
The disturbance/response relationship for the system (4)
will take the form
vs = −H · ys, (5)
where
ys = σ−1y; vs = σ−1v; vs = −eˆs;
H = I − As(ATs C−1s As)−ATs C−1s
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The relationship between H and R is as shown below















Here are the properties of the matrix H:
(a) H is similar to R, and hence,
• since R is idempotent, H is also idempotent, i.e.
HH=σ−1Rσ·σ−1Rσ=σ−1RRσ=σ−1Rσ=H
• Tr H = Tr R, i.e.Tr H = Tr (σ−1Rσ) = Tr (Rσ
σ−1) = Tr R
• since σ is diagonal, hii = rii for i = 1, . . . , n, i.e.
hii = σ−1i riiσi = rii .
(b) Since H is idempotent, but not symmetric (i.e. HT =
H), it is an oblique projector (Rao and Mitra 1971).
(c) For uncorrelated observations, where C is diagonal and
Cs= I, the matrix H takes the form, denoted here by H¯
H¯ = I − As(ATs As)−ATs (6)
or equivalently H¯ = I − σ−1A(ATσ−2A)−ATσ−1,
where σ = C1/2, H¯ is idempotent and symmetric, and
hence it is an orthogonal projector (Rao and Mitra 1971)
• since rank H¯ = rank H = n − u + d and H¯ is idem-
potent, we have TrH¯ = Tr H.
(d) Let the asymmetry of H be expressed by
U = H − HT (7)
or, on the basis of (7), equivalently
W = UH = H − HTH. (8)
We may notice that, since HTW = HTH − HTH = 0,
each column of W is a vector belonging to the null-space
of HT.
(e) From the idempotency of H it follows, that for every




(hik · hki ) = hii (9)
and finally, after a simple rearrangement of terms
h2i i − hii +
∑
k =i
(hik · hki ) = 0. (10)
For the roots of this quadratic trinomial to be real num-
bers, it is necessary that
∑
k =i
(hik · hki ) ≤ 0.25. (11)
On the basis of (10), we may note that with hii = 0
there holds an equality
∑
k =i
(hik · hki ) = 0
(f) auxiliary relationships (proofs consist of a series of
operations with the use of the formula for H as in (5))
HTC−1s H = C−1s H HCsHT = HCs . (12)
4 Responses of the system to a single disturbance
Considering the case of correlated observations, we shall use
the same types of system responses to a single standardized
gross error as were introduced in Prószyn´ski (1994) for sys-
tems with uncorrelated observations, i.e. the responses: L
(local), Q (quasi-global) and G (global).




0 ... 0 s,i 0 ... 0
]T
, wheres,i = 1.
(13)
On the basis of the disturbance/response relationship (5), we
obtain














The responses are interrelated by the equality
L2i(i) + Q2(i) = G2(i). (15)
We shall now link each of the responses Q(i) and G(i) with
the response Li(i).
On the basis of (10) we get
∑
k =i
(hik · hki ) = hii − h2i i . (16)
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Introducing the non-diagonal element uik of the matrix U
(see (7)) as an auxiliary quantity
uik = hik − hki (k = i),
we can write
hik = hki + uik







hki uik = hii − h2i i . (17)
Since
∑
k =i h2ki = Q2(i) and
∑
k =i hki uik =
∑
k hki uik =
wi i (see formula (8)) we get
Q2(i) + wi i = hii − h2i i (18)
and after rearranging the terms, we obtain finally
Q(i) =
√
hii − h2i i − wi i (19)
where, according to (8), wi i may also be written as






The term wi i can be interpreted as an effect of asymmetry
of the i-th row and the i-th column of the matrix H. With
wi i = 0 the formula (19) takes the form identical to that for
systems with uncorrelated observations.
From the definition (14) and the Eq. (19) we get the
response G(i) expressed also in terms of hii and wi i
G(i) =
√
hii − wi i . (21)
Taking into account (20) the responses Q(i) and G(i) as in
(19) and (21) may be written in an equivalent form.
Q(i) =
√
(HTH)i i − h2i i G(i) =
√
(HTH)i i (22)
5 Proposed measures of internal reliability
From the previous section it follows that the responses to a
single gross error in the i-th observation, having the form
Li(i) =−hii Q(i) =
√
hii − h2i i − wi i G(i) =
√
hii − wi i
(23)
are defined by two parameters; hii and wi i .
This necessitates the use of a two-parameter reliability
measure for the i-th observation
h(i) = (hii , wi i ). (24)
For the systems with uncorrelated observations, we have
wi i = 0 and hence h(i) = (h¯i i , 0), or simply h(i) = h¯i i ,


















Fig. 1 The range of values for the reliability parameters hii and wi i
The two-parameter measure (24) can therefore be consid-
ered a generalized (with respect to correlation of observa-
tions) reliability measure for an individual observation.
The parameters hii and wi i are mutually related. We shall
determine this relationship based on definitions of the
responses Q(i) and G(i) given by the formulas (14).
For Q(i) as in (23) we shall write
hii − h2i i − wi i ≥ 0 (25)
and hence
wi i ≤ hii − h2i i . (26)
It is easy to check that the condition for the response G(i),
being wi i ≤ hii , is satisfied with the inequality (26) as well.
The resulting range of values for hii and wi i is indicated
in Fig. 1 by a grey area.
A characteristic quantity in reliability analysis is also a
ratio of the responses Q(i) and |Li(i)|. Let us then introduce




= hii − h
2






− 1 (for hi i = 0). (27)
Transforming (27) we may arrive at the equations of the lines
ki = const., i.e.
wi i = hii − (1 + ki ) h2i i . (28)
The lines for ki = 0.0, 0.2, 0.5, 1.0, 1.5 are shown in Fig. 1.
To provide a complementary representation to that in
Fig. 1, we see in Fig. 2 the diagrams for the relationship
(27).
To present in graphical form the responses Li(i), Q(i) and
G(i) being the functions of hii and wi i (see (23)), in Fig. 3 are
shown the cross sections of these surfaces for some selected
values of wi i , i.e. 0.25, 0.2, 0.1, 0, −0.3, −0.6, −1.0.
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Fig. 3 The responses of the system for selected values of the parameter
wi i
For wi i = 0, which is the case for uncorrelated obser-
vations, we get curves that correspond to those shown in
Prószyn´ski (1994). Identical curves would be obtained, if
instead of hii we used zi = √hii .
To assess the effects of correlation in a particular observa-
tion system it is useful to confront the reliability characteris-
tics (hii , wi i ) and (Li(i), ki ) with the quantities h¯i i , obtained
after omitting the correlation.
The correlation between the observations replaces the val-
ues of h¯i i with the values of hii and wi i , for i = 1, . . . , n.
Since TrH¯ = TrH it follows that ∑n hii =
∑
n h¯ii , which
means that correlation changes the local responses so that
their sum remains constant. In view of that, the system should
be designed with a certain reliability surplus in the values of
h¯i i .
The correlation also causes asymmetry in the operator H,
reflected in the parameter wi i . On the basis of the following














for hii = 0
the role of asymmetry can be characterized as below: with
increasing values of wi i (see Fig. 3):
• both the global response and the quasi-global response
become smaller;
• the relation of the quasi-global response to the local
response becomes smaller and this effect is especially
intense for small values of |hii | (see Fig. 1).
With respect to the effectiveness of outlier detection we can
consider the first effect as disadvantageous while the sec-
ond one as advantageous. Hence, the case of wi i = 0 would
indicate a compromise.
6 Criteria for internal reliability
A reasonable postulate concerning the behaviour of a system
in the presence of single gross error can be that maximum
response should be located in the observation in which the
error resides, and that the responses in other observations
should possibly be the smallest. If a system is structured so
that it can respond in that manner, the chances of effective
outlier detection are expected to be greater.
In analogy to criteria set for uncorrelated observations, we
shall then require that:
• the local response Li(i) should compensate for at least
half of the disturbance s,i , i.e.
0 < s,i + Li(i) < 0.5 · s,i , (29)






















Fig. 4 The area where the proposed reliability criteria are met
• the local response Li(i) with its absolute value should
surpass the quasi-global response Q(i), i.e.
0 < ki < 1, (30)
where ki as in (27).
The above criteria, when expressed in terms of the reli-
ability parameters hii and wi i , take the following form
0.5<hii ≤1 ∩ hii −2h2i i < wi i < hii − h2i i i =1, . . . , n
(31)
The area corresponding to the proposed reliability criteria is
shown in Fig. 4.
In systems with uncorrelated observations, the fulfilment
of the first requirement (29) implies automatically the fulfil-
ment of the second requirement (30).
For systems which do not fulfil the reliability criteria h¯i i >
0.5 i = 1, . . . , n (i.e. when neglecting the correlation)
the criteria as in (31) cannot be met for all observations.
This follows immediately from the property
∑
hii = ∑ h¯i i .
If we have such weak systems, and high correlation between
the observations is unavoidable, less rigorous criteria than
those in (31) may be used. However, we must be aware of
the difficulties in detecting potential outliers.




∣ < 0.5 · s,i and 0 < ki < 1.2
or in terms of hii and wi i
0.5 < hii ≤ 1.5 ∩ hii − 2.2h2i i < wi i < hii − h2i i (32)
The proposed two-dimensional reliability criteria classify the
measures h(i) = (hii , wi i ) i = 1, . . . , n, into those which
are acceptable and those which are unacceptable. Ranking
of the measures, which would impose one-dimensional hier-
archy, might enable one to make comparisons between the
measures for individual observations. This turned out to be
too complicated even for the group of acceptable measures.
The interrelation between the parameters hii and wi i was one
of the causes. So we limit ourselves in this situation to the
statement that within the measures that meet the reliability
criteria (31) preference should be given to those which are
closer to the measures preferred in the case of uncorrelated
observations. We mean here such h(i), in which hii is of high
value and |wi i | is of small value. This implies that among the
measures for the i-th and the j-th observation which meet
the criteria (31), such that





the measure for the i-th observation will be preferred. And
consequently, the i-th observation will be considered of
higher reliability than the j-th one.
7 Reliability numbers as expressed in terms of minimal
detectable bias
Let us recall the formula for the minimal detectable bias for
the i-th observation (Teunissen 1990, 1996), containing the
general expression for reliability number ri , covering the case
of correlated and uncorrelated observations. We shall adjust
its form to modified system (4) and the notation used in the
present paper.































where λ the noncentrality parameter, σi the standard devia-
tion of the i-th observation, αs,i the angle between the unit
vector for the i-th standardized observation and the orthogo-
nal complement of the range space of the matrix As . We can
check that cos2 αs,i = cos2 αi , where αi is the equivalently
defined angle for the original system.









i i = {H¯}ii = h¯ii,
where ri 〈0, 1) is a redundancy number. For correlated obser-
vations ri as in (34), having the range 〈0,∞), corresponds
to “generalized reliability number” (Wang and Chen 1994).
Without using another interpretable angle βi as in Teunissen
(1990, 1996) the “normalized reliability number” r ′i 〈0, 1),






= cos2 αs,i .
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The formula shows that the normalization factor as based
only on the elements of correlation matrix Cs without taking
into account the design matrix As , although bringing clear
and useful geometric interpretation of r ′i , may not guarantee
the monotony of mapping ri → r ′i (see Sect. 9). Leaving this
problem for separate analysis, we notice that neither ri nor
r ′i may indicate the observations where the system displays
an abnormal response to the unit gross error, i.e. hii < 0 or
hii > 1.
That is why the proposed two-dimensional reliability mea-
sure h(i) as in (24), containing the redundancy number hii
seems to be more informative for design purposes. However,
with h(i) we practically lose the possibility of ranking the
observations in terms of reliability.
We shall now discuss the relation between G2(i) = {HTH}i i
and ri = {HTC−1s H}i i , being the quantities of global char-
acter. With the unit gross error, i.e. s,i = 1 as in (13):
• {HTC−1s H}i i is a sum of squares of responses in the quan-
tities being linear functions of original observations, the
functions depending on the decorrelation procedure used.
Hence, we may have different sets of responses with the
same sum of their squares. The sum cannot be decom-
posed so that a return to responses in original observations
is achieved;
• {HTH}i i is a sum of squares of responses in original
observations (only scaled in the a priori standard devi-
ations), and hence the responses are unique. Compared
to the former sum, this is not meaningful with respect to
outlier detection, since it neglects the correlation between
the responses in individual observations.
To explain it more thoroughly, we shall introduce the vector
H·i being the i-th column of the matrix H. We notice that{
HTC−1s H
}
ii is the square of the norm of the vector H·i in a




i i is the square
of the norm of the same vector H·i in the Euclidean space
(using the analogy—with the metric of Cs = I). Since no
relation between Cs and I can be formulated (unlike for C
and Cs), no relationship between the two expressions can be
established.
So, the aforementioned two types of global responses dif-
fer in meaning, and consequently, in value. It is only for
the case of uncorrelated observations that they are of equal
values, as each of them becomes a redundancy number h¯i i .
Numerical tests carried out so far have not disclosed any
regularities of general character between these two quanti-
ties.




i i , as differ-




i i , is not
related to MDB, which is a weakness of the proposed
approach.
8 The case of specific correlation structure
Let us consider the system (4) with a specific correlation
matrix Cs and the reliability matrix H expressed in a corre-












where I1 and H11 are the (p × p) matrices.
To obtain the reliability numbers ri as in (35), we find the
















We can see that for a subset of p uncorrelated observations




i i = {H}i i =
hii , i = 1, . . . , p, which can be extended upon a more com-
plex correlation structure (i.e. with a greater number of sub-
sets of uncorrelated and correlated observations).
This can be proof of the property that for every subset
of uncorrelated observations co-existing in a system with
correlated observations, the reliability numbers are equal to
redundancy numbers.
Assuming the same block structure of Cs and H as in (36)
we can also prove that (HCs)11 = H11, which yields
{HCs}i i = {H}i i = hii , i = 1, . . . , p,
where {HCs}i i = σ 2vs,i , i.e. the variance of the i-th residual
in the system (4).
9 Numerical examples
Example 1 The task is to carry out the analysis of internal
reliability for a simulated test network shown in Fig. 5. It is a
linear-angular network (L , α) strengthened by GPS vectors
(X,Y ). The (L , α) observations are uncorrelated, and
σL = (1 + 1 ppm)[mm], σα = 3cc. The covariance matrix
for GPS vectors 12–11, 12–1, 12–5, 12–13 is shown after
Tables 1 and 2.
Table 1 Approximate coordinates








Table 2 The results of internal
reliability analysis for the test
network
Observation L, h¯i i hii wi i ki Criteria +/− G2(i) ri r ′i
α (L−R−C) X , Y
L 11–1 0.442 0.450 0.004 1.20 − 0.447 0.450 0.450
L 11–5 0.489 0.462 −0.038 1.35 − 0.500 0.462 0.462
L 1–5 0.523 0.548 0.022 0.75 + 0.526 0.548 0.548
L 5–13 0.496 0.521 0.021 0.84 + 0.500 0.521 0.521
L 11–13 0.620 0.634 0.002 0.57 + 0.632 0.634 0.634
L 1–13 0.581 0.597 0.009 0.65 + 0.588 0.597 0.597
L 11–12 0.506 0.546 0.026 0.74 + 0.519 0.546 0.546
L 12–13 0.561 0.550 −0.017 0.87 + 0.567 0.550 0.550
α 5 –13–12 0.711 0.692 −0.027 0.50 + 0.719 0.692 0.692
α 11–1–12 0.626 0.608 −0.023 0.71 + 0.631 0.608 0.608
α 1–5–12 0.749 0.734 −0.028 0.41 + 0.762 0.734 0.734
X 12–11 0.635 0.598 −0.050 0.81 + 0.648 0.632 0.551
Y 12–11 0.734 0.758 −0.063 0.43 + 0.821 0.890 0.773
X 12–1 0.466 0.455 −0.023 1.31 − 0.478 0.512 0.447
Y 12–1 0.571 0.568 −0.025 0.84 + 0.593 0.673 0.568
X 12–5 0.549 0.527 −0.035 1.02 − 0.562 0.570 0.489
Y 12–5 0.548 0.519 −0.063 1.16 − 0.582 0.583 0.482
X 12–13 0.428 0.451 0.002 1.21 − 0.449 0.562 0.457



























4.50 1.00 0.40 −0.35 0.25 −0.20 0.20 −0.15
1.00 3.20 0.80 0.50 −0.30 0.25 −0.25 0.20
0.40 0.80 3.00 0.70 −0.25 0.20 −0.15 0.15
−0.35 0.50 0.70 2.90 0.65 0.35 −0.30 0.25
0.25 −0.30 −0.25 0.65 4.30 0.90 0.20 −0.20
−0.20 0.25 0.20 0.35 0.90 2.70 0.80 0.30
0.20 −0.25 −0.15 −0.30 0.20 0.80 3.30 1.20














The results of the analysis carried out with the assump-
tion that point 12 is fixed are presented in Table 2 and also
in graphical form in two representations (Fig. 6). In table, in
addition to the proposed reliability measures (hii , wi i and ki)
and auxiliary characteristics (h¯i i , G2(i) ={HTH}i i ), the values
0.0 1.0










Fig. 6 Graphs showing results of the reliability analysis for a test net-
work
of the existing reliability measures, i.e. ri = {HTC−1s H}i i
and r ′i = {HTC−1s H}i i/{C−1s }i i , are shown to enable compar-
isons. To facilitate reading of the table, the correlated obser-
vations are separated from the uncorrelated observations by
a bold line.
With wi i being of small absolute values, the plots in Fig. 6
are concentrated along the line wi i = 0.
Six of them are outside the acceptable area defined by
the proposed reliability criteria. Hence, the network needs
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Table 3 The results of internal reliability analysis for a leveling network
Observation h¯i i hii wi i ki Criteria +/− G2(i) ri r ′i MDB∗i
1–2 0.250 −1.00 −3.40 1.40 − 2.40 2.00 0.11 1.00
2–3 0.125 0.50 −0.70 3.80 − 1.20 1.00 0.50 1.00
3–1 0.625 1.50 −4.50 1.67 − 6.00 5.00 0.25 1.00
improvement. The maximum discrepancy between the val-
ues of G2(i) and ri , as referred to the letter values, is −20.1%
(for the observation X12–13). We can also see that for two
pairs of observations, i.e. X12–5,Y 12–5 and Y 12–11,
Y 12–13, the mapping ri → r ′i yields a reverse ranking.
Example 2 To demonstrate how mutually dispersed val-
ues the proposed reliability characteristics may display in
the case of badly conditioned covariance matrices of obser-
vations, we show the results of the analysis for a simple lev-

























The eigenvalues of C: λ1 = 0.069; λ2 = 1.046; λ3 = 6.885.
Beside all the quantities listed in Table 2 (Example 1),




Neither of the observations satisfy the proposed reliabil-
ity criteria. Due to correlation, the network responses in the
observations 1–2 and 3–1 are abnormal, since for 1–2 the
response instead of compensating for the disturbance en-
larges it and for 3–1 the disturbance is compensated for but
excessively. Similar to Example 1, the mapping ri → r ′i
changes the ranking of observations to an even greater ex-
tent. However, the ranking of r ′i values seems to be more
appropriate as it gives priority to the observation 2–3 dis-
playing the normal behaviour of the analysed network. The
MDB values do not show any differentiation.
The discrepancies between the values of {HTH}i i and
{HTC−1s H}i i amount to +20% for each of the three
observations.
10 Conclusions
The findings of this paper confirm the conclusions drawn
from the solutions presented in Wang and Chen (1994),
Schaffrin (1997) and Prószyn´ski (1998), that the internal
reliability for systems with correlated observations cannot be
fully described by means of one-dimensional quantities with
〈0, 1〉 domain each. Therefore, the two-parameter reliability
measures have been proposed, without setting any arbitrary
restrictions upon the ranges of their values. They provide
insight into the structure of network responses to gross errors,
the responses referring to original observations, when scaled
only with their a priori standard deviations. The advantage of
the approach is that it offers reliability criteria interpretable
in terms of network responses to disturbances. This is of great
importance for the phase of network design. Weaknesses of
the proposed measures are that they cannot provide a basis
for determination of MDBs with a sufficient degree of accu-
racy, and do not offer ranking of observations. The approach
allows one to perform internal reliability analyses for lin-
ear (or linearized) systems with correlated and uncorrelated
observations. In addition to the recommended reliability cri-
teria, the less rigorous ones are also suggested. They can
be applied in cases of unavoidable high correlation between
the observations and for systems with small observational
redundancy (e.g. levelling networks).
From this study it follows that different concepts of reli-
ability measures can be evaluated with respect to the follow-
ing requirements:
• range 〈0, 1),
• possibility of ranking the observations,
• direct relation to MDB,
• geometric interpretation,
• possibility of creating interpretable criteria,
and only to be used for correlated observations,
• possibility of disclosing abnormal responses of a system
to gross errors.
For uncorrelated observations the redundancy numbers, used
as reliability measures, satisfy all the four requirements. For
correlated observations the reaction of a system to gross error
is much more complex and some of the requirements are
inconsistent. Studying the existing measures together with
a proposed two-dimensional measure we can see that each
of them satisfies only some of the items on this list. So the
proposed approach should be considered as complementary
to the existing approaches.
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