We define an extension of the call-by-name lambda calculus with additional constructs and reduction rules that represent mutable variables and assignments.
Introduction
Are assignments harmful? Common wisdom in the functional programming community has it that they are: seemingly, they destroy referential transparency, they require a determinate evaluation order, and they weaken otherwise powerful type systems such as ML's. Consequently, programming languages with a strong functional orientation often forbid or at least discourage the use of assignments.
On the other hand, assignments are useful. With them, one can implement mutable, implicit, distributed statea powerful abstraction, even if it is essily misused. The traditional alternative offered by functional programming is to make state explicit.
The resulting "plumbing" problems can be ameliorated by hiding the state parameter using monads [20] or by using continuationpassing style [ We show here that one Deed not choose between purity and convenience. We develop a framework that combines the worlds of functions and state in a way that can naturally express advanced imperative constructs without destroying the algebraic properties of the functional subset. The combinations are referentially transparent:
names can be freely exchanged with their definitions.
More generally, we show that every meaningful operational equivalence of the functional subset carries over to the augmented language.
Since we would like to abstract away from the issues of a particular programming language, we will concentrate in this paper on a calculus for reasoning about functions and assignments. The calculus is notable in that it has neither a concept of an explicit store nor a concept of evaluation order. The main contributions of this paper are:
We define (in Section 2) syntax and reduction rules of &,, a calculus for functions and state.
We show (in Section 3) that~v=, is Church-Rosser and that it admits a deterministic evaluation function which acts as a semi-decision procedure for equations between terms and answers.
Even though the syntax of Avar is storeless, we show (in Section 4) that Avar-programs can still be efficiently implemented using a single-threaded store. (
We restrict 6 not to "look inside" the structure of its argument term, except when the term is a fully applied constructor at toplevel. That is, we postulate that for every primitive function $ there exist terms Nj and N$,CYI (cn e Constrs) such that for all values V for which J(f, V) is defined:
otherwise.
State transformers obey two of the three laws of a Kleisli monad: (b) is associative and return is a left unit. The third law, stating that return is a right unit, fails. A counter-example is
Note, however, that this example would be typically regarded as a type error in a statically typed language, since the number 1 is not a state transformer. In fact, every reasonable type system should establish the third monad law as an operational equivalence for well-typed terms.
Rule (up) extends the scope of a tag over a (b) to the right. Variable capture is prevented by the hygiene ccmdition (bound and free variables are always different).
Rule (=: b) passes (), the result value of an assignment, to the term that follows the assignment. admit arbitrary terms in place of ,MV. This is a consequence of tags being first class, folr even if M" is not a tag it might still be reducible to one. The sample reduction given in Figure 4 illustrates the use of mkcounter in a program that defines a counter ctr, increments it, and then inspects the final value.
We use the abbreviation CTR s inc . cnt? b c . c + inc =: cnt ; return c. For each step in the reduction, the redex for the next reduction is underlined. Other reduction sequences are possible as well, but they all yield the same normal form, since~.., is Church-Rosser (Section 3).
3
Fundamental Theorems
In this section, we establish that our calculus has the fundamental properties that make it suitable as a basis for reasoning about programs.
We first show that reduction is confluent; we then derive from the reduction relation a theory &. for equational reasoning about A var terms. We also derive from the reduction relation an evaluation function that takes programs to answers. We conclude by showing that the evaluation function is a semi-decision procedure for equations between programs and answers.
Due to space limitations, most proofs are sketched or omitted; full proofs can be found in [14] .
In the sequel, let + be the union of all reductions in Operational equivalence is intended to reflect the notion of interchangeability y of program fragments.
It equates strictly more terms than does convertibility. We will define operational equivalence for arbitrary extensions of the~-calculus.
Definition. The reason for the second state prefix S' is to prevent false operational equivalences involving nonsense terms, aa in var v. 1 '# 1. Note that, using the "bubble" conversion laws and the commutative laws (2), (3) and (4), garbage can always be moved to a state prefix.
An equational theory Ax over terms in
Relationship between .,4.., and classical k-calculus.
Clearly, convertibility in~implies convertibility in AU.,, since (~) and (J) are reduction rules in Atiar. However, this goes only part of the way. For instance, the equation tail o cons x~id between list lprocessing functions is not an equality in the sense of ,&Lconvertibility, but it is an operational equivalence.
Other operational equivalences are those that identify some diverging terms or terms that involve fixpoints.
Since equivalences like these are routinely used when reason ing about programs, we would hke them to be preserved m &r.
We establish now the result that AvGr indeed preserves the operational equivalences of Al and, furthermore, that A~~d oes not introduce any new operational equivalences between A-terms. The only provision on this result is that the underlying set of constructors and basic function symbols needs to be '(sufficiently rich" (meaning that we can always find enough constructors that are not used in the reduction of some given program).
Definition. For technical reasons, we use a variant of&, in which statea are represented aa sequences of bindings v : M, rather than as sets of such bindings.
The reduction rules in Figure 5 carry over, except that the first three rules are now defined on sequences rather than sets: The remainder of this section is devoted to the definition of the syntactic embedding~from~. to A This construction is actually of a broader importance than just as a technique for the proof of conservative extension, for it also gives us a way to construct models for A uar 9 by composing any denotational semantics of ap plied A calculus with 7. We aaeume from now on that A uar has a sufficiently rich set of constants.
F is defined in Figure 6 . It takes as environment a stack of symbol tables. Each symbol table contains bindings  for mutable and immutable  variables The translation scheme mentions constructors Var, Deref, Assign, Bind, Return, Tag in Figure 6 , as well as In, Out, Undef, which are defined later. We call these constructors F-interns/, and assume that they do not occur in the terms~is applied to. This can always be achieved by a suitable renaming since Avar is sufficiently rich. AO uses globally unique tag names, but the representation of a tag as an index is unique only among all tags bound in the same state prefix.
However, it is mandatory to be able to distinguish between tags bound in a given state prefix and tags that are free in it. Otherwise, global variable accesses and updates in a pure go undetected.
There is no hope of finding a syntactic embedding F that assigns globally unique names to tags; every such mapping would have to pass a name supply between pure terms. This would violate the condition that 7 maps purely functional A-terms to themselves, and hence 7 would not be a syntactic embedding.
We overcome this problem by introducing the mutually recursive functions outer and inner. Function outer marks occurrences of (mutable and immutable) variables in pure scopes other than the one in which the variables are defined.
The number of outer operators applied to such variables equals the difference in nesting level of the pure scope that defines the variable and the pure scope in which it is used. Function inner cancels out the effect of outer. The definition of these two sThj~** of the embedding is similar to the px'esfmkdkm of monadic state transformers in [22] data QEntry a = Pmofi It is straightforward to verify that 3 is compoaitionai and that it maps A-programs to themselves. That also preserves semantics is shown using a technique similar to the proof of Theorem 4.3. The implementation in Figure 7 satisfies the axioms for queues shown in Figure 8 . This cau be shown using Av=r's conversion rules and the operational equivalences of Proposition 5.2. For the second axiom, a structural induction on terms is needed. As an example, we show in Figure 9 the proof that our implementation satisfies the first queue axiom. Even though this proof is far from short, all its steps are simple and amenable to machine-assisted proof-checking. Also, some of the proof's size is due to the detailed level of presentation. 13y contrast, the traditional approach to verifying programs with pointers treats pointer-threaded structures ss graphs. This requires complex arguments when isomorphism between graphs needs to be shown. 
