Abstract In this paper, we propose a novel, data-driven approach to external model-based regulation for uncertain plant and known exosystem models. At the core of the method lies a technique for least-square estimation of the gains of the plant model at the frequency of excitation, which is adopted for the construction of a hybrid external model of an equivalent disturbance acting at the plant input. Interestingly, in spite of residual errors on the estimates (arising from the use of finite estimation intervals), the reset mechanism employed in the hybrid external model ensures asymptotic regulation, instead of practical regulation. Furthermore, the method does not require a priori knowledge of the transfer matrix of the plant, and takes advantage of an external approach to robust regulation, where the ensuing stabilization problem may be simpler than the ones typically found in internal model-based design.
INTRODUCTION
Rejection of harmonic disturbances occurring at the input of a controlled system is a central theme in automatic control. The quest for a solution that requires the least amount of information as possible regarding the plant model and the disturbance model alike has spanned the last four decades, since the seminal work of Davison Davison (1976) and Francis and Wonham Francis and Wonham (1976) formally established the necessity of embedding in the controller suitable copies of the "disturbance generator" for robust asymptotic rejection to be achieved. A variety of methodologies have since been developed, each one sharing the fundamental traits of this celebrated internal model principle. A possible taxonomy, perhaps useful when navigating among the myriad solutions found in the literature, is to distinguish between "internal" and "external" disturbance compensation strategies, where the distinction is made on the basis of the interplay between the stabilizing unit of the controller and the mechanism that provides disturbance compensation (the "servomechanism", in the terminology of Davison (1976) .) To the first category belong those solutions for which an internal model of the disturbance is designed and interconnected to the plant first (typically at the plant output); then, a stabilizer must be designed to provide robust internal stability of the interconnection, from which asymptotic regulation follows. The vast majority of "geometric" solutions for linear plant models Francis (1977) and almost all results available for nonlinear systems Isidori and Byrnes (1990) ; Byrnes and Isidori (2003) fall within this category. A complementary external model-based approach considers the situation where the plant has been (robustly) prestabilized, and then a device that provides disturbance cancellation must be designed so that stability of the loop is maintained while asymptotic regulation is attained. A typical example of this approach is the popular Adaptive Feedforward Compensation (AFC) method Bodson et al. (1994) ; Messner and Bodson (1995) . It is noted that external model-based techniques are prevalent in the linear setting; extensions to nonlinear systems have just timidly started to surface Messineo and Serrani (2009) . An obvious advantage of external solution versus their internal counterparts is that the robust stabilization problem is simpler in the former case, and the presence or right-half plane zeros poses no outstanding difficulty. On the other hand, external model-based controllers typically require the knowledge of the sign of the real or imaginary part of the transfer function at the frequencies of excitation; furthermore, the interconnection gain between the external model and the stable plant is usually required to be small, with possibly adversarial effect on the transient response.
Motivated by the aforementioned difficulties, we propose a novel, data-driven approach to external model-based regulation for uncertain plant and known exosystem models. At the core of the method lies a simple technique for estimating the gains of the plant model at the frequency of excitation, which is based on (discrete-time) recursive least-squares. The availability of converging gain estimates is then exploited for asymptotic regulation by way of a hybrid scheme. It must be noted that asymptotic regulation is achieved, as opposed to practical regulation, which
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Motivated by the aforementioned difficulties, we propose a novel, data-driven approach to external model-based regulation for uncertain plant and known exosystem models. At the core of the method lies a simple technique for estimating the gains of the plant model at the frequency of excitation, which is based on (discrete-time) recursive least-squares. The availability of converging gain estimates is then exploited for asymptotic regulation by way of a hybrid scheme. It must be noted that asymptotic regulation is achieved, as opposed to practical regulation, which might be expected due to the fact that the algorithm requires a termination condition based on relative error analysis. In addition, the method does not require a priori knowledge of the transfer matrix of the plant. The need of a low-gain feedback is also avoided, as the ensuing external model behaves essentially in open loop during its continuous mode of operation.
The paper is organized as follows. Background material is placed in Section 2. The construction of a regulator based on approximate knowledge of the steady-state gains of the controlled system is presented in Section 3. The method for estimating the steady-state gains of the controlled system is developed in Section 4. An illustrative simulation study is discussed in Section 5, followed by concluding remarks offered in Section 6.
NOTATION AND PRELIMINARIES
Let C g := {s ∈ C : Re s < 0}, C 0 := {s ∈ C : Re(s) = 0}, D g := {s ∈ C : |s| < 1} and D 1 = {s ∈ C : |s| = 1}. The spectrum of a square matrix M is denoted as spec (M ), and its minimal polynomial by µ M (s). 
Consider the Linear Time Invariant (LTI) system:
with x ∈ R n , u ∈ R m , e ∈ R p , where w ∈ R q is the state of the LTI exosystem:ẇ = Sw .
(2) In order to avoid trivialities (and without loss of generality, as discussed in Remark 1), it is assumed in the following that the plant is C g -stable and the matrices B and C have full column rank and full row rank, respectively. Assumption 1. rank (C) = p, rank (B) = m and spec (A) ⊂ C g . Remark 1. Although the analysis is performed assuming that the plant P is C g -stable, it can actually be applied to an unstable plant P 0 provided that a suitable C g -stabilizer K has been designed (this only requires minimal assumptions of C g -stabilizability and C g -detectability, the second one being trivially satisfied in case full state feedback is allowed) and applied to the plant, so that P corresponds to the C g -stable closed-loop system. Assumption 2. S is semi-simple, µ S (s) is known and spec (S) ⊂ C 0 .
Note that requiring S to be semi-simple amounts to say that all its eigenvalues are associated to Jordan blocks of size 1, and µ S (s) has the same degree as the size of S. Having assumed that S has only eigenvalues in C 0 , define the set Ω as follows (with q = 2r + 1):
Ω := spec (S) = {ω 0 , ±ω 1 , . . . , ±ω r } (3) with ω 0 = 0 and ω i = ω j for i = j.
The steady-state response of (1) at such frequencies can be readily written in terms of W (s) = C(sI − A)
−1 B + D by replacing s with ω h , h = 0, . . . , r (note that W (ω h ), h = 0, . . . , r, is well defined since by Assumption 1 no ω h is an eigenvalue of A). Each one of the matrices W (ω h ), h = 0, . . . , r, are called the 0-moments at frequency ω h of the given plant. Although essentially no precise knowledge of any of the matrices appearing in the plant description (1) is required by the proposed method, it is quite natural to make the following assumption; its minimalistic nature is commented upon in the following Remark 2. Assumption 3. The relation rank
is satisfied by all admissible (A, B, C, D) . Remark 2. Although the form of Assumption 3 might appear intimidating and possibly hard to check, it is a well known sufficient condition for the output regulation problem to be solvable, even in the known parameters case; moreover, it becomes a necessary condition under very mild hypotheses about the uncertainty affecting the plant. So, imposing Assumption 3 is essentially equivalent to say "assume that the output regulation problem under consideration makes sense". The actual necessary and sufficient condition would be Im
, for h = 0, 1, . . . , r; however, such condition is actually less stringent than the one in (4) only if the plant uncertainty is supposed to be sufficiently structured.
Two relevant consequences of (4) are formalized next; proofs are omitted due to space constraints. Proposition 1. Under Assumption 3, each one of the 0−moments of (1) at frequencies ω ∈ Ω are full row rank, namely rank W (ω h ) = p, for h = 0, 1, . . . , r. Proposition 2. Under Assumption 3, almost every matrix F ∈ R m×p is such that det
When the plant data (A, B, C, D)
are not known it is not possible to compute the W (ω h ), h = 0, . . . , r, from the provided formula; hence, in Section 4 it is shown how to derive sufficiently accurate estimates of the 0−moments from measured input-output data.
For later use, define the matrices
Note that C m , A m and x m0 are defined in such a way that the free response of the system:
is a scalar signal containing all and only the frequencies in {ω 0 , ω 1 , . . . , ω r }; in particular, the matrix pair (C m , A m ) is observable and the matrix pair (A m , x m0 ) is reachable, and spec (A m ) = Ω.
ASYMPTOTIC OUTPUT REGULATION VIA EXTERNAL MODELS AND APPROXIMATE STEADY-STATE GAINS
Our main goal in this paper is to develop an output regulation control scheme under minimal assumptions on the controlled plant. We stress that the data driven output regulation approach proposed here is different with respect to other approaches in the literature, in particular in the following respects. A first difference with respect to standard approaches is that the scenario of interest, shown in Fig. 1 , considers an external model Serrani (2006) of the exosystem placed in cascade at the plant input (with some arbitrary initialization), the resulting output e (after the initial transients are suitably attenuated) is measured and then the state of the external model is reset with a value computed from the measured output via the steady-state gain. A second difference with respect to standard approaches is that in the scenario of interest the plant is considered to be completely unknown. In order to introduce the proposed regulation approach in the simplest possible way, we start by presenting it in the case in which the steady-state gains are known (although possibly affected by some small uncertainty).
Consider the setup in Fig. 1 , with the external model E M defined bẏ
(where F is any matrix satisfying the property in Proposition 2) which generates the input u to (1) as u = y M .
At steady-state, the plant output can be related to the state of the exosystem and to the state of the external model through the relation:
where M and N are given by
and Π M , Π w are the solutions of the Sylvester equations
10) note that such solutions are unique since, by Assumptions 1 and 2, spec (S) ∩ spec (A) = ∅, spec (A M ) ∩ spec (A) = ∅.
Since E M in (7) contains p independent copies of the dynamics of E in (2) and F is chosen as in Proposition 2, standard ancillary lemmas used in output regulation theory ensure that for any initial state w 0 of E there exists an initial state x M,0 of E M such that the output e of plant P in (1) with inputs w and y M is identically zero, with x M,0 and w 0 related by a linear relation. Proposition 3. Consider the interconnection of E M in (7), E in (2) and P in (1) with F chosen as in Proposition 2. There is a matrix Ψ such that
Consider the evolution of the above interconnection of E M , E and P in the coordinates:
(11b) It can be easily computed that:ż = Az,η = A M η, e = Cz+Mη. Since the dynamics of z and η are decoupled, the solutions ofż = Az converge exponentially to zero whereas the solutions ofη = A M η evolve according to the modes of the exosystem (thus, do not converge to zero) and the output e tends to behave like Mη as time goes by.
In a nutshell, the idea to achieve output regulation is to:
. . , in order to invert the relation and derive an estimateη of η(t 1 ); iii) reset the state x M at some timet in such a way that after the reset η(t
It follows that, for t >t, the output e(t) = Cz(t) + Mη(t) exponentially converges to a very small quantity since Cz(t) t→+∞ −−−−→ 0 and Mη(t) ≈ 0. Somewhat surprisingly, while a single application of this recipe yields a sort of practical regulation, its repeated application achieves e(t)
In order to introduce the mentioned resets, from this moment on we will consider all signals to be CADLAG, that is, continuous from the right and having limits from the left, so that for a general signal v at a time t which might be a point of discontinuity, it holds that v(t
and in particular v(t − ) = v(t) if t is a time of discontinuity. Let T, τ 0 ∈ R >0 with τ 0 T , and define 
where L is a suitably dimensioned matrix to be chosen later. Using the facts thatê
and x, w are continuous, the reset rule (14) implies that the reset rules for η and z can be computed as:
, which can be compactly described as
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Taking into account that A D , C D converge to zero as T → +∞, and assuming that (as will be shown in the following) an estimateM D of M D is available, such that ∆ MD :=M D − M D also converges to zero as T → +∞, the following stabilization result holds. Proposition 4. As T → +∞, the spectrum of the matrix in (15) approaches the set {0} ∪ spec (A MD + LM D ). Moreover, letM D be such that lim T →+∞ ∆ MD = 0, where
1 > 0 such that for any T > T * 1 the equilibrium (z eq , η eq ) = (0, 0) of (15) is globally exponentially stable. Remark 3. While in principle any matrix L such that spec (A MD + LM D ) ⊂ D g ensures the desired convergence properties (namely, achieves output regulation), if h in (13) is chosen large enough to ensure that M D is left invertible then the choice
where M D is the Moore-Penrose pseudo-inverse of M D places all eigenvalues at zero, and in general ensures a very quick convergence (whose rate of convergence is only limited by the rate of convergence of the modes of P). The same quick convergence is observed even if L = −A MDM D is chosen, provided that the estimation error betweenM D and M D is sufficiently small. Remark 4. While the above discussion has focused on achieving asymptotic output regulation and then a periodic reset of the external model has been considered, it is worth to stress that in practice even a single reset (or a small number of resets) might be sufficient to achieve a very good result in terms of "practical" regulation. In fact, if the estimation error betweenM D and M D is sufficiently small, and T is such that the term C D z is negligible with respect to
, then already a single reset leads to a very small residual η [k] , and then to a very small value for the steady-state of e.
ESTIMATING THE STEADY-STATE GAINS
The objective of this section is to provide formal results and computational algorithms which can be used to estimate the steady-state gains of the system at specific frequencies of interest. In order to make the discussion easier to follow and to better clarify the role of the various subsystems introduced, the discussion is separated into subsections focused on the various issues arising during the task.
Note that, while in view of applications to output regulation it is necessary to assume m ≥ p in (1), the following discussion applies equally well to the case p > m.
Offsetting disturbances
The discussion in Section 3 shows how the key (and only) information involving the plant which is needed by the proposed approach in the design phase is (an estimate of) the steady-state gain M , which is involved in the definition of M D . Such a gain relates the state x M of E M in (7) and the output e of the plant P in (1) under the interconnection u = y M , and then can in principle be recovered from measurements of e and x M after enough time has passed so that the transient response of P can be considered to give a negligible contribution to e. However, the influence on e due to w from the exosystem E in (2) creates an obstruction to this plan, since e also contains the steadystate, non vanishing contribution from w. Moreover, such a contribution is not easily filtered out from e, since its frequency content is concentrated at the same frequencies as x M . The goal of this subsection is to show how the effect of w in (1) can be compensated in such a way that, during the phase when the steady-state gain M is estimated, e can be replaced by a signalē which can be assumed to be generated byẋ = Ax + Bu,
where ν can be interpreted as a measurement noise term such that |ν| ≤ ε ν at all times, with ε ν that can be made arbitrarily small.
The basic idea consists in generatingē asē = e −ȇ, wherȇ e is approximately equal to the steady-state response of e to w. The device generating suchê will be called the equivalent output disturbance generator, and is, essentially, an observer. The interesting point is that such "observer" must be realized without knowing the plant description (i.e., matrices A, B, P, C, D, Q) and without measuring w.
The steady-state response to w in e (with w entering through matrices P and Q in (1)) can be equivalently written in terms of a signal acting only at the plant output and generated by an equivalent exosystem with P = 0, Q = I p ⊗ C m and S = I p ⊗ A m . It follows that the steadystate of e for u ≡ 0 can be "matched" by the equivalent output disturbance generator :
where, in practice, L m is chosen in such a way that (A m − L m C m ) has eigenvalues sufficiently to the left of C 0 to ensure a fast decay of the estimation error. The signal δ(t) is used to switch off the update term by which it is multiplied once the estimation error has been smaller than the required bound ε ν for a sufficiently long time T which guarantees that it will remain smaller than ε ν afterwards; next result shows that, provided T is long enough, the error between e andȇ will remain smaller than ε ν , even if u = 0 is applied afterwards. Proposition 5. Letȇ be produced by (18), with u(t) = 0 for t ∈ [0, T ]. Then for any ε ν > 0 there exist T * 2 > 0 such that for any T > T * 2 it holds that |e(t) −ȇ(t)| < ε ν , for all t ≥ T .
The Single Input, Multiple Output (SIMO) case
To start with, consider the case m = 1, that is when (1) has only one input (the number of outputs is irrelevant for the present discussion).
Proceedings of the 20th IFAC World Congress Toulouse, France, July 9-14, 2017 In summary, the proposed approach to output regulation consists in: first, set u = 0 and apply the disturbance estimation method in Section 4.1; second, as discussed in this subsection, iteratively apply the steady-state gain estimation method in Section 4.2 to each input, one at a time; finally, apply the regulation approach in Section 3. . Note that, according to the proposed approach, none of these plant data is used for control design; the only information needed in order to design the proposed external model based regulator is given by the values ω h , h = 0, 1, 2.
NUMERICAL SIMULATIONS

Practical regulation
In the first simulation, following the comments in Remark 4, it is shown how a single reset of the external model (after the equivalent output disturbance generator has run and the steady-state gains have been estimated) can lead to very good performance, even if asymptotic output regulation is in fact not achieved. Following the procedure outlined in the paper, and using a termination criterion of ε = 10 −2 , the results shown in Fig. 2 are obtained. The norm of the residual regulation error is smaller than 2ε. In the figure, vertical lines separate the different phases of the proposed output regulation approach; namely, left to right, the first line denotes the end of the equivalent disturbance estimation phase; the second line denotes the end of the first input steady-state gain estimation phase; the third line denotes the end of the second input steady-state gain estimation phase, and the beginning of the actual regulation phase. It is clear from the figure that no input is applied during the equivalent disturbance estimation phase, whereas during each one of the input steady-state gain estimation phase only one of the two inputs is active (the one whose steady-state gain is being evaluated).
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Asymptotic regulation
Applying the main version of the algorithm, which considers periodic resets of the external model and then achieves asymptotic output regulation, the results shown in Fig. 3 are obtained. As can be seen, the updates of the external model are performed periodically (as denoted by the vertical lines after the third one). Note that, despite the rather large value of ε = 0.5, asymptotic (not just practical ) regulation of the output to zero is achieved. The use of a rather large value of ε = 0.5 has the effect of decreasing the time required in the various estimation phases: comparing e.g. with the case ε = 10 −2 in Fig. 2 , the first three vertical lines in Fig. 3 occur at times 8, 13, 18 instead of 16, 25, 34 in Fig. 2 . Note that, since the adjustment mechanism is not switched off, the algorithm is able to cope with a jump of the exosystem's state after 38 time units.
CONCLUDING REMARKS
A simple yet effective method for steady-state gain estimation has been introduced. Its application to external model based output regulation has been shown, considering an output regulation problem with known exosystem but completely unknown stable (or prestabilized) plant. Future works will be devoted to extend the proposed approach to the case of unknown exosystem as well as to the problem of hybrid output regulation Carnevale et al. (2012 Carnevale et al. ( , 2013 Carnevale et al. ( , 2016a ; preliminary results about the last topic have been recently proposed in Carnevale et al. (2016b) .
