The imaginary component of e * is related to the loss of energy caused mainly by two factors: molecular relaxation and direct current (DC) conductivity (Seyfried et al., 2005 ):
he determination of volumetric water content from soil electrical properties has been the subject of much research since the early investigations of time domain reflectometry (TDR) in the late 1970s and 1980s. It is known from electromagnetic theory that the complex dielectric permittivity of porous media has real and imaginary components (i.e., Kraus, 1992; Raju, 2003) as described by equation 1: e * = e r -je i (1) where e * = complex dielectric permittivity (e/e 0 ) e = permittivity of the media (F m -1 ) e 0 = permittivity of free space (8.854 × 10 -12 F m -1 ) j = imaginary number ( 1 − ) e r = real component of e * e i = imaginary component of e * .
The imaginary component of e * is related to the loss of energy caused mainly by two factors: molecular relaxation and direct current (DC) conductivity (Seyfried et al., 2005 ): e i = e i,mr + (s/2p f e 0 ) (
where e i,mr = relative permittivity due to molecular relaxation (-) s = low-frequency conductivity (S m -1 ) f = measurement frequency (Hz). The magnitude of the energy dissipation in the medium can be evaluated using the loss tangent (Seyfried and Murdock, 2004; Seyfried et al., 2005) :
Earlier, Topp et al. (1980) concluded that the contribution of the imaginary part to e * was negligible at typical TDR operating frequencies (~20 kHz to ~1.5 GHz) (Davis and Annan, 1977; Topp et al., 1980) , and thus water content could be determined from e r alone. Consequently, in many subsequent TDR and impedance sensor applications, it has been assumed that if tand << 1, then the loss terms represented by tand and/or e i can be neglected and volumetric water content can be estimated from e r alone (Heimovaara et al., 1994; Or and Wraith, 1999; Seyfried and Murdock, 2004) .
Other studies have claimed that the estimation of water content using electrical properties is influenced, at different degrees, by e i , tand, soil bulk (or apparent) electrical conductivity (s a ), and solution electrical conductivity (s w ).
T
For TDR, the complex permittivity was found to be equivalent to e r only when s a was less than 0.1 dS m -1 , while for s a > 2 dS m -1 , the effect of ohmic losses was significant (Wyseure et al., 1997) . Similarly, Nadler et al. (1999) concluded that TDR can be safely used up to s a of 2 dS m -1 , which is roughly equivalent to a solution conductivity of 26ĂdS m -1 . Other authors found that the TDR signal is a function of bulk electrical conductivity, regardless of whether this conductivity is related to clay content or solution conductivity, and argued that ignoring dielectric and conductive losses can cause error in the estimation of dielectric permittivity (Topp et al., 2000; Evett et al., 2005; Schwartz et al., 2009) . For the 50 MHz Stevens Hydra Probe, Seyfried et al. (2005) found benefit in including tand in the equation for estimating soil water content. However, further independent evaluation of their result is still needed for the specific frequency and design of the Hydra Probe. The effects of salinity on water content estimations were recently investigated for the EnvironScan capacitance probe (Thompson et al., 2007) , but no such equivalent study has been conducted for the Hydra Probe impedance device.
Calibration equations for different textural classes have been provided for the Hydra Probe, implying that there is a textural effect on the water content estimations (Bosch, 2004; Seyfried and Murdock, 2004; Seyfried et al., 2005) ; however, we are unaware of any studies that have statistically shown a textural effect. Commonly, the effect of soil structure is neglected, and most of the previous studies were conducted only on disturbed samples (oven-dried, sieved, and repacked) (Seyfried and Murdock 2004; Seyfried et al., 2005) .
The main objective of this research was to investigate the mixed effects of texture, disturbance, and salinity on the estimation of soil water content at 50 MHz using the Hydra Probe. Specifically, we investigated the impact of these factors on the complex permittivity (e r and e i ). The hypotheses were: (1) a model for determination of volumetric water content including the imaginary component of the complex dielectric response can increase the accuracy and precision of the estimates, and (2) the water content estimations are texture, disturbance, and salinity independent.
MATERIALS AND METHODS
Thirty undisturbed and three disturbed bulk soil samples were collected at the Plant Sciences Experimental Farm at the University of Tennessee, Knoxville. Sampling was performed in areas within three soil series and three soil textures (USDA system) including: clay (fine-loamy, siliceous, semiactive, thermic Typic Paleudult), sandy loam (fine-loamy, siliceous, semiactive, thermic Humic Hapludult), and silty clay loam (fine-silty, mixed, active, mesic Fluvaquentic Eutrudept) (table 1) .
The undisturbed soil cores (5.37 cm inner diameter × 6Ăcm long) were collected with a Uhland core sampler. Bulk disturbed samples were collected with a shovel, and approximately 5 kg of soil was obtained for each soil series. All samples were collected at depths from 20 to 25 cm, which was beneath the main root mass. The disturbed soil samples were air-dried, broken apart by hand, sieved to 2 mm, and repacked into ten columns (same dimensions as the undisturbed cores) for each soil texture. Bulk density was determined following the method of Blake and Hartge (1986) . Soil specific surface area was determined by gas adsorption (Quantachrome NOVA-1000 gas sorption analyzer, using N 2 gas) based on the BET equation for multilayer adsorption (Pennell, 2002) . Specific surface area and average bulk densities of the disturbed and undisturbed soil samples are presented in table 1, along with other relevant soil characterization data.
Disturbed and undisturbed duplicate samples were saturated from the bottom to the top with five concentrations of saline solutions: distilled-deionized water (control), and KCl and CaCl 2 at 0.01 and 0.02 mol L -1 for three days. All soil samples were then flushed from the top to the bottom with approximately two pore-volumes of the same solution. The apparent conductivity of the salt solutions (s w ) was estimated based on measured imaginary permittivity values and equation 2, neglecting the e i,mr component (Stevens, 2007) . The e i readings were performed in the solution samples in laboratory conditions, in a controlled environment, and the average e i readings estimated by the Hydra Probe for 10 min were used in the calculations. The solutions generated five distinct conductivity values: s w = 0, 1.23, 2.41, 2.02, and 3.96 dS m -1 for distilled-deionized water, KCl 0.01 mol L -1 , KCl 0.02 mol L -1 , CaCl 2 0.01 mol L -1 , and CaCl 2 0.02 mol L -1 , respectively. Each salt treatment consisted of the selected samples being saturated with solution of a single salt at a single concentration. Independent soil electrical conductivity estimations were collected using a Fisher Scientific Accumet AR-50 dualchannel pH/ion/conductivity meter in conjunction with an Accumet four-cell conductivity probe (13-620-163) with automatic temperature compensation (ATC). The soil samples were prepared as 1:5 suspensions (20 g of air-dry soil and 100 mL solution: DI, 0.01 mol L -1 KCL, 0.02 mol L -1 KCL, 0.01 mol L -1 CaCl 2 , or 0.02 mol L -1 CaCl 2 ). The samples were weighed on an electronic balance, and Hydra Probe sensors (Stevens, 2007) were inserted at one end. The saturated samples containing the Hydra Probes were placed horizontally on load cells (model LSP-1, Transducer Techniques, Temecula, Cal.) that were connected to dataloggers (VITEL VX1100 and Campbell 21X micrologger). All measurements were recorded at 5 min intervals. After approximately five days, the probes were removed from the soil samples. The samples were then weighed on an electronic balance, oven-dried at 105°C, and reweighed to calculate the remaining water content after airdrying and the bulk density. The average air temperature in the laboratory during drying was 21.5°C (coefficient of variation, CV = 5.24%). All e r and e i measurements were temperature corrected (Stevens, 2007) .
The observations consisted of soil complex permittivity variables (e r and e i ) reported by the Hydra Probe and volumetric water content (q v , cm 3 cm -3 ). Data reduction and identification of outliers were performed by analysis of the Studentized residuals (Pedhazur, 1997; Heuscher et al., 2005) . A cutoff criterion for the Studentized residuals of |2.5| was adopted for our data. The same criterion has been successfully applied in other statistical studies of soil properties (e.g., Hao and Kravchenko, 2007) . Simple and multiple linear regression analyses were performed to evaluate the possible contribution of each variable in the overall model and to determine regression coefficients. The dependent variable in the regression model was measured volumetric water content, and the independent variables were e r , e i , and the loss tangent: tand = e i /e r . All statistical analyses were performed using SAS (v. 9.13). Based on the recommendations of Seyfried and Murdock (2004) and Seyfried et al. (2005) , sensor-specific calibrations were not explored in this research. Our results were compared to models in the literature, including those proposed by Topp et al. (1980) (eq. 4), Seyfried et al. (2005) (eq. 5), and the Hydra Probe manufacturer's equation for sand (Bosch, 2004) 
Evaluation of new and existing models was also performed using an independent dataset collected in the same manner as described previously, but with glass beads instead of soil. The glass beads had average diameters of 2.0, 1.0, 0.5, 0.25, 0.125, and 0.0625 mm and a particle density of 2.5 g cm -3 (Mo-Sci Corp., Rolla, Miss.). Disturbed samples were generated by mixing the glass bead fractions in different proportions: 44%, 25%, 15%, 8%, 5%, and 3% (one sample); 30%, 23%, 17%, 13%, 10%, and 7% (two samples); 23%, 20%, 17%, 15%, 13%, and 12% (one sample); and 20%, 18%, 17%, 16%, 15%, and 14% (one sample), respectively. The bulk densities for the glass bead cores were: 1.78, 1.85, 1.80, 1.81, and 1.82 g cm -3 for the distributions/samples described above, respectively.
RESULTS

REGRESSION MODELING
The validity of including both r ε and i ε in a multiple regression model for estimating q v was assessed through the variance inflation factor (VIF) and the multiple correlation among the partial slopes b 1 and b 2 (Neter et al., 1990) . The multiple linear regression model including real and imaginary components of dielectric permittivity is given by the equation:
The average VIF from the entire dataset (N = 60 samples) was 276.7 with a standard deviation of 180.4; only one sample had a VIF < 10, the critical threshold for multicollinearity (Neter et al., 1990) . The b 1 and b 2 correlation estimates of all samples were < -0.94 (i.e., the two parameters were strongly negatively correlated). The increase in regression ANOVA's root mean square error (ARMSE) obtained by removing i ε was only 0.0003 cm 3 cm -3 . The average ARMSE with two independent variables was not significantly different from the average ARMSE with only one independent variable (p > | t | = 0.43). Based on these indicators, we decided not to develop regression models including both r ε and i ε simultaneously. The inclusion of a correction term for dielectric loss in the water content estimation model will be addressed later in this article.
All subsequent analyses within this article are based on the following simple regression model for the water content as a function of r ε :
Fitting equation 8 to the raw data resulted in average, minimum, and maximum R 2 values of 0.99, 0.98, and 0.99, respectively, with p < 0.0001 in all cases. A dataset composed of 60 slopes (b 1 ) and intercepts (b 0 ) was assessed for differences among soil, disturbance, and salinity treatments. These coefficients were strongly negatively correlated (r = -0.92, p < 0.0001), indicating that an increase in the slope caused a decrease in the intercept, and vice versa.
The slopes and intercepts for each sample combination were evaluated by ANOVA with Duncan's multiple range (DMR) test to compare the several combinations of treatments (James, 1964; Griffin et al., 2003) . The ANOVA model was composed of the regression coefficients as independent factors and soil texture, disturbance, salt, and their interactions as classification factors. The overall ANOVA for the intercepts was not significant (p = 0.62). However, a hierarchical removal of factors/interactions with the highest p > F values resulted in a significant ANOVA (pĂ= 0.012), with both soil and disturbance classification factors being independently significant (p = 0.05). Results of the intercept means comparisons by DMR for soil texture and disturbance are presented in tables 2 and 3, respectively. The same process was repeated for the slope coefficient. The overall ANOVA was not significant (p = 0.30), and the hierarchical removal of factors/interactions showed the same results as the intercept coefficient. For the slopes, the ANOVA was significant (p = 0.0011) with the soil and disturbance classification factors again significant (p < 0.01). DMR means comparisons for the slopes are also presented in tables 2 and 3. [a] Values in the same column followed by the same letter are not significantly different at p = 0.05. [a] Values in the same column followed by the same letter are not significantly different at p = 0.05. Based on the ANOVA results for the regression coefficients of q v = f( r ε ), we assessed the clay soil independently. Since there was no distinction among the sandy loam and silty clay loam soils, a combined model was developed for these two soils (referred to hereafter as SL+SCL). The disturbance factor was also significant, and therefore it was necessary to develop separate equations for disturbed and undisturbed conditions within each soil group. The individual coefficients for each soil texture/group and disturbances are presented in table 4.
The data corresponding to the regression parameters in table 4 are presented in figures 1 through 4. The data for the clay soil are presented in figures 1 and 2 for disturbed and undisturbed samples, respectively. The data for the SL+SCL soils are presented in figures 3 and 4 for disturbed and undisturbed samples, respectively. Comparing figure 3 to the other graphs, and from the results in table 4, it is noticeable that the SL+SCL disturbed samples provided the best overall fit to the square root linear regression equation. Based on the R 2 and ARMSE values, the poorest fits were shown in the clay undisturbed and SL+SCL undisturbed datasets (table 4, figs. 2 and 4).
RELATIONSHIPS WITH LOSS TANGENT AND BULK DENSITY
Following the approach of Seyfried et al. (2005) , we attempted to include a correction factor for the loss tangent in our regression models, i.e.: 
where
A lc = loss corrected slope coefficient (A lc = A 0 + A 1 tand s ) A 0 , A 1 , B = fitting coefficients tand s = loss tangent measured at complete water saturation (tand = e i /e r ). We noticed no significant correlation between the loss tangent and either the b 0 or b 1 coefficients from equation 8 (tand s versus b 0 : r = 0.12, p = 0.34; tand s versus b 1 : r = -0.18, p = 0.18). Seyfried et al. (2005) found a relationship between b 1 and tand s (R 2 = 0.53; significance not provided) and were able to predict b 1 from tand s using linear regression. Our nonreproducibility of their results might be partially explained by the fact that we had relatively low tand s values. Our tand s were always less than 1.18 (average 0.48 ±0.20) and well below the 1.45 value, which, when exceeded, is reported to cause deterioration in the accuracy of e r estimations (Seyfried et al., 2005) . Soil apparent electrical conductivity (s a ), as calculated from e i (Stevens, 2007) was always lower than the critical value of 2 dS m -1 reported by Nadler et al. (1999) to cause deterioration of TDR readings. For our data, the average and maximum s a values were, respectively, 0.02 and 0.09 dS m -1 for clay, 0.01 and 0.08 dS m -1 for sandy loam, and 0.03 and 0.11 dS m -1 for silty clay loam. Independent estimations of soil electrical conductivity in 1:5 (soil:solution) suspensions collected with the Accumet conductivity meter are presented in table 5. The soil suspension electrical conductivity estimations were very close to the solution conductivity values (s w ) estimated with the Hydra Probe. The coefficients of determination and correlation were equal and always 0.99 (p < 0.0001) when the conductivity meter soil suspension data was compared with the Hydra Probe salt solution estimations for all soils. This indicates that the electrical conductivity of the soil suspensions in salt solutions is mainly due to the conductivity of the salt solution. Although these values are high, they cannot be assumed to represent the values of the undisturbed samples electrical conductivity at saturation, as the electrical conductivity of disturbed soil mixed with solution at a rate of 1:5 will be higher than the conductivity of an undisturbed or repacked sample with a higher ratio of soil to solution.
Since we had a continuous range of loss tangent values (i.e., tand = e i /e r for all observed volumetric water contents), we also attempted to include the loss tangent as an additional variable in multiple regression models. The average R 2 for the 60 samples was 0.99 in both cases (i.e., with or without tand), and the RMSE only decreased by 0.0003 cm 3 cm -3 when q v = f( r ε , tand) as compared to q v = f( r ε ). The VIF was >10 in 55% of the samples, indicating some degree of collinearity among the r ε and tand coefficients. Therefore, there was no benefit in attempting to correct the models for the loss tangent.
Soil bulk density (D b ) could not be included as a variable in the multiple regression models since there was only one value associated with each sample. 
COMPARISON WITH OTHER MODELS
A comparison of the models developed in this research with those of Seyfried et al. (2005) , Topp et al. (1980) , and the manufacturer's equation for sand (Bosch, 2004 ) is presented in figures 1 through 4. A statistical comparison was performed by evaluating the root mean square error (RMSE) between the volumetric water content from the observed (q obs ) data and the volumetric water content predicted by a particular model (q est ) (Huisman et al., 2001) :
where n is the number of observations. The RMSE values for the data in figures 1 through 4 are shown in table 6. Best fit models for each soil and disturbance were compared to the Seyfried, Hydra Probe manufacturer's sand (hereafter referred to as sand for simplification), and Topp equations. For the clay disturbed data, the performance of our new model was superior to all of the literature models. For the clay undisturbed data, the situation was different; our new model, the Seyfried model, and the sand model all had RMSE values within 0.0007 cm 3 cm -3 of each other, while the Topp model had a substantially higher RMSE than the other models. For the SL+SCL disturbed and undisturbed data, our models had an RMSE very close to that of the sand mean square errors (RMSE, cm 3 cm -3 ) between observed data and selected models. Topp et al. (1980) 0.0305 0.0422 0.0353 0.0496 model, followed closely by the Seyfried model. We expected that our models would outperform the literature models since they were specifically developed for these soils/disturbances. As discussed by Seyfried et al. (2005) , a calibration equation developed for a specific dataset will always outperform general equations developed from different datasets. Therefore, one important feature of table 6 is to evaluate the quality of previous models as universal predictors. Among the literature models evaluated, the sand equation had the best performance for predicting volumetric water content from e r . Results acquired from a larger dataset in this study validate our previous recommendation that the manufacturer 's sand equation should be employed as an allpurpose model for the Hydra Probe, in the absence of soil specific calibration equations (Leao and Perfect, 2007) .
Regarding the square root linear model (eq. 8), the average slope (b 1 ) in this research was 0.119, and the average intercept (b 0 ) was -0.219 (n = 60 samples). While the average b 1 was slightly higher than that of Seyfried et al. (2005) 
ERROR ANALYSIS
The mean absolute error (MAE) (Legates and McCabe, 1999; Brouder et al., 2005) was calculated to investigate the increase in accuracy obtained by including disturbance and soil texture factors in our regression models. The MAE is defined as:
Initially, the MAE was calculated for predictions and estimations for a general regression model, developed for the entire dataset, without discrimination for soil texture or structure. This procedure resulted in an MAE of 0.0177 cm 3 cm -3 . To assess the relative contribution of the soil texture and disturbance factors in reducing the MAE in regression models, a model for each soil (clay, sand, and silt), a model for each disturbance treatment (disturbed and undisturbed), and a model for each soil texture and disturbance combination (3 textures × 2 disturbances = 6 models) was developed by linear regression, and the MAE was estimated. The percentage reduction in MAE in these cases was computed as average MAE for soils/disturbances in relation to the general model MAE. Accounting only for soil texture reduced the MAE by 3.91%. Accounting only for disturbance reduced the MAE by 2.55%. Accounting for both soil texture and disturbance reduced the MAE by 8.45%. These results illustrate the value of including both soil texture and disturbance effects in the development of calibration equations for the Hydra Probe. 
MODEL EVALUATION WITH GLASS BEADS
A plot of models developed and/or evaluated in this research versus experimental data for glass beads is presented in figure 5 . Glass beads were chosen because, as with purified sand (Malicki and Walczak, 1999) , such standard materials are widely used in experiments with artificially packed samples (Topp et al., 1980; Friedman, 1998) and offer the advantages of easily replicable texture and negligible cation exchange capacity. The model developed for SL+SCL disturbed was chosen for evaluation (along with the Topp, Seyfried, and sand models) because it should provide a better prediction of volumetric water content for the silt and sand sized repacked glass bead samples than the SL+SCL undisturbed or clay models. The SL+SCL disturbed model had the best overall performance (RMSE = 0.0110 cm 3 cm -3 ), followed very closely by the sand and Seyfried models (each with an RMSE of 0.0129 cm 3 cm -3 ). Both of these models tended to overpredict q v at low values of e r . The Seyfried model generally had higher water content estimations (RMSE = 0.0129 cm 3 cm -3 ) than the sand and SL+SCL disturbed models. The Topp equation provided substantially higher estimates of q v and was outside the range of measured values of volumetric water content over the entire range of e r (RMSE = 0.0363 cm 3 cm -3 , fig. 5 ).
DISCUSSION
For our soils, there was no benefit in including the imaginary permittivity as an additional variable in the regression models or in attempting to correct a simple linear model of q v = f( r ε ) for the loss tangent (tand = e i /e r ). This shows that e r alone was sufficient for the estimation of volumetric water content in the frequency of operation of the Hydra Probe and in the specific range of conductivities evaluated in our research. This has also been observed at the range of frequencies of TDR (Topp et al., 1980; Topp and Ferre, 2002) . At the frequency of operation of the Hydra Probe, 50 MHz, the real permittivity of water at 20°C is much greater than the imaginary value e r [ 80 and e i [ 2 (Raju, 2003) . The addition of salt to distilled-deionized water does not seem to have altered this behavior significantly. It was therefore possible to use the salt treatments as replications for the soil and disturbance treatments. The loss tangent exceeded one (i.e., e i > e r ) in only 10% of the samples tested. In the presence of salt solutions, the loss tangent generally increased to a maximum when the water content was near saturation. The highest loss tangents were associated with the highest CaCl 2 concentration (0.02 mol L -1 ). None of the samples had tand > 1.45, and therefore it is likely that the losses represented by e i did not noticeably affect the quality of the estimations of q v from e r .
The slopes and intercepts of q v = f( r ε ) were dependent on soil texture and disturbance, but not on salinity. According to equation 2, conductivity and molecular relaxation losses will affect e i , but not e r , and therefore the latter is unaffected by the inclusion of salinity, which will mainly increase the conductive losses. The absence of significant correlations between bulk density and the linear regression parameters is somewhat surprising. We expected that the differences in slopes and intercepts would be correlated to structural characteristics of the soil, related to bulk density variations. This result suggests that disturbance might be causing changes not only in total porosity (represented here by D b ), but also pore size distribution. Hence, other properties not measured in this study might be causing the heterogeneity in the model parameters. As quantified by the MAE, the overall accuracy of the HP in this study, without accounting for texture and disturbance, was 0.0177 cm 3 cm -3 . Accounting for both soil texture and disturbance resulted in an average reduction in the MAE of 8.45%. If it is not possible to include both effects when developing calibration equations, then we recommend accounting for soil texture, since this effect resulted in a greater reduction in MAE (3.91%) than differentiating between undisturbed and disturbed conditions (2.55%).
CONCLUSIONS
For our soils and range of electrical conductivities, there was no benefit in including the imaginary dielectric permittivity or a correction for the loss tangent in models for estimating water content at 50 MHz using the Hydra Probe. Soils with higher clay content (>34.4%) should be assessed independently when developing calibration equations for the Hydra Probe. The sensor's water content estimations are disturbance dependent. However, there was no significant correlation among the linear regression coefficients of q v = f( r ε ) and the bulk density values. This result implies that additional measurements accounting for structural disturbance in the models (e.g., pore size distribution) should be sought in further research.
