Functional neuroanatomical maps provide a mesoscale reference framework for studies from molecular to systems neuroscience and psychiatry. The underlying structure-function relationships are typically derived from functional manipulations or imaging approaches. Although highly informative, these are experimentally costly. The increasing amount of publicly available brain and genetic data offers a rich source that could be mined to address this problem computationally. Here, we developed an algorithm that fuses gene expression and connectivity data with functional genetic meta data and exploits cumulative effects to derive neuroanatomical maps related to multi-genic functions. We validated the approach by using public available mouse and human data. The generated neuroanatomical maps recapture known functional anatomical annotations from literature and functional MRI data. When applied to multi-genic meta data from mouse quantitative trait loci (QTL) studies and human neuropsychiatric databases, this method predicted known functional maps underlying behavioral or psychiatric traits. Taken together, genetically weighted connectivity analysis (GWCA) allows for high throughput functional exploration of brain anatomy in silico. It maps functional genetic associations onto brain circuitry for refining functional neuroanatomy, or identifying trait-associated brain circuitry, from genetic data.
Introduction
The wealth of data from brain initiatives and the increasing amount of functional genetic information creates opportunities to mine these resources for insights into the genetic and neuronal organization of brain function and behavior. Recent studies correlated brain gene expression maps with structural information to enhance our understanding of genetic and anatomical parcellation of the brain and its functional networks (Richiardi and Altmann, 2015; Vértes et al., 2016) . These studies have been used, for instance, to explore development and physiological regulation of structural connectivity and extract functional networks in silico (Supplementary Note 2). Collectively, these results suggest that functional genetic information, brain gene expression data and connectomes can be successfully used for functional exploration of the brain ( Supplementary Fig. 1 ).
Here, we mined these resources to generate functional neuroanatomical maps underlying a given brain function from genetic data. Currently, such functionally related maps are built experimentally from functional manipulations and imaging studies which are frequently invasive and costly. Discovery tools that give easily achievable and testable computational predictions would provide an ideal complementary approach into this problem.
A major challenge in this regard is that brain functions are controlled by the interaction of multiple genes within the brain. In consequence, computational predictions should reflect those functional synergies. Most established approaches that map genetic information to brain data compare gene co-expression correlation of functionally grouped genes with structural connectivity (Rubinov et al., 2015; Whitaker et al., 2016; Richiardi and Altmann, 2015) . Correlative analysis of gene co-expression dissects brain organization based on the similarities of regional gene expressions (Supplementary Note 2) . It primarily reflects transcriptomic similarities, globally or for subsets of genes, but it is not tailored to directly infer functional synergies accumulating over multiple functionally related genes.
Motivated by this methodological gap, we sought to develop algorithms fusing sets of functionally related genes with brain data (gene expression and connectivity) to realize a semi-automatic functional parcellation from functional genetic data in silico. In difference to the existing correlative approaches, genetically weighted connectivity analysis (GWCA) is based on the hypothesis that functional synergies of gene sets are reflected in their cumulative impact (weights) on higher order features of fundamental brain networks such as global structural connectivity or functional resting state networks.
In the context of graph-theoretical analyses, we demonstrate that calculating the effects of cumulative gene expression on incoming/outgoing node strength generates meaningful results for functional neuroanatomy of multi-genic brain functions. When applied to gene sets from genome wide association studies (GWAS), quantitative trait loci (QTL) analyses or neurogenetic databases, these calculations allowed exploring brain circuits underlying complex behavioral traits in mice and human. Further, our workflow produced putative effector network nodes at voxel/ grid level, provided as functional brain maps, that allowed a further refinement of known functional neuroanatomy.
Moreover, the GWCA framework introduced enables high throughput screening and exploration of maps of functional neuroanatomy related to gene sets. Our method is universal, digesting gene sets e.g. derived from literature meta-analyses and genetic databases, gene expression data and structural or functional connectivity data retrieved from publicly available data repositories and/or own experiments. The computed functional anatomical maps can be used for further experimental validation and refinement of neuronal circuitry underlying a specific brain function. Moreover, they allow mapping neuronal substrates affected by genetic variance linked to mental diseases with yet unknown neuronal pathophysiology (with e.g. gene associations in GWAS studies as input).
Material and methods

Overview
The GWCA employs genetic-functional associations as input for weighting brain network data. This includes a set of genes associated with a given brain function or behavior, brain wide spatial gene expression data of a substantial part of the genome, and a fundamental brain network (connectome), all at the same resolution and aligned to the same common reference space. Thus, voxel, resp. grid positions and network nodes are directly corresponding.
Here, the GWCA was exemplarily based on data from the Allen Mouse Brain Atlas (AMBA), currently the most advanced template for integrated network studies of mammalian brains with extensive gene expression and connectomic information available (Lein et al., 2007; Oh et al., 2014) . Of note, the method as such is universal and can be applied straight forward to data from any other species. We demonstrate this generality by applying the same method to human data using the Human Brain Atlas gene expression data framework (Hawrylycz et al., 2012) . The code has been optimized for low cost parallel computing, providing a quick and convenient tool for functional exploration of brain circuitry. Fig. 1 gives a principal overview of the workflow. After retrieving spatial gene expression data for a given input gene set ( Fig. 1 (1, 2) ), we are applying statistical standardization methods to compensate for spatial bias of individual gene expression and image artifacts. Based on the corrected values we calculate the gene expression synergy for each voxel/grid point reflecting its cumulative gene expression characteristic of the given gene set ( Fig. 1 (3) ). To explore its effect on the connectome, respectively source and target sites of voxel/grid points with high synergy, network data and synergy are now fused by weighting edges with related gene expression synergy values (Fig. 1 (4) ).
To capture higher order synergies of genes spatially correlated with the underlying -now weighted -network we calculate for each node in the network, i.e. each grid point in the standard brain space, higher order network measures ( Fig. 1 (5) ). We compared these to network measures computed on random drawn gene sets to reveal which nodes are functionally related to the brain function or behavior associated with the input set. With this step, we inflate the gene-dependent maps to maximize the retrieval of full circuits.
Method description
We define the input set T of genes out of a genome-wide set G ( Fig. 1 (1) ). Gene selection strategies are described in Supplementary Note 1 Subsection 6.
If using AMBA as basis for the calculations, the spatial brain gene expression data is imported pre-aligned to a common reference space on a 100 μm grid.
The gene expression data related to T and G consists of ordered lists of gene expression densities (Lee et al., 2008 ) for a set of n spatial grid positions p i  ∈ 3 i = 1, …,n and are stored as gene A functionally related gene set (e.g. social bond genes) serves as input (1). For this gene set, gene expression data is retrieved (2), normalized and used to calculate a cumulative genetic effect (3). The cumulative effect is used to weight a structural connectivity matrix (4). On the weighted network, network measures are computed and statistically evaluated by Z-tests against a null distribution (network measures based on random gene sets) (5). The output is a voxel-wise p-value map for every network measure. The results can be evaluated by computing correlation with ground truth from literature or fMRI (6).
expression density matrices D(T) and D(G) ( Fig. 1 (2) ). Gene expression density is not location invariant. For example, cortical and thalamic areas in AMBA have a higher mean gene expression density than the rest of the brain. Spatial bias introduced by this variance is compensated by the standardization (Z-Score) of D(T) genome-wide, such that expression density distributions at every spatial position are standard-normal distributed over G. Results are gene and space normalized gene expression density values.
We define the synergy s i of gene set T at each voxel/grid position p i as the trimmed mean for the normalized gene expression density from the previous step ( Fig. 1 (3) ) resulting in the synergy vector S = (s 1 , … ,s n ). Trimming reduced sampling artifacts in gene density maps, like image artifacts that appear as outliers with high density scores (e.g. air bubbles) (Bindhu et al., 2013) .
The functional relation between genes and neuroanatomy is established by weighting either incoming or outgoing connections of every grid position by its related synergy. This highlights connections that are either targeting or are targeted by network nodes with high synergy. Given a directed connectome as the connectivity matrix C ∈ R n Â n (where rows represent source regions, and columns target regions on the grid positions), an incoming-synergy weighted or outgoing-synergy weighted connectome is defined as the row-respectively column-wise multiplication of C by S ( Fig. 1 (4) ).
To account for higher order effects on the network, i.e. where the synergy influences the properties of the network, we calculated local network measures (Rubinov and Sporns, 2010) in the weighted connectomes ( Fig. 1 (5) ), such as incoming/outgoing node strength, hubs, authorities, closeness, betweenness and eigencentrality on both incoming and outcoming weighted connectomes.
For statistical evaluation, we compared the grid position-wise node strength measures to randomly drawn gene sets (n = 1,000) from the genome-wide set G by Z-tests (Fig. 1) . We adjusted the False Discovery Rate (FDR) of the p-values with the Benjamini-Hochberg (Benjamini and Hochberg, 1995) method. The results in this paper are all significant under a FDR o5% (unless indicated otherwise).
Ultimately, these operations generated spatially distributed FDR corrected p-value maps, i.e., one p-value for every grid position.
In principle p-value maps can be computed for each combination of weighted directed connectome and network measure. Each calculated p-value map has its own interpretation. P-value maps of complementary network measures such as incoming & outgoing node strength or hubs & authorities can be fused to take into account different aspects of network context, e.g. sources and targets sites of ligand-receptor systems.
As a final step, these node-wise (for every voxel/grid position) p-value maps can be visualized in the context of the connectome to ultimately reveal the neuronal circuitry associated with the function/behavior of the input gene set ( Fig. 2A) . At first, we combined the p-value maps of the calculated network measures by using the minimum p-value for every voxel/grid position.
Our experiments demonstrated that combining incoming/outgoing node strength performed best on predicting our test data (see Result Sec. 3.1 and Fig. 2B ). Details on the implementation for these network measures can be found in Supplementary Note 1 Sec. 3.3. To show all connections from the input network between every significant voxel/grid position of the combined p-value map, we reduced complexity by grouping voxels/grid positions by their connectivity, i.e. we group voxels with similar connectivity (correlation coefficient of their connections) together. The clusters are visualized by plotting a sagittally-projected heatmap of their combined p-value, surrounded by region labels. The connectivity between clusters is shown as arrows with the sum of connectivity (normalized by cluster size) given as grey-scale ( Fig. 2A) .
Additional information about the method (mathematical description, data integration, figure generation, code availability, technical resources and statistics) can be found in Supplementary Note 1.
Results
Proof of concept and optimization
To assess if this computational approach allows identifying function-specific brain circuitry, we focused on several well-studied gene sets, for which functional associations and functional neuroanatomy are comprehensively documented: genes associated with dopaminergic signaling, social behavior, feeding, hypothalamic-pituitary-adrenal (HPA) stress axis and synaptic plasticity. With these gene sets, we recaptured known functional neuroanatomy from literature (Supplementary Data 5).
For instance, genes associated with social behavior recapitulated their known functional neuroanatomy ( Fig. 2A , Supplementary Data 1) (Kim et al., 2015; O'Connell and Hofmann, 2011; Young and Wang, 2004; Young et al., 2005; Leshan and Pfaff, 2014; Marlin et al., 2015; O'Connell and Hofmann, 2012) .
Similarly, we were able to pick up the functional neuroanatomy (Supplementary Data 3 Case 1-10A,B,C, Supplementary Data 1) for other functionally-associated gene sets (Supplementary Data 3 Case 1-10D) including dopamine (DA) signaling, which revealed the classical DA reward VTA-ACB pathway and also motor-related connections like SN-GP (Russo and Nestler, 2013; Lammel et al., 2014; Bjoerklund and Dunnett, 2007; Berridge and Kringelbach, 2015) .
The method allowed detecting the known feeding-related neuroanatomy based on genes associated with feeding, like orexin, neuropeptide Y (NPY), Agouti related protein (AgRP), proopiomelanocortin (POMC), melanocortin or leptin receptors (Betley et al., 2013; Jennings et al., 2013; Hardaway et al., 2015; Wu et al., 2012) .
Different stress and fear/anxiety-related genes accumulate in the HPA axis, areas involved in control and regulation of stress and brain regions involved in processing fear/anxiety (Stoppel et al., 2006; Tovote et al., 2015; Herman and Cullinan, 1997; Smith and Vale, 2006; Carhuatanta et al., 2014; Steimer, 2002) .
We also investigated gene sets for synaptic plasticity, learning and memory. As expected, these genes highlight major sites of functional and behavioral plasticity in the brain (e.g., cortex, hippocampus, amygdala) (Ressler et al., 2002; Mineur et al., 2004; Toyoda et al., 2011; Pisani et al., 2005; Lee, 2014; Hasan et al., 2013; Kirkwood and Bear, 1995; Todd and Bucci, 2015; CastroAlamancos et al., 1995; Iriki et al., 1989) .
To assess these predictions quantitatively, we collected the ground truth in form of network nodes representing regions functionally associated with these 10 gene sets from literature (Supplementary Data 2). We calculated the F 1 -score (Van Rijsbergen, 1979) of precision and recall for a binary classification of the ordered voxel-wise p-values. We used this with first order network measures (expression site; genetic weight at the node itself; gene expression synergy tested voxel/grid point-wise to random drawn gene sets) and second order network measures (incoming & outgoing node strength from/to nodes with accumulated genetic weight, as well as hub score, authority score, closeness, betweenness, and eigencentrality) (Fig. 2B) . The computational predictions correlated significantly with the known functional neuroanatomy from literature (Fig. 2B, green box) , indicating that GWCAs assemble meaningful functional neuroanatomical maps from genetic data.
For expression sites, hubs & authorities, eigencentrality and ingoing & outgoing node strength, the F1 scores were significantly better than random (Fig. 2B, grey box) . The predictive power increased from first order measures (Fig. 2B, red box) to second order measures (Fig. 2B, green box) . This indicates that second order network measures detected regions not identified by gene expression synergy alone, yet are integrated within the same neuroanatomical map. Results for node strength showed that the prediction accuracy was superior to other network measures, and is therefore sufficient for further analysis. Importantly, the GWCA was calculated at 100 μm voxel resolution, free from a priori constraints from anatomical annotations and fully compatible with small rodent MRI. Thus, it is suitable to refine structure-function relationships beyond neuroanatomical scales and has the potential to identify additional nodes and subdivisions within predefined anatomical regions with possible distinct physiological functions.
To further support our findings, we overlayed computed functional maps with those obtained experimentally with fMRI. Important in the context of this paper, pain data offers the possibility to link genetics with actual fMRI (Hess et al., 2007; Hess et al., 2011; Heindl-Erdmann et al., 2010) in mice. In fact, for the painrelated gene sets (Supplementary Note 3, Supplementary Table 3 and Supplementary Data 3 Case 11-15d), the in silico predicted functional maps in mouse brain were reproducing large portions of the functional neuroanatomy observed with Blood-Oxygen-Level-Dependent functional magnetic resonance imaging (BOLD fMRI data, warped onto the AMBA reference space by optimized ANTS (Avants et al., 2008) parametrization) in vivo ( Fig. 3A and B) . This further substantiates the validity of our approach. While our method seemed to fit best with sets of 44 genes ( Supplementary  Fig. 2 ), predictions were also informative at the single-gene level. Functional imaging data of Cacna2d3 mutants, a highly conserved pain gene, revealed altered thalamo-cortical connectivity and synesthesia after thermal stimulation in mutant mice (Neely et al., 2010) . The predicted maps computed from Cacna2d3 alone (Fig. 3A , top right) recaptured pain functional neuroanatomy from fMRI (Fig. 3A, bottom left, 3B ) and pain maps that are affected by this gene (Fig. 3A, bottom right, Fig. 3B ). Nevertheless, the single gene operations will depend heavily on the gene itself, and so we recommend using gene sets for the most efficient and accurate functional neuroanatomy integration.
Taken together, these data show that GWCAs of functionally related gene sets generate meaningful functional neuroanatomy of multi-genic brain functions. If applied to many iterations of functionally grouped genes, this type of approach could be extended for the semi-automated functional annotation and parcellation of the brain in silico.
Functional maps from multi-genic meta data
A central aim in basic neuroscience and psychiatry is to understand how genetic variations control behavioral traits. One of the challenges is that behavioral traits, as brain functions, are largely multi-genic. Therefore, identifying the neural circuitry through which these trait-associated genes contribute to phenotypic differences is experimentally hard. Based on these results, we applied GWCA to explore yet unknown or only partially described brain circuitry underlying behavioral traits investigated in genetic screens or association studies. We expanded our analysis on pain and included fear/anxiety and autism spectrum disorder (ASD) gene sets (Supplementary Note 3) from publicly available databases and published meta-studies (Supplementary Table 3 ). In some cases, large gene sets were clustered using the DAVID (Huang et al., 2009) platform to parcellate them into functional category-linked subsets, and so in those cases genes are not only related by the analyzed trait, but also regarding sub-functions annotated in the database. When supplied with these gene sets, the GWCA extracted meaningful functional maps (Supplementary Data 3 Case 11-29). These maps, of which node-wise comparisons are in line with their functional annotation from literature, give a comprehensive representation of functional genetic synergies underlying the respective trait (Fig. 4A, green squares) .
Extending our approach to human template based on resting state networks from fMRI (as reference brain network) demonstrated that the methodology can be generalized to other species (Fig. 4B) . Cross-validation with the meta-studies (Supplementary Data 4, Supplementary Table 2) reveals similar findings for both species (Fig. 4A and B) , demonstrating its versatility for functional exploration of the human brain in health and disease in silico.
Of note, within the mouse and human framework, the algorithm also identified nodes not yet linked to the query trait, thereby extracting potential novel elements (Fig. 4A and B, blue squares) of functional brain networks (see Discussion for details).
Discussion
Integrating genetic, gene expression and connectomic information
We have shown that GWCA successfully integrates genetic, gene expression and connectomic information from brain and genomic initiatives for rapid functional exploration of the brain in silico. We found that, in the brain, functionally related genes are not distributed at random but assemble into specific maps, which recapitulate functional anatomical annotations and/or functional data from fMRI. Cumulative effects, from expression sites alone (Fig. 2B, red bar) , reflect functional synergies within functionally related genes, which are not directly fitted by transcriptomic similarities, usually derived from correlative analysis (Supplementary Note 2). GWCA predictions further improved by second order network measures, which incorporate functional synergies of local gene expression that manifest in the context of higher-order interactions within the brain architecture.
Incoming & outgoing node strength (Fig. 2B, green bar) performed best, but not significantly better than hubs & authorities or eigencentrality. In contrast to these network measures covering the influence of nodes on networks, betweenness and closeness highlight the effect of shortest paths in networks (Rubinov and Sporns, 2010) . They outlined small distinctive nodes, that are part of functional properties, but failed to predict the entirety of functional neuroanatomy (explaining the seemingly random F 1 -score in Fig. 2B ). According to Watts and Strogatz (1998) , the influence of path length measures systematically decreases with increasing randomness of a network, whereas cluster measures remain high over a much wider range of randomness. Therefore, this finding supports the notion that GWCA captures real non-random smallworld networks found in the brain (Watts and Strogatz, 1998) .
Moreover, the superior performance by incoming & outgoing node strength may be explained by the fact this measure captures best the cumulative genetic effects emerging directly within network nodes and their primary connections through direct genetic analgesia, synaptic signaling, hypersensitivity, memory, response to drug, cognition, learning or memory, calcium ion transport, calcium signaling, nociception, neurological system process, regulation of neurological system process, response to pain and response to stress) to wild-type BOLD signal.
(molecular) interactions. In addition, this measure naturally reflects that gene expression sampled here takes place in local somata, which builds up the nodes and sources/target sites thereof. In contrast, path-centric measures like betweenness and closeness might be better suited for inspecting effects on network routing which may reflect complex features of higher order dynamic states in the context of specific neuronal activity, but not the anatomical node driven network structure influenced by gene expression. Taken together, by fusing cumulative gene expression and bestfit network measures, we provide an optimized tool that derives meaningful functional neuroanatomical maps from genetic information.
Refining functional anatomical annotations
When applied to gene sets from behavioral genetics, we demonstrated that our workflow can extract putative effector network nodes as functional brain maps which can be used to explore trait-specific circuitries. These explorations allowed us to refine several known functional neuroanatomy (Fig. 4, green squares) . For instance, the anatomy of thalamo-cortical and cortico-cortical connections in thermal pain processing can be dissected to fine anatomical resolution (e.g., Supplementary Data 3 Case 11E, red arrows, note layer specificity) which could not be achieved with fMRI (Fig. 3A, wt) . GWCA, when based on startle response QTLs, extracted a specific and strong connection between PVT and central amygdala (Supplementary Data 3 Case 22E, red arrow). Interestingly this connection recently emerged as central element in fear control (Do-Monte et al., 2015; Penzo et al., 2015) . Similarly, for ASD, we identified many cortico-cortical connections (Supplementary Data 3 Case 23-29E, red arrows) with prediction accuracy reaching individual layers. Among similar lines, the method uncovered circuitry within regions functionally not yet commonly associated with the respective trait: for instance, the functional association of visual cortex with pain processing (Supplementary Data 3 Case 13, 14, 15E, Supplementary Data 1) (Gopalakrishnan et al., 2015) , motor cortex with startle response (Supplementary Data 3 Case 22E) (Kühn et al., 2004) and hypothalamic circuitry with autism (Supplementary Data 3 Case 27E, Supplementary Data 1) (Kurth et al., 2011) . This can be particularly useful to link genetic variance and neurophysiology in mental diseases with unknown etiopathology (with e.g., gene associations from GWAS studies as input).
Conclusion
GWCA significantly adds to the understanding of structurefunctional relationships for several reasons. First, it allows for generating functional neuroanatomical maps from genetic data. Second, when performed iteratively with multiple functionally grouped gene sets at larger scales, this allows to genetically define functional parcellation of the brain. Third, when applied to functional gene sets from meta-studies or behavioral trait analysis, it allows to rank order brain circuits according to their role in that given function or behavioral trait. These candidate circuits can then serve as entry points for further functional validation, e.g., with opto-and pharmacogenetic methods.
The functional relation underlying our study can be exploited to associate gene sets with specific brain functions or brain functions with specified gene sets ( Supplementary Fig. 1 ). Importantly, our strategy applies to other neural systems (beyond mouse and human) for which genetic information, gene expression maps and connectomes are, or will be, available and allows exploration of functional brain organization in cases where actual functional data is difficult, if not impossible, to obtain.
Taken together, GWCA emerges as a timely tool for mining genetic and brain initiatives for insight into the genetic and functional organization of the brain and mind. This study highlights synergies that emerge from fusing data across different platforms and should spark discussions about similar strategies in the future. 
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