Abstract. The hypothesis that the regular multiannual population oscillations of boreal and arctic small rodents (voles and lemmings) are driven by predation is as old as the scientific study of rodent cycles itself. Subsequently, for several decades, the predation hypothesis fell into disrepute, possibly because the views about predation and rodent dynamics were too simplistic. Here we review the work that has been done on the predation hypothesis primarily in Fennoscandia over the past decade.
HISTORY OF THE PREDATION HYPOTHESIS
The proposal that predation maintains the regular oscillation of small-rodent populations in boreal and arctic regions has a history dating back to the early days of the research on the ''rodent cycle '' (Elton 1942) . It is not surprising that predation attracted attention: the basic theory had just been laid out (Volterra 1926 , Lotka 1932 , and it must have been obvious to ecologists that small rodents are preyed upon by a legion of predators. Nonetheless, over the next decades influential reviews concluded that predation is not driving the small-rodent oscillations (Chitty 1960 , Krebs and Myers 1974 , Taitt and Krebs 1985 .
The early notions of predation and rodent oscillations were simplistic on two accounts, for not considering ecological differences amongst the predators and Manuscript received 6 October 1998; revised and accepted 15 May 2000 .
6 E-mail: ilkka.hanski@helsinki.fi for assuming that all small-rodent populations exhibit basically similar dynamics (Krebs and Myers 1974) . In such a context, the predation hypothesis about rodent oscillations can be easily refuted-but so can any other hypothesis. Furthermore, following Errington's (1956 Errington's ( , 1963 work it became customary to assume that predators remove a ''surplus'' of prey individuals, and that the losses are compensated for by increased reproduction of the prey (for reviews see Norrdahl [1995] and Korpimäki and Krebs [1996] ). The grandest role that predators were assigned to in shaping the rodent dynamics was their possible effect in deepening and extending the low phase of the cycle (Pearson 1966 , MacLean et al. 1974 . A legacy of this stage in the thinking about the role of predation in rodent dynamics is the conviction, shared by many ecologists, that there are not enough predators to induce a decline in cyclic rodent populations (e.g., Chitty 1996) . This opinion is typically based on casual observations of predators in the course of field work on other questions about small-rodent ecology. As we will argue in this paper, the most likely predators to potentially maintain oscillatory dynamics in rodent populations are small mustelids, weasels, and stoats (the latter are called ''ermines'' in North America), which are notoriously difficult to observe and study in the field (King 1989) . Whether there are enough mustelids to drive rodent oscillations is an empirical question, which cannot be answered without substantial research effort. Nonetheless, ''observations'' of insufficient numbers of predators can be countered by sporadic observations of large numbers, several dozens of individuals in small areas (Viitala 1977, Oksanen and Oksanen 1992) . The impression one gets from such admittedly anecdotal observations is that substantial numbers of small mustelids can be found, but only when one is ''in the right place at the right time.'' We will see that this is exactly what predator-prey models predict about multiannual changes in predator numbers.
In the 1970s and 1980s, ecologists working on smallrodent population dynamics came to realize that not all predators are alike and that not all rodent populations oscillate in the same manner. In an important contribution, Andersson and Erlinge (1977) made explicit distinction among three types of predators: resident specialists, nomadic specialists, and generalists. Andersson and Erlinge (1977) proposed that generalist predators can prevent sustained multiannual vole oscillations by switching to prey upon voles when their density is high. The idea was later specified to refer particularly to winter predation in temperate areas, like southern Sweden, where voles are not protected by snow cover and where the impact of generalists is boosted by wintering avian predators, which stay in the area as long as vole density is sufficiently high to ensure survival (Erlinge et al. 1983 (Erlinge et al. , 1984 . The bottom line was that predation by generalists can prevent cycles. The modeling work that we review in this paper supports this assertion.
If the generalist predators have the capacity to inhibit rodent oscillations, the resident specialists may have the opposite effect. As in classic predator-prey models, specialist predators are by definition dynamically strongly coupled with their prey, which leads to a delayed numerical response of the predators to changes in prey population size and hence to potentially destabilizing delayed density-dependent mortality of rodents. Towards the end of the 1980s, several ecologists working in northern Europe began to view predation by specialist predators as the sufficient cause for rodent declines (Erlinge et al. 1983 , Hansson and Henttonen 1985a , Erlinge 1987 , Hanski 1987 , Henttonen 1987 , Korpimäki and Norrdahl 1989a , b, 1991a , b, Oksanen 1990 ). These studies did not propose, however, that predation by specialist predators would be the only process needed to generate realistic rodent oscillations. The rodent population growth rates are obviously so high that the predator populations would never catch up unless some factor(s) would slow down the prey population growth at high densities. Possible mechanisms to do that include resource competition, social interactions (female territoriality and infanticide), and the action of generalist and nomadic specialist predators, which all potentially reduce the per capita growth rate of rodents at high density. The nomadic specialists represent a particular category of small-rodent predators. These predators include many owls and diurnal raptors more or less specialized in tracking populations of small mammals over large regions, by moving in the spring to areas where the prey populations are currently most abundant Norrdahl 1989a, b, 1991a, b) . The dynamic outcome of such rapid ''spatial switching'' is similar to the type III functional response of resident generalists (the situation is different if spatial switching occurs with a substantial delay [Abrams 1999]) . With respect to social interactions in general, it is important to realize that, unlike in the hypotheses developed by Chitty (1960) and others, here social interactions promote stability rather than instability (Stenseth 1986 ) and prevent oscillations from diverging.
The current phase in the research on the predation hypothesis is largely based in Fennoscandia (Finland, Sweden, and Norway), and it involves three major elements. First is the description of striking geographic patterns in rodent dynamics in Fennoscandia and elsewhere in northern Europe, launched by Hansson and Henttonen (1985a) and briefly summarized in the following section. Second is an explanation of these patterns by the predation hypothesis, first formulated comprehensively by Hanski et al. (1991) but foreshadowed in the papers of Andersson and Erlinge (1977) , Erlinge et al. (1983) , Erlinge (1987) , Hanski (1987) , Hansson (1987) , Henttonen et al. (1987) , and Norrdahl (1989a, b, 1991a, b) . The plausibility of the predation hypothesis as an explanation of the observed geographic patterns as well as vole oscillations in general has been examined with predator-prey models as will be described in this paper. And third is a new wave of field studies, primarily due to Korpimäki and coworkers working in western Finland, demonstrating directly density-dependent mortality in voles due to avian predation (Korpimäki and Norrdahl 1991a, b) and delayed density-dependent mortality caused by mustelids (Korpimäki 1993) . These results, which are also described at some length in this paper, provide important empirical support for the presumed difference in the roles of avian (generalist and nomadic) and mustelid (specialist) predators. Studies on radio-collared voles have shown that most mortality in declining vole populations is due to predation by mustelids (Norrdahl and Korpimäki 1995b, Steen 1995) , in agreement with the predation hypothesis.
The purpose of this article is to review the work done on the predation hypothesis since 1991. Given the sig-nificance of the Fennoscandian studies for the current development of the predation hypothesis, we commence by describing the species involved and the broad geographic patterns found in the dynamics of small rodents in Fennoscandia. The two important points to remember are that there is a complex community of several prey and predator species in Fennoscandia, and that populations of the same species exhibit very different dynamics in different regions, apparently depending on the type of community in which they happen to be embedded as well as on the environmental conditions (e.g., snow cover in winter). We then move on to discuss predator-prey models in general, how applicable these models are to the study of small rodents and their predators, and how one type of model has been used, in practice, to study the interaction between what we believe are the keystone species in Fennoscandia-the field vole (Microtus agrestis) and the least weasel (Mustela nivalis). Two extensions of the two-species model have been studied, in one case including the generalist predators in the model, in the other case assuming two prey species sharing a common specialist predator. The modeling work has stimulated new experimental research, which is still expanding. We summarize the experimental results that have been obtained so far and briefly outline the ongoing work.
For the benefit of those readers who are not familiar with the literature and research traditions in small-rodent ecology, it is worth clarifying at the outset that the applicability of the predation hypothesis outside Fennoscandia remains a largely open question. In the concluding section we present some comments on this, but these comments are necessarily tentative, because the data that are available from other temperate, boreal, and arctic regions are less extensive, and often address different questions, than do data available from Fennoscandia. Naturally, we expect that the same population-dynamic mechanisms operate all over the world, but because of differences in the species and environments, it is possible that the dominant interactions leading to multiannual rodent oscillations are different in different regions. One purpose of this article is to challenge small-mammal ecologists working in North America and elsewhere outside Fennoscandia to think about possible ways of testing ideas presented here with the small-mammal communities that they know best.
SMALL MAMMALS AND THEIR DYNAMICS IN FENNOSCANDIA
Eight species of arvicoline rodents are widespread and abundant in Fennoscandia, excluding the introduced muskrat (arvicoline rodents have previously been referred to as ''microtine rodents'' in the literature; Wilson and Reeder 1993) . Additionally, two more Microtus species occur patchily in southern Finland, M. rossiaemeridionalis (ϭM. epiroticus) and M. arvalis; the former species is an important member of the prey community locally (Korpimäki and Norrdahl 1989a) . Amongst the remaining small-mammal species, Sorex shrews generally and Apodemus and Micromys mice in southern and central Fennoscandia are abundant enough to serve as alternative prey to many rodent predators (Erlinge 1975, Korpimäki and Norrdahl 1989a) . Murine rodents (Mus and Rattus) occur only sporadically near human settlements, whereas Clethrionomys and Microtus oeconomus in northern Fennoscandia have occupied the niches of mice and rats in natural habitats.
The two most widespread and abundant vole species in Fennoscandia are the field vole, Microtus agrestis, and the bank vole, Clethrionomys glareolus. As a broad generalization, the field vole is the dominant vole in open habitats, whereas the bank vole is the common vole in forests-though what really matters for Microtus is abundance of grasses and herbs, which provide both cover and food, and which are typically more abundant in many open habitats than in most forests. The bank vole typically expands to open habitats when the density of the field vole is low, in support of the notion that the latter is a superior competitor of the two (Hansson 1983) . Arvicola terrestris and Myopus schisticolor have a wide distribution but they are habitat specialists with a fragmented distribution (Henttonen and Hanski 2000) . Finally, there are four northern species, Microtus oeconomus, Clethrionomys rufocanus, C. rutilus and the Norwegian lemming, Lemmus lemmus; the ranges of C. rufocanus and Lemmus extend to southern Norway along the Scandian mountain chain, while M. oeconomus has disjunct populations in southern Norway. The Norwegian lemming is a dominant small-rodent species in montane small-mammal communities in Norway (Stenseth and Ims 1993) , but it occurs only irregularly in large numbers elsewhere in northern Fennoscandia (Henttonen and Kaikusalo 1993) . Table 1 lists the numerically significant small-rodent predators in Fennoscandia, placed into the three functional types originally proposed by Andersson and Erlinge (1977) . Table 1 also gives estimates of their densities in three localities in Fennoscandia. The significance of the observed increase in the pooled density of generalist and nomadic predators with decreasing latitude (Table 1) becomes apparent in later sections of this paper. This classification of predators into the three functional types undoubtedly obscures important variation amongst the species (Korpimäki and Krebs 1996) , but it has served as a useful conceptual aid in the development of the predation hypothesis and clearly captures much important biology.
The two species that are thought to represent the key prey and the key predator in this multispecies boreal vertebrate community are the field vole and the least weasel (Mustela nivalis). The field vole often attains high densities locally, which makes it a highly suitable prey for a specialist predator such as the least weasel. Notes: These density estimates were compiled by Hanski et al. (1991) from many original studies (references in Hanski et al. [1991] ). The quality of the information varies among the studies; in some cases a point estimate was given, in other cases a range of density estimates observed during a longer period of time was reported. The actual predation rate on small rodents is influenced by the size of the predator and its degree of specialization on small rodents. The message here is that there is an order-of-magnitude increase in the pooled density of resident generalists and nomadic specialists from northern to southern Fennoscandia. NA ϭ data not available; abs. ϭ species absent.
In Fennoscandia the least weasel, represented by the small subspecies M. nivalis nivalis, is indeed highly specialized on Microtus voles (Korpimäki et al. 1991 , Korpimäki 1993 , whereas in, e.g., temperate forests in Poland the least weasel preys commonly on other species, such as Clethrionomys voles and Apodemus mice (Jedrzejewski et al. 1995) . Of the two small mustelids in Table 1 , the stoat (Mustela erminea) has a larger body size and greater food requirements than the least weasel. The stoat is therefore restricted to habitats with the highest density of the field vole or, even better, some larger bodied prey, such as A. terrestris in southern Fennoscandia and M. oeconomus in Lapland and Fennoscandian mountains. In southern Fennoscandia, the stoat uses more alternative prey than the least weasel (Erlinge 1975 , Korpimäki et al. 1991 , and has an intermediate position between specialists and generalists, but in Lapland there is little alternative prey, especially in winter, and the stoat may function as the key specialist predator as the least weasel does in more southern localities.
The broad geographic pattern in small-rodent dynamics in Fennoscandia was originally deciphered by L. Hansson and H. Henttonen by collating and analyzing all available long-term trapping data (Hansson and Henttonen 1985a , b, 1988 , Henttonen et al. 1985 , Henttonen and Hansson 1986 ). The key conclusion was that there are predictable differences in the type of dynamics of conspecific populations along a geographic gradient from north to south. First of all, the classic population cycle with large amplitude and great regularity is observed only in northern Fennoscandia, whereas in southern Fennoscandia vole populations are primarily characterized by seasonal changes in population size. There is no clear dichotomy in the type of dynamics; rather, there is a gradient of decreasing amplitude and shortening cycle period from north to south Henttonen 1985a, Hanski et al. 1991) . Importantly, there is also a decrease in the degree of interspecific synchrony in population oscillations from north to south (Henttonen and Hansson 1986) . In brief, in the north the rodent populations show a relatively regular 4-5 yr population cycle with large amplitude, declining density during the summer of low density, and close synchrony amongst coexisting species, whereas in the south there is no multiannual population cycle nor summer declines, the amplitude of density fluctuations is more limited, and there is no or is only limited synchrony amongst coexisting species.
Much of the research effort in Fennoscandia has been focused on describing the broad numerical patterns in the multiannual population oscillations (amplitude, pe-SMALL-RODENT DYNAMICS AND PREDATION riod, etc.), including geographic patterns, such as the latitudinal change in cycle period (Henttonen and Hanski 2000) . In contrast, the North American research tradition has emphasized changes in the behavior, demography, and morphology of individual rodent species during one population ''cycle''-which might not be considered a cycle at all from the Fennoscandian perspective. It is important to realize that the modeling work to which we now turn is directed towards understanding the broad numerical features of population oscillations, not, e.g., possible changes in body size associated with density fluctuations.
THEORY OF PREDATOR-PREY OSCILLATIONS APPLIED
TO SMALL RODENTS AND MUSTELIDS Theoretical literature is replete with predator-prey models, and ecologists continue to debate the relative merits of different models (Abrams 1994 , Berryman et al. 1995 . The modeling of the dynamics of small rodents and their predators has been based on differential equations, which assume continuous reproduction. This is a reasonable assumption for small rodents, but somewhat less so for their predators, which typically produce only one or maximally two litters per year. However, it should be realized that it takes a long time until newborn predators become fully independent with the same attributes as adult predators, and hence the ''effective predator number'' changes gradually. Also, the cost of more complex models would be rapidly fading prospects of empirically establishing the validity of the model structure and estimating the model parameters. At this stage, we have therefore preferred relatively simple models, with which we attempt to establish the feasibility of the predation hypothesis and see how far it suffices as an explanation of the broad patterns in rodent dynamics. We start with a simple one prey-one predator model, then add other species in later sections.
We have not included in the models the food resource of the voles as a dynamic variable, partly to retain simplicity of the models, but also because there is no compelling empirical evidence to demonstrate that we should do so. In boreal Fennoscandia, population peaks in good vole habitats are not often associated with widespread and obvious destruction of the food resources, as would be expected if vole declines were triggered by severe resource depletion (lemmings in alpine and arctic areas may have a severe impact on their food resources; Oksanen and Oksanen 1992) . Furthermore, the grasses and herbs used by Microtus voles recover fast from herbivory owing to resources stored in the underground plant parts. In this situation, with a short time lag due to possible herbivory-induced dynamics of the food resources, explicit modeling of plant dynamics is not likely to have substantial influence on vole-predator dynamics. This issue is further discussed by Turchin and Batzli (2001) .
Based on the above considerations, we conclude that relatively simple two-species models provide an adequate starting point for a theoretical study of the dynamics of small rodents and their specialist predators. The ''prey'' and the ''predator'' in the models can be interpreted to refer to guilds of ecologically similar species rather than to single biological species, such as the field vole and the least weasel, though this interpretation should be used cautiously, as different species often have large-enough differences in their natural histories to greatly complicate multispecies dynamics (see below, A model with two prey species).
In modeling predator-prey dynamics in this context, we have two modeling traditions to choose from. Both approaches treat the dynamics of the prey in a similar manner, whilst the differences are located in, and the controversy is focused on, two areas: how to represent the functional response of the predator to changing prey density, and how to couple the rates at which prey are killed and the predator population changes in size.
In the absence of predators, prey is assumed to grow according to some density-dependent function, capturing, e.g., the effects of adverse social interactions such as territoriality. Adding a term for predation leads to the general model
where N is prey population size (or density), P is predator population size, r is the intrinsic rate of prey population increase, g(N) is a decreasing function of N, a is the maximal predation rate, and f(N) represents the way changes in prey population size influence the rate of predation, including the efficiency and motivation of the predators. Setting dN/dt ϭ 0 and solving for P, we obtain the relationship between the population sizes that allows the predators to exactly absorb the growth of the prey population, asr
Graphically, Eq. 2 stands for the zero isocline of the prey. The term r/a is a constant. Assuming logistic prey
, the prey isocline has the shape of a downward opening parabola, commonly seen in the application of predator-prey models (Begon et al. 1990 ). These two assumptions have received support for voles and weasels (logistic growth in voles, Turchin and Ostfeld [1997] , working on the North American Microtus pennsylvanicus; and type II response, Sundell et al. [2000] , working on Finnish least weasels). However, these particular assumptions are not the only ones that could be supported by reasonable biological arguments. For instance, Oksanen (1990) assumed that population growth is not logistic but exponential at low densities and constrained by the availablity of female territories at high densities, leading to the classic ceiling model (Milne 1957 (Milne , 1962 .
He also assumed that small predators have a tendency to surplus killing and prey caching at high densities (Hagen 1960 , Johnsen 1969 , Erlinge 1975 , Oksanen et al. 1985 , and a tendency to become passive and to rely on cached prey at very low prey densities (Abrams 1982) . Except for the existence of a prey refuge at low prey densities, the prey isocline thus produced is not markedly different from the isocline created by the combination of logistic population growth and type II functional response.
Another alternative for the functional response is the ratio-dependent form, f(N, P) ϭ 1/(N ϩ bP) (Arditi and Ginzburg 1989) . Hanski and Korpimäki (1995) parameterized the ratio-dependent model of Akçakaya (1992) for voles and weasels using data from Fennoscandia. This model predicted incorrectly two major features of the observed vole oscillations in Fennoscandia (for recent discussion of ratio-dependent models of predation see Abrams [1997] and references therein). More generally, the functional response might include some other form of predator dependence (Beddington 1975 , DeAngelis et al. 1975 ). In the case of small rodents, we are not aware of any empirical data demonstrating predator dependence in the functional response, which makes it both unnecessary and impossible to assume such functional response in the present models, where the purpose is to use field data to parameterize the models.
To return to the model isoclines, the shape of the isocline has major consequences for predator-prey dynamics, because the existence of a section of the prey isocline with a positive slope is a necessary condition for a predator-prey limit cycle (Tanner 1975) . Moreover, the amplitude of the cycle is very sensitive to the shape of the prey isocline at low density. To proceed further, we have to specify the predator equation. Here the models of Rosenzweig (1971 Rosenzweig ( , 1977 ; see also Rosenzweig and MacArthur 1963) , applied by Oksanen (1990) to rodent-predator dynamics, and the model of Leslie (1948) and May (1973) , first used by Hanski et al. (1991) to model vole-weasel dynamics, have major structural differences (see also Turchin and Batzli 2001) . In Rosenzweig's models, constructed in the spirit of the classic Lotka-Volterra model, the predator equation is structurally different from the prey equation. The birth rate of the predator is obtained by simply multiplying the predation term in Eq. 1 by a constant, k, which gives the efficiency with which predators convert prey to energy for maintenance and reproduction. The predator equation includes no direct interactions amongst the predators, which are assumed to search for prey independent of each other and to have a constant rate of mortality. In other words, there is no direct density dependence in predator dynamics. If the gain rate exceeds the loss rate, the predator population increases, whereas in the opposite situation the predator population declines. In mathematical terms this can be expressed as
where m sets the rate of mortality of predators. In the absence of prey, predators decline exponentially, whereas when prey are abundant predators reproduce at a rate directly proportional to their capacity to assimilate prey. Setting dP/dt ϭ 0 we obtain
Therefore, regardless of the functional response of predators, the model always yields a vertical predator isocline. Combining the predator isocline specified by Eq. 4 with logistic prey growth and type II functional response, we have the paradox-of-enrichment situation (Rosenzweig 1971) , in which cycles are generated when K (carrying capacity of the prey) is sufficiently large (for graphical illustration of these isoclines see standard ecology texts, e.g., Begon et al. 1990 ). With this model structure, the interaction between specialist predators and their prey easily leads to limit cycles. The problem is to prevent the amplitude from becoming unreasonably large, which might lead to the extinction of the predator (Gilpin 1975) . One way to achieve this is to assume that a section of the prey isocline at low density has a negative slope, representing a prey refuge due to, e.g., changes in predator behavior or spatial heterogeneity.
In the alternative model for the predator, the predator and prey equations are structurally similar. The process of predation is not explicitly included in the predator equation; instead, prey density determines the carrying capacity of the predator. In a general form, the predator equation is given by
where s is the intrinsic growth rate of the predator population and h is a function. If we assume the logistic function h(P, N) ϭ (1 Ϫ QP/N), where Q is a parameter, we obtain the model originally analyzed by Leslie (1948) and May (1973) ,
dt N This model clearly assumes that predators affect each other's vital rates: for a given prey density, increasing predator density slows down the growth rate of the predator population-as would happen if, e.g., predators are territorial. Because the predator population growth rate in this model depends on the ratio of the predator population size to the prey population size, the model predicts, unrealistically, positive growth rate when the absolute prey and predator densities are very Hanski et al. (1993) . The solid line gives prey density, the dotted line predator density. The vertical axis is logarithmic (a constant was added to the predator population size to show the results for the two species in the same figure).
low. One solution is to assume a threshold prey density below which predators fail to reproduce (Hanski et al. 1993) , as suggested by empirical data for weasels (Erlinge 1974) .
Setting dP/dt ϭ 0 we find that Eq. 6 generates a slanted predator isocline that passes through the origin. With a predator isocline of this type, the equilibrium point tends to lie at a higher prey density than in the corresponding model with no predator self-limitation. The positive slope of the predator isocline reflects direct density dependence and has a stabilizing influence. Nonetheless, when the carrying capacity of the prey is large and r Ͼ s (as is the case in voles and small mustelids), the equilibrium point may be unstable, generating a stable limit cycle (May 1973 , Tanner 1975 .
The modeling work on the vole-weasel interaction reviewed in the following sections is based on Eq. 6 rather than Eq. 3. These two models represent simplifications but in two different directions. Eq. 3 omits any sources of density dependence other than food in the predator dynamics, whereas Eq. 6 has no explicit connection between predation rate and the reproduction of the predators. We have chosen to work with Eq. 6 for several reasons, detailed below, but to satisfy those who strongly prefer Eq. 3 (e.g., Ginzburg 1998) we will also review some results based on this model in the following section.
What, then, are the advantages of Eq. 6 as a simple model of predator dynamics, satisfying the key criterion that the model structure should not be so complex that reasonably rigorous parameter estimation with existing data would become impossible? First, we consider it essential that there is a predator self-limitation term in the model, as small mustelids are territorial (King 1989) . It is, of course, possible to add a selflimitation term to Eq. 3, which leads to the Bazykin model discussed by Turchin and Batzli (2001) . Assuming that territory size is proportional to the standing crop of the prey, Eq. 6 is a reasonably close approximation of the corresponding Bazykin-type model for relatively high prey-population density (Turchin and Batzli 2001) . In the weasel study of Jerdzejewski et al. (1995) , territory size indeed varied greatly with prey density, roughly by a factor of 10. Second, small mustelids are well known for surplus killing, whereby the actual prey biomass consumed may be very different from the prey killed, especially at high prey densities (Hagen 1960 , Johnsen 1969 , Erlinge 1975 , Jedrzejewska and Jedrzejewski 1989 . Direct conversion of prey consumed to predator reproduction, as assumed in Eq. 3, is therefore not valid. And third, Eq. 3 assumes that weasels die at a constant rate. By contrast, the Leslie-May model (Eq. 6) allows for a rapid predator die off after the collapse of the prey population, when the ratio P/N is high. In reality, weasels must die fast during periods of low vole density, especially in winter when the energy demands are high and any alternative prey is unavailable.
Regardless of whether Eq. 3 or Eq. 6 is used, limit cycles include phases with different rates. The preyincrease phase is relatively slow. This is followed by a phase with a relatively stable and high prey population and an increasing predator population; here the prey is mainly limited by factors other than the predator. Ultimately, the predator population size crosses the prey isocline, the predators still continue to increase but prey numbers start to decline rapidly, at a rate determined by the rate of predation. Fig. 1 shows a sample time series predicted by the model of Hanski et al. (1993) . Note that the prey dynamics are characterized by relatively long-lasting peaks and short periods of low density, whereas the converse applies to predators. At this qualitative level, empirical time-series data should indicate whether small rodents are in the role of the prey or in the role of the predator in trophic interactions. Examining the time series for rodents in Lapland suggests that the rodents are the prey (Henttonen and Hanski 2000; see also Figs. 2A and 4B) . Unfortunately, truly quantitative time series do not exist for mustelids, but the observations that small-mustelid peaks are short and sharp (see History of the predation hypothesis, above) are consistent with the general predator-prey theory.
PREDATOR-PREY MODELS PARAMETERIZED FOR FENNOSCANDIAN VOLES AND WEASELS
We now turn to a more specific description of how predator-prey models have been used to investigate the vole-weasel dynamics. Limited space precludes a detailed description of the models, for which the reader is referred to the original papers (Hanski et al. 1991 , 1993 , Hanski and Korpimäki 1995 , Hanski and Henttonen 1996 , Turchin and Hanski 1997 ). These models have played a critical role in demonstrating that the (Turchin and Hanski 1997) including the stabilizing effect of generalist predators, the density of which increases with decreasing latitude (Table 1) . (This figure is modified from Turchin and Hanski [1997: Fig. 8].) broad patterns in the rodent oscillations, as reported in numerous observational studies, are consistent with the predation hypothesis, which therefore warrants further work including expensive and time-consuming experimental studies.
The basic model
The predator-prey models that we have applied to voles and weasels are variants of the general model defined by Eqs. 1 and 5, with the specific assumptions of logistic growth in the prey and the predator and type II functional response for predation. The prey dynamics are thereby given by the equation
and the predator dynamics are given by Eq. 6. We recapitulate that the ''carrying capacity'' (K) is static for the prey but dynamic for the predator, proportional to the current prey density (N). The ratio-dependent assumption about the numerical response of predators in Eq. 6 leads potentially to unrealistically high predator growth rates at low prey density. To eliminate this possibility, and based on the empirical results of Erlinge (1974) and Tapper (1979) , Hanski et al. (1993) and Hanski and Korpimäki (1995) modified the model by including a threshold prey density below which reproduction fails and predator population declines exponentially. In the version of the model studied by Turchin and Hanski (1997) and described below, the potential problem of unrealistically high predator growth rate did not occur for the field-estimated parameter values. The model described so far has no seasonality, which is a characteristic feature of the boreal and arctic environments and which greatly affects the dynamics of most species. Hanski et al. (1993) and Hanski and Korpimäki (1995) assumed dissimilar population growth rates and prey carrying capacities for summer and winter. Turchin and Hanski (1997) used an even simpler model of seasonality, assuming that population growth rates and carrying capacities change smoothly according to the sine function. A scaled version of this model is given by the following equations: vational error in the form of multiplicative lognormally distributed random variables. This model structure has the advantage of fewer parameters than the variant used by Hanski et al. (1993) . Nonetheless, the two models make similar predictions about the dynamics, suggesting that the basic model is structurally reasonably robust. Hanski and Korpimäki (1995) have explored the consequences of several other changes to the model structure. They concluded that the results were not sensitive to stochastic variation in the prey carrying capacity, predator refuge at low density, and predation on mustelids by other predators.
The models have been constructed with the field vole (Microtus agrestis) and the least weasel (Mustela nivalis) in mind, because these species are considered to be the key prey and the key predator species in the Fennoscandian communities (see above, Small mammals and their dynamics in Fennoscandia). The models have been parameterized with independent data as explained in detail in Hanski et al. (1993) , Hanski and Korpimäki (1995) , and Turchin and Hanski (1997) . The parameters that are most difficult to estimate are Q, D, and the carrying capacity, K. Hanski and Korpimäki (1995) and Turchin and Hanski (1997) have investigated the sensitivity of model-predicted dynamics to changes in the values of these parameters.
The predator-prey model with seasonality is a threedimensional continuous-time model and may consequently exhibit a range of dynamics from stable point equilibria to chaos. However, even in the chaotic regime the oscillations typically involve a distinct regular component, reflecting the intrinsic tendency to oscillation in the two-dimensional predator-prey model (Hanski et al. 1993 , Hanski and Korpimäki 1995 , Turchin and Hanski 1997 . Using our best estimates of the parameter values, the model predicts high-amplitude oscillations with a roughly correct period of 4-5 yr (Fig. 2) .
We have tested the model predictions in several ways. In one test, the predicted and observed dynamics were compared using time-series ''probes'' (Kendall et al. 1999) , in particular the amplitude, the average period, the strength of periodicity as measured by the autocorrelation function, and the Lyapunov exponent, a measure of sensitive dependence on initial conditions. Using these criteria, the model predictions are strikingly similar to the observed dynamics (Hanski et al. 1993 , Hanski and Korpimäki 1995 , Turchin and Hanski 1997 .
An even stronger quantitative test consists of predicting the future values of the observed time series. For example, one approach is to use the model to predict the future value N tϩ1 based on the present values N t and P t . Unfortunately, such a direct prediction is not possible for most vole data sets, because we do not have data on predator abundances. To overcome this problem, Turchin and Ellner (2000) devised a method to predict N tϩ1 based on N t and N tϪ1 (in effect, using N tϪ1 as a substitute for the unknown predator density). Using data from Kilpisjärvi, Finnish Lapland, which represent the by-far longest data series available (Henttonen and Hanski 2000), Turchin and Ellner (2000) found that the vole-weasel model of Eqs. 8 and 9 correctly predicted more than half of the variance in the data (prediction R 2 ϭ 0.59). This is a remarkable result because the parameters were estimated by Turchin and Hanski (1997) using life-history and experimental data independent of the predicted time-series data. By comparison, a phenomenological model that fits a flexible response surface to N tϩ1 as a function of N t and N tϪ1 (using kernel regression) performed somewhat less well (R 2 ϭ 0.51). In other words, a mechanistic model with biologically based parameter estimates outperformed a flexible phenomenological time-series model! It is also possible to use a nonlinear fitting algorithm to search for model parameters that give the best fit to the Kilpisjärvi data. Using this approach, Turchin and Ellner (2000) found that the best-fitting parameters r, s, d, and e in Eq. 8 were within 10-15% of the values estimated by Turchin and Hanski (1997) . The largest deviation was in parameter c, which was 40% less than the independent estimate. With the best-fitting parameters, the mechanistic model explained 65% of the variance in the time-series data (Turchin and Ellner 2000) . We conclude that the simple predator-prey model predicts the observed dynamics in Finnish Lapland remarkably well.
One caveat has to be added. The biological estimates of parameter values were not obtained specifically for the Kilpisjärvi populations, where the main vole species is not Microtus agrestis but Clethrionomys rufocanus (Henttonen et al. 1977 , Hansen et al. 1999 , Henttonen and Hanski 2000 , and where the stoat may be as important a specialist predator as the least weasel (Kaikusalo 1982; H. Henttonen and P. Hellstedt, unpublished data) . However, C. rufocanus is the most folivorous species in the genus, and has a natural history similar to M. agrestis. The vole-weasel model is a highly simplified description of the actual interaction, and it is likely that small differences in the biologies of the species involved do not greatly affect the result.
An alternative model
Turchin and Ellner (2000) have fitted the predatorprey model with Eq. 3 for predator dynamics to Kilpisjärvi data. We summarize their results briefly here. The scaled model with seasonality includes the same number of parameters as our basic model, making the comparison of model fit straightforward.
Placing no constraints on the parameter values produced an equally good fit of the alternative model to the Kilpisjärvi data (R 2 ϭ 0.64) as was obtained with the basic model (R 2 ϭ 0.64). However, the estimated value of one parameter in particular was clearly unrealistic, d ϭ 0.6, implying that the half-saturation constant of the functional response (D) would be 60% of the prey carrying capacity (K). The value estimated by Turchin and Hanski (1997) was d ϭ 0.04. Recently, Sundell et al. (2000) have estimated the value of the half-saturation constant directly with an experiment conducted in large enclosures. They obtained D ϭ 15, which leads to the scaled value of d ϭ 0.1, somewhat larger than the previous (indirect) estimate but much lower than 0.6. Placing a constraint on the value of d in parameter estimation (0.01 Ͻ d Ͻ 0.1) reduced the ability of the alternative model to predict the data, giving R 2 ϭ 0.55. In this case, another parameter (r) had an unrealistically large value (r ϭ 10). With two constraints, the model fit was again reduced, to R 2 ϭ 0.48. Thus the alternative model is able to fit the data but at the cost of an unrealistic value of at least one parameter.
A model with generalist predators
The above models remain an incomplete description of the Fennoscandian small-rodent dynamics because they only include the resident specialist predators. Though the generalist predators and nomadic avian specialists may not be strongly dynamically coupled with particular small-rodent populations, their functional and spatial responses have a potentially important influence on rodent populations. An important reason for incorporating these predators explicitly into the model is their increasing pooled density with decreasing latitude (Table 1:b) .
The simplest adequately realistic way to introduce the generalist and nomadic avian predators in the model is to assume that their density is constant at any one locality while the predation pressure that they exert on rodent populations varies with changing rodent density. Both behavioral switching (generalist predators) and nomadic movements to regions with currently high rodent density are likely to give rise to something like the type III functional response (Hanski et al. 1991 ). The addition of generalist predators in this manner to the scaled model of Eqs. 8 and 9 introduces an additional term gn 2 /(n 2 ϩ h 2 ) to the prey equation, where g ϭ G/K and h ϭ H/K, and G and H are the two parameters of the type III functional response, corresponding to the parameters a and D of the type II response of the specialist predators. Hanski et al. (1991) showed that increasing the constant density of generalist predators (G) in the model decreases the dominant period and the amplitude of rodent oscillations. These effects are due to the stabilizing direct density dependence that predation by generalists adds to prey dynamics. Turchin and Hanski (1997) parameterized the generalist-predator component of the model using data from southern and central Fennoscandia, and showed that the model predicts in quantitative terms the observed change in the amplitude along the geographic gradient from Lapland to southern Sweden (Fig. 3) . Incidentally, the generalist predators appear to have the same stabilizing function in certain areas in arctic Canada, but while in southern Fennoscandia generalist predators appear to regulate the vole populations due to density-dependent predation in winter (Erlinge et al. 1983 (Erlinge et al. , 1984 (Erlinge et al. , 1988 , in arctic Canada the same happens in summer (Reid et al. 1995) . In arctic Canada, the effective breeding season of Dicrostonyx lemmings is winter.
SMALL-RODENT DYNAMICS AND PREDATION

A model with two prey species
The two most abundant and widespread vole species in Fennoscandia are the field vole and the bank vole. The two vole species compete when they occur together, with the larger field vole being the superior competitor (Hansson 1983) . Weasels may actually prefer the bank vole in laboratory tests (Pekkarinen and Heikkilä 1997) , but the species mostly used in nature is the field vole, apparently because of its higher local densities, larger body size, general clumsiness, and less efficient escape behavior than that of the bank vole , Korpimäki et al. 1991 , Jedrzejewski et al. 1992 , Hanski and Henttonen 1996 . Consequently, the vole-weasel models described above have been constructed and parameterized for the field vole. Nonetheless, it is of interest to ask about the dynamics in the three-species community consisting of the two vole species and the least weasel. The bank vole is so abundant throughout Fennoscandia that the direct and indirect interactions in the three-species assemblage might significantly influence field vole dynamics and thereby the pooled small-rodent dynamics at large (Henttonen and Hanski 2000) . Hanski and Henttonen (1996) extended the basic model (Hanski et al. 1993, Hanski and Korpimäki 1995) to the three-species assemblage. They assumed that the half-saturation parameter D in the functional response (Eq. 7) is smaller for the field vole than for the bank vole, which leads to the observed apparent ''preference'' for the field vole by the least weasel in nature. Two main conclusions emerged from this work (for details see Hanski and Henttonen 1996) .
First, during one multiannual population cycle, the abundance of the bank vole is predicted to peak earlier than the abundance of the field vole, because in the previous low phase weasels suppressed the abundance of the field vole to a lower level (because of the smaller D value), and because during the vole peak the field vole competitively suppresses the bank vole.
Second, for a range of parameter values and with some environmental stochasticity added to the model, the predicted dynamics show long periods of numerical dominance by one of the vole species, followed by a sudden switch of their relative abundances. Furthermore, periods of high-amplitude oscillation are associated with dominance by the field vole. These model predictions have the following intuitive explanations. During periods of field vole dominance, the interaction between the field vole and the weasel dominates the three-species dynamics, forcing synchronous oscillations in the bank vole because of shared predation. In contrast, during periods of bank vole dominance, the more stable interaction between this species and the weasel (large D) is the dominant interaction, largely eliminating the multiannual oscillatory tendency. The field vole population is kept at a low level because of the high and relatively constant level of predation, maintained by the bank vole population.
The predicted patterns are observed in the smallmammal communities in Fennoscandia (Hanski and Henttonen 1996) . Most strikingly, the model gives a plausible explanation for the recent shift in the type of dynamics observed at Pallasjärvi, Finnish Lapland (Fig. 4) . Though the empirical observations were known before the model was constructed, they had not been systematically reported and it had not been suspected that they might be causally related. K. Norrdahl and E. Korpimäki (unpublished manuscript) have recently found that the predicted patterns hold also at a smaller spatial scale, in the multispecies prey-predator community that they have studied in western Finland.
EXPERIMENTAL STUDIES
Experimental manipulations of voles and their predators are needed to conclusively test the predation hypothesis (Korpimäki and Krebs 1996) . Unfortunately, working with predatory mammals and birds poses many logistical problems, and testing model predictions is far from a trivial task.
A common type of experiment has been to exclude some or all vole-eating predators using enclosures. In three studies, exclusion of predators increased vole densities by a factor of 2 or 3 (Erlinge 1987 , Desy and Batzli 1989 , Meserve et al. 1993 , suggesting that, in general terms, predators play a significant role in rodent dynamics. But all these studies involved some experimental weaknesses for the purpose of testing the predation hypothesis as outlined in this paper. Erlinge (1987) failed to exclude weasels, Desy and Batzli (1989) failed to exclude predators in winter, and in all studies relatively small enclosures were used (0.5 ha or less), raising questions about possible artifacts of small spatial scale. In arctic Canada, Reid et al. (1995) fenced an area of 11 ha to test the hypothesis that predation by generalist (the red fox, Vulpes vulpes) and nomadic predators (the Rough-legged Hawk, Buteo lagopus) was sufficient to keep collared lemmings (Dicrostonyx groenlandicus) at a low density, a situation observed at the study area for six years. Predator exclusion substantially increased the survivorship of radio-collared adult lemmings, but population densities did not show a marked increase, apparently because young lemmings dispersed outside the enclosure and were subsequently killed by predators (Reid et al. 1995) .
To summarize these experiments, there is ample evidence demonstrating that removal of generalist predators consistently increases rodent densities by 2-to 3-fold. The effects of other extrinsic factors, such as food supply (e.g., Desy and Batzli 1989, Krebs et al. 1995) and competition (Meserve et al. 1996) , may be additive to such predation effects. These experiments are not, however, critical for the predation hypothesis, because they tell very little about the role of specialist preda-tors, which are proposed to maintain the oscillatory dynamics, and because the particulars of predators' functional and numerical responses cannot be revealed by simple fence experiments. More convincing tests of the predation hypothesis require replicated manipulations of populations in large areas. The first studies of this type have been completed and others are in progress. Norrdahl and Korpimäki (1995a, Korpimäki and have conducted the first predator-manipulation experiments in large unfenced areas. In their first experiment, nest sites of birds of prey were removed from five farmland areas (ϳ3 km 2 each) in four years (1989) (1990) (1991) (1992) , whereas comparable control areas had nest boxes in addition to natural cavities and stick nests. Removal of nest sites resulted in lowered breeding densities of raptors. The manipulation caused a short-term but no detectable long-term change in the dynamics of Microtus voles. Korpimäki and Norrdahl (1998) have subsequently made the first large-scale replicated mammalian predator-manipulation experiment in two decline years (1992 and 1995) in an area in western Finland with a 3-yr vole cycle. In this experiment, densities of small mustelids (the least weasel and the stoat) and avian predators (mainly the Eurasian kestrel and Tengmalm's owl) were reduced in six areas (2-3 km 2 each; three areas in both 1992 and 1995) for about three months, from late March until June. In areas with least weasel reduction and in control areas without predator manipulation, small-rodent densities continued to decline later in the summer (June to August) both in 1992 and 1995, whereas the reduction of all main mammalian and avian predators resulted in increased density of small rodents in the summer. In the latter areas, the densities of small rodents were 3-fold higher compared to control areas in June to August. These results provide experimental support for the hypothesis that specialist predators may cause a summer decline of cyclic vole populations in northern Europe. However, this effect was observed only when all main predators were reduced; reduction of the least weasel density alone was not sufficient.
At present, a large-scale experiment is under way in which captive-bred least weasels are released to three large (ϳ10 km 2 ) islands in lakes in Finland (J. Sundell, P. Hellstedt, and I. Hanski, unpublished data) . Each experimental island is paired with a control island. The aim of this experiment is to eliminate the time delay in the numerical response of the (native) weasels and thereby to stabilize the dynamics.
OTHER EVIDENCE
The increasing numerical stability and the decreasing length of the dominant period of small-rodent oscillations with decreasing latitude in Fennoscandia are robust empirical observations, which are well accounted for by the predation hypothesis (increasing density of generalist predators with decreasing latitude; Table  1 ). However, it is important to realize that the current views about predation and small-rodent population dynamics in Fennoscandia are not based solely on geographic comparisons of amplitude, period of oscillations, and other such attributes of time-series data.
With respect to the more detailed features of rodent oscillations, the northern high-amplitude populations are characterized by declining density during summer in the low phase of the cycle, which almost never happens in the low-amplitude populations in the south (Hansson and Henttonen 1985a) . Summer declines may be compatible with alternative hypotheses, but they are also consistent with the dominant effect of resident specialist predators. Recent results of Korpimäki and coworkers (Korpimäki et al. 1994 , Klemola et al. 1997b suggest that selective killing of females, and in particular pregnant females, by small mustelids may significantly contribute to the vole decline in summer, when high-quality food for voles is abundant following the previous decline in winter and when conditions are seemingly favorable for voles (Klemola et al. 1997a) . Selective predation on females appears to be a more likely explanation of the summer decline in voles (Klemola et al. 1997b ) than the alternative predation-related behavioral explanation, facultative suppression of reproductive effort by female voles in the presence of predators (Ylö nen 1994; see also Mappes et al. 1998 , Prévot-Julliard et al. 1999 ; P. Hellstedt, T. Kelske, and I. Hanski, unpublished manuscript.) Second, the degree of interspecific synchrony in population oscillations is high in the north but low in the south (Henttonen and Hansson 1986 ). This observation almost certainly implies the operation of some extrinsic factor, such as predation affecting all populations more or less simultaneously. One could argue that predation is the factor causing interspecific synchrony, whereas some other process(es) maintains the cycle in some dominant species, such as the field vole. But if predation can synchronize the dynamics of the different rodent species, there are enough predators to cause the population decline of these other species, in which case there is little reason to assume that predation could not be responsible for the cycle in the first place.
Third, other taxa that are functionally linked to small rodents either as their predators or as alternative prey of rodents' predators exhibit population dynamics that are consistent with the predation hypothesis (grouse, mountain hare, muskrat, red fox, Tengmalm's owl, and other avian predators; variously: Angelstam et al. 1984 , 1985 , Danell 1985 , Korpimäki 1986 , Steen et al. 1988 , Lindén 1988 .
The geographic gradient in small-rodent population dynamics in Fennoscandia is correlated with significant variation in the body size and life histories of rodents (Hansson and Henttonen 1985b ). These observations are not explained by the predation hypothesis, which some researchers consider a fatal fault (Chitty 1996) . However, our view is that the latitudinal changes in body size and life histories are likely to be adaptive responses to environmental differences in the north and in the south, possibly including the difference in the type of dynamics. We do not deny that these differences could have some population dynamic consequences, but there has been no clear argument, supported by quantitative models, showing how these differences in body size and life history would cause population cycles in the north but not in the south.
CONCLUSIONS
We summarize the current status of the predation hypothesis as follows, based on the research conducted in Fennoscandia, where long-term small-rodent oscillations have been intensively researched for several decades Henttonen 1985a, Hanski et al. 1991) . A predator-prey model parameterized with independent data predicts well the broad patterns in vole population oscillations, including the amplitude and the dominant period. In the model, the predator is a small mustelid and the prey is Microtus vole. An extension of the model incorporating generalist predators predicts well the observed latitudinal trends in vole dynamics, most notably the decreasing amplitude and the shortening of the cycle with decreasing latitude. Finally, a version of the model with two prey species, corresponding to Microtus and Clethrionomys voles, gives a plausible explanation to three patterns observed in the multispecies small-rodent communities in Fennoscandia. Though these results do not suffice to conclusively demonstrate the validity of the predation hypothesis, the breadth of observations that can be resolved under the predation hypothesis is impressive.
We explicitly admit that the predator-prey models described here are too simple for a serious study of the more subtle features of rodent oscillations-with one exception. The exception is the overall shape of the ''cycle,'' which is predicted to have a broad peak for the prey but a sharp one for the predator (Fig. 1) . It has been argued that the accelerating rate of disappearance of voles in the decline phase cannot be explained by predation, without assuming immigration of predators (Chitty 1996) , but clearly it can be explained, because the prey-predator ratio becomes much reduced, and hence predation rate per prey individual elevated, during the decline, until predator death rate and possibly emigration rate eventually increase and reduce the numbers of predators.
A major source of bafflement has been the basic issue of what constitutes a ''cyclic'' population. The North American research tradition has been largely focused on questions such as temporal changes in body size and behavior, and cycles have been defined by these features (Krebs 1996) rather than by long-term numerical changes in population size as we have done. The predator-prey models reviewed in this paper are not meant to say anything about body size, behavior, and intraspecific variation in demography, with the tacit assumption that any multiannual changes in the phenotypic or genotypic composition of rodent populations are not instrumental for the generation of the broad patterns in cyclicity. We stress that a mere observation of, say, body-size changes during population oscillations is not, by itself, adequate evidence for these changes being necessary for the regular oscillationsjust like a mere observation that predators kill voles, or that predator numbers change with the vole cycle, is not adequate evidence for the predation hypothesis.
The experimental testing of the predation hypothesis has not progressed as far as modeling, largely because of logistical problems in working with secretive predatory mammals at large spatial scales. The results obtained so far are consistent with the predation hypothesis, but these experiments have been able to address only parts of the predation hypothesis. We expect that current experimental work by E. Korpimäki, I. Hanski, X. Lambin, and others will provide a more stringent challenge to the predation hypothesis in the near future, though it may be very difficult to design and execute a single critical experiment, as desirable as that would be. The 70-yr puzzle in population dynamics can hardly be resolved at one stroke.
The Fennoscandian results spark questions about the type of small-rodent dynamics that occur elsewhere in northern hemisphere and about the role of predation in these other regions. Much of the research on North American small-rodent ecology has been conducted in temperate grasslands (Taitt and Krebs 1985) , where environmental conditions and the prey and predator communities may be sufficiently different to require an indepth analysis of their own. For instance, maximum and minimum vole densities reported for grasslands (Taitt and Krebs 1985) are roughly an order of magnitude higher than the respective densities reported for boreal habitats (Henttonen 1987 , Hanski et al. 1994 . Even if the same population processes must apply, naive extrapolation of models developed for boreal communities may be misleading. The same applies to many arctic situations, especially those dominated by mossfeeding lemmings (Oksanen and Oksanen 1981, Turchin and Batzli 2001) .
Within the boreal region, recent analyses of smallrodent dynamics in northern Japan have produced results that are comparable to those from southern and central Fennoscandia (Stenseth et al. 1996 , Bjørnstadt et al. 1998 ), but with no such distinct gradient in cyclicity as found in Fennoscandia (Hansson and Henttonen 1998) , possibly because of the limited range of latitudes and more uniform environmental conditions in the study area in Japan.
The results from boreal North America indicate more stable and less distinctly cyclic small-mammal populations than in Fennoscandia Henttonen 1985a, Henttonen et al. 1985) . However, the contrast is less striking when one realizes that the North American studies are typically focused on Clethrionomys species (e.g., Taitt and Krebs 1985) . Based on the Fennoscandian results (Fig. 4) , we would not expect highamplitude regular cyclic dynamics in small-mammal communities dominated by Clethrionomys, with the exception of the large and Microtus-like Clethrionomys rufocanus. The predation hypothesis predicts that Fennoscandian-type small-mammal dynamics are observed in boreal North American communities where there is an extensive area of high-quality habitat suitable for Microtus. This prediction appears to be supported by results from central Alaska, where Clethrionomys are relatively stable but Microtus are cyclic (Whitney and Feist 1984) . Results from Siberia are also consistent with this prediction. At a study site on the floodplains of the river Yenisei, with a diverse community of small mammals in very productive habitats, a distinct 4-yr small-mammal cycle has been documented (Sheftel 1989) . In contrast, other study sites in Siberia are dominated by Clethrionomys, most likely because of less productive habitats, and these populations are not cyclic in the manner the Fennoscandian populations are (Henttonen et al. 1985) .
Apart from their significance for the predation hypothesis, studies on small-rodent population dynamics conducted in Fennoscandia are important for population ecology in general-because of the wealth of empirical information that they provide on predation in vertebrates, because they are producing a major case study of an increasingly well-understood multispecies predator-prey community, and because the results convincingly demonstrate important differences in the type of dynamics in conspecific populations living in communities with different mixtures of other species. It remains to be seen whether these studies also represent the incipient solution of the small-mammal population cycle-the longstanding puzzle in population ecology.
