We present recent results from an EPSRC funded project VirTex (Virtual Textile Catalogues) 
Introduction
The photorealism of a computer-generated 3D scene illuminated by light sources can be enhanced in various ways. At a simple yet effective level a technique known as texture mapping is commonly used to this end. This involves 'pasting' a digital 2D image onto a 3D object composed of polygons to give it the appearance of having a textured surface (Figure 1b) . Photorealism is certainly enhanced by doing so but an object rendered in this manner appears unnaturally smooth. Furthermore the texture itself will be unreactive to changing illumination conditions. These drawbacks limit the usefulness of texture mapping in e-commerce applications for the textile industry. The objective of this EPSRC project VirTex (Virtual Textile Catalogues) is to address and solve these issues with a view to achieving high-fidelity photorealistic 3D animations . The word 'texture' is of course usually associated with rough or bumpy surfaces in the real world. The appearance of such surfaces can change dramatically when illumination conditions are altered ( Figure 2 ). It is important to model this effect if scene photorealism is to be enhanced. This is especially true for animations in which a textured object is moving relative to the light source. Modelling the effect is essentially what is achieved by relighting techniques whereby a texture is reproduced under user-specified illumination conditions using data derived from multiple images of the texture under varying illumination. Not all relighting methods are suitable in this case, however. For example, Malzbender 6 introduced polynomial texture maps as an effective way to model luminance but it is the scene which is reconstructed. This method therefore does not lend itself to mapping a texture onto a 3D object.
Instead it is useful to think of a geometric object and its texture as separate entities as with texture mapping. In this case 'bump mapping' which was introduced by Blinn 1 is the appropriate technique, however. A bump map is used to store information about the topography of a texture in terms of its surface normals. Since normals are a key element in lighting calculations this technique actually allows the surface of an object to both appear rough and also be reactive to changing illumination conditions (Figure 1c,d ). Importantly this is achieved without an increase in the geometric complexity of the object itself. The fact that both the bump map and its integrated form, the displacement map (Figure 3 ), are universally used in computer graphics applications is also noteworthy.
In addition to the bump map, information pertaining to the colour of the texture is also required. This albedo map, technically defined as the ratio of reflected light to that incident on the surface, must also be determined. It can then used as a texture map in the rendering process to achieve a high degree of photorealism.
Whilst it is possible to utilise both the bump map and the albedo texture map in standard 3D packages, rendering is not carried out in real-time. However, for interactive applications real-time rendering is a must. Recent consumer-level graphics cards from companies such as Nvidia, ATI and 3Dlabs now provide real-time per-pixel shading. The advanced rendering features of these cards allows software to be developed which uses the photometrically acquired bump and albedo maps to provide real-time visualisation under user-controlled illumination, pose and flex.
In Section 2 the photometric stereo method which is used to capture the data required to generate the bump map and albedo map is described. How these maps which define the texture are utilised for real-time visualisation is then considered in Section 3. Conclusions regarding the whole process are finally drawn in Section 4.
Determining the Bump Map and the Colour Map of a Textile Texture
Photometric stereo (PS) is a classic computer vision technique for shape estimation which has been extensively researched over many years and which has found applications in diverse areas such as surface inspection, classification and recognition. Woodham's 2 original algorithm is based on reflectance maps which were introduced by Horn 3 . Significantly, a reflectance map links the topgraphy of a textured surface to the intensity in its corresponding image. Woodham demonstrated that three images of a surface under different illumination conditions are sufficient to uniquely determine both the surface orientation and the albedo or colour map -from the intersection of the three reflectance maps. Since this method presents a relatively simple way of obtaining the bump maps and albedo maps of textile samples it has therefore been utilised in our work for the VirTex project.
Over the years the PS algorithm has been refined and modified to cope with less than ideal conditions such as when shadows, specularities or interreflections are present 8, 9, 10, 11, 12, 13 . The three image algorithm is still sufficient, however, to recover the surface normals and albedo for a diffuse surface with no shadows. In this case Lambert's Law applies such that the intensity value of a pixel is proportional to the cosine of the angle between the illumination vector, l, and the surface normal, n, of the corresponding surface facet scaled by the texture albedo, ρ. This is written in terms of a dot product in equation 1.
The direction of the illumination vector which points towards the surface facet is limited to that within a hemisphere above the facet. It is therefore intuitive to define it in terms of polar coordinates using the tilt angle, τ, and the slant angle, σ. These parameters are equivalent to the angles of latitude and longitude respectively and can be measured.
Three images are captured under different illumination conditions in the PS algorithm and thus provide three simultaneous equations which can be written in the following form.
It is therefore apparent that if both the intensity and illumination vectors have been measured, then the unknowns can be determined by inverting the illumination matrix, L. i L t 1 (4) where t = ρn, and is the scaled surface normal.
Rather than store the three elements of t =(t 1 ,t 2 ,t 3 ) T , it is preferable to convert this data in order to separate the albedo from the surface normal. However, this does not imply the use of an extra storage variable. This is because the surface normal n can be written in terms of two variables, p and q, which are the partial derivatives of the surface. These partial derivatives and the albedo are calculated from the scaled surface normal t at each pixel position as follows. The results are stored as images : the p & q images define the bump map for the texture whilst its corresponding colour map is the albedo image. For real-time per-pixel rendering, it is these images which are used as input for our custom 3D application (Figure 4) . It is noted that a standard consumer 3D application was used initially in our work (Figure 1 ). In this case the required input was a displacement map ( Figure 3 ) rather than a bump map. This was generated by a frequency domain integration of the partial derivatives to give the height. The method used in our work is similar to that presented by Frankot & Chellappa 29 .
Real Time Visualisation
The rendering of knit-wear and cloth materials has been researched by several authors 30, 31, 32, 33 . Whilst these methods make use of 3D rendering techniques and achieve excellent photorealistic quality, they do not run in real-time. With the lumi-slice technique, a single frame can take anywhere from 15 to 30 minutes to be rendered. Another disadvantage is that this method requires the user to specify the weave pattern used to construct the material.
In order to allow rendering in real-time there are several tasks required to visualise the bump map and colour map images produced by the photometric stereo algorithm described in Section 2. These include the conversion of the image data into the internal data format used by the graphics accelerator, the configuration of each stage of the programmable graphics pipeline, and the transmission of geometry through the graphics pipeline.
Configuration of the graphics pipeline
Before loading the data in the graphics accelerator we need to use the pre-processing algorithm to calculate the outward normals used to define the bump map. This section describes how we use this data to implement per-pixel bump-mapping in hardware. Implementation of the graphics pipeline requires four separate stages to be designed: 
Design of the pre-processing stage
Using the photometric stereo method, the initial texture data is in the form of a set of monochrome images in floating-point format. The first image defines the albedo colour map. The other two images define the P and Q partial derivatives of the surface with respect to each axis. The first image is converted for use by the graphics hardware simply by scaling and converting the image data from 32-bit floating point down to 8-bits. Conversion of the two gradient images is achieved in the following way.
Given the values of gradient it is possible to calculate the equivalent angle in radians for each pixel:
From these two angles, it is possible to calculate the partial derivatives of the surface, and the normal vector from the normalized cross product of the two values:
It should be noted that while an equation used to derive the outward normal n has been given in (5), this value is not actually calculated until required for rendering. The main reason for doing this is to save on storage space and transmission bandwidth for networked applications. The resulting vector is then scaled and biased for compression into an 8-bit signed RGB colour value. However, with future graphics accelerators such as the Nvidia's GeForce FX, it will be possible to use the floating-point data directly.
Vertex transformation
The transformation of vertex information is implemented using a vertex program, as this is the most efficient way of implementing the algorithm. A detailed explanation of this algorithm is described in "Efficient Bump Mapping Hardware" 19 . Rendering a bump-mapped model requires that the two additional direction vectors (tangent normal and binormal) specifying the local tangent space for the vertex are sent along with the outward normal, vertex and texture coordinates For each vertex, the location and direction of the current light source is transformed into tangent space. This allows the half-angle vector between the eye vector and the outward normal to be calculated. This vector must also be normalised before being used in the lighting equation. This is achieved by using two texture cube maps to implement vector normalisation. As per-pixel lighting is required, the lighting equation is implemented in the register combiner stage. To allow the texture coordinates to match the scale of a 3D model, two texture matrices are used to transform the texture coordinates prior to rendering.
Per-pixel lighting
Per-pixel lighting of the graphics pipeline is implemented using the register combiner unit of the graphics chip. It is noted that not all consumer-level graphics cards are programmable in this way; Nvidia's Geforce4 Ti4600 has this feature, however, and it is this card which has been used in our work. It allows the lighting model to incorporates ambient, diffuse and specular components on a perpixel basis.
At this point, the following texture data is available: 1. Pixel colour of the base texture 2. Light source direction normal 3. Half-angle normal 4. Encoded 8-bit RGB normal from the bump map texture The register combiner units are used in the following way. The first register unit is always used to calculate the dot products between the light-source direction normal and, the half-angle and bump map normal. The second register combiner is always used to implement the diffuse colour calculation. The remaining six register combiner units are used as required to raise the dot product result to the corresponding specular power. The final register combiner unit is used to combine the ambient, diffuse and specular lighting values together.
Rendering stage
For this project, Bezier patches were chosen as the basic geometric primitive. There were two reasons for this decision. The first reason was that animation and CAD users have used these in the past. The other reason is that the evaluation stage of this primitive can easily be modified to calculate the required tangent space coordinates. The base texture and bump map texture are loaded into the graphics accelerator texture memory as 8-bit RGBA textures. The alpha channel of the base texture is used to define a transparency map, while the alpha channel of the bump map texture is used to modulate the specular term of the lighting model, and so define a gloss map. In order to implement trimmed surfaces, the regions of the patch that are removed are made invisible by setting the alpha channel to zero. Two other texture units are used to implement the normalisation stage using an environment cube-map. One of two vertex programs is used to render the patch using either a directional or local point light source. Each patch of the geometric model is evaluated in software and sent to the graphics accelerator.
Human-Computer Interaction
To allow the user to view the model with as much freedom as possible, the user interface has been designed to allow the user to control the position of the model, light sources and camera independently. The operations supported include rotating the model, rotating and zooming both the camera and light-sources. All objects can be allowed to rotate automatically, to brake automatically, or to only rotate whenever the user moves the mouse. Light sources are rendered as a sphere in order to give the user feedback as to where the light source is located and moving.
Applications of photometric texture acquisition with 3D graphics hardware
To demonstrate how this technique can be used with existing 3D graphics hardware, we have taken the original Utah Teapot and applied a photometrically acquired bump-mapped texture of a knitted textile onto each Bezier patch. The final model is then rendered in real-time using OpenGL. Movement of the light source demonstrates how the bump-mapped texture can be used to generate photorealistic images. It should be noted that while bump-mapping greatly improves the detail of the surface facing the observer, giving the illusion of a rough surface, when the same surfaces are viewed edge on, it is obvious that the surface is smooth. This is demonstrated in figure 4 .
Conclusions
In this paper, we present a method of photometrically acquiring the image of a textile in terms of a bump map and a texture map. We have used the acquired data to implement real-time rendering of textured 3D models. With high performance graphics capability rapidly becoming available on consumer level hardware, this technique can easily be used to create virtual catalogues accessible by standard web browsers. This technology could also be applied to CAD and CAGM to allow designers to rapidly prototype designs in virtual reality.
