ABSTRACT The label-specific features learning is a kind of framework for extracting the specific features of each label for classification. At present, the label-specific features algorithm is generally based on the original label space to find a particular feature set. This kind of extraction method for label-specific features has a general adaptation when the label density is balanced. However, in most multi-label data sets, the number of positive and negative labels varies greatly, and the label density is unbalanced. And there is an inherent correlation between each label. When extracting label-specific features, the method needs to consider issues such as imbalanced label density and label correlations. Based on this, a label-specific features learning method based on Joint Label-density-margin Space and Extreme Elastic Net (JLSE2N) is proposed in this paper. Firstly, to enlarge the margin between the positive and negative labels in the original label space, the positive and negative label density of the total example are calculated. And the information of unbalanced label density is integrated into the label space, thus forming a priori knowledge of the label-density-margin space. Subsequently, to quickly extract the label-specific features, the elastic net regularization extreme learning machine is used for the first time to obtain the label-specific features. The transformed label density space is used to calculate the cosine similarity and is added to the L 2 regularization term to consider the correlation between pairs of labels. The L 1 regularization term in the elastic net can generate the sparse weight matrix to extract the required label-specific features. We compare the proposed method with five well-known algorithms on 11 benchmark data sets. Experimental analysis shows that our proposed method is superior to the state-of-the-art algorithms for multi-label learning.
I. INTRODUCTION
Multi-label learning has emerged as one of the critical research areas in pattern recognition and machine learning. Different from the traditional single-label learning, multilabel learning associates an example with multiple labels simultaneously. In other words, each object may be represented by a set of eigenvectors and a binary label vector, thus allowing the expression of multi-label learning to be fitter to the diverse objects in the real situation, and successfully applied to a wide range of fields, such as image recognition [1] - [3] , text classification [4] , [5] , biological learning [6] , and sentiment analysis [7] - [9] . However, The associate editor coordinating the review of this article and approving it for publication was Quan Zou. multi-label learning is also faced with three main challenges. First, the labels are mutually exclusive in single-label learning. But in multi-label learning, there is a correlation among labels. Therefore, how to deal with such label correlation is particularly necessary to improve the accuracy of multi-label classification. Secondly, multi-label data generally have high-dimensional features. And high-dimensional data can lead to ''dimension disaster'', which seriously affects the classification performance of the classifier. Third, several labels may only be associated with its unique features in multi-label learning. Third, several labels may only be associated with their specific features in multilabel learning. Therefore, the identification of specific features among labels is another problem that needs to be solved.
Scholars have proposed a large number of multi-label classification algorithms [10] - [21] , but all of these algorithms use all features to predict labels. Namely, the prediction results of multiple labels are obtained by the same features, which are unreasonable in spite of the satisfactory results achieved. For instance, in the image recognition, labels including ''blue sky'' and ''white clouds'' are closely correlated to the color feature, but are insensitive to the local texture feature. Besides, in distinguishing one patient with diabetes, blood glucose indicator in blood routine tests has a discriminating degree, but it cannot detect the gender of the patient. Therefore, the specific features of each label are extracted and selected to some extent in multi-label learning. Also, the risks of lower classification performance due to excessive data dimensions can be avoided in this way. Besides, the correlation between labels is considered again in the selection of unique features, so that the classification accuracy can be effectively improved. Such a set of features that are highly correlated with a specific label and can be easily discriminated is called label-specific features [22] . It is not difficult to find that multi-label learning based on labelspecific features is an effective way to solve the three main challenges mentioned in multi-label classification. Therefore, label-specific features learning has become an essential branch of multi-label learning. To improve the effectiveness and efficiency of feature selection, scholars have proposed a variety of multi-label learning algorithms based on labelspecific features [22] - [28] . However, in many multi-label data sets, the number of positive or negative samples of each label varies greatly, making the label density distribution very uneven. Since this situation is common in multi-label data sets, this can cause the classifier to discriminate against such labels with a small number of positive samples, making them ignored. At present, some scholars are studying research on imbalance multi-label data. However, the current imbalance information on how to use data in the label-specific features learning is still an open field of research. Therefore, we hope to study how to use the label density (the number of positive instances divided by the total number of instances) to reflect the class imbalance of label-specific features learning. How to extract more efficient label-specific features in multi-label data sets with unbalanced label density is worthy of further study.
Based on the above analysis, it is suitable for the problem of label density imbalance and label correlations in multi-label learning. So, this paper proposes a joint labeldensity-margin space and extreme elastic net for labelspecific features learning. Therefore, we define the concepts of positive and negative label density. About these concepts, the positive label density represents the number of positive samples of a label divided by the number of positive samples for all labels, and the negative label density represents the number of negative samples of a label divided by the number of negative samples for all labels. The first step is to calculate the positive and negative label density of all training samples to reconstruct the original label space. So, we change the distance between the positive and negative labels in the original label space to the classification threshold ''0''. In this way, the original label space is transformed into a priori knowledge label-density-margin space. By constructing the label-density-margin space, the information of the label density imbalance is indirectly integrated into the reconstructed label space. Since the label becomes a numerical type in the label-density-margin space, this paper constructs an Extreme learning machine with Elastic Net regularization (E2N). We use this objective optim-ization function of the E2N method to deal with nonlinear multi-label classification problems. Secondly, the cosine similarity of the label-densitymargin space is calculated to construct a pairwise label correlation matrix. Then the correlation matrix is added to the L 2 regularization term to consider the second-order correlation. And the L 1 regulariza-tion term in the constructed elastic net objective function makes the model sparse to extract the label-specific features required for each label. Finally, the proposed algorithm is compared with a variety of stateof-the-art multi-label learning algorithms. The experimental results show that the proposed algorithm is dominant in more than the eleven benchmark data sets, and the statistical analysis further verifies the rationality and effectiveness of the algorithm.
The rest of this paper is organized as follows. Section II introduces the related work. Section III presents the fundamental concepts. The construction process of the proposed algorithm is detailed in Section IV. And we describe the experiment detail in Section V. In Section VI, and we verify the label-specific features extraction performance of the proposed algorithm by comparing experiments. Finally, Section VII summarizes the proposed methods and indicates the future direction.
II. RELATED WORK
Multi-label learning has a wide range of applications in many fields, but many problems need to be solved. And label correlation and high-dimensional data are two significant difficulties in multi-label learning. The label-specific learning in this paper can extract its specific features according to the different labels, to avoid the same features to predict the various labels. Finally, the degree of discrimination between the labels is improved, and the prediction accuracy is improved. If the label correlation is integrated into label-specific learning, it is more effective to enhance the learning performance of multi-label learning. Therefore, scholars have proposed a large number of learning algorithms for label correlation and label-specific learning.
A. LABEL CORRELATION
At present, the study of label correlation is one of the hot issues in current multi-label learning research. For label correlation algorithms, there are generally three types, which are first-order, second-order, and high-order. The first-order strategy is mainly to transform multi-label learning into multiple single-label learning, such as BR [11] and MLkNN [13] . VOLUME 7, 2019 And this strategy treats each label as independent, which handles multi-label learning without using label correlation among labels. The second-order strategy translates the multilabel learning problem into a ''label ranking'' problem, which mines the pairwise relationship between label pairs. And it has better generalization ability than the first-order strategy, such as CLR [19] , BPMLL [20] , CMLFS [29] and MLRL [30] . The high-order strategy mines the correlation among all the class labels, and can better reflect the multifaceted relationship between real-world objects, such as CC [17] , Sparse [31] , MLMF [32] and EbCC [21] . However, the high-order methods have high complexity and may be inefficient when processing data with a large number of labels.
B. LABEL-SPECIFIC FEATURES
In the multi-label learning algorithm, the labels are all predicted by the same set of features, ignoring some specific features of the label itself. Therefore, Zhang and Wu [22] first proposed this concept, called LIFT (multi-label learning with Label-specIfic FeaTures), to solve multi-label classification. LIFT extracts different specific feature sets to discriminate different labels. First, the label-specific features are learned by clustering the positive and negative instances of each label. Then, the distance between the original instances and the instances in the cluster center of the positive and negative instances is treated as label-specific features for every label. Subsequently, Xu et al. [23] considered that when the feature dimension is increased, there will still be a lot of redundant information when using the LIFT to extract the label-specific features. The fuzzy rough set is used to reduce further the label-specific features, and label-specific feature reduction based on fuzzy rough set (FRS-LIFT) and label-specific feature reduction based fuzzy rough set by sample selection (FRS-SS-LIFT) are proposed for the multi-label learning algorithm. Based on the LIFT, Weng et al. [24] proposed multi-label learning based on label-specific features and local pairwise label correlations to construct label-specific features and consider label correlation.
Although the above LIFT-based algorithms improve the accuracy of multi-label classification, the time complexity of LIFT-based algorithms is higher and do not consider label correlations. To this end, Sun et al. [25] proposed a multi-label classification with meta-label-specific features, called MLSF, which constructs meta-label space by spectral clustering. And this method combines meta-label learning and specific feature selection. Huang et al. [26] proposed learning label-specific features and class-dependent labels, which solves label-specific features matrix and classdependent labels matrix by L 1 regularization sparse constraint and information of label correlation. The method determines the low-dimensional data representation of each label by designing the optimization framework and considers the shared features by using the pairwise label correlation. Zhang et al. [27] proposed multi-label learning with label-specific features by resolving label correlations, called MLFC, which uses sparsity regularized optimization in multi-label setting, which covers the information of label correlations. Kashef and Nezamabadi-Pour [28] proposed a Pareto optimal set method in multi-objective optimization problems to perform label-specific learning of label and extract features efficiently.
III. FUNDAMENTAL CONCEPTS
In this section, we will first introduce the basic concepts and formula definitions of extreme learning machine. Then we will introduce regularization techniques with a focus on the definition of the elastic net and their characteristics.
A. EXTREME LEARNING MACHINE
The traditional neural network algorithms require more parameter settings, and it will have optimal local problems when the optimal solution is solved, and global optimization cannot be obtained. The Extreme Learning Machine (ELM) [33] - [35] is a high-efficiency single-hidden layer feedforward neural networks (SLFNs) with an optimized learning algorithm. It only needs to set the number of hidden layer nodes and randomly initialize the weights and biases to solve the optimal global solution. Summary: ELM can be divided into two stages when determining a single hidden layer feedforward neural network: random feature mapping and parameter solving.
For
where the feature space can be expressed as
T , the label space can be expressed as
T . For a single-hidden layer feedforward neural network with L hidden nodes can be expressed as Eq. (1)
T is the output weight, g i is the activation function can be expressed as Eq. (2) 
where
T is the input weight, b i is expressed as the bias of the i-th hidden neuron, · denoted as the dot product. Normally, Eq. (1) is used to model the regression, and for classification problems, the sigmoid function can be used to limit the range of output values to achieve the classification effect. The above is the first stage of the ELM, that is, the random feature map. For the parameter solution of the second stage, the weight β of the connection hidden layer and the output layer is solved by minimizing the approximation error of the square error. This can be expressed as
where H is represented as the hidden layer output matrix
. . .
The training label matrix Y can be expressed as
From Eq. (1) and Eq. (3), the solution of least squares can be expressed asβ
where H † is a Moore-Penrose generalized inverse matrix of H
The resultingβ can predict the test label
In machine learning, bias and variance together affect the accuracy of the model. High deviations in the model tend to result in underfitting of the model, while high variances lead to overfitting of the model. In order to solve the high deviation problem, it is usually possible to use a more complex model or increase the model parameters to reduce the bias value. However, these methods can lead to over-fitting of the model. The regularization theory, which is widely used in the field of machine learning, is one of the effective ways to solve high variance or avoid over-fitting of training models. By regularization, the complexity of the model can be reduced, and possible over-fitting will be avoided. In recent years, researchers have proposed a variety of regularization methods suitable for machine learning. Among them, L 2 , L 1 , and elastic net [36] , [37] are more commonly used. The formal definitions of these regularization methods are described below.
1) RIDGE REGRESSION
The L 2 regularization model adds a regular term λ β 
3) ELASTIC NET
Elastic Net regularization is a new regularizati-on method that combines the respective advantages of L 1 regularity and L 2 regularity. That is, the regular term 
It can be seen from Eq. (11) that when α = 0, Elastic Net is L 2 regularization; when α = 1, Elastic Net is L 1 regularization; when α ∈ (0, 1), Elastic Net will retain L 2 and L 1 regulariza-tion characteristics of each, to achieve the role of two regular rules of elasticity.
IV. THE JLSE2N METHOD
In this section, we will first introduce the construction of the label-density-margin space. Then, we will detail the structure and method of the JLSE2N model. Finally, we give the time complexity analysis of the proposed method.
A. LABEL-DENSITY-MARGIN SPACE
Before introducing group-label-specific features, firstly we define the multi-label classification. Suppose the given multilabel dataset has N samples, shown as
Y is the label space with m labels, then N sample data sets are represented as
N ×m is a set of label set denoted as
m .The mapping relation of the final multilabel classification can be shown as f : X → 2 Y , where 2 Y indicates that X is associated with multiple labels.
For multi-label data, the label density distribution is very unbalanced. For example, Fig. 1 shows the label density for each label in the Arts dataset (the number of positive instances divided by the total number of instances). In order to clearly show the construction process of the label-densitymargin space, we construct a virtual label space of multi-label VOLUME 7, 2019 data set. As shown in the Original Labels in TABLE 1, in the data of the ten instances and four labels, the label density ratios for each label vary greatly. However, each label still has a ''0'' as the classification threshold. And the distance of positive labels from the threshold ''0'' is 1, the distance of negative labels from the threshold ''0'' is also 1.
For traditional classification strategies, the label density is considered to be balanced, which is not consistent with the actual. Therefore, this paper uses the prior knowledge of label density to transform the binary label vector of the original label space and proposes a method for constructing the label-density-margin space. Specifically, the information of the label density is added to the original label space, and the original label +1/−1 is changed to a continuous numeric label. The label-density-margin space reflects the unbalanced label density by the distance between each label and the threshold ''0''. It also makes it easier for the classifier to distinguish each label to improve classification accuracy. The label density is expressed as
where YD pos is a matrix of positive label density and YD neg is a matrix of negative label density. Since the number of unlabeled samples in multi-label data is the overwhelming majority, in other words, the overall positive samples in multilabeled data are inherently rare. And in Eq. (12), the positive label density was obtained by dividing the number of positive samples of a label by the number of positive samples for all labels, and the negative label density was obtained by dividing the number of negative samples of a label by the number of negative samples for all labels. The final original label space is added to the label density prior knowledge, expressed as
In it, YD refers to the final label density matrix. It can be further found in Eq. (13), this approach can differentiate each label by expanding the distance between each label and the threshold ''0''. Finally, the Density Labels in TABLE 1 show the transformed label-density-margin space.
The data information in TABLE 1 is visualized by Fig. 2 , and the original label space is shown in Fig. 2(a) . Although the density distribution of each label is unbalanced, the positive labels are all on the plane of ''+1'' and the negative labels are all on the plane of ''−1''. Therefore, the positive or negative label is separated from the classification threshold ''0'' by 1. The label-density-margin space is as shown in Fig. 2(b) after adding the label density information, and the positive or negative labels and the classification threshold ''0'' are both larger than ''1'' and different from each other. At this point, the positive and negative labels in the instances constitute a label-density-margin space, which replaces the original ''+1'' or ''−1' labels. In this way, it is possible to distinguish the various types of labels better and deal with the imbalance of the label density distribution.
B. EXTREME ELASTIC NET
The Lasso or Group Lasso can be used to sparse the classification model to extract the specific features of each label.
However, the Lasso model may be less convex, and thus may generate multiple solutions, resulting in unstable problemsolving. Therefore, this paper uses elastic network regularization to constrain the model so that the model can not only be sparse but also ensure the uniqueness of the solution.
In the JLSE2N joint model, the extreme learning machine is used to construct the optimization function. We want to simultaneously ensure the sparse expression of features and avoid the multi-solution problem caused by the less strict Lasso convexity [37] . Therefore, we use the elastic net regularization to constrain the extreme learning machine [38] . The constructed label-density-margin space is added to the optimization objective function instead of the original label space, expressed as
where YD is label-density matrix, R represents the cosine distance matrix [26] , [39] , [40] of each label in the labeldensity-margin space, C is the penalty factor, α parameter controls the label correlation, and λ controls the sparsity.
Since the objective function F (β) is a convex optimization problem, the problem is not smooth due to the existence of the L 1 norm. Therefore, the original problem is regarded as an optimization target with the L 1 norm generally expressed as
where H is the Hilbert Space, the F(β) in Eq. (14) is decomposed into two sub-problems of f (β) and s(β), which are expressed as
Since f (β) is a convex smooth function and satisfies the Lipschitz condition
Therefore, the objective function can be solved by proximal gradient descent (PGD) [41] . The PGD algorithm belongs to the greedy minimization iterative strategy algorithm, which can solve the minimization problem based on L 1 norm quickly. Then, f (β) is approximated by the secondorder Taylor expansion at β t as
where z is expressed as
Finally, the iteration of equation (18) can be expressed as
Since the dimensions of β do not affect each other, each dimension can be solved independently. Even if β i t is the i-th dimension of β, then the closed solution of Eq. (20) is
Let calculate ∇f (β) according to Eq. (16)
By Eq. (18), the β solution can be expressed as
Therefore, Eq. (23) requires the Lipschitz constant L z , which is expressed according to Eq. (22)
where β is equal to β 1 − β 2 , and the Lipschitz constant L z is expressed as
The PGD solves the output weight β of objective function F (β). The full algorithm flow is shown in Algorithm 1.
C. TIME COMPLEXITY ANALYSIS
In this section, the time complexity analysis of the proposed JLSE2N method is listed. In our proposed method, X ∈ R N ×d , Y ∈ {−1, 1} N ×m , R ∈ R m×m , and β ∈ R L×m , where N repr-esents the number of instances, d represents the dimension of the feature, m is the number of labels, and L is the number of hidden nodes of the ELM.
In Algorithm 1, The time-consuming of JLSE2N mainly consists of five parts. First, the complexity of constructing the H matrix by ELM feature map is O = (NdL). Secondly, the complexity of constructing the label correlation matrix R is O = (Nm 2 ). Thirdly, the complexity of initializing weight matrix β is O = (NL 2 + L 3 + NL + NmL + mL 2 ). Fourthly, 
. Lastly, in order to calculate the gradient of f (β), and the complexity is expressed as O = (NL 2 +mL 2 +NmL + m 2 L + N 2 L). To the end, the total time complexity of the proposed algorithm JLSE2N is
V. EXPERIMENTS
In this section, we will perform the proposed method with five popular multi-label learning methods on eleven benchmark data sets. Before analyzing the experimental results, we first need to introduce data sets, comparison algorithms, evaluation metrics, and parameter sensitivity analysis and experimental settings.
A. DATA SETS
In order to illustrate the effectiveness of the proposed algorithm, the experiment is carried out in eleven open benchmark multi-label data sets. The data application fields included music, biology, text, and image, etc. And the music field dataset is Emotions; the biological field data sets have Genbase and Yeast; the text field data sets have Medical, Arts, Computers, Education, Science, Social, and Society; and the image field data set is Corel5k. The number of instances ranges from 593-5000, the number of features ranges from 72-1449, and the number of labels ranges from 6-374. The detailed information of each data set is shown in TABLE 2.
The cardinality represents the average number of labels per instance. And the density represents the number of positive instances divided by the total number of instances, and 0.5 means that the label density of the data is balanced. And the experimental data sets are downloaded in Mulan Library (http://mulan.sourceforge.net/datasets-mlc.html).
B. COMPARISON ALGORITHMS
In order to verify the reliability of the proposed method, the JLSE2N are compared with five state-of-the-art multilabel classification algorithms. And the experiments were perform-ed by ten-fold cross validation. The details of the comparison algorithms and the parameter settings are as follows. MLkNN [13] : a lazy learning approach to multi-label learning. The nearest neighbors k of MLkNN is set to 10, and the smoothing coefficient s is set to 1.
MLNB [14] : the traditional naive Bayes classifier to multilabel learning, and feature selection by PCA and genetic algorithms. PCA ratio of MLNB r is set to 0.3.
LIFT [22] : label-specific features learning algorithm based on k-means clustering. And the clustering ratio r is set to 0.2. LLSF-DL [26] : a label-specific features and classdependent labels approach to multi-label learning. Parameters α, β, γ is tuned in {4 −5 , 4 −4 , . . . ,4 4 , 4 5 }, ρ is tuned in {0.1, 1, 10}.
MLFC [27] : a label-specific features by resolving label correlations to multi-label learning. The parameters α, β, and γ are set to 1, 0.1, and 0.1, respectively. JLSE2N: our proposed algorithm in this paper. The labelspecific features learning is performed by label-densitymargin space and extreme elastic net. For proposed method JLSE2N, the number of hide nodes L is searched in {400, 600, 800, 1000}, the penalty factor C is tuned in {2 2 , 2 3 , 2 4 }, and the parameters α and λ are all searched in {2 −4 ,2 −6 ,2 −8 ,2 −10 }.
C. EVALUATION METRICS
To effectively verify the performance of our proposed method, we select four commonly used multi-label evaluation metrics. Let D = {X i , Y i |i = 1, 2, . . . , p } denote the multi-label test data set, and f (., .) represent the prediction function, where f (X i ) returns a set of proper labels of X i ; f (X i , y) returns real-value indicating the confidence for y to be a proper label of X i ; rank f (X i , y) returns the rank of y derived from f (X i , y). The formal methods of the evaluation metrics [13] , [18] , [42] are defined as follows.
Hamming Loss evaluates how many times an object label pair is misclassified, i.e., a proper label is missed or a wrong label is predicted. The performance is perfect when HL D (f ) = 0, the smaller the value of HL, the better the performance of f .
where stands for the symmetric difference between two sets.
One-Error evaluates how many times the top-ranked label is not a proper label of the object. The performance is perfect when OE D (f ) = 0; the smaller the value of OE D (f ), the better the performance of f .
Ranking Loss evaluates the average fraction of label pairs that are disordered for the object. The performance is perfect when RL D (f ) = 0, the smaller the value of RL D (f ), the better the performance of f .
Average Precision evaluates the average fraction of proper labels ranked above a particular label y ∈ Y i . The performance is perfect when AP D (f ) = 1, the larger the value of AP D (f ), the better the performance of f .
The proposed method in this paper has four parameters, the number of hidden nodes L, penalty factor C, label correlation parameter α and sparse control parameter λ. This paper selects data sets such as Emotions, Medical, Yeast, Arts and Corel5k (five-fold cross validation in the training set), the evaluation metrics were analyzed by Hamming Loss and Average Precision for parameter sensitivity experiments. Firstly, α = 2 −4 and λ = 2 −4 were fixed, and the sensitivity analysis of parameters L and C were carried out. The experimental results are shown in Fig. 3 . Through the sensitivity experiments on parameters L and C, it can be found that the optimal parameters L and C combinations are different for different data sets. Analysis of subfigures (c), (d), (i), and (j) in Fig. 3 reveals that for the Medical and Corel5k data sets, it is not sensitive to parameter C, while parameter L has a more significant impact on the results. Considering the information of each subfigure in Fig. 3 , the results of the parameter combination are better when L = 800 and C = 2 3 in the Yeast data set; in the Arts data set, the parameter combination of L = 600 and C = 2 1 is better, and the other three data sets, Emotions, Medical and Corel5k, are all excellent in L = 1000.
We select the combination parameters L and C of the better performance and then fix the parameters L and C for sensitivity experiments of the parameter α and λ. The experimental results are shown in Fig. 4 .
Based on a comprehensive analysis of Fig. 3 and Fig. 4 , it can be seen that the optimal combination parameters are different in different data sets. However, we can find some rules.
(1) For the number of hidden nodes L, the better performance in most data sets is L = 1000. Because within a certain range, the more hidden nodes are set, the higher the classification performance can be achieved. But not all data sets follow this principle, and too many hidden nodes can cause overfitting. For example, the data sets Yeast and Arts, the parameter L is less than 1000 to achieve better results.
(2) For the penalty parameter C, the selection range is around 2 2 . This parameter primarily controls the portion of the data feature. Therefore, we found that in the data set with high-dimensional feature such as Medical, good experimental results were obtained at C = 2 4 .
(3) For the label correlation parameter α, we can find that when the number of labels is small, such as Emotions, the parameter selection is larger, such as 2 −4 nearby. And when the number of labels is larger, such as Corel5k, the parameter selects a smaller value, such as 2 −10 nearby.
(4) For the sparsity control parameter λ, we can find that for the data sets with more dense features such as Emotions and Yeast, the parameter with larger value is around 2 −4 . When the features are sparse, such as Arts and Corel5K, the parameter is smaller, such as 2 −10 nearly.
Therefore, in the next section experiments, the optimal combination parameters of each data set were found by five-fold cross validation in the training set.
E. EXPERIMENTAL RESULTS
The comparison results in the eight data sets are shown in TABLE 3 to TABLE 6. In each evaluation metric, ''↑'' indicates ''the higher the better'', while ''↓'' indicates ''the lower the better''. Among them , TABLE 3 to TABLE 6 corresponds to the experimental results of Hamming Loss, One-Error, Coverage, and Average Precision, including the mean and standard deviation of each evaluation metric. And in each data set, the best performance results are shown in bold. At the same time, in order to clarify the performance difference of each algorithm, this paper uses the paired t-test with a 5% significance level [43] for algorithm comparison. And we use •/• in the table to indicate that the method JLSE2N is better/poor than the comparison algorithm. Finally, win/tie /loss is given at the end of each table. ''win'' means that JLSE2N is better than the comparison algorithm, ''tie'' means no significant difference, and ''loss'' means that JLSE2N is worse than the comparison algorithm.
The experimental comparison results of the Hamming Loss of each algorithm are given in TABLE 3. It can be seen that JLSE2N is inferior to LIFT only in the Art data set. In the Genbase data set, JLSE2N is no significant difference between LIFT, LLSF-DL, and MLFC. And in the Corel5k data set, JLSE2N is no significant difference between the MLkNN, LIFT,LLSF-DL, and MLFC. And JLSE2N is superior in the other eight data sets: Emotion, Medical, Yeast, Computers, Education, Science, Social, and Society. TABLE 4 gives the comparison results of the One-Error of each algorithm. JLSE2N has achieved good results except that there is no significant difference with LLSF-DL in Genbase data set and worse than MLFC in the Yeast dataset.
The comparison results of the Ranking Loss are given in Table 5 . JLSE2N is inferior to MLkNN only in the Education and Corel5k datasets, and the results of JLSE2N are superior in the remaining nine data sets. The classification effect of JLSE2N in the Arts dataset is not significant compared to LIFT, but JLSE2N is superior to LIFT in the other ten data sets. And JLSE2N outperforms the LLSF-DL on all eleven data sets. JLSE2N is slightly inferior to MLFC in Corel5k data set and superior to MLFC in the other ten data sets.
Finally, the Average Precision results of each comparison algorithm are given in TABLE 6. It can be seen that JLSE2N is only inferior to MLFC in the Medical dataset, and has superior advantages in the eleven data sets with the other five comparison algorithms.
F. STATISTICAL HYPOTHESIS TEST
In order to further illustrate the stability and effectiveness of the proposed method on eleven data sets, the Nemenyi test [22] , [44] with a significance level of 5% is carried out based on the above experimental results. When the difference of the average ranking is less than or equal to the critical difference (CD), we believe that there is no significant difference between the two comparison algorithms. Otherwise, there is a significant difference. (1) For the JLSE2N algorithm, there is no significant difference in performance from other algorithms in 50% of cases. That is, in the evaluation metric of Hamming loss, as shown in Fig. 5(a) , JLSE2N is no significant difference among MLFC, LIFT, and LLSF-DL. In the evaluation metric OneError, as shown in Fig. 5(b) , there is no significant difference among JLSE2N and MLFC and LLSF-DL. In the Ranking Loss metric, as shown in Fig. 5(c) , JLSE2N is no significant difference among MLkNN, MLFC, and MLNB. In Average Precision metric, as shown in Fig. 4(d) , there is no statistically significant difference among JLSE2N, MLFC, and LLSF-DL. Therefore, the JLSE2N algorithm is statistically superior to other algorithms in 50% of cases.
(2) For the MLFC algorithm, 25% of the cases are statistically superior to other algorithms, and there is no significant difference with other algorithms in 75% of cases.
(3) For the LLSF-DL algorithm, it is statistically superior to other algorithms in 15% of cases. While in 80% of cases, there is no significant difference with other algorithms. And it is worse than other algorithms in 5% of cases.
(4) For the LIFT algorithm, it is statistically superior to other algorithms in 15% of cases. In 70% of cases, there is no significant difference with other algorithms. And in 15% of cases, it is worse than other algorithms.
From the above analysis, the JLSE2N algorithm has the best performance and is statistically superior to other algorithms in 50% of cases. Secondly, the MLFC algorithm is statistically superior to other algorithms in 25% of cases. The third is the LLSF-DL algorithm, which is superior to other algorithms in 15% of cases. The above experimental results analysis further shows that the performance of JLSE2N algorithm in this paper has better performance. At the same time, the proposed method in eleven different data sets are the best in the average ranking of the comparison algorithms, so it also shows its high stability. 
VI. LABEL-SPECIFIC FEATURES EXTRACTION
In this section, we will further carry out comparative experiments on label-specific features extraction in data sets, such as Emotions, Genbase, Medical, and Yeast. And the advantages of introducing label-density-margin space into labelspecific features learning is demonstrated by compara-tive experiments. The proposed method in this paper is decomposed into two algorithms: JLSE2N (adopting label-densitymargin space) and JLSE2N-O (adopting original label space) to compare the current state-of-the-art label-specific features learning algorithms, such as BR, LIFT, LLSF -DL, MLSF [25] .
For the scientific comparisons, we used five-fold crossvalidation in four data sets and used LIBSVM [45] as the base multi-label classifier to evaluate the performance of various VOLUME 7, 2019 label-specific features extraction algorithms. The evaluation metrics used Hamming Loss, Exact-Match, Macro-F1, and Micro-F1, as described in the literature [42] , the experimental results are shown in TABLE 7.
It can be found from TABLE 7 that in the Hamming Loss evaluation metric. The JLSE2N with adopting label-densitymargin space achieves the best performance in all four data sets. And the JLSE2N-O with adopting original label space also has good effects. In the Exact-Match evaluation metric, the JLSE2N ranks second in the Yeast data set. The results of the proposed JLSE2N in the other three data sets are all optimal. At the same time, the JLSE2N-O results are also excellent. In the Macro-F1 evaluation metric, the JLSE2N in the Genbase data set is the same result as the MLSF, while the other three data sets JLSE2N are the first. In the Micro-F1 evaluation metric, the result of JLSE2N-O in the Emotions data set is better than JLSE2N, and the JLSE2N is the same result as that of MLSF, while JLSE2N ranks first in the other three data sets. In order to visually display the performance of each comparison algorithm in the label-specific features extraction, the data of TABLE 7 is visualized, as shown in Fig. 6 . And sequence 1 to 4 of the data sets represent data sets such as Emotions, Genbase, Medical, and Yeast.
By comprehensively analyzing TABLE 7 and Fig. 6 , the JLSE2N with label-density-margin space is better than the JLSE2N-O with original label space. The effectiveness of transforming the original label space into label-densitymargin space with label density information is further proved.
VII. CONCLUSION
This paper proposes a new label-specific features learning method, called JLSE2N, which uses label-density-margin space for multi-label learning, and uses elastic net regularization to transform the extreme learning machine algorithm to extract the required label-specific features. Through the comparison experiments with the current state-of-the-art multilabel learning algorithms, the results verify the effectiveness of the proposed method.
Currently, most multi-label learning algorithms use the same set of features for training in model construction or labels prediction. But for some labels, there may be specific features that are not considered. Based on this assumption, the label-specific features learning came into being and achieved the desired effect in the multi-label classification task. Most of the existing label-specific features learning algorithms are modelled in the original label space, ignoring the extremely unbalanced label density in multi-label data. Therefore, this paper makes full use of the prior knowledge of label density, constructs the labeldensity-margin space instead of the original label space, and improves the discrimination between each label. At the same time, because the transformation causes the label space to be numerical data, this paper uses the extreme learning machine to process the classification task. The objective function is constrained by the elastic net regularization to extract the label-specific features. By performing comparison experiments of multi-label classificat-ion task and labelspecific features extraction, it is verified that JLSE2N has better accuracy of the multi-label classification and better performance of the label-specific features extraction. Because the multi-label data itself is relatively rare, there are both error labels or missing labels. But the proposed method in this paper is unable to handle such problems. In the future, we will focus on the study of label-specific features learning under missing labels.
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