Abstract. We compute the homology of the integral manifolds of the restricted three-body problem | planar and spatial, unregularized and regularized. Holding the Jacobi constant xed de nes a three dimensional algebraic set in the planar case and a ve dimensional algebraic set in the spatial case (the integral manifolds). The singularities of the restricted problem due to collusions are removable which de nes the regularized problem.
Introduction
We study the topology and bifurcations of the integral manifolds of the restricted threebody problem | planar and spatial, unregularized and regularized. The restricted problem is a Hamiltonian system with one integral | the Hamiltonian or the Jacobi constant. Holding this integral xed de nes a three dimensional algebraic set m in the planar case and a ve dimensional algebraic set M in the spatial case. We will refer to these as the integral manifolds.
The restricted problem has two singularities corresponding to the collision of the in nitesimal with the primaries. These singularities are removable by a process known as regularization which is discussed in Section 3. The unregularized system will becalled the restricted problem to di erentiate it from the regularized p r oblem. The integral manifolds of the planar and spatial regularized problem will be denoted by r and R respectively.
There are ve positive c r i t i c a l v alues of the Jacobi constant, (1 ; ) < 3 < c 1 c 2 < c 3 , where (1 ; ) is due to a critical point at in nity, 3 is due to the Lagrangian equilateral triangular point, and c 1 c 2 c 3 are due to the Eulerian collinear critical points. (1 ; ) i s a critical value only in the spatial problem. We compute the homology of the integral manifold for each regular value of the Jacobi constant for the planar and spatial, unregularized and regularized problems. From these computations we will show that at the critical values the integral manifolds undergo bifurcations in their topology.
In his discussion of the integral manifolds of the full three-body problem G. D. Birkho 5] stated that the only bifurcations of the integral manifolds are due to the critical points that corresponding relative equilibrium solutions. Although this is true in the planar case 11, 34, 35] it is false in the spatial problem 24] . Our computations show that the same conclusions hold in the simpler restricted and regularized problems, i.e. \Birkho 's conjecture" is true in the planar problems and false in the spatial problems.
In the same discussion Birkho observes that the integral manifold for the planar threebody problem is a codimension 2 invariant subset of the integral manifold of the spatial three-bodyproblem. He then asks if the planar problem is the boundary of a cross section in the spatial problem. In 23] we develop some homological criteria for an invariant set of a o w to be the boundary of cross section and answer Birkho 's question in the negative.
As the planar restricted and regularized manifolds are also closed invariant codimension 2 subspaces of the spatial restricted and regularized manifolds, we can also ask if they could bethe boundary of a cross section. By applying the homological criteria, we will show that the planar restricted manifold can never be the boundary of a cross section of nite type in the spatial restricted manifold but that for some energy levels, the planar regularized manifold may b e the boundary of a cross section in the spatial regularized manifold.
As a separate issue, we also give in 23] some criteria for the existence of global cross sections to a ow. In the restricted problem, there are no homological obstructions to the existence of a global cross section in the planar manifold but there can never bea global cross section of nite type in the spatial manifold. The analysis for the regularized manifolds is less decisive | global cross sections are ruled out in some energy ranges, and may exist in others. (2) and 0 < < 1 is the mass ratio parameter | see 1, 25, 30] . The vector x is a Cartesian coordinate of an in nitesimal particle (the satellite) in a synodical coordinate system which leaves the two primaries of mass and 1 ; xed on the x 1 axis and y is the momentum conjugate to x. In the planar problem x y 2 R 2 , d 2 1 = ( x 1 ; 1 + ) 2 + x 2 2 d 2 2 = ( x 1 + ) 2 + x 2 2 and in the spatial problem x y 2 R 3 , d 2 By the process called regularization, the singularities due to the collision of the satellite with the primaries can be removed. The analytic details of this process will be discussed in Section 3, but the geometry is easy to state.
n is the n-sphere and D n is the closed n-ball. There is a neighborhood N of the singular set in M(c) and a embedding : N ! D whose image is (S 2 (D 3 n f 0g)) (S 2 (D 3 n f 0g)). Further, there is a smooth nonsingular ow on D, and takes the orbits of the restricted problem to orbits of . After the ow o n M(c) is reparameterized the di eomorphism takes parameterized trajectories of the restricted problem to parameterized trajectories . Thus, there is a well de ned nonsingular ow de ned on M(c) D which is an extension of the ow of the restricted problem. The planar problem is regularized in the same way. In fact, the sets n and d used to regularize the planar problem are simply the restriction of N V I = (c 3 1):
Our main results are summarized in the four tables of homology | Tables 1, 2 , 3, 4. The bodyof these tables give the integral homology groups and Euler-Poincar e characteristic in each range of regular values, for each of the four problems. One feature re ected in the table is that for large values of the Jacobi constant (cases V and V I ), these manifolds are disconnected. In case V , each of the four manifolds splits into two components, one a bounded neighborhood of the primaries, the other unbounded. In case V I , the bounded component further decomposes into disjoint neighborhoods around the two primaries. In case V , the bounded component will be denoted by the subscript b and the unbounded component b y the subscript u (e.g. M b (c) o r r u (c)). In case V I , t h e u n bounded component will again be denoted by the subscript u, a n d t h e t wo bounded components will bedenoted by the subscripts 1 a n d 2 (e.g. M 1 (c) o r r 2 (c)).
In Tables 1 and 3 for the two planar problems there is no di erence in the homology in cases I and II.It will beshown in x2.1 that there is, in fact, no di erence in the topology of the planar manifolds in cases I and II.On the other hand, for the two spatial problems, Tables 2 and 4 show that there is a di erence in the homology in cases I and II. This re ects the fact that (1 ; ) is not a critical value for the planar problems, but is a critical value for the spatial problems and that (1 ; ) is a bifurcation value for the topology for the spatial problem. Thus, the Birkho conjecture is true in both the planar problems and false in boththe spatial problems. Table 4 . Homology of the regularized spatial integral manifolds
The details of this investigation are given in x 5, but the results can be easily summarized. Table 5 displays the results. An entry of \N" indicates that no cross section of nite type can exist and entry of \Y" means that all of the homological information is consistent w i t h the existence of a cross section.
On the one hand, a \N" still allows the possibility of a cross section whose homology is in nitely generated. While we can't rule out such cross sections by homological arguments, the existence of such a cross section would seem to beof little practical value. Since cross sections are sought to reduce the complexity of the dynamics, there would be no advantage in moving the investigation to a space with in nitely complex topology. On the other hand, much more than homological consistency is required to demonstrate the existence of a cross section, so a \Y" should be considered as an invitation to further investigation. Table 5 coordinates it was only later when Jacobi 20] wrote the equations synodical coordinates that the integral was found.
Global Cross Section Cross Section
Hill 14] discussed the zero velocity curves and Hill's regions for a limiting case of the restricted problem known as Hill's lunar problem. In his simpli ed model he was able to assert that the orbit of the moon was bounded. ..the trained computer, who is also a mathematician, is rare. I h a ve thus found myself compelled to forgo the advantages of the rapidity and accuracy of the computer, for the higher qualities of mathematical knowledge and judgment." 1 The zero velocity surfaces for the spatial problem was rst investigated by Picart 31] . Excellent gures of the zero velocity surfaces are found in Lundberg et al. 19 ] w h o forwent the advantages of mathematical knowledge for the rapidity of an electronic computer. The zero velocity curves and surfaces are reproduced in many book on celestial mechanics 7, 30, 36, 38] .
The removal of the singularity in planar Kepler's problem and the restricted problem seems to have been rst note by Thiele 37] in 1895. The most well known method uses complex variables and it is due to Levi-Civita 17, 18]. Kustaanheimo and Stiefel 21] regularized the spatial problem using quaternions. Easton 9] gives a very general de nition of regularization using Conley index ideas, but doesn't treat the spatial problems. (It is clear that Easton's general method would apply to the spatial problem.) The only general method which treats the planar and spatial problems in a uni ed way is found in 3, 4], which will be summarized in Section 3.
The topology of the integral manifolds of the planar restricted and regularized problems is discussed by Birkho 6 ] using complex variable methods for regularization and by Lacomba 15, 16 ] using topological methods.
Hill's regions and integral manifolds have been investigated in the full (unregularized) three-bodyproblem | see 24, 32] and the references therein.
The Restricted Problem
The planar and spatial integral manifolds will be described by projecting them onto planar regions. In the end, the only homology groups which must be explicitly calculated will be those of subsets of the plane. For these, the homology groups can be derived from inspection of Figure 2 . Thus, with the few theorems expressing the relationships between the homology groups of the various Hill's regions and integral manifolds and these simple planar calculations, all of the homology groups follow. The zero velocity curve is its boundary @h(c), which is simply the level set V (x) = c. The planar Hill's regions for each of the six cases are shown in Figure 2 . There, the solid black regions are excluded from the Hill's region the white and shaded regions are included (the shading is relevant only to the spatial problem, and will be explained below).
There is a natural projection : m(c) ! h(c). It is worth noting that this projection admits a section. In fact, for any unit vector v 
Note that the ber I should be understood to be an interval symmetric about the origin, and the condition V (x 1 x 2 ) = 1 should beunderstood as a short-hand for the two points (x 1 x 2 ) = (1 ; 0) (; 0). This local description can beglobalized to describe H(c) and @H(c) in terms of h(c) and @h(c).
To do so, let s(c) be a pair of circles in h(c) about the two singularities (; 0) and (1 ; 0), and let S(c) bea pair of spheres in H(c) about the singularities. Choose these so that the circles in s(c) are the equators of the spheres in S(c), and so that they do not intersect the boundary of the Hill's region. With these de nitions, we can construct strong deformation retracts of the spatial Hill's region and integral manifold. Since ker( p;1 ) is always torsion-free, the sequence splits.
In dimension 0, I 0 is not injective, but taking reduced homology supplies the appropriate correction.
For the homology of pairs, we employ a di erent Mayer-Vietoris argument. Let The homology of the spatial integral manifold is given by H p (M(c)) = H p (H(c)) H p;2 (H(c) @ H(c)) : Proof. The two arguments are identical, so it su ces to describe the planar case. We will suppress all of the dependence on (c), and simply write m, etc.
Consider the exact sequences of the pairs (m @ m) and (h @ h).
Since admits the section s, is surjective. Since : @m ! @h is one-to-one, the resulting map on homology is an isomorphism. The homology groups so computed are given in Tables 1 a n d 2. 3. The Regularized Problem Belbruno 3, 4] showed that the Kepler problem in R n can be regularized and the regularized ow on an energy level E is equivalent to the geodesic ow on a manifold of constant curvature ;E. (Also see the survey 27]). His theorem extends the work of Conley and Moser 28] who showed that the Kepler problem with negative energy can be regularized and the regularized ow i s e q u i v alent to the geodesic ow on the unit tangent bundle of the n-sphere. The regularization is accomplished by the construction of a symplectomorphism which can also be used to remove the singularities of the restricted problem. We h a ve c hosen this approach to regularization over the many others since in this approach the planar and spatial problems are treated in a uni ed way.
Here we shall summarize the salient p o i n ts of this method. In our summary we h a ve c hange the order to simplify the presentation. We have taken the square root of the Hamiltonian and reversed the roles of x and y at the start of the discussion instead of at the end as in 3, 28]. The geodesic ow o n a n e m bedded manifold is such that the acceleration is normal to the manifold, so the geodesic ow on S n is de ned by the equation = :
Since this ow must satisfy j j 2 = = 1 we have by di erentiating twice that = ;j _ j 2 . This can bewritten as a Hamiltonian system with Hamiltonian j j 2 j j 2 =2 28], but we shall take the square root and consider the system with Hamiltonian G = j jj j This symplectomorphism can beused to de ne local coordinates about each primary of the restricted problem and thus regularize the singularities one at a time. The ow will no longer be the same as the ow de ned by G but a perturbation thereof.
Consider the restricted problem where one primary is at the origin, i.e., replace x 1 by ; 1 2 (1 ; ) 2 = j jj j ; + O(") where " = jxj. As in the Kepler problem the change of time d = dt shows that the ow of the restricted problem on H = ;h is a reparameterization of the ow on j jj j = + O(") which is a small perturbation of the geodesic ow on the -sphere bundle. Thus, the singularity o f t h e restricted problem has been regularized.
Performing the sequence of transformation used for the Kepler problem on the neighborhood fjxj " 2 jyj " ;1 g of the singularity yields a perturbation of the geodesic ow on a neighborhoodof the north pole. Thus, the regularization of this singularity can beviewed as excising this neighborhoodof the singularity and attaching the northern hemisphere of the unit tangent bundle of the sphere. Let us look closely at the operation of excising and attaching. Since the geometry is the same as that of the Kepler problem, we may rescale the variables so that = 1, h = 1=2.
We then rescale the dimensions by x ! " 2 x, y ! " ;1 y so that the neighborhood is of the form fjxj 1 is a neighborhoodof the north pole in T 1 S n . Thus, our de nition of regularization is excising two copies of B one about each singularity and attaching two copies of B y using the symplectomorphism. The details of the attaching map are important for our computations.
The symplectomorphism takes T = S n;1 S n;1 di eomorphically to T y . To understand the structure of the corresponding homology map , w e rst look at the symplectomorphism on the boundaries T and T y in the planar case when n = 2. We place angular coordinates on T by Each of these two-spheres generators have a great circle with the same name as a generator for the planar problem. These generators are oriented in manner consistent with the planar convention and usual mathematical practice. That is, as we traverse the great circle of the planar problem in the positive sense using the right hand rule the thumb will point in the direction of the positive third coordinate. By (6) the mapping on is 0 = x 1 1 = 0 2 = x 2 3 = x 3 , but coordinates on are 0 3 2 in that order, and so ! ; y .
To understand the mapping on observe that the choice of how the great circles of the planar problem sit in the spatial problem is arbitrary and that any consistent choice of the orientation of the circle will yield the same results for the planar problem. Any We will also need to understand the inclusion T y ! B y . That is, we need to determine the homology map H n;1 (T y ) ! H n;1 (B y ). Let ; sin( where I n;1 is the (n ; 1) (n ; 1) identity matrix. De ne F G: S n;1
G(q t) = cos( Thus, the singularity o f t h e restricted problem has been regularized.
Performing the sequence of transformation used for the Kepler problem on a neighborhood of the singularity yields a perturbation of the geodesic ow on a neighborhood of the y . Thus, the regularization of this singularity can beviewed as excising this neighborhood of the singularity and attaching a neighborhood of y in the -sphere bundle of the hyperboloid.
Let us look closely at the operation of excising and attaching. For purposes of discussing the geometry of the Kepler problem we may assume that = 1, h = 1=2 and rescale the dimensions so that the neighborhood is of the form fjxj 2 jyj 2 2g. Let P = f( In this case we are dealing with both Euclidian and Lorentzian geometry. is a unit vector in the Lorentz metric (< > = 1) whereas the vector v is a unit vector in Euclidian geometry and the matrices R 1 R 2 R 3 are orthogonal matrices. The positive scalar is the Euclidean norm of . Both and the rotations of v lie in the tangent plane of the hyperboloid and so given and y one can solve for y .
The symplectomorphism on T in these coordinates is Unlike the case of negative energy we cannot identify and y , since we are dealing with two geometries. Therefore we must consider the equation Thus, as makes one complete revolution so does y or ! y + y .
In the spatial case we t a k e generators of T and T y consistent with the de nitions given in the planar case. Let Therefore, ! ; y + y and the homology map : H 2 (T ) ! H 2 (T y ) is ;1 ;1 0 1 : That is, the homological results for positive energy are the same as those for negative energy: H n;1 (T ) ! H n;1 (T y ) and H n;1 (T y ) ! H n;1 (B y ) are given by ;1 (;1) n 0 1 and 1 1 respectively. The case of zero energy can be handled in the same way using the regularization in 4], or you can consider it as a small perturbation of the previous cases.
3.3. Construction of the Regularized Manifolds. We are now ready to construct the regularized manifolds r(c) and R(c). We describe in detail the construction for the spatial problem { the planar problem will simply bethe restriction to the appropriate planar sub- not. In all remaining cases, the Poincar e polynomial is divisible by ( 1 + t), and the quotient has positive coe cients. So, for m in all cases, for r in cases I -IV, and for R in cases III, IV, there is no homological obstruction to the existence of a global cross section. We next consider if the planar manifolds can serve as boundaries for cross sections to the spatial manifolds. Since the Euler characteristics of the planar and spatial restricted manifolds are never equal, m is never the boundary of a cross section to the ow of M. For the regularized problem, the results are more equivocal. In case I, the Euler characteristics of the planar and spatial manifolds are di erent, ruling out a cross section for R with boundary r. In all other cases, the Euler characteristics of the planar and spatial manifolds are both zero. In Case II,some of the ner structure of Theorem 5.1 can beused to rule out a cross section with boundary r.
Namely, if there were a section C with boundary r, then H 0 (C r) = 0. For, if not, then there must bea component C 0 to C which does not intersect r. As the image of C 0 under the ow is clearly connected and disjoint from r, there must be a component to R which is disjoint from r. But there is no such component, so H 0 (C r) = 0. Thus the Poincar e polynomial of any such pair (C r) m ust have constant term 0. On the other hand, P R (t) ; P r (t) = ;t + 2 t 2 + 3 t 3 = ( 1 + t)(;t + 3 t 2 ): The inequality ;tP C r (t) Q(t) w ould then require the constant term of P r (t) to be at least 1.
In the remaining cases III-VI, there is no homological obstruction. Indeed, in case VI, there is a very natural candidate for a cross section C. Both r and R have three components: one around each of the regularized singularities and one unbounded component. Each o f t h e bounded components of R is conjugate to the geodesic ow o n T 1 S 3 , with the corresponding component o f r conjugate to the geodesic ow o n T 1 S 2 . If T 1 S 2 = f( ) 2 T 1 S 3 j 3 = 0 3 = 0g, then let C = f( ) 2 T 1 S 3 j 3 = 0 3 0g. Then C is a cross section for the geodesic ow on T 1 S 3 , a n d has boundary T 1 S 2 .
On the unbounded component, let C u (c) = f(x y) 2 M u (c)jx 3 
