Abstract-Automated test generation has received a lot of attention in recent decades, because it is one possible solution to the problems inherent to software testing: the need to write tests in the first place and providing test coverage for the human factor. De facto the most promising technique to automatically generate a test is dynamic symbolic execution assisted by an automated constraint solver, e.g., an SMT solver. This process is very similar to bounded model checking, which also deals with generating models from source code, asserting logic properties in it, and processing the returned model. This paper describes a prototype unit test generator for C based on a working bounded model checker called Borealis and shows that these two techniques are very similar and can be easily imple mented using the same basic components. The prototype test generator has been evaluated on a num ber of examples and has shown good results in terms of test coverage and test excessiveness.
INTRODUCTION
The modern world is a software world. It is widely adopted in many areas of human life, including med ical instruments, space stations, and nuclear power plants. In this software world, the cost of a developer's error is very high.
The de facto way of automating quality assurance in the modern world is software testing, which has a number of problems. First, tests consume human resources, since it takes time both to write tests and sup port them. Another problem is the human factor, since it is widely accepted [21] that programmers tend to make the same (sometimes incorrect) assumptions about data in tests as they do when writing code in the first place.
One possible solution to these problems is automated test generation, which has been a rising topic of research in recent decades [9, 12, 22] . The most widespread approach to automated test generation at the moment is dynamic symbolic execution [26] , based on selection of input data by a logic engine (e.g., an SMT solver) to ensure the desired runtime behavior of tests. This technique is very similar to bounded model checking (BMC), albeit with a different purpose, because BMC focuses primarily on finding soft ware defects and violations of user supplied contracts. The combination of BMC and test generation in one tool seems quite natural: the targets of test generation and software verification complement each other rather well to ensure software quality. This paper is a continuation of our work to implement a fully working unit test generation tool for C based on a bounded model checker called Borealis [1] . We show that the modifications needed to adapt a completely working bounded model checker to the task of generating unit tests is minimal compared to implementing both tasks as separate tools. We evaluate the approach with a number of examples.
The paper is structured as follows. Section 1 gives a brief introduction to the topics of SMT, BMC, and test generation. Section 2 describes our approach in detail. Section 3 includes a number of our prototype tool implementation details. Evaluation of our work is given in Section 4. 1 The article was translated by the authors.
Using a Bounded Model Checker for Test Generation:
How to Kill Two Birds with One SMT Solver 1. BACKGROUND
Bounded Model Checking
Model checking is a well known approach to checking the correctness and safety violations of code during the compile time using exhaustive state space exploration. However, while model checking is par ticularly good for dealing with finite space systems, it can become very inefficient due to state space explo sion in larger programs. One way of dealing with this problem is BMC [7] , which limits the state space by analyzing program paths up to a given length, e.g., limiting loop iterations and recursive calls. The bounded model can be then converted to a formula in propositional logic and solved by a logic engine, usually an SMT solver that supports the needed theories.
BMC has been a very active area of research in recent years. A number of tools have been introduced based on this technique (the most widely known are CBMC [8] , SMT CBMC [2] , LLBMC [19] , and ESBMC [10] ) to detect software defects, code contract violations, and other possible code problems.
The tool we use for our implementation is the Borealis project [1] , which is based on the LLVM com piler infrastructure and the Z3 SMT solver. It is fully capable of dealing with programs written in C to detect software defects as well as code contract specification and checking. It provides two ways of speci fying code contracts: a comment based language of annotations similar to ACSL [3] and in code intrinsic calls.
Dynamic Symbolic Execution for Test Generation
Dynamic Symbolic Execution (DSE) [13, 24, 25] is a state of the art technique for generation of test data for white box unit testing of functions. The technique is based on exploring a path for a known func tion code by trying to deduce input data that leads to a different code path. Doing this efficiently is the key point of DSE.
DSE is an advanced technique originally sparked by feedback directed random testing [23] , which itself is based on random testing [14] as a way to overcome well known random data problems [5] . The test generation tools obtain the full knowledge about program code, thus becoming a white box testing tech nique. This information can be used to limit the possible state of inputs the tool can generate, thus limiting the complexity of test generation algorithms.
There are different approaches to generating the needed test data based on function code. One of these approaches (and, to the best of our knowledge, the most effective) is to turn the program into a logic for mula and possible paths to logical constraints that can be solved using a constraint solver (e.g., an SMT solver). This approach is frequently viewed as the use of model checking for test generation. Furthermore, the problems of using this technique to generate tests for C are the same (global mutable state, memory operations, loops, function calls) as those dealt with by BMC. This approach is the basis of Pex [25] , the de facto leading test generating tool.
We postulate that SMT based BMC and SMT based dynamic symbolic execution are essentially iden tical mechanisms that can be clearly implemented using the same basic components. There are only two differences: the way constraints are formed and the way the resulting model is used. BMC for defect detec tion/contract violation detection uses the contract/defect as a constraint, while DSE introduces path con straints based on how the control flow is structured. The resulting model in BMC for defect detec tion/contract violation is only used in control messages, while DSE needs the model to generate source code for the tests.
Generation of test oracles, another subgoal of test generation, cannot be done effectively by automatic tools and should be based on specification. These specifications are essentially identical to checked post conditions in BMC and can be reused from them in a transparent manner.
TURNING BMC TO TEST GENERATION
This paper focuses on the overall idea of implementing a unit test generation tool using a working BMC solution. More advanced techniques for generating data and asserting results are not covered due to not being implemented at the time.
Employing Code Contracts for Test Generation
Automated test generation experience can be greatly improved by providing means to specify intended limits on inputs (thus not generating test data in ranges the function is not supposed to handle) and outputs (thus providing basis to generate test oracles). These two concepts correspond very well to code contracts for functions in the form of preconditions (required data) and postconditions (ensured data). These spec ifications are widely used in BMC to specify the intended behaviour for code as well as in test driven devel opment [4] and design by contract [20] techniques.
Code annotations in form of preconditions, postconditions and assertions are very common among BMC tools. Most popular BMC benchmarks (e.g. NECLA [15] and SVCOMP [6] ) are mostly focused on checking code contracts rather than finding software defects. These annotations can be exploited to acquire contract information during test generation.
Test Generation Goal
In order to assess the test generation results, we use two basic parameters: test coverage and test exces siveness. The coverage measure is based on statement coverage rather than condition/path/branch cover age as a trade off between the best test quality and the number of tests. The best results could be achieved using path coverage as a measure, but that potentially leads to an explosion in the number of required tests (2 38 potential test cases for a function with 38 if statements). The statement coverage is good enough in most cases and can be achieved using the least (among other coverage types) number of test cases. The excessiveness measure is based on the fraction of tests in the suite that are redundant, i.e., that do not affect the coverage in any way and can be removed.
Let us consider a simple example of an annotated function in C:
The abs function is an example of the simplest possible (diamond shaped) control flow graph and can be fully covered by two test cases, e.g., a = {1, -1}. If a test generation tool generates three test cases, one of them is redundant and the overall excessiveness of the test suite will be 33%. If a test generation tool generates several test cases all of which are positive (e.g. a = {1, 2, 10042}), it only achieves 50% of state ment coverage. The goal of this work is to achieve a 100% statement coverage for arbitrary C programs while keeping excessiveness as low as possible.
Predicate Abstraction and Test Data
The BMC implementation we use in this work (see Section 3) is based on summarization of the pro gram state as sets of logic predicates. Each predicate is essentially a logical formula of one of two kinds: a path predicate or a state predicate. Path predicates are used to distinguish different paths of execution and directly correlate to conditional nodes in the control flow graph of the function. State predicates are built from all other types of program constructs that do not affect the control flow. A Predicate State is either a simple set of predicates, a sequence of states, or a choice of possible states divided by a path predicate con dition. Using this model, the program can be summarized as a single compound state that can be leveled down to logical formulas and, at the same time, avoid unnecessary duplication of these predicates. It also provides a simple way of mapping source code instructions to predicate states if the code is in the static single assignment (SSA) form.
Each formula inside a predicate is in first order logic using bit vector, uninterpreted function, and array theories. Predicates are context sensitive because of the need to model memory and global variables. The approach uses array theory to simulate memory (essentially generating a new SMT array for each new memory state); to turn a State into a single SMT expression, the predicates on this set of arrays need to be interpreted. Global variables are represented as special memory locations, and as such, they do not require any special treatment.
In order to ensure statement coverage, we need to create a set of SMT formulas, each one correspond ing to a point of execution after a conditional statement in the program. This boils down to constructing predicate states up from the function entry to each path predicate, thus forcing the SMT solver to generate a model that corresponds to a single path covering this statement. Note, however, that each path consti tutes several CFG nodes and is likely to cover several path predicates, thus leading to test excessiveness. If a predicate is impossible (that is, the solver returned an UNSAT result for the corresponding formula), it is considered dead code and cannot be covered by any test case.
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3. IMPLEMENTATION DETAILS Our prototype tool is based on the Borealis bounded model checker project [1] , which uses Clang [17] for code lexing and parsing, LLVM [18] infrastructure for code analysis, and Z3 [11] as the logic engine. The tool overview is shown in the figure.
Borealis operates the code via so called LLVM passes-interdependant elementary operations on intermediate representations, which are the basic building blocks of the LLVM framework. The test gen eration tool is implemented as two passes. The first pass invokes the Borealis model checker procedures to gather input data for each basic block of LLVM IR. The second pass is responsible for dumping tests to C code and inserting test oracles based on Borealis contract data. We are currently using CUnit [16] as the target test framework.
Extracting Input Data LLVM intermediate code representation (LLVM IR)
is structured in basic blocks-sequences of instructions that do not alter the control flow. Basic blocks are interconnected by branching instructions (always at the end of a basic block) and so called ϕ functions (always at the beginning of a basic block). Ensuring statement coverage effectively means asking Borealis for the state at the beginning of each basic block.
In order to reduce excessiveness, additional measures are provided. Basic blocks that are fall through (that is, that are always executed unconditionally) should be ignored unless the function consists of a sin gle block. Function entry blocks can be ignored as well, because they are executed every time a function is called. Another simple measure is to ignore similar data generated for different blocks.
Dealing with Complex Data Types
To generate test cases we need to associate the data set obtained from the SMT solver with the function arguments. For simple data types such as int, char, double, it is quite simple since in LLVM IR they are represented by corresponding types and the argument names are the same. Structures in LLVM IR can be represented in two ways: as a set of integral arguments with the same summary size as the structure, or as a pointer to the structure. So the results obtained from the SMT solver for structures are not very useful for generating tests. In our prototype, we unwrap structure arguments into separate arguments corre sponding to fields of the structure before generating tests. After extraction of the test cases, the fields are composed into the initial structure. This approach works for any depth nested structures and for fixed length arrays those are fields of a structure.
Generating Test Code
Each set of input data extracted by SMT solver is one test case. For each test case we generate one tested function call.
The function's pre conditions describe constraints for the function input parameters. These are added to the predicate states automatically by state building techniques and have no special handling for test generation. Postconditions are used to generate test oracles. They are specified in terms of input argu ments and return value (\result). The return value of the function is stored in a local variable. The post conditions are simplified and converted into comparison statements, which are inserted into unit tests as oracles.
A Makefile for compiling and running tests is also automatically generated.
User Test Oracle Support
If tested functions are annotated with postconditions, the postconditions are transformed into C source code with conditions that are checked by macro CU_ASSERT. If there are no postconditions, then we can generate tests that ensure operator coverage but do not check the correctness of the function results. In this case, we need user written code that would check correctness. However, if a user manually modifies the generated test source code, then all user modifications will be lost. Saving oracles added directly to a test by a user is quite difficult, since it forces one to perform complex analysis of existing tests, detect changed tests, and the control flow graph branches corresponding to these tests. It would also be necessary to add user oracles to each test case.
To solve these problems, our tool can generate a user provided oracle call. The stubs for these oracles are also generated. This oracle function is common for all test cases from the function suite. User oracles take as arguments all the function arguments and the function return value. If the oracle detects that the contract was satisfied. it should return "1," otherwise "0."
An autogenerated oracle stub looks as follows:
int absOracle (int a, unsigned int result ) { // Put your oracle code here. return 1; } The user oracle for the abs example is as follows:
int absOracle (int a, unsigned int result ) { if (a >= 0) return ( result == a); else return ( result == -a); } A call to the user provided oracle is performed after the call of the tested function. After regeneration of the tests, all the previously generated oracles are preserved and new stubs are added for new functions.
EVALUATION
An example of generated test cases for the abs function from Section 2.2 follows. Preconditions are sat isfied and postconditions are checked using CU_ASSERT. We have tested our prototype tool with a number of examples. The results are shown in the table. Note that these examples are synthetic. As one can see, we have a statement coverage of 100% for all cases. An excessiveness rate of 75% (the maximum value in the table) means that on average, we have approximately seven redundant test cases for ten nonredundant ones, which is not a bad result.
CONCLUSION
This work focuses on the development of a test generation method based on BMC. We have evaluated the developed prototype on a set of simple test programs and have shown that it provides satisfactory cov erage and excessiveness characteristics.
The current prototype does not support work with memory or intraprocedural effects that can happen during testing, and it ensures very simple excessiveness reduction algorithms.
In the future, we plan to overcome these limitations by introducing a memory structure reconstitution algorithm and further research on the topic of test minimization.
