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High-quality video is being increasingly delivered over Internet Protocol networks, which means that network
operators and service providers need methods to measure the quality of experience (QoE) of the video services. In
this paper, we propose a method to speed up the development of no-reference bitstream objective metrics for
estimating QoE. This method uses full-reference objective metrics, which makes the process significantly faster and
more convenient than using subjective tests. In this process, we have evaluated six publicly available full-reference
objective metrics in three different databases, the EPFL-PoliMI database, the HDTV database, and the Live Video
Wireless database, all containing transmission distortions in H.264 coded video. The objective metrics could be used
to speed up the development process of no-reference real-time video QoE monitoring methods that are receiving
great interest from the research community. We show statistically that the full-reference metric Video Quality Metric
(VQM) performs best considering all the databases. In the EPFL-PoliMI database, SPATIAL MOVIE performed best and
TEMPORAL MOVIE performed worst. When transmission distortions are evaluated, using the compressed video as
the reference provides greater accuracy than using the uncompressed original video as the reference, at least for
the studied metrics. Further, we use VQM to train a lightweight no-reference bitstream model, which uses the
packet loss rate and the interval between instantaneous decoder refresh frames, both easily accessible in a video
quality monitoring system.
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Streaming high-quality digital video over Internet Proto-
col (IP)-based networks is increasing in popularity both
among users and operators. Two examples of these ap-
plications are IPTV and Over The Top (OTT) Video [1].
IPTV systems are managed by one operator, from video
head-end to the user, and are based on ordinary broad-
cast television, using IP multicast. OTT Video is used to
describe the delivery of TV over the public Internet,
using unicast.
In order to ensure a high Quality of Experience (QoE),
the network operators and service providers need
methods to monitor the quality of the video services [2].
The monitoring and prediction should be performed in
real-time and in different parts of the network. Since* Correspondence: inigo.sedano@tecnalia.com
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in any medium, provided the original work is pusers' experienced quality is not easily understood and de-
pends on many aspects [3], subjective assessments involv-
ing a panel of observers constitutes the most accurate
method to measure the video QoE. However, in a moni-
toring situation, subjective assessments are very hard to
perform and therefore objective measurement methods
are desirable. Even for the development of these measure-
ment methods subjective data is usually required, which
may be cumbersome and time consuming to obtain when
developing real-time monitoring systems. Furthermore,
for subjective testing to be accurate, it requires careful
planning, preparation and involvement of a number of
viewers. This makes it costly to conduct.
Instead, objective metrics, which accurately characterize
the video quality and predict viewer quality of experience,
have evolved for some time now, but there is still a long
way to go before they, in general, can accurately predict
the results of subjective measurements [4]. The objectivean open access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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ence, and full reference [5]. Traditionally, in the full-
reference scenario, an original undistorted high-quality
video is compared to a degraded version of the same
video, for example, pixel by pixel or block based. Reduced-
reference methods require partial or parameterized infor-
mation about the original video sequence. No-reference
methods rely only on the degraded video. Here, we
generalize the concept of FR, RR, and NR by also includ-
ing packet header models, bitstream models, and hybrid
models together with the pure video-based models based
on the amount of reference information used by the
models, as suggested in Barkowsky et al. [6].
Objective video quality metrics are usually argued to
be useful because subjective quality assessment is expen-
sive and time consuming to perform. However, in the
development of the objective metrics, subjective data is
essential to train, optimize, and evaluate these metrics.
Therefore, it would be advantageous and shorten the de-
velopment time, if it was possible to use well performing
objective quality metrics in the development process of
new video quality metrics. The purpose of this paper is
to show a cost- and time-effective development strategy
for computationally efficient light weight no-reference
bitstream video quality metrics. Here, the scope of
model, meaning the area in which it is valid, is an add-
itional important parameter, for example, see [6]. This is
especially true for NR models where it is harder to de-
velop good performing models with broad scopes.
Therefore, by limiting the scope of a NR video quality
metric, it is possible to achieve high prediction perform-
ance using a limited number of parameters. The draw-
back is that the usage should be within the scope that it
was designed for. However, the strategy is then to re-
design the model using the same method again to tailor
it for the new application area. Specifically, the proposed
method is to first find a full-reference metric that per-
forms well for the types of distortions we are interestedFigure 1 Proposed methodology to develop no-reference models.in, and then we use this metric to develop a no-reference
metric. This could be summarized in a four step proced-
ure as shown in the Figure 1 in a bit more detail.
1. Definition of scope
2. Find FR model for the scope
3. Train NR mode using FR model
4. Evaluate the performance of NR model
To illustrate the methodology, we have selected a con-
crete example, where we perform all the necessary steps
for the procedure described above. This does not mean
that we claim that this is the first time FR models are
evaluated for packet loss, but to our knowledge, it has
not been done for this particular scope, i.e., packet loss
combined with coded reference. Still, it is presented for
illustrating the methodology. In case it is already known
which FR model that is best for a particular scope, then
this step can be omitted. There may also be better NR
models also for this scope, but it should be taken into
account the relatively high performance combined with
its simplicity of model and most importantly the low de-
velopment effort.
As an example in this paper, see Figure 2, we first evalu-
ate and select the best full-reference metric for transmis-
sion distortions in the case of compressed reference,
which is a very specific scope. Then, we create a training
database and we execute on it the selected full-reference
metric. Finally, we model and validate the no-reference
bitstream model. The created model will therefore be valid
only in the scope of evaluating only transmission distor-
tions. However, it can be redesigned following the same
procedure in order to take into account other types of dis-
tortions, such as compression distortions. Here, we show
the necessary steps in order to extend the model that we
present in this paper. It would be necessary first to find
the most suitable already existing objective metric to
measure compression distortions, create a new training
Figure 2 Proposed methodology to develop no-reference models considering packet loss.
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(model with compression and transmission distortions),
execute the selected full-reference metric for compression
distortions on the training database, and finally redesign
the model incorporating the compression dependent
parameters.
2. Background
Traditionally, video quality metrics make predictions on
computations on the video data itself. Nowadays, there
are emerging models also utilizing network information
either by itself, i.e., bitstream models or in combination
with the video data, i.e., hybrid models. A review of no-
reference video quality estimators can be found in [7].
Most of the objective metrics have been developed
and tested to estimate the perceived quality when the
video is only compression degraded, for example, see
[8,9]. However, video delivered over Internet will be de-
graded by transmission distortions, for example, packet
loss. Several studies have shown that even a low packet
loss rate can and most often will affect the video quality,
for example, see [10].
Also, for objective quality monitoring, there are two
other aspects of performance apart from predictionaccuracy that are important: computational requirements
and run time [11]. To be used in a real-time monitoring
and prediction system, the objective quality methods must
be lightweight and cannot require the original video refer-
ence [12,13]. Independent evaluations are scarce with the
notable exception of the work by the Video Quality Ex-
perts Group (VQEG) [14]. One of the problems a devel-
oper or a tester must face is the unavailability of video
databases, especially if they contain videos subject to
packet losses. Also, in real network deployments, the un-
compressed original sequence is usually not available.
Therefore, we believe that it is important to evaluate the
performance of the metrics when a compressed reference
is used instead. For example, the video quality degradation
introduced by a network node could be evaluated applying
a full-reference metric such as VQM comparing the com-
pressed reference that is available before the video enters
the network node and the degraded video due to transmis-
sion distortions that is available after the video exits the
network node.
The paper starts by describing the publicly available
video databases that have been used for the development
work. The details about the video sequences and how
they have been compressed and distorted are described.
Sedano et al. EURASIP Journal on Image and Video Processing 2014, 2014:4 Page 4 of 15
http://jivp.eurasipjournals.com/content/2014/1/4Also, the subjective tests that have been performed with
the aforementioned video sequences are described in
terms of number of viewers, viewing conditions, etc.
In the following section, the objective full-reference as-
sessment algorithms are reviewed, and the scenarios in
which they are used are outlined.
The following section contains the results of the evalu-
ation of the objective full-reference assessment algo-
rithms against the databases with subjective test data.
The means of evaluation are the Spearman Rank Order
Correlation Coefficient (SROCC), the Pearson correl-
ation coefficient, the Root Mean Square Error (RMSE),
and the Outlier Ratio (OR).
In the last section of the paper, we show how a no-
reference objective model can be developed by training
it against a full-reference objective metric. Naturally, we
choose the metric with the best performance, as evalu-
ated in the previous section.
3. Video databases
In the paper, we evaluate some full-reference objective
metrics against three different publicly available data-
bases with subjective quality ratings, based on H.264
coded videos that also contained transmission distor-
tions. The transmission in the databases was handled by
RTP over UDP (Real-time Transport Protocol over User
Datagram Protocol), and the distortions were in the form
of packet losses. This means that the work in this paper is
applicable to cases with these conditions, such as, e.g.,Table 1 Summary of conditions of all databases
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uncomIPTV cases. This is an extention of the study done in [15].
The databases considered are EPFL-PoliMI (Ecole Poly-
technique Fédérale de Lausanne and Politecnico di Milano)
video quality assessment database [16-18], an HDTV video
database made available by IRCCyN [19] and the LIVE
Wireless Video Quality Assessment database [20]. In
addition to the following descriptions, Table 1 summarizes
the parameters corresponding to the three databases.
3.1 EPFL-PoliMI video database
3.1.1 Description
The freely available EPFL-PoliMI (Ecole Polytechnique
Fédérale de Lausanne and Politecnico di Milano) video
quality assessment database [16-18] was specifically de-
signed for the evaluation of transmission distortions.
The database contains 78 video sequences at 4CIF
spatial resolution (704 × 576 pixels). The distorted videos
were created from five 10-s-long and one 8-s-long un-
compressed video sequences in planar I420 raw progres-
sive format [21].
The reference videos were lightly compressed to ensure
high video quality in the absence of packet losses. There-
fore, a fixed Quantization Parameter between 28 and 32
was selected for each sequence. The Quantization Param-
eter regulates how much spatial detail is saved. The se-
quences were encoded and decoded in H.264/AVC [22]
High Profile in the H.264/AVC reference software. B-
pictures and Context-adaptive binary arithmetic coding
(CABAC) were enabled for coding efficiency. Each framevideo database LIVE Wireless video database
5, 9 different source sequences
pressed and uncompressed formats
Total 170, 10 different source
sequences
1,080 768 × 480
10 s
essed (with high quality)
compressed
Compressed (with high quality)
P value 26 Reference video: Fixed QP value 18
Degraded videos: bitrates 500 kbps,
1 Mbps, 1.5 Mbps and 2 Mbps
es Reference video: 14 frames
Degraded videos: 96
interlaced) fps 30 fps
% (from 42% to 56% of the way),
rom 21% to 64% of the way),
rom 42% to 56% of the way).
PLR 0.5%, 2%, 5% and 17%
ailable H.264/AVC JM reference software
31
nce scores→ Z-scores (with outliers
on)→ re-scaling to range [0,5]→
both for compressed and
pressed reference
Difference scores→ DMOS→
re-scaling to range [0,5]
Figure 3 Scatter plot showing the correlation between the
DMOS values obtained in the EPFL lab and in the PoliMI lab.
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consists of a full row of macroblocks.
The compressed videos in the absence of packet losses
were used as the reference for the computation of the
DMOS (Differential Mean Opinion Score) values. Three
of the reference videos have a frame rate of 25 frames
per second (fps). This was accomplished by cropping
HD resolution video sequences down to 4CIF resolution
and reducing the frame rate from 50 to 25 fps. The other
three videos have a frame rate of 30 fps.
The transmission distortions were simulated at differ-
ent packet loss rates (PLR) (0.1%, 0.4%, 1%, 3%, 5%,
10%). The packet loss was generated using a two-state
Gilbert's model with an average burst length of three
packets and two different channel realizations were se-
lected for each PLR.
Forty naive subjects took part in the subjective tests.
The subjective evaluation was done using the ITU con-
tinuous scale in the range [0–5] [23]. Twenty-one sub-
jects participated in the evaluation at the PoliMI lab and
19 at the EPFL lab. More details about the subjective
evaluation can be found in [16-18].
3.1.2 Processing of subjective scores
Although the raw subjective scores were already proc-
essed in the EPFL-PoliMI database, we processed them
in a different way in order to merge the data from the
two labs.
A Student T test considering the overall mean and
standard deviation of the raw MOS individual scores of
each lab showed that at 95% confidence level the data
from the two labs were not significantly different, and
therefore, we decided that they could be merged. As an
additional verification, the DMOS and confidence inter-
val values (in this case after normalization, screening,
and re-scaling) were calculated for each content and dis-
tortion type and compared between the two labs, con-
firming that the data from the two labs were sufficiently
similar to be merged. Seventy-two PVS were checked
corresponding to six different packet loss rate, two dif-
ferent channel realizations for each PLR, for each of the
six source sequences. In the scatter plot in Figure 3, it
can be seen that the linear correlation between the
DMOS values obtained in the PoliMI lab and the EPFL
lab is high (0.986).
First of all, we calculated the difference scores by sub-
tracting the scores of the degraded videos to the score of
the reference videos. The difference scores for the refer-
ence videos were set to 0 and were removed. Accord-
ingly, a lower difference score indicates a higher quality.
Each subject may have used the rating scale differently
and with different offset. In order to account for this,
the Z-scores were computed for each subject separately
by means of the Matlab zscore function. The Z-scorestransform the original distribution to one in which the
mean becomes zero and the standard deviation becomes
one. Indeed, this normalization procedure reduces the
gain and offset between the subjects. Subsequently, the
outliers were detected according to the guidelines de-
scribed in ITU-T Rec 910 Annex 2 Section 2.3.1 [23]
and removed.
Next, the Z-scores were re-scaled to the range [0,5].
The Z-scores are assumed to be distributed as a stand-
ard Gaussian. Consequently, 99% of the scores will be in
the range [−3,3]. In our study, 100% of the scores were
placed in that range. All the data was in fact in the range
[−3,3] so no clipping was done. The re-scaling was per-
formed by linearly mapping the data range [−3,3] to the
range [0,5] using the following formula:
z′ ¼ 5: z þ 3ð Þ
6
Finally, the Difference Mean Opinion Score (DMOS)
of each video was computed as the mean of the re-
scaled Z-scores from the 36 subjects that remained after
rejection. Additionally, the confidence intervals were
also computed. The methodology for the processing of
the scores shown in this paper has been applied by many
authors. For example, see [24].
3.2 HDTV video database
The HDTV video database was made freely available by
Barkowsky et al. [19]. The video database contains nine
different source video sequences, and we selected three
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distortions. In [19], these are referred to as the Hypo-
thetical Reference Circuit (HRC) 5, 6, and 7. HRCs 5 to
7 are coded with high quality (QP26) and contain simu-
lated transmission errors, mainly blurriness and motion
artifacts. The errors were inserted in the middle of the
video sequence. In HRC 5, from 42% to 56% of the way
through the 14-s sequence's bitstream (before removing
the beginning and end of the sequence), 0.7% of packets
were randomly lost. HRC 6 contained 4.2% of packets
randomly lost from 21% to 64% of the way through the
bitsream. HRC 7 contained 4.2% of packets randomly
lost from 42% to 56% of the way through the bitstream.
The encoder always used two interlaced slice groups
of two macroblock lines. For error recovery, an intra
image was forced every 24 frames and the ratio of intra
macroblock refresh was 5%. The video resolution was
1,920 × 1,080 pixels at 59.94 fields-per-second in inter-
laced format. The sequences have a duration of 10 s. In
total, 24 naive observers viewed the content. The Abso-
lute Category Rating with Hidden Reference (ACR-HR)
conforming to ITU-T P.910 with a five-point rating scale
was used. The subjects viewed the content at a distance
of 1.5 m corresponding to three times the picture height.
More details about the subjective experiment can be
found in [19].
The processing of the subjective scores was performed
in the same way as for the EPFL-PoliMI video database.
The DMOS values were calculated both for the scenario
with compressed reference (QP26, HRC1) and with un-
compressed reference (HRC0). Two outliers were found
in the case of compressed reference and no outliers in
the case of uncompressed reference.
3.3 LIVE Wireless video database
Moorthy et al. [20] evaluated publicly available full-
reference video quality assessment algorithms on the LIVE
Wireless Video Quality Assessment database. The LIVE
Wireless video database contains ten source sequences,
each 10 s long at a rate of 30 frames per second. The
source videos are in RAW uncompressed progressive scan
YUV420 format with a resolution of 768 × 480. However,
the videos used as reference were already compressed with
high quality (average PSNR > 45 dB). For the reference se-
quences, the Quantization Parameter was set to 18 and
the I-frame period to 14. One-hundred sixty distorted vid-
eos were created (4 bitrates × 4 packet loss rates = 16 dis-
torted videos per reference sequence). The simulated
wireless transmission errors were inserted to the H.264
compressed videos, which were generated with the JM ref-
erence software (Version 13.1). The source videos were
encoded using different bitrates: 500 kbps, 1 Mbps, 1.5
Mbps, and 2 Mbps with three different slice groups and
an I-frame period of 96. The RD Optimization wasenabled, and the baseline profile was used for encoding
and hence did not include B-frames. The packet size was
set to between 100 and 300 bytes. The Flexible Macro-
block Ordering (FMO) mode was set as ‘dispersed’.
Packet loss rates of 0%, 5%, 2%, 5%, and 17% were simu-
lated using bit-error patterns captured from different real
or emulated mobile radio channels. The JM reference soft-
ware was used to decode the compressed video stream.
For the subjective test, the Single Stimulus Continuous
Quality Evaluation with hidden reference was used. A
total of thirty-one subjects participated in the study. The
difference scores were calculated by subtracting the
score that the subject assigned to the distorted sequence
to the score that the subject assigned to the reference se-
quence. One subject was rejected. The scores from the
remaining subjects were then averaged to form a Differ-
ential Mean Opinion Score (DMOS) for each sequence.
No Z-scores were used. Finally, we re-scaled the DMOS
values to the range [0–5]. More details on the subjective
study can be found on [20]. The LIVE Wireless video
database is no longer publicly available because of the
uniformity and simplicity of the content. However, we
use this database because our study involves various
video databases.
4. Objective assessment algorithms
The video quality metrics that were evaluated are the fol-
lowing well-known publicly available algorithms: Peak
Signal-to-Noise Ratio (PSNR) [4], Structural SIMilarity
(SSIM) index [25], Multi-scale SSIM (MS-SSIM) [26],
Video Quality Metric (VQM) [27], Visual Signal to Noise
Ratio (VSNR) [28], and MOtion-based Video Integrity
Evaluation (MOVIE) [29]. The performance of the object-
ive models is evaluated using the Spearman Rank Order
Correlation Coefficient, the Pearson Linear Correlation
Coefficient, the Root-Mean-Square Error (RMSE) and the
Outlier Ratio. A non-linear regression was done using a
monotonic function. The performance of the different
metrics was compared by means of a statistical signifi-
cance analysis based on the Pearson, RMSE, and Outlier
Ratio coefficients.
4.1 Scenarios
The typical full-reference scenario is shown in Figure 4.
The original uncompressed video is compared to the un-
compressed video that contains the compression and
transmission distortions.
In this paper, we also consider the scenario shown in
Figure 5 that corresponds to compressed reference. The
reference videos are lightly compressed to ensure high
video quality in the absence of packet losses. The references
are thus similar in quality to the uncompressed original.
Therefore, in the compressed reference scenario, the video
is first compressed before being used in the evaluation.
Figure 4 Full-reference scenario with original
uncompressed reference.
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compared to the decompressed video with compression
and transmission distortions.
4.2 Video quality algorithms
We have evaluated and compared several well-known
objective video quality algorithms using the videos andFigure 5 Full-reference scenario with compressed reference.subjective results in the three databases. The objective
algorithms are described below. The default values of
the metrics were used for all the metrics. No registration
problems, i.e., a misalignment between the reference and
degraded videos due to the loss of entire frames, oc-
curred in the dataset.4.2.1 Peak Signal-to-Noise Ratio
PSNR is computed using the mean of the MSE vector
(contains the Mean Square Error of each frame). The
MSE is computed per frame. The implementation used
is based on the ‘PSNR of YUV videos’ program (yuvpsnr.
m) by Dima Pröfrock available in the MATLAB Central
file repository [30]. Only the luminance values were
considered.4.2.2 Structural SIMilarity
SSIM [25] is computed for each frame. After that an
average value is produced. The implementation used is
an improved version of the original version [25] in which
the scale parameter of SSIM is estimated. The imple-
mentation, named ssim.m, can be downloaded in the
author's implementation home page [31]. Only the lumi-
nance values were considered.4.2.3 Multi-scale SSIM
MS-SSIM [26] is computed for each frame. Afterwards,
an average value is produced. The implementation used
was downloaded from the Laboratory for Image & Video
Engineering (LIVE) at the University Of Texas at Austin
[32]. Only the luminance values were considered.4.2.4 Video Quality Metric
For VQM, we used the software version 2.2 for Linux
that was downloaded from the author's implementation
home page [27]. We used the following parameters:
parsing type none, spatial, valid, gain and temporal cali-
bration automatic, temporal algorithm sequence, tem-
poral valid uncertainty false, alignment uncertainty 15,
calibration frequency 15, and video model general
model. The files were converted from planar 4:2:0 to the
format required by VQM (Big-YUV file format, 4:2:2)
using ffmpeg.4.2.5 Visual Signal-to-Noise Ratio
VSNR [28] is computed using the total signal and noise
values of the sequence. We modified the authors' imple-
mentation available at [33] to extract the signal and
noise values in order to sum them separately. Only the
luminance values were considered. The VSNR was ob-
tained dividing the total amount of signal by the total
amount of noise.
Table 2 EPFL-POLIMI video database
Pearson Spearman RMSE Outlier ratio
PSNR 0.958 0.961 0.219 0.625
SSIM 0.959 0.969 0.217 0.597
MS-SSIM 0.964 0.978 0.204 0.597
VSNR 0.974 0.973 0.173 0.472
VQM 0.961 0.960 0.210 0.541
MOVIE 0.965 0.962 0.202 0.625
SPATIAL MOVIE 0.981 0.978 0.148 0.458
TEMPORAL MOVIE 0.924 0.914 0.294 0.611
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MOVIE [29] includes three different versions: the Spatial
MOVIE index, the Temporal MOVIE index and the
MOVIE index. The MOVIE Index version 1.0 for Linux
was used and can be downloaded from [32]. The op-
tional parameters framestart, frameend, or frameint were
not used. Only EPFL-PoliMI was analyzed with MOVIE.
4.3 Statistical analysis
In order to test the performance of the objective algorithms,
we computed the Spearman Rank Order Correlation
Coefficient (SROCC), the Pearson correlation coefficient,
the RMSE, and the Outlier Ratio (OR) [34]. The Spearman
coefficient assesses how well the relationship between twoFigure 6 Scatter plot VQM for EPFL-PoliMI.variables can be described using a monotonic function.
The Pearson coefficient measures the linear relationship
between a model's performance and the subjective data.
The RMSE provides a measure of the prediction accuracy.
Finally, the consistency attribute of the objective metric is
evaluated by the Outlier Ratio.
The Pearson, RMSE, and Outlier Ratio were computed
after a non-linear regression. In the analysis of the
EPFL-PoliMI video database, the regression was per-
formed using a monotonic cubic polynomial function
with four parameters. The function is constrained to be
monotonic:
DMOSp ¼ a⋅x3 þ b⋅x2 þ c⋅xþ d:
In the above equation, the DMOSp is the predicted
value. The four parameters were obtained using the
MATLAB function ‘nlinfit’.
In the analysis of the other two databases, a monotonic
logistic function with four parameters was used instead:
DMOSp ¼ β1−β2
1þ exp − x−β3
β4j j
 þ β2
In each of the databases, we used the function provid-
ing the best fitting. The performance of the metrics is
compared by means of a statistical significance analysis
Table 3 HDTV video database compressed reference
Pearson Spearman RMSE Outlier ratio
PSNR 0.817 0.804 0.346 0.296
SSIM 0.871 0.856 0.295 0.370
MS-SSIM 0.891 0.884 0.273 0.296
VSNR 0.837 0.774 0.328 0.444
VQM 0.887 0.860 0.277 0.333
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5. Evaluation of full-reference objective metrics
In this section, we present the results of the statistical ana-
lysis. Also, in several figures, the scatter plots of the VQM
objective metric scores vs. DMOS for the different data-
bases are shown. We show the plots of the VQM objective
metric because the VQM metric performs very well in all
the video databases. The fitting function is also plotted.
5.1 EPFL-PoliMI
In Table 2, the values of the coefficients corresponding to
all the metrics for the EPFL-PoliMI video database are
shown. The meaning of each coefficient was explained in
the previous section. The values for the Pearson correl-
ation coefficient ranged from 0.92 (for TEMPORAL
MOVIE) to 0.98 (for SPATIAL MOVIE). The values forFigure 7 Scatter plot VQM for HDTV video database compressed refethe Spearman rank order correlation coefficient were con-
fined within 0.91 (TEMPORAL MOVIE) and 0.98
(SPATIAL MOVIE). Looking also at the RMSE, we can
see that the TEMPORAL MOVIE performed significantly
worse than the other methods. In general, the magnitude
of the coefficients was high and the differences between
them were small. The statistical significance analysis based
on Pearson and RMSE confirms that at 95% confidence
level MS-SSIM, VSNR, VQM, MOVIE, and SPATIAL
MOVIE performed better than TEMPORAL MOVIE, be-
ing SPATIAL MOVIE the best performing metric.
Further, in Figure 6, the scatter plot of VQM is shown
including the fitting function. The horizontal axis corre-
sponds to the values of the VQM metric. The vertical
axis corresponds to the DMOS values. A lower DMOS
means higher video quality. The fitting function is plot-
ted in circles (one circle per VQM value). In the scatter
plot, we can see that the correlation between VQM and
DMOS is not linear and that the correlation is very high.
5.2 HDTV video database
In Table 3, the values of the coefficients corresponding
to all the metrics for the HDTV video database when
the reference is lightly compressed can be observed. It
can be seen in the table that the values for the Pearson
correlation coefficient were distributed within 0.82 (for
PSNR) and 0.89 (for MS-SSIM). The values for therence.
Table 4 HDTV video database uncompressed reference
Pearson Spearman RMSE Outlier ratio
PSNR 0.661 0.600 0.422 0.555
SSIM 0.720 0.653 0.391 0.518
MS-SSIM 0.727 0.664 0.386 0.518
VSNR 0.629 0.511 0.438 0.592
VQM 0.840 0.782 0.305 0.370
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fined within 0.80 (for PSNR) and 0.88 (for MS-SSIM).
The general magnitude of the coefficients was high. The
statistical significance analysis based on Pearson and
RMSE shows that at 95% confidence level, there were no
significant differences between the studied metrics.
Further, in Figure 7, the scatter plot of VQM using
compressed reference is shown including the fitting
function. In the scatter plot, we can see that the correl-
ation between VQM and DMOS is not linear and that
the correlation is high.
In Table 4, the values of the coefficients corresponding
to all the metrics for the HDTV video database when the
reference is uncompressed are presented. The values for
the Pearson correlation coefficient ranged from 0.63 (for
VSNR) to 0.84 (for VQM). The values for the Spearman
rank order correlation coefficient had the lowest value at
0.51 (VSNR) and the highest at 0.78 (VQM). The generalFigure 8 Scatter plot VQM for HDTV video database uncompressed remagnitude of the coefficients was low. The statistical sig-
nificance analysis based on RMSE shows that at 95% con-
fidence level, VQM performed better than VSNR.
Further, in Figure 8, the scatter plot of VQM using un-
compressed reference is shown including the fitting
function. The correlation between VQM and DMOS is
high and not linear.
5.3 Live Wireless database
The coefficients corresponding to the LIVE Wireless data-
base are shown in Table 5. The values for the Pearson cor-
relation coefficient are distributed within 0.93 (for VSNR)
and 0.97 (for VQM). The values for the Spearman rank
order correlation coefficient are confined within 0.95
(VSNR) and 0.97 (VQM). The general magnitude of the co-
efficients is very high and the differences between them are
small. The statistical significance analysis based on Pearson
and RMSE shows that at 95% confidence level VQM per-
formed better than all the other metrics.
Further, in Figure 9, the scatter plot of VQM is shown
including the fitting function. In this case, the correl-
ation between VQM and DMOS is approximately linear
and very high.
5.4 Discussion
Our results show that VQM has a very good perform-
ance in all the databases, being the best metric amongference.
Table 5 Live Wireless video database
Pearson Spearman RMSE
PSNR 0.959 0.960 0.365
SSIM 0.954 0.954 0.386
MS-SSIM 0.96 0.963 0.364
VSNR 0.949 0.946 0.409
VQM 0.974 0.974 0.294
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reference) and in the LIVE Wireless video database. In
the EPFL-PoliMI video database, SPATIAL MOVIE per-
formed better than the other metrics. On the other
hand, the performance of TEMPORAL MOVIE was
lower than the other metrics, at least for the EPFL-
PoliMI video database.
The performance of MOVIE, SPATIAL MOVIE, and
TEMPORAL MOVIE was not evaluated in HDTV video
databases and in the LIVE Wireless video database because
the execution of the metric requires a very significant
amount of time (many days) in comparison with the other
metrics. This fact decreases the usability of these metrics
considerably. It may be argued that for development pur-
poses, it is less important, but with computation times of
several hours, this is a problem also for this usage.
In the results from the HDTV video database, we can
appreciate that the accuracy in the prediction can beFigure 9 Scatter plot VQM for LIVE Wireless.increased if the reference is compressed, compared to
the case where the reference is uncompressed.
6. No-reference bitstream model development
In this section, we demonstrate how the full-reference
objective metrics can be used to speed up the develop-
ment process of no-reference bitstream real-time video
QoE monitoring methods. In particular, we develop a
no-reference bitstream model using the VQM full-
reference metric, and we validate it using the subjective
databases EPFL-PoliMI and LIVE Wireless Video Qual-
ity Assessment database.
We present a lightweight no-reference bitstream
method that uses the packet loss rate and the interval
between instantaneous decoder refresh frames (IDR
frames) to estimate the video quality. IDR frames are
‘delimiters’ in the stream. After receiving an IDR frame,
frames prior to the IDR frame can no longer be used for
prediction. As well as this, IDR frames are also I-frames,
so they do not reference data from any other frame. This
means they can be used as seek points in a video. The
no-reference bitstream model was fitted using several
videos from the Consumer Digital Video Library (CDVL)
database [35] and the VQM metric. Then, it was vali-
dated with the video databases EPFL-PoliMI and LIVE
Wireless Video Quality Assessment database. The VQM
metric has been used to train the no-reference bitstream
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no compression distortions such as QP have been taken
into consideration because it has been shown that VQM
is very accurate when only transmission distortions are
considered using a compressed reference. The case
where VQM is used to measure a combination of com-
pression and transmission distortions (for example, dif-
ferent QP and packet loss rate with uncompressed
reference) is not evaluated in this paper.
6.1 Framework for model development
We selected the VQM metric to develop a no-reference
bitstream model because of the very good performance
shown in the previous section.
Six sequences with resolution 1,920 × 1,080 pixels were
downloaded from the Consumer Digital Video Library
(CDVL) database [35], with different characteristics. In
five of the videos, the final part was removed to generate
videos of a total length of 17 s at 30 fps. One of the se-
quences had a total length of 14 s at 25 fps. The SRC,
listed in Table 6, were selected to spread a large variety
of different content in Full-HD 1,920 × 1,080 format.Table 6 List of SRCs used in model development
SRC Thumbnail Description
1 Woman smoking and peo
contrast in the rock
2 Kayaking, scene changes,
3 Trees, leaves, short and nu
in most of the image, sce
4 Mountain with snow and
day, high brightness, scen
5 Global view of a city, build
rather static
6 Two people speaking in a
an electronic deviceThe videos were converted from YUV packed 4:2:2 to
YUV planar 4:2:0. The videos were compressed with the
Quantization Parameter set to 26, 32, 38 and 44. In
order to make sure the no-reference model is valid for
the different compression qualities the QP has been set
to 26, 32, 38 and 44. However the performance of VQM
in the case of compressed reference has been only tested
in the case of compressed reference of high quality,
which may not correspond to a QP value of 44. This
causes a small degree of uncertainty in the obtained re-
sults because the scenario in which the compressed ref-
erence has low quality remains to be verified. The
parameter keyint in the x264 encoder, corresponding to
the interval between IDR frames, was set to 12, 36, 60
and 84. The maximum slice size was set to 1400 bytes.
We consider that the keyint parameter is important
since the distortion due to a packet loss propagates until
the next IDR frame. Thus a higher value implies more
error propagation and lower video quality. Finally the
packet loss rate was set to 0.1%, 1%, 3%, 5%, and 10%. In
total, 6 × 4 × 4 × 5 = 480 distorted videos were evaluated
using the VQM metric.Name of the sequence in CDVL
ple on a street, high NTIA outdoor mall with tulips (3e)
fast moving water NTIA Red Kayak
merous movements
ne changes
NTIA Aspen Trees in Fall Color,
Slow Scene Cuts
moving fog in a sunny
e changes
NTIA Snow Mountain
ings, scene changes, NTIA Denver Skyscrapers
table and showing NTIA Front End (Part of a Longer Talk)
Figure 10 Framework for model development.
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random packet losses were inserted using a packet loss
simulator [37] and the videos were decoded with the
ffmpeg decoder. The ffmpeg decoder produces incom-
plete video files when random packet losses are inserted.
To be able to apply the VQM metric, the videos were re-
constructed so that they have the same length as the ori-
ginal. The reconstruction was done in two steps. First,
the frame numbers were inserted into the luminance in-
formation of the uncompressed original sequence. After
decoding the videos, the frame numbers were read and
used to identify the missing frames and reconstruct the
decoded video. The reconstruction method is explained
in detail in [38].
The framework is described in Figure 10. As it can be
seen in the figure, the VQM metric was applied (after
conversion to packed 4:2:2 format) between the com-
pressed reference (video compressed and uncompressed)
and the reconstructed video. We used the same version
of VQM than in the previous sections (described in Sec-
tion 4.2). The same parameters as in Section 4.2 were
used for VQM.
6.2 Model development
In this case, our objective was to develop a lightweight
model to predict the quality of the video as a function of
two parameters: packet loss rate in percentage, denoted
p, and interval between IDR frames in number of
frames, denoted I. The MATLAB function nlinfit was
used to calculate the coefficients of the following
equation:
VQM ¼ b0 þ b1⋅I3 þ b2⋅I2 þ b3⋅I þ b4⋅p3 þ b5⋅p2
þ b6⋅p:
With the non-linear fit, we obtained the following no-
reference bitstream model for the predicted quality,
f(I,p):
f I; pð Þ ¼ −0:16−0:0001⋅I2 þ 0:0064⋅I
þ 0:0003⋅p3−0:0092⋅p2 þ 0:1106⋅p:
The three-dimensional plot in Figure 11 shows the
VQM values as a function of packet loss rate and inter-
val between IDR frames together with the developed
model (surface).
6.3 Validation of the model
To validate the no-reference bitstream model, we ap-
plied the model to the EPFL-PoliMI and LIVE Wireless
Video Quality Assessment databases, and we calculated
the linear correlation coefficient with the subjective
values. The model was not checked on the HDTV data-
base because the HDTV database was done applying a
packet loss rate to a percentage of the way through thesequence. In order to apply our model, we expect a con-
stant packet loss rate along all the sequence. As the
interval between IDR frames is fixed in all the databases
used, we are only able to verify the part of the equation
related to the packet loss rate. For the EPFL-PoliMI, we
Figure 11 VQM as a function of packet loss rate and interval between IDR frames. The developed model is also plotted (surface).
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the LIVE Wireless Video Quality Assessment database,
we obtained a linear correlation coefficient of 0.903. We
believe that the model can be improved by adding new
parameters and improving the fitting function used. The
important fact is that these results validate the method-
ology followed in order to develop a no-reference bit-
stream model.
7. Conclusions
High-quality video streaming services over the Internet
are increasing in popularity, and as people start to pay
for the services, the quality must be guaranteed. There-
fore, video quality monitoring and prediction become
important in the development of Internet service man-
agement systems. Numerous objective assessment
methods have been proposed; however, independent
comparisons are scarce. Also, real-time monitoring re-
quires lightweight no-reference bitstream models that
perform accurately enough.
In this paper, we propose a strategy for developing
new no-reference objective video quality metrics by
using well performing full-reference video objective
quality metrics to reduce the development time. The
starting point is to define a relatively narrow scope. Find
a FR model to create a big training database by varying
the parameters that will be present. Train the NR model
on this database. The NR model can then be validated
using a smaller subjective test. In case there is a need for
the use of the model outside the scope, the strategy is to
retrain the model for the new scope.This strategy is illustrated on the scope of transmission
distortions in the case of compressed reference. As a first
step, we have evaluated six publicly available full-reference
metrics using three freely available video databases. The
main objective of the evaluation was to compare the per-
formance of the metrics when transmission distortions in
the form of packet loss were introduced. The results show
that VQM performs very well in all the video databases,
being the best metric among the studied in the HDTV
video database (uncompressed reference) and in the LIVE
Wireless video database. In the EPFL-PoliMI database,
SPATIAL MOVIE performed best and TEMPORAL
MOVIE performed worst. When transmission distortions
are evaluated, using the compressed video as the reference
provides greater accuracy than using the uncompressed
original video as the reference, at least for the studied
metrics.
We believe that the correlation values obtained would
be lower if registration problems occurred and different
error concealment strategies were applied.
Further, to demonstrate the suggested strategy of
model development, we present a no-reference bitstream
model trained and optimized using full-reference model
evaluation. The objective of the model is to accurately
enough predict the video quality when transmission dis-
tortions are introduced. We fit the model using videos
from the Consumer Digital Video Library (CDVL) data-
base and the VQM metric. Then, the model is validated
using the video databases EPFL-PoliMI and LIVE Wire-
less Video Quality Assessment database with reasonable
performance.
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