This paper describes an expecralion-maximjzation (EM) algorithm for wavelet-based image restoration (deconvoiutian). The observed image is assumed to be a convolved (e.g. blurred) and noisy version of the original image. Regularization is achieved by using a complexity penaltylprior in the wavelet domain, taking advantage of the well known sparsity of wavelet representations. The EM algorithm herein proposed combines the efficient image reprereniation offered by the discrete wavelet transform (DW with the diagonalization of the convolution operator in the discrete Fourier domain. The algorithm alternates between an FFT-based E-step and a DWT-based M-step, resulting in a very efficient iterative process requiring O(Nlog N ) operations per iteration (where N stands for the numper of pixels). The algorithm. which also m im a t s the noise variance. is called WAFER, standing for Wavelet and Fourier EM Restoration. The conditions for convergence of the proposed algorithm are also presented.
PROBLEM FORMULATION
image resmarion. or image ECOnslNCliOn, aims at recovering an original image x from a degraded (or imperfect) observed version y 111. The class of observation models herein considered is the standard "linear observarion plus Gaussian noise " expressed as y = Hx + n.
(1)
In Eq. (I). x and y are vectors of dimension N, and Nv. respectively. obtained by stacking the pixels of the corresponding images: H denotes the (linear) observation operator (i.e., a Nv x N, matrix). and n is a sample of a zero-mean Gaussian vector with covariance a21. In image deconvolurion problems. the abrervation operator models space-invarlant (periodic) convolutions in the original image domain. The corresponding matrix H is then square (with N . = Nu = N) block-clrcuiant and can be diagonalized by the 2D discrete Fourier transform (DF'T):
In the above equation. U is the matrix that represents the 2D discrete Fourier transform. (.)" denotes conjugate wanspose. and D is a diagonal mauix.
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U~) . (3)
This isalso known as a Wiener estimate 111. Since the matrix being Inverted in Eq. (3) is diagonal. the major computational cost is the O ( N l o g N ) corresponding to the FFTs U p and Uy and to the inverse FFTexpressed by the left multiplication by U".
Unfortunately. this FFT-based procedure only discriminates between signal and noise in the frequency domain. It is wellknown that realworld images are not well modelled by stationary Gaussian fields. A typical image x will not admit a sparse Fourier representation; the signal energy may not be concentrated in a small subspace. making it difficult to remove noise and preserve signal simultaneously.
WAVELET-BASED IMAGE RESTORATION

Introduction
In standard wavelet-based estimation. the image x is re-expressed in terms ofan orthogonal wavelet expansion. x = WO. where W is an orthogonal matrix representing the inverse DWT. The vector of coefficients 0 is typically sparse: a few large coefficients and many very small ones Liz]. As above, let us consider a MAP (or maximum penalized likelihood -MPL) criterion. expressed in terms of 0. that is. taking the likelihood function to be p(yl.9). With some penalty pen(0) emphasizing sparseness of the D W coefficients. the MPUMAP estimate is given by
The penalty function can be interpreted as minus the logarithm of some (sparseness-inducingl prior. pen(@) = -logp(0). or it can be a complexity-based penalty 1141. 1151.
When H = I, Le.. in simple denoising problems. waveletbased methods are extremely efficient (thanks to the fast DWT implementations) and achieve state-of-the-art performance 151. The excellent performance of wavelet-based denoising methods is due lo the adequacy of the underlying priorslmadels of real world imager. Wavelet-based approaches are known to be very effective also in image restoration problems. However. there is a major difficulty: unlike W alone. HW is not orthogonal. thus precluding efficient coefficient-wise demising rules. in general.
Previous Work
A framework for restoration approaches of the farm of Eq. An adaptation of the WV approach. based on wavelet-packets designed to match the frequency behavior of certain convolutions, was proposed in 191. This method was extended to a complex wavelet hidden Markov m e scheme in [E] . Although these methods are computationally fast. they are not applicable to mast convolutions and. moreover. choosing the (image) basis to conform to the operator is exactly what wavelet methods set out to avoid in the first place. The wavelet packets matched to the frequency behavior of the convolution operator may not match image structure as well as a conventional wavelet basis.
Other methods for more general deconvolution problems have been proposed. In 121, the approach is to adapt the linear filtering spatially, based on an edge detection test. The algorithm presented in [ 161 combines Fourier domain regularization with wavelet domain hesholding. Another interesting recent method is the one in [IO] . which is based on gradient descent. The methods of 18. 10. 16. 181 constitute the state-of-the-art.
T H E BEST O F BOTH WORLDS
The approach proposed in this paper, Is able to use the best of the wavelet and Fourier worlds in image decanvolutlon problems. The speed and convenience of the FFT-based Wiener filter. which is well matched to the observation model. and the efficacy of waveletbased image models.
An F@valent Model and the E M Algorithm
Let us write the observation model in Eq. (I) nl and n2 are independent zero-mean Gaussian noises with covariance matrices EL = I and x~ = 0'1 -a2HHT, respectively, and a is a positive parameter 161.
Clearly, if we had z = WO + a m . we would have a pure denoising problem with white noise. This observation is the key to our approach since it suggests treating z as missing dafa and using the EM algorithm (see. e.g., 1131) to estimate 8. The EM algorithm produces a sequence of estimates {8 , t = 0,1,2, .. .)
by alternatingly applying two steps: E-step: Computes the conditional expectation of the log-likelihood of the complete data (y, z ) , given y and the current estimate 8
The result is the so-called Q-function:
Q(8,Z")) E E [iogp(y,z18) I y,$*)] .
g(t+11 = argm8u { Q ( o , P ) -p e n ( e )~.
logp(yl5"+") -pen($+')) 2 logp(yl$')) -p e n ( P ) .
(7)
M-step: Updates the estimate according to
(8)
It is well known 1131, that the EM algorithm produces anondecreasing sequence of penalized likelihoods, that is.
Next. we derive the specific formulas for the E-step and the M-step leading to the proposed WAFER algorithm.
The E-Step: FFT-Based Estimation
The complete-data log-likelihood is p(y,zlO) = p(ylz)p(zl8). because, conditioned an z . y is independent of 8. Then, where
s') =E[zly,G(')] = ; i ( ' ) + p H T ( y -H ? ( ' ) ) . (IO)
Since computing ;it) simply Involves applications of the o p t o r H. which can he rapidly computed with the 2D FFT algorithm, the complexity of each E-Step is O(N log N).
M-Step: Wavelet-Bared Demoiring
In the M-step, the parameter estimate is updated as shown In Eq. I -338
Remarks
A very important feature of the WAFER algorithm is that any wavelet denoising procedure that can be interpreted as an MPL rule can be employed in the M-Step: e.g.. pen(0) could correspond to a hidden Markov tree model [3] .
The computational complexity of the M-Step is dominated by the DWT. usually O ( N ) for an orthogonal DWT. The camputational load of the E-step is dominated by the O (N log N ) cost of the FFT The cost of the complete algorithm is thus O (N log N ) .
The usual approach to reduce blocking artifacts caused by the orthogonal DWT consists in repiacing it by the undecimaredDWT (UDWTJ [I 11 . The consequence of this choice is that the M-step can no longer be implemented by a component-wise denoising rule (due to the non-orthogonality of the UDWT). However. it can be shown that if a component-wise denoising rule is stili used in the M-step. the corresponding procedure is a generaked EM (GEM) algorithm 1131. as long aspen() is convex (see [7] . for further details): GEM algorithms keep the monotonicity properties of EM. In the UDWT case. the cost of the M-step increases to O (N log N ) . keeping the global cost of the algorithm at O(N1og N).
EXTENSION: UNKNOWN NOISE VARIANCE
Up to this paint, we have assumed that the noise variance a' is known. The proposed algorithm can be modified lo estimate 2 by simply inserting an additional step in which the noise variance estimate is updated based on the current estimate ofthe m e image
% ( t ) I Wa(t). This noise variance update step is
The resulting scheme is not an EM algorithm. but it is also guaranteed not to decrease the penalized likelihood function. Let us denote the penalized log-likelihood being maximized as ) 2 C(0 , a z ). In conclusion, since both steps are guaranteed not to decrease the penalized loglikelihood function, so is their combination.
CONVERGENCE OF WAFER ALGORITHM
Being an instance of GEM (EM is just a particular case of GEM) each iteration of the WAFER algorithm produces an image with a penalized likelihood value no smaller than the previous image. Under certain conditions. a GEM algorithm is guaranteed to converge lo a global maximum of the penalized likelihood criterion.
If the objective function is convex. but not strictly so. then all stationary points are global maxima. and the sequence of penalized log likelihood values converges to the global maximum. Hawever. since there may be many global maxima, the algorithm may not converge to a fixed image. If it does converge to a fixed image (this limit could depend on the initialization). then that image maximizes the penalized likelihood.
The WAFER algorithm converges to the (unique) globally optimal solution if either of the following conditions are met:
a) H and W are invertible and the penalty function is convex b) The penalty function is smctly convex (e.g.. the modified
The following modification of the Laplacian prior yields a strictly convex penalty function and a threshold rule nearly the same as the soft-threshold. except that it is differentiable at all points. Instead ofthe 11 penalty 7181, consider (e.g.. soft-threshold).
sofl-threshold penalty, described below).
far some small number P. Notice that as 0 -+ 0, this penalty tends to the 11. However. for every 0 > 0 this penalty is strictly concave.
Finally. recall the that WAFER algorithm coupled with the adaptive update of the noise variance, given by eq. (13). produces a non-decreasing sequence of penalized likelihood values (with the noise variance a' treated as an unknown parameter to be inferred jointly with 0). However, the corresponding likelihood function is non-concave and convergence is not guaranteed in this case.
EXPERIMENTAL RESULTS
In all the experiments. we adopt the UDWT with Haar wavelets. Parameter a does not affect the monotonicity pmpenies of the EM algorithm: however. since the penalized log-likelihood being minimized is not strictly convex. it may affect the local maximum to which the algorithm converges. In all the experiments reported, we use a(t) = 1 . 9~~ is the current noise variance estimate: we found experimentally that this is a good generalpurpose choice. The algorithm is initialized with a Wiener estimate. as given by (3) . In the M-step, we use the demising rule that we have proposed in [SI: this rule is fixed (has no free parameters) and yields excellent denoising performance.
First we adapt the experimental condition of 181. The oint spread function of the blur operator is hij = (1 + i2 + j4-', for i , j = -7, ..., 7. Noise variances considered are a ' = 2 and a' = 8. Fig. I shows the original "cameraman" image, together with the observed and restored versions. The SNR improvements obtained by our method are 7.43dB and 5.32dB. for a ' = 2 and a2 = 8. respectively. versus 6.75dB and 4.85dB reported in 181.
In the last example. we consider the setup of 1161: 9 x 9 uniform blur. and noise variance such that the SNR of the noisy image, with respect to the blurred image (BSNR), is 40dB. Fig. 2 shows the observed and restored versions for this example. The improvement in SNR achieved by our method is 7.57dB. better than the 7.30dB and 6.7dB reported in [I61 and IZ]. respectively.
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CONCLUSIONS
We have proposed an EM algorithm for image deconvoiution that alternates between Fourier domain filtering and wavelet domain Wiener-like filter and a wavelet-based denolslng rule.
