Abstract. This paper introduces a novel approach for modeling a set of directed, binary networks in the context of cognitive social structures (CSSs) data. We rely on a generalized linear model that incorporates a bilinear structure to model transitivity effects within networks, and a hierarchical specification on the bilinear effects to borrow information across networks. The model is designed to allow for a formal evaluation of the agreement across actors' perception of their social roles, and to obtain a consensus representation of the social network that accounts for differential cognitive abilities across actors. Our experiments show that the capabilities of our model are indeed comparable with or even better than other models for CSS data reported in the literature.
Introduction
Cognitive social structures (CSSs), also called triadic data in the social networks literature, naturally arise in diverse disciplines such as sociology, psychology, and organizational economics. Roughly speaking, a CSS is defined by a set of cognitive judgments that subjects form about the relationships among actors (themselves as well as others) who are embedded in a common environment. Hence, each subject reports a full description of the social network structure, resulting in a set of I sociomatrices Y 1 , . . . , Y I , each with I actors, where Y j = [y i,i ,j ]. In this notation, i = 1, . . . , I identifies the "sender" of the relation, i = 1, . . . , I identifies the "receiver" of the relation, and j = 1, . . . , I identifies the "perceiver" of the relation from i to i (notice that y i,i ,j = y i ,i,j for symmetric relations).
CSSs provide rich data that allow researchers to understand the patterns of social interactions as cognitively represented by each actor in the network. For instance, CSSs allow researchers to investigate the ability of social actors to precisely recognize the social network in which they are embedded, as well as the impact of such an ability on their success (Brands, 2013) . It is widely assumed that actors who are skillful at understanding the relationships around them are better prepared to, for example, adjust their behavior according to the demands of a particular situation. The focus of this work is on developing statistical methods that allow us to identify such "highly adept" individuals.
The use of cognitive reports in the context of social network research goes back to Newcomb (1961) and Sampson (1968) , but it was Krackhardt (1987) 
where δ 0 is a fixed (but arbitrary!) threshold taking values from 0 to 1. This reduction is typically inappropriate because reducing the whole structure into one single network results in a considerable loss of useful information. Krackhardt's seminal work has been extended by numerous authors. Kumbasar et al. (1994) and Kumbasar (1996) went beyond Krackhardt's aggregations and employ multi-dimensional scaling and correspondence analysis to study the structure of triadic data. Subsequently, once again along the lines of data reduction schemes, Batchelder et al. (1997) proposed a model for aggregating separate reports into a single consensus network, allowing estimates of actor accuracy to be obtained along the process. Unfortunately, this model is quite restrictive and inference procedures are not straightforward. Later, Bond et al. (1997 Bond et al. ( , 2000 extended the social relations model of Kenny (1994) to analyze multivariate triadic relations; the later extension was the first attempt to incorporate covariances between measurements on different types of relations on the same pair of actors. In a series of technical reports in the early 2000s, Koskinen innovated the field of CSSs by introducing fully Bayesian approaches. Firstly, Koskinen (2002b) extended Batchelder's model in a Bayesian context treating the underling "true" network as a latent variable (and therefore part of the parameter space). Then, Koskinen (2002a) implemented a modified version of the previous model aiming to correlate bias on cognitive judgements with exogenous attributes of the perceivers. Finally, Koskinen (2004) proposed an inference scheme where reference priors were used in order to allow some degree of automation in the model selection. In a similar spirit, Butts (2003) proposed a family of hierarchical Bayesian models which allows for simultaneous inference of informant accuracy and the underlying social structure in the presence of measurement error. More recently, Rodriguez (2015) developed a novel class of stochastic block models for CSS data by constructing a joint prior on the community structure of all networks using fragmentation and coagulation processes. Concurrently, Swartz et al. (2015) , extending Bond's model, proposed a fully Bayesian logistic ANOVA model for triadic data. Their strategy uses a convenient parametrization that makes assessments of cognitive agreement among actors possible. Pattison (1994) and Brands (2013) provide excellent reviews of the early and modern literature on CSSs.
In this manuscript we introduce a random-effects model for triadic data that builds upon the latent space approach of Hoff (2005) and Hoff (2009) . Our goals in building the model are two-fold. First, we aim at developing hypotheses tests that allow us to formally assess the level of agreement between an actor's perception of their own position in a social environment and that of other actors embedded int he same social network. Second, we are interested in estimating a consensus network that summarizes the cognitive assessments of all reporters in the network by differentially weighting the information according to the level of cognitive agreement among actors. These goals are accomplished though a hierarchical Bayesian model that incorporates a mixture prior. This mixture prior enables the computation of posterior probabilities that assess whether the perception of an individual about its own position in social space agrees with the judgments of other actors. These posterior probabilities in turn play a key role in the estimation of the consensus network, providing the desired differential weighting.
Historically, there have been two leading approaches to the analysis of CSS data, namely, the essentialist ("classical") and the relativist ("cognitivist") perspectives. Essentialists conveniently define a "real" network structure (known as criterion network, and usually constructed based on behaviors described by an external observer), and then study the discrepancies between actors' reports and this "truth" (Bond et al., 1997; Koskinen, 2002a,b; Butts, 2003; Koskinen, 2004; Kilduff et al., 2008) . On the other hand, in the absence of an external truth, relativists compare actors' cognitive reconstructions of an underlying network with each other. Under the relativist approach, ties that actors perceive are considered to be more informative than ties reported by a third-party, external observer because people act upon what they consider real in their minds. Thus, differences between the perceptions of one individual and the perceptions of other actors represent the theoretical and empirical question of interest (Krackhardt, 1987) . The debate between the relative utility of essentialist and relativist approaches is far from settled and we do not attempt to take a position on it. Nonetheless, it is worthwhile noting that the model we describe here is a hybrid that shares features of both approaches. Like relativists approaches, our model relies exclusively in cognitive reports from actors embedded in the network, and our focus is on assessing "agreement" rather than "accuracy" (which requires the definition or an external "gold standard"). On the other hand, like essentialist approaches, our model implicitly assumes the existence of a consensus network. This consensus network, which serves to summarize the information contained in the cognitive data, could be interpreted as a representation of the "true" underlying relationship.
The remainder of the paper is organized as follows: Section 2 motivates our methodological developments using a CSS associated with 33 employees of a firm involved in maintenance of information systems originally presented in Krackhardt (1990) . Section 3, introduces our model and discusses some of its properties. Section 4 discusses our approach to computation, including selection of the dimension of the social space and parameter identifiability. Section 5 revisits the Krackhardt's dataset introduced in Section 2 and presents analyzes based on our proposed model, as well as two competitors previously discussed in the literature. Section 6 presents an analysis of a second CSS dataset reported by Krackhardt (1987) that includes nodal attributes. Finally, some concluding remarks and directions for future work are provided in Section 7.
Krackhardt's 1990 dataset
To motivate our modeling approach, we consider an "advice" CSS reported by Krackhardt (1990) . This CSS involves 33 employees in a small firm involved in maintenance of information systems. Using Krackhardt's (1987) methodology, each actor in the network was asked to fill out a questionnaire answering the following question: "Who would this person go to for help or advice at work?" That is, if a specific person had a question or ran into a problem at work, who would he/she likely go to to ask for advice or help?. All 33 respondents completed the questionnaire, each answering the same question about himself/herself and all the others employees. Hence, this advice dataset constitutes a complete CSS composed of I = 33 directed, binary networks Y 1 , . . . , Y 33 , each one of size 33 × 33 in which y i,i ,j = 1 if Actor j informs that Actor i is likely to go for advice to Actor i , and y i,i ,j = 0 otherwise. No nodal or link covariates are available for this dataset. Figure 1 presents the ties reported by three employees (which in our notation correspond to Y 8 , Y 13 and Y 19 ), along with the consensus network obtained by using (1) with δ 0 = 0.5 (i.e., a link is retained if only if at least 50% of the actors agree on it). There is wide variability among the networks reported by the informers, and homophily effects are clear. The number of links ranges from 27 (Actor 13) to 430 (Actor 12); while Actors 4, 8, 13, and 29 at most report 46 links each, 18 employees inform more than 100 ties each. Interestingly, Actor 11, who only perceives 94 connections, is the only employee that reports never seeking advice from others. Similarly, Actors 1, 4, 13, 29, 30, and 32 report that no co-worker goes to them for guidance. Figure 2 illustrates the differences between the self-perception of each actor and the perception that others have of him/her by comparing the normalized out-degree d
of a given actor when he/she is the perceiver against the distribution of the normalized in-and out-degrees when the perceiver is any other subject in the network d 
. Note that many executives tend to overestimate their connectivity (when compared to both the median perception of other actors and their connectivity in the consensus network), with the effect being particularly extreme for Actors 8, 12, 21, 22, and 23 . This observation agrees with the well-known propensity of individuals to take a highly egocentric view of their surroundings and overestimate their own "prestige", which results in systematic bias in their perceptions (Brands, 2013) . Similar discrepancies can be observed for other descriptive measures such as clustering coefficient or assortativity index (plots not shown). The results in Figure 2 also highlight some of the issues with using consensus networks as tools for capturing the "true" underlying social structure. Indeed, note that both the in-and out-degree for each node under the consensus network tends to be lower than the corresponding median degree, which suggests that the consensus network underestimates the connectivity of the actors. Such a phenomenon is particularly evident for Actors 7, 15, and 25. Hoff (2005 Hoff ( , 2009 ) proposes a bilinear latent space model for binary, directed networks Y = [y i,i ]. The model assumes that observations are conditionally independent Bernoulli draws, y i,i | θ i,i ∼ Ber (θ i,i ), i, i = 1, . . . , I, i = i, and then proceeds to structure the interaction probabilities as
A latent space model for CSSs data
, where Φ(·) denotes the cumulative distribution function of the standard Gaussian distribution. In addition to a global intercept, the p-dimensional vector of predictors x i,i incorporates known attributes associated with each pair of actors that might explain transitivity effects in the network. On the other hand, the bilinear term u T i v i is used to account for residual transitivity effects not explained by the known attributes. The unknown vectors u 1 , . . . , u I and v 1 , . . . , v I can be interpreted as the positions of each actor in "sender" and "receiver" K-dimensional social spaces, respectively. The model is completed by setting (usually mutually independent) priors on the unknown vector of regression coefficients β and the unknown latent features u 1 , . . . , u I and v 1 , . . . , v I .
We are interested in extending this model into a multi-network setting that accommodates the particular features associated with CSS data. As in Hoff (2005 Hoff ( , 2009 ), we still assume that observations are conditionally independent, y i,i ,j | θ i,i ,j ∼ Ber (θ i,i ,j ), and construct a hierarchical prior for the array of interaction probabilities [θ i,i ,j ]. To do so, we let
where the additional index j makes explicit the reference to perceiver j. If mutually independent priors were assigned for each perceiver j, then this formulation would be equivalent to fitting the one-network model we described above independently for each informant. Instead, we consider a hierarchical prior for the latent space positions that distinguishes between two cases. For values of j = i (i.e., for the latent positions of actor i as perceived by all actors except him/herself) we assign conditionally independent Gaussian priors
where I K denotes the K × K identity matrix. The means η i and ζ i can be interpreted as the consensus positions in the sender and receiver spaces for each actor in the network. By placing priors on these consensus means we can capture similarities among the observed networks and borrow information across them. On the other hand, for j = i we model the latent positions using two-component mixtures of the form
Note that if γ i = 1 (ξ i = 1) then the self-perception of Actor i's position in the sender (receiver) social space is drawn from the same general distribution as the perception of other actors about him/her. On the other hand, if γ i = 0 (ξ i = 0) then the perception that Actor i has its own position in sender (receiver) social space, which differs from that of the other actors. We treat γ 1 , . . . , γ I and ξ 1 , . . . , ξ I as unknown quantities and assign them common priors γ i | ψ ∼ Ber(ψ) and ξ i | ψ ∼ Ber(ψ), with ψ ∼ Beta(c, d). Inferences on these two sets of parameters allow us to make statements about the level of cognitive agreement between actor's self-perception and that of the rest of the actors. Furthermore, by learning γ 1 , . . . , γ I and ξ 1 , . . . , ξ I jointly from the data, the estimates of the consensus positions η i and ζ i differentially weight an actor's self-perception and the opinions of other actors in the network. For example, for actors for which Pr(γ i = 0 | Y) is very low, the model will heavily down-weight an actor's self perception in the estimates of η i .
The model is completed by specifying priors on the remaining model parameters. When covariates are available, the corresponding regression coefficients are assigned a hierarchical prior,
On the other hand, the consensus positions are assigned independent priors
where κ 2 η = κ 2 ζ = κ 2 are fixed to ensure identifiability. Aldous (1985) extended De Finetti's notions of exchangeability to two dimensional arrays by introducing the concepts of separate exchangeability (when the joint distribution of a twodimensional array of random variables is invariant to independent arbitrary permutations of rows and columns) and joint exchangeability (when the distribution is invariant only if the same arbitrary permutation is applied to both rows and columns). Note that joint exchangeability implies separate exchangeability, but not viceversa. These notions can be easily extended to higher dimensional arrays, for example, by considering every possible pair of dimensions.
Exchangeability properties
In the context of CSS data, let π 1 , π 2 and π 3 be three permutations of the integers {1, . . . , I}. Under a version of our latent factor model in which no covariates are included, i.e., one where β j ≡ β j , x i,i ≡ 1 for all i and i , and ν ≡ ν, the joint marginal distribution of the observations {y i,i ,j } is the same as the distribution of {y π1(i),π2(i ),π3(j) } only if π 1 = π 2 = π 3 . In other words, our model defines a fully jointly exchangeable probability distribution for triadic data. Full joint exchangeability (rather than a weaker form of exchangeability) is particularly attractive in this setting because all indexes i, i and j refer to the same set of actors.
Hyperparameter elicitation Careful elicitation of the hyperparameters
and b κ is key to ensure appropriate model performance. As is customary in the model selection literature (e.g., see Scott and Berger, 2010) , we set c = d = 1, which implies an uniform prior on the number of actors that exhibit idiosyncratic self-perceptions. On the other hand, for the priors on the variance parameters, we set a σ = a τ = b κ = 2, which leads to a proper prior with finite mean but infinite variance. Furthermore, because of the symmetry of the model, it appears reasonable to set b σ = b τ = b. We then jointly choose values of b, ω 2 and b ς in a careful manner to ensure that
is (roughly) constant as a function of the dimension of the latent spaces. We impose this constraint so that we can appropriately contrast models constructed with different values of K.
To accomplish this goal, assume that the covariates have been standardized and that we are looking at a (hypothetical) pair of actors for which the level of all covariates (except that associated with the intercept) is zero. Note that, for such an actor and moderate to large values of K, the linear predictor in (2) is approximately distributed a priori as a Gaussian distribution with (marginal) mean
and (marginal) variance
Hence, setting ω 2 + b ς + K κ 2 + b 2 = 1 in our probit model leads to a prior for the interaction probabilities that is close to the uniform. To select the values of the hyperparameters, we split the prior variance of the linear predictor equally among all terms, leading to ω 1/4 and κ Figure 3 presents histograms of 100,000 independent realizations from the induced marginal prior on θ i,i ,j for K = 3 and K = 6; both are very similar (both are somewhat "trimodal", with modes at θ i,i ,j = 0, θ i,i ,j = 1/2 and θ i,i ,j = 1), but for K = 6 the distribution is, as we would expect, slightly less peaked at θ i,i ,j = 1/2.
We note that, while keeping the variance of the linear predictor constant is, in our experience, critical for good dimension selection performance, the specific value of 1 that we have chose to use as a default is not. In particular, if prior information was available on the baseline probability of a link (for example, through prior information on the density of the networks), the mean and the variance of θ i,i ,j could be tuned to reflect that prior information by slightly modifying the elicitation process we just described.
Computation
For a given K the posterior distribution of the parameters can be explored using Markov chain Monte Carlo (MCMC) algorithms in which the posterior distribution is approximated using dependent but approximately identically distributed samples Υ
(1) , . . . , Υ (S) , where
Point and interval estimates can be approximated from the empirical distributions. To facilitate computation we follow Albert and Chib (1993) and introduce independent auxiliary variables
Marginalizing over the z i,i ,j leads to our original Bernoulli likelihood with interaction probability given by (2). After introducing these latent variables, all full conditional distributions reduce to standard families, greatly simplifying computation. Details of the MCMC algorithm can be seen in the Supplementary Materials.
Identifiability
Bilinear models are invariant to rotations and reflections of the social space. Indeed, for any K × K orthogonal matrix Q, the likelihood associated with the reparametrizationũ i,j = Qu i,j , v i,j = Qv i,j ,η i = Qη i andζ i = Qζ i is independent of Q. Although this identifiability issue does not affect our ability to make inferences on γ 1 , . . . , γ I , ξ 1 , . . . , ξ I or the interaction probabilities θ i,i ,j , it does hinder us when trying to provide posterior estimates of the latent positions. We address this invariance issue using a parameter expansion approach similar to that described in Hoff (2005) . In particular, we address the identifiability issues through a postprocessing step in which posterior samples are rotated/reflected to a shared coordinate system. For each sample Υ (s) , an orthogonal transformation matrix Q (s) is obtained by minimizing the Procrustes distance,
where S K denotes the set of K ×K orthogonal matrices and W (s) is the 2I ×K matrix whose first I rows correspond to the transposes of η 
Selection of the latent dimension K
The choice K = 2 is popular in the network literature. Indeed, setting K = 2 simplifies visualization and interpretation, and is therefore particularly useful when the main goal of the analysis is to provide a description of the social relationships. However, our model focuses on testing structural hypotheses associated with the cognitive data, and the value of K can potentially play a critical role in the results. Hence, we investigate some methodologies for selecting the dimension of the social space. The network literature has largely focused on the Bayesian Information Criteria (BIC) (e.g., see Hoff, 2005 , Handcock et al., 2007 and Airoldi et al., 2009 as a tool for model selection. However, BIC is inappropriate for hierarchical models since the hierarchical structure implies that the effective number of parameters will typically be lower than the actual number of parameters in the likelihood. An alternative to BIC that addresses this issue is the Deviance Information Criterion (DIC) (Spiegelhalter et al., 2002; Gelman et al., 2014b; Spiegelhalter et al., 2014) ,
whereΥ K denotes the posterior mean of model parameters assuming that the dimension of the social space is K, and the penalty term p DIC on the model complexity is given by
An alternative to DIC is the Watanabe-Akaike Information Criterion (WAIC) (Watanabe, 2010 (Watanabe, , 2013 Gelman et al., 2014b) ,
where the complexity penalty is given by
Note that in the previous expressions all expectations, which are computed with respect to the posterior distribution, can be approximated by averaging over MCMC samples.
Krackhardt's (1990) dataset revisited
In this section we analyze the Krackhardt's data introduced in Section 2 using our model from Section 3 with β j ≡ β j , for all j, x i,i ≡ 1 for all i and i , and ν ≡ ν (referred to as LATENT for short), as well as the Bayesian models introduced in Butts (2003) and Swartz et al. (2015) (BUTTS and SWARTZ for short, respectively, see Section 1). BUTTS is a Bernoulli mixture model that focuses on estimating rates of erroneous reports by each actor with respect to an underlying but unknown "real" network. Hence, similarly to our model, BUTTS directly provides an estimate of a "consensus" network. However, BUTTS was not created to directly assess agreement between self-perception and that of the rest of group. On the other hand, SWARTZ is a logistic ANOVA model that includes all first and second order interactions among perceiver, sender and receiver levels. This parameterization allows us to assess the level of agreement between self and group perception by contrasting the value of appropriate interaction parameters. However, it does not yield a straightforward mechanism to construct a consensus network. In all three cases the results we report in this section are based on S = 40, 000 samples obtained after thinning the original Markov chains every 25 observations. Convergence was monitored by tracking the variability of the joint distribution of data and parameters using the multi-chain procedure discussed in Gelman and Rubin (1992). Table 1 presents the values of the DIC and WAIC associated with versions of our model that differ in K, the number of dimensions of the latent social space. Note that both criteria favor a choice of K = 6, which is the value we use for all of our analyzes. K 2 3 4 5 6 7 8 DIC 13,389.0 11,122.6 9,470.2 8,903.8 8,548.9 8,575.1 8,576.7 WAIC 13,718.9 11,730.7 10,207.3 9,707.4 9,384.7 9,404.3 9,409.5 Table 1 : Values of DIC and WAIC for selecting the dimension K of the latent space for our model using Krackhardt's (1990) data.
Dimension of the latent space

Self-perception assessment
As discussed in Sections 1 and 2, one important goal in the analysis of CSS data is to assess the agreement of the actors' self-perception with that of other members of the social network. the desired measures of Actor i's agreement in its role as sender and receiver, respectively. In particular, remember that posterior probabilities close to one correspond to high levels of agreement. In the case of SWARTZ, a sender (receiver) agreement measure δ OUT i (δ IN i ) can be defined as the difference between the interaction term associated with perceiver i and sender (receiver) i and the average value of the same interaction term associated with all other perceivers (see Swartz et al., 2015 , Section 2 for details). Similarly although BUTTS is not designed to measure of perceptual agreement, we can define summaries Υ OUT i (Υ IN i ) as the difference between the probability of an outgoing (incoming) link from (to) node i estimated for the same observer i averaged over all receivers (senders), and the probability of an outgoing (incoming) link to (from) node i averaged over all receivers (senders) and all other observers. For all four metrics δ
and Υ IN i , differences close to zero in absolute value correspond to actors with whose self-perception strongly agrees with the consensus.
Figures 4 and 5 present estimates of cognitive agreement for Krackhardt's data under all three models. Overall, LATENT is the most conservative model, identifying only four individuals whose sender self-perception does not agree with the consensus (actors 8, 15, 22 and 27) , and five individuals whose receiver self-perception disagrees with the consensus (8, 12, 14, 19 and 28) . SWARTZ identifies a total of 17 actors whose sender self-perception disagrees with the consensus (the same four identified by LATENT plus 6, 15, 16, 18, 19, 20, 22, 23, 25, 26, 27, 31, and 33) , and another 17 whose receiver self-perception disagrees with the consensus (again, the five identified by LATENT plus 6, 15, 16, 18, 20, 22, 23, 25, 26, 27, 31, and 33) . It is particularly striking that both lists are identical for SWARTZ. The difference between LATENT and SWARTZ can be partially explained by the well-known tendency of Bayesian procedures to automatically adjust for multiple comparisons when appropriate hierarchical priors are used (e.g., see Berger, 2006 and Berger, 2010) . Achieving the same adjustment using SWARTZ approach would require adjusting the credibility level of the intervals up from 95% according to, for example, Bonferroni's correction. One challenge with making these adjustmentsis that, in this setting, the different hypotheses being testing here are likely to be highly correlated. Finally, we note that the summaries we computed from BUTTS identify the Figure 6 . Estimates of the consensus probability of interaction between two actors for Krackhardt's (1990) data. The left panel provides the posterior mean under LATENT, the center panel the posterior mean under BUTTS, and the right panel shows the proportion of actors that report perceiving each possible link,
largest number of individuals whose self-perception disagrees with the consensus (23 in sender space and 24 in receiver space). We also note that lists of individuals largely disagrees with the lists generated by LATENT and SWARTZ. In many ways this is not surprising: unlike SWARTZ and LATENT, BUTTS was not originally conceived to test for cognitive agreement among actors but to assess measurement error in network data.
Consensus network
As we discussed in the introuction, LATENT can be used to generate estimates of the consensus network. In particular, we can use ϑ i,i = Φ ν + η present a consensus network for SWARTZ because this model does not provide any straightforward mechanism to construct such a network. All three estimates share a number of features, but are not identical. The consensus network estimated from BUTTS is the densest, and the level of uncertainty in the estimate is quite low. On the other hand, the consensus network from LATENT is the sparsest, probably due to shrinkage and the fact that our model discounts information from actors whose self-perception disagrees with the rest.
Projections in social space
The latent positions u i,j and v i,j provide a powerful tool to describe social interactions. To illustrate this, we show in Figure 7 the coordinates along the two highest-variability dimensions of u i,j (top row) and v i,j (bottom row) for a two fixed values of i (in this case, i = 1 and i = 8) and every possible j (i.e., the position of these two actors as perceived by the different members It is interesting to contrast these results with those gathered from Figure 8 , which instead presents the coordinates u i,j (top row) and v i,j (bottom row) for two fixed values of j and every possible i (i.e., the position of all actors as perceived by each of the two different observers). For example, from the second column we see that Actor 8 sees him/herself as occupying a somewhat isolated position in sender space (although certainly not as isolated as the one that other actors perceive him/her to be). However, in terms of the receiver space, Actor 8 perceives him/herself as being located right which the other actors. As we discussed above, this is the opposite of how the other actors perceive him/her.
Model fit
To asses the fit of our model, we first complement the results presented in Table 1 by computing the DIC and WAIC values for the SWARTZ and BUTTS model (see Table 2 ). It is clear that the performance of the version of BUTTS that we implement here is quite poor. On the other hand, while the performance of SWARTZ is competitive with that of a low-dimensional LATENT models, it is clear that, for an optimally selected latent-space dimension, LATENT clearly outperforms SWARTZ under both criteria. Table 2 : Values of DIC and WAIC criteria for the SWARTZ and BUTTS models in the Krackhardt (1990) dataset.
Next, following Gelman et al. (2014a, Chapter 6) and Kolaczyk and Csárdi (2014, Chapter 4) , we explore the in-sample fit of our model and the competitor models BUTTS and SWARTZ by replicating pseudo-data from the fitted models and calculating a battery of summary statistics (in our case, the mean density, degree assortativity, and clustering coefficient) for each sample. This allows us to generate an estimate of the posterior predictive distribution of the summaries, which can then be compared against the value observed in the original sample (see Figure 9) . Our model clearly provides a better fit to the data, outperforming both BUTTS and SWARTZ. This is most obvious for the assortativity, and specially the transitivity indexes. Somewhat surprisingly, BUTTS struggles to even reproduce even the mean density of the CSS.
Krackhardt (1987) dataset
For our second illustration we consider the "friendship" CSS reported by Krackhardt (1987) . These CSS involve 21 managers in a high-tech machine manufacturing organization (Silicon Systems), and was originally collected in order to evaluate the effects of a recent management intervention program. Similarly to our first dataset, each actor in the network was asked to fill out a questionnaire indicating not only who he or she believes are their friends, but also his or her perception of others friendships. Again, all participants completed the questionnaire.
However, unlike our first example, attribute information for each executive was also available. Such information included the corporate level (president, vice-president, or general manager), department membership (there are four departments labeled from 1 to 4; the CEO does not belong to any department), tenure time (in years), and age (also in years). This dataset has . Kernel estimates corresponding to the empirical distribution of the test statistics for replicated data along with the observed value in the dataset in Krackhardt's (1990) data.
been widely used to illustrate and evaluate methodologies for triadic data and is available at http://moreno.ss.uci.edu/data.html, as well as in the NetData package in R (Nowak et al., 2012) . We fitted two versions of our model. The first one is similar to that in Section 5 and does not include any of the covariates. The second one includes, in addition to the bilinear random effects, a number of dyadic covariates. In particular, we include as explanatory variables the differences in level (coded as binary, same level or not), department (also coded as binary, same department or not), tenure (absolute different in years) and age (also absolute difference in years) between each pair of managers. Table 3 shows the DIC and WAIC for each of the two models and different values of the latent dimension. Note that both DIC and WAIC indicate that the models that include covariates tend to outperform models that do not include them. Furthermore, the optimal number of dimensions for the latent space is in this case 5, no matter whether covariates are included or not. Table 4 : Values of DIC and WAIC criteria for the SWARTZ and BUTTS models (without covariates) in Krackhardt (1987) dataset.
Figure 10 displays posterior means and 95% credible intervals for the regression coefficients β j associated with the predictor variables (excepting the intercept). It is clear that belonging to the same department increases the probability of a link for all perceivers, while larger age differences tend to decrease the probability of a link. Sharing the same level also seems to slightly increase the probability of a link, but most credible intervals contain zero in this case, impact of level does not seem to be significant. Finally, the effects of tenure difference are unclear and can vary substantially with the observer.
Finally, Figures 11 and 12 present our estimates of perceptual agreement, Pr(γ i = 1 | Y) and Pr(ξ i = 1 | Y), respectively. Interestingly, in this case the qualitative conclusions seem to be mostly unaffected by the presence covariates. In particular, both models clearly identify managers 6, 17, 15, 20 and 10 in sender space and managers 14, 6, 17, 13, 15, 20 10 and 11 in receiver space as having a self-perception of their position in the corresponding social space that disagrees with that of the rest of the managers. The main differences are in the assessment of managers 19 and 4 in sender space, and manager 2 in receiver space in receiver space. In the case of managers 19 and 4, the model without covariates identifies them as disagreeing in their self-perception with the rest of the nodes. However, in the model that includes covariates, the evidence for disagreement drops substantially. The situation with manager 2 is the opposite. While the model without covariates provides strong evidence that manager 2 self-perception agrees with the perception of other nodes, that evidence becomes very weak once the covariate information in included. We must note that, although the results of our tests with and without covariates mostly agree, their interpretation is quite different. Because we allow the regression coefficients to vary with the observer, our model explicitly acknowledges that there will be some differences in cognition between individuals, and that those differences are partially driven by the covariates. Our tests then assess whether there are cognitive disagreements that cannot be explained by the covariates included in the model.
Discussion
We have presented a novel approach for modeling CSS data with a focus on assessing cognitive agreement across actors in a social network. The model is highly interpretable, allows for a simple description of the underlying social space, and outperforms other methods available in the literature.
Our model can be easily adapted to account for undirected and/or weighted CSS data and to deal with missing values. Furthermore, a number of extension are possible. For example, we could incorporate explicit perceiver-specific popularity terms for each actor (e.g., see Hoff, 2005) , which can also be modeled hierarchically and tested for. Similarly, alternative models for transitivity (such as the eigenvalue model of Hoff, 2009 ) could be adapted to provide additional flexibility to the model. Also, the agreement probabilities of the indicators in Equations (4) and (5) could be replaced for subject-specific parameters in order to introduce more sensitivity into the model.
A particularly interesting extension of the model would replace the Gaussian distributions in Equations (3), (4) and (5) with more general (possibly non-parametric) mixture priors. Such model structure, which is somewhat reminiscent to Handcock et al. (2007) , is motivated by the results presented in Figures 7 and 8 . Indeed, from these figures it is apparent that the perception of/about the position of different actors in social space tend to form clusters, and that the use of Gaussian random effects might be inappropriate. Such extensions of the model will be discussed elsewhere. 
