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Abstract
Via approximative eigensequences we introduce the notion of spectral points of type + and
− for self-adjoint operators in Krein spaces. They are stable under compact perturbations. For
real spectral points of type + and − which are not in the interior of the spectrum we prove
that the growth of the resolvent in some neighbourhood of them is of ﬁnite order. There exists
a local spectral function with singularities. It turns out that all spectral subspaces corresponding
to sufﬁciently small neighbourhoods of points of type + or type − are Pontryagin spaces.
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1. Introduction
Let A be a bounded self-adjoint operator in a Krein space (H, [·, ·]). A real point 
of the spectrum (A) of A is called a spectral point of positive (negative) type, if for
every normed approximative eigensequence (xn) corresponding to  all accumulation
points of the sequence ([xn, xn]) are positive (resp., negative) (see Deﬁnition 1).
These spectral points were introduced by Lancaster et al. [LcMM]. Under weaker
assumptions on the indeﬁnite inner product [·, ·] Langer et al., proved in [LMM] the
existence of a local spectral function for intervals containing only spectral points of
positive (negative) type or points of the resolvent set (A). Moreover it was shown
that, if A is perturbed by a compact self-adjoint operator, a spectral point of positive
type of A becomes either an inner point of the spectrum of the perturbed operator or
it becomes an eigenvalue of ﬁnite index of negativity of the perturbed operator. For
self-adjoint relations in a Krein space similar results were obtained in [BJ].
In this paper, the object of investigation are points of the approximative point spec-
trum of A which are deﬁned in almost the same way as the points of positive and
negative type but we require the above-mentioned property of approximative eigense-
quences (xn) only for sequences (xn) belonging to some linear manifold of ﬁnite
codimension (Deﬁnition 5). These points are called of type + and −, respectively.
Every spectral point of a self-adjoint operator in a Pontryagin space with ﬁnite index
of negativity is of type +.
The main aim of this paper is the investigation of the spectral points of type + and
− of a self-adjoint operator A. We allow the operator A to be unbounded.
We show (Section 5) that a spectral point of type + which is not of positive type
is an eigenvalue with a nonpositive eigenvector. Using this fact we prove that a real
spectral point 0 of type +, which is not an interior point of the spectrum of A, has a
deleted neighbourhood consisting only of spectral points of positive type or of points
from (A). As a main result of this note we show in Section 7 that for such a point
0 the growth of the resolvent (A− )−1 can be estimated by some power of |Im |−1
for  in a neighbourhood of 0. Moreover, a decomposition of the root subspace of A
corresponding to such a 0 into a direct [·, ·]-orthogonal sum of a uniformly positive
and a ﬁnite-dimensional subspace is proven.
Assume that for a closed interval [a, b] each point of [a, b] is an accumulation point
of (A) and that [a, b] ∩ (A) ⊂ +(A) holds. Then the results of Sections 5 and 7
imply the local deﬁnitizability of the operator A over a neighbourhood of [a, b] (Section
8). Moreover, the ranges of the projections of the local spectral function of A restricted
to [a, b] are Pontryagin spaces. As a result, if, in addition, a and b are points of positive
type of A, A can be spectrally decomposed in a self-adjoint operator in a Pontryagin
space with spectrum in [a, b] and in a self-adjoint operator which has no spectrum
in (a, b). The above-mentioned eigenvalues of ﬁnite index of negativity introduced in
[LMM] are exactly the spectral points of type + which are not of positive type.
The notion of points of type + and − are particularly convenient when compact
perturbations are considered. It is not difﬁcult to verify that under a compact pertur-
bation a spectral point of type + remains a spectral point of type + or becomes a
point from the resolvent set (Section 6).
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We mention that this property and the results from Section 5 and 7 can be viewed as
a new proof for the above-mentioned perturbation result from [LMM] and for similar
perturbation results from [J1,BJ].
2. Spectral points of positive or negative type
Let (H, [·, ·]) be a Krein space. If L is an arbitrary subset of a Krein space (H, [·, ·])
we set
L[⊥] := {x ∈ H : [x, y] = 0 for all y ∈ L}.
It is clear from the deﬁnition that L[⊥] is a subspace. Throughout this paper a subspace
is a closed linear manifold. If a subspace M ⊂ H is the direct sum of two subspaces
L, N ⊂ H such that [x, y] = 0 holds for all x ∈ L, y ∈ N , then we write
M = L[ .+]N .
Let A be a closed operator in H. We deﬁne the extended spectrum ˜(A) of A by
˜(A) := (A) if A is bounded and ˜(A) := (A) ∪ {∞} if A is unbounded. A point
0 ∈ C is said to belong to the approximative point spectrum ap(A) of A if there
exists a sequence (xn) ⊂ D(A) with ‖xn‖ = 1, n = 1, 2, . . . , and ‖(A − 0)xn‖ → 0
if n → ∞. For a self-adjoint operator A in H all real spectral points of A belong to
ap(A) (see e.g. [B, Corollary VI.6.2]).
The following deﬁnition was given in [LcMM,LMM] (for bounded self-adjoint op-
erators).
Deﬁnition 1. For a self-adjoint operator A in H a point 0 ∈ (A) is called a spectral
point of positive (negative) type of A if 0 ∈ ap(A) and for every sequence (xn) ⊂
D(A) with ‖xn‖ = 1, n = 1, 2, . . ., and ‖(A− 0)xn‖ → 0 for n →∞, we have
lim inf
n→∞ [xn, xn] > 0
(
resp., lim sup
n→∞
[xn, xn] < 0
)
.
The point ∞ is said to be a point of positive (negative) type of the extended spectrum
of A if A is unbounded and for every sequence (xn) ⊂ D(A) with limn→∞ ‖xn‖ = 0
and ‖Axn‖ = 1, n = 1, 2, . . ., we have
lim inf
n→∞ [Axn,Axn] > 0
(
resp., lim sup
n→∞
[Axn,Axn] < 0
)
.
We denote the set of all points of ˜(A) of positive (negative) type by ++(A) (resp.,
−−(A)). We shall say that an open subset  of R is of positive type (negative type)
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with respect to A if
 ∩ ˜(A) ⊂ ++(A) (resp.,  ∩ ˜(A) ⊂ −−(A)).
An open set  of R is called of deﬁnite type if  is of positive or negative type with
respect to A.
The sets ++(A) and −−(A) are contained in R. Indeed, for  ∈ ++(A)\{∞} and
(xn) as in the ﬁrst part of Deﬁnition 1 we have −(Im )[xn, xn] = Im [(A−)xn, xn] →
0 for n →∞ which implies Im  = 0.
Let A be a self-adjoint operator in the Krein space (H, [·, ·]). The following lemma
and propositions will be used in the sequel. They were proven in [LMM] for bounded
operators.
Lemma 2. If F is a closed subset of R with F∩˜(A) ⊂ ++(A) (F∩˜(A) ⊂ −−(A)),
there exists an open neighbourhood U in C of F such that the following holds.
(i) There exist numbers  > 0,  > 0 such that
 ∈ U \ {∞}, x ∈ D(A), ‖x‖ = 1, ‖(A− )x‖
implies
[x, x] (resp., [x, x] − ).
(ii) U ∩ ˜(A) ∩ R ⊂ ++(A) (resp., U ∩ ˜(A) ∩ R ⊂ −−(A)).
(iii) U \R ⊂ (A).
Proof. Assume that F ∩ ˜(A) ⊂ ++(A). For ++(A) replaced by −−(A) a similar
reasoning applies.
Suppose there exists no neighbourhood U such that (i) holds. Then there is a sequence
(n) ⊂ C which converges in C to a point  ∈ F and a sequence (xn) ⊂ D(A), ‖xn‖ =
1, with
‖(A− n)xn‖ → 0 for n →∞ (1)
and
lim sup
n→∞
[xn, xn]0.
If  = ∞ this implies ‖(A − )xn‖ → 0 for n → ∞ and  ∈ (A) \ ++(A),
a contradiction. If  = ∞ then from n → ∞ and (1) we ﬁnd ‖Axn‖ → ∞ and
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‖Axn‖−1Axn − |n|−1nxn → 0 for n →∞, which implies
lim sup
n→∞
[‖Axn‖−1Axn, ‖Axn‖−1Axn] = lim sup
n→∞
[xn, xn]0
and ∞ ∈ ˜(A) \ ++(A), a contradiction. This proves assertion (i).
As (A)∩R ⊂ ap(A), (i) implies (U \{∞})∩ ˜(A)∩R ⊂ ++(A). If ∞ ∈ F ∩ ˜(A),
then ∞ ∈ ++(A) holds by the assumption. If ∞ /∈ F , U can be choosen so that ∞ /∈
U . This proves (ii).
Now we choose U so that (i) and (ii) holds and so that U is symmetric with respect
to R. (i) implies
U \ {∞} ⊂ ++(A) ∪ (C \ ap(A))
and, since ++(A) ⊂ R,
U \ R ⊂ C \ ap(A).
Therefore, for every  ∈ U \R, ran (A− ) is closed, ker (A− ) = ker (A− ) = {0}
and ran (A− ) = ker (A− )[⊥] = H, which implies (iii). 
Proposition 3. If F is a closed subset of R with F ∩ ˜(A) ⊂ ++(A) or F ∩ ˜(A) ⊂
−−(A), there exists an open neighbourhood U in C of F and a number M > 0 such
that
‖(A− )−1‖ M|Im | for all  ∈ U \R. (2)
Proof. Suppose that (2) is not true. Then there exist a sequence (un) ⊂ D(A), ‖un‖ =
1, and a sequence (n) ⊂ C \ R which converges in C to a point  ∈ F such that
n := |Im n|−1‖(A− n)un‖ → 0 for n →∞. (3)
Let xn := ‖(A− n)un‖−1(A− n)un. Then by (3)
|[un, un]| = 12 |n − n|‖(A− n)un‖−1n|[un, un]|
= 12 n‖(A− n)un‖−1
∣∣[un, (A− n)un] − [(A− n)un, un]∣∣
= 12 n |[un, xn] − [xn, un]| → 0 for n →∞.
If  = ∞ then (A − )un → 0 for n → ∞ and, as [un, un] converges to zero, we
have  ∈ (A) \ ++(A), a contradiction. If  = ∞ then n → ∞ and |n|−1un → 0
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for n → ∞. By (3), A|n|−1un − |n|−1nun → 0 and, hence, |n|−1‖Aun‖ → 1 for
n →∞, which implies ∞ ∈ ˜(A) and, as [un, un] converges to zero, we have
0 = lim
n→∞[un, un] = limn→∞
[
nun
|n| ,
nun
|n|
]
= lim
n→∞
[
Aun
|n| ,
Aun
|n|
]
.
We obtain ∞ ∈ ˜(A) \ ++(A), a contradiction. 
As a consequence of Lemma 2 and Proposition 3 we have the following.
Proposition 4. The sets ++(A) and −−(A) are open in ˜(A).
3. Spectral points of type + and −
In a similar way as in Deﬁnition 1 we introduce now two subsets of ˜(A) containing
++(A) and −−(A), respectively, which will play an important role in the following.
Deﬁnition 5. For a self-adjoint operator A in H a point 0 ∈ (A) is called a spectral
point of type + (type −) of A if 0 ∈ ap(A) and if there exists a linear manifold
H0 ⊂ H with codimH0 < ∞ such that for every sequence (xn) ⊂ H0 ∩D(A) with
‖xn‖ = 1, n = 1, 2, . . . , and lim
n→∞‖(A− 0)xn‖ = 0 (4)
we have
lim inf
n→∞ [xn, xn] > 0
(
resp., lim sup
n→∞
[xn, xn] < 0
)
. (5)
The point ∞ is said to be a point of type + (type −) of the extended spectrum of A
if A is unbounded and if there exists a linear manifold H0 ⊂ H with codimH0 < ∞
such that for every sequence (xn) ⊂ H0 ∩D(A) with
‖Axn‖ = 1, n = 1, 2, . . . , and lim
n→∞‖xn‖ = 0 (6)
we have
lim inf
n→∞ [Axn,Axn] > 0
(
resp., lim sup
n→∞
[Axn,Axn] < 0
)
. (7)
We denote the set of all points of ˜(A) of type + (type −) of A by +(A) (resp.,
−(A)).
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In the sequel let A always be a self-adjoint operator in the Krein space (H, [·, ·]).
We will formulate some statements equivalent to Deﬁnition 5. For this let H0 ⊂ H be
a linear manifold with codimH0 < ∞. Then there is a linear manifold G0 ⊂ H such
that
H = H0
.+ G0, D(A) = (D(A) ∩H0)
.+ (D(A) ∩ G0)
holds (see e.g. [Ko, §7.6]). Therefore dimG0 < ∞ and codimD(A) (D(A) ∩H0) < ∞
hold. Conversely, let D0 be a linear manifold in D(A) with codimD(A)D0 < ∞ and let
H′0 be a linear manifold in H with H = D(A)
.+ H′0. Then H0 := D0
.+ H′0 satisﬁes
codimH0 < ∞.
Therefore, a linear submanifold D0 of D(A) has ﬁnite codimension in D(A) if and only
if D0 is of the form D(A)∩H0 for some linear submanifold H0 of ﬁnite codimension
in H. This shows the equivalence of (i) and (ii) of the following proposition.
Proposition 6. Let 0 ∈ ap(A) ∪ ({∞} ∩ ˜(A)). Then the following assertions are
equivalent.
(i) The point 0 is a point of type + (type −) of A.
(ii) There exists a linear manifold D0 in D(A) with codimD(A)D0 < ∞ such that for
all sequences (xn) ⊂ D0 (4) implies (5) or, if 0 = ∞, (6) implies (7).
(iii) There exists a linear manifold D˜0 in D(A) with codimD(A) D˜0 < ∞ which is
closed with respect to the graph norm such that for all sequences (xn) ⊂ D˜0 (4)
implies (5) or, if 0 = ∞, (6) implies (7).
Proof. It remains to show (ii) implies (iii). Choose D0 as in (ii) and denote by D0A
the closure of D0 in D(A) with respect to the graph norm. Then codimD(A)D0A < ∞.
From the fact that D0 is dense in D0A with respect to the graph norm it follows that
for every sequence (xn) ⊂ D0A there exists a sequence (yn) ⊂ D0 with limn→∞ ‖xn−
yn‖ = 0 and limn→∞ ‖Axn − Ayn‖ = 0. Therefore, for a sequence (xn) ⊂ D0A (4)
implies (5) (or (6) implies (7)) if and only if for (yn) ⊂ D0 (4) implies (5) (or (6)
implies (7), respectively). This proves Proposition 6. 
Remark 7. In Theorem 16 below we shall prove that in Deﬁnition 5 the existence
of a linear manifold H0 can be replaced by the existence of a subspace H0 with the
properties mentioned in this deﬁnition.
Remark 8. Note that in Deﬁnition 5 the following situation is included. A point 0 ∈
ap(A) belongs to +(A) (resp., −(A)) if there exists a linear manifold H0 ⊂ H
with codimH0 < ∞ such that there is no sequence (xn) ⊂ H0 ∩D(A) with ‖xn‖ = 1
and ‖(A− 0)xn‖ → 0 for n →∞.
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For example, if A−0 is a semi-Fredholm operator with 0 < dim ker (A−0) < ∞,
then 0 ∈ +(A). Note that if, in addition, 0 is real, A− 0 is semi-Fredholm if and
only if A− 0 is Fredholm with index zero.
Remark 9. Deﬁnition 5 can be viewed as a localization of spectral properties of self-
adjoint operators in Pontryagin spaces. Indeed, if H is a Pontryagin space with ﬁnite
rank of negativity, if H = H+[
.+]H− is a fundamental decomposition of H, dimH− <
∞ and if A is a bounded self-adjoint operator in H, then, in view of (A) ⊂ ap(A),
Deﬁnition 5 with H0 = H+ immediately implies (A) ⊂ +(A).
Observe that for a point 0 ∈ +(A) ∩R we have that 0 ∈ ++(A) if and only if
the linear manifold H0 from Deﬁnition 5 can be choosen as H0 = H.
The following lemma shows that the point ∞ plays a special role.
Lemma 10. ∞ ∈ +(A) implies ∞ ∈ ++(A), ∞ ∈ −(A) implies ∞ ∈ −−(A).
Proof. Suppose ∞ ∈ +(A) \ ++(A). Then there exists a sequence (xn) ⊂ D(A)
with ‖Axn‖ = 1 and limn→∞ ‖xn‖ = 0 such that
lim inf
n→∞ [Axn,Axn]0. (8)
It is no restriction to assume that (Axn) weakly converges to some y ∈ H. As A
is a closed operator it follows that the pair {0, y} belongs to the graph of A, hence
y = 0 and (Axn) weakly converges to zero. Let D˜0 be a closed linear manifold in
D(A) with respect to the graph norm such that codimD(A) D˜0 < ∞, and let D1 be a
ﬁnite-dimensional linear manifold in D(A) such that D(A) = D˜0
.+ D1. We set
G0 :=
{(
x
Ax
)
: x ∈ D˜0
}
, G1 :=
{(
x
Ax
)
: x ∈ D1
}
and denote the bounded projections in the graph G(A) of A on G0 and G1 corresponding
to the decomposition G(A) = G0
.+ G1 by P0 and P1, respectively. Then, by dimG1 <
∞, P1( xnAxn ) strongly converges to zero. If
( x′n
Ax′n
) := P0( xnAxn) then limn→∞ ‖x′n‖ = 0
and limn→∞ ‖Ax′n‖ = 1, and by (8) we have lim infn→∞ [Ax′n, Ax′n]0. Since this
holds for any closed linear manifold D˜0 with the properties mentioned above, we ﬁnd
(cf. Proposition 6) ∞ /∈ +(A). A similar proof shows ∞ /∈ −(A) \ −−(A). 
In the following Lemma 11 there are necessary and sufﬁcient conditions for 0 ∈
+(A) and 0 ∈ −(A).
Lemma 11. Let 0 ∈ ap(A). Then 0 ∈ +(A) (0 ∈ −(A)) if and only if there
exist a linear manifold H0 ⊂ H with codimH0 < ∞ and numbers 0 > 0, 0 > 0
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such that for x ∈ H0 ∩D(A), ‖x‖ = 1 with ‖(A− 0)x‖0 it follows:
[x, x]0 (resp., [x, x] − 0).
Proof. Let 0 ∈ +(A) and choose a linear manifold H0 ⊂ H as in Deﬁnition 5.
Assume that numbers 0 and 0 with the above properties do not exist. Then there is
a sequence (xn) ⊂ H0 ∩ D(A), ‖xn‖ = 1, with ‖(A − 0)xn‖ → 0 for n → ∞ and
lim infn→∞ [xn, xn]0, a contradiction. The contrary is obvious. 
With the help of the description of +(A) and −(A) in Lemma 11 we easily
derive a property of relative openness of these sets.
Lemma 12. Let F be a compact subset of C such that F∩˜(A) ⊂ +(A) (F∩˜(A) ⊂
−(A)). Then there exists an open neighbourhood U in C of F such that the following
holds:
(i) There exist a linear manifold H0 ⊂ H of ﬁnite codimension and numbers  > 0,
 > 0 such that
 ∈ U \ {∞}, x ∈ H0 ∩D(A), ‖x‖ = 1, ‖(A− )x‖
implies
[x, x] (resp., [x, x] − ).
(ii) U ∩ ap(A) ⊂ +(A) (resp., U ∩ ap(A) ⊂ −(A)) and ∞ ∈ U ∩ ˜(A) implies
∞ ∈ ++(A) (resp., ∞ ∈ −−(A)).
Proof. We will prove the lemma for F ∩ ˜(A) ⊂ +(A). If ∞ ∈ F ∩ ˜(A) then, by
Lemma 10, ∞ ∈ ++(A), and Lemma 2 gives a neighbourhood U∞ of {∞} such that
(i) (with H0 = H) and (ii) hold. Let 0 ∈ F \ {∞}. Either 0 belongs to (A), then
there exist an open neighbourhood U0 of 0 and k0 > 0 such that for all  ∈ U0
‖(A− )x‖k0‖x‖
holds for all x ∈ D(A). Or 0 belongs to +(A), then choose H0, 0 and 0 as in
Lemma 11. For x ∈ H0 ∩D(A), ‖x‖ = 1, |− 0| 02 and ‖(A− )x‖ 02 we have
‖(A− 0)x‖‖(A− )x‖ + |− 0|‖x‖0,
hence [x, x]0. Therefore for each  ∈ F there exist an open neighbourhood U of
 in C, a linear manifold H ⊂ H of ﬁnite codimension and numbers  > 0,  > 0
such that ′ ∈ U \ {∞}, x ∈ H ∩D(A), ‖x‖ = 1 and ‖(A− ′)x‖ implies
[x, x].
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Then there exist ﬁnitely many points 1, . . . , n ∈ F such that F ⊂⋃nj=1 Uj . With
 := min
j=1,...,n j ,  := minj=1,...,n j and H0 :=
⋂
j=1,...,n
Hj
the statements of Lemma 12 are true. 
Lemma 12 implies the following proposition.
Proposition 13. The sets +(A) and −(A) are open in ap(A) ∪ {∞}.
4. Spectral points not belonging to +(A) or −(A)
In this section we give a criterion for a point not to belong to +(A) (−(A)).
This will be used in the following sections.
Theorem 14. Let 0 ∈ ap(A). Then 0 /∈ +(A) (0 /∈ −(A)) if and only if there
exists a sequence (xn) ⊂ D(A) with ‖xn‖ = 1, ‖(A − 0)xn‖ → 0, n → ∞, which
converges weakly to zero such that
lim inf
n→∞ [xn, xn]0
(
resp., lim sup
n→∞
[xn, xn]0
)
. (9)
Proof. 1. We prove the theorem for 0 /∈ +(A). A similar reasoning applies for
0 /∈ −(A).
2. Let (xn) be a sequence with the properties stated in the theorem. Let D˜0 be a closed
linear manifold in D(A) with respect to the graph norm such that codimD(A) D˜0 < ∞.
Let D1 be a ﬁnite-dimensional linear manifold in D(A) such that D(A) = D˜0
.+ D1.
We set
G0 :=
{(
x
(A− 0)x
)
: x ∈ D˜0
}
, G1 :=
{(
x
(A− 0)x
)
: x ∈ D1
}
and denote the bounded projections in the graph G(A − 0) of A − 0 on G0 and
G1 corresponding to the decomposition G(A − 0) = G0
.+ G1 by P0 and P1, respec-
tively. Then, by dimG1 < ∞, P1
( xn
(A−0)xn
)
strongly converges to zero. If
( x′n
(A−0)x′n
) :=
P0
( xn
(A−0)xn
)
then limn→∞ ‖x′n‖ = 1 and limn→∞ ‖(A − 0)x′n‖ = 0, and by (9) we
have lim infn→∞ [x′n, x′n]0. Since this holds for any closed linear manifold D˜0 with
the properties mentioned above we ﬁnd, by Proposition 6, 0 /∈ +(A).
3. To prove the converse implication let 0 /∈ +(A). Then for any linear manifold
H0 ⊂ H with codimH0 < ∞ there exists a sequence (xn) ⊂ H0 ∩D(A) with ‖xn‖ =
1 and ‖(A − 0)xn‖ → 0, n → ∞, such that lim infn→∞[xn, xn]0. Therefore there
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exists x1 ∈ D(A), ‖x1‖ = 1, such that [x1, x1]1 and ‖(A − 0)x1‖1 hold. There
exists x2 ∈ D(A), ‖x2‖ = 1, x2 ∈ {x1}⊥, such that [x2, x2] 12 and ‖(A − 0)x2‖ 12
hold. There exists x3 ∈ D(A), ‖x3‖ = 1, x3 ∈ {x1, x2}⊥, such that [x3, x3] 13 and
‖(A− 0)x3‖ 13 . Repeating this consideration we ﬁnd a sequence (xn) ⊂ D(A) with‖xn‖ = 1, ‖(A− 0)xn‖ → 0, n →∞,
lim inf
n→∞ [xn, xn]0
and xn ⊥ xm, n = m, which implies that (xn) converges weakly to zero and Theorem
14 is proved. 
Proposition 15. If A is not bounded, then ∞ /∈ ++(A) (∞ /∈ −−(A)) if and only if
there exists a sequence (xn) ⊂ D(A) with ‖xn‖ → 0 and ‖Axn‖ = 1, n ∈ N, such that
(Axn) converges weakly to zero and
lim inf
n→∞ [Axn,Axn]0
(
resp., lim sup
n→∞
[Axn,Axn]0
)
holds.
Proof. We only have to verify that ∞ /∈ ++(A) (∞ /∈ −−(A)) implies the existence
of a sequence (xn) with the properties mentioned in the proposition. Assume that
∞ /∈ ++(A). For ∞ /∈ −−(A) a similar reasoning applies.
Then there exists a sequence (xn) ⊂ D(A) with ‖Axn‖ = 1 and limn→∞ ‖xn‖ = 0
such that
lim inf
n→∞ [Axn,Axn]0.
We may, in addition, assume that (Axn) converges weakly to some element z ∈ H.
This is no restriction. Since the graph of A is weakly closed, the pair {0, z} belongs to
this graph. This implies z = 0. 
As a consequence of Theorem 14 the linear manifold H0 in Deﬁnition 5 can be
choosen to be closed:
Theorem 16. Let 0 ∈ ap(A) ∪ ({∞} ∩ ˜(A)). Then the following assertions are
equivalent.
(i) The point 0 is a point of type + (type −) of A.
(ii) There exists a subspace H0 ⊂ H with codimH0 < ∞ such that for all sequences
(xn) ⊂ H0 ∩D(A) (4) implies (5) or, if 0 = ∞, (6) implies (7).
Proof. We only have to show that (i) implies (ii). Let 0 ∈ ap(A) and assume that
(ii) is not true. Then for any subspace H0 ⊂ H with codimH0 < ∞ there exists a
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sequence (xn) ⊂ H0 ∩D(A) with ‖xn‖ = 1 and ‖(A− 0)xn‖ → 0, n →∞, such that
lim infn→∞ [xn, xn]0. Then using the same arguments as in part 3 of the proof of
Theorem 14, we conclude the existence of a sequence (xn) ⊂ D(A) with ‖xn‖ = 1,
‖(A− 0)xn‖ → 0, n →∞, which converges weakly to zero and satisﬁes
lim inf
n→∞ [xn, xn]0
(
resp., lim sup
n→∞
[xn, xn]0
)
.
Hence, by Theorem 14, 0 /∈ +(A) (0 /∈ −(A), respectively).
Now let 0 = ∞ and assume that (i) holds. Then Lemma 10 implies ∞ ∈ ++(A).
Hence, with H0 = H assertion (ii) is satisﬁed and Theorem 16 is proved. 
5. Spectral points of type + and − which are not of deﬁnite type
In this section we describe the relationship between the sets ++(A) and +(A)
(−−(A) and −(A), resp.) The proof of Theorem 17 and parts of the proof of
Theorem 18 are taken from [LMM, Proof of Theorem 5.1].
Theorem 17. If 0 ∈ +(A)\++(A) (0 ∈ −(A)\−−(A)) then 0 is an eigenvalue
of A with a corresponding nonpositive (resp., nonnegative) eigenvector. In particular,
we have
+(A) \ R ⊂ p(A) and −(A) \ R ⊂ p(A).
Proof. Let 0 ∈ +(A) \ ++(A). Then there exists a sequence (xn) ⊂ D(A) with
‖xn‖ = 1, ‖(A− 0)xn‖ → 0, n →∞, such that
lim inf
n→∞ [xn, xn]0. (10)
Moreover, there exists a subsequence (xnk ) of (xn) which converges weakly to some
x0 ∈ H and, by Theorem 14, x0 = 0. As A is closed it follows that the pair {x0, 0}
belongs to the graph of A− 0 and x0 is an eigenvector of A corresponding to 0.
It remains to show that
[x0, x0]0. (11)
Set yk := xnk − x0, k ∈ N. If (yk) contains a subsequence which converges to zero,
then (11) follows from (10). Assume therefore that
inf
k∈N
‖yk‖ > 0.
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Then we have (A− 0)yk = (A− 0)xnk → 0, k → ∞. Since (yk) converges weakly
to zero, Theorem 14 implies
lim inf
k→∞ [yk, yk] > 0. (12)
As
[yk, yk] = [xnk , xnk ] − [xnk , x0] − [x0, xnk ] + [x0, x0], k ∈ N,
it follows
lim inf
k→∞ [yk, yk] = lim infk→∞ [xnk , xnk ] − [x0, x0].
Then (10) and (12) imply (11). 
Theorem 18. Let (A) = ∅ and let [a, b] be a closed bounded interval such that
[a, b] ∩ (A) ⊂ +(A)
holds and that each point of [a, b] is an accumulation point of (A). Then there exists
an open neighbourhood U in C of [a, b] such that the following holds:
(i) U \R ⊂ (A).
(ii) Either U∩(A)∩R ⊂ ++(A) or there exists a ﬁnite number of points 1, . . . , n ∈
+(A) such that
(U ∩ (A) ∩ R) \ {1, . . . , n} ⊂ ++(A).
Proof. As a consequence of Lemma 12 there is a bounded open neighbourhood U in
C of [a, b] such that U ∩ap(A) ⊂ +(A). If  ∈ U ∩(A) does not belong to ap(A)
then  ∈ ap(A), see [B, Corollary VI.6.2]. Suppose the assertion of the theorem is not
true. Then there exists a sequence (n) ⊂ ap(A), (n) ⊂ +(A) \ ++(A), such that
n = m, n = m for n = m and (n) converges to some 0 ∈ [a, b]. By Lemma
2, 0 ∈ +(A) \ ++(A). By Theorem 17, for every n ∈ N, we have n ∈ p(A)
and there exists an eigenvector xn of A corresponding to n which is nonpositive,
[xn, xn]0. We have [xn, xm] = 0 for n = m.
Let L0 be the linear span of the elements xn, n ∈ N. L := L0 is a nonpositive
subspace of H. Let AL be the closure of A|L0 in L. There are two possibilities.
(1) AL − 0 is a semi-Fredholm operator with dim ker (AL − 0) < ∞. As all n,
n ∈ N, are eigenvalues of AL there exists a neighbourhood in C of 0 which
consists only of eigenvalues of A (see [Ka, IV 5.31]). This contradicts the fact that
0 is an accumulation point of (A).
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(2) It is not true that AL−0 is a semi-Fredholm operator with dim ker (AL−0) < ∞.
Then for any  > 0 and an arbitrary subspace N of L with codimLN < ∞ there
exists an f ∈ N ∩ D(AL) such that ‖f ‖ = 1 and ‖(AL − 0)f ‖ < . Hence
there exists an orthonormal sequence (fn) ⊂ D(AL) such that (AL − 0)fn → 0.
The sequence (fn) converges weakly to zero. Since fn ∈ L we have [fn, fn]0,
n ∈ N. By Theorem 14 this contradicts 0 ∈ +(A) \ ++(A).
This proves Theorem 18. 
6. Stability properties of spectral points of type + and − under compact
perturbations
In this section, we formulate a perturbation result for spectral points of type +
(type −). It will be used in the following sections.
In the following, we denote by S∞ the linear space of compact operators of H in
H. We will allow here that we have two Krein space inner products [·, ·]0 and [·, ·]1
on H and assume that
[x, y]1 = [(1+K)x, y]0, x, y ∈ H (13)
for some K ∈ S∞.
Theorem 19. Let A0 and A1 be self-adjoint operators in the Krein spaces (H, [·, ·]0)
and (H, [·, ·]1), respectively, such that (13) holds. Assume that (A0)∩(A1) = ∅ and
that for some (and hence for all)  ∈ (A0) ∩ (A1)
(A0 − )−1 − (A1 − )−1 ∈ S∞. (14)
Then
(+(A0) ∪ (A0)) ∩ R = (+(A1) ∪ (A1)) ∩ R, (15)
(−(A0) ∪ (A0)) ∩ R = (−(A1) ∪ (A1)) ∩ R. (16)
Moreover, ∞ ∈ ++(A0) (∞ ∈ −−(A0)) if and only if ∞ ∈ ++(A1) (resp., ∞ ∈
−−(A0)).
Proof. Let  ∈ (A0) ∩ R. It is no restriction to assume that  = . Then ( − )−1
belongs to ((A0−)−1) and by (14) (A1−)−1−(−)−1 is a Fredholm operator of
index zero. This implies that either  ∈ (A1) or  ∈ (A1) and A1−  is a Fredholm
operator of index zero. Therefore (see Remark 8),  ∈ +(A1) ∪ (A1).
Let now  ∈ +(A0)∩R. Suppose that  /∈ +(A1)∪(A1). Then, by Theorem 14,
there exists a sequence (xn) ⊂ D(A1) with ‖xn‖ = 1, ‖(A1 − )xn‖ → 0 for n → ∞
128 T. Ya. Azizov et al. / Journal of Functional Analysis 226 (2005) 114–137
which converges weakly to zero such that
lim inf
n→∞ [xn, xn]10. (17)
We have
((A1 − )−1 − (− )−1)xn
= (A1 − )−1(I − (− )−1(A1 − + − ))xn → 0
for n →∞ and, by (14),
((A0 − )−1 − (− )−1)xn → 0, n →∞. (18)
If yn := (A0 − )−1xn then (yn) converges weakly to zero in D(A0). Moreover (18)
implies infn∈N ‖yn‖ > 0 and
(A0 − )yn = (− )(−(− )−1 + (A0 − )−1)xn → 0 for n →∞.
Then, by (18) and (17), we have
lim inf
n→∞ [yn, yn]0 = lim infn→∞ [(I +K)yn, yn]0 = lim infn→∞ [yn, yn]1
= lim inf
n→∞ |− |
−2[xn, xn]10,
hence, by Theorem 14,  /∈ +(A0), a contradiction. By the same reasoning with A0
and A1 interchanged and points of type + replaced by points of type − we complete
the proof for (15) and (16).
To prove the last assertion, assume that ∞ ∈ ++(A0). Then (A0 − )−1 is not a
Fredholm operator and, by (14), (A1 − )−1 is not a Fredholm operator. Hence, A1 is
unbounded. Suppose ∞ /∈ ++(A1). Let (xn) be a sequence in D(A1) with ‖xn‖ → 0,
‖A1xn‖ = 1 such that (A1xn) converges weakly to zero and
lim inf
n→∞ [A1xn,A1xn]10
holds. If we set
un := −xn − 2(A1 − )−1xn, vn := −(A0 − )−1A1xn,
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then
A1un = −A1xn − 2(A1 − )−1A1xn,
A0vn = −A1xn − 2(A0 − )−1A1xn.
Since −(A1 − )−1A1xn → 0 and (A1xn) converges weakly to zero, it follows from
(14) that vn → 0 and A1un − A0vn → 0. Moreover (A0vn) converges weakly to zero
and, by A0vn = −A1xn + vn, we have infn∈N ‖A0vn‖ > 0 and lim infn→∞ [A0vn,
A0vn]0 = lim infn→∞ [A0vn,A0vn]10, which contradicts ∞ ∈ ++(A1). This proves
Theorem 19. 
7. Growth of the resolvent near spectral points of types + and −
The following theorem can be considered as the main result of this paper.
Theorem 20. Let (A) = ∅. Assume that, for the closed bounded interval [a, b],
[a, b] ∩ (A) ⊂ +(A) ([a, b] ∩ (A) ⊂ −(A))
holds and that each point of [a, b] is an accumulation point of (A). Then there exist
numbers  > 0, 	 > 0, m1, M > 0 such that for all points
 with a − Re b +  and 0 < |Im |	, (19)
we have  ∈ (A) and
‖(A− )−1‖ M|Im |m . (20)
Proof. 1. We prove the theorem for [a, b]∩(A) ⊂ +(A). A similar reasoning applies
for [a, b] ∩ (A) ⊂ −(A).
In view of Propositions 3, 13 and Theorem 18 it is sufﬁcient to prove Theorem 20
in the case where 0 belongs to (a, b),
0 ∈ +(A) \ ++(A) and ([a, b] \ {0}) ∩ (A) ⊂ ++(A). (21)
By Theorem 18 there exists an open neighbourhood U in C of [a, b] such that U \R ⊂
(A). It remains to prove that the resolvent of A can be estimated as in (20).
2. Let kerA = N0
.+ N+
.+ N− be a fundamental decomposition of kerA, that
is, N0 = kerA ∩ (kerA)[⊥], N+ is a positive subspace of H and N− is a negative
subspace of H. By (21) and Theorem 17, N0
.+ N− = ∅, and, by Theorem 14,
dim (N0
.+ N−) < ∞.
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We claim that there exists  > 0 such that
[x, x]‖x‖2 for x ∈ N+ (22)
holds. If N+ is ﬁnite-dimensional this is obvious. Assume that N+ is not ﬁnite-
dimensional and that there is no  > 0 satisfying (22). Then there exists a sequence
(xn) ⊂ N+, ‖xn‖ = 1, n ∈ N, with
[xn, xn] 1
n
, n ∈ N.
Therefore, there is a subsequence (xnk ) of (xn) which converges weakly to some x0.
As 0 ∈ +(A) it follows from Theorem 14 that x0 = 0. Moreover, as N+ is a closed
subspace, it follows that x0 ∈ N+. We have for n ∈ N
|[x0, x0]| |[x0 − xn, x0]| + |[xn, x0]| |[x0 − xn, x0]| + [xn, xn]
1
2 [x0, x0]
1
2 ,
that is
[x0, x0] = 0,
a contradiction to x0 ∈ N+, hence (22) holds for some  > 0 and (N+, [·, ·]) is a
Hilbert space.
We set
K := N [⊥]+ .
Then (K, [·, ·]) is a Krein space and we write A as a matrix
A =
[
0 0
0 A0
]
with respect to the decomposition H = N+[
.+]K.
By N0
.+ N− = ∅ and dim (N0
.+ N−) < ∞ we have
1dim kerA0 < ∞. (23)
Let L0(A0) be the linear root manifold of A0 corresponding to 0, i.e. L0(A0) =⋃∞
n=1 kerAn0. We claim that
(i) dimL0(A0) < ∞.
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Indeed, suppose dimL0(A0) = ∞. It is easy to see that for n ∈ N we have
dim kerAn+10 − dim kerAn0dim kerAn0 − dim kerAn−10 dim kerA0.
Therefore, by (23) there exists an l ∈ N such that for all k l we have
1dim kerAk+10 − dim kerAk0 = dim kerAk0 − dim kerAk−10 . (24)
If (24) holds for all k ∈ N, that is l = 1, then by induction we ﬁnd
A0 kerAk0 = kerAk−10 , k ∈ N. (25)
If l2, instead of kerAk0 we consider the linear manifolds kerAm0 ∩ ranAl0, m ∈ N,
which are not empty. It is not difﬁcult to verify that
A0(kerAm+10 ∩ ranAl0) = kerAm0 ∩ ranAl0, m ∈ N. (26)
Then by (25) and (26) there exists a sequence (xn) ⊂ L0(A0) with xn = 0, n ∈ N,
x1 ∈ kerA0 and A0xj = xj−1, j = 2, 3, . . . . This implies for all k, l ∈ N,
[xk, xl] = [Al0xk+l , xl] = [xk+l , Al0xl] = 0.
Hence the closed linear span L of the elements xn, n ∈ N, is a neutral subspace of K.
Let AL be the closure of A0|span {xn : n ∈ N} in L. By (23) we have 1dim kerAL <
∞ and the range of AL is dense in L. There are two possibilities.
(1) Suppose that the range of AL is closed. Then AL is surjective and indAL =
dim kerAL1. It follows that there exists a neighbourhood (in C) of zero which
consists only of eigenvalues of AL (see [Ka, IV 5.31]). This contradicts (21).
(2) Suppose that ranAL is not closed. Then for any  > 0 and an arbitrary subspace
N of L with codimLN < ∞ there exists an f ∈ N ∩D(AL) such that ‖f ‖ = 1
and ‖ALf ‖ < . Hence there exists an orthonormal sequence (fn) ⊂ D(AL) such
that ALfn → 0. The sequence (fn) converges weakly to zero. Since fn ∈ L we
have [fn, fn] = 0, n ∈ N. By Theorem 14 this contradicts 0 ∈ +(A).
This proves relation (i)
3. By (i) L0(A0) admits a decomposition,
L0(A0) = L0
.+ L1,
where L0 is the isotropic subspace of L0(A0), i.e. L0 = L0(A0) ∩ (L0(A0))[⊥], and
L1 is a Krein subspace of K. Then L0 ⊂ L[⊥]1 . Let e1, . . . , en be a basis of L0.
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There exists h1, . . . , hn ∈ L[⊥]1 such that [ej , hk] = jk , j, k = 1, . . . , n, hold (see
[B, Lemma I.10.4]) . Since L1 ⊂ D(A0) and D(A0) ∩ L[⊥]1 is dense in L[⊥]1 , we ﬁnd
g1, . . . , gn ∈ L[⊥]1 ∩D(A0) such that the matrix([ej , gk])j,k=1,...,n
is invertible. Set G = span {e1, . . . , en, g1 . . . , gn}. Then G ⊂ D(A0) and G is a Krein
subspace of L[⊥]1 . Since L0 is a n-dimensional neutral subspace of the 2n-dimensional
Krein space G, there exists a n-dimensional neutral subspace P of G such that G =
L0
.+ P . It follows that (L1[
.+]G, [·, ·]) is a Krein space. We set
M := (L1
.+ G)[⊥].
Then we have
K = L0
.+ L1
.+M .+ P and L0(A0)[⊥] = L0
.+M. (27)
As L0, L0(A0) and L0(A0)[⊥] are invariant subspaces for A0 it follows that
A0 =


A11 A12 A13 A14
0 A22 0 A24
0 0 A33 A34
0 0 0 A44

 (28)
with respect to the decomposition (27). Set
A˜0 =


0 0 0 0
0 0 0 0
0 0 A33 0
0 0 0 0

 .
By (23) we have 0 ∈ (A0) and 0 ∈ (A˜0). As a consequence of Theorem 14,
0 ∈ +(A) implies 0 ∈ +(A0) and, by Theorem 19, 0 ∈ +(A˜0) follows. Again by
Theorem 14, this implies 0 ∈ +(A33) ∪ (A33). Relation (28) implies 0 /∈ p(A33),
hence, by Theorem 17, 0 ∈ ++(A33) ∪ (A33). Then, by Lemma 2, there exists a
number 0 > 0 such that (−0, 0)∩ (A33) ⊂ ++(A33). The operators A11, A22 and
A44 act in spaces of ﬁnite dimension. This and Proposition 3 (applied for the operator
A33) imply the existence of numbers a1 ∈ [a, 0), b1 ∈ (0, b], 	1 > 0, m11, M1 > 0
such that
S := {z ∈ C : a1Re zb1, 0 < |Im z|	1} ⊂
4⋂
j=1
(Ajj )
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and
‖(Ajj − )−1‖ M1|Im |m1 for  ∈ S, j = 1, 2, 3, 4
holds. Then, for  ∈ S, it follows that  ∈ (A0) and using (28) it is easily seen that
there exist numbers m21, M2 > 0 with
‖(A0 − )−1‖ M2|Im |m2 for  ∈ S.
Furthermore, by (21), we have ([a, a1] ∪ [b1, b]) ∩ (A) ⊂ ++(A) and, with the help
of Proposition 3, Theorem 20 is proved. 
In the following corollary we put down some results of the proof of Theorem 20.
Corollary 21. Let 0 ∈ (+(A)∩R)\++(A) be an accumulation point of (A). Then
the root subspace L0(A) of A corresponding to 0 admits an orthogonal decomposition
L0(A) = N+[
.+]L0[
.+]L1,
where (N+, [·, ·]) is a Hilbert space contained in ker (A−0), L0 is ﬁnite-dimensional
and [·, ·] is zero on L0, (L1, [·, ·]) is a ﬁnite-dimensional Krein space. There is a
neutral subspace P ⊂ D(A) of N [⊥]+ with dimP = dimL0 such that (L0
.+ P, [·, ·])
is a Krein space,
N [⊥]+ = L0
.+ L1
.+M .+ P
with M = (L0
.+ L1
.+ P .+ N+)[⊥], and A0 := A|N [⊥]+ has the decomposition (28)
with 0 ∈ ++(A33) ∪ (A33).
A similar statement holds for 0 ∈ −(A) \ −−(A).
8. Deﬁnitizability properties in neighbourhoods of points of type + and −
Recall that a self-adjoint operator A in a Krein space (H, [·, ·]) is called deﬁnitizable
if (A) = ∅ and if there exists a rational function p = 0 having poles only in (A)
such that [p(A)x, x]0 for all x ∈ H. Then the spectrum of A is real or its nonreal
part consists of a ﬁnite number of points. Moreover, A has a spectral function E(.)
deﬁned on the ring generated by all connected subsets of R whose endpoints do not
belong to some ﬁnite set which is contained in {t ∈ R : p(t) = 0} ∪ {∞} (see [L]).
A self-adjoint operator in a Krein space is deﬁnitizable if and only if it is deﬁnitizable
over C in the sense of the following deﬁnition (see e.g. [J3, Deﬁnition 4.4]), which
localizes the notion of deﬁnitizability. We set C± := {z ∈ C : ±Im z > 0}.
134 T. Ya. Azizov et al. / Journal of Functional Analysis 226 (2005) 114–137
Deﬁnition 22. Let  be a domain in C which is symmetric with respect to R such
that ∩R = ∅ and ∩C+ and ∩C− are simply connected. Let A be a self-adjoint
operator in the Krein space (H, [·, ·]) such that (A) ∩ ( \ R) consists of isolated
points which are poles of the resolvent of A, and no point of ∩R is an accumulation
point of the nonreal spectrum (A)\R of A. The operator A is called deﬁnitizable over
, if the following holds:
(i) For every closed subset  of  ∩R there exist an open neighbourhood U of  in
C and numbers m1, M > 0 such that
‖(A− )−1‖M(|| + 1)2m−2|Im |−m
for all  ∈ U \R.
(ii) Every point  ∈  ∩ R has an open connected neighbourhood I in R such
that both components of I \ {} are of deﬁnite type (cf. Deﬁnition 1) with respect
to A.
The following theorem is a consequence of Theorem 20, Lemmas 10 and 2 and
Proposition 3.
Theorem 23. Let A be a self-adjoint operator in the Krein space (H, [·, ·]), and let I
be a closed connected subset of R such that
I ∩ ˜(A) ⊂ +(A) ∪ −(A)
holds and that each point of I is an accumulation point of (A). Then there exists a
domain  in C symmetric with respect to R with  ∩ C+ and  ∩ C− being simply
connected such that I ⊂  and A is deﬁnitizable over .
Assume that A is deﬁnitizable over  where  is as in Deﬁnition 22. For the
construction and the properties of the spectral function E of a self-adjoint operator
deﬁnitizable over  we refer to [J3] (see also [J2]). We mention only that E() is
deﬁned and is a self-adjoint projection in (H, [·, ·]) for every union  of a ﬁnite number
of connected subsets i , i = 1, . . . , n, of  ∩R, i ⊂  ∩R, such that the endpoints
of i belong to intervals of deﬁnite type.
Lemma 24. Let A be deﬁnitizable over  and let  ∈ ∩R. Then  belongs to +(A)
(−(A)) if and only if for every open interval ,  ⊂  ∩ R, with  ∈ , such that
E() is deﬁned we have  ∈ +(A|E()H) (resp.,  ∈ −(A|E()H)).
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Proof. We prove the lemma only for +(A). Assume that there exists an interval  as
in the lemma such that  /∈ +(A|E()H). Then by Theorem 14 there is a sequence
(xn) ⊂ E()H, ‖xn‖ = 1 which converges weakly to zero with (A−)xn → 0, n →∞,
and lim infn→∞[xn, xn]0. Since for every z ∈ H
[xn, z] = [E()xn, z] = [xn,E()z],
(xn) converges weakly to zero in H and  /∈ +(A).
If  /∈ +(A) and if  is an open interval as above, then there exists a se-
quence (yn) ⊂ D(A), ‖yn‖ = 1 which converges weakly to zero with (A − )yn →
0, n → ∞, and lim infn→∞[yn, yn]0. Then (A − )E()yn → 0, (A − )(1 −
E())yn → 0, n →∞, hence (1− E())yn → 0 for n →∞, limn→∞ ‖E()yn‖ = 1,
lim infn→∞[E()yn, E()yn]0. (E()yn) converges weakly to zero in E()H. There-
fore,  /∈ +(A|E()H). 
In Theorem 26 below we will express the fact that a point in  is of type +
or − with respect to a self-adjoint operator A deﬁnitizable over  with the help of
the spectral function of A. The corresponding result for points of deﬁnite type is the
following (see e.g. [J3]).
Proposition 25. Let A be deﬁnitizable over  and let E be the spectral function of A.
A point  ∈ ˜(A) ∩  ∩ R belongs to ++(A) (−−(A)) if and only if there exists a
connected set  ⊂ ∩R open in R,  ∈ , such that E() is deﬁned and (E()H, [·, ·])
(resp., (E()H,−[·, ·])) is a Hilbert space.
Theorem 26. Let A be deﬁnitizable over  and let E be the spectral function of A.
A real point  ∈ (A) ∩  belongs to +(A) (−(A)) if and only if there exists a
bounded open interval  ⊂ ,  ∈ , such that E() is deﬁned and (E()H, [·, ·]) is
a Pontryagin space with ﬁnite rank of negativity (resp., positivity).
Proof. 1. It is sufﬁcient to prove the theorem for  ∈ +(A). A similar reasoning
applies for  ∈ −(A).
2. If  is as in Theorem 26 and E()H is a Pontryagin space with ﬁnite rank of
negativity, then
(A|E()H) ⊂ +(A|E()H)
(see Remark 9) and, by Lemma 24,  ∈ +(A).
3. Let  ∈ +(A) ∩ R. By Proposition 25 it is no restriction to assume that  ∈
+(A) \ ++(A). By Theorem 18 we ﬁnd a bounded open interval ,  ⊂ , with
 ∈  such that
( \ {}) ∩ (A) ⊂ ++(A)
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Then E() is deﬁned and by Jonas [J3, Theorem 4.8 and Remark 4.9] the operator
A′ := A|E()H
is deﬁnitizable and the restriction of E to  is the spectral function of A′. We will
show that E()H is a Pontryagin space with ﬁnite rank of negativity. By Corollary 21
it is sufﬁcient to prove this in the case when the root space L(A′) is ﬁnite-dimensional
(N+ = {0}). Assume dimL(A′) < ∞. By Proposition 25, for every interval  ⊂ 
with  /∈  the projection E() is nonnegative. Therefore, the subspace S of E()H
deﬁned by
S := cls {E()H :  ⊂ ,  interval,  /∈ }
is nonnegative [L, Lemma I.5.3]. By Langer ([L, Propositions II.5.1 and II.5.2]) the
orthogonal subspace to S in E()H is L(A′) and, hence, ﬁnite-dimensional. Therefore,
codim
E()H S < ∞, and there exists a maximal nonnegative subspace of E()H with
ﬁnite codimension. Hence there is a maximal nonpositive subspace of ﬁnite dimension.
It follows that E()H is a Pontryagin space with ﬁnite rank of negativity. 
Remark 27. It easily follows from the Theorems 23 and 26 that for a self-adjoint
operator A in a Krein space a point  belongs to −,f (A) (see [LMM, p. 417]) if and
only if  ∈ +(A) \ ++(A).
By a covering of the spectrum we obtain from Theorem 26 the following corollary.
Corollary 28. For a deﬁnitizable self-adjoint operator A in a Krein space H such that
(A) \ R consists of normal eigenvalues we have
˜(A) ∩ R ⊂ +(A) ∪ −(A)
if and only if H can be decomposed in an orthogonal sum of two Pontryagin spaces,
H = H′[ .+]H′′ such that H′ (H′′) has ﬁnite rank of negativity (resp., positivity), A has
diagonal form
A =
[
A′ 0
0 A′′
]
with respect to H = H′[ .+]H′′, and the extended spectra ˜(A′) and ˜(A′′) are disjoint.
Now with the result of Theorem 26 we reformulate Theorem 19.
Theorem 29. Let A0 and A1 be as in Theorem 19 and assume that, for an open
connected subset I of R,
I ∩ ˜(A0) ⊂ +(A0) (I ∩ ˜(A0) ⊂ −(A0))
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holds and that every point of I is an accumulation point of (A0). Let A0 be deﬁnitizable
over a domain  ⊂ C with  ∩ R = I . If (A1) ∩  = ∅ and for some (and hence
for all)  ∈ (A0) ∩ (A1)
(A0 − )−1 − (A1 − )−1 ∈ S∞
holds, then A1 is deﬁnitizable over  and
I ∩ ˜(A1) ⊂ +(A1) (I ∩ ˜(A1) ⊂ −(A1)).
This theorem is well known, see [BJ] see [LMM] for bounded operators and [J1]
under some stronger assumptions.
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