We prove an exact relationship between the optimal denoising function and the data distribution in the case of additive Gaussian noise, showing that denoising implicitly models the structure of data allowing it to be exploited in the unsupervised learning of representations. This result generalizes a known relationship [2] , which is valid only in the limit of small corruption noise.
Introduction
Denoising is the task of reconstructing the original data samples from the corrupted samples, and has recently gained popularity as an unsupervised task for learning representations in deep learning [3, 2, 8, 4, 9, 7, 5] . Besides practical success, the theoretical basis for learning by denoising is becoming better understood. It has been shown that optimizing denoising performance leads to representations that implicitly model the structure of the data manifold [9] . More precisely, the optimal denoising function corresponds to the score (derivative of the log-probability density with respect to the input) of the data distribution in the limit of small corruption noise [2] . In this note, we generalize the result of [2] and derive an exact relationship between the data distribution and the denoising function in the case of additive Gaussian noise which is valid for arbitrarily large noise. This result was first published in The Curious AI Company blog post [1] .
Denoising function
Let us assume that clean samples x are drawn i.i.d. from a (generally unknown) data distribution p X . The corrupted samplesx are produced from the clean ones by some corruption process: x →x, where pX |X is assumed to be known. The task of denoising is to reconstruct the clean samples from the corrupted ones:x = g(x), where g is a (deterministic) denoising function which is optimized to match the reconstructionsx with the clean samples x. In unsupervised learning we are usually interested in learning the data distribution p X or its latent representations. Below we show that the denoising function g contains the same information as p X , and therefore by learning g we learn to model the data distribution p X .
In this work, we consider additive Gaussian corruption:x = x + σ n ǫ, with ǫ ∼ N (0, I) and σ n is the standard deviation of the corruption noise. For the reconstruction error we use the standard mean squared error (MSE):
The task is to now find the optimal denoising function g * by minimizing the reconstruction error with respect to g.
Theorem 1. Let the optimal denoising function be defined as
Then the optimal denoising function satisfies the relation
Proof. It is easy to show that the optimal denoising function is the minimum mean square estimator (cf.
[6] Chapter 8) which can be written as
We present a derivation here for completeness. By writing p(x,x) = p(x|x)p(x) Eq. (1) can be written as
The minimum of this expression w.r.t function g can be obtained by setting the functional derivative w.r.t g to zero:
from which Eq. (3) directly follows.
2
To proceed, using Bayes' rule, we can rewrite Eq. (3) as
For the additive Gaussian corruption noise, discussed above, the corruption distribution is given by
Taking the derivative of this expression with respect tox and reordering terms, we obtain the identity xp x|x =xp x|x + σ 2 n ∇xp x|x .
Inserting this expression into Eq. (4), we then obtain
In the second term we can reverse the order of differentiation and integration by Leibniz's rule. Then, by using p(x,x) = p(x|x)p(x) the integrals in both terms are trivial marginalizations, and we obtain the final result
n ∇x log p(x).
Discussion
Eq. (2) generalizes the result by Alain and Bengio [2] :
which holds in the limit of small corruption noise. Note that in this equation p X (x) is the uncorrupted data distribution evaluated at the point X =x, whereas in Eq. (2) p(x) ≡ pX (x) is the corrupted data distribution.
The relation between the denoising function and the data distribution in Eq. (2) can be inverted by integration with respect tox:
where Cx 0 denotes an arbitrary contour from 0 tox and Z is a normalization constant. The contour integral yields a unique value due to Green's theorem, since the curl of a gradient always vanishes: ∇ × ∇ = 0. Furthermore, given that p(x|x) depends only on the differencex − x and hence the corruption process is a convolution operation: p(x) = p(x|x)p(x) dx, the uncorrupted data distribution p(x) can in principle be solved in terms of the corrupted distribution p(x) by a deconvolution. Combined with Eqs. (2) and (5), this leads to an exact and invertible relationship between the data distribution and the optimal denoising function: p(x) ←→ p(x) ←→ g * (x), proving that the latter captures exactly the same information as the former. It is worth noting that in this way, by learning the denoising function, one can in principle learn arbitrarily complex structures of the data distribution, while for instance a regression task only learns the expectation value of the output conditioned on the input.
While the formal expression in Eq. (4) applies to any corruption distribution p(x|x), the result in Eq. (2) involving the gradient of the log-probability density is valid only for additive Gaussian corruption noise. It would be interesting to explore similar relationships between the data distribution and the optimal denoising function for other corruption processes, such as multiplicative Gaussian noise or dropout corruption.
