tion of the Drazin inverse can be easily derived from the corresponding results for Moore-Penrose inverses and that many of the results of [1] pertaining to various specific operators can be deduced very comfortably from a single general theorem.
Let H be a Hilbert space and B(H) be the algebra of all bounded linear operators acting on H. 
Obviously, for invertible operators A both the Moore-Penrose inverse and the Drazin inverse coincide with the usual inverse A −1 . Equalities (2) then hold with k = 0. Now let P ∈ B(H) and Q ∈ B(H) be two orthogonal projections and denote by W * (P , Q ) the smallest von Neumann subalgebra of B(H) that contains P , Q , and the identity operator I . Let L and N denote the ranges of P and Q , respectively. We denote by P M the orthogonal projection of H onto a closed subspace M and may therefore also write P = P L and Q = P N . The structure of W * (P , Q ) was described in [4] on the basis of the pioneering papers [3] and [5] . Namely, W * (P , Q ) consists of all operators of the form A = (α 11 , α 10 , α 01 , α 00 )
where, in notation slightly different from [7] , (α 11 , α 10 , α 01 , α 00 ) = α 11 I M 11 ⊕ α 10 I M 10 ⊕ α 01 I M 01 ⊕ α 00 I M 00
H is the compression of I − P N to the subspace M 0 = L (M 11 ⊕ M 10 ), the operator R performs a unitary equivalence of H with the compression of 
For the generating projections themselves, representation (4) will then look as
In what follows, we let
Then of course the last term in (4) simply becomes Φ A (H). In particular,
We also put
and denote by r (A) the set of all t ∈ σ (H) such that the rank of Φ A (t) equals r (r = 0, 1, 2). (r) . In [7] it was shown that
where
is invertible whenever ω A is bounded away from zero on 2 .
To state the result for the existence of A D , we need to stratify the set 1 (A) further. Namely, let 
the first term on the right-hand side being invertible because of the condition on tr Φ A . It can be checked directly that the Drazin inverse of A is then given by the formula 
has the property
Direct computations show that, under the condition ad = bc (which holds since t ∈ 1 (A)), (10) is equivalent to arg a = arg d, |b| = |c|.
On the other hand, normality of the matrix (9) is equivalent to
But (once again, under the condition ad = bc) (11) and (12) We Observe that in cases (i) and (ii) of Theorem 1.3 the range of A is closed, so that its Moore-Penrose inverse also exists. On the other hand, case (iii) corresponds to a nilpotent A, and then Im A may or may not be closed.
Examples
The purpose of this section is to demonstrate how Theorems 1.1 and 1.2 and the explicit representations (7) and (8) work in concrete situations, in particular in the cases studied in [1] and [2] .
Let us first consider P + Q . From (5) and (6) we infer that
Theorem 2.1. The following are equivalent: 
Proof. If M 0 = {0}, then the matrix in (13) is actually absent, so that P + Q = (2, 1, 1, 0), which implies that (P + Q ) D and (P + Q ) † exist and are just (1/2, 1, 1, 0). So assume M 0 = {0}. We then have
Since M (10) is absent (or may be taken to be {0}) and Φ P +Q (t) is normal for t ∈ 1 , we conclude that P + Q is Drazin invertible if and only if it is Moore-Penrose invertible and that the two inverses coincide. Theorem 1.2 shows that P + Q is Drazin invertible exactly if σ (H) ⊆ {0} ∪ [ε, 1) for some ε > 0, which is equivalent to the invertibility of H because 0 is known to be not an eigenvalue of the Hermitian operator H . If H is invertible, then H 2 = H and equality (8) yields the asserted formula for (P + Q )
Theorem 2.1 gives the Drazin inverse in terms of H . In paper [6] , the authors raised the problem of expressing (A + B)
in the case where A and B are arbitrary matrices. We here deal with orthogonal projections P and Q . If A is a projection (not necessarily orthogonal), then (2) is obviously true with X = A and k = 1, so that A D = A. Thus, in our setting the problem of [6] amounts to finding a formula for (P + Q ) D in terms of only P and Q . From (8) it follows that the Drazin inverse of every Drazin invertible operator in W * (P , Q ) belongs also to W * (P , Q ). This shows that the formula we are looking for must exist.
The following theorem provides us with such a formula. In connection with this theorem notice that if K and M are closed subspaces of H, then P K ∩M can be expressed in terms of P K and P M as the strong limit
This formula goes back to von Neumann [9] and is frequently called the method of alternating projections or von Neumann's algorithm. Incidentally, the formula follows easily from (5) and (6), applied to K = L, M = N. Indeed,
, and since the Hermitian operator I − H has its spectrum in [0, 1] and does not have 1 as its eigenvalue, its powers converge strongly to zero.
In our context P L = P and P N = Q and hence
We put
Theorem 2.2. The operator P + Q is Drazin invertible if and only if T is invertible, in which case
. This completes the proof under the assumption that M 0 = {0}. If M 0 = {0}, then T = (1, 1, 1, 1) is the identity operator and the theorem is equivalent to saying that P + Q is Drazin invertible with
But this is immediate from Theorem 2.1. 2
The following theorem is a generalization of Theorem 2.2. The proof is similar to the proofs of the previous two theorems and is therefore omitted. 
We now turn to the products P Q and P Q P . Representations (5) and (6) give
Theorem 2.4. For the operators P Q and P Q P , both Drazin and Moore-Penrose invertibility are equivalent to the condition that either
and if M 0 = {0} and I − H is invertible, then
we therefore obtain that P Q is Drazin invertible if and only if 1 − t is separated from zero on σ (H) \ {1}, which happens if and only if σ (H) ⊆ (0, 1 − ε] ∪ {1} for some ε > 0. As 1 is not an eigenvalue of H , this is equivalent to the invertibility of I − H . In the same way we deduce from Theorem 1.1 that P Q is Moore-Penrose invertible exactly if I − H is invertible. In the case at hand, H 11 = H . The representations of the Drazin and Moore-Penrose inverses of P Q are therefore immediate from (7) and (8) . The operator P Q P can be tackled equally. 
