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The concept of degree distance of a connected graph G is a variation of the well-known
Wiener index, in which the degrees of vertices are also involved. It is defined by D′(G) =∑
x∈V (G) d(x)
∑
y∈V (G) d(x, y), where d(x) and d(x, y) are the degree of x and the distance
between x and y, respectively. In this paper it is proved that connected graphs of order
n ≥ 4 having the smallest degree distances are K1,n−1, BS(n− 3, 1) and K1,n−1 + e (in this
order), where BS(n− 3, 1) denotes the bistar consisting of vertex disjoint stars K1,n−3 and
K1,1 with central vertices joined by an edge.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and preliminary results
Let G be a connected simple graph. The distance d(x, y) between two vertices x, y ∈ V (G) is the length of a shortest path
between them. The eccentricity ecc(x) of a vertex x is ecc(x) = maxy∈V (G) d(x, y) and the diameter of G, denoted by diam(G),
is maxx∈V (G) ecc(x) = maxx,y∈V (G) d(x, y). If ecc(x) is minimum then x is called a central vertex. Let Vi(x) = {y : d(x, y) = i}
for every 0 ≤ i ≤ ecc(x).
For k ≥ 2 let G(n; diam = k) and G(n; diam ≥ k) denote the class of connected graphs of order n and diameter equal to
k and greater than or equal to k, respectively. If graphs G and H are isomorphic we denote this by G ∼= H . K1,n−1, K1,n−1 + e
and BS(p, q), where p, q ≥ 1 and p + q = n − 2 will denote the star with n vertices, K1,n−1 plus one edge joining two
vertices of degree 1 and the bistar of order n consisting of two vertex disjoint stars K1,p and K1,q plus one edge joining the
central vertices of K1,p and K1,q, respectively. We shall use the notation D(x) = ∑y∈V (G) d(x, y) and D(G) = ∑x∈V (G) D(x).
The Wiener indexW (G), which is a well-known topological index in mathematical chemistry, equals D(G)/2.
Some years ago Dobrynin and Kochetova [5] and Gutman [6] introduced a new graph invariant defined as follows: for a
vertex x its degree distance, denoted by D′(x) is defined as D′(x) = d(x)D(x), where d(x) is the degree of x and the degree
distance of G, denoted by D′(G) is
D′(G) =
∑
x∈V (G)
D′(x) =
∑
x∈V (G)
d(x)D(x) = 1
2
∑
x,y∈V (G)
d(x, y)(d(x)+ d(y)).
In [8] the author showed that for n ≥ 2 in the class of connected graphs of order n aminimumofD′(G) equals 3n2−7n+4
and the unique extremal graph is K1,n−1, thus solving a conjecture proposed by Dobrynin and Kochetova [5]. In [1,10] several
properties of connected graphs of fixed order and size were deduced; in [9] it was shown that in the class of connected
unicyclic graphs of order n the unique graph having a minimum degree distance is K1,n−1 + e. An ordering of unicyclic
graphs by their degree distances was deduced in [2].
∗ Fax: +40 213156990.
E-mail addresses: ioan@fmi.unibuc.ro, ioan.tomescu@gmail.com.
0166-218X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2010.05.023
I. Tomescu / Discrete Applied Mathematics 158 (2010) 1714–1717 1715
Topological indices and graph invariants based on the distances between vertices of a graph are used in mathematical
chemistry [3,4,7,11] for the design of so-called quantitative structure-property relations (QSPR) and quantitative structure-
activity relations (QSAR) of chemical compounds. In this paper we will order the graphs with n vertices having the smallest
degree distances in the sequence K1,n−1, BS(n − 3, 1), K1,n−1 + e. Note that the first and last graph have diameter 2, but
BS(n− 3, 1) has diameter 3. For this we need some technical results.
Letm, n, p, t ∈ N, t,m, n ≥ 2 and n+ t − 1 ≤ p ≤ nt and the symmetric function
Sm,t(x1, . . . , xn) =
n∑
i=1
xi(m− xi), (1)
which is defined for xi ∈ N for 1 ≤ i ≤ n, 1 ≤ xi ≤ t , x1 ≥ x2 ≥ · · · ≥ xn and∑ni=1 xi = p.
Lemma 1.1. (x1, . . . , xn) is a minimum of Sm,t if and only if there is an index j, 1 ≤ j ≤ n such that x1 = · · · = xj = t,
1 ≤ xj+1 ≤ t − 1 and xi = 1 for every j+ 2 ≤ i ≤ n.
Proof. If there exist two indices i > j such that 2 ≤ xi ≤ xj ≤ t − 1 we get Sm,t(x1, . . . , xj + 1, . . . , xi − 1, . . . , xn) −
Sm,t(x1, . . . , xn) = 2(xi − xj)− 2 < 0 and Sm,t(x1, . . . , xn) cannot be minimum. 
Suppose that n, r ∈ N, n ≥ 4, 2 ≤ r ≤ n− 2, α, β ∈ R such that β ≥ α + 1 ≥ 2n− 1. Consider the function:
F (x1, . . . , xr , y1, . . . , yn−r) =
r∑
i=1
xi (α − xi)+
n−r∑
j=1
yj
(
β − yj
)
, (2)
which is symmetric in the first r variables and in the last n−r variables. F is defined for (x1, . . . , xr , y1, . . . , yn−r) ∈ D, where
the domain D is the set of all vectors (x1, . . . , xr , y1, . . . , yn−r)with integer coordinates such that x1 ≥ · · · ≥ xr; y1 ≥ · · · ≥
yn−r; 2 ≤ xi ≤ n− 2 for 1 ≤ i ≤ r; 1 ≤ yj ≤ n− 2 for 1 ≤ j ≤ n− r and∑ri=1 xi +∑n−rj=1 yj = 2n− 2.
Lemma 1.2. (a) F(x1, . . . , xr , y1, . . . , yn−r) is minimum over D if and only if (x1, . . . , xr) = (n − r, 2, . . . , 2) and
(y1, . . . , yn−r) = (1, . . . , 1).
(b) Let D1 = D \ {(n− r, 2, . . . , 2︸ ︷︷ ︸
r
, 1, . . . , 1)}. If n ≥ r + 4 then F(x1, . . . , xr , y1, . . . , yn−r) is minimum over D1 if and only if
(x1, . . . , xr) = (n− r − 1, 3, 2, . . . , 2) and (y1, . . . , yn−r) = (1, . . . , 1).
Proof. (a) Consider the following transformations of vectors in D:
(T1) If 1 ≤ i < j ≤ n− r and yj ≥ 2 then (x1, . . . , xr , y1, . . . , yn−r) is replaced by (x1, . . . , xr , y1, . . . , yi + 1, . . . , yj −
1, . . . , yn−r). By reordering the last n− r components of this vector we get z1 = (x1, . . . , xr , y∗1, . . . , y∗n−r) ∈ D.
(T2) If 1 ≤ i < j ≤ r and xj ≥ 3 then (x1, . . . , xr , y1, . . . , yn−r) is replaced with (x1, . . . , xi + 1, . . . , xj −
1, . . . , xr , y1, . . . , yn−r). By reordering the first r components we get the vector z2 = (x∗1, . . . , x∗r , y1, . . . , yn−r) ∈
D.
(T3) If y1 ≥ 2 then (x1, . . . , xr , y1, . . . , yn−r) is replaced by (x1, . . . , xr + y1 − 1, 1, y2, . . . , yn−r); reorder separately
the first r components and the last n − r components and we get z3 = (x∗1, . . . , x∗r , y∗1, . . . , y∗n−r) ∈ D. Note that
xr + y1 − 1 = 2n− 3−∑r−1i=1 xi −∑n−rj=2 yj ≤ n− r ≤ n− 2.
In the same way as in the proof of Lemma 1.1 we get
F(x1, . . . , xr , y1, . . . , yn−r) > F(z1), F(z2).
We shall prove that F(x1, . . . , xr , y1, . . . , yn−r) > F(z3) also holds. The last inequality is equivalent to
xr(α − xr)+ y1(β − y1) > (xr + y1 − 1)(α − xr − y1 + 1)+ β − 1,
or (y1 − 1)(β − α − 2+ 2xr) > 0. This inequality is true since y1 ≥ 2, xr ≥ 2 and β − α ≥ 1.
Applying T1 and T2wededuce that a point z ofminimumof F has the form (x1, . . . , xr) = (n−r−k+1, 2, . . . , 2)
and (y1, . . . , yn−r) = (k, 1, . . . , 1), where 1 ≤ k ≤ n − r − 1. If k ≥ 2, applying T3 we get that F(z) cannot be a
minimum. Hence the minimum is reached only for k = 1.
(b) Suppose that z0 = (x01, . . . , x0r , y01, . . . , y0n−r) is a point of minimum for F in D1; applying T1 and T3 we deduce that
y01 = · · · = y0n−r = 1. Since (x01, . . . , x0r ) 6= (n − r, 2, . . . , 2), we have x02 ≥ 3. If x02 > 3 or there exists an index i such
that 3 ≤ i ≤ r and x0i ≥ 3, applying T2 we deduce that F(z0) > F(n− r − 1, 3, 2, . . . , 2︸ ︷︷ ︸
r
, 1, . . . , 1), a contradiction.
Therefore x01 = n− r − 1, x02 = 3, x03 = · · · = x0r = 2 and y01 = · · · = y0n−r = 1. The proof is complete. 
2. Main results
By direct computation we get
Lemma 2.1. D′(BS(n− 3, 1)) = 3n2 − 3n− 8.
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Lemma 2.2. Let G be a connected graph of order n and x ∈ V (G) such that ecc(x) = p. Then D′(x) = (n − 1)2 for p = 1,
D′(x) = d(x)(2n− 2− d(x)) for p = 2 and D′(x) ≥ d(x)(2n− d(x)+ p2−3p2 − 1) for p ≥ 3.
Proof. If p = 2 then |V1(x)| = d(x) and |V2(x)| = n − 1 − d(x). For p ≥ 3 the minimum value of D′(x) is reached for
|Vi(x)| = 1 for every 3 ≤ i ≤ p, which implies that D′(x) ≥ d(x)(d(x) + 2(n − d(x) − p + 1) + 3 + 4 + · · · + p) =
d(x)(2n− d(x)+ p2−3p2 − 1). 
Lemma 2.3. For every n ≥ 4 we have
min
G∈G(n;diam=2)\{K1,n−1}
D′(G) = 3n2 − 3n− 6
and the unique extremal graph is K1,n−1 + e.
Proof. We deduce that D′(K1,n−1 + e) = 3n2 − 3n − 6. Let n ≥ 4 and G ∈ G(n; diam = 2). It follows that every x ∈ V (G)
has 1 ≤ ecc(x) ≤ 2, which implies, by Lemma 2.2 that
D′(G) = r(n− 1)2 +
∑
x∈V (G);ecc(x)=2
d(x)(2n− 2− d(x)),
where r denotes the number of vertices x having ecc(x) = 1 and the sumhas n−r terms. Suppose that r = 0. If x ∈ V (G) has
d(x) = 1 then the unique vertex y which is adjacent to x has ecc(y) = 1, which contradicts the hypothesis. It follows that
2 ≤ d(x) ≤ n−2 for every x ∈ V (G). The expression d(x)(2n−2−d(x)) has its minimum equal to 2(2n−4), which implies
D′(G) ≥ 2n(2n− 4) > 3n2− 3n− 6 for n ≥ 4. We deduce that the graph G ∈ G(n; diam = 2) \ {K1,n−1} having a minimum
degree distance has r ≥ 1. The function d(x)(2n−2−d(x)) is strictly increasing for d(x) = 1, . . . , n−1 having amaximum
equal to (n − 1)2. It follows that if G ∈ G(n; diam = 2) \ {K1,n−1} then D′(G) is minimum only if r = 1, i.e., there exists
exactly one vertex xwith ecc(x) = 1, two vertices of degree equal to 2 and other vertices of degree 1, hence G ∼= K1,n−1+ e,
since the degree sequence n− 1, k, 1, . . . , 1 with 2 ≤ k ≤ n− 1 has no graphical realization. 
Lemma 2.4. If G is a connected graph of order n ≥ 4 having diam(G) ≥ 3 and |E(G)| ≥ n then D′(G) > 3n2 − 3n− 6.
Proof. Let G ∈ G(n; diam ≥ 3) and |E(G)| ≥ n. Since diam(G) ≥ 3 one has d(x) ≤ n− 2 for every x ∈ V (G). By Lemma 2.2
one obtains D′(x) = d(x)(2n − 2 − d(x)) if ecc(x) = 2 and D′(x) ≥ d(x)(2n − 1 − d(x)) ≥ d(x)(2n − 2 − d(x)) + 1 if
ecc(x) ≥ 3 since the last inequality is equivalent to d(x) ≥ 1. Since G has diam(G) ≥ 3 it contains at least two vertices
having eccentricities greater than or equal to 3, which implies
D′(G) ≥ min
x1+···+xn≥2n
S2n−2,n−2(x1, . . . , xn)+ 2,
where S2n−2,n−2was defined by (1),m = 2n−2, t = n−2. Since the function f (x) = x(2n−2−x) is strictly increasing on the
interval [1, n−1], it follows thatminx1+···+xn≥2n S2n−2,n−2(x1, . . . , xn) = minx1+···+xn=2n S2n−2,n−2(x1, . . . , xn). By Lemma 1.1
for n ≥ 6 the last minimum is reached when x1 = n − 2, x2 = 4 and x3 = · · · = xn = 1 and it is equal to 3n2 − n − 18.
Consequently, D′(G) ≥ 3n2 − n− 16 > 3n2 − 3n− 6 if n ≥ 6. It remains to consider the cases n = 4 and n = 5. If n = 4 it
follows that xi ≤ 2 for 1 ≤ i ≤ 4 andmin S6,2(x1, . . . , x4) = S6,2(2, 2, 2, 2) = 32 > ϕ(4) = 30, where ϕ(n) = 3n2−3n−6.
Also for n = 5 we have xi ≤ 3 for 1 ≤ i ≤ 5 and min S8,3(x1, . . . , x5) = S8,3(3, 3, 2, 1, 1) = 56 > ϕ(5) = 54. 
Lemma 2.5. If G is a tree of order n ≥ 4 having diam(G) ≥ 4 then D′(G) > 3n2 − 3n− 6.
Proof. Suppose that ecc(x) ≥ 3 for any x ∈ V (G). In this case by Lemma 2.2 we get D′(x) ≥ d(x)(2n − 1 − d(x)), which
implies D′(G) ≥ minx1+···+xn=2n−2 S2n−1,n−2(x1, . . . , xn) = S2n−1,n−2(n− 2, 2, 1, . . . , 1) = 3n2 − 3n− 4 > 3n2 − 3n− 6 by
Lemma 1.1.
Otherwise there exists a vertex w ∈ V (G) such that ecc(w) = 2. This implies that diam(G) = 4. We also deduce
that d(w) ≥ 2 since otherwise the unique vertex y adjacent to w would have ecc(y) = 1. Since G is a tree, by denoting
p = |V2(w)| it follows that d(w) = |V1(w)| = n− p− 1, all vertices y from V1(w) have ecc(y) = 3 and all vertices z from
V2(w) have ecc(z) = 4 and degree d(z) = 1, 2 ≤ p ≤ n− 3 andw is the unique vertex having eccentricity 2. If ecc(z) = 4,
by Lemma 2.2 we have D′(z) ≥ d(z)(2n+ 1− d(z)), which implies
D′(G) ≥ d(w)(2n− 2− d(w))+
∑
y∈V (G),ecc(y)=3
d(y)(2n− 1− d(y))+
∑
z∈V (G),ecc(z)=4
d(z)(2n+ 1− d(z)).
Since all vertices z of eccentricity 4 have d(z) = 1 and d(w) = n− p− 1, it follows that∑y∈V (G),ecc(y)=3 d(y) = n− 1, which
implies that min
∑
y∈V (G),ecc(y)=3 d(y)(2n− 1− d(y)) = (p+ 1)(2n− p− 2)+ (n− p− 2)(2n− 2) by Lemma 1.1 (in this
case S has only n− p− 1 variables and its minimum is reached for (p+ 1, 1, . . . , 1)).
Consequently,D′(G) ≥ (n−p−1)(n+p−1)+(p+1)(2n−p−2)+(n−p−2)(2n−2)+2np = 3n2+n(2p−6)−2p2−p+3 >
3n2 − 3n − 6 if and only if n(2p − 3) > 2p2 + p − 9. Since n ≥ p + 3 one obtains n(2p − 3) ≥ 2p2 + 3p − 9 and
2p2 + 3p− 9 > 2p2 + p− 9 is true. 
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Lemma 2.6. Let G be a tree of order n ≥ 4 with diam(G) = 3. Then D′(G) ≥ 3n2 − 3n − 8 and equality holds only for
BS(n− 3, 1); if G 6∼= BS(n− 3, 1) then D′(G) > 3n2 − 3n− 6.
Proof. If G is a tree of order n ≥ 4 having diam(G) = 3 then G is a bistar BS(p, q), where p, q ≥ 1 and p + q = n − 2.
BS(p, q) has 2 vertices u, v of eccentricity 2 and n − 2 vertices of eccentricity 3. By Lemma 2.2 it follows that D′(G) ≥
d(u)(2n − 2 − d(u)) + d(v)(2n − 2 − d(v)) +∑t∈V (G)\{u,v} d(t)(2n − 1 − d(t)) ≥ minx∈D F(x), where F is given by (2),
α = 2n − 2, β = 2n − 1 and r = 2. From Lemma 1.2 it follows that minx∈D F(x) is reached for x1 = n − 2, x2 = 2
and y1 = · · · = yn−2 = 1 and the unique tree having these degrees is BS(n − 3, 1). Also minx∈D1 F(x) is reached for
x = (n− 3, 3, 1, . . . , 1). It follows that if G 6∼= BS(n− 3, 1) then D′(G) ≥ F(n− 3, 3, 1, . . . , 1) = 3n2 − 2n− 14. We have
3n2 − 2n− 14 > 3n2 − 3n− 6 = ϕ(n) for every n ≥ 9. It remains to see what happens when 4 ≤ n ≤ 8.
For n = 4 and n = 5 the tree G is unique up to isomorphism and Lemma 2.6 is true. If n = 6 there exist 2 non-isomorphic
trees of diameter 3: BS(3, 1) and BS(2, 2). We haveD′(BS(2, 2)) = 86 > ϕ(6) = 84. For n = 7we also get 2 non-isomorphic
trees BS(3, 2) and BS(4, 1); we have D′(BS(3, 2)) = 126 > ϕ(7) = 120 and for n = 8 we obtain 3 non-isomorphic trees
and we deduce D′(BS(3, 3)) = 176,D′(BS(4, 2)) = 172 and ϕ(8) = 162. 
Theorem 2.7. The connected graphs of order n ≥ 4 having the smallest degree distances are K1,n−1, BS(n−3, 1) and K1,n−1+e;
moreover D′(K1,n−1) = 3n2 − 7n+ 4,D′(BS(n− 3, 1)) = 3n2 − 3n− 8 and D′(K1,n−1 + e) = 3n2 − 3n− 6.
Proof. By Lemma 2.3 in the class G(n; diam = 2) the first 2 extremal graphs are K1,n−1 and K1,n−1+ e. In the class of graphs
G(n; diam ≥ 3) of diameter greater than or equal to 3 the unique extremal graph is BS(n − 3, 1) by Lemmas 2.4–2.6 and
the remaining graphs have degree distances greater than D′(K1,n−1 + e) = 3n2 − 3n− 6. 
Corollary 2.8. For every n ≥ 4 we have
min
G∈G(n;diam=3)
D′(G) = min
G∈G(n;diam≥3)
D′(G) = 3n2 − 3n− 8
and the unique extremal graph is BS(n− 3, 1).
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