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Abstract
It is argued that any possible definition of a realistic physics theory – i.e., a mathematical model
representing the real world – cannot be considered comprehensive unless it is supplemented
with requirement of being computationally realistic. That is, the mathematical structure of
a realistic model of a physical system must allow the collection of all the system’s physical
quantities to compute all possible measurement outcomes on some computational device not
only in an unambiguous way but also in a reasonable amount of time.
In the paper, it is shown that a deterministic quantum model of a microscopic system
evolving in isolation should be regarded as realistic since the NP-hard problem of finding the
exact solution to the Schro¨dinger equation for an arbitrary physical system can be surely solved
in a reasonable amount of time in the case, in which the system has just a small number of
degrees of freedom. In contrast to this, the deterministic quantum model of a truly macroscopic
object ought to be considered as non-realistic since in a world of limited computational resources
the intractable problem possessing that enormous amount of degrees of freedom would be the
same as mere unsolvable.
1 Introduction
Recently a definition of realistic physics theories – i.e., mathematical models representing the real
world – has proposed, according to which a model of a physical system is classified as realistic if
and only if, according to the mathematical structure of this model, the collection of all physical
quantities written in the system unambiguously determines the probabilities of all possible measure-
ment outcomes [1]. Attractive and credible as this definition might appear, it nevertheless fails to
mention that before anything else a realistic model has to be computationally realistic. This means
that the mathematical structure of a realistic model of a physical system must allow the collec-
tion of all the system physical quantities to determine all possible measurement outcomes (or their
probabilities) not only in an unambiguous way but also in a realistic – that is, reasonable – amount
of time. Undeniably, the defining characteristic of any mathematical physics model is that it makes
falsifiable or testable predictions. So, if the mathematical model were insoluble in a reasonable
amount of time (even with access to a supercomputer), then the model would not have a realisti-
cally testable predictive content, and therefore the term “realistic” would be hardly applicable to it.
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Of course, the requirement of being computationally realistic would be completely redundant for
the definition of a realistic physics theory if every physics model were capable of being solvable in
reasonable time as soon as enough computational resources were thrown at the model. The goal
of this paper is to show that, in all likelihood, such is not the actual state of things in quantum
theory. In particular, it will be shown that the deterministic quantum model of a microscopic
system evolving in isolation should be regarded as a realistic model, whilst the quantum model of a
truly macroscopic object (built around exact solutions to the object’s Schro¨dinger equation) ought
to be considered as non-realistic.
2 Schro¨dinger’s equation computational complexity
To demonstrate this, the complexity of Schro¨dinger’s equation, which is one of the fundamental
equations of quantum theory that describes how the quantum state of a physical system changes
with time, should be analyzed.
Theorem 1 Let H be the Schro¨dinger Hamiltonian for a physical system, the vector |ψ(t)〉 be
the state of this system at time t, the wave function Ψ(r, t) be the product 〈r |ψ(t)〉, where r =
(r1, r2, . . . , rN ) denotes the sets of position vectors such that rn=(xn1, xn2, xn3) and N is the system
constituent particle number. Then the runtime complexity of the operations needed to verify that any
given solution Ψ(r, t) is indeed the solution to the Schro¨dinger equation i~ ∂Ψ(r, t)/∂t=HΨ(r, t)
is polynomially bounded.
As it can be readily seen, to calculate the complexity of verification (defined as value L) it is
sufficient to find the minimal number of elementary operations required to compute the effects of
the Schro¨dinger Hamiltonian H on the solution Ψ(r, t). After been projected into the position basis
{|r〉} the generic form of the Schro¨dinger Hamiltonian H can be expressed as the following sum:
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where mn is the mass of the system constituent particle n, M denotes the mass of the collection of
the constituent particles resulting in the extra kinetic energy K (owing to the dependencyK on the
spatial configuration of the particles), Ĥs is the term accounting for the presence of the constituent
particles’ spins (this terms may include spin-orbit coupling, spin-rotation coupling and spin-spin
coupling). Additionally, in the case of the external electromagnetic field existing represented by
the vector potential A=(A1, A2, A3), the interaction of the constituent particle of charge qn with
the electromagnetic field can be taken into account by replacing the partial derivatives ∂/∂xnj by
∂/∂xnj − iqnAj/~c. So, making use of the results of the papers [2, 3], the complexity L can be
presented as follows:
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· cost(Ψ(r, t)) , (2)
where only nonscalar arithmetic operations (i.e., binary operations whose both operands involve
the solution Ψ) are considered contributed to the complexity of verification L, whereas addi-
tions/subtractions and multiplications by arbitrary scalars k(r, t) are allowed for free, cost(Ψ(r, t))
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denotes the computational cost of the wave function evaluation at particular numerical values
r= (r1, r2, . . . , rN ) and t. In order to the interpretation of solutions to Schro¨dinger’s equation to
make sense, it must be feasible to evaluate the given solution Ψ(r, t) at arbitrary r and t because
otherwise it would be impossible to use Ψ(r, t) to compute a measurable observable of the quantum
system. In conformity with Cobham’s thesis [4], the function Ψ(r, t) can be feasibly evaluated
only if it can be evaluated on some computational device in polynomial time. This implies that
cost(Ψ(r, t))=poly (N), and hence, the verification complexity L is upper-bounded by a polynomial.

Corollary 1 The decision problem of Schro¨dinger’s equation “Does the ground state of a physical
system Ψg(r) have energy Eg ≤ 0?” is in the NP complexity class of computational problems, whose
solutions can be verified in polynomial time.
Certainly, if the ground state Ψg(r) with the energy Eg ≤ 0 is given, then by substituting it back
into Schro¨dinger’s equation one can prove that Ψg(r) is indeed the solution to this equation in only
a polynomial amount of time.
Theorem 2 Given an exact generic algorithm capable of solving exactly the Schro¨dinger equation
for an arbitrary physical Hamiltonian (that is, for any and all possible physical systems), any
problem in the NP complexity class can be solved with only polynomially more work.
Let A(Ψ) be such an algorithm. As A(Ψ) can solve exactly the Schro¨dinger equation for all Hamilto-
nians, it can also solve the Schro¨dinger equation for Ising Hamiltonians that describe Ising models
of a spin glass [5, 6]. On the other hand, the paper [7] explains how “all the famous NP problems”
(such as Karp’s 21 NP-complete problems [8]) can be written down as Ising models with only a
polynomial number of steps (to be exact, with a polynomial number of spins which scales no faster
than N3). Therefore, in just a polynomial number of steps one can get from any NP-complete
problem to the Schro¨dinger equation for the Hamiltonian of an Ising spin glass, whose decision
problem “Does the ground state of a glass Ψg(r) have energy Eg ≤ 0?” solves the NP-complete
problem of interest using the algorithm A(Ψ). From here, the proof of the theorem follows: Since
an arbitrary NP problem is polynomial-time reducible to any NP-complete problem and thus to
the decision form of the Ising model, any problem in NP can be solved exactly by the algorithm
A(Ψ) with only polynomially more work. 
Corollary 2 The problem of solving exactly Schro¨dinger’s equation for an arbitrary physical system
is NP-hard.
Seeing as the algorithm A(Ψ) that solves this problem can also solve any problem in the NP com-
plexity class, the given problem is NP-hard.
Corollary 3 If the algorithm A(Ψ) were efficient, the class NP would be equal to the class P of
computational problems solvable in polynomial time. If P 6=NP, the algorithm A(Ψ) could not be
efficient, i.e., its runtime complexity could not be polynomial in N .
Theorem 3 If P 6=NP, Schro¨dinger’s equation for a truly macroscopic object would not have an
exact solution reachable in polynomial time.
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As an entity of classical realm, a truly macroscopic object contains a large (and essentially unchecked)
number of constituent microscopic particles that interact constantly with many different physical
systems (of various properties and scales) within the vast causal horizon for the object. As such,
its Hamiltonian must be a sum of (practically) all possible physical Hamiltonians, and hence an
algorithm capable of solving exactly the Schro¨dinger equation for this object must be the exact
generic algorithm A(Ψ). Therefore, if P 6=NP, Schro¨dinger’s equation for a truly macroscopic object
could not be solved exactly in polynomial time. 
Assuming that P 6=NP, is it possible that the exact generic algorithm A(Ψ) is significantly faster
than exhaustive search (an exact generic algorithm as well), which, according to the postulates of
quantum mechanics, runs exponentially in N as O(2N )?
Theorem 4 In all probability, if P 6=NP, then the runtime complexity of the exact generic algorithm
A(Ψ) could not be sub-exponential in N .
Suppose that A(Ψ) is a sub-exponential time algorithm. Since any NP-complete problem – including
the 3-SAT problem – can be written down as the Schro¨dinger equation for the Hamiltonian of an
Ising spin glass, it follows that the algorithm A(Ψ) can solve any NP-complete problem in sub-
exponential time. However, according to the widely believed conjecture (called the exponential
time hypothesis), the 3-SAT problem does not have a sub-exponential time algorithm [9, 10, 11].
Hence, if the runtime complexity of A(Ψ) were sub-exponential in N , then the exponential time
hypothesis could be shown to be false. 
Corollary 4 In all probability, if P 6=NP, then an algorithm solving exactly Schro¨dinger’s equation
for a truly macroscopic object could not be significantly faster than exhaustive search.
3 Discussion
It is clear that (even if P 6=NP) the NP-hard problem of solving exactly Schro¨dinger’s equation for
an arbitrary physical system could surely be solved in a reasonable amount of time for the instance
where the system is composed of just a few constituent microscopic particles. This means that
the quantum model of a microscopic system evolving in isolation should be regarded as a realistic
model. In contrast to this, the quantum model of a truly macroscopic object (such as a macroscopic
detector, Schro¨dinger’s cat, an observer), ought to be considered as a non-realistic model. Indeed,
as it follows from Corollary 4, it is quite likely that if P 6=NP, then to everyone living in a world of
limited in time computational resources, the problem of solving exactly Schro¨dinger’s equation for
a truly macroscopic object is the same as a mere unsolvable problem.
On the other hand, if the macroscopic object is considered as a system with only a few controlled
or measured degrees of freedom (among many others that are uncontrolled or unmeasured) then
the object’s quantum model (an inexact, probabilistic one as it can only provide an incomplete
description of the system) can surely be solved in reasonable time and thus regarded as a realistic
physics model.
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