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This paper presents methods for calculation of the informational 
content, i.e. complexity, of interacting systems of parts in mecha- 
nisms and circuits. The methods have been developed primarily in 
order to describe self-reproducing systems (Jaeobson, 1958) but can 
be applied with generality to any mechanism or circuit. 
I. THE INFORMATIONAL COMPLEXITY OF 
MECHANISMS IN GENERAL 
I t  is clear that no device has any absolute amount of information, or 
negative entropy, associated with it. Consider a Cadillac as the device 
under discussion. Within the lot of an automotive dealer, one-eighth of 
whose cars are Cadillacs, there is a probabil ity of 1 in 8 that any particu- 
lar car is a Cadillac, and consequently an informational content of 
log2(1/.125) = 3 bits, in the selection of any car to be this brand. At 
the assembly plant in Michigan, with all parts available but not properly 
connected, workers organize the parts into a functioning whole auto- 
mobile the improbabil ity of which is much greater, corresponding to 
thousands of bits of complexity, i.e. ilfformation content. On the other 
hand, in the Sahara Desert, at a spot untrod by civilized man, the ap- 
pearance of a Cadillac could only be reckoned miraculous, measured by 
an improbability whose logarithm would be a number comparable with 
the number of atoms in the ear. Thus the effective complexity of the 
assembled mechanism ust be judged to correspond to an information 
content which has increased by some amount which depends on the en- 
vironment from which it arose, or was created. (Note that a "part"  is a 
concept determined by the environment specified. In the first example, 
the "part"  is the whole automobile; in the second, the items supplied to 
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the plant; and in the third, the atoms in the desert.) For our purposes, 
the second of the three examples i the most germane to useful calcula- 
tions of informational content. 
The problem of calculating the information of a mechanism in such 
an environment is completely analogous to that of calculating the en- 
tropy of a chemicM system, in which the calculation isperformed relative 
to some specified standard state. The following terms arise: 
1. A "concentration" term. The "standard state" environment, rela- 
tive to which information is being calculated, contains a certain concen- 
tration of each component ofthe mechanism. For instance, at the assem- 
bly plant the concentration of Cadillac parts is relatively high; in the 
nonartifactual world it is extremely small. If the concentration f each 
part of the mechanism is known, the calculation of this term follows di- 
rectly. Ic, defined as the information of concentration, is given by: 
Ic = ~ log2(c~,yJci~) bits (1) 
where c~,~ is the concentration f the ith type of component in the mecha- 
nism volume after assembly, and c~e is its concentration in the environ- 
ment before assembly. Io expresses the information i volved in collecting 
the components from the environment, and gathering them into a volume 
just the size of the mechanism, although still in a completely random 
state. 
2. An "organization" term. This term reflects the information in- 
volved in taking the jumbled mass of components and arranging them 
into correct order. It is an obviously complex function, but can be divided 
into an "orientation" and a "placement" subterm. The general three- 
dimensional object has six degrees of positional freedom, three corre- 
sponding to the Euler orientation angles A1, A2, and A3, and three to 
its placement along the three Cartesian axes x, y, and z. For each com- 
ponent, then, in general the values of these three orientation and three 
placement coordinates must be specified within a certain tolerance, for an 
acceptably functional assembly. If, for these six coordinates, the opera- 
tion of the mechanism requires that the ith component remain within a 
space Axl, Ayl, Az~, and its orientation be fixed within AA~, AA2~ , 
AA3~, the "placement" information of fixing its coordinates i  given by: 
Ip = log2 {V/(Ax~Ay~Az~)} bits (2) 
where V is the volume of the mechanism. The "orientation" information, 
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Ior~ is given by: 
Iorl = log2{8~r3/AAI~AAs~AA~} bits (3) 
For all of the eomponents of the mechanism, then, the total "organiza- 
tion" information is obtained by summing I~ and Iorl, giving: 
Ior~ = ~. logs [2~xiAy~Azi-X-a-~AAs~AA,~ f bits (4) 
3. Degeneracy terms. In general, the information calculated by direct 
use of (4) for Ior~ is too high, due to what may be called the "degeneracy" 
of the mechanism (metaphorical extension of the meaning in quantum 
mechanics). For instance, if two of the components are functionally 
identical, there are clearly two separate but equivalent mechanisms re- 
sulting from exchanging ofthe components. This reduces the information 
by log2 2, that is, one bit, since the mechanism need not be specified as 
to which of the two identical ones has been assembled. In general, of 
course, any collection of n identical components or subcomponents re-
duces the information by logs (n!) bits. If n is very large, as it would 
be if the identical components were molecules in macroscopic amounts, 
Stirling's approximation gives n log2 (n/e) bits as the approximate loss 
of information due to degeneracy of the nmoleeules. 
Furthermore, there are information losses due to symmetry of com- 
ponents. For any component possessing n~ identical positions (n, is the 
symmetry number, equalling 2 for an irregular object having only a 
plane of symmetry, but equalling 24 for a cube), an argument Similar to 
the foregoing shows that the orientation i formation for that component 
is reduced by log2 n~ bits. A still more important case is the one in which 
a continuous displacement of a component gives a mechanism identical 
to the undisplaced component: Such a situation arises in any component 
with radial symmetry about an axis, like a rotating shaft or a diatomic 
molecule. For such a component the information must be reduced by 
dropping one term in the orientation i formation and reducing the num- 
ber of significant angles of orientation. In the extreme case of a sphere Or 
monatomic molecule, the entire orientation i formation term drops out. 
Equation (4), with degeneracy orrections, gives a workable definition 
of the informational complexity of an ordinary mechanical device, al- 
though certain approximations involved in the use of the coordinate- 
tolerance A's could be improved by application of more precise continu- 
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ous-variable information theory. Such refinements are beyond the scope 
of this paper. 
As an example of the calculation, consider a crankshaft which needs 
to be placed accurately within 0.001 cm. in each of three directions, and 
two of whose Euler angles must not vary more than 5 X 10 -5 radian, 
although the third is arbitrary. Equations (2) and (3), properly cor- 
rected, lead to an I~ + 0orl of about 80 bits for this one component. For 
the hundreds of components included in an automobile, then, the total 
Iorg might well be in the range of 104-105 bits, relative to an environment 
of parts, completely collected into a random pile with the volume of the 
completed automobile. To collect hese parts, assuming the factory was 
104 times the volume of the automobile, would require an It of log2 104, 
or about 13 bits per part, in addition to tile organization i formation. 
It is plain that a crankshaft is itself a part of considerable complexity. 
Such parts certainly seem to increase the over-all complexity of any de- 
vice in which they appear. In defining the environment as an assembly 
plant, however, we have implicitly stated that all such parts, however 
complicated, are available at some concentration within the environ- 
merit. It is, rather, the complexity of the defined environment which gives 
an apparently complex device a relatively low informational complexity. 
To the extent, however, that the environment is exactly defined either 
by some arbitrary statement (e.g. those of the first two environments in 
the three examples above) or by a particular set of conditions naturally 
arising (e.g. the third environment mentioned), the over~all informa- 
tionM complexity of any mechanism constructible from available parts 
is a perfectly definite quantity, as defined and estimated above. 
The question of .separability of organizational nd concentration i - 
formation arises. Analogous questions of separation of vibrational and 
rotational contributions tothe energy or entropy of a particular state of 
a molecule also arise in theory of molecular spectra. Under certain cir- 
cumstances, possible effects of concentration upon the organizability of
the parts may be of importance. Certainly the parts cannot be com- 
pressed below their intrinsic volume. This volume is not usually much 
smaller than the over-all volume of the articulated mechanism. The 
Cadillac, for instance, could be compressed into 20-30 % of its original 
volume by a powerful press, but no smaller. As the concentration pro- 
ceeds to crowd the parts into a volume comparable with the intrinsic 
volume, a rapid fall in entropy, and consequent rise in information con- 
tent, is experienced. The rise would be beyond that predicted by (1). 
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Such effects of compression underscore the need for caution in using 
(1). Furthermore, an environment in which c~ was greater than cim 
would require concentration i formation to dilute the ith component 
part. Equation (1), however, indicates that the concentration i forma- 
tion would be negative in this case. Since it is physically clear that the 
equivalent of concentration i formation would have to be supplied, to 
dilute component i (as, for instance, marine vertebrates must pump salt 
ions out of their systems by active transport mechanisms) (1) is seen 
to give the negative of the physically correct value of concentration i - 
formation for such cases. 
We have also tacitly omitted any effects of energy due to attraction 
between the parts from this calculation. While mechanical parts are 
generally free from these attractions, molecular ones are not. We can 
also see possible effects corresponding to "activity coefficients" arising 
with molecules in solutions. It  is therefore necessary to apply (1), and 
the notion of complete separability of terms from (1) and (2), with 
whatever caution the actual mechanism dictates. 
I I .  THE  INFORMATIONAL COMPLEXITY  OF C IRCUITS  
When the mechanism concerned is an electronic device, the placement 
of parts is not very critical. The important structural detials of such a 
device are represented by a circuit diagram specifying which terminals 
of which components are linked together. The minimum Ior~ for this 
kind of mechanism depends on the number of ways of making these con- 
nections, in the usual logarithmic way. Ior~, calculated in this way, gives 
the information of a certain class of mechanisms--the class of those which 
follow the circuit. Naturally, this will be less than Iorg for a specific 
mechanism with a fixed placement of parts, as well as connective rela- 
tionship. For certain purposes, however, the information of the class 
(smaller) is more useful than the information of a specific member 
(larger). We detail the method of calculation for circuits as follows: 
Each circuit has a number of discrete components, each POSSessing a
finite number of terminals, of which the total is, say, N. There are, say, 
m connections between the appropriate pairs of terminals. Each connec- 
tion demands a choice of two of these terminals, that is, one of N(N - 1 ) 
possibilities. If, as is usually true for most circuits, m is very small corn- 
compared to N(N - 1 ), it is a good approximation to consider the entire 
circuit as a choice from among {N(N - 1)} m possibilities. If the con- 
nections are not polarized, then each connection has been counted twice 
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by this number, and the correct number is N(N - )1 /2  for each connec- 
tion, so that the whole circuit is a choice from among {N(N - 1 )/2} '~ 
possibilities. A further correction is due to the complete quivalence of 
all m connections, which can have the wires exchanged in any of m T 
ways without changing the functioning of the circuit. The corrected 
factor of improbability is one in {N(N - 1 )/2} '~/m! for unpolarized con- 
nections, or one in {N(N - 1)}m/m! for polarized ones. From these im- 
probabilities, the informational complexity, given by the logarithms 
~,base 2) thereof, is: 
Iorg = m log2[N(N - 1)] - m - log2 m! (5) 
for unpolarized connections between terminals, and: 
Iorg = m log2[N(N - 1)] - log2 m! (6) 
for polarized connections between terminals. 
The values of Io~g from (5) or (6) must also have any suitable de- 
generacy terms subtracted from them, corresponding to functional iden- 
tity of any of the components with one another, just as described in 
Part I. Moreover, additional terms of this sort must be subtracted, 
should any single component have several functionally identical ter- 
minals (e.g., the two leads from the heater of a vacuum tube). 
III. EXAMPLES OF COMPLEXITY CALCULATIONS 
Examples of the methods of Part I I  can be found by applying (5) or 
(6), with corrections, to any desired circuit. To make the calculation it 
is useful to redraw the circuit concerned as an abstract array of compo- 
nents, terminals, and connections. Herewith are shown such illustrations 
for two circuits used in electromechanical analogs of self-reproducing 
systems (Jacobson, 1958). The methods themselves were devised with 
special reference to self-reproducing systems, for which a calculation of 
informational complexity is crucial to the question of spontaneous origin 
of life (Jacobson, 1955). These two systems, for which the calculations 
are of more than passing importance, are consequently used in detail 
here. 
Figure 1 shows the circuit of RSD I (Reproductive Sequence Device 
I) ,  a simple self-reproducing system described in detail in Ref. 1. The 
system consists of two units (self-powered cars) A and B, each contain- 
ing a motor M, not included in Fig. 1. The components are shown by 
letters (the C's are merely contacts, and not considered components or 
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FIG. 1. Circuit of RSD I 
terminals) and linked by electrical and mechanical connections. The 
electrical connections are unpolarized, and are (here, and in Fig. 2) in- 
dicated by solid lines; the mechanical connections are polarized (that 
is, action proceeds from one component towards the other) and are in- 
dicated by dotted lines, with the arrow showing the direction of polariza- 
tion. 
Figure 2 shows an abstract representation f Fig. 1, including the two 
motors M, with their connections, plus the energy source E with its 
terminals, and any necessary ground connections. Terminals in black 
are the sites of electrical connections and the open circles represent ter- 
minals from which emanate mechanical connections. 
From Fig. 2, RSD I can be seen to be categorized as a system of me- 
chanical connections, plus a wholly additional system of electrical con- 
nections. The mechanical system has 10 terminals with five polarized 
connections, and the electrical system has 25 terminals with 20 un- 
polarized connections. In the electrical system, 22 terminals belong to 
11 sets of equivalent pairs. Io,g is Calculated for the electrical system 
from (5), and for the mechanical system from (6). For the mechanical 
system, N = 10, and m = 5; for the electrical system, N = 24, and 
m = 20. The 11 pairs of equivalent terminals furnish a degeneracy cor- 
rection of 11 bits, and three pairs of equivalent components an additional 
degeneracy correction of three bits. Equation (5) yields 
Iorg = 20 log2 (25)(24) - 20 - log2 20! = 104 bits 
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for the electrical system, and (6) yields 
5 logs (10)(9) - logs 5! = 26 bits 
for the electrical system. The total organizationM information in RSD I 
is consequently 104 + 26 - 11 - 3 = 116 bits. 
A similar calculation is made for the more complex model of self- 
reproduction, RSD IV, also described in detail (Jacobson, 1958). 
RSD IV is a three-unit (self-powered cars) system, each car containing 
a motor M, as with RSD I. Its circuit is shown in Fig. 3, minus the motors 
and energy source. Since the circuit of units A and B is internally the 
same, it is not indicated in detail on the A car in Fig. 3. Figure 4 shows 
the same model in abstract representation, i cluding motors and energy 
source. The same conventions are used as in Fig: 2. The internal con- 
nections are, as in Fig. 3, only indicated for the B and C cars, as the A 
car has a set identical with those of the B car. Making the appropriate 
counts, there are seen to be a total of 44 terminals in the mechanical 
system, with 25 polarized connections, and 82 terminals in the electrical 
system, with 62 unpolarized connections. There  are also 32 pairs of 
equivMent erminals, plus about 20 pairs and three triplets of equivalent 
V------~O A . . . . . .  ~oB t 
I 
i R 
!~B __ "°M 
I 
FIa. 2. Abstract representation f RSD I 
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FIG. 3. Circuit of RSD IV 
components. Making the same calculation as for RSD I,/org is computed 
to be about 570 bits of information. 
It has been calculated (Jaeobson, 1955; Haldane, 1952) that a self- 
reproducing system spontaneously originating on earth would not be 
likely to possess an over-all complexity of more than 100-200 bits, rela- 
tive to the available terrestrial environment. I  is interesting to compare 
these figures with the organizational information calculated above for 
the circuits of RSD I (116 bits) and for RSD IV (570 bits). The main 
difference between these two systems lies in the fact that RSD I uses 
simple "plans" or "chromosomes" abstracted from the environment in
order to carry out its self-assembly, while RSD IV not only assembles 
itself but also duplicates its set of plans. Exact comparison of the RSD 
figures with the available terrestrial complexity is not possible for three 
reasons :  
. . . . .  ~ C A 
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FIG. 4. Abstract representation of RSD IV 
1. The concentration contribution (which would have to be added to 
the organization i formation cited for RSD) is wholly inestimable with- 
out detailed knowledge of the nature and concentration of the sub- 
stances ("parts")  present in the environment. 
2. The class of all possible self-reproducing systems, and not merely one 
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such mechanism or circuit, is the system whose complexity must be 
compared with the 100-200-bit figure. This is a group the probability of 
whose appearance is higher, and whose informational complexity lower, 
than that of any one component circuit or mechanism. Specifying the 
entire group would be extremely difficult, although with some knowledge 
of the mechanisms involved, a reasonable stimate of the size of the 
class might be made. In this connection the use of the circuit, a (small) 
class of mechanisms, asa prototype for such calculations can be defended. 
The entire class, however, is the set of all possible circuits, again a diffi- 
cult system to specify. 
3. The results with electromechanical systems need in no wise apply 
to biochemical ones, which may be informationally more or less efficient. 
If, in defiance of these strictures, we take as a working hypothesis the 
idea that similar complexities might be necessary in both kinds of sys- 
tem, and the even less defensible hypothesis that parts analogous to 
relays, contacts, and switches are available in the environment, we can 
make a start on such informational comparisons. One would calculate, 
quite roughly, that the over-all information content of the class of self- 
reproducing systems like RSD I equalled 116 + It(I) - log2 N(I) bits, 
where It(I) is given by Eq. (1) for the appropriate components, the 
concentrations being of course unknown without further data, and N(I) 
being the also unknown umber of such individual systems in the entire 
class. (All members of the class have been crudely assumed to be of the 
same complexity; strictly one should use a properly weighted average com- 
plexity.) For RSD IV, the over-all information would equal 
570 + It(IV) - log2 N(IV) bits, 
the symbols having similar significance. Comparing these figures with 
200 bits, as mentioned above, one would conclude that RSD-I-like sys- 
tems might spontaneously arise with reasonable a priori probability, 
provided Ic was not, on the average, too large. On the other hand, 
l~SD-IV-like systems would have to be possible in huge numbers, 
specifically, N(IV) > 237°+Ic(~v), before reasonable a priori probability 
thereof would be reached. From such hypotheses, one would conclude 
that the origin of life was more likely in self-reproducing systems which 
did not duplicate their own plans, but used those available in the en- 
vironment. The tenuousness of the hypotheses, however, makes such a 
statement li tle more than a suggestion. 
In the RSD I model, most of the 116 bits of organizational informa- 
tion reside in the correct organization ofthe parts into the subassemblies 
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(A and B cars). Given an environment already containing these sub- 
assemblies (i.e. the model of RSD I itself), only a tiny amount of addi- 
tional information (six bits are carried on the plans) can assemble a
complete system. However the hypothesis that the first natural self- 
reproducing system was a simple assembly of complex parts, like the 
RSD models, rather than a complex assembly of simple parts, like a cell, 
is not borne out by this kind of information-theoretic analysis. The im- 
probability of appearance of any system in a given environment is a 
simple function of its over-all complexity relative to the environment. 
Since natural environments contain only relatively simple parts in 
reasonable concentrations, and would have very minute concentrations of 
complex parts, it is obvious that any decrease in organizational informa- 
tion attained by using complex parts is just compensated for by the in- 
crease in information of concentration due to the rarity of these parts. 
Those who have postulated origin of life "in stages" have dodged this 
essential question of the constant increase of information at each stage, 
and the inexorable demand for an over-all complexity of the final self- 
reproducing system that first emerges which is comparable with the 
above figures. 
Similar calculations, of course, can be made with biochemical struc- 
tures. The extremely important evaluation of informational content of 
actual biochemical self-reproducing and other mechanisms, however, 
awaits the detailed elucidation of their functioning arrangements. Mean- 
while, the simple methods indicated here are in readiness. 
NOTE ADDED IN PROOF 
In a recent note, Morowitz (1959) has devised a free-floating self- 
reproducing device of great simplicity and elegance, using eight magnetic, 
electrostatic, electrical, and mechanical components. The calculations 
above lead to an Iorg of only about 30 bits for his model. The class of 
biochemical nalogs of such a simple device might well have had suffi- 
ciently low total information content to lie below the 100-200 bit figure 
cited for feasible spontaneously arising self-reproducing systems. 
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