Abstract. For quantum systems, it is shown that the relative entropy S ( P , Q ) = -Tr P log P + Tr P log Q of two positive semi-definite operators P and Q satisfies y-' Tr[ P -P ' + y Q -y ] s S( P, Q ) S y-' Tr[ P ' -y Q y -PI for 0 < y s 1, and that these bounds become exact in the limit y + 0. Analogous inequalities hold, for states in classical statistical mechanics or information theory, with trace replaced by integration or summation. Furthermore, the average of these bounds is, in general, a better approximation to S( P, Q ) than either bound alone, and the average is amenable to further improvement via repeated Richardson extrapolation.
Introduction
Only a few of the many statistical mechanical models of physical interest have been solved explicitly. While the search for more exactly solvable cases continues, the demands of physical science require the introduction and exploitation of approximate solutions. Unfortunately, many of these approximation schemes are uncontrolled, and thus leave unresolved serious questions about the validity and reliability of their implications.
An especially useful class of approximations in classical statistical mechanics stems from an inequality of Gibbs (often referred to as the Gibbs-Bogoliubov inequality) that provides rigorous bounds on both free energies and relative entropy [l] . Many examples can be found in the literature [2,3]. The corresponding inequality in quantum statistical mechanics, which has been attributed to Bogoliubov [4, 5] , can be derived from an inequality of Peierls [ 6 ] . Equivalent inequalities can be found in an earlier paper$ of Delbruck and MoliCre [7] . All of these inequalities can be considered as either special cases, or generalisations, of the well known Jensen's inequality for convex functions [8] (which might more appropriately be called the Holder-Jensen [9, 101 inequality). Useful reviews of these inequalities and related properties of thermodynamic variables have been given by Falk [ 111, Huber [ 121, Thirring [ 131 and Wehrl [ 141. This paper is devoted to the examination of convexity inequalities that extend those mentioned above. Specific numerical examples are presented which show that substantially tighter upper and lower bounds can be obtained in some cases. Furthermore, the average of these bounds, in conjunction with the well known technique of Richardson extrapolation [ 15, 161 , can be used to generate further improvements in the estimates of thermodynamic variables. These improvements, which can be extremely accurate, provide estimates, rather than absolute bounds. However, in practice, Richardson error estimation procedures can often be used to establish that a given estimate is actually a bound. We also establish that the estimates converge rapidly with repeated extrapolation; in doing so, we derive a formula, which appears to be new, for estimating the error at the kth extrapolation.
The relevant theory is presented in section 2 . Section 3 contains several specific numerical examples, as well as some analytic examples involving subsystems. This section also includes a comparison of our upper bounds to those obtainable from the subadditivity inequality for relative entropy. Finally, to make the paper self-contained, we include a brief appendix on Richardson extrapolation.
Before presenting our results, we review some basic definitions. In the classical statistical mechanics of continuous systems, a state is described by a probability density p(x) with respect to a measure p, i.e. p(x)>O and j p ( x ) d p ( x ) = 1. The Gibbs equilibrium state for a system at temperature T whose Hamiltonian is given by the function H ( x ) = H[p(x), q(x)] is where p = 1/ T, F = -p -' log jexp(-pH(x)) d p ( x ) denotes the Gibbs free energy;
and, for simplicity, we have chosen to work in units in which Boltzmann's constant is 1. The entropy of the state p can then be defined as S ( P ) = -P(X) log P ( X ) +(XI.
I
In classical discrete (i.e. lattice) systems, a state is defined by a set of discrete probabilities P k > 0 normalised so that X k p k = 1. The entropy is defined by
In quantum statistical mechanics, a state is described by a density matrix P, i.e. a positive semi-definite operator on a Hilbert space 2if satisfying Tr P = 1. The Gibbs equilibrium state of a self-adjoint, semi-bounded Hamiltonian operator H is
where p is as above and the free energy satisfies F = -p-' log Tr exp(-pH). The entropy of P is defined by S ( P ) = -Tr P log P = -1 Ak log Ak k where { A k } denote the eigenvalues of P, and we interpret '0 log 0' as 0.
In the quantum case, the differences between continuous and discrete systems are reflected in the choice of Hilbert space and Hamiltonian. The mathematical formalism, as described above, is identical in both situations. It is also worth pointing out that the mathematical formalism for the two types of classical systems is identical to that used in information theory (see, e.g., [17] [18] [19] ). Although we will emphasise applications to statistical mechanics, we anticipate that our results will also be of interest to those who work in information theory, signal analysis, and related areas.
In order to treat simultaneously the three basic types of systems described above, let T denote integration, summation, or trace respectively, depending on the type of system so that, e.g.
denotes the entropy of the state P. Although one could use traces on von Neumann algebras or non-commutative measure theory to justify this [20-231, and even extend our results to general von Neumann algebras [23,24], we will not require this level of sophistication. We merely regard T as a notational convenience to emphasise that our techniques can be applied to any of the usual statistical mechanical formalisms, as well as to the corresponding situations in information theory.
With this notation, the relative entropy of the states P and Q can be defined as
(2)
(It should be noted that there is some disagreement in the literature about both the order of the arguments in, and the sign of, S ( P , Q).) If
are Gibbs states for which the Hamiltonian corresponding to Q, namely H = Hn+ V, is a perturbed version of that for P, then
This identity implies that bounds on S ( P , Q ) can be used to generate bounds on the free energy of the perturbed system. Rather than using the exponential form of the Gibbs-Peierls-Bogoliubov inequality, we will use an equivalent logarithmic version known as Klein's inequality+ Since T ( Q -P ) = 0 if both states are normalised, it follows immediately that S( P, Q) s 0 in this case. Furthermore, if P and Q are given by (3), it then follows that
F , c Fn+ T(PV). (6)
Similarly, by considering S ( Q, P ) , one finds F , 3 Fo+ T( Q v ) .
The upper bound (6) to F1 uses only information about the unperturbed state, whereas the lower bound (7) also requires an estimate involving the perturbed state.
Theory
By letting x + x*' in the elementary inequality log x s x -1
1 -x -y s y log x s x y -1. This observation leads to our main result.
Theorem. If P and Q are states, then
Proox By first letting x = a / b in (8) and then multiplying by a / y, one finds
This result also holds in a suitable limiting sense when a and b are both zero. The theorem then follows easily for classical systems. For continuous systems it suffices to let a = p ( x ) and b = q ( x ) and integrate; whereas for discrete systems, one should choose a = Pk, b = qk, and sum over k. Completion of the proof in the quantum case is somewhat more subtle, and follows the strategy given in Ruelle [26] for establishing Klein's inequality. Let {a,} and {bk} denote the eigenvalues of P and Q, and let {ak} and {Pk} denote the corresponding eigenfunctions. It then follows from (10) that
In each of the double sums the quantities in brackets are all of one sign, so that these sums either converge absolutely or diverge to fa. The desired inequality (9) then follows from standard properties of the trace and the fact that where (12) should be regarded as the definition of
0
Note that y = 1 corresponds to the usual Klein's inequality ( 5 ) . Because there is a correlation between the magnitude of S ( P , Q ) , and the extent to which T(P'-'Q') deviates from T ( Q), one expects significant improvement in precisely those cases where ( 5 ) is very bad. The examples presented in the next section show that this is indeed true.
Although the upper bound will always be finite, the lower bound may diverge to -a. We will show how to combine these bounds with Richardson extrapolation to obtain very accurate estimates when both are finite. In actual applications, it is often necessary to restrict the system to a finite volume, and then take the thermodynamic limit, in order to insure that intensive thermodynamic variables like the free energy and entropy per degree of freedom are finite. We expect that these cut-off procedures will also suffice to yield finite lower bounds, so that the extrapolation procedure described below can be widely applied. Before giving the details of our procedure, it will be useful to introduce some notation and to make a few technical remarks.
For a fixed pair of states P and Q let Then our new bounds can be rewritten in the form
U ( --Y ) < S ( P , Q ) < U ( Y )
vos y s 1.
(14)
With this definition, one expects U to be continuous at y=O and analytic in a neighbourhood of 0. We now assume that U is analytic in the disk Dr={z: /zI <I?} for some r > 0, and depending on P and Q. The validity of this assumption, which we expect to be satisfied in those situations in which these estimates are computationally useful, is discussed in appendix 2. In particular, in the case of quantum systems, it is shown that rpg = sup{lyl: -u p g ( -y ) < 00) when Tr P = Tr Q.
The analyticity of U implies
so that the error in estimating S(P, Q) by either the upper bound U(?) or lower bound U(-?) is O ( y ) , with the leading linear term identical, except for sign, for the two bounds. Therefore,
(16) This suggests that the average of the two bounds will, in general, be a much better approximation than either bound. The results in tables 1-3 show that this is indeed the case, and that the improvement can be quite significant even when the individual bounds are far from optimal.
Moreover, since av(y) is even and analytic, it can be written in the form where the coefficients { c k } depend on P and Q. This implies that av(y) is amenable to Richardson extrapolation for improving the estimates even further. Although, in general, av( y ) can be either larger or smaller than the exact value for S(P, Q), heuristic arguments suggest that it will yield a lower bound when T( P ) = T ( Q). A simple computation shows that C,=-{T[P(lOg P-lOg Qy].
(18)
Proceeding as above in the quantum case, it then follows that cl = i c 1 I ( ( y j , pk)lz[aj(-log aj+log bkI3I.
~k
Terms with ak > bk will be negative, whereas those with ak < bk will be positive. Since terms of both signs are multiplied by ak, one expects the negative terms (i.e. those with relatively large a k ) to dominate when E k ak = X k bk. A similar analysis could be made in the classical cases. In practice, the Richardson error estimate $[av( y ) -av(2y)l can be used to determine whether or not the expectation av( y ) s S(P, Q) actually holds.
Some additional insights into the nature and potential uses of these estimates can (19) (20) be obtained by rewriting u ( y ) and av( y ) in the form
where
For simplicity, we first discuss commutative situations, in which case
Then our estimates can be written as
and
Note that these estimates have the same form as elementary inequalities for the real variable functions exp( y x ) and sinh( y x ) . If, furthermore, P and Q denote Gibbs states of the form (3), then
so that these relationships can be further rewritten as
Since y p = y / T, decreasing y from 1 toward 0 is equivalent to letting the temperature T increase toward CO. Thus y can be regarded as a rescaling of the temperature, but with the entropy and free energy fixed at the equilibrium values determined by the original temperature. Because A F occurs in all terms of (25), these inequalities yield estimates rather than absolute bounds on the free energy. One can obtain such estimates by rewriting (26) in the form (27) where 4 = ypAF. This gives an approximate transcendental equation for 4, which can be solved numerically for any fixed value of yp to determine the corresponding approximation to AF.
If P and Q do not commute, then W = W( y ) = y-l log( P-y'2QyP-y'2) will depend upon y. If P and Q are strictly positive matrices on a finite-dimensional Hilbert space X, then (22) can be replaced by
Y -0 Y+O
However, in the general case W(y) will be unbounded so that the existence of these formal limits is much more subtle. It is shown in appendix 2 that (29) holds when 
Then ( 
A final curious observation can be made by recalling that, for functions of real variables, sinh x = x -sin x when x 2 : 0. This suggests that one might also consider the estimates However, we are unaware of any techniques for evaluating Piy and Q" which are computationally efficacious.
Examples
Most of the features of these new bounds and estimates are illustrated by a simple two-level classical discrete example. Let Q = 11 -E, E } and P = ( E , 1 -E ) where E is a small, positive real number. Then S( P, Q ) = (1 -2~) log[ E / ( 1 -E ) } 2 : log E + --CO as E+O. Because P and Q approach 0 on non-overlapping regions of their domains, this simple example effectively illustrates the essential features of the approximations described above when E is small. For E = 0.05, S(P, Q ) = -2.649 995 0812. The results of our estimates for this case are summarised in tables 1 and 2.
In table l ( a ) , the values of the new upper bound, lower bound, and av(y) are given for decreasing values of y as indicated. The last two columns give both the actual error S( P, Q ) -av( y ) and an estimation of the error using Richardson extrapolation as in (A1.10) with k = 0.
In table 1( b ) , repeated extrapolation is applied to the values of av( y ) from the first five rows (i.e. y = 2-k, ( k = 0 , l . . . 4 ) ) . Note that (using the notation of appendix 1) the estimate S(P, 0) -R ( 3 , 3 ) = -2.649 983 8891, which requires only four evaluations of av(y), is already better than that obtained from av(2-I0), which requires almost three times (i.e. 11) as many evaluations of av(y); and the final estimate R ( 4 , 4 ) = -2.649 995 0845 is accurate to nine significant figures. Table l ( c ) lists the ratio of successive error estimates for this example; as explained in appendix 1, this will be close to 4c0'=4ki-1, when the hypotheses of Richardson extrapolation procedure are satisfied. Only the first three rows and columns are relevant To explore the effect of non-commutativity, consider a similar two-level quantum system where Q is a diagonal matrix with eigenvalues 1 -E and E and let P = P, = U,QU, where Thus, the only effect of non-commutativity is to multiply the results in tables l ( a ) and 1( b ) by cos2 0. This suggests that commutativity is not an issue; the essential point is how P and Q compare in a region which one might describe as the 'approximate null space' of Q.
Several interesting examples of a different type can be obtained by considering states involving subsystems. Suppose that p 1 2 is the state of a system composed of subsystems related by partial traces so that pl = 7'(p12) and p2 = ~~( p~~ ) describe states of subsystems [13,14,21,23,26,30-341. In the quantum case, the Hilbert space XI2
for the total system is a tensor product of those for the subsystems, i.e. XI2 = XI 0 X 2 .
Similarly, in classical situations, the probability space for the total system will be a product space with a product measure p 1 2 of the form F~~ = p 1 x p 2 . Physically, the subsystems may represent disjoint sets of particles, or disjoint regions of phase space. If ~~~( p~~) = 1, then ~~( p~) = 1 and = 1, but ~~~( p~) = d2 where d2 = ~~( 1~) and Z2 denotes the identity for subspace 2. Thus, the traditional upper bound ( 5 ) yields ~~P 1 2 , P 1~~~1 2~P 1 -P 1 2~=~2 -~.
(31)
We first consider a quantum example in which p1 and p2 are both one-dimensional projections and let p12 = p l o p 2 . Then S(P12) = S(P1) = S(P2) =o and S(P12, P I ) = S ( P 1 2 , P 2 ) =o.
Since pY2 = p12 and pY = p 1 V y > 0, it is easy to see that the new upper bound (9) implies
Thus, as soon as y is decreased even slightly from 1, the bound jumps discontinuously to the exact value of zero. Similarly, by taking limits, or using generalised inverses, one can show that the lower bound also gives the exact result, In the next example p12 is an arbitrary state of a product system. By applying Holder's inequality to (9) , one can conclude that to obtain bounds which are identical to those from our improved estimates. (In the second case, one also needs the fact that S ( p 2 ) s log d 2 . ) One might therefore ask whether our new upper bounds ever surpass those obtainable from subadditivity. The following numerical example shows that, in certain cirumstances, our new bounds are much better than those obtainable from subadditivity. If the subsystems 1 and 2 are both simple discrete two-level systems, then the state pI2 of the corresponding four-level product system has the form p12 = {pl p12, p Z l , p Z 2 ) and p1={p11+p12,p2,+pz2}. In the next example, the pJk are chosen so that p I 2 = { a a ' a ' a } where a + a ' = f . Then p 1 = p 2 = { f , i } so that S ( p l ) = S ( p 2 ) = l o g 2 , and S ( p , , , p l ) = -2(a log a + a' log a ' ) -log 2. A summary of our estimates is given in table that the deviation of p12 from a simple tensor product corresponds to the extent to which a deviates from $. It is also worth pointing out that the average is an upper, rather than a lower, bound in this case. This is not inconsistent with the discussion following (18) because T ( Q -P ) = ~( p , -p 1 2 ) = d2 -1 # 0; on the contrary, bk = a, = { a , a'} Vj, k so that cI 3 0. In order to determine whether subadditivity or the new procedure will yield a better upper bound, one should recall that subadditivity follows from the standard Klein inequality ( 5 ) with P = p 1 2 and Q = p1 O p 2 . Thus we expect the new inequality to be preferable when p 1 2 is very different from p l o p 2 . Of course, unless subadditivity is exact, our new procedures will always yield better results if y is sufficiently small; the relevant issue is which estimate gives a better result for comparable computational effort.
A final example illustrates our procedures for estimating the free energy in the case of a classical continuous system. Specifically, we consider a one-dimensional quartic oscillator on the real line, and its approximation with an appropriately chosen harmonic oscillator. Let
PFo(P) = t log(Pa/rr) (34a)
where a, A > 0 and
Because upo( y ) is divergent when y < 0, we obtain free energy bounds of the form (36) (7) corresponding to S( Q, P ) , i.e. where uQp( y ) = y -'( 1 -1 PyQ'-' dx).
-X
The quadratic force constant a appearing in P ( x ) can be chosen to maximise the linear free energy estimate F,+ T ( QV), with the result that
This choice optimises the tightness of the lower bound in (36) .
It is straightforward to show that u Q p ( z ) is analytic for Iz/ < 1; and that for y < 1 the integrals appearing in uQp( y ) can be readily evaluated [35] (27) involving T ( QV) rather than T( PV). Entries for this gamma are subject to large relative computational errors.
Richardson extrapolation [ 15, 161 is essentially a procedure to combine two approximations so that the leading error term cancels, resulting in an improved estimate. The approximation is assumed to depend upon a parameter A so that the error can be written in the form 
This procedure will give a pyramid of values, culminating in R ( n , n ) .
One might expect the error at the kth level to be O ( y -Z ' k + l ) ); however, estimation of the leading error term is more subtle because the extrapolation procedure alters the coefficients in the series, i.e. after k steps one has Both n and y should now be regarded as fixed, with y having the value used in R ( n, 0) (i.e. y = 2-"). Then (A1.7) implies ct = 0, as expected, and the error after k steps is
Thus, with the choice y = 2-", one has
so that, in the absence of significant round-off error, R ( n , n) is the best estimate that can be generated from av( 1) . . . av(2-") with an error satisfying ~( n , ~) = s ( P , Q ) -R ( n , n ) = *~, +~2 -" ( " + ' ) .
This suggests E ( n , n ) =O(2-"'"+1)); however, the total error depends on both the behaviour of the coefficients ck and the round-off error. In view of (20) 
.10 x lo-' for n = 0, 1,2,3,4 respectively.)
The possible intrusion of round-off error can be checked by examining the ratio of successive error estimates to determine how closely they satisfy
This ratio is shown in table l ( c ) for the first example. Its reliability in detecting round-off error enhances the utility of the estimation procedure presented in this paper.
Note again that, as above, extrapolation can also be used to estimate the error instead of producing further estimates. Thus, as in (A1.3), the error after k < n steps can be estimated as (A1.12)
Appendix 2. Continuity and analyticity
In this appendix, we show that U( y ) is analytic in a neighbourhood of 0 under certain conditions. The details are presented only for quantum systems, which automatically include classical discrete systems. A similar analysis, including an appropriately modified version of theorem A2.1, can be presented for the classical continuous case; the details are left to the reader. In order to study the quantum case, let 
