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ABSTRACT 
This work concerns A.-extensions of (commutative) rings. which are defined 
as ring extensions R c T whose set of intermediate rings is linearly ordered by 
inclusion. A.-extensions form a subclass of the A-extensions of Gilmer-Huckaba 
and generalize the adjacent extensions of Ferrand-Olivier. Modica. and Dechene. 
In Chapter I. we characterize A.-domains (i.e .• integral domains R with 
quotient field K such that R c K is a A.-extension). showing that they form a sub­
class of quasilocal i-domains. These results parallel results of Gilmer-Huckaba for 
A-domains. We relate A.-domains to divided domains and pseudovaluation 
domains. 
Chapter II concerns A.-extensions R � T such that T is decomposable as a 
ring direct product. We show that a nontrivial direct product decomposition of such 
a T has only two factors and characterize A.-extensions of this form. extending the 
corresponding result of Ferrand-Olivier for adjacent extensions. 
Chapter III treats A.-extensions K c T for K a field. The case where T has a 
nontrivial direct product decomposition is covered using a result from Chapter II. 
Substantial results are obtained if T is indecomposable but not a field. generalizing 
results of Ferrand-Olivier and Modica for an adjacent extension T of a field K. If T 
is a field. we obtain good characterizations for T either purely inseparable or Galois 
over K. To facilitate proofs. the notion of a J.L-extension of fields is introduced and 
related to A.-extensions of fields. We also relate infinite-dimensional A.-extensions 
of fields and the ]-extensions of fields studied by Gilmer-Heinzer. 
Chapter N begins by studying the conductor of a A.-extension. obtaining 
analogues of the results of Ferrand-Olivier and Modica for adjacent extensions. We 
then consider A.-extensions R c T of integral domains and show that. under certain 
conditions (but not in general). the ring T is necessarily an overring of R. We 
classify the A.-extension overrings for two classes of integral domains and end with 
a useful class of examples of A.-extensions. 
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INTRODUCTION 
Throughout thls work, we observe the following conventions. All rings are 
commutative with unity. By an overring of an integral domain R, we mean a ring 
contained between R and its quotient field. The symbols c and :::> are used for 
inclusion and containment, while < and >·are used for proper inclusion and proper 
containment. 
The reader is assumed to be familiar with basic commutative algebra, as in 
[Bol], [G2] and [K]. 
(1. 1 )  DEFINITION. An extension R c T of rings is said to be a A·extension (alter­
nately, Tis a A·extension of R) if the set of rings contained between R and T (the 
"intermediate rings") is linearly ordered by inclusion. 
It is clear from the definition that if R c Tis a A.-extension and if A and B 
are rings such that R �A c B c T, then A c B is also a A.-extension. 
The notion of a A.-extension of rings is motivated by the consideration of 
two other classes of rings. Gilmer and Huckaba [GHu] call an extension R � T of 
rings a L1-extension if, for any two intermediate rings A and B, the sum A+ B is 
again a ring. Any A.-extension is ad-extension since, given any two intermediate 
rings A and B, either A c B orB c A, and so either A+ B =B orA+ B =A. A 
number of results in this work sharpen the results on d-extensions of Gilmer and 
Huckaba for the special case of A.-extensions. 
In addition, A.-extensions are a generalization of the adjacent extensions con­
sidered (under various names) by Ferrand and Olivier [FO], Modica [Mo] and 
Dechene [De]. We use the term "adjacent extension" of Dechene. An extension 
R c T of rings is an adjacent extension if there are no rings properly contained 
between R and T. It is clear that any adjacent extension is a A.-extension. As with 
the �-extensions, a number of results on adjacent extensions are generalized to A.­
extensions. 
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A number of properties of rings are considered in Chapter I. We include 
here a summary of the definitions and basic properties which are used below. An 
extension R c T of rings is called a P-extension if each element of T satisfies some 
polynomial in R[X] having unit content (a polynomial in R[X] has unit content if 
the ideal generated by its coefficients is R). An extension R c T of rings is called 
an INC-pair if, for any two intermediate rings A and B such that A c B, the exten­
sion A c B satisfies INC, in the sense of [K, page 28]. We have (cf. [D5, Corol­
lary 4]): 
(1.2) A ring extension R !;;;; T is a P-extension if and only if it is an INC-pair. 
An integral domain R is called a treed domain (see [Dl ]) if, for any prime 
ideal P of R, the set of prime ideals of R contained in P is linearly ordered by inclu­
sion. An integral domain R is called an i-domain (see [P]) if, for each overring T of 
R, the canonical contraction map Spec(7) � Spec(R) is injective. The following 
properties of i-domains will be useful to us: 
(1.3) (i) Any i-domain is a treed ring (combine [P, Corollary 2. 13] and [Dl ,  
Theorem 2.2]); 
(ii) An integral domain R is a quasilocal i-domain if and only if the integral 
closure R' of R is a valuation domain [P, Corollary 2. 15] ;  
(iii) Each overring of a quasilocal i-domain is again a quasilocal i-domain 
(this is a consequence of (ii)). 
If R !;;;; T is a ring extension, then R is said to be root-closed in T if, for any 
x e T and n � 0, the containment X!' e R implies that x e R. 
An integral domain R with quotient field K is said to be seminormal (see 
[ADHu]) if, for any x e K, the conditions x2 e R and x3 e R imply that x e R. 
Then (cf. [ADHu, Lemma 1 .2(c)]): 
(1.4) An integral domain R is seminormal if and only if Rp is semi normal for 
each prime ideal P of R (i.e., seminormality is a local property). 
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An integral domain R is a going-down domain (see [D1]  and [DP]) if R c T 
satisfies the going-down property, in the sense of [K. page 28], for each integral 
domain T containing R. Then the property of being a going-down domain is a local 
property: 
(1.5) (i) An integral domain R is going-down if and only if R p  is going-down for 
each prime ideal P of R [D1 ,  Lerruna 2.1 ]; 
(ii) Any i-domain is a going-down domain [P, Corollary 2. 1 3]. 
A prime ideal P of an integral domain R is said to be a divided prime if P = 
PR P ; and an integral domain R is said to be a divided domain (see [D2]) if each 
prime ideal of R is divided. Then: 
(1.6) The maximal ideal M of any quasilocal domain R is a divided prime. 
A quasilocal integral domain (R, M) is a pseudo valuation domain (see 
[HH 1]) if there is a valuation overring V of R with maximal ideal M. An integral 
domain R is co herent if the intersection of any two finitely-generated ideals of R is 
again a finitely-generated ideal (cf. [Bo1]). Finally, an integral domain R with 
quotient field K is a finite conductor domain if, for each x e K, the ideal IJ x) = 
{ r  e R :  rx e R }  is finitely-generated (cf. [Me]). 
In Chapter I, it is shown that if R c K is a A.-extension with K a field, then 
either R is a field or else R is a quasilocal i-domain with quotient field K (Proposi­
tion ( 1 .3)). The first case leads to the study of A.-extensions of fields, which are 
considered in Chapter Ill. In the second case, we call R a A.-domain. These 
domains are the object of study in Chapter I. Theorem ( 1 .9) characterizes A.­
domains as a certain subclass of the quasilocal i-domains. Corollary ( 1 . 1 2) con­
tains another condition on a quasi local i-domain R which implies that R is a A.-
domain, namely, the condition that the integral closure R '  of R is an adjacent 
extension of R . Theorem ( 1.9) introduces the condition (**) for an integral 
domain: an integral domain R with integral closure R' satisfies (**) if each of the 
3 
overrings of R compares with R' under inclusion. Some results concerning (**) 
are obtained in Propositions ( 1 . 15) and ( 1 . 16). Theorems ( 1 .22) and ( 1 .25) are 
proved for a class of domains larger than the A.-domains, namely, the quasilocal i-
domains R which satisfy (**) . Theorem ( 1 .22) shows that if such a domain R is 
either seminormal or has finite integral closure, then it is a divided domain. If R is 
a divided quasilocal i-domain satisfying (**), then Theorem ( 1 .25) shows that the 
nonmaximal prime ideals of R coincide exactly with the nonmaximal prime ideals of 
the integral closure R'. This conclusion closely parallels the definition of a pseudo­
valuation domain (PVD) and, in fact, Theorem ( 1 .25) gives a condition under 
which such an R is necessarily a PVD. Proposition ( 1.27) characterizes which 
PVDs are (quasilocal) i-domains, and Proposition ( 1 .28) characterizes which PVD 
i-domains are A.-domains. Finally, Theorem ( 1 .3 1)  determines which PVDs satisfy 
the property (**). 
The goal in Chapter II is to study the A.-extensions R c T such that T has a 
nontrivial ring direct product decomposition. This is motivated by the need, in 
Chapter III, to classify the decomposable A.-extensions T of a field K. The notion 
of a A.-extension T of a ring R with respect to an ideal J of R is introduced (Defini­
tion (2.3)). Such an extension is a (usual) A.-extension and this definition reduces 
to the original definition of a A.-extension when J = R. In Proposition (2.8), it is 
shown that if R c T is a A.-extension such that T has a nontrivial direct product 
decomposition, then there are only two factors in such a decomposition. (The 
special case of this for the adjacent extensions has apparently not been noticed 
earlier.) Using the above generalized notion of a A.-extension, Theorem (2. 1 2) 
characterizes the A.-extensions R c T such that T is decomposable. Corollary (2. 14) 
considers the special case in which R is a field (this result is needed in Chapter III). 
Chapter III is concerned with A.-extensions K � T such that K is a field. 
General results about such extensions are obtained in Theorems (3. 1 )  and (3.2) and 
Proposition (3.3); in particular, it is shown that the intermediate rings of such an 
extension are countable in number and well-ordered by inclusion. Moreover, the 
ring Tis necessarily Artinian. Three cases are then distinguished. The case in 
which T is decomposable as a nontrivial direct product of rings is dealt with in 
Theorem (3.4 ), using the work of Chapter II. The second case is that in which T is 
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indecomposable but not a field. The main results for this case are contained in 
Theorems (3.8) and (3. 1 1  ). The bulk of the chapter is devoted to the remaining 
case, in which T is a field (in this section, we use the notation K c L for an 
extension of fields). Some of the techniques employed are extensions of the tech­
nique used by Quigley [Q]. In particular, the notion of a JJ.-extension of fields is 
introduced (Definition (3. 14)) and it shown that any A.-extension of fields is a JJ.­
extension (Proposition (3. 15)). In addition, it is noted that any infinite-dimensional 
A.-extension of fields is a ]-extension of fields, in the sense of [GHe3]. Two 
special subcases are considered for the case of a field extension K!;;;:; L, namely, the 
cases in which L is a purely inseparable extension or a Galois extension of K. In 
the purely inseparable case, characterizations of the adjacent, A-, and JJ.-extensions 
are obtained in Theorems (3. 19), (3.22) and (3.25), respectively. Examples (3.3 1 )  
and (3.34) gives explicit examples of such extensions. The chapter concludes with 
a study of the case of a Galois field extension. For this case, the classification of 
the adjacent, A-, and J.l-extensions is contained in Theorems (3.35) through (3.38), 
in which it is shown that all three properties can be characterized by the Galois 
group. It turns out that in the Galois case, the notions of A.-extension and JJ.-exten-
sion are equivalent. Moreover, for an infinite-dimensional Galois field extension, 
all three notions of A.-extension, JJ.-extension and J-extension are equivalent. 
The final Chapter begins with results on the conductor ideal of an arbitrary 
A.-extension R c T (Theorem (4.2}}, which parallel corresponding results for adja-
cent extensions obtained by Ferrand and Olivier [FO] and Modica [Mo]. Proposi­
ion (4.3) and Theorems (4.5) and (4.7) contain results on A.-extensions R c Tof 
integral domains which indicate the importance of the case in which Tis an overring 
of R. By way of contrast, Example ( 4.6) shows that an integral domain A.-exten-
sion T of an integral domain R need not, in general, be an overring of R. The 
general problem of classifying the A.-extension overrings T of an arbitrary integral 
domain R remains open, but such a classification is obtained for two classes of 
integral domains (Corollary (4. 10) and Proposition (4.1 1 )): one-dimensional Prtifer 
domains satisfying property (#), in the sense of [G 1 ], and principal ideal domains. 
The chapter ends with the consideration of a useful class of examples of A.-exten­
sions (Propositions (4. 12) and (4. 14) and Corollary (4.13)), which is used to show 
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THE TOP RING IS A FIELD 
In this chapter, we consider A.-extensions R � K such that K is a field. The 
main motivating example for this chapter arises in case R is a valuation domain, 
since it is well known that the set of overrings of any valuation domain is linearly 
ordered by inclusion. The analogous question, of which extensions R c K (where 
K is any field containing R) are adjacent extensions, has a well-known answer: R 
is a rank one valuation domain with quotient field K or R c K is an adjacent exten­
sion of fields. In [GHu], Gilmer and Huckaba discuss related questions concern­
ing �-domains and show, in particular, that the integral closure of any �-domain is 
a Priifer domain ([GHu, Theorem 4]). One would hope to say more for A-exten­
sions R c K such that K is a field, since any A.-extension is a �-extension. In fact, 
we do so in Proposition ( 1 .3), which is the A-analogue of [GHu, Corollary 1 and 
Theorem 4]. Although part of ( 1 .3) is a special case of [GHu, Corollary 1], we 
provide a complete proof based on the A-property. For this proof, we need the 
following two lemmas. 
( 1 .1) LEMMA. Let R c T be a A-extension of rings. Then T is a P-extension of R 
and so, by (1.2), R c T is an INC-pair. More generally, the conclusion holds for 
any Ll-extension R c T. In particular, if R c T is a Ll-extension, then T is an 
algebraic extension of R. 
Proof An examination of the proof of [GHu, Lemma 3] reveals that each 
element of T satisfies a polynomial in R[X] with unit content (in fact the coefficient 
of X5 is l). • 
( 1.2) LEMMA. Let R � T be a A-extension of rings such that R is integrally closed 
in T. If u is a unit of T ,  then either u E R or u·1 E R. 
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P roof The rings between R and Tare comparable under inclusion, and so 
either R[u] c R[u -1] or R[u -1] c R[u]. By [Bol, Exercise 5, p.355], R[u] (") R[u-1] 
is an integral extension of R contained in T. As R is integrally closed in T, we have 
R [u] (") R[u -1] = R. Thus, either R[u] = R or R[u -1] = R. Hence either u e R or 
u ·1e R .  • 
(1.3) PROPOSmON. Let R c K be a A.-extension such that K is afiel d. Then 
eithe r 
( 1) R is a field; o r  
(2 ) R is not afield, K is the quotient field of R and the integ ral closu re R '  of R is a 
valuation domain (and so, by ( 1.3 )( ii) , R is a quasilocal i-domain). 
Proof Assume that R is not a field. Let A be the integral closure of R in K 
and let F be the quotient field of R, viewed inside K. By hypothesis, either A � F 
or F cA. In the latter case F is an integral extension of R, which is impossible for 
an integral domain R which is not a field. Hence A c F. 
By ( 1.1), K is an algebraic extension of R and so K = A/r\fOJ· whence the 
quotient field of A is K. Since A c F, F is a field between A and its quotient 
field. Hence K = F. Thus K is the quotient field of R, and A =  R ', where R '  is 
the integral closure of R. Since R c K is a A.-extension, the subextension R '  c K 
is also a A.-extension. Since R '  is integrally closed in K, ( 1.2) implies that, for 
every nonzero element u of K, either u e R or u -1 e R. Hence R '  is a valuation 
domain. • 
The first case of Proposition (1.3), in which both rings of the A.-extension 
are fields, will be studied further in Chapter III. In the present chapter, we restrict 
our attention to the second case of Proposition ( 1.3 ). This case motivates the 
following definition. 
(1.4) DEFINITION. If R is an integral domain, we say that R is a A.-domain if the 
set of all the overrings of R is linearly ordered by inclusion. 
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Note that any field is a A.-domain. The next result is the analogue of [GHu, 
Corollary 2] for A.-domains. 
( 1.5) COROLLARY. An integ rally closed domain R is a A.-domain if and only if it is 
a valuation domain . 
P roof Any valuation domain is a A.-domain. Conversely, ( 1.3) implies 
that any integrally closed A.-domain R is a valuation domain, since R = R '. • 
A natural question is whether the class of A.-domains properly contains the 
class of valuation domains and is properly contained in the class of quasilocal 
i-domains. In order to answer this question (in (1.7)), we first consider the clas­
sical D+M construction. 
( 1.6) PROPOSmON. Let (V,M) be a valuation domain containing afield F such 
that V = F +M. Let D be a p rope r sub ring ofF and set R = D+M. Then: 
(a) R is a valuation domain if and only if D is a valuation domain with quotient 
field F. 
(b) R is a quasilocal i-domain if and only if D is quasilocal and D c E is an 
i-ex tension fo r each ring E contained between D and F. 
(c) R is a A.-domain if and only if D k F is a A.-extension. 
If, in addition, D is a p rope r sub fiel d ofF then: ( i) R is not a valuation domain; 
( ii) R is a quasilocal i-domain if and only if FID is an algeb raic field extension ; and 
(iii) R is a A.-domain if and only if D c F is a (necessa rily algeb raic) A-extension of 
fields. 
Proof (a) is a standard result; see [G2, Appendix 2]. [P, Proposition 
2.22] states the assertions in (b) without the quasilocality conditions. But, by [G2, 
Appendix 2], R is quasilocal if and only if D is quasilocal. 
By [BG,Theorem 3.1], the overrings of R are of two types: the overrings of 
V ; and the rings B+M where B ranges over the rings contained between D and F. 
Since each of the rings B+M is contained in V and the overrings of V are linearly 
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ordered by inclusion, R is a A.-domain if and only if the set { B+M : D c B c F} is 
linearly ordered by inclusion. If D � B �oB2 c F then, since the sums B,+M are 
direct, B1+M c B2+M if and only if B1 c B2• Hence the set {B+M : D c B � F} 
is linearly ordered by inclusion if and only if the set { B : D c B c F} is linearly 
ordered by inclusion. This proves (c). 
Suppose next that D is a proper subfield of F. Statement (i) follows imme­
diately from (a). Suppose that F is an algebraic field extension of D. Then every 
ring E between D and F is a field. Since any extension D c E of fields is an 
i-extension, (b) implies that R is a quasilocal i-domain. Conversely, suppose R is a 
quasilocal i-domain. Then, for each ring E contained between the fields D and F, 
D � E is an i-extension; since Spec( D) = { 0}, it follows that Spec( E) = { 0}, and so 
E is a field. This shows that every ring between D and F is a field. Thus F is an 
algebraic extension of D. This proves (ii). In view of ( 1. 1 ), (iii) follows imme­
diately from (c). • 
( 1.7) EXAMPLES. (a) Let F = Q( .fi) and V = F[[X]) = F+M, where M = 
XF[[X]]. Let D = Q and set R = D+M. Since [F:D] = 2, F is a A.-extension of D 
(in fact, an adjacent extension of D). By (i) and (iii) of ( 1.6), R is a A.-domain 
which is not a valuation domain. 
(b) Let F = Q( .fi, -{3) and let V = F[[X]] = F+M, with M = XV; D = Q; 
and R = D + M. Then F is an algebraic extension of D, but is not a A.-extension of 
D since Q( .fi) and Q( -f3) are intermediate fields which are not comparable. By 
(ii) and (iii) of ( 1.6), R is a quasilocal i-domain which is not a A.-domain. 
(1.8) REMARK. The generalized D+M construction of Brewer and Rutter [BR] 
does not yield a larger class of examples of A.-domains when D is a field. Indeed, 
let Tbe an integral domain, M a maximal ideal ofT, and F a  subfield ofT such that 
T = F+M. Let D be a proper subring of F and set R = D+M. If Tis integrally 
closed then, by [BR, Remark, p.35], the integral closure of R is l+M,where J is 
the integral closure of D in F. Hence, R is a quasilocal i-domain if and only if l+M 
is a valuation domain. Since a valuation domain is precisely a quasilocal Bezout 
domain, [BR, Theorem 7 and Proposition 8] together show that l+M is a valuation 
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domain if and only if T and D are valuation domains with F the quotient field of D. 
Thus, if R is a A.-domain (more generally, if R is a quasilocal i-domain), then Tis a 
classical D+M construction. 
The next result provides a characterization of A.-domains and indicates what 
conditions need to be imposed on a quasilocal i-domain R to ensure that R is a 
A.-domain. 
( 1 .9) THEOREM. Let R be an integ ral domain with integ ral closu re R '. Then R is 
a A.-domain if and only if: 
(*) R is a quasi local i-domain . 
(**) All the o ve rrings of R a re compa rable to R '  unde r inclusion . 
(***) The set of rings between R and R '  is linea rly o rde red by inclusion. 
P roof (�) Any field is a A.-domain and satisfies the properties (*), (**) 
and (***). Hence, the implication follows immediately from ( 1 .3) and the defini­
tion of a A.-domain. 
( �) Suppose that (*), (**) and (***) hold. Let A and B be overrings of 
R .  If A and B are each contained in R '  then, by (***), they are comparable. If A 
and B each contain R '  then A and B are comparable, since R '  is a valuation domain 
by (*) and any valuation domain is a A.-domain, . By virtue of (**), the only other 
option is that one of A,B is contained in R '  and the other contains R '.; in this case A 
and B are comparable. Thus, the set of overrings of R is linearly ordered by inclu­
sion; that is, R is a A.-domain. • 
( 1.10) REMARK. A quasilocal integrally closed domain R may fail to be a 
A.-domain and yet have a nontrivial overring T such that R c Tis a A.-extension. 
Indeed, let D be a valuation domain properly contained in its quotient field L and let 
F = L (X), where X is an indeterminate. Let V = F[[X]], M = XV and R = D+ M. 
By [G2, Appendix 2], R is a quasilocal integrally closed domain, since D is quasi­
local and integrally closed in F . Since F is not the quotient field of D, ( 1.3) implies 
that D c F is not a A.-extension; hence, by ( 1.6)(c), R is not a A.-domain. 
1 1  
Now, set T = L + M. By [BG, Theorem 3.1 ], the rings contained between 
R and Tare in one-to-one inclusion-preserving correspondence with the rings con­
tained between D and L. The latter set of rings is linearly ordered by inclusion, as 
D is a valuation domain with quotient field L, and so R c Tis a A.-extension. 
Corollary ( 1.12) provides another condition which may be imposed on a 
quasilocal i-domain to ensure that it is a A.-domain. Its proof depends on a result of 
Gilmer and Heinzer, which is paraphrased, using the notation and terminology of 
this paper, in the next proposition. 
(1.11) PROPOSITION. (Gilmer-Heinzer, [GHe2, Theorem 2.4]) Let (R,M) be a 
quasilocal integral domain with integral closu re R '. If R c R '  is an adjacent 
extension and R '  is a P rufe r domain, then R '  is contained in every p rope r ove rring 
of R. 
(1.12) COROLLARY. If R is a quasilocal i -domain and R c R '  is an adjacent 
extension, then R is a A-domain. 
P roof R clearly satisfies the conditions (*) and (***) of (1.9). Since R '  is 
a valuation domain and hence a Priifer domain, ( 1.11) implies that R also satisfies 
condition (**) of ( 1.9). Thus R is a A.-domain. • 
The converse of (1.12) is false. Indeed, as (1.13)(a) shows, if R is a 
A.-domain, then R c R '  need not be an adjacent extension. 
( 1.13) EXAMPLES. (a) Let F be a cyclic field extension of Q of degree 4 and let V 
= F[[X]]. Let D = Q and set R = D+ M, where M = XF[[X]]. By the Galois cor­
respondence, D c F is a A.-extension with one proper intermediate field. Then, by 
(1.6)(iii), R is a A.-domain with R '  = V and R c R '  is not an adjacent extension. 
(b) The ring R constructed in Example (I. 7)( a) is an example of a ring 
satisfying the hypotheses of Corollary ( 1.12). 
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( 1 . 14) REMARKS. It is natural to ask whether any of the three conditions (*), (**) 
and (***) of ( 1 .9) is redundant, that is, implied by the other two conditions. 
(i) (*} is not redundant, since any integrally closed domain which is not a 
valuation domain trivially satisfies (**) and (***), but fails to satisfy (*). 
(ii) In [GHu, pp. 429-430], Gilmer and Huckaba discuss the following 
class of examples. Let K be a field. For each n � 0, let D11 = K + XnK[[X]] .  They 
show that each D11 satisfies (*) and (**). By [GHu, Proposition 1 1 ], D11 is a A.­
domain if and only if n :53. Thus, for n � 4, ( 1 .9) ensures that D11 fails to satisfy 
(***), and so (***) is not redundant. 
Moreover, by [GHu, Proposition 10], D11 is a .L\-domain if and only if n :5 
5. Thus, D4 and D5 are examples of integral domains which are quasilocal i­
domains and .L\-domains, but which are not A.-domains. Observe that each D11 is 
Noetherian by Eakin's Theorem [Ea, Theorem 2], since.K[[X]] = D11 + XDn + 
X2Dn + . . .  + XnDn is a Noetherian extension ring of Dn which is finitely generated 
as a D11-module. 
(iii) We do not know an example showing that (**) is not redundant. 
However, the next two propositions contain more information about the property 
(**). 
( 1 . 1 5) PR.OPOSmON. Let R be an integ ral domain not equal to its integ ral closu re 
R '. If R satisfies ( **) of( /.9), then any ave rring of R which is p rope rly contained 
in R '  is quasilocal. 
P roo f. Any such ring S inherits the property (**) from R, since S '  = R ', 
and so S satisfies the same hypotheses as R. Hence it suffices to prove that R is 
quasilocal. Assume not. Then for any maximal ideal M of R , R M  is not an integral 
overring of R (cf. Kaplansky [K, Exercise 10, p. 24]), and so R M(t. R '. Since R 
satisfies (**), it follows that R '  c R M. Then R' � fl{R M : M e  Max R }  = R, the 
desired contradiction. • 
( 1 . 16) PROPOsmoN. ( 1) Any Noethe rian t reed domain has dimension S 1. 
(2) Any Noethe rian i -domain has dimension S 1. 
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(3) If a quasilocal i -domain has dimension S 1, then it satifies ( **) of ( 1.9). Thus, 
if R is a quasilocal i-domain, then : R Noethe rian => dim R S 1 � R satisfies ( * * ). 
P roof (1) As observed in the proof of [01, Corollary 2.3], this assertion 
follows from the Principal Ideal Theorem (cf. Kaplansky [K, Theorem 144]). 
(2) By (1.3)(i), any i-domain is treed. Hence, (2) follows from (1). 
(3) Let R be a quasilocal i-domain of dimension � I. If dim R = 0, then R 
is a field and (**) holds trivially. Suppose that dim R = I. Let V = R', the integral 
closure of R. Since dim V = dim R, Vis a rank one valuation domain. Let T be an 
arbitrary overring of R other than the quotient field. Then the integral closure of T 
is a valuation domain containing V. Since V has rank one, its only overrings are 
itself and the quotient field. Hence the integral closure of T must be V. It follows 
that T c V, thus proving the first assertion in (3). The final assertion follows 
immediately from (2) and (3). • 
(1.17) REMARK. By the preceding proposition, any Noetherian local i-domain R 
satisfies (*) and (**) of ( 1.9). However, such a ring R need not satisfy (***), and 
so need not be a A.-domain. Indeed, the rings D n  (n;?:4) discussed in (1.13) provide 
a counterexample. 
Additional counterexamples may be obtained from the classical D+M con­
struction, as follows. In terms of the notation of ( 1.6), if D is a proper subfield of 
F, it is well-known that R is Noetherian if and only if Vis Noetherian and [F:D] < 
oo (see [02, Appendix 2]). Combining this with ( 1.6)(ii), we see that if D is a 
field, then R is a Noetherian local i-domain if and only if Vis Noetherian and 
[F:D] < oo . Thus , Example (1.7)(b) provides an example of a Noetherian local i­
domain which is not a A.-domain. 
By (1.3)(ii) and (1.5), the properties "quasilocal i-domain" and "A.-domain" 
reduce to the property "valuation domain" for integrally closed domains R. It is 
natural to consider the effect of weaker integrality-type conditions when combined 
with these two properties. In particular, we shall investigate the property of 
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seminormality (see (1.4)) in this context. The next example shows that seminor­
mality is not enough to ensure that a quasilocal i-domain is a A-domain. 
( 1.18) EXAMPLE. Let V, M, F, D and R = D + M be as in ( 1.6). According to 
[ADHu, Lemma 2. l (g)], R is seminormal if and only if Dis seminormal. In parti­
cular, R is seminormal if D is a field. Suppose that F/D is an algebraic field exten­
sion. By ( 1.6)(ii), R is a quasilocal i-domain. Moreover, all the overrings of R are 
seminormal. This can be seen by applying [ADHu, Theorem 2.3]. For a more 
direct proof, notice by [BG, Theorem 3.1 ], that the overrings of R are of two types: 
the overrings of V; and the rings B+M where D s;;;; B c F. Now, the overrings of V 
are valuation domains and so are seminormal. Since F/D is an algebraic extension, 
each ring B such that D c B c F is a field. Hence B+M is seminormal. It follows 
that the ring R in example ( 1. 7)(b) is a quasilocal i-domain all of whose overrings 
are seminormal, but which is not a A-domain. 
Since any quasilocal i-domain is a quasilocal going-down domain (see 
(I.5)(ii)), we are motivated to consider some results of Dobbs connecting seminor­
mality, going-down domains and divided domains (see (1.6)). 
The proof of [02, Corollary 2.8] actually establishes the following more 
general results. Any locally divided integral domain is a going-down domain and 
any seminormal going-down domain is locally divided. Since, by (1.4) and 
(I.5)(i), the properties of seminormality and going-down domains are local proper­
ties of integral domains, the above results may be restated in local form. We record 
this reformulation as part (a) of the next proposition. We will also need [D2, Theo­
rem 2.10(b)], which we record as part (b) of the next proposition. 
(1.19) PROPOSITION. (a) Any divided domain is a quasilocal going -down domain 
and any seminormal quasilocal going-down domain is a divided domain. 
(b) Let R be a going-down domain a nd  suppose that R has an ove rring T which is 
a divided domain and which is a finitely gene rated R-module. If P is a p rime ideal 
of R such that R p  is integ rally closed, then P is a divided p rime of R. 
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( 1.20) REMARK. The converse of the first statement in ( 1.19)( a) is false; that is, a 
quasilocal going-down domain need not be a divided domain. In fact, [D2, Exam­
ple 2.9] gives an example of a quasilocal i-domain which is not a divided domain. 
(1.21) LEMMA. Let R be a quasilocal i-domain which satisfies (**) of( 1.9). If P 
is a nonmaximal prime ideal of R, then R '  c R p  and so R p  is a valuation domain. 
Proof. R p. is a proper overring of R which is not integral over R, and so 
R p  cz R '. Since R satisfies (**), R '  � R p. As R '  is a valuation domain, its over-
ring R p  is also a valuation domain. • 
(1.22) THEOREM. Let R be a quasilocal i -domain which sati sfies (**) of( 1.9). If 
R satisfies either of the following two conditions then R is a div ided domain : 
(i) R is seminormal; 
(ii) The integral closure R '  of R is a finitely generated R-module. 
Proof. By (1.5)(ii), R is a quasilocal going-down domain. If R satisfies 
(i), then ( l . l9)(a) gives the desired conclusion. 
Assume that R satisfies (ii). We must show that each prime ideal of R is a 
divided prime of R. Since R is quasilocal, its maximal ideal is divided (by (1.6)). 
Let P be a nonmaximal prime ideal of R. By (1.21), R p  is a valuation domain and 
so is integrally closed. Also, R '  is a divided domain, since it is a valuation domain. 
Hence, by (1.19)(b), P is a divided prime of R. Since every prime ideal of R is 
divided in R, R is a divided domain. • 
( 1.23) REMARK. (i) The most natural application of ( 1.22) asserts that if R is a 
A.-domain which either is seminormal or has finitely generated integral closure, then 
R is a divided domain. In the same way, (1.25) leads to a result on divided A.­
domains, whose formulation is left to the reader. 
(ii) A divided domain, though necessarily a quasilocal going-down domain, 
need not be an i-domain. Using the notation of (1.6), we may construct an example 
using the D+M construction. By [02, Lemma 2.2], R = D + M is a divided domain 
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if and only if D is divided. In particular, R is divided if D is a field. Hence, by 
( l .6)(iii), if D is a field and F/D is a transcendental field extension, then R is a 
divided domain which is not an i-domain. 
(iii) We can use the classical D+ M construction to show that condition (ii) 
of ( 1.22) is not necessary in order that a quasilocal i-domain R be divided. By the 
preceding paragraph, R = D + M is a divided domain if D is a field. If F /D is an 
infinite-dimensional algebraic field extension, then R is a divided quasilocal i­
domain with integral closure V = F + M. By [BG, Theorem 3. 1 ], R satisfies 
property (**) of ( 1.9). However, V = R' is not a finitely generated R-module since 
F is not a finite extension of D, and so (ii) of ( 1.22) is not satisfied. 
Pseudovaluation domains (PVDs) are a special class of divided domains. 
The connections between PVDs and quasilocal i-domains have been explored impli­
citly in several papers, including [HH2], [D3] and [ADHu]. The next result is a 
special case of [ADHu, Lemma 3.4]. For completeness, we provide a direct proof. 
( 1.24) LEMMA. Let (R,M) be a quasi /ocal i-domain with (quasilocal ) integral 
closure ( R ',M '). Then R is a pseudovaluation domain if and only if M = M '. 
Proof. If M = M ', then M is the maximal ideal of the valuation overring R' 
of R. By [HH1, Theorem 2.7], R is a PVD. Conversely , suppose that R is a 
PVD. Since R' is a valuation domain, [D3, Remark 4.8(a)] implies that R' is the 
associated valuation domain of R. Hence, R and R' have the same maximal ideal; 
that is, M = M '. • 
(1.25) THEOREM. Le t  (R,M) be a quasilocal i-domain which satisfies ( **) of 
( 1.9). Suppose tha t R is a divided domain. Let (R ',M ') denote the integ ral closure 
of R. Then the se t of all nonmaximal prime ideals of R coincides with the set of all 
nonmaxi mal pri me idea ls of R'. Moreover , if R is not afield, then exactly one of 
the fo llo wi n� rwo condi tions holds : 
(i ) Both Rand R' have a (unique ) largest nonmaximal prime ideal ; or 
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(ii) In both R and R', the maximal ideal is the union of the nonmaximal 
prime ideals. 
If condition ( ii) holds, then R is a pseudovaluation domain. 
Proof. Let P be a nonmaximal prime ideal of R. By ( 1.21), Rp is a valua­
tion domain containing R'. Since P is a divided prime of R, the maximal ideal of 
Rp is PRp = P. It follows that P = P n R' = PRp n R' is a prime ideal of R'. 
Since R is an i-domain and R' is an integral overring of R, R' is a unibranched 
extension of R; that is, there is a unique prime ideal of R' lying over any given 
prime ideal of R. This argument shows that, for each nonmaximal prime ideal P of 
R, P is the unique prime ideal of R' lying over P. Since integrality ensures that 
each nonmaximal prime ideal of R' must contract to a nonmaximal prime ideal of R, 
we have shown that the nonmaximal primes of R and R' coincide. 
Note that this common set of nonmaximal prime ideals forms a chain, since 
R is a valuation domain. Thus the union Q of all the nonmaximal prime ideals is a 
prime ideal of both R and R'. Clearly, at most one of (i) and (ii) holds. To show 
that one of (i) and (ii) holds, it is enough to show that if Q = M, then Q = M'. If 
Q = M, then M is a prime ideal of R' which contracts toM, whence M = M' and 
Q=M'. 
If (ii) holds, then Q = M = M'. It then follows, by ( 1.24), that R is a 
pseudovaluation domain. • 
( 1.26) REMARKS. (i) Any pseudovaluation domain has exactly the same prime 
ideals as its associated valuation domain. Theorem ( 1.25) shows that an integral 
domain satisfying the hypotheses of the theorem satisfies a slightly more general 
condition. A PVD need not satisfy the hypotheses of the theorem (although any 
PVD is a divided domain). For example, the ring R discussed in Remark ( 1.23)(ii) 
is a PVD which is not a quasilocal i-domain The question of which PVD's are 
quasilocal i-domains and which satisfy (**) of ( 1.9) is considered in Proposition 
( 1.27) and Theorem ( 1.3 1 ). 
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(ii) The hypotheses of ( 1.25) do not imply that R is a PVO. Perhaps the 
simplest example to illustrate this is given by R = D,., for n ;;:: 2, in the notation of 
( 1.14)(ii) and [GHu, pp. 429-430]. 
( 1.27) PROPOSITION. Let R be a pseudovaluation domain ( PVD) which is not a 
valuation domain. Let K be the quotient field of R, M the maximal ideal of R, and 
V the associated valuation domain of R. Then: 
(A) The following four conditions are equivalent: 
(a) R is coherent; 
(b) R is a finite conductor domain; 
(c) M is a finitely generated ideal of R; 
(d) Every overring of R is a coherent PVD. 
(B) The following four conditions are equivalent: 
(i) R is a (quasilocal) i-domain (and so V = R'); 
(ii) Every overring of R is a PVD i-domain; 
(iii) Every overring of R is a PVD; 
(iv) R satisfies the condition: for all x e /0.R., r1 e R'. 
Moreover, the equivalent conditions of(A) imply the equivalent conditions of(B). 
Proof. (A) The equivalence of (a), (b) and (c) is given by [HH2, Theorem 
1.6] and [04, Proposition 3.5]. The implication (a)==> (d) is given by [HH2, 
Theorem 1.9] and [04, Corollary 3.6]. The implication (d) =>(a) is obvious. 
(B) The equivalence (i) (::)(iii) is given by [HH2, Proposition 2.7]. Clear­
ly, (ii) => (i). If (i) holds and Sis an overring of R, then Sis a quasilocal i-domain 
by (1.3)(iii); and since R c Sis an i- (hence, INC-) extension, it follows from 
[HH l ,  Theorem 1.7] that Sis a PVD. Hence (i) ==> (ii). 
If (iv) holds and x e K\R ', then x e K\R and so x·1 e R'. It follows that 
(iv) implies that R' is a valuation domain; that is, (iv) ==> (i). Conversely, suppose 
that (i) holds. By [D3, Remark 4.8(a)], V = R', and soMis the maximal ideal of 
R'. If x e K\R, then x e M, whence x·' e R'. Thus (i) => (iv). 
For the "moreover" assertion, it is enough to observe that condition (A)( d) 
trivially implies condition (B)(iii). • 
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The following proposition characterizes which PVD i-domains are A.­
domains. It is stated using the terminology and notation of this paper. 
(1.28) PROPOSmON. (Gilmer-Huckaba [GHu, Proposition 9]) Let R be a PVD 
i-domain. Then the following conditions are equivalent: 
(a) R is a A-domain; 
(b) R '  is a L1-extension of R ;  
(c) R 'IM is a A.-extension of RIM, where M is the maximal ideal of R and R '. 
(1.29) REMARK. In the proof of [04, Corollary 3.6], Dobbs observes that if a 
PVD, R, which is not a valuation domain satisfies the equivalent conditions in (A) 
above, then R satisfies (**) of (1.9). This fact can also be derived from [HH2, 
Theorem 1.9] by observing that V = R '. 
This leads one to ask which PVD's satisfy (**). An answer to this question 
is provided by Theorem (1.31), whose proof uses the following lemma. 
( 1.30) LEMMA. Let K c L be an extension of fields and let F be the algebraic 
closure of K in L. Then every ring contained between K and L compares with F 
under inclusion if and only if either F = K or F = L 
Proof (<=) is clear. Conversely, suppose that every intermediate ring 
compares with F. Assume that F -:1= L and choose x e L \F. Then x is transcen­
dental over K. By hypothesis, since x � F, it must be the case that F c K[x]. 
Since F is algebraic over K and K[x] is a purely transcendental extension of K, it 
follows that F = K. • 
( 1.31) THEOREM. Let R be a pseudovaluation domain. Then R has property ( **) 
of( 1.9) if and only if either R is integrally closed or R is an i-domain. 
Proof Let Vbe the associated valuation domain of R ,  M the maximal ideal 
of R, and R '  the integral closure of R. 
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( �) Suppose that R has property (* *). Then R c R' � V and M is the 
maximal ideal of all three rings. Since R has the property (**), all the rings 
between R and V compare to R'. Thus, all the rings between RIM and VIM 
compare to R'/M. But R'/M is the algebraic closure of RIM in VIM. Hence, by 
( 1 .30), either R'IM = RIM or R'IM = VIM. In other words, either R' = R or R' = 
V; thus, either R is integrally closed or R is an i-domain. 
( <=) If R is integrally closed, then it satisfies (**) trivially. Suppose, 
instead, that R is a (quasilocal) i-domain and, without loss of generality, not a val­
uation domain. Then V = R', and soM is the maximal ideal of both R and R'. 
Then M = (R:R'), the conductor of R in R'. In particular, M = radR' (R:R'), and 
so, by [GHu, Proposition 8], R has the property (**). • 
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CHAPTER II 
DIRECT PRODUCTS AND A.-EXTENSIONS 
The main concern of this chapter is the following question. If R c T is a 
A.-extension of rings and T can be written nontrivially as a direct product of nonzero 
rings, then what can be said about the number and the behavior of the factor rings 
of T ?  This question is answered in Proposition (2.8) and Theorem (2. 12). 
The original motivation for the above question was our need for a result, 
contained in Corollary (2.14), which is needed in the proof of Theorem (3.4) in 
Chapter ill. As a side benefit, we recover, in Theorem (2.13 ), a result of Ferrand 
and Olivier ([FO, Lemme 1.5]). The Definitions (2.1) and (2.3) and the Proposi­
tions (2.2) and (2.5) introduce some basic terminology which will be useful in the 
statements of the subsequent results in this chapter. 
(2. 1) DEFINITION. Let R c T be a ring extension. A subset I c T will be called an 
ideal of (the extension) R c T if there is a ring A contained between R and T such 
that I is an ideal of A. If I is a � ideal of some intermediate ring, then I will be 
called a proper ideal of(the extension) R c T.  
Notice that the rings contained between R and Tare included among the 
ideals of R c T. In fact, they are exactly the ideals of R c T which contain 1. A 
useful characterization of the ideals of R c Tis given by the following proposition. 
(2.2) PROPOSITION. Let R s;:; T be a ring extension. A subset I s;:;  T is an ideal of 
R s;:; T if and only if I is an R-submodule ofT which is closed under multiplication. 
Proof. If I is an ideal of a ring A such that R s;:; A c T, then I is an A-mod­
ule and hence an R-module. The "only if' assertion now fol lows, since any ideal 
of a ring is closed under multiplication. Conversely. if I is an R-submodule of T 
which is closed under multiplication, then A = R + I is a ring contained between R 
and T and I is an ideal of A .  • 
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(2.3) DEFINITION. Given an extension R � T of rings and an ideal 1 of R, we say 
that T is a A-extension of R with respect to 1 if the collection of all the ideals of the 
extension R c T which contain 1 is linearly ordered by inclusion. 
(2.4) REMARK. The above terminology is justified by the following observations. 
(i) Let 11 and 12 be ideals of R such that 11 c 12• It follows from (2.3) that 
if T is a A.-extension of R with respect to 11> then T is a A.-extension of R with res­
pect to 12• 
(ii) An ideal I of R � T contains R precisely if I is a ring contained between 
R and T. Hence, T is a A.-extension of R with respect to R if and only if T is a 
A.-extension of R. 
(iii) Let 1 be an ideal of R. It follows from (i) and (ii) that if T is a A.-exten­
sion of R with respect to 1, then T is a A.-extension of R. 
(2.5) PROPOSffiON. Let R � T be a ring extension and let 1 be an ideal of R. 
Then T is a A.-extension of R with respect to 1 if and only if the following three con­
ditions hold: 
( 1) T is a A.-extension of R; 
(2) The set of all the ideals of R containing 1 is linearly ordered by 
inclusion (that is, R/1 is a chained ring); 
(3) If I is a proper ideal of R c T and if J c I, then I c R. 
Proof. (=>) Let T be  a A.-extension of R with respect to 1. By (2.4)(iii), T 
is a A.-extension of R. Condition (2) follows from Definition (2.3). For (3), let I 
be a proper ideal of R � T containing 1. The ring R is an ideal of R � T containing 
J and R cr. I; hence, by hypothesis, I c R. 
(¢=) Suppose that conditions (1), (2) and (3) hold. Let I, and I2 be any two 
ideals of R c T containing J. If I1 and I2 are each proper ideals of R c T, then (3) 
implies that I1 and I2 are ideals of R containing J; hence, by (2), I1 and I2 are com­
parable. If neither I, nor I2 is proper, then each of them is a ring contained between 
R and T; hence, by (1), I, and I2 are comparable. If, say, I, is proper and I2 is not 
proper, then I2 is a ring contained between R and T and, by (3), I1 � R; then 
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11 c R c 12• Thus T is a A.-extension of R with respect to J. • 
(2.6) REMARK. (i) Note that conditions (2) and (3) of (2.5) hold trivially in case 
J = R (cf. Remark (2.4)(ii)). 
(ii) Each of the conditions ( 1), (2) and (3) of (2.5) is independent of the 
other two conditions, as is illustrated by the following examples. 
(a) Example ( 1 .7)(b) provides an example showing that ( 1 )  is independent. 
Indeed, let F, V, M, D and R be as in ( 1 .7)(b ), and set T = V and J = M. Then 
condition (2) of (2.5) holds automatically, since J is a maximal ideal of R. As for 
condition (3), note that, by [BG, Theorem 3. 1 ] ,  the rings contained between R and 
T are the rings B + M where B is a ring contained between D and F. Any such ring 
B is a field, and so M is the unique maximal ideal of each ring contained between R 
and T. Consequently, any proper ideal of the extension R c T is contained in M 
and so is contained in R. Hence, condition (3) of (2.5) is satisfied. Finally, note 
that condition ( I )  of (2.5) fails to hold since, for example, Q( .J2) + M and 
Q( -f3) + M are rings contained between R and T which are not comparable under 
inclusion. 
(b) Example ( 1 .7)(a) contains an extension R c T of rings which, for some 
ideal J of R, satisfies conditions ( 1 )  and (3) of (2.5), but fails to satisfy condition 
(2). In fact, let R be as in ( 1 .  7)( a), let T be the ring V in ( I .  7)( a) and let J be the 
zero ideal of R. It follows from ( 1 .  7)( a) and ( 1 .24) that R is a PVD A.-domain, T is 
the integral closure and associated valuation domain of R, and T is an adjacent 
extension of R. The extension R c T satisfies conditions ( 1 )  and (3) of (2.5), since 
any adjacent extension is a A.-extension and any proper ideal of T is contained in R. 
However, condition (3) of (2.5) fails since RI J  = R is not a valuation domain (it is 
not integrally closed). 
(c) Let K be a field and let R = K, T =  K x  K and J = 0. If we regard T as 
an extension ring of R by the diagonal map ( r 1--7 (r,r) for all r e R), then by [FO, 
Lemme 1 .2(b)], T is an adjacent extension of R. Hence, T is a A.-extension of R, 
and so R c T satisfies condition ( 1 )  of (2.5). Since R is a field, condition (2) holds 
trivially. However, condition (3) fails to hold since, for example, K x 0 is a proper 
ideal of T containing J which is not contained in R. 
24 
Because of Remark (2.4)(ii), we already have examples of extensions · 
R c T satisfying Definition (2.3) for J = R, namely, any A.-extension R c T. As 
Example (2.7) shows, there are nontrivial examples of ring extensions R c T 
satisfying Definition (2.3) for some proper ideal J of R. 
(2. 7) EXAMPLE. Let V be a valuation domain and W a proper overring of V. It is 
well known that any proper ideal of an overring of Vis contained in V. Since any 
valuation domain is a A.-domain and a chained ring, it follows from Proposition 
(2.5) that W is a A.-extension of V with respect to { 0} . Hence, by Remark (2.4 )(i}, 
W is a A.-extension of V with respect to J, for every ideal J of V. 
The next result contains a partial answer to the question posed at the begin­
ning of this chapter. Specifically, it shows that under certain conditions on a 
A.-extension R c T, the number of nonzero factors in a direct product decomposi-
tion of T is greatly restricted. 
(2.8) PROPOSITION. Let R c T be a A-extension and suppose that T = n T; , 
where there are at least two factors. Let rr;: T � T; be the canonical surjection and 
let I; = ker ( 1C;) n R, for each i. Suppose that I; + � is a proper ideal of R for each 
pair i,j of indices. Then the product n T; contains exactly two factors and R ;t: T. 
Proof. If T1 = 0 for some index l, then 11 = R and, in particular, 11 + Im = R 
for any index m, contrary to hypothesis. Thus, each ring T; is nonzero. 
Suppose that the hypotheses hold, but the product contains at least three fac­
tors. Let i, j and k be three pairwise distinct indices. Define A = { t e T :  
3 r E R such that n,{t) = rc,{r) and r;{t) = r;{r) } and B = { t  e T :  3 r e R such that 
rc,{ t) = n,{ r) and nt( t) = rrl r)} .  Then A and B are rings contained between R and T, 
and so, by hypothesis, either A c B or B cA. Without loss of generality, suppose 
that A c B. For an arbitrary element s of R, consider the element t of T  which is 
rrt( s) in its krh coordinate and 0 in all its other coordinates. Since rc,{t) = 0 and r;{t) 
= 0, we have t e A , and so r e  B. Thus, there is an element r of R such that TC,{t) 
= rr;(r) and nit) = Jrdr); that is, 1r,{r) = 0 and rrlr) = rrls). Then, r e I; and 
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s-r e /"' and so s = (s-r)+r e I�c + 1;. As s is arbitrary, I�c + I; =  R, the desired con­
tradiction. 
Next, suppose that the hypotheses hold, but R = T. By the preceding para­
graph, the product ITT; contains exactly two factors, say, T1 and T2• Then 
11 = 0 x T2 and 12 = T1 x 0, and so 11 + 12 = R, the desired contradiction. • 
(2.9) REMARK. (i) Proposition (2.8) is false without the hypothesis on the sums 
I; + �. even if we assume that each ring T; is nonzero. Indeed, if we let R = T = 
T1 x T2 x T3 for arbitrary nonzero rings T;, then all the hypotheses of (2.8) except 
the hypothesis on the sums I; + � are satisfied, but the conclusion fails to hold. 
(The verification is analogous to the reasoning in the last paragraph of the proof of 
(2.8).) 
(ii) If R = T is a nonzero indecomposable ring, then both conclusions of 
(2.8) fail. If each ring T; is assumed nonzero, then the index set is a singleton set, 
say { 1 } ,  and 11 = { 0 }  * R; in particular, 11 + 11 = {0 }  is a proper ideal of R. Thus, 
if we insist that each ring T; is nonzero, the hypothesis that there are at least two 
factors cannot be removed from (2.8). 
Lemma (2. 1 1 ) and Theorems (2. 1 2) and (2. 1 3) consider extensions R c T 
such that T is a product of two nonzero rings. For convenience, we first set up 
some standard notation. 
(2. 1 0) NOTATION. Let R c T be an extension of rings; let T = T1 x T2, where T1 
and T2 are nonzero rings; and let Tr; : T � T; be the canonical surjections, i = 1 ,2. 
For i =  1 ,2, set R; = tr,{R) and I; = ker (Tr;) f1 R. Let 12 = trz(/1) and 11 = trl/2). It 
is straightforward to verify that 12 is an ideal of R2 and that �-1(12) f1 R = 11+[z. 
with the analogous assertions for 11 also holding. Observe that R1 and R2 are 
nonzero, since 1 = ( 1 ,  1 )  e R. 
(2. 1 1 ) LEMMA. Let the notation be as in (2.10) and suppose that R1 = T1• 
(1) If A is a ring between R and T, then At := trz{ker (Tr1) f1 A) is an ideal 
of the extension R2 c T2 containing 12. 
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(2) If I is an ideal of R2 c T2 containing J 2> then It := { t e T :  3 r e R such 
that trlt-r) = 0 and �(t-r) e I} is a ring contained between R and T. 
( 3) The maps A H At and I H It are inverse maps and are inclusion­
preserving. Thus, they define a one-to-one inclusion-preserving correspondence 
between the set of all rings contained between R and T and the set of all ideals of 
the extension R2 c T2 which contain }2. 
Proof ( 1 )  It is easy to check that At is an ideal of �(A) which contains 12; 
hence, At is an ideal of the extension R2 c T2 containing 12• 
(2) First note that It contains R, since for any r e R, trlr-r) = 0 and 
�(r-r) e I. Now, suppose that t, u e It; then, there are elements r, s of R such 
that trlt-r) = 0 and �(t-r) e I and trlu-s) = 0 and �u-s) e I. Then, r+s e R and 
trl(t+u)-(r+s)) = trlt-r) + trlu-s) = 0 and tri(t+u)-(r+s)) = trit-r) + triu-s) e I; 
hence t+u e lt. Thus It is closed under addition. For any a e R, ar e R and 
trlat-ar) = trla)trlt-r) = 0 and �(at-ar) = �(a)�(t-r) e I; hence at e lt. Thus It 
is an R-module. 
Let t, u, r and s be as in the preceding paragraph. Then trl(t-r)(u-s)) = 0 
and �((t-r)(u-s)) e I, and so trl(tu-ru-ts)-(-rs)) = 0 and �((tu-ru-ts)-(-rs)) e I. 
Since -rs e R, tu-ru-ts e lt. But, since It is an R-module, ru, ts e It, and so 
tu e lt. This shows that It is closed under multiplication; hence, It is a ring con­
tained between R and T. 
(3) It is clear from the definitions of It and At that the maps A H A t  and 
I H It are each inclusion-preserving. To show that the maps are inverses, we 
show that A =  Att for each ring A contained between R and T and I =  Itt for each 
ideal of R2 !;: T2 containing J2. 
If t E A, then, since R1 = T�t there exists r e R such that trtft) = trtfr). 
Then t-r e ker (tr1) n A, and so trit-r) e At. Thus, by definition , t E Att, and so 
A c A tt. 
Next, suppose that t e Att. Then there is an element r E R such that trtft-r) 
= 0 and trit-r) E At. Thus, by the definition of A 1• Tr_,(t-r) = tris) for some 
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s E ker (H1) n A. Since �(t-r) = His) and Hlt-r) = 0 = Hls), it follows that t-r = 
s. Therefore t = r+s e A, whence Att c A. This implies, by the preceding para­
graph, that A = A tt. 
If x e /, let t =  (0, x) e T. Then, Hlt-0) = 0 and �t-O) = x e I ,  and so 
t e Jt. Since t e ker (H1) fl Jt, x = Hit) is an element of [tt ; hence, I c [tt. 
Now, suppose that x E [tt. Then, x = His) for some s e ker (H1) n [t. 
As s E [t, there is an element r e R such that Hls-r) = 0 and His-r) e /. Note that 
Hlr) = Hls-(s-r)) = Hls) -Hls-r) = 0 - 0 = 0, whence r E ker (H1) n R = 11 and 
Hir) E Hl/1) = 12• Since, by assumption, 12 c /, we have Hir) E /, and so x =  
His) = �(s-r) + Hir) e I +  I = /, whence [tt<;;. J. Therefore, by the preceding 
paragraph, we conclude that I =  [tt. • 
(2. 12) THEOREM. Let the notation be as in (2. 10). Then: 
(a) Suppose that R <;;;. T is a A-extension. Then (by reindexing, if needed), 
R1 = T1 and T2 is a A-extension of R2 with respect to h 
(b) If R1 = T1 and T2 is a A-extension of R2 with respect to h then R <;;;. T 
is a A-extension. 
Proof. First, suppose that R c T is a A.-extension. The rings R 1 x T2 and 
T1 x R2 are contained between R and T, and so either R1 x T2 <;;;. T1 x R2 or 
T1 x R2 c R1 x T2• Hence, either R2 = T2 or R1 = T1• By reindexing, if needed, 
we may assume that R1 = T1• It then follows immediately from (2. 1 1 )(3) and (2.3) 
that T2 is a A.-extension of R2 with respect to 12• The proof of the converse also 
follows immediately from (2.3) and (2. 1 1 )(3). • 
Theorem (2. 13) is the analogue of Theorem (2. 12) for the special case of an 
adjacent extension. This result coincides, modulo notation, with the result [FO, 
Lemme 1 .5] of Ferrand and Olivier. 
(2. 13) THEOREM. Let the notation be as in (2. 10). Then: 
(a) Suppose that R c T is an adjacent extension. Then exactly one of the 
following two sets of conditions holds: 
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(i) R1 = T�o R2 = T2 and 11+12 is a maximal ideal of R; 
(ii) Up to reindexing, R1 = T1 and R2 c T2 is an adjacent extension and 11+12 = R. 
(b) If either of the above sets of conditions (iJ or (ii) holds for R c T, then 
R c T is an adjacent extension. 
Proof. (a) Suppose that R c T is an adjacent extension. Then R c T is a 
A.-extension and so, by (2. 12)(a), we may assume (possibly after reindexing) that 
R1 = T1• By (2. 1 1 )(3), the only ideals of R2 c T2 containing 12 are 12 and T2• But 
R2 is an ideal of R2 c T2, and so either R2 = 12 or R2 = T2• If R2 = T2, then 12 must 
be a maximal ideal of R2 = T2• Then, n2•1(12) r. R is a maximal ideal of R; that is, 
by a remark in (2. 10), 11+12 is a maximal ideal of R. If R2 = 12, then R2 c T2 must 
be an adjacent extension and 11+12 = n2•1( 12) r. R = R. 
(b) Suppose that one of the sets of conditions (i) or (ii) holds for R c T. In 
either case, R1 = T1 and one can verify that 12 * T2• Hence, by (2. 1 1 )(3 ), we need 
only show that there are no ideals of R2 c T2 containing 12 other than 12 and T2• If 
(i) holds, then 12 =nl/1+12) is a maximal ideal of R2 = T2, and so the desired con­
clusion follows. If (ii) holds, then 12 = nl/1+12) = R2 and so, since R2 c T2 is an 
adjacent extension, the conclusion follows. • 
A special case of Theorems (2. 1 2) and (2. 13) which will be useful in Chap­
ter III is the case in which the base ring R is a field. This case is the subject of the 
next result. 
(2. 14) COROLLARY. Let K � T be a ring extension with K a field. Suppose that 
T = n T; , where the product contains at least two factors and each factor ring T; is 
nonzero. Then: 
(a) If K c T is a A.-extension (for instance, an adjacent extension), then the 
product n T; contains exactly two factors. 
(b) K c T is a A.-extension if and only ifT is isomorphic as a K-algebra to 
K x L, where K c L is a A.-extension of fields. 
(c) K c T is an adjacent extension if and only if T is isomorphic as a K­
algebra to K x K. 
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Proof. (a) We may apply Proposition (2.8) with R = K. Indeed, in the 
notation of (2.8), since K ct. ker (rrJ for any index i, each ideal I; must be a proper 
ideal of K; that is, I; = 0 for each i. Thus the hypotheses, and hence the conclusion, 
of (2.8) hold. 
(b) Suppose first that K c T is a A.-extension. By (a), we may write T = 
T1 x T2• Then, letting R = K in the notation of (2. 10), we have that 12 = 0, since 
we saw in the proof of (a) that /1 = 0. Moreover, since each ring R; is a nonzero 
homomorphic image of K, each R; is isomorphic to K as a K-algebra, via the map 
rr;IK : K � R; . Applying Theorem (2. 12)(a), we have, up to reindexing, that R1 = 
T1 and T2 is a A.-extension of R2 with respect to 12 = 0. Then, by (2.5)(3), any pro­
per ideal of T2 is a proper ideal of R2; hence, since R2 is a field, any proper ideal of 
T2 is 0, and so T2 is also a field. If we let L = T2, then K c L is a A.-extension of 
fields and T = T1 x T2 is isomorphic to K x L as K-algebras. 
Now suppose that T is K-algebra isomorphic to K x L, where K c L is a 
A.-extension of fields. Let R = T1 = K and T2 = L and consider the notation of · 
(2. 10). It is clear that 11 = 0, and so 12 = 0. Also, K = rrlR) c T2 = L is a 
A.-extension of fields, and so is an algebraic extension (by ( 1 . 1 )  ). Thus any inter­
mediate ring of rriR) c T2 is a field, and so any proper ideal of rriR) c T2 is 0. 
By verifying each of the three conditions in (2.5), we see that T2 is a A-extension of 
rriR) with respect to 12; hence, since R1 = K = T1 , it follows from (2. 12)(b) that 
K = R c T is a A.-extension. 
(c) Suppose first that K c T is an adjacent extension. As in (b), write 
T = T1 x T2 and observe that 12 = 0 and each ring R; is K-algebra isomorphic to K. 
Also observe that 11+12 = 0 :;:.  R. Applying (2. 13)(a), we have that R1 = T1 and 
R2 = T2• Thus, T = T1 x T2 is K-algebra isomorphic to K x K. 
Next, suppose that T is isomorphic to K x K. Then, by [FO, Lemme 
( 1 .2)(b)], K c T is an adjacent extension. • 
The next result is a corollary of all the main results of this chapter. Note 
that (2. 15)(b) provides a new class of A.-extensions of rings and, thus, a new class 
of �-extensions. 
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(2. 15) COROLLARY. (a) Let R be a ring and regard R x R as an extension ring of 
R by the diagonal map ( r H (r,r)for all r E R). Then, the extension R c R x R is 
a A.-extension if and only if the ideals of R are linearly ordered by inclusion (that is, 
if and only if R is a chained ring). Moreover, R c R x R is an adjacent extension if 
and only if R is afield. 
(b) Let R be a valuation domain and W an overring of R. Embed R in 
R x W by the diagonal map, as in (a). Then the extension R c R x W is a 
A.-extension. 
Proof (a) Without loss of generality, R * { 0 } .  In the notation of (2. 10), 
let T1 = T1 = R. Then R1 = T1 and R1 = T1, while /�> 12, 11 and 12 are each the zero 
ideal of (the appropriate copy of) R. By (2. 12), R c R x R is a A.-extension if and 
only if R; = T; is a A-extension of R; with respect to 0, for some i = 1 ,2. The latter 
condition holds, by (2.5), if and only if the ideals of R2 = R are linearly ordered by 
inclusion. As for the second assertion, observe that /1 + /2 = 0 * R. If R c R x R 
is an adjacent extension then, by (2. 13)(a)(i), /1 + 12 = 0 is a maximal ideal of R; 
that is, R is a field. Conversely, if R is a field then, by (2. 14)(c), R c R x R is an 
adjacent extension. 
(b) In the notation of (2. 10), let T1 = R and T1 = W. Then R1 = T1 and Ih 
12 and 12 are each the zero ideal . Also, the extension R2 c T2 is essentially the 
extension R !:: W. Since R is a valuation domain and W is an overring of R then, 
by Example (2. 7), W is a A-extension of R with respect to 0. Hence, by (2. 1 2)(b ), 
R !:: R x W is a A-extension. • 
We complete this chapter by taking a closer look at extensions R !:: T such 
that T is a A-extension of R with respect to J = 0. In particular, Theorem (2. 17) 
characterizes such extensions in the case that R is an integral domain. The proof of 
(2. 1 7) depends on the next result and the dichotomy established in ( 1 .3). 
(2. 16) LEMMA. Suppose that R c T is a ring extension such that any proper ideal 
ofT is contained in R. Then R is an integral domain if and only ifT is an integral 
domain. 
3 1  
Proof. The "if' implication is obvious. Suppose that R is an integral do­
main. To show that T is an integral domain, it is enough to show that if x, y e T 
and xy = 0 and x :1: 0, then y = 0. If x is a unit of T, then we are done, and so we 
may assume that x is a non unit of T. Then xT is a proper ideal of T and so, by 
hypothesis, xT c R; in particular, x e R. Since x :1: 0, the ideal Ann'J{x) is a 
proper ideal of T, and so Ann'J{x) � R. Since y e Ann'J{x), we have y e R. 
Thus, x, y e R and xy = 0 and x :�: 0; hence, y = 0. • 
(2. 17) THEOREM. Suppose that R c T is a ring extension. Then: 
(a) If T is a A-extension of R with respect to 0, then R is an integral domain 
if and only if T is an integral domain. 
(b) Suppose that T is a A-extension of R with respect to 0 and that R is an 
integral domain. Then either (i) R c T is a A-extension of fields or (ii) R is a val­
uation domain which is not a field and T is an averring of R. 
(c) If either of the conditions (i) or (ii) of(b) holds, then T is a A-extension 
of R with respect to 0. 
Proof. (a) Apply (2.5)(3) and (2. 16). 
(b) If R is a field then, by (2.5)(3 ), 0 is the only proper ideal of T; then T is 
a field which, by (2.5)( 1 ), is a A.-extension of R. Thus, (i) holds if R is a field. 
Assume that R is not a field. By (2.5)(2), the ideals of R are linearly 
ordered by inclusion; that is, R is a valuation domain. In case T is a field, (2.5)( 1 )  
and ( 1 .3)(2) imply that T is the quotient field of R; in particular, T is an overring of 
R. 
In  case T is not a field, T has a nonzero proper ideal /. Then I c R, by 
(2.5)(3), and so R and T have a nonzero ideal in common. Note, by (a), that T is 
an integral domain. Hence R and T have the same quotient field, and so T is an 
overring of R. 
(c) If (i) holds, then the assertion follows from (2.5). If (ii) holds, then the 
assertion is proved in Example (2.7). • 
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CHAPTER III 
THE BASE RING IS A FIELD 
As stated following the proof of Proposition ( 1 .3), this chapter chapter con­
cerns A.-extensions K c L of fields. This is the second main theme based on the 
dichotomy introduced in ( 1 .3), the first being the A.-domains considered in Chapter 
I. Actually, we consider here the more general A.-extensions K c T in which only 
the base ring K is assumed to be a field. 
The more focused question of which proper ring extensions T of a field K 
are adjacent extensions of K has been considered both by Ferrand-Olivier [FO, 
Lemme 1 .2] and by Modica [Mo, Theorem 3 and subsequent remarks]. The adjac­
ent extensions of K are of three types, up to K-algebra isomorphism: (i) adjacent 
field extensions K c L; (ii) the extension K c K x K where K is embedded in 
K x K via the diagonal map x � (x,x); and (iii) the extension K c K[X]/(X2). 
While (ii) and (iii) each give only one adjacent extension of K, (i) gives a class of 
such extensions. The existence and classification of adjacent field extensions of a 
field K appears to be an open problem, although Ferrand and Olivier comment 
(after the proof of [FO, Lemme 1 .2]) on an unpublished partial existence result. 
The three types of adjacent extensions of a field K mentioned in the pre­
vious paragraph may be thought of in the following way. Type (ii) represents the 
decomposable adjacent extensions, whereas types (i) and (iii) represent the inde­
composable adjacent extensions (field and non-field, respectively). By analogy, in 
Theorems (3.4), (3.8) and (3. 1 1 ), we obtain information about the decomposable 
A.-extensions of a field K and about the indecomposable A.-extensions of a field K 
which are not necessarily fields. The part of the chapter following Remark (3. 12) 
is devoted to A.-extensions of fields. 
We begin the chapter with three general results about A.-extensions K c T of 
a field K. 
3 3  
(3. 1 )  THEOREM. Suppose that K is afield and that K c T is a A.-extension. Then 
the following assertions hold: 
( 1) T is an algebraic extension of K and the Krull dimension ofT is 0. 
(2) Each ring contained between K and T, except possibly T itself, is a finite 
dimensional K-vector space. 
( 3) ( i) If dimK T < oo, then the rings between K and T form a finite chain 
. K = T0 c T, c T2 c . . .  c T" = T 
where T; c T;+1 is an adjacent extension for i =  0, 1, ... , n-1. 
(ii) If dimKT = oo, then the rings between K and T form an increasing 
denumerable chain 
K = To !;;;;; T, c Tz !;; . . .  c T" !;;;;; ... . c T 
where dimK Tn < oo for each n � 0 and T; c T;+1 is an adjacent extension for each i � 
0. Moreover, T = Un �0 Tn. 
Proof ( 1) Lemma ( 1 . 1 ) implies that T is an algebraic extension of K. 
Since K is a field, T is, in fact, an integral extension of K; hence the Krull dimen­
sion of T is equal to the Krull dimension of K, which is 0. 
(2) Let A be a ring contained between K and T and suppose that A :1:- T. Let 
x e 7\A. By hypothesis, the intermediate rings A and K[x] are comparable under 
inclusion. As x � A, it must be the case that A !;;;;; K[x]. Since, by ( 1 ), x is algeb­
raic over K, it follows that K[x], and hence A, are finite dimensional K-vector 
spaces. 
(3) Let A and x be as in the previous paragraph. The rings between A and 
K[x] are linearly ordered by inclusion and are finite dimensional K-vector spaces; 
so there can be only finitely many of them. Thus, there is a smallest ring between 
A and K[x] properly containing A; call it B. Then B is the smallest of the rings 
between A and T which properly contain A. Indeed, any such ring either contains 
K[x] , in which case it contains B, or else is contained in K[x], in which case it con­
tains B (by the way B was chosen). Note that B is necessarily an adjacent exten­
sion of A and, since B c K[x], B is a finite dimensional K-vector space. 
Successive application of the construction in the previous paragraph begin­
ning at K = T0 yields a chain K = T0 c T1 !;;;;; T2 c . . .  of adjacent extensions with 
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each T,. a finite dimensional K-vector space. In case T is a finite dimensional K­
vector space, a dimension argument shows that T11 = T for some n. In case T is an 
infinite dimensional K-vector space, the chain does not terminate. In the latter case, 
we must show that T = U0;z:o T,. ; and in both cases, we must show that all rings 
between K and T lie in the chain. 
Suppose that dimKT = oo and that T :F. Un l!: o  T,.. If x e T \un l!: O  T,, then 
K[x] ex. T, for any n, and so T, c K[x] for all n � 0. As n+ l :5 dimKT11 :5 
dimKK[x] < oo for all n, we obtain the desired contradiction. 
Finally, suppose that S is a ring between K and T. First, assume that S ex.  
T11 for any n. Then T,. c S for all n � 0, and so Un l!:o  T11 c S, whence S = T. 
Next, assume that S c T�: for some k, and suppose that k is minimal. If k = 0, then 
S = K. Otherwise, k � 1 and S ex. T�:.1, and so T�:.1 � S c T�: with T�:.1 :F. S. Since 
T�: is an adjacent extension of T�:." it must be the case that S = T�c. • 
After this research was completed and this dissertation nearly completely 
written, it was kindly suggested by William Heinzer that the theory of ]-extensions 
(= J6nsson extensions) might overlap some part of this work (see [GHe3] and 
[GHe4 ]). If K c T is an extension with K a field, then T is a ]-extension of K if 
dimKT = oo and dimKS < oo for each proper K-subalgebra S of T. It is clear from 
(3. 1 )(2) that any infinite-dimensional A.-extension T of a field K is a J-extension of 
K. There are examples of such extensions. See, for instance, the A.-extensions 
discussed in Remark (3. 13), Example (3.3 1 )(b) and Remark (3.39). Further exam­
ples may be found in [GHe3, Examples (E1)  and (E2) (pp. 8 1 -82), Example 2.7 
and Example 2. 15]. 
(3 .2) THEOREM. Suppose that K is afield and that K c T is a A.-extension. Let 
the rings T; be as in ( 3) of the previous theorem. Then the following four 
conditions are equivalent: 
(a) dimxT < oo. 
(b) T = T,for some n � 0. 
(c) T = K[u} for some u E T. 
(d) T = K[u1, u2, • • •  , u,] for some elements U; E T. 
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Proof. (a) => (b) This implication is contained in (3. 1  )(3 )(i). 
(b) => (c) There is nothing to prove if T = T0 = K, and so we may suppose 
that n � 1 .  If x E 1\Tn.Jo then Tn.J c K[x] c Tn = T with Tn.J -:1:- K[x] . Since Tn = T 
is an adjacent extension of Tn.Jo we have K[x] = T. 
(c) => (d) Trivial. 
(d) => (a) T is a finitely-generated K-algebra and is integral over K (see 
(3. 1 )( 1 )), and so T is a finitely-generated K-module. • 
(3.3) PROPOSmON. Let K c T be an extension with K a field. If the set of rings 
between K and T satisfies the descending chain condition, then T is an Artinian 
ring. In particular, if T is a A-extension of a field K, then T is an Artinian ring. 
Proof. Suppose that the rings between K and T satisfy the descending 
chain condition, but T is not Artinian. Then there exists an infinite strictly descend­
ing chain of proper ideals of T :  11 > 12 > 13 > . . . . . We claim that K + 11 ::) K + 12 
::) K + /3 ::) • • • •  is a strictly descending chain of rings between K and T, contrary to 
hypothesis. Indeed, suppose K + I; = K + 1;+1 for some i. For arbitrary x e I; , 
x e K + I; = K + li+1 , and so x =  a + y for some a e K and y e 1;+1 • Then a = 
x - y e K n I; = 0 (since I; is a proper ideal). Thus x = y e 1;+1 , and so I; = Ii+l , a 
contradiction. 
The last assertion follows from the first assertion and (3. 1 )(3 ) . • 
As discussed in the introduction to this chapter, let us turn our attention to 
the decomposable (resp., indecomposable) A.-extensions of a field K. The next 
result concerns the decomposable case and is nothing more that a paraphrase of 
parts (a) and (b) of Corollary (2. 14). The analogous result for J-extensions is 
[GHe4, Theorem 3. 1 ] .  Notice that Theorem (3.4) reduces the study of the 
decomposable case to the study of A.-extensions of fields. 
(3.4) THEOREM. Let K c T be a ring extension with K afield. Then T is a de­
composable A-extension of K if and only if T is K-algebra isomorphic to K x L. 
where K c L is a A-extension of fields. • 
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Next we consider the indecomposable case. Theorems (3.8) and (3. 1 1) 
contain the main results concerning the indecomposable A.-extensions T of a field K 
which are not necessarily fields. We first need three preliminary results. 
(3.5) PROPOSffiON. Let K be afield and n a positive integer. Then the ring 
extension K c K[X]I(Xn) is a A.-extension if and only if n S 3. 
Proof First, suppose that n � 4. Note that 2(n- 1 )  � 2(n-2) � n. We may 
write K[X]/(Xn) as K[u] where u = X +  (Xn).  Observe that u is nilpotent of index 
n and that { 1 ,  u, u2, . . .  , un-1 } is a K-vector space basis of K[u]. Set v = un-1 and 
w = un-2, and note that v and w are nonzero elements satisfying v2 = w2 = 0. We 
next show that K c K[u] is not a A.-extension by showing that the intermediate 
rings K[v] and K[w] are incomparable under inclusion. But K[v] = K + Kv = K + 
Ku••-1 and K[w] = K + Kw = K + Kun-2; these sets are clearly incomparable because 
of the linear independence of { 1 ,  u, u2, .. . , un-1 } .  
If n= 1 ,  then K c K[X]I(X1) = K is the identity extension, which is trivially 
a A.-extension. In case n=2, we know that K c K[X]/(X2) is an adjacent extension 
and thus is a A.-extension. 
Finally, suppose that n = 3 and let u be as in the first paragraph of the 
proof. Observe that u2 � 0 and (u2)2 = 0. Thus, A := K[u1] = K + Ku2 is a ring · 
contained between K and K[u] with dimKA = 2. It is enough to show that A is the 
only ring properly contained between K and K[u].  To this end, we let x e K[u]\K 
and, by a dimension argument, it is enough to show that either K[x] = K[u] or 
K[x] = A. Now, x = a +  bu + cu2 for some a, b, c e K. Clearly, K[x] = K[bu + 
cu2]. Since x !l K, at least one of b or c is nonzero. If b = 0, then c -:t= 0 and K[x] 
= K[cu2] = K[u2] = A. Hence, we may assume that b -:;=  0. In that case, K[x] = 
K[bu + cu1] = K[u + du2] ,  where d = clb. Since uJ = 0, we have u2 = (u + du2)2 e 
K[x], and so A c K[x] c K[u] .  A dimension argument shows that either K[x] = 
K[u] or K[x] = A, as desired. Thus K � K[X]I(Xl) is a A.-extension. • 
(3.6) COROLLARY. Let K � T be a A.-extension with K afield, and suppose that u 
is a nilpotent elemelll of T ThL'Il the index n of nil potency of u satisfies n S 3. 
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Proof. The subextension K c K[u] is a A.-extension since K c T is a 
A.-extension. But K[u] is K-algebra isomorphic to K(X]/(X").  Thus, by Proposi­
tion (3.5), n :s; 3. • 
(3.7) LEMMA. Let R c T be an extension of rings. 1f T  is an indecomposable 
ring, then R is also an indecomposable ring. 
Proof. This follows from the fact that a ring is decomposable if and only if 
it contains a pair of nontrivial orthogonal idempotents whose sum is 1 .  Thus, if R 
is decomposable, then R contains such a pair of idempotents. Then T also con­
tains this pair of idempotents, and so T is decomposable. • 
(3.8) THEOREM. Let K c T be a A.-extension with K a field and suppose that T is 
indecomposable. Let N be the nilradical of T. Then: 
( 1) Each ring between K and T has a unique prime ideal. 
(2) N is the unique prime ideal of each ring between K +N and T. 
( 3) N is a principal nilpotent ideal of T with index of nilpotency r, 1 5 r 53. 
(4) The ring K+N is K-algebra isomorphic to K[X]I(X'), where r is as in (3). 
Also, K+N = T,.1 , using the notation of(3. 1)(3). 
(5) 1f T  is not afield, then the extension K � TIN is a purely inseparable A.-exten-
sion of fields. 
Proof. ( 1 )  Let K � A c T. By (3.7), since T is indecomposable, A is also 
indecomposable. Suppose that A is properly contained in T. By (3. 1 )(2), A is a 
finite-dimensional K-algebra and so is Artinian. Since A is indecomposable, it is a 
local Artinian ring, and so it has a unique prime ideal. 
To show that T has a unique prime ideal, it suffices to show that each non­
unit x of T is nilpotent. By (3. 1)( 1 ), x is algebraic over K, and so K[x] is a finite­
dimensional K-algebra between K and T. Thus, by the previous paragraph, K[x] 
has a unique prime ideal, which is necessarily its nilradical. Since x is not a unit of 
T, it is also not a unit of K[x]. Then x lies in the prime ideal of K[x] and so is nil­
potent. 
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An alternative proof that T has a unique prime ideal, which also relies on the 
first paragraph of this proof, is available via [GO, Propositions (6. 1 .2)(ii) and 
(6. 1 .6)(i)], since T is the direct limit (in fact, the directed union) of the proper K­
subalgebras of T which contain K. 
(2) Suppose that K + N c A c T. The maximal ideal M of A, being the 
nilradical of A, is contained in the nilradical N of T. But, since K + N c A, we 
have N c M and so N = M. 
(3) By (3.6), the index of nilpotency of any nilpotent element of T is � 3. 
Let v be a nilpotent element of T with maximal index r of nil potency. We claim 
that K + N = K[v]. The containment (;::2) is clear, since v e N. To prove the con­
tainment (�). we show that N c K[v]. Let u e N. Then, by the choice of v, u is 
nilpotent of index i � r. It follows that dimKK[u] = i � r = dimKK[v]. Since K[u] 
and K[v] must be comparable under inclusion, we have K[u] c K[v] and so u e 
K[v]. This proves the claim. 
By (2), since K + N = K[v], N is the nilradical of K[v] . But K[v] = 
K[X]/(X') as K-algebras, and so the maximal ideal of K[v] is vK[v] . Hence N is 
nilpotent of index r-� 3. Moreover, since N = vK[v], we have N =  vT and so N is 
a principal ideal of T. 
(4) The first assertion was proved above in the proof of (3). As for the 
second assertion, if r= 1 ,  then N = 0 and K + N = K = T0 • If r=2, then K + N = 
K[X]/(X') is an adjacent extension of K ([FO, Lemme 1 .2]) and so must be equal 
to T1 • If r=3, then K + N = K[X]/(X') and so the proof of (3.5) shows that there 
is only one ring properly contained between K and K + N = K[v], namely, K + 
Kv2. It follows that K + N = T2 • 
(5) It is easy to see (cf. (3.9)) that K c TIN is a A.-extension. Let L be the 
separable closure of K in TIN and let S be the ring between K + N and T corres­
ponding to L. By ( 1 )  and Proposition (3.3), S is a local Artinian K-algebra; hence, 
S is an equicharacteristic complete local ring. It follows from the structure theorem 
for complete local rings (see [Ma, Theorem 28.3]) that S contains a field F such that 
F :2 K and F maps onto the field L under the canonical surjection S --7 SIN. If T is 
not a field, it follows easily from (2), ( 4) and the last paragraph of the proof of 
(3.5) that the only field contained between K and T is K. Thus, F = K and so L = 
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K. Hence the separable closure of K in TIN is K, and so TIN is a purely insepar­
able extension of K. • 
Corollary (3. 10) is a corollary of Theorems (3.4) and (3.8). Its proof uses 
the following proposition. 
(3.9) PROPOSmON. Let R c T be an extension of rings and J be an ideal ofT. 
Set I = J n R. Then the extension RII c T/J is a A.-extension of rings if and only if 
the extension R + J c T is a A.-extension of rings. 
Proof The assertion is an immediate consequence of the easily verified fact 
that the mapping A � AIJ gives a one-to-one inclusion-preserving and inclusion­
reflecting correspondence from the set of all rings contained between R + J and T 
onto the set of all rings contained between RII and TIJ. • 
(3. 10) COROLLARY. If R £; T is a A.-extension of rings such that the conductor I =  
(R:T) is a maximal ideal of R, then there are at most two prime ideals ofT contain­
ing I, and any such prime ideal ofT is necessarily maximal. 
Proof An application of Lemma (3.6) with J = I = (R:T) shows that RII c 
Til is a A.-extension. By hypothesis, R/I is a field. It follows from Theorems (3.4) 
and (3.8) that, depending on whether Til is decomposable or indecomposable, Til 
has either two or one prime ideals, which are necessarily maximal. The assertion 
follows immediately from this fact. • 
The indecomposable adjacent extensions T of a field K discussed in the 
introduction to this chapter are of two types (up to K-algebra isomorphism): (i) T = 
K[X]I(X2) when T is not a field; and (ii) T = K[X]I(p(X)), for some irreducible 
polynomial p(X), when T is a field. Our next goal is to show that A.-extensions T 
of a field K, such that dimKT < oo, are similarly restricted in fonn. 
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(3. 1 1 )  THEOREM. Let K c T be a A-extension with K afield and suppose that T is 
indecomposable and dimK T < oo. Then: 
( 1) T is K-algebra isomorphic to K[X)I(p(X)") for some irreducible polynomial 
p(X) and some positive integer n S 3. 
(2) The integer n and the degree of the polynomial p(X) in ( 1) are uniquely deter­
mined by T. 
( 3) Let S be a ring contained between K and T. By ( 1 ), S is K-algebra isomorphic 
to K[X)I( q(X)m) for some irreducible polynomial q(X) and some positive integer m. 
Then m S n and deg q(X) S deg p(X), where n and p(X) are as in ( 1 ). 
Proof. ( 1 )  If K = T, then the assertion holds by taking p(X) = X  and n=l . 
Thus, we may assume that K * T. By (3.2), T = K[u] for some u e T. Letj(X) 
be a generator of the (proper principal) ideal of polynomials in K(X] having u as a 
root and letftXJ = ptfX/1 piX/1 • • •  p,(Xl' be a factorization ofj(X) as a product 
of irreducibles. By the Chinese Remainder Theorem, we have T ::  K(X]I(f(X)) = 
IT= 1 K[x]l(p;(Xt; ) .  Since T is indecomposable, r = 1 andf(X) = p(X)" for 
some irreducible polynomial p(X) and some positive integer n. By the choice of 
ftX), we have p(u)" = 0 and p(u)"·1 -:;:. 0. Applying (3.6) to the nilpotent element 
p( u) shows that n � 3, whence ( 1 )  is proved. 
(2) Let p(X) and n be as in ( 1 ). Then the maximal ideal N of T corres­
ponds to the ideal (p(X))I(p(X)"). It is then clear that n is equal to the index of 
nilpotency of N, a number determined by T. Moreover, dimKT = deg(p") = 
n deg{p), and so deg{p) = dimKT In, which is also determined by T. 
(3) By (3.7), S is indecomposable. Thus assertion ( 1 )  of this theorem 
applies to S and so we obtain the polynomial q(X) and the integer m. By (3.8)( 1 ), 
the maximal ideal of S is contained in the maximal ideal of T and so, by the proof of 
(2), the index of nilpotency m of the maximal ideal of S is less than or equal to the 
index of nilpotency n of the maximal ideal N of T. 
If K + N c S then, by (3.8)(2), N is the maximal ideal of S and so m = n 
by the proof of (2). In this case, n deg(q) = m deg(q) = dimKS � dimKT = 
n deg{p), and so deg (q) � deg{p). 
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By the proof of (3.8)(4), the only other possibilities for S are S =  K, when 
n = 2; and S = K or S = T1 = K[X]I(X2), when n = 3. If S = K, then deg(q) = 1 � 
deg(p). Assume that n = 3 and S = T1 = K[X]I(X2). Then 2 = dimKS = m deg(q) 
and m = 2, whence deg(q) = 1 � deg(p). • 
(3. 12) REMARKS. (i) Let K be a field, p(X) an irreducible element of K[x], and n 
is a positive integer � 3 .  The ring K[X]I(p(X)n) is not necessarily a A.-extension of 
K, and so the converse of Theorem (3. 1 1)( 1 )  is false. Indeed, in the case n = 1 ,  
K[X]/(p(X)) is a typical simple algebraic field extension of K. Such an extension 
need not be a A.-extension of K, as is shown by the example Q c Q( ...fi, ..J3) = 
Q[X]I(X4 - lOX2 + 1 ). Part (ii) of this remark contains a counterexample in the 
case n = 2. 
(ii) Suppose that K,T satisfy the hypotheses of (3. 1 1 ), and let p(X) and n 
be as in (3. 1 1  )( 1 ) . Note that the maximal ideal N of T corresponds to the ideal 
p(X)I(p(X)n) of K[X]I(p(X)n). Thus TIN :: K[X]I(p(X)) as K-algebras. Since K + 
N c T is a A.-extension, (3.9) implies that K c TIN (and so K c K[X]I(p(X)) ) is a 
A.-extension of fields. Thus, given an irreducible polynomial p(X) in K[x] and a 
positive integer n � 3, a necessary condition for K[X]I(p(X)n) to be a A.-extension 
of K is that K c K[X]I(p(X)) is a A.-extension of fields. We now give an example 
to show that this condition is not sufficient when n = 2. 
Let n = 2 and let p(X) = X2 + 1 e Q[X]. The field Q[X]/(X2 + 1 )  is cer­
tainly a A.-extension (in fact, an adjacent extension) of Q, but we show that T := 
Q[X]I((X2 + 1 )2) is not a A.-extension of Q. Let u = X +  ((X2 + 1 )2) e T and let v 
= u2 + 1 .  Observe that T = Q[u] and { 1 ,  u, u2, u3 } is a basis of T as a Q-vector 
space. As v and uv are each nilpotent elements of T of index 2, Q[ v] = Q + Qv and 
Q[uv] = Q + Quv are rings between Q and T. We show that these two rings are 
incomparable under inclusion. Note that Q[v] = Q + Q(u2 + 1 )  = Q + Qu2 and 
Q[uv] = Q + Q(u3 + u) c Q + Qu + Qu3. Then it is clear from the linear indepen­
dence of { 1 ,  u, u2, uJ } that v � Q[uv] and uv � Q[v], the desired conclusion. 
Now we tum our attention to A.-extensions K k L such that both K and L 
are fields. Recall from Chapter 0 that any A.-extension is a �-extension, but, as can 
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be seen in ( 1 . 14 )(ii), not every d-extension is a A.-extension. For field extensions, 
however, the notion of d-extension is not more general than the notion of a 
A.-extension. Indeed, Gilmer and Huckaba have shown ([GHu, Theorem 1 ]) that 
an extension K c L of fields is a d-extension if and only if it is a A.-extension. 
(3. 13) REMARK. A special case of A.-extensions K c L of fields arises when K is 
the prime subfield of L and all the subfields of L are linearly ordered by inclusion. 
Examples of such fields have been considered by Gilmer and Huckaba ([GHu, 
Proposition 6]) and, later and independently, by Curtin ([C 1 ,  Theorem 2] and [C2, 
Classification Theorem]). In fact, Curtin shows that a field L is a A.-extension of its 
prime subring if and only if L is one of the following two types of fields: (i) finite 
fields GF( pq
" 
), for prime numbers p, q and positive integer n; and (ii) GF( pq
· 
) := 
U GF(pq" ), for some prime numbers p and q, in some fixed algebraic closure n <!: O  
of GF(p). On the other hand, Gilmer and Huckaba show that a field L is a d-exten-
sion of its prime subring if and only if it is either Q or of one of the types (i) or (ii) 
above. (Curtin asks the more general question of which commutative rings have 
the property that their subrings are linearly ordered by inclusion. In [C 1]  and [C2], 
he answers this question for infinite rings and indecomposable finite rings, but 
leaves the question open for decomposable finite rings.) 
To study A.-extensions of fields, it will be useful to consider a property of 
field extensions which is suggested by a paper of Quigley [Q]. In this paper, 
Quigley classifies the subfields of an algebraically closed field L which are maximal 
among the subfields of L not containing a given element of L. This notion is 
generalized in the next definition. 
(3. 14) DEFINITION. We say that an extension K c L of fields is a J.l-extension, or 
that L is a J.l-extension of K, if there is an element x of L such that K is maximal 
among the subfields of L not containing x. 
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(3. 1 5) PROPOSmON. ( 1) If K c L is a J.L-extension, then L is an algebraic exten­
sion of K. 
(2) If L is a proper A-extension of the field K, then L is a J.L-extension of K. 
Proof ( 1 )  This follows from the proof of [Q, Lemma 1 ] , which does not 
use Quigley's standing assumption that the top field L is algebraically closed. 
(2) Let the rings T; be as in (3. 1 )(3). By hypothesis, T1 -:;; K, and so we 
may choose an element x e T1\K. If F is a subfield of L properly containing K, 
then, by the nature of the rings T; , T1 c F and so x e F. It follows that K is maxi­
mal among the subfields of L not containing x. • 
(3. 1 6) REMARKS. (i) A Jl-extension need not be a A.-extension. An example may 
be found in [GHe3, page 96, lines 6- 1 1 ] .  
(ii) The significance of (3. 15)(2) is  that Quigley obtains its converse under 
the assumption that L is algebraically closed ([Q, Theorem 3]). Theorem (3.29) 
establishes the converse under different conditions on the field L. 
Given an algebraic field extension K c L, let Ls (resp., L;) denote the set of 
elements of L which are separable (resp., purely inseparable) over K. The nota­
tions Ls(K) and L,{K) will be used when the base field is not clear. It is well 
known that Ls and L; are fields contained between K and L whose intersection is K. 
In general, L is purely inseparable over Ls . So, if Ls = K, then L; = L and L is a 
purely inseparable extension of K. If L; = K, then we say that K is purely insep­
arably closed in L. 
(3 . 17) PROPOSITION. Let L be a proper field extension of the field K. Then: 
( 1) If K c L is an adjacent extension, then L is algebraic over K and L is 
either a separable or a purely inseparable extension of K. 
(2) K c L is a A-extension (i.e., the rings between K and L are linearly 
ordered by inclusion) if and only if the fields between K and L are linearly ordered 
by inclusion. If K c L is a A-extension, then L is algebraic over K and either L is 
purely inseparable over K or K is purely inseparably closed in L. 
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( 3) K c L is a j..l-extension if and only if there is a (necessarily unique) 
intermediate field K0 properly containing K which is contained in every intermediate 
field properly containing K (in which case, K0 is the unique minimal proper field 
extension of K inside L). If K c L is a j..l-extension and x E L, then K is maximal 
as a sub-field of L not containing x if and only if x E K0\K; for such elements x, 
we have K0 = K(x) = K[x]. Moreover, if K c L is a j..l-extension, then L is algeb­
raic over K and either L is purely inseparable over K or K is purely inseparably 
closed in L 
Proof. ( 1 )  If K k L is an adjacent extension, then K c L is a A.-extension 
and so, by ( 1 . 1 ), L is an algebraic extension of K. Since the extension is adjacent, 
we have that either Ls = L or Ls = K. In the former case, L is a separable extension 
of K. In the latter case, according to the paragraph preceding this proposition, L is 
a purely inseparable extension of K. 
We prove (3) next. Observe that the field K0 is clearly unique, if it exists. 
First, suppose that K c L is a J.l-extension. Let x be an element of L such that K is 
maximal as a subfield of L not containing x. Note that K[x] properly contains K. 
If F is any subfield of L that properly contains K then, by the maximality of K, we 
have that x e F, whence K[x] c F. Thus, K(x) is a suitable K0• The equality K(x) · 
= K[x] follows from (3. 15)(1 ) .  This argument proves the "only if' implications of 
the first two assertions of (3). 
Next, suppose that the field K0 exists. Let x e K0\K. Then, x e K and, 
for any subfield F of L properly containing K, we have x e K0 c F. Thus, K is 
maximal as a subfield of L not containing x, and so K c L is a J.l-extension. This 
argument proves the "if' implications of the first two assertions of (3). 
As for the final assertion of (3), we have shown in (3. 15)( 1 )  that L is algeb­
raic over K when K c L is a J.l-extension. Assume that K c L is a J.l-extension. 
Since Ls n L; = K and K0 is contained in each proper field extension of K inside L, 
either L� = K or L; = K. In the former case, by the paragraph preceding this propo­
sition, L is a purely inseparable extension of K. In the latter case, K is, by defini­
tion, purely inseparably closed in L. 
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(2) The "only if' implication in the first assertion is clear. Suppose that the 
fields between K and L are linearly ordered by inclusion. We first show that L is 
an algebraic extension of K. Assume not and let x E L be transcendental over K. 
Then, it is easy to verify by a degree argument that xz � K(xJ) and xJ � K(xZ). 
Hence, the intermediate fields K(xZ) and K(x3) are incomparable under inclusion, 
contrary to hypothesis. Since K c L is therefore an algebraic extension, all the 
intermediate rings between K and L are, in fact, fields. The "if' implication then 
follows. 
As for the second assertion of (2), we have shown in ( 1 . 1 )  that L is algeb­
raic over K when K c L is a A-extension. The remainder of the second assertion is 
proved by combining (3) with Proposition (3. 15)(2). • 
It follows from (3. 17) that if L is an adjacent (resp. proper A-, resp. f.1-) 
field extension of a field K, then either L is purely inseparable over K or K is pure­
ly inseparably closed in L. The next few results deal with the case in which L is 
purely inseparable over K. Our methodology used to handle this case is based on 
the methods of Quigley [Q]. After these results, we consider next a special subcase 
of the case in which K is purely inseparably closed in L, namely, the case in which 
L is a Galois extension of K. 
The next result appears in Bourbaki [Bo2, Proposition I of A. V.§5] and is 
included here for reference purposes. 
(3 . 18) LEMMA. Let L be a purely inseparable algebraic field extension of the field 
K, with char(K) = p > 0. Ifx E L, then [K(x):K) = pn, where p" is the least power 
of p such that xP
" 
E K. 
Theorem (3. 1 9) contains both a characterization of, and existence results 
for, purely inseparable adjacent field extensions. The purely inseparable A- (resp., 
fl-) field extensions are characterized in Theorems (3.22) and (3.25), after a few 
preliminary results. 
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Suppose that L is a purely inseparable algebraic field extension of a field K 
of characteristic p > 0. Let us recall some notation of Bourbaki. For each integer r 
;;:: 0, define 
KP
-r 
= {x E L :  xP' E K } .  




for each r ;;:: 0 and U KP"' = L. In addition, given an element v e K and an r � 0 
integer r ;;:: 0, there is at most one element u e L such that uP' = v. This element u, 
if it exists, is denoted vP
_,
. 
(3. 19) THEOREM. (a) Let L be a purely inseparable algebraic field extension of a 
proper subfield K and let p = char( K). Then L is an adjacent extension of K if  and 
only if [L:K] = p. 
(b) Let K be a field of characteristic p > 0. Then K has a purely inseparable adja­
cent field extension L if and only if K is not perfect. In this case, the purely insep­
arable adjacent field extensions of K are, up to K-algebra isomorphism, precisely 
-I 
the fields K[ uP ] where u e K \ KP. 
(c) Let L be a field of characteristic p > 0. Then there is a subfield K of L such that 
L is a purely inseparable adjacent field extension of K if  and only if L is not perfect. 
Proof. (a)(<=) Since p is prime, a degree argument shows that there can be 
no fields properly contained between K and L. Thus, since L is an algebraic exten­
sion of K, there are no rings properly contained between K and L. 
( �) Suppose that L is an adjacent extension of K. The conclusion will 
follow from (3. 18) once we show that there is an element x e L\ K such that 
XI' e K. But, if y is any element of L\ K and if yP" is the least power of y lying in 
K, then x = y'
·-• has the desired properties. 
(b)(�) If such a field L exists, then K is not a perfect field. 
-· 
( <=) Suppose that K is not perfect and let u e K \ KP and L = K[ uP ] , 
viewed as a proper field extension of K inside some algebraic closure of K. 
-I 
Observe that L is a purely inseparable field extension of K. Since ( uP )P = u e K, 
it follows from (3. 18) that [L:K] = p, and so, by (a), L is a purely inseparable 
adjacent field extension of K. 
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Now suppose that L is any purely inseparable adjacent field extension of K. 
By (a), we have that [L:K] = p. If v e L\ K, then L = K[v] (since the extension is 
adjacent) and VI' e K (by (3. 1 8)). Then clearly u := vP e K \ KP and L = K[v] = 
-
I 
K[ uP ] .  
(c)(�) If such a subfield K exists then K is not perfect, by (b). Then, 
since L is a finite-dimensional field extension of K, L is also not perfect ([J, 
Exercise 7, §8. 7, page 49 1 ]). 
( ¢::=) Suppose that L is not perfect and let v e L \ u. Using Zorn's 
Lemma, expand u to a subfield K of L which is maximal among the subfields of L 
not containing v. Since u c K, we have that L is a purely inseparable extension of 
K. To show that L is an adjacent extension of K, it is sufficient, by (a) and (3. 1 8), 
to show that L = K(v). Consider any u e L\ K. As uP e u c K, we see by (3. 1 8) 
that [K(u):K] = p; in particular, [K(v) :K] = p. By the maximality of K, we must 
have v e K(u). Thus, K(u) = K(v) for each u e L\ K, whence L = K(v). • 
(3.20) LEMMA. Let L be a purely inseparable algebraic field extension of a proper 
subfield K of characteristic p > 0. If M is afield contained between K and L and 
[M:K] < oo, then for some integer r, [M:K] = pand M £; KP_, . 
Proof The first assertion is given by [Bo2, Proposition 4 of A.V.§5]. Let 
M be as in the statement and let u e M. By (3. 18), there is an integer s such that 
[K(u):K] = ps and up
' e K. Since ps = [K(u):K] � [M:K] = pr, we have up' e K 
and so u e KP_, . Hence M c KP_, . • 
(3.2 1 )  LEMMA. Let L be a purely inseparable algebraic field extension of a proper 
-t,.ll 
subfield K of characteristic p > 0 and suppose that KP is a simple extension of 
KP
-'
for all r c O. 
-r -r -fr-IJ 
( 1) For any integer r c 1, [ KP :K] = P' if and onl_v if KP � KP . If this is the 
case, then [ KP
-i 
:K] = pi for 0 S i S r. 
(2) Consider any integer r c O. Then, there i.'l at most one intennediatefield M 
such that [M:K] = p'. IjM is such afield. then M = KP_, . 
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� �NI � ��� 
Proof. We first prove that if KP 'i= KP , then [ KP : KP ] = p. In-
... -(r-11 
deed, there is, by hypothesis, an element u such that KP = KP (u). Since uP e 
-lr-1 1  -r -(r-11 -(r-11 -(r-11 
KP , it follows from (3. 1 8) that [ KP : KP ] = [ KP (u): KP ] = p. 
-r -(r-1) 
From the preceding paragraph, it follows that for each r � 1 ,  [ KP : KP ] 
-r -r -( r-11 -( r-11 -(r-21 
is either 1 or p. For a given r � 1 . [ KP : K] = [ KP : KP ] [ KP : KP ] . . .  
� � 
[ KP : K] :::;; p•. If equality holds, then each factor in the product is p, and so KP 'i= 
-(r-1) -i 
KP and [ KP : K] = pi for 0 :::;; i :::;; r. This establishes the ( =>) implication of the 
first assertion in (1) and also the second assertion of ( 1 ). 
We prove (2) next. Without loss of generality, r � 1 .  If M is an interme­
diate field such that [M:K] = p•, then by (3.20), M c KP
_,
. It follows from the 
preceding paragraph that p• = [M:K] :::;; [ KP
_,




Finally, we establish the (<=) implication of the first assertion of ( 1 ). 
-r -(r-1) 
Suppose that KP '* KP . By (3.20) and the inequality in the second paragraph 
of this proof, [ KP
_
, : K] = ps and KP_, c KP-· , for some s :::;; r. If s :::;; r - 1 ,  then 
_, -u-u -r -(r-U 
K" c KP and so KP = KP , contrary to assumption. Hence s = r and 
[ KP
_, 
:K] = p• . •  
(3.22) THEOREM. Let L be a purely inseparable algebraic field extension of a 
proper subfield K of characteristic p > 0. Then the following six statements are 
equivalent: 
-() -1 -2 
(a) K = KP , KP , KP , . . .  , and L are all the fields between K and L; 
(b) K � L is a A-extension; 
(c) KP
_, 
is a simple field extension of Kfor all r � 0; 
-r -(r-1) 
(d) KP is a simple field extension of KP for all r � 1; 
(e) [ KP
_, 
:K] 5p'for all r � O; 
-r -(r-1� 
(f) [ KP : KP ] 5pfor all r � 1. 
Proof. The plan of the proof is (a) => (b) => (c) => (d) => (a) and (d) => (f) 
=> (e) => (c). 
(a) => (b) This is clear since the listed fields form a chain under inclusion. 
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(b) => (c) We proceed by induction on r. The case r = 0 is clear since 
-0 -( .... 1 1  _, KP = K. Suppose that r � 1 and that K' is a simple extension of K. If K' = 
-(f-1) -r -(r-n 
KP , then there is nothing to prove; hence we assume that KP :t: KP . Let 
-r -(r-t) -r 
u e KP \ KP . We show that KP = K(u). By (3. 1 8) and the choice of u, we 
-r -(r-1) 
have [K(u):K] = pr; in fact, [K(w):K] = pr for any w E  KP \ KP . For any 
such w, either K(u) c K(w) or K(w) c K(u) (since K c L is a A.-extension). 
Since these two fields are comparable and have the same finite dimension over K, 
-r -(r-H 
they must be equal. It follows that w E  K(u) for all w e  KP \ KP . But we 
-(r-11 -( r-ll 
also have KP c K(u), since u (I! KP and K c L is a A.-extension. Hence 
KP
_, 
= K(u) .  
(c) => (d) This is clear. 
To simplify the proof of (d) => (a), we next note that the implications (d) => 
(f) => (e) are proved in the first two paragraphs of the proof of (3.21 ). 
(d) => (a) Let M be a field contained between K and L. First, suppose that 
M ex. KP_, for any r � 0. Fix r � 0 and choose an element a e M \ KP_, . By (3. 1 8) 
and the choice of a, there is an integer i > r such that [K(a):K] = pi. By (d) and 
-1 _, -; (3.21 )(2), K(a) = KP and so KP c KP c M. Since r is arbitrary, we have L = 
U KP., c M· hence M = L. , �  0 - ,
Next, suppose that M c KP
_, 
for some r � 0. Since (d) => (e), [M:K] � 
[ KP
_, :K] � pr < oo. It follows from (3.20), (d), and (3.21 )(2) that M = KP
-i for 
some i � r. This completes the proof of (d) => (a). 
It remains to prove (e) => (c). We proceed by induction on r. The case r = 
-0 -(r-fl 
0 is clear since KP = K. Suppose that r � 1 and that KP is a simple extension 
-r -( r-1) -r 
of K. If KP = KP , then there is nothing to prove; hence we assume that KP · 
-( r-1) _, -( r-t) 
:t: KP . Let u e KP \ KP . By (3. 18) and the choice of u, we have 
[K(u):K] = pr. Then pr = [K(u):K] � [ KP
_, :[(] � pr by (e), and so KP_, = K(u). • 
Examples of nontrivial purely inseparable A.-extensions of fields may be 
found in (3.3 1 ). 
50 
Proposition (3.24) is a refinement of the statement of Theorem (3. 1  )(3) in 
the case of a purely inseparable field extension. Its proof depends on the next 
lemma. 
(3.23) LEMMA. Let L be a purely inseparable algebraic field extension of a proper 
-r ...(r+l) -r 
subfield K of characteristic p > 0. If KP = KP for some r :?! 0, then KP = 
-Cr+t) _,. KP for all k :?! 0  and KP = L. 
Proof We proceed by induction on k � 1 .  Note that we need only show 
-( r+U -r t+l. r 
that KP c KP or, equivalently, that for u e L, u" e K implies uP e K. 
The case k = 1 is given. Suppose that k � 2 and that the result holds for k-1 .  Let u 
r+t r+t-1 e L satisfy uP e K. If v = uP, then vP e K. By the induction hupothesis, 
r Ml r vP e K and so uP e K. It follows from the k = 1 case that uP e K. • 
(3.24) PROPOSITION. Let L be a purely inseparable A--field extension of a proper 
subfield K of characteristic p > 0. Then one of the following conditions holds: 
(i) [L:K] < oo and for some s :?! 0, 
� -1 -· K = K" < KP < . . .  < KP = L 
are all the fields between K and L; or 
(ii) [L:K] = oo and 
K Kp-4) KP_, KP_, L = < < . . .  < < . . . .  < 
are all the fields between K and L. In this case, KP_, '# Lfor all r :?! 0 and 
U KP' = L. 
r � 0 
Moreover, in either case (i) or (ii), [ KP_, : K] = pr for each r. 
Proof Suppose that [L:K] = oo. By (3 .22)(e), K�' . . � L for all r � 0. This 
-r -(r+n . 
fact and (3 .23) imply that KP � KP for all r � 0. This, together With (3.22)(f) 
-r -(r-1) 
and (3. 1 8), implies that ( KP : K" ] = p for all r � 1. It then follows by induc-
tion that [ KP_, : K] = pr for each r � 0. The last assenion of (ii) follows by the pure 
inseparability of L over K. Finally, the assened description of the fields between K 
and L follows from (3.22)(a). 
5 1  
If [L:K] < oo then, by (3.20) and (3.22)(a), L = KP_, for some s � 0. We 
may suppose that s is minimal with respect to this property. It follows from (3.23) 
-o -· -1 
that the intermediate fields KP , KP , . . .  , KP are distinct. By (3.22)(d) and 
(3.2 1 )( 1 ), we see that [ KP-· : K] = pr for each r, 0 � r � s. Another appeal to 
(3.22)(a) completes the proof. • 
The next theorem characterizes the purely inseparable J.L-extensions of 
fields. Since any A-extension is a J.L-extension, it is not surprising that the condi­
tions (a) and (b) of Theorem (3.25) are weakened versions of the conditions (c) and 
(e) of Theorem (3.22). 
(3.25) THEOREM. Let L be a purely inseparable algebraic field extension of a 
proper subfield K of characteristic p > 0. Then the following four conditions are 
equivalent: 
-I 
(a) KP is a simple extension of K; 
-I 
(b) [ KP : K] = p; 
-I 
(c) K c L is a J.L-extension and KP = K0 (where K0 is the field in (3. 17)(3)); 
(d) K c L is a J.L-extension. 
Proof First note that since K = KP-() '# L, (3.23) implies that K ;�; KP-1 • 
� � 
(a) � (b) If KP = K(u) then, by (3 . 1 8), [K(u) :K) = p, i.e., [ KP :K] = p. 
(b) � (c) To show that KP-1 satisfies the conditions for K0 in (3. 17)(3), we 
-I 
show that, given any subfield M of L properly containing K, we have KP c M. 
r-1 -r r-1 
Let u e M \ K. If [K(u ):K] = pr, then uP e KP \ K, and so [K( uP ) :K] = p by 
-1 r-1 -1 r-t -1 
(3. 18) .  Since [ KP :K] = p and K( uP ) c KP , we have K( uP ) = KP . Since 
-I 
u e M, it follows that K'' � M, whence the conclusion. 
(c) � (d) Trivial. 
-I 
{d) � (c) Since K '# KP , the definition of K0 in (3. 17)(3) implies that K0 
-1 _, 
c KP . If u e KP \ K, then K0 c K(u) and, by (3. 18), [K(u):K] = p. Hence 
K(u) is an adjacent extension of K and, since K0 '# K, we have K0 = K(u). Thus, _, -1 
u e K0 for an arbitrary u e KP \ K and so KP c K0 • 
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� � 
(c) � (a) Since K' .:r: K0 , we have that K' is an adjacent, and so a 
simple, extension of K. • 
Examples of nontrivial purely inseparable Jl-extensions of fields may be 
found in (3.3 1 ). 
The next goal is to obtain a partial converse of Proposition (3. 1 5)(2) (see 
Remark (3. 1 6)(ii)). This partial converse is contained in Theorem (3.29), after 
some preliminary results. The next result follows from the Propositions of [Bo2, 
A.V.§512]. Bourbaki calls the field II in (3.26) the perfect closure of K. 
(3.26) PROPOSITION. If K is afield of characteristic p > 0, then K has a perfect 
purely inseparable algebraic extension, which is unique up to K-algebra isomor­
phism. In particular, if K is an algebraic closure of K, then II:= { u E K:  u is 
purely inseparable over Kj is such afield. 
(3.27) PROPOSffiON. Let L be a purely inseparable algebraic field extension of a 
proper subfield K of characteristic p > 0. Then L is a perfect field if and only if 
-(r+l) -r -t -C't+U 
( K' )P = K' for all r �0. In this case, [L:K] = oo, K' 71! K' for all r � 0. 
and, moreover, v'_, exists in Lfor all v E K and all r �0. 




is clear. Let u E  K'
-'
. 
Since L is perfect, L = u; hence, the element u·P exists in L. Note that u·P E 
-(r+l) -(r+l) -(r+U -r 
KP . Thus, u = (u-P)P E ( K' )P , and so ( K' )P = K' . 
(<=) We show that L c u. This follows since Ur :!  0 K'
_, 




( K' )P for all r � 0. 
-r �r+n 
Now suppose that L is perfect. If either [L:K] < oo or K' = K' for 
some r � 0, then by (3.20) or (3.23) (resp.), L c K'_, for some r � 0. Then L = 
r -r -(r+l) 
l! k K, a contradiction. Hence [L:K] = oo and K' :�= K' for all r � 0. The last 
assertion follows from the fact that L = If . • 
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(3.28) LEMMA. Let K be a non-perfect field of characteristic p > 0. Then [K:KP] 
= p if and only if K is a simple extension of KP. Moreover, if these two equivalent 
conditions hold, then any purely inseparable algebraic extension L of K such that L 
� K is a JJ--extension of K. 
Proof (�) Since [K:KP] = p, K is an adjacent, and so a simple, extension 
of KP. 
(<=) If K = KP(u) then, by (3. 1 8), [K:KP] = [KP(u):KP] = p. 
Now, suppose that these two conditions hold for K. Let L be a purely 
inseparable algebraic extension of K such that L :t:. K. To show that L is a J.L-exten-
-1 
sion of K it suffices, by (3.25), to show that KP is a simple extension of K. By 
-I 
(3.23), we can choose u e KP \ K. Then UP e K\ KP and so, since K is an adja-
-1 
cent extension of KP, we have KP(UP) = K. We show that KP = K(u). If v e 
-I 
KP then vP e K = KP(U.P) ,  and so vP =/(uP) where, say, /(X) = a,PX" + . . .  + arf, 
with each a; e K. Then, vv =/(UP) = (a,u" + . . .  + a0)P, whence v = a,u" + . . .  + 
a0 e K(u). • 
(3.29) THEOREM. Let K be a non-perfect field of characteristic p > 0 and let IT be 
the perfect closure of K. Then the following four statements are equivalent: 
(a) K c II is a A.-extension; 
(b) K c II is a JJ--extension; 
(c) [K:KP] = p; 
(d) K is a simple extension of KP. 
Proof It follows from (3.28) that (c) � (d) � (b), while the implication 
(a) => (b) follows from (3. 1 5)(2). It suffices to prove that (b) implies both (d) and 
(a) . 
� � 
(b) � (d) By (3.25), KP is a simple extension of K, say KP = K(u) .  
Note that UP e K\ Kt>. We show that K = Kv(UP). If v E K then, since IT is per-
_, -1 -1 
feet, vP exists in II and lies in KP = K(u). Thus vP = a,u" + . . .  + a0 for some 
a; E K, and so v = (a,u" + . . .  + a0 )P = a,P(uP)" + . . .  + ad' e KP(uv). 
54 
(b) � (a) Let u e K\ KP. By (3.26) and (3.27), uP_, exists in ll for all r � 
0. We prove by induction that KP""' = K( uP_, ) for all r � 0. It will then follow 
from (3.22)((c) � (b)) that K c ll is a A.-extension. 
The base case r = 0 holds since KP� = K = K(u) = K( uP� ). We establish 
-I 
the case r = 1 using the J..L-property. By (3.25), KP = K0 and so, by (3. 17)(3), 
-I 
KP is generated as a field extension of K by any one of its elements which is not 
in K. In particular, uP-1 is such an element, since u e K \  KP. Hence KP-
1 
= 
-I K( uP ) .  
-(r-11 -(r-11 -r -r Now, suppose r � 2 and KP = K( uP ). Clearly K( uP ) � KP . 
-r -( r-11 -( r-11 -( r-11 Suppose v E KP . Then VP E KP = K( uP ) and so VP = an( uP )" + . . . + 
� � 
a0 for some elements a; E K. The elements a/ exist in ll and lie in KP . Hence 
-1 -r -1 -1 -r -1 vP = ( a/ )P(( uP )P)" + . . .  + ( a/ )P = [ a/ ( uP )" + . . .  + a/ ]P , and so v -1 _, -1 -1 -r -1 -r -1 -r = a/ ( uP )" + . . .  + ao' E KP ( uP ) = K( uP , uP ) = K( uP ) . Thus KP 
c K( uP-' ). • 
(3.30) COROLLARY. Suppose that the field K is nonperfect and that K c ll is a 
A-extension, where ll is the perfect closure of K. Then for each integer r � 0 there 
is a unique (up to K-algebra isomorphism) purely inseparable A-extension of K of 
dimension p', namely, the field KP_, . 
Proof. Up to K-algebra isomorphism, any purely inseparable algebraic 
extension of K may be regarded as a subfield of ll. By hypothesis and (3.27), ll 
is an infinite-dimensional A.-extension of K. It then follows by combining (3.22), 
(3.2 1 )  and (3.24) that, for each r � 0, there is a unique subfield KP_, of ll of 
dimension p• and this field is a purely inseparable A.-extension of K. • 
It is natural to ask whether any fields satisfying the hypotheses of (3.30) 
exist. Examples of such fields are contained in (3.3 1 )(a). 
(3.3 1 )  EXAMPLES. (a) Let F be a perfect field (for example, a finite field) of 
characteristic p > 0 and X an indeterminate over F. Then K := F(X) is a field 
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satisfying [K:KP] = p. Indeed, a degree argument shows that X �  KP (see [Bo2, 
page A.V.7]). Moreover, K = KP(X), since KP :::> FP = F. As XP E KP, (3. 1 8) 
implies that [K:KP] = p. Hence, by (3.29), K satisfies the hypotheses of (3.30). 
(b) Let K be any field of characteristic p > 0 satisfying [K:Kr] = p, and let 
ll be the perfect closure of K. Then by (3.27) and (3.29), the field extension K c 
llis an infinite-dimensional purely inseparable A- (and therefore J..L-) extension. 
Moreover, by (3.30), there is a (unique, up to K-algebra isomorphism) purely 
inseparable A- (and therefore J..L-) field extension of K of each possible finite dimen­
sion pr , r ;;::: 0. 
Further examples of purely inseparable A-extensions are provided by 
Theorem (3.33), in view of (3.3 1 )(a). The proof of (3.33) depends on the next 
lemma. 
(3.32) LEMMA. Let L be a nonperfect field of characteristic p > 0. Then: 
r r+l 
(1) I!' * I!' for all r ?:  0. 
, , -t t-t 
(2) Relative to the extension I! c L, (I! )' = I! for 0 � k � r. 
r r+l r 
Proof. ( 1 )  Assume that I! = I! for some r ;;::: 0. For any u E L, uP E 
r r+l r r+l • I!' = I! and so uP = vP for some v E L. Hence u = Vi'  E l..Y. Since u is arbi-
trary, L = l.Y, contradicting the assumption that L is not-perfect. 
r -t r-1: r -t t 
(2) The containment (I! )P :2 I! is clear. If u E (I! )P , then uP E 
r t r r-t t r-t 
I! and so there is some v E L such that uP = vP = (vi' )P , whence u = vP E 
t-t 
I!' . •  
(3.33) THEOREM. Let L be a nonperfectfield of characteristic p > 0. Then the 
following three conditions are equivalent: 
(a) LP
' c L is a A-extension for all r ?:  1; 
(b) I!'' c L is a A-extension for some r ?:  1; 
(c) [L:l.Y] = p. 
Proof. (a) � (b) Trivial. 
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(b) � (c) Suppose If c L is a A.-extension with r � 1 .  By (3.22)((b) � 
r _, ' -(,.....11 
(f)), ( (I! )P : (I! )P ] � p. In other words, by (3.32), [L:LP] � p. Since L :;:.  
LP, we must have [L:LP] = p. 
(c) � (a) Suppose that [L:LP] = p. Fix r � 1 .  According to (3.22), in order 
to show that I!




� p for 1 � k � r. In other words, by (3.32)(2), we must show that [ I!  : I! ] 
• • •• 
� p for 1 � k � r. Clearly, it is enough to show that [ I!  : I! ] = p for all n � 0. 
We proceed by induction on n. The case n = 0 is the hypothesis of (c). 
·-· . 
Suppose that n � 1 and [ I!  : I!  ] = p. According to (3.33)( 1 ), we may choose 
" •+I • •+I 
u e I! \ I! . We show that I! = I! (u). By the choice of u, there is a v e 
� . � 
I!' \ I!'  such that vP = u. Since, by (3. 1 9)(a), I!' is an adjacent extension of 
a 11'-1 • • a-1 II ••I 
I! ,  we have I! = I!  (v). Then, I! =  ( I!  )P = ( I! (v))P = I!  (vP) = 
... 11+1 II 11'+1 
I! (u). As uP e I! , it follows from (3. 1 8) that [ LJ'  : I!' ] = p. This com-
pletes the induction argument and the proof. • 
(3.34) EXAMPLE. By (3.3 l )(a), we can let the field L in (3.33) be equal to F(X), 
the field of rational functions in one indeterminate over a perfect field F. In this 
case, I!
'
= F(X)'' = FP' ( XP' ) = F( XP
' 
). Thus by (3.33), for each r � 0, the field 
extension F( XP' ) c F(X) is a A.-extension. According to (3.22)(a) and (3.32)(2), 
the list of intermediate fields looks like 
r �• l 
F( XP ) c F( XP ) c . . .  c F( XP ) c F( XP) c;;, F(X) . 
The above completes the discussion of the purely inseparable case. As 
discussed after the proof of (3. 17), the other case we must consider is that of field 
extensions K c L such that K is purely inseparably closed in L. We shall, in fact, 
consider only the special case in which K c L is an (algebraic) Galois extension. 
The next result classifies the adjacent Galois extensions. 
(3.35) THEOREM. Let K c L be an algebraic Galois extension of fields. Then L is 
an adjacent extension of K if  and only if [L:K] = p for some prime number p. 
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Proof. ( ¢:=) This follows by a degree argument - see the proof of (a)(¢:=) of 
Theorem (3. 1 9). 
( �) Since K � L is an adjacent extension, it follows that L is a nontrivial 
finite-dimensional Galois extension of K. Therefore, by the Fundamental Theorem 
of Galois Theory, Gal(L IK) is a finite nontrivial group with no subgroups other 
than itself and the trivial subgroup. It follows that Gal(L IK) is cyclic of order p, 
for some prime number p. Hence [L:K] = IGal(L IK)I = p. • 
It turns out that for Galois field extensions, A.-extensions and Jl-extensions 
coincide. Theorem (3.36) concerns finite-dimensional Galois extensions and 
Theorems (3.37) and (3.38) concern infinite-dimensional Galois extensions. Note 
that (3.36) and (3.38) provide a complete characterization of Galois A.-extensions in 
terms of Galois groups. 
(3.36) THEOREM. Let L be a proper finite-dimensional Galois field extension of a 
field K. Then the following three conditions are equivalent: 
(a) K � L is a }1-extension; 
(b) K c L is a A.-extension; 
(c) Gal(L /K) is cyclic of prime power order. 
Proof. (b)�(a) Apply (3. 1 5)(2). 
( c )�(b) This implication follows from the Fundamental Theorem of Galois 
Theory and the fact that the subgroups of a cyclic group of prime power order are 
linearly ordered by inclusion. 
(a)�( c) Suppose that K c L is a J.L-extension. By (3. 17)(3), there is a 
unique minimal proper field extension K0 of K inside L. Thus, by the Fundamen­
tal Theorem of Galois Theory, G := Gal(L IK) has a (unique) proper subgroup, say 
H, which contains every proper subgroup of G. Choose g e G \H; then the cyclic 
subgroup of G generated by g is not contained in H, and so is equal to G. Thus, G 
is a cyclic group. For each prime p dividing IGI, G has a subgroup, say G(p), of 
index p. As G{p) is necessarily a maximal subgroup of G, it follows that G(p) = 
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H. Then, by the Fundamental Theorem of Galois Theory, H determines G(p) and, 
thus, p. Therefore IGI has only one prime divisor and the conclusion follows. • 
(3.37) THEOREM. Let L be an infinite-dimensional algebraic Galois field extension 
of the field K. Then L is a J.L-extension of K if  and only if L is a A-extension of K. 
Proof (�) This implication follows from (3. 1 5)(2). 
( �) Assume that L is a J.L-extension, but not a A.-extension, of K. Choose 
intermediate fields E and F which are not comparable under inclusion. Choose ele­
ments x e E \ F and y e F \ E. Then K(x) and K(y) are incomparable intermediate 
fields which are finite-dimensional over K. It follows that, in order to prove that L 
is a A.-extension of K (and thus obtain the desired contradiction), it is sufficient to 
prove that the set of intermediate fields which are finite-dimensional over K is lin­
early ordered by inclusion. Clearly, we need only consider the intermediate fields 
which properly contain K. 
Let K0 be the unique minimal proper field extension of K inside L, which is 
guaranteed by (3. 17)(3). Let E and F be intermediate fields which properly contain 
K and are finite-dimensional over K. The composite field EF is a finite-dimension­
al intermediate field properly containing K (hence, containing K0). Hence, so is N, 
the normal closure of EF over K. It follows from (3. 17)(3) that N is a J.L-extension 
of K. Moreover, N is a finite-dimensional Galois extension of K. Thus, by 
(3.36), N is a A.-extension of K. It follows that the intermediate fields E and F are 
comparable under inclusion. • 
The next result is essentially contained in [GHe3, Theorem 2.5], since any 
infinite-dimensional A.-extension of fields is a J-extension of fields. A detailed 
proof is given next for completeness. 
(3.38) THEOREM. Let L be an infinite-dimensional algebraic Galois field extension 
of the field K. Then K � L is a A-extension if and only if Gal( L I K) is isomorphic 
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(as a topological group) to the additive group zp of p-adic integers for some prime 
number p. 
Proof (<=) By the Fundamental Theorem of Galois Theory, it is sufficient 
to show that the closed subgroups of ZP are linearly ordered by inclusion. But this 
is an immediate consequence of [FJ, ( l b) and ( 1c), page 8]. 
( �) Suppose that K c L is a A.-extension. We first show that each of the 
intermediate fields F of the extension is a Galois extension of K. Without loss of 
generality, we may assume that F is a proper subfield of L. By (3. 1 )(2), F is a 
finite-dimensional extension of K. To show that F is a Galois extension of K it is 
sufficient, by [H, Lemma V.2. 12], to show that F is stable in L \ K; i.e., that 
a( F) c F for all a e Gal(L I K). But in the A.-extension K c L, the proper sub­
fields of L containing K are uniquely determined by their vector space dimension 
over K. Since a( F) has the same finite vector space dimension as F for all a e 
Gal(L I K), it follows that a( F) = F for all a e Gal(L I K). 
By (3. 1 )(3), we may list of intermediate fields of the extension K c L as 
follows: 
K = L0 c L1 � L2 c . . . .  c L. 
It follows from (3.36) and the fact that each L; is a finite Galois A.-extension of K, 
that each group Gal(L; I K) is cyclic of prime power order, for i ;::: 1 .  It is clear that 
there is a prime number p such that, for each i, Gal(L; I K) = Zl p81 Z for some � . 
In addition, a1 < a2 < a3 < . . .  and a; � oo. 
Gal(L I K) is the inverse limit, in the category of topological groups, of the 
inductive system 
{ 1 } = Gal(L0 1 K) � Gal(L1 I K) � Gal(L2 I K) � . . . .  
where each of the mappings is the canonical surjection induced by the restriction 
map. Similarly, Z1, is the inverse limit, in the category of topological groups, of 
any inductive system of the form 
{0 }  � Z/ p31 Z � Z/ p32 Z � Z/ p81 Z � . . . .  
60 
where a1 < a2 < a3 < . . .  , 3.n -7 oo, and each of the maps is the canonical surjection. 
(Each of the groups in both the above inductive systems is a finite group endowed 
with the discrete topology.) 
To prove that Gal(L I K) is isomorphic to ZP as a topological group, it 
suffices to show that we may choose isomorphisms Gal(L; I K) � Z/ p•• Z for each 
i in such a way that the following diagram commutes: 
{ 1 }  � Gal(L1 I K) � Gal(L2 I K) � Gal{L3 I K) � . . . .  
(*) J. J. J. 
{O J � Zlp•• z � . . . . . 
We build this diagram recursively. It suffices to consider the general square 
Gal(L; I K) � Gal(L;+1 I K) 
J. J. 
ztp•• z � Zip·•·• z . 
We may assume that i � 1 .  Suppose that the lefthand isomorphism has been 
determined by cr � 1 + p•• Z, where cr is a specific generator of Gal(L; I K). To 
define the righthand isomorphism in such a way that the diagram commutes, it is 
sufficient to show that cr may be extended to some 't e Gal(L;+J I K) such that <'t> 
= Gal(L;+1 I K) (since the righthand map can then be determined by 't � 1+ p••·• Z). 
We claim that any extension 't of cr has this property. 
Indeed, let F be the fixed field of 't. As K c L is a A.-extension, either F c 
L; or L; c F. If L; c F, then cr = 'tiL; = 1 ,  a contradiction since L; ;t; K. Hence, F c 
L; . Then cr = 'tiL; also fixes F, and so F is contained in the fixed field of cr. But, 
since <cr> = Gal(L; I K), the fixed field of cr is K. Thus F, the fixed field of 't, is 
equal to K. It then follows from the Fundamental Theorem of Galois Theory that 
<'t> = Gal(L;+1 I K). 
Therefore, a commuting diagram of the form (*) exists and so the result 
follows. • 
(3.39) REMARK. It is known that, for each prime p, there are fields K of arbitrary 
characteristic such that Zr i s  real izable as the Galois group of some algebraic Galois 
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extension L of K (see [W, Theorem 2] and note that z, is a profinite group). 
Indeed, much of [GHe3, §3] is devoted to producing examples of algebraic Galois 
field extensions with Galois group z,. Thus by (3.38), there are examples of 
infmite-dimensional Galois A.-extensions in every characteristic. By an argument 
similar to that in (3.3 1 )(b), it follows via Galois theory that there are examples of 
Galois A.-extensions of arbitrarily large prime-power dimension in every character­
istic (use the fact that pn z, is an open (and hence closed) subgroup of z, of index 




This chapter contains additional results concerning A.-extensions of rings. 
We first consider, in Theorem (4.2), the conductor ideal (R:1) for a A.-extension 
R !::: T. This result, as well as Theorem ( 4.5), suggests the consideration of A.­
extensions R � T of integral domains, especially those such that T is an overring of 
R. Example ( 4.6) shows that for a A.-extension R c T of integral domains, T need 
not, in general, be an overring of R. Theorem ( 4. 7), on the other hand, gives a 
class of integral domains R such that any integral domain A.-extension of R is 
necessarily an overring of R. In Corollary ( 4. 1 0) and Proposition ( 4. 1 1  ), we class­
ify the A.-overrings of two classes of integral domains. Finally, in (4. 1 2) to (4. 15), 
we consider a general class of A.-extensions of rings. 
We begin by considering the conductor (R:1) of a A.-extension R c T of 
rings. In general, this ideal need not be a prime ideal of either R or T; for an exam­
ple of this, see Remark (4. 15)(a) below. However, if R !::: T is an adjacent exten-
sion, Modica [Mo, Theorems 1 and 7] and Ferrand and Olivier [FO, Theoreme 2.2 
and Lemme 3.2] show that (R:1) is a prime ideal of R. If, moreover, R is integral­
ly closed in an adjacent extension T, they show that (R:1) is also a prime ideal of T. 
We obtain analogues of these results for A.-extensions in Theorem (4.2). The proof 
of this Proposition relies on the next Lemma. 
( 4 . I ) LEMMA. ( 1) If R c T is a ring extension such that R is root -closed in T, 
then the conductor (R:T) is a radical ideal of R and also a radical ideal ofT. 
(2) Suppose that R c T is a A.-extension. lfx,y E R and xy E (R:T), then either 
r E (R:T) or y E (R:T). 
( 3) Suppose that R � T is a A.-extension such that R is integrally closed in T. If 
x,y E T and xy E (R:T), then either X E R with r E (R:T) or y E R with y E 
(R: T). 
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Proof ( 1 )  Let I =  RadR((R:1)), the radical of (R:1) in the ring R, and let 
J = Radr((R:1)) . Let x E J. Then xn E (R:1) for some n :2: 1 .  As (R:1) c R and 
R is root-closed in T, it follows that x E R. Hence, J c R and so J is an ideal of 
both R and T. Since (R:1) is the largest of the common ideals of R and T, we have 
J c (R:1) . The rev�rs.e containment is obvious and so J = (R:1). Moreover, since 
I =  J 1"1 R, it is clear that I =  J = (R:1). Thus (R:1) is a radical ideal of both R and 
T. (For an alternative proof of ( 1 ), use [T, Lemma 1 .3], which applies because R 
root-closed in T implies that R is seminormal in T.) 
(2) The intermediate rings R + xT and R + yT are comparable. Suppose 
that R + xT c R + yT. Then xR + rT c xR + xyT � R, since xy E (R:1). Since 
xR + rT c R and 0 E xR, it follows that rT c R; hence, r E (R:1). Similarly, 
if R + yT c R + xT, then y E (R:1). 
(3) Suppose, as in the previous paragraph, that R + xT c R + yT. Then x 
= r + yt for some r E R and t E T. Multiplying this equality by x and rearranging 
terms yields the equality r - rx - xyt = 0. But xyt E R, since xy E (R:1). Hence 
this equality is an equation of integrality for x over R. As R is integrally closed in 
T, we have X E R. The argument in the previous paragraph then shows that r E 
(R:1). Similarly, if R + yT c R + xT, then y E R and y E (R:1). • 
( 4.2) THEOREM. Suppose that R c T is a A.-extension with R � T. Then: 
(1) RadR((R:T)) is a prime ideal of R. 
Suppose, moreover, that R is integrally closed in T. Then the following 
conditions also hold: 
(2) (R:T) is· a prime ideal of both R and T. If R "# T, then (R:T) is not a maximal 
ideal ofR. 
(3) RI(R:T) c TI(R:T) is a A-extension of integral domains and RI(R:T) is integ-
rally closed in TI(R:T). In addition, TI(R:T) is an overring of RI(R:T). 
Proof ( 1 )  Suppose that x,y E R and xy E RadR((R:1)). Then xny = 
(xy)n e (R:1), for some n � 1 .  By (4. 1 )(2), either :rn = (xn)2 E (R:1) or y" = 
(y")2 E (R :1) . Thus, either x E RadR((R:1)) or y E RadR((R:1)), and so 
RadR((R:1)) is a prime ideal of R. 
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(2) To prove the first assertion of (2), it suffices to show that (R:n is a 
prime ideal of T, since (R:1) = (R:1) n R is then a prime ideal of R. By (4. 1 )( 1 ), 
(R:n is a radical ideal of T. Suppose that x,y e T and xy e (R:n. By (4. 1 )(3)� 
either r e (R:n or f e (R:n. Hence, since (R:1) is a radical ideal of T, either x 
e (R:n or y e (R:1), as desired. The proof of the second assertion of (2) is post­
poned until the end of the proof of (3). 
(3) It follows from Proposition (3.9) that RJ(R:1) c TI(R:n is a A.-exten-
sion, and it is clear from (2) that both these rings are integral domains. Moreover, 
RJ(R:n can be shown to be integrally closed in TI(R:1) either by invoking [F, 
Corollary 1 .5(5)] and the pullback description R = RJ(R:1) Xr.fR:T! T or by a direct 
calculation. 
The proof of the last assertion of (3) follows immediately from the next 
Proposition. 
Finally, we prove the last assertion of (2). Suppose that R :t:. T and that 
(R:1) is a maximal ideal of R. Then Rl(R:n is a field and, as was just asserted in 
(3), TI(R:n is an overring of RI(R:n. Thus, TI(R:1) = RI(R:n and so T = R, a 
contradiction. • 
(4.3) PROPOSITION. Suppose that R c T is a A-extension of integral domains 
such that R is integrally closed in T. Then T is an overring of R. 
Proof Let L denote the quotient field of T and let K be the copy of the 
quotient field of R contained in L. Let u e T. By ( 1 . 1 ), R c T is an INC-pair, and 
so R c R[u] satisfies INC. Thus, if Q is any prime ideal of R[u] and P = Q n R, 
then Q is isolated in its fiber over P. By Evans' generalization of Zariski's Main 
Theorem [Ev, Theorem], there exists an s E R \ P such that R[u]s = Rs in L. It 
follows that u e Rs c K. Hence T c K and so T is an overring of R. • 
Theorem (4.2)(3) indicates how a A.-extension of integral domains may arise 
from another A.-extension. Theorem (4.5) demonstrates another way in which A.­
extensions of integral domains can arise from a general class of A.-extensions. This 
Theorem uses the construction described in the next Lemma. 
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(4.4) LEMMA. Let R c T be a ring extension such that R is an integral domain and 
the conductor ( R: T) is nonzero. Let K be the quotient field of R. 
( 1)  Let r be a nonzero element of ( R:T). The map l/J, : T � K defined by l/J, (t) = 
rtlr is an R-algebra homomorphism from T into K. The kernel of l/J, is Ann-rlr) and 
is a prime ideal ofT. The image l/J, (1) is an overring of R and there is a one-to-one 
inclusion-preserving and inclusion-reflecting correspondence between the set of 
rings contained between R and l/J, (1) and the set of rings contained between R + 
Ann-rl r) and T. 
(2) /fr1 and r2 are any two nonzero elements of(R:T), then the corresponding 
maps l/J� and l/>12 are equal, and so the map l/J, is independent of the choice of 
element r. Let l/J: T --+  K denote this map. 
(3) If l/J is as in (2) and T is an integral domain, then l/J is an injection. Hence, 
under these conditions, T is R-algebra isomorphic to an overring of R. 
Proof ( 1 )  l/J, is clearly R-linear. For s,t e T, l/J, (st) = r(st)lr = r(st)lr = 
(rslr)(rtlr) = l/J, (s)l/J, (t) ;  hence, l/J, is an R-algebra homomorphism. The assertions 
concerning the kernel are clear from the definition of l/J, and the fact that Tlker( l/J,) = 
l/J, (1) is a subring of K. As l/J, (x) = x for each x e R, it follows that l/J, (1) con­
tains R and thus is an overring of R. The assertion about the correspondence 
follows by applying a standard homomorphism theorem to l/J, , observing that 
l/J,(R + Ann-rlr)) = R. 
(2) For any t e T, r1tfr1 = r1r2tlr1r2 = r2tlr2 • 
(3) If T is an integral domain and r is any nonzero element of (R:T), then 
ker(l/J) = Ann-rlr) = 0. • 
( 4.5) THEOREM. Let the notation and hypotheses be as in Lemma ( 4.4) and let t/J 
be the map defined in (4.4)(2). 
( 1) If R � T is an adjacent extension then either (i) l/J is injective and R � </XTJ is tm 
adjacent extension; or ( ii) R + Ann-rl r) = T and ¢(T) = R. 
(2) If R c T is a A-extension, then R c l/J(T) is an A-extension (possibly t/J( T) = 
R). 
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Proof ( 1 )  R + Annrl' r) is a ring between R and T, and so either R + 
Annrl' r) = R or R + Annrl' r) = T. In the former case, ker( <P) = Annrl' r) = 0, since 
Annrl'r) c R and R is an integral domain. Thus <P is injective and R c ¢(T) is an 
adjacent extension, by the bijection in (4.4)( 1).  In the latter case, <P(1) = <P(R + 
Annrl'r) ) = <P(R + ker(<P)) = R. 
(2) This assertion is a consequence of the bijection in ( 4.4 )( 1 ). • 
We now turn our attention to A.-extensions of integral domains. Modica has 
shown [Mo, Corollary 2 and Theorem 10] that if R c Tis an adjacent extension of 
integral domains, then T is an averring of R. Proposition (4.3) extends this result 
to a A.-extension R c T of integral domains, as long as R is integrally closed in T. 
The next example shows that, for a A.-extension R � T of integral domains, T need 
not be an averring of R. 
(4.6) EXAMPLE. Let p be a prime number, d a square-free integer and set L := 
Q( .Jd ). Let ro := ( 1  + .Jd )/2 if d = l (mod 4) and ro := .Jd if d = 2,3(mod 4). 
Then Z + Zro is the ring of (algebraic) integers of L. Let S := Z\(p) and set R := Zs 
and T := (Z + Zm)s , the integral closure of R in L. 
For each n � 0, let Bn := (Z + Zp"ro)5 • The rings Bn form a decreasing 
chain of intermediate rings between R and T, each properly containing R, since pnro 
� Q. Moreover, the rings Bn are pairwise distinct. Indeed, if not, then Bn = Bn+l 
for some n � 0. Then p"ro e Bn+l ; that is, p"ro = (a +  pn+1bro)/m, for some integers 
a,b,m with m :t= 0 and gcd(m,p) = I .  Since { 1 ,  ro}  is linearly independent over Q, 
we have p" = pn+1b/m, and so m = pb, a contradiction. 
We next show that the rings Bn are the only rings between R and T which 
properly contain R. Note that it will then follow that R c T is an integral A.-exten-
sion of integral domains, with an infinite number of intermediate rings, such that T 
is not an averring of R. 
Let A be a ring between R and T which properly contains R. Let x e A \  R. 
Then x = (a +  bro)/m, for some integers a,b,m such that m :t= 0 and gcd(m,p) = 1 .  
Write b in the form b = peb' with e � 0 and gcd(b',p) = 1 .  Then b' e S, and so pero 
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= (rnx - a)/b' e A. Among the elements of A of the form pfro, let pnro be the one 
with the smallest possible exponent n. Then the ring A n  (Z + Zro) lies between 
the rings Z + Zpnro and Z + Zro. By a well-known result of number theory, the 
subrings of Z + Zro containing Z + Zpnro are of the form Z + Zpkro, where 0 S k S 
n. By the choice of n, A n (Z + Zro) cannot contain any pkro with k < n. It fol­
lows that A n (Z + Zro) = Z + Zpnro. 
We claim that A =  (Z + Zpnro)s = B,. . The containment A ::::> (Z + Zpnro)s is 
clear. Suppose y = (a +  bro)/m e A, where a,b,m e Z, m ::t:. 0 and gcd(m,p) = I .  
If pd is the highest power of p dividing b, then the argument in the previous para­
graph shows that pdro e A, and so d � n, by the choice of n. Thus b = pnb' for 
some integer b' and y =  (a+ pnb'ro)/m e (Z + Zpnro)s = B,. . 
In the context of the preceding example, it is worth noting the following 
result of Gilmer and Huckaba [GHu, Theorem 2(3)]. If R c T is a A-extension of 
integral domains (in particular, if R c T is a A.-extension of integral domains) and if 
[L:K] > 2, where K and L are the quotient fields of R and T, respectively, then the 
integral closure of R is a Priifer domain. 
The next result yields a class of integral domains R such that any integral 
domain A.-extension of R is necessarily an overring of R. This result shows that, in 
a sense, the success of the preceding example depends on the fact that the base ring 
is a valuation domain. 
( 4. 7) THEOREM. Let R be an integrally closed domain, with quotient field K, 
which is not a valuation domain. If R c T is a A-extension such that T is an 
integral domain, then T is an overring of R. 
Proof In view of (4.3), we need only show that R is integrally closed in T. 
Assume, to the contrary, that there is an x e T\ R which is integral over R. Since 
R is not a valuation domain, there are elements r,s e R such that the ideals rR and 
sR are incomparable under inclusion. We show that the intermediate rings R[ 1 +rx] 
and R[ l +sx] are incomparable, and thus achieve a contradiction. 
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As x is integral over R, the element 1 + sx is also integral over R and there­
fore algebraic over K. Let.f(X) E K[X] be the minimum polynomial of 1 + sx over 
K. Since R is an integrally closed domain, .f(X) E R[X] (cf. [AM, Proposition 
5. 15]). Let n := degf Then R[1  + sx] = R + R( l + sx) + . . . + R( l + sx)"·1 • 
Moreover, we claim that the set { 1 ,  X, r, . . .. x""1 } is linearly independent over K. 
Indeed, K( l +sx) c K(x), and so n =  [K( l+sx):K] � [K(x):K] .  Thus, the mini-
mum polynomial of x over K has degree � n, and so the linear independence of the 
above set follows. 
We can now show that R[ 1 + rx] is not a subset of R[ 1 + sx]. Suppose, to 
the contrary, that 1 + rx E R[ 1 + sx] = R + R( l + sx) + . . .  + R( l + sx)"·1 ; say, 
1 + rx = b0 + b1( 1  + sx) + b2( 1  + sx)2 + . . .  + b"_1( 1  + sx)"·1, where b0 , • • •  , b".1 E 
R. By using the linear independence of the powers of x over K and comparing the 
coefficients of x on either side of this equation, we see that r = b1s + 2bzS + . . .  + 
(n- 1 )b"_1s E sR, contradicting the assumption that rR and sR are incomparable. 
An argument analogous to that of the preceding two paragraphs shows that 
R[ l + sx] is not a subset of R[ l + rx] . Thus, the intermediate rings R[ 1 + rx] and 
R[ 1 + sx] are incomparable and we have the desired contradiction. • 
Now we consider A.-extensions R c T of integral domains such that T is an 
overring of R. For a general integral domain R, it is difficult to classify the over­
rings T of R such that R c T is a A.-extension. In Corollary ( 4. 1 0), however, we 
consider a class of integral domains for which we can obtain such a classification. 
In Proposition ( 4. 1 1  ), we obtain a more explicit classification of the A.-overrings of 
any principal ideal domain. 
Following Gilmer [G l] ,  we say that an integral domain R has property (#) 
if, for any two distinct subsets 01 and 02 of the set of maximal ideals of R, the 
intersections n RM and n RM are distinct. We need two results, one due Me� Me02 
to Gilmer and the other to Gilmer and Heinzer, which are stated for convenience as 
the next Proposition. 
(4.8) PROPOSITION. ( 1) [G 1 ,  Corollary 2] Suppose that R is a one-dimensional 
Prufer domain. If R has property (#), then each overring of R has property (#). 
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(2) [GHe1 ,  Theorem 1 ]  Let R be a Prufer domain. Then the following three con­
ditions are equivalent: 
(a) R has property (#); 
(b) For any maximal ideal M of R, there is a finitely generated ideal I of R 
such that M is the only maximal ideal of R containing I; 
(c) R is representable in a unique manner as the intersection of a family of 
mutually incomparable valuation overrings of R. 
For the purpose of ( 4.9) and ( 4. 1 0), we do not consider the quotient field of 
an integral domain D to be a valuation overring of D. 
(4.9) PROPOSITION. Let R be a one-dimensional Prufer domain with property (#). 
Define the map C!J: { overrings of R} ---+ {subsets of the set of valuation overrings 
of R} by C/J(T) = {valuation overrings of T}. Define the map 'l': {subsets of the set 
of valuation overrings of R} ---+ { overrings of R} by 'l'( {Val) = n Va . Then cJJ 
and 'l' are inverse maps and are both inclusion-reversing. 
Proof Since R is a Priifer domain of dimension one, the proper valuation 
overrings of R are mutually incomparable (they are the localizations of R at its 
prime ideals of height one) and all have rank one. 
'l'C!J = 1 :  Any overring T of R is again a Priifer domain. Hence T is equal 
to the intersection of its valuation overrings, since it is integrally closed. 
C!J'l' = 1 :  Without loss of generality, R is not a valuation domain. Let { Va} 
be a set of valuation overrings of R and set T := nVa . We must show that { Va} is 
equal to the set r of valuation overrings of T. Clearly, { Va} c r. On the other 
hand, T is a Priifer domain and so is integrally closed, whence T = n {V : v E r} . 
By (4.8)( 1), T has property (#). Thus, by (4.8)(2)[(a)�(c)] and the fact that the 
valuation overrings of R are mutually incomparable, we have { Va} = T(since 
n{V : V e T} = T = nVa ). 
Finally, it is clear from the definitions of cJJ and 'l' that they are both 
inclusion-reversing. • 
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(4. 10) COROLLARY. Let R be a one-dimensional Priifer domain with property (#). 
Then: 
( 1) The overrings of R which are adjacent extensions of R are precisely those over­
rings which are the intersection of all but one of the valuation overrings of R. 
(2) Let T be a proper overring of R. Then T is a A.-extension of R if and only ifT 
is an adjacent extension of R. 
Proof. Without loss of generality, R is not a valuation domain. 
( 1 )  It is clear from ( 4.9) that an intersection of all but one of the valuation 
overrings of R is an adjacent extension of R. Conversely, suppose that an overring 
T of R is an adjacent extension of R, and let r denote the set of valuation overrings 
of T. By ( 4.9), since T :i:- R, r does not contain all the valuation overrings of R. If 
there are two distinct valuation overrings V and W of R which are not contained in 
r, then by (4.9), n(ru { V}) and n(ru { W} ) are incomparable rings properly 
contained between R and T, a contradiction. Thus rcontains all but one of the 
valuation overrings of R. 
(2) The "if' assertion is immediate. For the converse, we once again let r 
denote the set of valuation overrings of T. As in the proof of ( 1 ), r does not con­
tain all the valuation overrings of R. As was also shown in the proof of ( 1 ), if r 
fai ls to contain two distinct valuation overrings of R, then there exist two incompar­
able rings contained between R and T, a contradiction. Thus r contains all but one 
of the valuation overrings of R, and so, by ( 1), T is an adjacent extension of R. • 
There is a plentiful supply of integral domains satisfying the hypotheses of 
(4. 10). In fact, any Dedekind domain is a one-dimensional Noetherian Prtifer 
domain and so, by (4.8)(2), has the property (#). In the next result, we consider a 
special class of integral domains satisfying the hypotheses of ( 4. 1 0), namely, the 
principal ideal domains. For these rings, we can obtain a more explicit description 
of the adjacent overrings. 
7 1  
(4. 1 1 )  PROPOSIDON. Let R be a principal ideal domain not equal to its quotient 
field K. Then the adjacent overrings of R are precisely the rings R[ 1/p ], where p is 
an irreducible element of R. 
Proof Let Tbe an adjacent extension of R, and choose alb e T \  R, with 
a,b e R and gcd(a,b) = 1 .  Since T is an adjacent extension of R, we have T = 
R[alb]. Since a and b are relatively prime, there are elements x,y of R such that ax 
+ by =  1 .  Then lib = y + (a/b)x e T. As alb e R[llb], it follows that T =  R[llb]. 
Since T :t:. R, the element b is a nonunit of R. Let p be any irreducible factor of b. 
If we write b = pb', then lip = b'lb e R[llb] = T. Thus R < R[llp] c T and so, 
since T is an adjacent extension of R, we have T = R[llp ] .  
Conversely, suppose that p is an irreducible element of R and set T := 
R[llp]. To show that T is an adjacent extension of R, it suffices to show that T =  
R[z] for an arbitrary element z e T \  R. We may write z = rip for some e 2!: 1 and 
some r e R such that gcd(r,p) = 1 .  Arguing as in the previous paragraph, with an 
equation of the form rx + pey = 1 ,  one can show that l/p E R[z] . Then 1/p = 
p·1( 1fpe) e R[z]. Thus T = R[llp] = R[z] . • 
We finish this chapter by discussing a class of examples. In [GHu, Lemma 
4], Gilmer and Huckaba consider ring extensions R � S such that S = R + Rs for 
some s e S and show that any such extension is a �-extension. We next consider 
such extensions in more detail, in order to determine the conditions under which 
such an extension is an adjacent extension or a A.-extension. 
(4. 12) PROPOSITION. Let R � T be a ring extension such that T = R + Rtfor 
some t E T. Let I := (R:T), the conductor of R in T. Then there is a one-to-one 
inclusion-preserving and inclusion-reflecting correspondence between the set of R­
modules contained between R and T and the set of ideals of R containing /. 
Moreover, each of the R-modules between R and T is a ring (and so the set of rings 
contained between R and T is in one-to-one correspondence with the ideals of R 
containing /). 
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Proof. The R-linear mapping R ---+ TIR defined by x � xt + R is surjec­
tive, since T = R + Rt, and has kernel (R:1) = I. Thus the R-modules R/1 and TIR 
are isomorphic, from which the first assertion follows. 
Let M be an R-module between R and T. We show that M is a ring. Let 
x,y E M. It suffices to show that xy E M. Since T = R + Rt, we may write x = 
r1 + r2t, y = s1 + s1t and t2 = a + bt, for some elements rh r2, s�> s1, a, b E  R. Note 
that r2t = x - r1 E M and s2t = y - s1 E M, since R c M. Then xy = r1s1 + r1s1t2 + 
(rzS1 + r1s2)t = r1s1 + r2s2a + s2b(r2t) + s1(r2t) + r1(s2t), an R-linear combination of 
elements of M. Hence, xy E M and the proof is complete. • 
The next result follows immediately from Proposition ( 4. 12) and so its 
proof is omitted. Notice that, for the special class of ring extensions considered in 
the Corollary ( 4. 1 3  ), assertion ( 1 )  below contains the converse of a result due to 
Ferrand and Olivier [FO, Theoreme 2.2(ii)] and Modica [Mo, Theorem 1 ]; namely, 
if R c T is an integral adjacent extension of rings, then the conductor (R:1) is a 
maximal ideal of R. 
(4. 13) COROLLARY. Let R, T and I be as in Proposition (4. 12). Then the follow­
ing assertions hold: 
( 1) R c T is an adjacent extension if and only if I is a maximal ideal of R. 
(2) R c T is a A-extension if and only if the set of all ideals of R containing I is 
linearly ordered by inclusion (equivalently, R/1 is a chained ring). 
Given a ring R and an ideal / of R, the question arises as to whether there 
exists an extension ring T of R of the type described in (4. 12) with (R:T) = I. That 
question is answered affinnatively by the next proposition. 
(4. 14) PROPOSITION. ( 1) Let R be a ring. Then a proper extension ring T of R 
has the form T = R + Rr for some t E T if and only ifT is R-algebra isomorphic to 
R[X]/J for some ideal 1 of R[X] which satisfies the following three conditions: 
(i) J n R = [OJ; 
(ii) 1 + R ;r R[X]; 
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(iii) J + R + Rf(X) = R[X] for somef(X) E R[X]. 
If these three conditions hold for Tand J, then the conductor (R:T) = {r E R :  
rR[X] c R + J} is the largest ideal 10 of R such that lofX] c R + J. 
(2) Given a ring R and a proper ideal I of R, there exists an ideal J of R[X] 
satisfying conditions (i) - (iii) of (I) such that (R:R[X]IJ) = /,· namely, we may let J 
= IX +  X2R(X]. 
Proof ( 1 )  We frrst prove the "if' part of the first assertion. Let J be an 
ideal of R[X] satisfying (i) - (iii). The composite map R � R[X] � R[X]IJ has 
kernel J n R and so, since J n R = 0, R embeds as a subring of R[X]IJ. The 
image of R under the composite map is (R + J )IJ and so, since R + J '# R[X], the 
ring R[X]IJ is a proper extension of R. Given the polynomial/(XJ of condition 
(iii), let t be the canonical image off(X) in R[X]/J. Then R[X]IJ = (R + Rf(X) + 
J)IJ = R + Rt. 
Next we prove the "only if' assertion. Suppose that T = R + Rt, for some 
t e T\ R. Clearly, t is integral over R. Let J be the kernel of the surjective 
R-algebra homomorphism R[X] � T defined by X H t, so that T is R-algebra 
isomorphic to R[X]IJ. Note that since T = R + Rt, it follows that R[X]IJ = R + 
R(X + J). We see that J n R = 0, since R embeds as a subring of R[X]IJ. Also, 
R + J ::t:. R[X] , since R is a proper subring of R[X]IJ. Finally, we verify condition 
(iii) for J by showing that J + R + RX = R[X]. Indeed, for arbitrary g(X) e 
R[X], we may write g(X) + J = a + b(X + J) for some a,b e R. Thus, g(X) e 
a + bX + J c J + R + RX. This completes the proof of the first assertion. 
Now suppose that the ideal J of R[X] satisfies conditions (i) - (iii). An 
element r e R is contained in I := (R:R[X]/1) if and only if r(g(X) + J) e R + J for 
all g(X) e R[X] if and only if rR[X] c R + J. It follows that I =  { r  e R :  rR[X] c 
R + J } . From this description of /, it is clear that /[X] � R + J. On the other 
hand, if /0 is an ideal of R such that /0[X] c R + J, then rR[X] c R + J for all r e 
/0 , and so /0 c /. Thus I is the largest ideal of R satisfying the condition /[X] c 
R + J. 
(2) Let J = IX + X2R[X]. Condition ( i )  of ( I )  is obvious. Condition (ii) 
holds since I is a proper ideal of R. Condition ( i i i )  holds for J by lettingf(XJ = X. 
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Now let us compute the conductor (R:R[X]/1) using the characterization established 
in ( 1 ). Clearly, /[X] c R + J. If /0 is an ideal of R such that 10[X] c R + J = R + 
IX + X2R[X], then /0 c /. Thus I =  (R:R[X]/1). • 
(4. 15) REMARKS. (a) It was asserted in the second paragraph of this chapter that 
the conductor of a A.-extension R c T of rings need not be a prime ideal of R or T. 
Examples of this may be obtained via (4. 1 3) and (4. 14), by choosing a ring R and 
an ideal I of R such that I is not a prime ideal and R/1 is a chained ring. For exam­
ple, we may take R to be a valuation domain and I any non-prime ideal of R. 
Let R c T be a A.-extension of the kind constructed in the preceding para-
graph, i.e., such that (R:1) is not a prime ideal of R. By results of Modica [Mo] 
and Ferrand and Olivier [FO] mentioned earlier, R c Tis not an adjacent extension. 
If R c T is obtained by the construction of ( 4. 12) - ( 4. 14  ), it is easy to see via 
( 4. 12) that the number of rings S such that R !;;;;; S c T is the same as the number of 
ideals A of R such that I c A c R. By choosing I to be the square of a maximal 
ideal in the above construction, we thus find a A.-extension R C:: t, with exactly one 
ring properly contained between R and T, such that (R:1) is not a prime ideal of R. 
(b) In Chapter III, the notion of a JJ.-extension of fields is introduced and it 
is shown (see (3. 15)(2)) that any A.-extension of fields is a JJ.-extension of fields. 
The notion of a JJ.-extension may be extended to extensions of rings as follows. 
Say that R !;;;;; T is a JJ.-extension if there an element t e T \ R such that R is maximal 
among the set of subrings of T not containing t. As in (3. 1 7)(3), it can be shown 
that this condition is equivalent to the condition that there is an intermediate ring Ro 
which properly contains R and which is contained in every intermediate ring which 
properly contains R. 
In the more general ring setting, a A.-extension need not be a JJ.-extension. 
We may construct examples using (4. 1 2), (4. 13) and (4. 14). For example, let K 
be a field, let R = K[X], and let I be the zero ideal of R. By (4. 13) and (4. 14), 
there is a A.-extension T of R such that (R:1) = I =  0. Since R has no minimal non-
zero ideal, it follows from (4. 1 2) that there is no minimal ring among the rings 
between R and T which properly contain R. Hence, by the remark in the preceding 
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