We explore the possibility of structural breaks in the daily realized volatility of the Deutschemark/Dollar, Yen/Dollar and Yen/Deutschemark spot exchange rates with observed long-memory behavior. We find that structural breaks in the mean can partly explain the persistence of realized volatility. We propose a VAR-RV-Break model that provides superior predictive ability when the timing of future breaks is known. With unknown break dates and sizes, we find that a VAR-RV-I(d) long memory model provides a robust forecasting method even when the true financial volatility series are generated by structural breaks.
Introduction
Conditional volatility and correlation modeling has been one of the most important areas of research in empirical finance and time series econometrics over the past two decades.
Although daily financial asset returns are approximately unpredictable, return volatility is timevarying but highly predicable with persistent dynamics and the dynamics of volatility is well modeled as a long memory process 4 . An inherent problem for measuring, modeling and forecasting conditional volatility is that the volatility is unobservable or latent, which implies modeling must be indirect. Typically, measurements of volatility are from parametric methods, such as GARCH models or stochastic volatility models for the underlying returns. These parametric volatility models, however, depend on specific distributional assumptions and are subject to misspecification problems.
Given the availability of intraday ultra-high-frequency price data on assets, Andersen, Bollerslev, Diebold, and Labys (2003) , henceforth ABDL, and Barndorff-Nielsen and Shephard (2001, 2002, 2004 ) introduced a consistent nonparametric estimate of the price volatility that has transpired over a given discrete interval, called realized volatility. They computed daily Deutschemark/Dollar, Yen/Dollar, and Deutschemark/Yen spot exchange rates realized volatilities simply by summing high-frequency finely sampled intraday squared and crossproducts returns. By sampling intraday returns sufficiently frequently, the model-free realized volatility can be made arbitrarily close to underlying integrated volatility, the integral of instantaneous volatility over the interval of interest, which is a natural volatility measure.
ABDL found logarithmic realized volatility could be modeled and accurately forecast using simple parametric fractionally integrated ARFIMA models. Their low-dimensional multivariate realized volatility model (VAR-RV-I(d) model, explained in Section 4) provided superior out-of-sample forecasts for both low-frequency and high-frequency movements in the realized volatilities compared to GARCH and related approaches. Nevertheless, many studies have pointed out that observed long memory may not only be generated by linearly fractional integrated process but also by: (1) cross-sectional aggregation of short memory stationary series (Granger and Ding, 1996) ; (2) mixture of numerous heterogeneous short-run information arrivals (Andersen and Bollerslev, 1997) ; (3) non-linear models, such as structural breaks (changes) or regime switches (Granger and Hyung, 2004; Choi and Zivot, 2007; Diebold and Inoue, 2001 ). In particular, it has been conjectured that persistence of asset return volatility may be overstated due to the presence of structural changes.
In this paper, we focus on the possibility of structural breaks and trends in the daily realized exchange rate volatility series studied by ABDL. First, we test for long memory and estimate long memory models for the realized volatility series. We find strong evidence for long memory in exchange rate realized volatility. Second, we test for and estimate a multiple mean break model based on Perron (1998, 2003) 's method. We find several common structural breaks within these three series. Using Beran and Ocker (2001) 's semiparametric flexible trend long memory model, we do not find evidence of a smooth flexible trend in volatilities. Third, we examine the evidence for long memory in the break adjusted data. We find a partial reduction of persistence in realized volatility after the removal of breaks. The evidence suggests that part of the observed long memory may be accounted for by the presence of structural breaks in the exchange rate volatility series. Sun and Phillips (2003) pointed out that it is very difficult to separate low-frequency dynamics and high-frequency fluctuations, in particular when short-run fluctuations have high variance. Therefore, we propose an alternative short memory model, which adapts more quickly to the current volatility, with detected break information in realized volatility. Our VAR-RVBreak model provides competitive forecasts compared with most of the forecasting models considered by ABDL if the timing of future break dates and their sizes are known. If we have little knowledge about break dates and sizes, the VAR-RV-I(d) model is the best forecasting model even when the true volatility series are generated by structural breaks. We support our findings with an extensive Monte Carlo experiment.
The rest of the paper is organized as follows. Section 2 presents results from the estimation of various long memory models for realized volatility. Section 3 presents results from the estimation of a structural breaks model and re-examines the evidence for long memory in the break-adjusted series. Section 4 reports the evaluation of out-of-sample forecasting performance of various models. Section 5 concludes.
Data and Long Memory Model

Data
We use the same data as ABDL, which are spot exchange rates for the U.S. dollar, the Deutschemark, and the Japanese yen from December 1, 1986 through June 30, 1999 5 . Their data set consists of 3,045-days of intra-day 30-minute log returns on the DM/$ and Yen/$ exchange rates. The intraday return is denoted ( ) h t r , where t = h, 2h, 3h, ..…47h, 1, 49h, ….., 3045, and h = 1/48 = 0.0208. Realized daily volatilities of DM/$ and Yen/$ are computed as the diagonal elements of
. By absence of triangular arbitrage, the Yen/DM returns can be calculated directly from the difference between the DM/$ and Yen/$ returns. Realized volatilities, 5 The raw data include all interbank DM/$ and Yen/$ bid/ask quotes shown on the Reuters FX screen provided by Olsen & Associates. These three currencies were the most actively traded in the foreign exchange market during the sample period. Thirty-minute prices are constructed from the linearly interpolated logarithmic average of the bid and ask quotes for the two ticks immediately before and after the thirty-minute time stamps over the global 24-hour trading day. Thirty-minute returns are obtained from the first difference of the logarithmic prices. Returns from Friday 21:00 Greenwich Mean Time (GMT) to Sunday 21:00 GMT and certain holiday periods to avoid weekend and holiday effects are excluded. also called realized standard deviations, are calculated from the square root of the realized variances. Following ABDL, we consider models for the natural logarithm of realized volatility.
Long Memory Models
Before conducting further modeling and forecasting, it is crucial to determine whether the time series of log realized volatilities is stationary or not. The dichotomy between I(0) and I(1), however, may be far too narrow. A long memory model that allows fractional orders of integration, I(d), provides more flexibility. For an I(0) process, shocks decay at an exponential rate; for an I(1) process, shocks have permanent effect; for an I(d) process, shocks dissipate at a slow hyperbolic rate. Long memory behavior in volatility has been well established, see for example, Ding, Granger, and Engle (1993) , Baillie, Bollerslev and Mikkelsen (1996) , and Andersen and Bollerslev (1997) . Granger and Joyeux (1980) and Hosking (1981) showed that a long memory process for t y can be modeled as a fractionally integrated,
where L denotes the lag operator, d is fractional difference parameter, μ is the unconditional mean of t y , and t ε is stationary with zero mean and finite variance. The process y t is stationary provided -½ < d < ½, and exhibits non-stationary long memory if ½ ≤ d < 1. Two commonly used semi-parametric estimators for d are the log-periodogram estimator of Geweke and Porter-Hudak (1983) and the local Whittle estimator of Künsh (1987) and Robinson (1995b) .
A flexible parametric process called the ARFIMA (p, d, q) model incorporates both longterm and short-term memory, (1995) discussed maximum likelihood estimation of (2).
To allow for a data-driven distinction of long memory, short memory, stochastic trends, and smooth deterministic trends without any prior knowledge, Beran and Ocker (2001) considered the semiparametric fractional autoregressive (SEMIFAR) model
where δ is the long memory parameter, and ( ) testing and estimation methods, we refer the reader to Baillie (1996) and Robinson (1995a) .
Long Memory Estimation
As in ABDL, we consider modeling log realized volatility. According to the slow decay of autocorrelations in Figure 1 , it is evident that log realized volatility of the exchange rate series has long memory dynamics. We estimate the long memory parameter using the local Whittle, 1989; Zivot and Andrews 1992) . Recently the confusion between long memory and structural change has been getting more and more attention. Granger and Ding (1996) , Granger and Hyung (2004) , and Choi and Zivot (2007) suggested that the observed long memory property in volatility can be explained by the presence of structural breaks. To investigate this conjecture for realized volatility, we use the pure multiple mean break method proposed by Perron (1998, 2003) 
where j = 1, 2, …, m + 1, t y is the logarithmic realized volatility, and j c is the mean of the logarithmic realized volatility. there is evidence for structural change, we select the number of structural breaks using
. To allow for a penalty factor for the increased dimension of a model, the above procedure may be complemented by selecting the number of breaks by minimizing a Bayesian
Information Criterion (BIC) or a modified Schwarz Criterion (LWZ). [Insert Table 2 here]
Multiple Structural Break Estimation
In Table 2 Table 3 shows the long memory parameter estimates of the three series after adjustment for the estimated structural breaks 6 . The parameter d is estimated using the residual series t j y c − .
Long Memory Estimation After Adjusting for Structural Breaks
All estimates of d are lower after using break-adjusted series, especially in Yen/DM series. The long memory parameter of Yen/DM decreases from 0.475 to 0.283, from 0.5673 to 0.3839, and from 0.4685 to 0.3833 for Whittle, ARFIMA, and SEMIFAR methods, respectively. Figure 3 displays the autocorrelation function for the adjusted volatility series. Compared to Figure 1 for the autocorrelation before adjustment for breaks, it is evident that the persistence of volatility has been reduced after removing the estimated breaks. The presence of structure breaks, however, can not totally explain the persistence of exchange rate realized volatility. Other reasons for the observed long memory might be (1) aggregation of intraday squared return series; (2) mixture of numerous heterogeneous short-run information arrivals (Andersen and Bollerslev, 1997) .
[Insert Table 3 here]
[Insert Figure 3 here]
The pattern of mean shifts in Figure 2 , suggests that there might be a smooth upward trend in the volatility series, especially in the Yen/DM series which has the most persistence, which is an alternative to abrupt mean breaks. To investigate this alternative, we estimate the SEMIFA model with flexible trend in (3). The results for the estimated trend are shown in Figure   4 . We see that the trend is not statistically significant. Our results show that the realized volatility series is better characterized by abrupt mean shifts than by a smooth flexible trend.
[Insert Figure 4 here] 
Monte Carlo Simulation of Long Memory Process
We discussed previously that structural change is easily confused with long memory. Granger and Hyung (2004) pointed out that there exists another perplexity: a long memory model without breaks may cause breaks to be detected spuriously by standard estimation methods. To illustrate this phenomenon, we generated six long memory series with d = 0.1, 0.2, 0.3, 0.35, 0.4, 0.45, respectively, with mean: -0.5, standard deviation: 0.4, and sample size: 3,045. These series are similar to our sample logarithmic realized volatility. Table 4 shows results for the structural break tests of BP for the different data-generating processes (DGPs). The results suggest a positive relationship between the number of breaks and the value of d as found in Granger and Hyung (2004) . This reveals a possibility that a long memory/fractionally integrated process itself contains some portion of a permanent shock, which often appears as a break in some situations 7 .
The important implication from this Monte Carlo evidence is that the long memory DGP provides a good parsimonious alternative of in-sample fit for the true structural-break DGP when we have little knowledge for the past break dates and size 8 .
[Insert Table 5 here]
Forecast Evaluation and Simulation
I(d) versus Breaks Model
Many models have been provided for forecasting asset return volatility and the success of a volatility model lies in its out-of-sample forecasting power. For example, ABDL proposed the following trivariate VAR-RV-I(d) (fractionally integrated Gaussian vector autoregressiverealized volatility) model,
where t Y is ( 3 1 × ) vector of logarithmic realized exchange rate volatilities, ( ) L Φ is a lag polynomial, μ is the unconditional mean, and t ε is a vector white noise process. They fixed the value of d for each series at 0.401, which is close to our long memory estimates in Table 1 . They set the order of ( ) L Φ to five to capture lagged effects up to a week. They compared volatility forecasts from several popular models, and they found that their VAR-RV-I(d) model produced superior out-of-sample one-step-ahead and ten-step-ahead forecasts. Granger and Joyeux (1980) , however, pointed out that a long memory model would not necessarily produce clearly superior short-run forecasts, which is of interest in financial forecasting. As an alternative to (5), we consider a short memory model for break-adjusted series to produce short-run forecasts. Our alternative model, denoted VAR-RV-Break, is
where * t Y is the vector of break-adjusted logarithmic realized exchange rate volatilities and the order of ( ) L Φ is equal to five following ABDL. Forecasts are obtained by estimating rolling models. We estimate initially over the first 2449 observations, December 2, 1986 to December 1, 1996, and using the in-sample parameter estimates one-day-ahead forecasts are made for the next day, day 2450 9 . The process is then rolled forward 1 day, deleting the first observation and adding on the 2450th observation, the model is re-estimated and the second forecast is made for 2451.
The rolling method is repeated until observation 3045, the end of the out-of-sample forecast period. We get 596 one-step-ahead predictions in the out-of-sample period, which is from December 2, 1996 to June 30, 1999.
Known versus Unknown Breaks
We consider two situations. First, we assume that the future (out-of-sample) break dates and sizes are known. In real-time forecasts by financial practitioners, it is sometimes possible to identify breaks and make adjustments using human judgment. For example, when the Bank of Japan announced that it would abandon its zero-interest rate policy, they knew to some extent that structural breaks in Japanese bonds market's volatility would happen. In this case, when the breaks happened, they quickly adjusted the forecasts based on the given out-of-sample breaks dates and means. Second, we assume that we have little knowledge about out-of-sample breaks and sizes. For example, it was not known that a structural break occurred in 1984 for the US real output volatility until recently. As a result, many macroeconomists did not do any real-time adjustments even though they made systematic forecasts errors. They could have used the BP method to detect structural breaks by rolling over the out-of-sample period, but they would still need to wait a sufficient amount of time to estimate it 10 .
Forecast Evaluation and Comparison
9 We choose this in-sample period to compare our result to those in ABDL. 10 Andrews ( [Insert Figure 5 here]
In addition to (7), we also evaluate out-of-sample forecasts using the relative mean squared error (MSE), Bollerslev and Mikkelsen (1996) is a variant of FIGARCH model by Baillie, Bollerslev, and Mikkelsen (1996) . The last one is the high-frequency FIEGARCH model using the "deseasonalized" and "filtered" 30-minutes returns.
where the denominator is the benchmark model mean squared forecast error and the numerator is the candidate method's mean squared forecast error. If the relative MSE is less than one, the candidate model forecast is determined to have performed better than the benchmark. The forecast evaluation statistics are presented in Table 5 . In general, our VAR-RV-Break model outof-sample forecasts perform as well as ABDL's VAR-RV-I(d) model, and outperform most of the other models.
Forecast Evaluation Results
First, the regression 2 R from the VAR-RV-Break model is similar to that from VAR-RV-I(d) model and is higher than most of the other models. Second, we cannot reject the hypothesis that 0 β = 0 and 1 β = 1 in the VAR-RV-Break model using t tests while we reject the hypothesis that 0 β = 0 and/or 2 β = 1 for all the other models except the VAR-RV-I(d) model.
Third, in the encompassing regression that includes both the break model and an alternative forecast, the estimates for 1 β are closer to unity and the estimates for 2 β are closer to zero.
Fourth, including an alternative forecast method has little contribution to increasing 2 R . Finally, most of the relative MSEs are bigger than one
The results in Table 5 show the superior forecasting ability of the VAR-RV-Break model when the future break dates and sizes are known in the out-of-sample period. This result is consistent with Hyung, Poon and Granger (2006) , who investigated out-of-sample forecasting of S&P 500 return volatility. Pesaran, Pettenuzzo, and Timmermann (2006) provided a Bayesian estimation and prediction procedure allowing breaks to occur over the forecast horizon. They found that their method, which has similar inference with known break information (prior), leads to better out-of-sample forecasts than alternative models.
As shown in Table 6 , without knowledge of out-of-sample breaks, unsurprisingly, the prediction ability of the VAR-RV-Break deteriorates. The degree of deterioration depends on the numbers and sizes of the out-of-sample breaks. For the DM/$ series, the VAR-RV-Break model still outperforms all models except the VAR-RV-I(d) model because the out-of-sample break is not large as shown in Figure 2 . But for the Yen/$ and Yen/DM, which show larger breaks, the
VAR-RV-Break model's prediction ability becomes inferior to the other models (except VAR-ABS). In this case, the VAR-RV-I(d) is the best forecasting model.
[Insert Table 6 here]
Forecast Simulation for Break and Long Memory Models
To check the robustness of our comparison of the VAR-RV-Break and the VAR-RV-(d)
out-of-sample forecasts, we perform the following simulation experiment. To mimic the daily logarithmic exchange rate realized volatility data , we generate 3000 observations from an AR (1) process with autoregressive coefficient equal to 0.41 and unconditional variance equal to 0.16.
We partition the series into six periods by four ad hoc breaks as shown in 
and relative mean squared error, Table 6 for the exchange rate realized volatility data, the relative MSE values are 0.98, 1.02, and 1.04, respectively, which means the known break model's forecasting is not as good as that for the simulated data. This is reasonable because the true series in Table 5 is not a pure AR-Break process. For the unknown break model, the relative MSEs in Period 5, 6 and the whole ample are 0.301, 0.155, and 0.257, respectively.
The I(d) model performs far better than the unknown break model.
[Insert Table 7 here]
The lower panel of Table 7 shows the forecasts evaluation statistics for ten-step-ahead forecasts. We see a similar pattern in these forecast evaluation statistics. The known break model
is better than the I(d) model, and the I(d) model is better than the unknown break model. It is
worth noting that when we compare the root MSE results in Table 7 , we see that the I(d) model's 10-step-ahead forecasts worsen more than break model's forecasts. For the I(d) model, its whole out-of-sample root MSE increases from 0.453 to 0.634 when it forecasts from one-step-ahead to ten-step-ahead. In contrast to the known break model, its whole out-of-sample root MSE only increases from 0.410 to 0.441 when it forecasts from one-step-ahead to ten-step-ahead. Although the long memory is expected to have better multi-step-ahead forecasts compared to other models, the findings here do not support this expectation.
In summary, when the DGP is a pure mean break series without any long memory, we can get very good out-of-sample forecast performance using a simple AR-I(d) model. This result shows that a long memory/fractional integrated model may still be the best forecasting model when the true financial volatility series are generated by structural breaks and we have little knowledge about the timing and sizes of the breaks.
Conclusions
Modeling realized volatility constructed from intraday high-frequency data provides improved out-of-sample forecasts compared with traditional volatility models. ABDL's VAR-RV-I(d) model beats popular GARCH-type models for forecasting daily realized volatilities for the DM/$, Yen/$ and Yen/ DM spot exchange rates. The main reason is that the former model, which exploits the intraday volatility information, provides an accurate and fast-adapting estimate of current volatility while the latter model, depending on slowly decaying past squared returns, adapts only gradually to current volatility shocks. In light of this property, we show that superior volatility forecasts could also be produced using a short memory model for realized volatility which incorporates mean shift information on realized volatility instead of long memory.
Our short-memory-Break model generally performs the best provided the timing of future break dates and their sizes are known. With little knowledge about out-of-sample break dates and their sizes, we show that a parsimonious long memory model is a robust forecasting model even when the true financial volatility series are generated by structural breaks. 2. Local Whittle's method is based on Gaussian maximum likelihood estimation with the choice of bandwidth equal to 0.5, suggested by Henry (2001) . 3. ARFIMA model is based on Beran (1995) 
where -0.5 < d < 0.5. The integer m is the number of times that y must be differenced to achieve stationarity, and the long memory parameter is given by d m δ = + . The method uses BIC to choose the short memory parameters p and q. When m = 0, μ is the expectation of t y ; when m = 1, μ is the slope of linear trend component in t y . 4. SEMIFAR (Semiparametric Fractional Autoregressive) model is based on Beran and Ocker (2001) .
By using a nonparametric kernel estimate of ( )
constant term μ . The method uses BIC to choose the short memory parameter p. 1995.8.24 [95.6.15-95.11.29] 1995.6.15 [94.8.24-96.6.19] 1997.5.8 [97.4.17-97.5.28] Perron (1998, 2003) . 3. The tests are based on 1% significance level. 
