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Vuko Vukčević∗, Hrvoje Jasak, Inno Gatin, Tessa Uroić
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Abstract. CFD simulation results for self propelled full scale ship are compared to sea trial
measurements in this work. Two–phase RANS based CFD numerical model used in this work
is based on the Ghost Fluid Method for numerically robust treatment of discontinuities at the
free surface and the algebraic Volume–of–Fluid method for interface capturing. The propeller is
modelled as a pressure–jump based actuator disc, allowing CPU time efficient simulations while
preserving the accuracy of integral results. The numerical model is implemented in foam–extend,
a community driven fork of the OpenFOAM software. The comparison with sea trials includes
achieved forward speed, thrust and torque for given shaft speed (in RPM) for a general cargo
carrier.
1 INTRODUCTION
As witnessed by many recent workshops [1, 2, 3], CFD is getting increasing attention in ship
hydrodynamics. Traditionally, CFD is validated against experiments performed in model scale,
mostly due to availability of data. The ability to accurately predict the self–propulsion point
of the ship is of great importance in the marine industry, especially considering the current
regulations regarding lower greenhouse gas emissions. Model scale CFD studies for a self–
propelled ship still represent an active area of research (e.g. [4, 5, 6]), although it has been
recently noted by Castro et al. [7] that the flow field at model and full scale is significantly
different, especially in the stern area. According to Castro et al. [7], who performed both
full and model scale CFD self–propulsion simulations with discretised propeller, the thinner
boundary layer at full scale causes a more uniform inflow to the propeller with larger effective
advance coefficient, thus increasing the propeller performance.
The availability of data from sea trials is scarce compared to experimental measurements,
making a direct comparison of CFD with sea trials difficult. However, there is an ongoing effort
for such a direct comparison, as discussed by Ponkratov and Zegos [8, 9], who validated their full
scale CFD results against sea trials for a medium range tanker, obtaining good results. Recently,
a Workshop on ship scale hydrodynamic computer simulation [10, 11] has been organised by the
Lloyd’s Register, providing a unique opportunity for all CFD practitioners to directly compare
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their simulation results with sea trial measurements.
The self–propelled ship in CFD can be modelled in a number of ways. The most efficient
approach is to model the propeller as an actuator disc, which has been successfully used by many
authors (see e.g. Tzabiras et al. [12]). On the other end, fully discretised, rotating propeller
with either sliding interface [9] or dynamic overset grids [13, 14] presents the most detailed
approach for simulating a self–propelled ship. Since such a detailed approach requires significant
computational time, researchers have come up with different ways to speed up their computations
without significantly affecting the results. For example, Ponkratov and Zegos [9] first ran their
sliding interface CFD simulations with the Multiple Reference Frame (MRF) approach without
rotating the propeller until the free surface stabilises, and then turned to full propeller rotation.
Also very recently, Carrica et al. [13] presented a partially rotating frame approach, which
allowed them to increase the time step with fully discretised propeller by one order of magnitude,
while still being able to model a part of the propeller rotation. In this paper, we aim to primarily
validate the achieved speed of the ship, where the CPU time efficiency is the most important
factor and the detailed flow features behind the propeller are not of primary interest. For this
reason, we employ the actuator disc model [15] for the full scale self–propulsion CFD simulations.
The paper is organized as follows. First, the mathematical and numerical model of the two–
phase, RANS CFD code navalFoam is presented. The set–up of self–propulsion CFD simulations
is presented next, where the results are directly compared to sea trial measurements. Finally, a
short conclusion is given outlining the practicality and accuracy of such computations.
2 MATHEMATICAL AND NUMERICAL MODELLING
The CFD model is based on a single–equation formulation for the two–phases: water and air.
Water and air are treated as incompressible, where the jump conditions at the free surface are
taken into account with the Ghost Fluid Method (GFM). Following Huang et al. [16], GFM is
used to discretise the jump conditions at the free surface, yielding interface–corrected discreti-
sation schemes near the interface. For additional details regarding interface–corrected discreti-
sation schemes in arbitrary polyhedral Finite Volume (FV) framework and the details on how
they actually model an infinitesimally sharp free surface with respect to pressure and density
discontinuity, the reader is referred to Vukčević [17]. The free surface is captured using the
algebraic Volume–of–Fluid (VOF) method with interface compression [18], while the turbulence
is modelled with a two–equation k − ω SST turbulence model.
The set of seven coupled, non–linear governing equations is discretised using arbitrary poly-
hedral FV support in foam–extend–4.0, a community driven fork of the open source software
OpenFOAM. All time derivative terms are discretised with first order Euler scheme, while a
second order linear upwind scheme is used for the convection term in the momentum equation.
The face–centred values are obtained with central differencing with limited non–orthogonal cor-
rection for all diffusion terms. The non–linear coupling between equations is resolved in an
iterative way using a combination of SIMPLE and PISO algorithms, where two SIMPLE steps
encompass six PISO pressure corrections steps within a single time step. No effort was made in
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3 SHIP SCALE SELF PROPULSION SIMULATIONS
The full scale ship considered in this study is the REGAL general cargo carrier [11], where the
particulars of the ship are summarised in Table 1. For the purposes of the Lloyd’s Workshop
on Ship Scale Hydrodynamic Computer Simulation [11], the ship has been dry–docked, its hull
cleaned and propeller polished. The hull, rudder and propeller were 3D laser scanned in order to
provide surface meshes to Workshop participants. Further details regarding the quality of hull
and appendages can be found in [11]. After cleaning the hull and propeller, the ship was taken
to sea trials in ballast condition, where three shaft speeds have been tested and the participants
were requested to submit simulation results of achieved speed, thrust, torque, sinkage and trim.
In this work, we present a set of results obtained with three grids for a single shaft speed (106.4
RPM) in order to assess numerical uncertainty.
Table 1: REGAL ship’s particulars and trial conditions [11].
Length between perpendiculars LPP , m 138
Breadth moulded B, m 23
Depth moulded D, m 12.1
Propeller diameter DP , m 5.2 (four bladed)
Service speed at design draught V , kn 14
Water density ρw, kg/m
3 1010
Kinematic viscosity of water νw, m
2/s 8.8394× 10−7
Air density ρa, kg/m
3 1.1649
Kinematic viscosity of air νa, m
2/s 1.6036× 10−5
Longitudinal centre of gravity LCG, m 71.266 (from A.P.)
Vertical centre of gravity V CG, m 0.0 (free surface)
Transverse centre of gravity TCG, m -0.058 (starboard)
Mass ∆, t 12881.27
Pitch radius of gyration Ryy, m 0.25LPP
3.1 Computational grids
Three grids are generated with cfMesh [19], an open–source mesher which is available in foam–
extend, a community driven fork of the open–source software OpenFOAM [20, 21]. Following
Workshop instructions [11], the grids extend one LPP in front of the forward perpendicular,
two LPP behind the aft perpendicular and one LPP from the starboard, portside and below the
baseline. Compared to the real ship geometry, the superstructure and cranes are not modelled
in order to keep the grid size to a minimum without significantly affecting the results. The
propeller is modelled as a pressure jump–based actuator disc where the radial distribution of
the pressure jump is modelled according to [15]. Detail of the fine grid at the stern is presented
in Figure 1a, where one can see the circular grid interface of the actuator disc. Figure 1b
presents bow stem refinement, while Figure 1c and Figure 1d present Kelvin angle refinement
3
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(a) Stern and propeller disc, (b) Bow stem refinement,
(c) Kelvin angle refinement, (d) Free surface and near hull refinement.
Figure 1: Details of the fine grid.
and aggressive refinement towards the free surface, respectively.
Three grids consist of approximately 5.6, 7.5 and 11.7 million cells, yielding a refinement ratio
of rmf = 1.2 between medium and fine grid and rmc = 1.1 between coarse and medium grid.
Approximately 95% of the cells are hexahedral, remaining 5% being general polyhedral cells
with a small amount (0.03%) of prisms, pyramids and tetrahedra. Maximum non–orthogonality
for the fine grid is 88.8◦, while the average value is 7.3◦. Six layers have been used for the
boundary layer, with growth ratio of 1.3. Average dimensionless distance y+ at the hull varies
from 900 to 1100 between the three grids.
3.2 Open water propeller simulations
Full scale simulations of the propeller in open water are carried out to determine thrust and
torque curves necessary for the actuator disc model. The two computational grids are created
with cfMesh, where the GGI (Generalised Grid Interface) [22] is used to couple non–conformal
grids at the rotating interface. The MRF approach is used to model the propeller rotation
in a steady–state manner. Thrust and torque curves are obtained by performing five simu-
lations for different advance ratios J = Va/(nDp): 0.2, 0.3, 0.4, 0.5 and 0.6. The advance
ratio is varied by changing the advance speed Va, while keeping the propeller rotation rate
n = 71.62 RPM constant. The open water results are presented in Figure 2a in terms of thrust
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(a) Open water CFD results, (b) Vorticity field generated by the propeller.
Figure 2: CFD results for the open water test.
coefficient KT = T/(ρn
2D4p), torque coefficient KQ = Q/(ρn
2D5p) and open water efficiency
ηo = JKT /(2πKQ). Figure 2b presents the vorticity field generated by the propeller for the
J = 0.4 case.
3.3 Self–propulsion simulation results
The approximate ship speed for the initial condition is 13 knots according to the Workshop’s
instructions [11], modelled as a free stream in this work. Hence, the CFD calculates the difference
between prescribed 13 knots and the achieved speed. The ship is free to surge, heave and pitch,
while sway, roll and yaw have been constrained. Since a steady state solution is sought, a
fixed time step of ∆T = 0.075 s has been used, yielding a maximum Courant–Friedrichs–Lewy
number of CFL = O(102) during the simulation, where the mean CFL number is of the order
of O(10−1).
The converged solution on all three grids is achieved after 750 seconds, equivalent to 10 000
non–linear iterations. The convergence of forward speed of the ship is presented in Figure 3a,
comparing the results with two sea trial runs. Results obtained with three grids fall within the
range spanned by sea trials, where the difference between the ISO 15016 value and the CFD
result on the fine grid is 0.2%. Moreover, since the oscillatory convergence is achieved with
respect to grid refinement, the numerical uncertainty of the forward speed is calculated as:
Uv = 0.5Fs (max(V )−min(V )) , (1)
where FS = 3 is the safety factor and max(V ) and min(V ) are the maximum and minimum
speeds, respectively, achieved with the three grids. Using the results from Figure 3a, the cor-
responding numerical uncertainty is approximately 0.02 knots, or 0.15% of the fine grid result.
Note that the final result oscillates at most by ±0.0075 knots, indicating the degree of iterative
uncertainty for the measured ship speed.
The convergence of dynamic trim is presented in Figure 3b, where the calculated values
under–predict the measured trim by 0.02 degrees for the first sea trial run, and 0.028 degrees
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(a) Convergence of forward speed,























Sea trial, measured trim on 1st run
Sea trial, measured trim on 2nd run
(b) Convergence of dynamic trim,
Figure 3: CFD results compared to sea trials.
for the second. Iterative uncertainty for dynamic trim, calculated with (1) reveals that the
uncertainty is 0.025 degrees for the coarse grid, which is lowered to 0.0028 degrees using the fine
grid.
The absolute values of resistance and propeller thrust obtained with the fine grid are pre-
sented in Figure 4a. Propeller thrust and resistance oscillate with ±8 kN, or ±2.5% compared to
the solution averaged over past 200 hundred iterations. In the beginning of the simulation, the
resistance is significantly larger than the propeller thrust, which causes the ship to slow down
as indicated in Figure 3a. After approximately 2 and a half minutes, the propeller thrust starts
to become larger than the resistance, thus causing the acceleration of the ship. Finally, after 10
minutes, propeller thrust and resistance are well balanced and the velocity of the ship does not
change significantly (see Figure 3a).
The convergence of resistance with coarse, medium and fine grids is presented in Figure 4b.
The convergence is significantly less oscillatory on medium and fine grids compared to the coarse
grid. The reason for such strongly oscillatory convergence on the coarse grid is the insufficient
grid resolution near the free surface, producing small numerical waves. As can be seen from
the zoomed view in Figure 4b, numerical results are insensitive to the mesh refinement, where
the iterative uncertainty of approximately 6.5% is significantly larger than the grid uncertainty.
Note that authors believe that the iterative uncertainty is caused by the innate unsteadiness
of the flow at such a large length scales, rather than the iterative procedure for the non–linear
equations sets. The viscous force obtained with the fine grid is approximately 137.071 kN, which
is 2% below the ITTC 1957 correlation for the achieved speed. Figure 5a presents the dynamic
pressure field at the bow, where a breaking bow wave can be seen due to vertical, cylindrical
bow stem without a bulb. The dynamic pressure field at the stern and at the propeller plane
represented by the actuator disc is shown in Figure 5b. Note that the dynamic pressure jump at
the propeller plane is not symmetric due to the static roll angle as measured on sea trials [11],
which is taken into account in present CFD simulations.
CPU times for all self propulsion simulations are summarised in Table 2. All simulations are
carried out in parallel using up to 7 nodes (56 cores) on a distributed memory computational
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(a) Convergence of resistance and thrust for fine grid,

































(b) Convergence of resistance for the three grids.
Figure 4: Convergence of forces in CFD simulations.
(a) Dynamic pressure at the bow, (b) Dynamic pressure at the stern.
Figure 5: Dynamic pressure field in bow and stern regions.
cluster: CPU–2x Intel Xeon E5-2637 v3 4–core, 3.5GHz, 15MB L3 Cache, DDR4–2133, with
InfiniBand communication. Convergence is achieved after 39.4 hours (1.6 days) wall clock time
for the coarse grid and after 83.8 hours (3.5 days) for the fine grid. It is interesting to note that
one second of real time for such a full scale simulation requires O(102) seconds of CPU time
using these computational resources. The main enabler for a large time step of ∆t = 0.075 s is
the actuator disc model. If the discretised, rotating propeller is used, the time–step would be
approximately 100 times lower in order to resolve propeller motion with 0.5 degrees per time
step (e.g. as used by Shen et al. [14]).
4 CONCLUSION
This paper presents a direct comparison of ship scale CFD simulations with sea trial mea-
surements. A single case is simulated where the ship is free to sail given a constant propeller
revolution rate. The CFD simulations are performed with an actuator disc model, for which the
thrust and torque curves are generated with ship scale open water simulations using the MRF
approach. Three computational grids are used, ranging from 5 to 11 million of cells in order to
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Table 2: CPU times for self propulsion simulations.
Grid Coarse Medium Fine
Number of cells 5 597 931 7 469 642 11 727 781
Number of cores 48 48 56
CPU time per time–step, s 14.2 19.1 29.8
CPU time per second of real time 189.8 254.5 397.2
CPU time until convergence (t = 750 s), h 39.4 53.1 83.8
assess numerical uncertainty.
CFD results for the achieved ship speed and dynamic trim compare well with two sea trial
measurements, where the grid refinement study reveals low numerical uncertainties. The dis-
crepancy between successive CFD simulations using three grids is smaller than the difference
between two sea trial measurements, which is expected since the weather and other conditions
cannot be fully controlled during a sea trial. The successful comparison with sea trials indicates
that the present CFD model with actuator disc for propeller can be readily used to estimate the
ship speed, thus avoiding the need of CPU–time consuming discretised, rotating propeller.
Although the overall CPU time of approximately 7 days for three simulations can be consid-
ered reasonable for ship scale simulations, the future effort shall be focused on investigating the
possibility of using smaller and coarser grids with more suitable refinement regions in order to
further decrease the CPU time.
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