Abstract-Cascading failure has drawn increasing attention to security problems due to the failure of a part triggers the failure of successive parts and even the entire network. In order to avoid cascading propagation more effectively, based on the local preferential redistribution rule of the failed node's load, researchers propose a new allocate strategy, considering the product of the degree and remaining capacity of the node's neighboring nodes. Here, researchers investigate the effect of the new allocate strategy for the robustness against cascading failures on a typical network, i.e. BA scale-free networks. Compared with two previous allocate methods, researchers find that our presented model is more robust than the previous models by the simulation and analysis in BA scale-free network. Moreover, researchers investigate how S attack changes depending on some of the parameters in our model. It is also found that the network robustness has a positive correlation with the value of α in the ranges of the larger avalanche, whereas, on the contrary, the smaller the value of α is the more robust the network is. Researchers can apply the result of the correlation between the parameters and the network robustness to allocate loads in real network.
INTRODUCTION
Many complex systems can be described as complex networks, fro m biological or ecological networks [1] in nature to communications [2] , power transmission [3] and social [4] networks in social life, which are characterized by large scale, complicated structure and spatiotemporal evolution process [5] . However, successive failure phenomenon is widely existed in many actual comp lex networks. Both the major power blackout in 2003 and the south snow disaster in 2008 not only led to the collapse of electric power system, but also affected many other infrastructures, including the closure of the financial institutions and uncontrolled transportation system. The similar phenomenon among these networks is called cascading failure, the failure of a part triggers the failure of successive parts through the coupling relationship between nodes, which has strong destructive power and influence.
In recent years, network cascading failures and robustness have been widely investigated [6, 7] by domestic and foreign researchers. Network robustness can be defined as the ability of a system to resist change without adapting its initial stable configuration [8] , and be divided into static robustness and dynamic robustness [9] . The difference between them is whether the fault node or edge can lead to other nodes or the edge of failure. It makes sense to only study dynamic robustness which refers to network structure and dynamic behavior in this article.
In related researches of the cascading failure, the key is to establish cascading model at first including how to distribution load and capacity to the nodes in the network and how to redistribute the load on the nodes in the case of the node was attacked. The research of the load-capacity model the most widely used is began in the Literature [10] , which proposed the initial load of the each node is the same and capacity obey Weibull distribution, its load is just equally transferred to the non-failed nodes directly linked to it in the case of the node fails. It suffers from the shortcomings referring to the little practical significance. In order to overcome the problem, Motter and Lai [11] proposed the another load-capacity model, including the initial load of the node defined as betweenness and capacity is linearly proportional to the initial load, but it is not practical that the solve of the betweenness refer to the global informat ion of the network, computational cost is larger, mo re difficu lt to solve. Thus, Wang et al [12] proposed the cascading failure model based on a load local redistribution rule and investigated cascading failures on the typical network. Researchers only need to know the local information of each node by studying the relation between the initial load and the node degrees . Though it can make the problem easier, it is no considering that the remaining capacity of its neighbor nodes. Junliang Ren [13, 14] presented a new strategy of load redistribution based on the remaining capacity of the neighboring nodes, and it can reduce the size of cascading failures about 10%
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In this paper, researchers consider such case that the one neighbor node has the biggest remaining capacity, but its degree is one, means it is a leaf node compared with the other nodes which has not the biggest remaining capacity, but the number of the nodes directly linked to it is exceed one. Researchers can allocate the more load to the latter but not the former node. So researchers propose a novel redistribution strategy, considering both remaining capacity and the degree of the neighbor nodes, to improve the network robustness against the cascading failures.
In the following sections, researchers will discuss this model in detail. Sec. 2 develops the cascading model in three aspects including the definition of the load and capacity and a novel redistribution strategy. Experimental analysis and results are illustrated in Sec. 3. Finally, conclusion is made in Sec. 4.
II. T HR MODEL
In the normal initial state, one or several of the nodes that form the network is subjected to a small init ial disturbance, which is sufficient to collapse the entire network simply owning to the dynamics of the load redistribution. In other words, since the removal of the failed node changes the balance of the load distribution of the network and leads to a global redistribution of loads among the rest of nodes [10, 15] , its load is transferred to the non-failed nodes directly linked to it according to the redistribution strategy, but if the capacity of these nodes cannot yet handle the load, this may provoke one or several of the neighbor nodes to breakdown and remove simultaneously from the network, by repeatedly applying the rules stated above, a cascading process could start that lasts until the system arrives at a new equilibriu m state where all the nodes support a load lower than their capacity.
Taking the above process into account, researchers briefly introduce the cascading model proposed by Wang and Rong [16] .
At first, researchers assume that the load of the node i has a certain correlation with its degree, and the load on node i is then
Where N is the initial nu mber of nodes in the network and i k being the degree of node i , where the constant  is a positive tunable parameter, governing the strength and distribution of the node initial load, it is obvious that the bigger the value of  is the more heterogeneous distribution is, and the stronger initial load of the node is. Secondly, owing to the capacity of the node is the maximu m load that the node can handle and limited by the cost on the real-life network in general, researchers simply assume the capacity ii LC  . Inspired by the two previous methods in Refs [13, 16] , therefore, researchers will also adopt the preferential redistribution mechanism and propose a new load redistribution strategy, the main difference with respect to previous allocate strategies is that the more additional load preferentially redistribute along the edge connected with not just the bigger remain ing capacity but also the bigger degree among the neighbor nodes of the removed node, namely, the additional load of the failed node will be redistributed to its neighbor nodes according to preferential probability Π j , i.e. 
Since each node has a limited capacity to handle the load, so for the node
, then node j will be broken and induce further redistribution of flow Δ j ij LL  and potentially further other nodes breaking. Fig. 1 shows the load redistribution triggered by node removal, where node i is removed, and the load of the node i is redistributed to its neighboring nodes i.e., nodes 1 j , 2 j , 3 j , 4 j and 5 j ,according to their preferential probabilities. Among these neighboring nodes, the one with the bigger the product of the degree and the remaining capacity will receive higher shared load from the removed node. The weight of the solid arrows represent the degree of the additional load is allocated to its neighboring nodes from the removed node. For example, the degree of the neighboring nodes 1 j , 2 j , 3 j , 4 j , 5 j are 5, 4, 1, 3, 2, and the remain ing capacity are 0.5, 2, 3, 1.5, 2, respectively. It is obvious that the node which possesses the maximu m product of the degree and the remaining capacity is node 2 j , and node 4 j possesses the minimu m product, so node i allocate the more shared load to the node 2 j , and the less shared load to the node 4 j . 
III. THE ANALYSIS OF CASCADING FAILURE MODEL
Owing to BA scale-free network is almost in accordance with real networks, researchers choose BA scale-free network as the research object to investigate the network robustness by large-scale numerical simu lations analysis, here researchers will adopt the normalized avalanche size proposed by Wang and Rong [17] to quantify the robustness.
Assuming that the potential cascading failure is triggered by cutting a single node and cascading failures finish once no node's load exceeds its capacity.
Next, researchers briefly introduce a key measure of the average avalanche size, i.e. Next, researchers will perform the large-scale numerical simulations of the cascading process produced by applying the new allocate strategy stated above and compare with the previous methods under the same network structure to see if the current model can achieve better performance compared with previous models. Researchers consider first the 1000-nodes and average degree <k>=4 BA scale-free network.
In Fig. 2 , the red one shows allocate the load on the failed node by the new allocate strategy to the neighboring nodes under attack. In the case of , more than 30% of the nodes are affected. For the 1000-node networks used in our simulations, it means that a cascade triggered by removing a single node leads to more than 300 others failure, while the current strategies can protect about 100% of network when attack appears under the same condition. The performance is much better than previous defenses.
It is easy to find that these curves in the IV. CONCLUSIONS In this paper, researchers proposed the new allocate strategy which according to the proportion of the product of the remaining capacity and degree to improve the robustness of BA scale-free networks against the cascading failures while keeping the network topology structure constant. By large-scale numerical simulation analysis, it is conclude that researchers can get higher robustness of network than previous model with the same amount of resource. Researchers investigated how attack S changes depending on some of the parameters in our model. It is also found that the lager  is the more robust the BA network is. Researchers can apply the result of the correlation between the parameters and the network robustness to allocate loads in real network.
