Optical phased arrays (OPAs) are promising in various applications owing to their excellent beam steering performance but suffer from the random initial phases ruining the beam patterns. In this work, an interference-based calibration method to align the random phases for OPA operations is proposed. Briefly, the phase differences are directly extracted from the interference fringes and used to build up the phase map. The feasibility and effectiveness of the proposed method were verified from an 8 × 8 OPA chip, in which the side-lobe suppression ratio of 10.1 dB was achieved. The proposed method can be utilized as a supplement of conventional calibration algorithms to reduce requirements for the sensitivity of the feedback system and avoid local optima, thus providing practical assistance for many OPA applications.
Introduction
Owing to the promising potentials in beam steering and formation, optical phased arrays (OPAs) have attracted widespread attention in recent decades [1] - [3] , particularly in those burgeoning fields of light detection and ranging (LiDAR) [4] , [5] , three-dimensional (3D) projection [6] , [7] , and optical wireless communications [8] . Several types of OPA, such as liquid crystals [9] - [12] , reflective optical microelectromechanical systems (MEMS) [13] - [15] , and laser arrays [16] - [19] have been proposed and demonstrated.
In principle, the desired far-field beam patterns of OPAs are realized by manipulating the phases of the emissions from each of the antennas. To promote the beam steering performance, the antenna layout should be in a wavelength-level scale, and hence, high-density on-chip integration technologies are indispensable for achieving larger-scale OPAs. Thanks to the rapid development of silicon photonics, OPAs on silicon-on-insulator (SOI) platform has shown many advantages in the compact size, low power consumption, and fast operation speed [20] - [24] , which makes it a promising candidate for high-resolution spatial beamformer compared with those conventional liquid crystal solutions [25] - [31] .
However, due to the fabrication imperfections, there inevitably exist length differences of the light paths when connecting their antennas. As a result, random distributed but temporally constant initial phases will be induced and may destroy the desired far-field patterns if an appropriated phase calibration is absent. In order to achieve the ideal beam steering, it is essential to align chaotic initial phases into regular ones, and conventionally, this is done by using mathematical algorithms [32] - [36] , such as the stochastic parallel gradient descent (SPGD). In the SPGD algorithm, the effectiveness of the optimization is judged by a fitness function, which decides the most suitable gradient and iteratively directs the optimization.
In general, since the side lobes is relatively low to be exactly recognized, it is difficult and timeconsuming to found a proper and precise fitness function, especially for the calibration of largescale two-dimensional (2D) on-chip OPA configurations. Besides, due to the nonlinear dependence between the initial phases and far-field pattern, the algorithms usually encounter difficulties in being trapped into local optima. Hence, they either cannot find the exact optimum to operate the OPAs in the best setting, or need more efforts to solve convergence problems.
In this work, we propose an interference technique to physically calibrate the initial phases of the OPA, in order to overcome the mathematical difficulties of conventional algorithm-based calibration methods. Briefly, the phase difference between two adjacent antennas was measured directly through their interference fringes in the far field. By progressively repeating this procedure for different columns and rows of the antenna array, a look-up table (LUT) of the initial phases was generated and ready for driving the OPA to form a stared beam pattern. The effectiveness of the interference-based calibration method was verified on a silicon-based OPA with a scale of 8 × 8 elements, and a side-lobe suppression ratio of 10.1 dB was achieved.
The remainder of this paper is organized as follows. Section 2 describes the theory and derivations of the interference-based calibration method. Section 3 present the optical setup and the measured results of the calibration. Finally, we raise some discussions in Section 4 and conclude our work in Section 5.
Theory of Interference-Based Calibration
In this section, we derive the theory of the interference-based calibration method. The schematic of an antenna array with 2D configuration is shown in Fig. 1(a) , in which the antennas located in the x − y plane emit the beams to free space individually. The phases of emission beams are manipulated by a series of phase shifters. For an M × N OPA, the far-field beam pattern U (θ x , θ y ) is the Fourier transform of the near-field waveform E (x, y ), which follows: where λ is the free-space wavelength, and θ x and θ y represent the far-field angles in two directions. For such uniformly arranged OPA, the antenna spacing in the x and y directions are given as d x and d y , respectively. Therefore, the near-field waveform can be depicted by a set of 2D discrete values:
where a mn and φ mn are the amplitude and phase of single emission in the m th row and the n th column, respectively. Assume all the antennas are identical, we combine Eq. (1) with Eq. (2) and obtain U (θ x , θ y ) as
where A(θ x , θ y ) is the far-field waveform of single emission determined by the single antenna design. However, φ mn -namely the phases of the emissions from each of the antennas, is not necessarily identical, because the design and fabrication would induce randomly disordered but temporal steady initial phases. As a result, the far-field pattern is quite chaotic, as shown in Fig. 2 (a), and thus φ mn have to be calibrated. For this purpose, the calibrated state could be: every two adjacent antennas have the same phase difference as
Then φ mn can be written as φ mn = m φ x + n φ y + φ 0 , in which φ 0 is a scalar initial value. For this calibrated state, Eq. (3) can be rewritten as
and then we can obtain a clear, distinguishable far-field pattern, as:
Eqs. (6) and (7) show that the far-field pattern follows the form of the Sinc function and depends on two factors: the diffraction factor S(θ x , θ y ) determined by the antenna structure ( Fig. 1(b) ) and the interference factor that is affected by the arrangement and phase distribution of the antenna array. As shown in Fig. 1(c) , the diffraction factor (red line) determines the envelope of the far-field pattern. While controlling the phase differences φ x and φ y , the main and grating lobes scan together with their peaks following such an envelope. The interference factor defines the range of the field of view (FOV). In addition, the main-lobe position can be tuned by φ x and φ y , so we choose the optimal values of θ x = 0 • , θ y = 8 • for our design to match the center of diffraction. The calibrated far-field patterns are shown in Fig. 2 
When any two adjacent columns and rows reach the same phase difference, a clear and distinguishable pattern would be realized in the far-field waveform. However, for an incomplete calibration ( Fig. 2(e) ), the far-field patterns are featured by disordered phase maps and unstable side-lobe power. It is difficult to distinguish these incomplete calibration results from low side-lobe levels. Thus, a more accurate phase calibration is required.
Interference-Based Phase Calibration
We hereby propose a phase calibration method from the interference measurement. As schematically shown in Fig. 3 , the setup is precisely aligned in a con-focal cage and capable of both near-field and far-field observation.
For the near-field observation, the light emitted from the OPA chip passes through the first 4f system consisting of the objective lens (NA = 0.25) and lens L1 (f 1 = 125 mm) and the second 4f system consisting of lens L2 (f 1 = 30 mm) and lens L3 (f 3 = 10 mm). Such a two-stage-cascade 4f system has 23× magnification for near-field imaging. By removing lens L2, the setup can be switched into the far-field observation and supports a view range of 29 • . Placing vertical or horizontal slits at the confocal planes of L1/L2 can block most of the light but allow only the beams of the two adjacent antennas to pass through. During the calibration, we precisely shift the slit to pick up the two-adjacent-antenna emissions in the near field and then switch the setup to the far-field state to observe the interference fringes. The phase difference can be accordingly extracted since the view range has been calibrated through the aperture of the objective lens.
The proposed interference-based calibration was applied on a silicon-based 8 × 8 OPA chip to verify its feasibility. This chip supports an FOV of 8.9 • × 2.2 • , and the antenna array is uniformly arranged with the spacing d x = 10 μm and d y = 40 μm. The overall footprint of the antenna array is 70 μm × 280 μm. The OPA was operated under TE-polarization in the wavelength of 1550 nm.
The calibration process is presented in detail, as shown in Fig. 4 . The emission angle from the single antenna was previously measured as θ x = 0, θ y = 8 • . We first picked up the emissions from two adjacent antennas in the Y direction (red square), which formed a series of periodic fringes along the θ y direction. Then we precisely tuned the bias phase of one antenna to make the fringes match with the optimal diffraction direction of θ y = 8 • and marked it as the red line in Fig. 4(a) . So far the first antenna had been calibrated (orange square). Next, the same procedure was utilized to another two adjacent antennas and progressively repeated across the whole column ( Fig. 4(b)-(g) ).
For each of the antennas, we recorded the bias phase accordingly to build the LUT. After those, the antennas were similarly calibrated in the row manner ( Fig. 4 (h)-(n)), namely tuning the bias phases to match the optimal diffraction in θ x = 0 (red line). Repeating the procedure from column to column and row to row, the entire antenna array was calibrated, and the full bias phase map was obtained. Since the two-element interference fringes are brighter and more regular than those side lobes, the proposed calibration method has lower requirements on the feedback sensitivity compared with the algorithm-based calibration methods relied on side-lobe measurement.
Owing to the confocal nature of the cage system, it takes only one minute to calibrate two adjacent antennas each time and costs about one hour for the entire 8 × 8 OPA chip. The process is expected to be automatic in the future for massive productions. The effectiveness of the phase calibration is illustrated in Fig. 5 . The near-field pattern with 8 × 8 spots is shown in Fig. 5(a) . The far-field patterns, before calibration ( Fig. 5(b) ) and after ( Fig. 5(c) ) calibration, are presented for comparison. As shown in Fig. 5(d) and (e), the calibrated far-field pattern has been steered into a divergence angle of 0.92 • × 0.32 • , which agrees well with our design. The emission intensity from each of the antennas is individually measured (Fig. 5(f) ). To further characterize the far-field patterns, we convert the intensity distribution into a 3D logarithmic plot ( Fig. 5(d) ). The side-lobe suppression ratio reaches 10.1 dB owing to the calibration, while without calibration, it was only 1.1 dB. The measured average intensity of one bright fringe is approximately 20 μW/cm 2 , which is about 20 times greater than the minimum detectable intensity of our CCD (MicronViewer 7290).
Discussion
In order to discuss the feasibility and scalability of the proposed method, we investigated a series of N × N OPAs where N varies from 2 to 8. In the experiment, the sub-matrices were picked up form an 8 × 8 OPA chip by using the slits. Their near-field spots are shown in Fig. 6 . Still, before the calibration, the far-field patterns are chaotic and indistinguishable (mid panel, Fig. 6 ). While the calibration was applied, the far-field spots were turned to be distinguishable (lower panel, Fig. 6 ). In addition, with the scale increasing, the spots become less diverged as expected.
To quantitatively evaluate the calibration effectiveness, we have calculated the side-lobe suppression ratio of the calibrated beams, which was defined as the ratio of intensity between the main lobe and the strongest side lobe in an FOV [37] , as shown in Fig. 1(c) . The suppression ratios for a series of scales, from both simulation and experiment data, are calculated and presented in Fig. 7 . For all of the simulations, the emissions were assumed to be identical in power, but their phases randomly distribute in [0, 2π ] before calibration. With the random initial phases, the side-lobe suppression ratios are almost constant with respect to the scale and kept in poor performance of ∼1 dB. When the phases are calibrated, the side-lobe suppression ratios of approximately 8-10 dB are achieved, which show that the phase calibration is necessary and beneficial.
It is noticed that, there exists ∼2 dB difference in the side-lobe suppression when comparing the simulation and measured results (Fig. 7) . The non-uniformity of the emission power (as shown in Fig. 5(f) ) is partially responsible for the degrading of the side-lobe suppression. However, it is noteworthy to discuss the influence of the residual phase error, since practically, the limited precision in interference observation can not be ideal.
Here, an analysis of the side-lobe suppression is further presented for the OPAs with different scales, by considering the phase-calibration error φ and emission power variation P. As illustrated in Fig. 8 , a series of Monte-Carlo simulations have been performed for normal distributed φ with given standard deviations. More specifically, a set of phase and power errors are randomly generated, which follows a normal distribution N( φ, P), and then the side-lobe suppression ratios are calculated accordingly. This procedure is repeated 100 times from the same given For the 8 × 8 OPA (the case of our experimental observation), the measured standard deviation of the residual phase error is 0.13π by analyzing the interference data. Actually, the camera used in the experiment captures one bright fringe by using ∼16 pixels. Given the measurement uncertainty of 2 pixels, namely the phase uncertainty is about 1/8π which is quite close to estimate value of 0.13π . Meanwhile, according to the side-lob suppression degrading of ∼2 dB from the perfectly calibrated case, the phase-calibration error of 1.3π is within a reasonable range considering the optical noise. It is also noticed from Fig. 8 that, the power non-uniformity shows quite limit impact on the side-lobe suppression. Therefore, it can be concluded that the difference in simulated and measured side-lobe suppression (Fig. 7) is mainly induced by the phase-calibration error. It is not counter-intuitive that, with increasing the array scale, the side-lobe suppression are then less sensitive to the phase-calibration error, as shown in Fig. 8 . Therefore, the larger-scale OPAs would be practically easier for the calibration.
We note that the waveguide spacing in our design is sufficiently large, so that the thermal cross-talks between adjacent channels are negligible. The calibration errors mainly come from the matching error in extracting the fringe peaks, while it can be optimized by increasing the magnification or applying more sophisticated image processing algorithms upon the interference fringes.
Conclusion
In this work, an interference-based technique is proposed and demonstrated to physically calibrate the randomly distributed initial phases of on-chip OPAs to generate clear and stared beam patterns. Specifically, we extract the phase difference between two adjacent antenna emissions from their interference fringes, and progressively repeat this procedure in a column-to-column and row-to-row manner. After all, the phase map of the entire antenna array is obtained for the operation of OPAs.
The feasibility and effectiveness of the proposed calibration method is verified by an silicon-based 8 × 8 OPA sample. The side-lobe suppression of 10.1 dB is achieved, and the impacts of the emission power non-uniformity and the residual phase error are discussed. The results show that the phase error is the dominate reason in deteriorating the far-field patterns, and thus, an accurate phase calibration is indispensable for high-performance OPAs.
Comparing with those conventional calibration methods, most of which are performed by algorithms, the proposed method is physical and has lower requirements on feedback systems. The interference-based phase calibration can be combined with conventional algorithms to provide a IEEE Photonics Journal Phase Calibration of on-Chip Optical Phased Arrays well-defined solution candidate letting algorithm optimization avoid local optima, thus could be beneficial for practical OPA applications.
Appendix: Detailed Parameters of the OPA Chip

