We develop a sequence of arguments based on solid mathematical support leading to the conclusion that the number of cycles for several families of generalized 3x+1 mappings is finite.
Introduction
In a previous paper [1] we have determined the conditions for the existence or not of cycles for several families of generalized 3x + 1 mappings and we have developed a method to find them. During this process there appeared a question concerning the limitation or not of the number of cycles. The answer to this question is presented in the form of a conjecture by many authors [2, 3] : the number of cycles is finite.
We start our work using the function that generates the infinite permutations (original Collatz problem [4] ). At first, we pick up the result we found, specifying that there can not be cycles beyond a certain value. Subsequently, we determine intrinsic properties inherent to trajectories generated by iterative application of the function. Then, we will have all the necessary elements allowing us to solve the conjecture related to this problem. Thereafter, we apply this approach to the function related to the problem 3x + 1 and finally, to several other families of generalized 3x + 1 mappings.
Infinite permutations
Let the function g(n) be defined as follows [4] 
, if n ≡ 0 (mod 3) 4n− 1 3 , if n ≡ 1 (mod 3)
, if n ≡ 2 (mod 3)
The iterative application of the function to integers gives rise to sequences integers, called trajectories, (n, g(n), g (2) (n), g (3) (n), · · · , g (i) (n), · · · ), with g (i+1) (n) = g{g (i) (n)}, i = 0, 1, 2, 3, · · · and g (0) (n) = n.
In a previous paper [1] we have determined the conditions for the existence or not of cycles (trajectories looping on themselves) generate by this function and many more belonging to generalized 3x + 1 mappings. Also, we have developed a method to find these cycles. As pointed out, 9 cycles are known and there does not seem to be any more.
Below, we rewrite the equation expressing the condition C which tells us if a cycle exists or not, and we add some specific properties related to the trajectories. This will allow us to answer the question whether or not there are other cycles than those we know ?
Condition to the existence or not of a cycle
Here is a brief summary of what we got in the paper cited above. From some properties of natural logarithms and power series of these, we can reformulate the parameter λ k1,k2 appearing in the equation giving the limit condition C on the smallest integer of a cycle. This new formulation will allow us to adequately describe the evolution of C.
Suppose that there is a cycle of a period p = k, and that m is its least term. If there are k 2 transformations of the form 2n/3 and k 1 transformations of the other two kinds, (4n ± 1)/3, then m ≤ 
where
and
The parameter λ k1,k2 is the factor of n appearing in the general expression (15) giving the result of k iterations of the function g on an integer n.
Essentially, the inequality (2) specifies that the smallest integer m of a cycle cannot exceed the value C, imposing therefore a limit on m. Note that C increases as λ k1,k2 is close to 1. Conversely, C decreases very rapidly as λ k1,k2 moves away from 1.
Let P P be λ k1,k2 smaller than 1 ("Plus Petit que 1") and P G larger than 1 ("Plus Grand que 1"), while remaining close to 1. In writing P P = 1 − ∆P P and
we have demonstrated (theorem 2.3) that starting from P P = 2/3 = 1 − 1/3 and P G = 4/3 = 1 + 1/3, the successive products of P P and P G give the maxima of C and gradually get closer to 1 with the increase of k, the total number of iterations. We have then built an algorithm that determines the conditions on k 1 and k 2 leading to the maxima of C.
Indeed, the λ k1,k2 resulting of successive products P P · P G is
leading to
More generally (in base 3), for t ǫ {−1, 0, +1},
with t a = t b = 1 , t kP P = 0 and t kP G = 0. P P · P G = 1 and ∆P P = ∆P G (except for the first two P P and P G).
The exponent, in absolute value, of the last term (the smallest) of each ∆P P (or ∆P G) is equal to k P P (or k P G ), so the number of transformations k = k 1 + k 2 . Now, develop the natural logarithm of λ k1,k2 that appear at the denominator of the equation (2) using the product P P · P G and certain properties of natural logarithms in terms of power series. The result will be useful when analyzing the growth of C max .
The logarithm of a product gives
Using the Maclaurin series for |x| < 1,
where we define
To abbreviate notation we have written λ instead of λ k1,k2 . With this definition and the equations (8) and (9), we can then write the natural logarithm of λ as
To finish, we get λ by applying the exponential on ln(λ). Then
The Maclaurin serie for the exponential is
For small values of ∆λ,
The evolution of λ and ln(λ), in the neighborhood of 1, is then governed by the series of terms of first order in (∆P G − ∆P P ) = (3 −s − 3 −r ), of the second order in (∆P G) 2 = 3 −2s and (∆P P ) 2 = 3 −2r , etc.
Periodicity
We will show a very interesting property (hidden) resulting from the iterative application of the function g(n) generating the different trajectories.
Given an integer n and define quantities t k (n) by
such that t k belongs to triplet of values {-1, 0, 1}. We could use any other triplets, for example {0, 1, 2}.
Then, the sequence of all integers · · · -2 -1 0 1 2 3 4 5 6 7 8 9 · · · can be represented by the triadic sequence, using n = g 0 (n) ≡ −t 0 (n) (mod 3),
Also, each trajectory generated by iterative application of the function g(n) can be represented by a triadic sequence. Then, the result of first k iterations of g(n) is completely described by
For example, the trajectories (5, 7, 9), (32, 43, 57) and all those of length 3 starting with an integer n = 5 + 3 3 q where q is any integer positive, negative or zero, be represented by
The representation of the trajectories in terms of t k leads to an important theorem which makes it possible to bring out an intrinsic property, namely the periodicity. This property has already been observed by Terras [5] and Everett [6] concerning the process of iterations of the function T (n) generating the problem 3x + 1, and this property appears in a theorem which they have demonstrated by induction. We will prove our theorem differently, using a well-known result of diophantine equations theory. 
Proof
The general expression giving the result of k iterations of the function g on an integer n is
and λ k1,k2 is given by (3), with k 2 the number of transformations of the form 2n/3 and k 1 , transformations of the other two kinds, (4n ± 1)/3.
Unlike parameter λ k1,k2 , ρ k (n) depend on the order of application of the transformations. Let n and g be replaced by the variables x and y,
In this form, c = ax + by, where k is the same for all sequences of a given length k and the pair of parameters (a, c) is different. From a well-known result of diophantine equations theory [7] , if the coefficients of x and y are prime to one another, this equation admits a infinity of solutions to integer values. If (x 0 , y 0 ) is a specific solution, the general solution will be (x = x 0 + bq, y = y 0 − aq), where q is any integer, positive, negative or zero.
For a given sequence w k , the general solution x = x 0 + 3 k q specifies that all 3 k consecutive integers, for example (1, 2, 3, · · · , 27) or (5, 6, 7, · · · , 31) with k = 3, contain an integer x which starts this sequence. The same reasoning applies for each different sequences. In order to have a different sequence, the new integer x must be different from the previous one. In this way, all the sequences w k are generated for all the 3 k consecutive integers, and these sequences are repeated to all 3 k integers.
This theorem is interpreted as follows : For each of integers n of any 3 k consecutive integers we construct a sequence w k of {-1 0 1} of length k. The number P of different sequences is exactly P = 3
k . Then -all sequences w k appear once and only once.
-each sequence w k is repeated periodically for any integer n + 3 k q starting a sequence, with the period 3 k .
Distribution of trajectories and average repartition
We will determine the distribution of the trajectories of length k generated by 3 k consecutive integers.
Theorem 2.2
The number of trajectories η k1,k2 of length k composed of k 2 −iterations of the form 2n/3 and k 1 − iterations of the other two kinds, (4n ± 1)/3, is given by
Proof.
The number of k 2 − combinations in a set with k elements is
For each of these combinations we have 2 k1 combinations of k 1 .
Definition 2.1 Defining the average repartition of the trajectories by
In a sequence of 3 k consecutive integers, there are η integers starting from the trajectories containing k 1 iterations of type (4n ± 1)/3 and k 2 iterations of type 2n/3, regardless of the order of these iterations, and this η integers are «spaced on average» by a value R. For example, let k = 5, k 1 = 3 and k 2 = 2. For each sequence of consecutive 243 = 3 5 integers there are η = 80 integers whose trajectories correspond to 3 iterations of type (4n± 1)/3 and 2 iterations of type 2n/3. These integers are «spaced on average» by R = 243/(80 + 1) = 3.
In the following, we will have to calculate high values of P , R and η. For example, we can express R using natural logarithms,
The logarithms of the factorials appearing in this last equation can be calculated by the Stirling's approximate formula, or the more accurate Ramanujan's formula
Results
In the table 1 we give the first and the last trajectories (η = 80) for k = 5 (k 1 = 3 and k 2 = 2) among the 243 trajectories generated by consecutive integers (1, 2, 3, . . . , 243). We also include the corresponding w k=5 sequences.
In the table 2 we have the first values of k 1 and k 2 giving the maxima of C distributed in terms of nodes and secondary nodes, as presented in the previous paper. In fact, this includes the first 9 nodes. We added the natural logarithms of R and P as well as the exponents r and s in base 3 giving ∆P P and ∆P G. The condition C is given by the equation (2) and the repartition R (or distribution) by the equation (18). P = 3 k is the number of different trajectories for a given length k = k 1 + k 2 . Starting from the number 1, P corresponds also to the number of consecutive integers starting the different possible trajectories for a length k. The exponents r and s appear in the equations (8) and (9).
In the table 3 we have the same information for nodes 7 to 14. We have used ∆P P and ∆P G instead of P P and P G, by increasing the precision until the twenty-eighth decimal and so, we can produce the results of the algorithm up to node 26. This table will be useful to understand the detailed behavior of the growth of C.
The condition C seems always smaller than P = 3 k . Starting from node N 9,1 , C become smaller than the repartition R and the difference between the two seems rapidly increases.
These observations lead us to elaborate an very important theorem concerning the evolution of C versus R and P .
Theorem 2.3 The condition C is always smaller than P = 3
k . Starting from node N 9,1 , the condition C to have a cycle becomes smaller than the repartition R and the difference between the two rapidly increases.
Proof.
Evolution of P Let P = 3 k . Apply the natural logarithm on each side of the equation
Then, the function ln(P ) grows linearly with k. According to the algorithm, λ k1,k2 (eq (3)) approaches 1 rapidly and asymptotically. We have
) ∼ 0, and
. Also, we have
Resolving these last two equations,
These results are quickly achieved.
Evolution of R
Now, let's analyze the growth of R (eq (18)) in function of k.
The first two terms grow linearly with k. Take the last term,
So, the Stirling's approximate formula (eq (20))
For sufficiently high values of k,
We have
Also,
Evolution of C Now, let's analyze the growth of C (eq (2))
The maxima of C appear for the successive products P P · P G giving the new λ new = λ k1,k2 which approach more and more 1 without ever reaching it. In fact, the equation (6) allows us to calculate the new λ new starting with the last (or previous) P P and P G,
The properties of natural logarithms, the development in powers series of logarithms and the fact that ∆P P = 3 −r and ∆P G = 3 −s in base 3, allow us another form for this equation. We have the equation of natural logarithm of λ new (11),
and that giving λ new (12),
where ∆λ new is defined by the equation (10),
and O(∆ 2 ) correspond to all terms of order 2 and more in ∆P P and ∆P G. Using a precedent result, k 1 = 0.585k for k sufficiently high, the equation (2) becomes
Equation (26) determines the new C max resulting from the product of P P by P G, so (1 + ∆P P ) · (1 + ∆P G). Apart from its linear dependence on k, C max is inversely proportional to |∆λ new | (∆P P new or ∆P G new ). Finally, ∆λ new is governed by terms of the first order, second order, · · · , in ∆P P and ∆P G.
The table 4 lists all possible cases of ∆P P new and ∆P G new generated by the different combinations of ∆P P and ∆P G by giving as an example the nodes 7 to 14 of table 3 (built from the algorithm). In the last column of the table 4 we give the parameter t of 3 t appearing in (26) versus the parameters r and s of the previous ∆P P = 3 −r and ∆P G = 3 −s . We can then follow the growth of C max from the behavior of t.
The table 4 is divided in two parts. There are the secondary nodes preceding the node changes (N 7,5 , N 8,2 , N 9,23 , N 10,2 , N 11,2 , N 12,1 and N 13,1 ) , and all the others, which are part of majority. In this last case, the resulting parameter t is between the parameters r and s of the previous ∆P P = 3 −r and ∆P G = 3 −s . The fluctuation of t is very slowly in front of k which increases of the sum of previous k P P and k P G . The first 22 secondary nodes of primary node 9 are a good example of this case, as well as the first 54 secondary nodes of primary node 14.
The largest fluctuations of t can occur at the secondary nodes preceding the nodes changes. Nevertheless, these changes are limited by the order of terms in ∆P P = 3 −r and ∆P G = 3 −s . The parameter t will remain around r or s in the first order, less than 2r or 2s in the second order, or less than 3r or 3s in the third order, or · · · On the other hand, the greater the fluctuation (the t is higher), the more secondary nodes will be in the next node. See secondary nodes N 8,2 and N 13,1 which immediately precede the nodes 9 and 14, containing respectively 23 and 55 secondary nodes.
For example, if ∆P P ∼ ∆P G, then |∆λ new | ∼ ∆P P −2r or ∆P G −2s and t ∼ 2r or 2s in the second order.
We therefore conclude that 3 t is growing much more slowly than 3 k in the expression of the number of sequences P = 3 k of length k, and exp(0.015k) in the repartition of sequences R = exp(0.015k). The repartition R is always smaller than P . For the first 8 nodes, C is smaller than P and greater than R. Starting of node 9, C is always smaller than R and the gap between the two is growing. 
Interpretation
Take the first 3 k natural numbers where k = k 1 + k 2 . We have proved (theorem 2.1) that the 3 k triadic sequences w of {-1 0 1} of length k obtained by the transformation g(n) in the original Collatz problem are all present in this interval and, appear only once and are repeated to all the integers n + 3 k , where 3 k is the period P . Select k 1 and k 2 in such way that R > C for a λ corresponding at a maximum value of C (node 9 and more). Of the 3 k sequences, there is η sequences (equation (17)) which start with η different integers. R (equation (18)) specifies the average difference between the integers starting two consecutive sequences. We therefore expect to find very few integers between 1 and R starting a sequence w of η sequences.
The solution of the equations
makes it possible to determine the number of minimal integers n k1 + n k2 between m = C (the least integer) and R being part of a cycle. All these integers start different sequences in this interval. The first equation gives the first integers of the cycle supposing that all transformations are of type (4n ± 1)/3. The second equation gives the last integers supposing that all transformations are of type 2n/3. As R increases very rapidly in front of C, so does the number n k1 + n k2 and, the existence of the cycles becomes more and more unlikely.
For the node N 9,23 we have k 1 = 9, 126, k 2 = 6, 475, k = 15, 601, ln(C) = 18.80, ln(R) = 231.37. We get at least n k1 + n k2 = 1, 263 integers in resolving the previous equations. If there is 1 cycle for these combinations of k 1 and k 2 , it means that there are at least 1, 263 integers between C and R that starting one of the η sequences, where we should find a little bit. For the secondary node N 14, 4 we would have at least 75, 000 integers and, we can imagine the high number of integers for the secondary node N 26,1 .
Finally, for the first 9 nodes and more we checked that there are no cycles other than the nine known, so We conclude that there are no cycles other than the nine known and, as the cycles are closed (that is, there are no numbers other than those belonging to cycles that end on a cycle), then these other numbers are part of infinite trajectories.
The integers 8, 10, 11, 12, 13, 15, 17, 18, · · · , are in the same infinite trajectory, but the integers 14, 16, 19, · · · , seem to be in other infinite trajectory. There are possibly several different infinite trajectories.
Problem 3x + 1
Let the function T (n) be defined as follow [4] 
, si n ≡ 1 (mod 2).
(27)
The condition to the existence of a cycle is given by the expression (previous paper)
where k 1 is the number of transformations of the form (3n + 1)/2, k 2 is the number of transformations of the form n/2, and k is the total number of transformations. This inequality is valid for |m| ≥ 1. λ k1,k2 is given by
There is a theorem similar to theorem 2.1 on periodicity which can be stated as follows : [5] and Everett [6] .
The average distribution of 2 k sequences w is defined as
with
The algorithm generates the table 5. It is interesting to recall that all P P and P G obtained by the successive products of P P · P G (except P P = 1/2) are the reciprocals of those obtained in the infinite permutations. P P = 1/2, P G = 3/2, P P = 3/4, P P = 9/8, · · · , in the 3x + 1 problem and P P = 2/3, P G = 4/3, P P = 8/9, · · · in the problem of infinite permutations.
The possible cycles for the positive integers are values λ = P P , and for the negative integers we have the possible cycles for λ = P G.
For the positive integers we have the cycle 1, 2 with the length k = 2 and P P = 0.75 corresponding to the node N 2,1 in the table.
For the zero and negative integers we have the cycles 0 , −1 , −5, −7, −10 and the long cycle For the first 10 nodes, no cycles other than those listed exist.
Theorem 3.2 The condition C is always smaller than 2
k . Starting from node N 8,2 , the condition C to have a cycle becomes smaller than the repartition R and the difference between the two rapidly increases in a similar way to the original problem of infinite permutations.
Proof.
The proof is similar to that of the theorem 2.3
For the same reasons as for the original Collatz problem, we conclude that there are no cycles other than the five specified.
In the problem 3x + 1 the cycles are open (for example, the number 4 end on the cycle 1, 2 ). Nevertheless, we cannot conclude that all the numbers other than those belonging to the cycles converge or not to one of five cycles.
Generalized 3x + 1 mappings
Defining the generalized Collatz mapping or generalized 3x + 1 mapping [2] 
Let m 0 = 1, r 0 = 0 for i = 0, and
Also, we developed the condition on the least term m of cycle and found
where par is a parameter and λ k1,k2,··· is given by
with k 1 the number of transformations of the form n/d and k 1 + k 2 + k 3 + · · · the total of the other transformations.
We have the maxima for C when λ is close to 1 and we can apply the algorithm developed in the previous paper. We can apply this algorithm because there are two different terms
where q is any integer, positive, negative or zero (see the demonstration of theorem theorem 2.1) For each integers n of a sequence of d k consecutive integers we build the sequence w of
of length k. Then -all sequences w appear once and only once.
-each sequence w is repeated periodically for any integer n + d k q, with the period P = d k , and q is an integer.
We can define an average repartition R proportional to d k and analyze the evolution of R versus C.
From a certain value of λ, R is always greater than C, and the difference between the two rapidly increases. Then, the possible cycles are limited.
It is more complicated when we have three or more different terms m i /d giving λ.
Conclusion
The resolution of the conjecture that the number of cycles is finite for several families of generalized 3x + 1 mappings, takes us to the following conclusions. In the infinite permutations, the function generates closed cycles (there are no integers other than those included in the cycles which converges towards these cycles); then, all integers not belonging to the cycles are in infinite trajectories (divergence). In the 3x + 1 problem, the function generates opened cycles; nevertheless, we can not be say that all integers not belonging to the cycles converge towards them, they can just as diverge. On the other hand, the natural numbers seem to converge towards the only known cycle for positive integers. In the 5x + 1 problem, where the cycles are opened, most trajectories seem divergent. Even thought we have found a solution to the problem of counting the number of cycles in several families of the generalized 3x + 1 mappings, the question of convergence and divergence of trajectories is not completely solved, except for those with closed cycles ? Table 5 : Nodes -Problem 3x + 1 -Nodes 1 to 10
