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ABSTRACT 
The cycle index polynomial of combinatorial analysis is discussed in various 
contexts. 
1. EXORDIUM 
It is the purpose of this article to identify a common theme which runs 
through several branches of mathematics, namely combinatorial enumera- 
tion, symmetric functions, group representations, and symmetry classes of 
tensors. The vehicle by means of which the connection is made is the cycle 
index polynomial of a permutation group. 
We shall make free use of the notion of group character. Those who have 
not delved into that elegant subject may think of the irreducible characters 
as a distinguished basis of the vector space of complex valued conjugacy 
class functions defined on the group. 
2. THE CYCLE INDEX POLYNOMIAL 
Let G be a subgroup of S,, the full symmetric permutation group. For 
each u E G, let q(u) be the number of cycles of length i in the disjoint cycle 
factorization of u, 1 <i <m. If { si,ss, . . . ,s,,,} is a set of m variables, define 
the cycle index of G by 
where o(G) is the car&n&y of G. 
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EXAMPLE 2.1. Let m = 4, G = {id, (12), (34), (12)(34)}. Then, for example, 
c,(12)=2, cs(12)=1, cs(12)=cq(12)=0. We have ZG(s1,s2,s3,sq)=(s~+2s~~2 
+ s,2)/4. 
EXAMPLE 2.2. Let m = 4, G = {id, (12)(34), (13)(24), (14)(23)}. Then 
~,(s,,~z,~3,~*f=~~~+3~22)/4* 
Notice that the groups in Examples 2.1 and 2.2 are isomorphic (as 
abstract groups) but the cycle indices differ. On the other hand, G. Polya 
[15, p. 1761 has given an example of two nonisomorphic permutation groups 
with identical cycle indexes. 
EXAMPLE 2.3. Let o = (12. . . m), a full m-cycle. Let G = (o), the (cyclic) 
group generated by (I. Then G={a’:l<i<m}. Now, ai is the product of 
(m,i) cycles each of length m/(m,i), where (m,i) is the greatest common 
divisor of m and i. Thus 
where the summation is over the divisors, k, of m, and (p(k) is the number of 
iE{1,2,..., m} with m/(m,~)= k, i.e., up is the Euler totient function. 
3. POLYA’S ENUMERATION THEORY 
Consider the finite sets D- {d,,d, ,..., d,} and R={r,,r, ,..., r,}. We are 
interested in the set of all functions from D into R. There are many notations 
for this set, and even for the functions themselves. For technical reasons, we 
are going to adopt a somewhat unusual notation. Thus, denote by I’_ the 
set of all functions from {1,2,. ..,m} into {1,2 ,..., TX}. To each YEI’,,~, 
there corresponds a unique function fy : D+R defined by f,(d,) = r,.(,), 1 < i < 
m. Indeed, y-+f? is a one to one correspondence between Pm,n and the set of 
all functions from I) to R. Our notation for this last set will be ( f, : y E 
T- 1 
i I* men 
Suppose, again, that G is a subgroup of S,,,. If cy, p E Im,_, then fa is said 
to be equivalent (mod G) to fB if there is a (I E G such that (YU = /% [In this 
case we also say a is equivalent to /? (mod G).] It is easy to check that 
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equivalence (mod G) is an equivalence relation. Accordingly, the set of 
functions from D to R is partitioned into equivalence classes or patterns. 
(The corresponding equivalence classes into which I‘,,, is partitioned will be 
called orbits.) 
EXAMPLE 3.1. Take m = 4, n = 2, and G = ((1234)) = 
{id, (1234), (13)(24), (1432)). Then Trn,” contains 24 = 16 elements. We may 
describe a function y E r,,, by the numerical sequence (y(l), y(2), y(3), y(4)). 
In particular, (1,2,2,1) describes a function (Y: a(1) = 1, (~(2) = 2, a(3) =2, and 
a(4) = 1. We shall commonly abuse the language by writing a = (1,2,2,1). 
Then fm : D+R is the function which sends d, to ri, d2 to r,, d3 to ra, and d4 
to ri. If j? = (2,1,1,2), then j? = au, where u = (13)(24). Thus, ,l3 ~a (mod G). 
The orbit to which (Y belongs is { (1,2,2, l), (2,2,1, l), (2,1,1,2), (1, 1,2,2)}. 
We now assign a weight to each element of R. In general, these weights 
may be elements from any commutative ring which contains the rational 
numbers. However, for our purposes, there is no loss of generality in taking 
them to be independent indeterminates over the complex numbers. Thus, 
the weight of 4 E R will be denoted zi, 1 < i <n. We define the weight of a 
function f, : D--+R as follows: 
Observe that if a =/?(modG), then W( fn) = W( fa), i.e., W is constant on 
patterns. Thus, if E is a pattern, we may define W(E) to be the weight of 
any function contained in E. Finally, the pattern inventory is defined to be 
Z W(E ), where the summation is over the patterns E. 
THEOREM 3.2 (Polya’s enumeration theorem). The pattern inventory is 
obtained by substituting Z;._l / x forsiinthecyclei&ofG,l<j<m.In 
other winds 
i&i3 i+?,..., 2 x,j. 
i=l 
EXAMPLE 3.3. We wish to color the vertices of a square using the colors 
purple, green, and blue. We consider two colorings to be different if one 
cannot be obtained from the other by a plane rotation of the square. What 
are the different ways of coloring the square? 
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Naive solution: We can simply make an exhaustive list of the different 
colorings. This solution appears in Fig. 1. 
PP 
PP 
PP 
Pg 
PP 
Pb 
PP 
gg 
gg 
gg 
gg 
gP 
gg 
gb 
Ix 
bb 
bb 
bb 
bP 
bb 
bg 
PP 
bb 
i 
PP 
bg 
PP 
0 
Pb 
gP 
Pg 
t?P 
gg 
Pb 
gP 
bg 
FIG. 1. 
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Sophisticated solution: This is exactly the kind of problem Polya’s theo- 
rem is designed to solve. Take m = 4 and n = 3. Let D be the vertices of the 
square, d, = northwest vertex, d, = northeast vertex, ds = southeast vertex, 
and d4 = southwest vertex. Let R = {purple, green, blue}. Then a coloring of 
the square is simply a function from D to R. Moreover, fa and f’ are 
“different” colorings if and only if fa and fs are inequivalent (mod G), where 
G=((1234)). I n other words fa and fa correspond to physically different 
colorings if and only if fa and fs belong to different patterns. Taking the 
weights of purple, green, and blue, respectively, to be xi, x,, and x3, Polya’s 
theorem gives the pattern inventory as 
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Consider the term 3x$rsxa. This term indicates there are three distinct 
patterns in which two vertices are colored purple, one is colored green, and 
the last is colored blue. Representatives for the orbits corresponding to these 
patterns may be taken to be cu=(1,1,2,3), /3=(1,1,3,2), and y=(l,3,1,2). 
The corresponding colorings appear as the last three entries in the first 
column of Fig. 1. Notice, for example, that f, and f, are equivalent via the 
permutation (12) (34), namely a reflection. However, they are not equivalent 
via any plane rotation. 
How many different patterns are there? One way to determine this is 
simply to sum the coefficients in the pattern inventory, i.e. to substitute 
x,=x,=x, = 1. The answer is 24. 
C0R0LLAnY 3.4. T%e number of patterns is obtained by substituting 
sI = n in the cycle index of G, 1< i <m. In other wds, the number of 
patterns determined by G is 
Z,(n,n ,..., n)= -L C nc(0), 
o(G) OEG 
whefe c(u) = cl(a) + c2(a) + + . . + c,,,(u) is the total number of cycles, includ- 
ing cycles of length one, in the disjoint cycle factorization of a. 
EXAMPLE 3.5. Suppose we color the vertices of the square, again using 
purple, green, and blue. But now consider two colorings to be different if 
one cannot be obtained from the other by a rotation or a reflection of the 
square. Now, how many “different” ways of coloring the square are there? 
Again, take m = 4, n =3, D-the vertices of the square, and R =the 
colors. This time, G consists of the group of all symmetries of the square, i.e., 
G = {id, (1234), (13)(24), (1432), (13), (24), (12)(34), (14)(23)}. By Corollary 3.4, 
the number of different colorings is 
&(3,3,3,3) = $ 2 3”‘“’ 
UEG 
= 168/B 
=21. 
The braces in Fig. 1 show which Example 3.3 color patterns have identified 
in the Example 3.5 color pattern scheme. 
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EXAMPLE 3.6. Consider the set Q2, of all sequences of length k consisting 
ofzerosandones,e.g.,Qa={(O,O,O), (O,O,l),(O,l,O), (O,l,l),(l,O,O), (l,O,l), 
(I, I,O), (I, I, I)}. The (H amming) distance between two elements of !L& is the 
number of coordinates in which they differ. A binary code of length k is a 
subset C of 9,. The elements of C are called codewords. For example, 
{(O,O>O), (0, I, I), (LO, I), (I, LO)} is a binary code of length 3 in which the 
distance between any two codewords is 2. The basic assumption of coding 
theory is that noise in the transmission channel will change some of the 
numbers in the transmitted codewords. The usual procedure is to use codes 
in which the minimum distance between any two codewords is large so that 
transmission errors may be recognized and corrected. Two codes are equiv- 
alent if one can be derived from the other by the application of a distance 
preserving function (isometry) of Q2,. How many different (inequivalent) 
codes are there? 
Consider the case k=3. Identify Q2, with the vertices of a Sdimensional 
cube in the obvious way. A particular code can be illustrated by coloring the 
vertices corresponding to codewords one color, say purple, and the remain- 
ing vertices another, say blue. The isometries of Q2, correspond to symmetries 
of the cube (rotations and reflections). Thus the number of different codes is 
the same as the number of inequivalent 2-colorings of the cube. In our 
previous notation, m = 8, n = 2, and G is a group of order 48. The calculation 
goes as follows: 
2&,2,..., 2) = _J.& x 244 
VEG 
= 1056/48 
=22. 
[In this example, it is possible to be a bit more clever. Suppose one were to 
compute Z&(x,+x,), (x~+x~),...,(x~+x$) and then set xl=1 and x2=x. 
In the resulting expression, the coefficient of zf would be the number of 
inequivalent codes containing t codewords.] 
For an introduction to coding theory, consult [19]. An excellent exposi- 
tion of Polya’s theorem may be found in [l] followed by [4]. 
4. SCHUR FUNCTIONS 
In this section, we wish to generalize the cycle index. Let G be a 
subgroup of S,,,, and let X be an irreducible, complex character of G. If 
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{ sps,,..., s,,,} is a set of m variables, define the generalized cycle index of G 
andXby 
If G= S,, we write 22 in place of 2,. A The generalized Schur function of the 
variables xi, x,, . . . , x,, is the polynomial obtained by substituting 
n 
si= x xi’ 
i=l 
in the generalized cycle index of G and h. Thus, 
fi(Xl&,..., x,)=2,” ( i: xi, i: x,!,..., n XI” f=l i=l = 1 i l 
Of course, Polya’s theorem states that $(x,, xs, . . . ,x,) is the pattern inven- 
tory. As we shall see in Sec. 7, fi plays a corresponding role for certain 
restricted patterns. 
If G = S,,,, write f: in place of j& The polynomial f$ is the classical Schur 
function, commonly denoted {A}. D. E. Littlewood [9, Sec. 9.51 and H. 0. 
Foulkes [4] refer to the functions fd as “group reduction functions,” reflect- 
ing J. H. Redfield’s terminology [17]. The literature contains many equiv- 
alent definitions of the classical Schur functions, three of which we proceed 
to discuss. 
G. Frobenius discovered the beautiful connection between the irreduc- 
ible characters of S,,, and the partitions of m. (Indeed, it seems that the idea 
for the cycle index polynomial originated with Frobenius.) Modem discus- 
sions of the connection, however, commonly rely on the work of A. Young. 
Briefly, suppose X is an irreducible character of S,. Then A corresponds (via 
an algorithm for computing the values of h) to a partition of m. At the risk of 
some confusion we will refer to this partition as (&,A,, . . . ,A,). Then 
AA r, s,. . ..&. are positive integers which sum to m. Moreover, A, >h, 
> * . - > &,. Following G. P. Thomas [22], we define the firms of h as a set 
of points in the plane with integer coordinates: F(A) = {(&j(i)) : 1 <i GN, 
l<j(i)<h}. An - n numbering of the frame F(h) is a mapping f from F(h) to 
{I,2,..., n} which satisfies (i) f(i,j) < f(i’,j’) if i= i’ and i <j’ and (ii) f(i,i) < 
f(i’, j’) if i = i’ and i <i’. 
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FIG. 2. 
EMMPLE 4.1. It is common to picture frames by means of rows of boxes 
and to display numberings by placing f(i, j) in the box corresponding to (i, j), 
For example, if m = 8 and A corresponds to the partition (3,2,1,1, l), then 
F(X) may be pictured as in Fig. 2(a). In Fig. 2(b) is displayed a ‘I-numbering 
of F(A). In this particular 7-numbering, for example, f(1,3) =2 and f(3,l) =5. 
Notice that (i) requires the numbers in Fig. 2(b) to be nondecreasing in each 
column from bottom to top, and (ii) requires them to be strictly increasing in 
each row from left to right. 
For each n-numbering f, construct the monomial 
If, for example, f were the numbering displayed in Fig. 2(b), Mr-(x,,x,, . . . ,x7) 
would be x;x&,xax, The n-inventory of F(h) is XM~xr,xs,. . . ,x,,), where 
the sum is over all n-numberings of F(h). 
THEOREM 4.2 [9, p. 1911. The Schur function &x1,x,, . . . ,x,) is the 
n-inventory of F(A), i.e., 
One immediate consequence of Theorem 4.2 is that fi(r,, x,, . . , ,x,) = 0 if 
(and only if) n<N. In this case, there are no n-numberings of F(A). 
EXAMPLE 4.3. Let m =3, n =2. Take G = S,. Let A be the irreducible 
character of G of degree 2, i.e. A(id) = 2, X(transposition) = 0, and A(3cycle) 
= - 1. Then Z~(s~,s~,ss)=(2s~-22s~)/6 and ~~(x~,x~)=[~(x~+x~)~-~(x~+ 
$)I/6 = &a + xix;. It turns out that A corresponds to the partition (2,l). 
The two 2-numberings of F(A) are displayed in Fig. 3. The e-inventory of 
F(h) is then easily seen to be x& + zizr~. 
POLYA’S COUNTING THEOREM 217 
1 2 RI Bl 12 12 
FIG. 3. 
EXAMPLE 4.4. Let m and n be arbitrary. Let E be the alternating 
(Signum) character of S,,,. Then E corresponds to the partition (1, 1, . . . , 1). The 
picture of F(E) consists of a single row of m boxes. The n-numberings of F(E) 
are the strictly increasing functions from { 1,2,. . . , m} into { 1,2,. . . , n}. Thus, 
the n-numberings of F(E) correspond to a subset of r,,,. This subset we 
denote by q,,,. By Theorem 4.2, 
This is the mth elementary symmetric function of x1,x2,. . .,x,,. We adopt the 
special notation 
EXAMPLE 4.5. Again, let m and n be arbitrary. Let X be the principal 
(trivial) character of S,,,, i.e., h(a) = 1 for all u E S,. Then X corresponds to 
the partition (m). The picture of F(X) consists of a single column of m boxes. 
The n-numberings of F(A) are the nondecreasing functions from { 1,2,. . . , m} 
into {1,2 ,,.., n}, i.e., the n-numberings of this frame also correspond to a 
subset of r,,,. We denote this subset by rrn,“. Observe that +,, c 'I?,,,. By 
Theorem 4.2, 
In the literature, this function is known as the mth completely symmetric 
function (or homogeneous product sum) of x1,x,, . . . , x,. Here we adopt the 
special notation 
h,(x,,x, ,..., x~)=f~(X1,x~,...r~,). 
THEOREM 4.6 (Jacobi-Trudi identity). Let A be an irreducible character 
of Snv Suppose A corresponds to the partition @,,A,, . . . ,hN). Let n be 
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arbitrary. Let Hi be the N by N matrix whose i, i entry is 
h +,+, .(x x 1, 2 ,..., x,,), where h, is interpreted as 1, and h,=O if k<O. Then 
j& 22,. * * > x,,) = det(H;). 
It is interesting to note that Theorem 4.6 was published by C. Jacobi in 
1841, fifty years before Frobenius and Schur developed the notion of group 
character, i.e., classical Schur functions were originally studied strictly from 
the point of view of partitions. 
A polynomial p in n variables xl, xa, . . . , x,, is symmetric if 
PC%(,), X,(Z), - * * JT(,,) = P(X,, %?Y . * * 3 x,), for all T E S,,. Observe, for example, that 
every generalized Schur function is symmetric. This is because every Schur 
function is a polynomial in the symmetric functions 
Sj( Xl, x2, . * * 7 x”)= 2 x/v 
i=l 
1 < j Qm. (Henceforth, we will think of sj, i = 1,2,. . . , as these symmetric 
functions, rather than as m variables. The function s, will be referred to as 
the jth power sum.) 
The fundamental theorem on symmetric functions asserts that every 
symmetric polynomial is a polynomial in the elementary symmetric func- 
tions. Since every generalized Schur function is a polynomial in sl, ss, . . . , and 
since the elementary symmetric functions are Schur functions, it follows that 
every symmetric polynomial can also be expressed as a polynomial in the 
power sums. From Theorem 4.6 (with X= E) it follows that the elementary 
symmetric functions are polynomials in the completely symmetric functions. 
Therefore, every symmetric polynomial can also be expressed as a poly- 
nomial in the completely symmetric functions. 
The standard reference for the fundamental theorem on symmetric 
functions is van der Waerden [24, Sec. 5.71, who gives a constructive proof. 
Thus, if B is the set of power sums, the set of elementary symmetric 
functions, or the set of completely symmetric functions, and if p is a 
symmetric polynomial, an algorithm is available for expressing p as a 
polynomial in the elements of B. And, indeed, it is frequently of some 
interest to actually construct the expression. Along these lines it may be 
amusing to think of Polya’s theorem as the expression of fc as a polynomial 
(namely, the cycle index polynomial) in the power sums. For an excellent 
description of the relations between the classical Schur functions and other 
“integral bases” of the symmetric polynomials, the reader is referred to [20]. 
Following his proof of the fundamental theorem on symmetric functions, 
van der Waerden suggests two exercises. The second of these is to prove the 
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formulas 
s,-a,=O, 
s,-s,a,+2a,=O, 
sg - szal + sia, -3as = 0, 
219 
where we have written si for sj(xi,xz ,..., x,) and aj for a/(x1,x,,. ..,x,,), 
1 < i < IZ. These relations (first given by Newton) can be solved for the a,,,‘s in 
terms of the s,‘s by means of determinants. The result is ml a,,, =det(L,), 
where 
L,= 
31 1 0 0 *.* 0 
S2 Sl 2 0 . . . 0 
$3 S2 SI 3 . . . 0 
S m-l sm-2 Sm_3 sm_4 ‘.* m-l 
sin sm_i sm-2 Sm_3 *** Sl 
Indeed, having seen this we observe that it is (nearly) obvious from the 
definition 
a, = 5 2 E(U) fi sj?@). 
OES, j=l 
A similar calculation from the definitions shows mlh, =per(L,), where 
“per” stands for pemanent (roughly speaking, the determinant without the 
alternating minus signs). 
If h is an irreducible character of the subgroup G of S,, we define the 
generalized matrix function corresponding to G and h as follows: Let B = (b,,) 
beanmbymmatrix.Then 
d;:(B)= 2 h(a) ii k.,(t). 
UEG t-1 
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When G = S,,,, we use the special notation d: for d& For example, d: is 
the determinant and d: is the permanent. Littlewood refers to d$, as an 
irnrnununt. The following is presented as the definition of the classical Schur 
function in [9,p. 841. 
THEOREM 4.7. Let X be an irreducible character of sm. Then 
m!f:(r,,x,,..., 4 = 4k?J 
We now turn to the study of generalized Schur functions. We begin with 
a disappointment, namely o( G)fh(x,, x2,. . . ,x,,) #d$ L,) in general. 
EJCAMPLE 4.8. Let m =3, G = {id, (13)}, hr 1, and n arbitrary. Then 
2f;(x,J*, .* *, X”) =2Z&,,s,,s,) = ST + slsz. On the other hand, di(L,) = s;. 
In order to state the next result, we introduce some additional notation. 
Let !lG denote the set of irreducible complex characters of the finite group 
G. When G = S, we alter the notation slightly, in this case writing 4, in 
place of 4,. If H is a subgroup of G, x E 4, and A E gc, write (x, A)H for the 
number of occurrences of x in the restriction of X to H, i.e., 
LEMMA 4.9. Let G be a subgroup of S,,,. Let H be a subgroup of G, and 
suppose x E 4,. If n is a&tray, then 
This result extends [4,Lemma 11. 
Proof. 
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By the orthogonality relations of the second kind, the factor in brackets is 
zero unless r and (I are conjugate in G, in which case it is the reciprocal of 
the order of the conjugacy class. If u and r are conjugate in G, they are 
conjugate in S,,,. Of course, two permutations of S, are conjugate if and only 
if they have the same cycle structure. In particular, if u and r are conjugate 
in G, then c/(a) = ci(r), 1 < i <m. It follows, therefore, that the factor in 
braces is 
and the proof is complete. 
An immediate consequence of Lemma 4.9 is the expression 
of a generalized Schur function in terms of classical Schur functions. From 
this and Theorem 4.7, it follows that 
A less trivial application of Lemma 4.9 involves the formula for products 
of classical Schur functions. 
THEOREM 4.10 [9,p. 941. Let p E 51m and Y E Llk. Think of S,,, as that 
subgroup of S,,, each permutation of which individually fixes m + 1,m + 
2 , . . . ,m + k. Think of Si as that subgroup of S,,,,, each permutation of 
which individually fixes 1,2,. . . , m. Let H = S,,, x Si. Then 
where x is the character of H defined by x(a,r) = p(u)u(r). 
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Proof. Observe 
The result follows from Eq. (2). w 
A purely combinatorial algorithm, the Littlewood-Richardson rule, exists 
for computing the coefficients (~,h)~. We shall see further applications of 
Lemma 4.9 in the subsequent sections. 
Perhaps the most lucid introduction to Schur functions can be found in 
the papers of G. P. Thomas. More information can be found in [16] and [20]. 
5. CHARACTERS OF THE SYMMETRIC GROUP 
Let M=(m,,m,,..., mk) be a partition of m. Identify S,= S,_ X SW 
X . . . X S% with a subgroup of S, in the obvious way. Let 1, be the 
principal (identically one) character of S,, and let (lM), denote the char- 
acter of S, induced by l,, i.e., 
where #kM(v) = 1 if r E S,, and 0 otherwise. The characters in { (lM), : M is 
a partition of m} were shown by Frobenius to be a basis of the vector space 
of complex valued conjugacy class functions of S,. In particular, every 
irreducible character of S, is a (unique) linear combination of the characters 
(1J”. For each A E g,, suppose 
h=E ~M,hoMr 
M 
where the summation is over the partitions of M. Then A = (u& is the 
POLYA’S COUNTING 
inverse of the matrix 
THEOREM 
B = ( bh,M) .defined by 
But 
by the Frobenius reciprocity theorem. It follows from Eq. (2) that 
223 
(3) 
(In the early combinatorial literature, the b,,, are called Kostka 
coefficients.) Since the Schur functions f: can be determined, e.g., by 
Theorem 4.2 or by Theorem 4.6, it follows that we may, in principle, 
determine the bA,M, hence the a,,A, and finally the characters A E $, . (F. D. 
Mumaghan [14, Tables 1 and 2, pp. 153-L%] has tabulated Us,, and bX,M 
for m < 8.) 
Ultimately, Frobenius was able to give formulas for the irreducible 
characters based on the following analysis: Recall 
Let r E S,. Multiply both sides by h(r) and sum on X E !l, to obtain 
Since u - ’ E S, has the same cycle structure as u, the factor in brackets is 0 if 
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(I and 7 are not conjugate. It is the reciprocal of the order of the conjugacy 
class if they are. As before, since (I and r are conjugate if and only if 
I+(U) = cj(7), 1 < i <m, it follows that 
Although this equation is not particularly easy to handle, it seems to be 
easier than (3). In any event, (4) is sufficient to determine all the irreducible 
characters of S,,,. Stanley [20] refers to it as “. . . perhaps the most profound 
result known about Schur functions.” 
Many tricks can be used to simplify the computations involved in the 
implementation of (4) to the construction of character tables. The most 
elegant of these, based on the frames of A. Young, is the so-called 
Murnaghan-Nakayama rule. 
One final comment about Eq. (4) is this: We observed in Sec. 4 that 
every symmetric polynomial is a polynomial in the power sums. But any 
polynomial in the power sums is a linear combination of items like the one 
on the left hand side of Eq. (4). It follows that every symmetric polynomial is 
a linear combination of classical Schur functions. 
6. SYMMETRY CLASSES OF TENSORS 
Let V be a complex inner product space of dimension n. Let $ V be the 
mth tensor power of V, and denote by ui @ us@ . . * C3 u,,, the decomposable 
(sometimes called pure or simple) tensor product of the indicated vectors. 
(For details, see [lo] or [ll].) To each u E S,,,, there corresponds a linear 
m 
operator P(u) on 8 V whose effect on decomposable tensors is given by 
In particular, P is a homomorphism from S,,, into the group of nonsingular 
linear operators on 6 V. It is the vehicle for connecting the (rational) 
irreducible representations of the full linear group with the representations 
of the symmetric groups. 
Let G be a subgroup of S,,,. Let h be an irreducible character of G. 
Define 
T(G,A)= $f$ 2 A(u)P(u-‘)a 
OEG 
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It follows from the orthogonality relations for characte: that T(G,X) is an 
orthogonal projection onto its range V,(G). Moreover, (8 V is the orthogo- 
nal direct sum of the symmetry classes V,(G), h E go. (These remarks reflect 
Wedderbum’s theorem for the complex group algebra of G. The operator 
T(G, A) is the image under P of the generating idempotent of the minimal 
two sided ideal to which X corresponds. For details, see [3, Sec. 331 or [7, 
P* 4831.) 
Let A be a linear operator on V. Denote by K(A) the mth Kronecker 
m 
power of A, i.e., K(A) is the linear operator on @V whose effect on 
decomposable tensors is 
K(A)u,C3u,@- + - ~v~=((Aui)‘8(Auz)@~ . . @(Au,). 
Since K(A) commutes with T(G,X), it follows that V,(G) is an invariant 
subspace of K(A). Let K,?(A) denote the restriction of K(A) to V,(G). If 
G= S,, write c(A) for K,“(A). 
EXAhtPLE 6.1. If G = S,,, and X = E, then V,( S,,,) = //“V, the mth exterior 
power of V, and G(A) is th emthcompoundofA. If G=S, andA=l, then 
V,(S,,,) is the space of completely symmetric tensors and c(A) is the mth 
induced power of A. 
We now require a decomposition of V,(G). Let a+Q(a)=(q,,(u)) be a 
representation which affords X. Let 
T,(G,Q)= $j olG9ii(a)P(a-1). 
Clearly, T(G,A)=ET,(G,Q), h w ere the summation is over i = 1,2,. . . ,h(id). 
By the Schur relations, { T,(G,Q): 1 <i < h(id)} is a set of annihilating 
idempotents. If V;(G) denotes the range of T,(G, Q), then V,(G) is the 
direct sum of V&(G), i = 1,2,. . . , X(id). [Reflected here is the decomposition 
of the minimal two sided ideal in the complex group algebra of G to which X 
corresponds into a direct sum of h(id) minimal one sided ideals. If G = S,,,, 
then Q can be chosen so that q( S,,,, Q) is a Young symmetrizer.] 
Since K(A) commutes with P(u), u E G, it follows that V;(G) is an 
invariant subspace of K(A) and, hence, of K;(A). For a fixed Q, let &A) 
denote the restriction of e(A) to V;(G). Then, in particular, A+J;(A) is a 
representation of the full linear group GL( V) of nonsingular linear operators 
on V. 
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LEMMA 6.2. The representation affnded by the restriction of @(A) to 
V;(G), A EGL( V), is equivalent to J;(A), 1 <i < A(id), i.e. the representa- 
tion A-+&!(A), AEGL(V), is equivalent to the direct sum of ]$A) with 
itself X(id) times. 
As usual, when G = S,,, we use the special notation 1; for J& 
THEOREM 6.3. Let A be a linear operator on V. Let x1, x2,. . . , x,, be the 
eigenvalues of A. Then 
trace.J;(A) = fA(xlrX2,. . . ,x,,). 
EXAMPLE 6.4. If G = S, and h = E, then e(id) = 1 and J:(A) = K(A) = 
mth compound of A. The trace of the mth compound of A is 
a,(x,,x,, . . . , x,), the elementary symmetric function of the eigenvalues of A. 
If G= S, and h= 1, then J:(A)= KA(A)=mth induced power of A, the 
trace of which is h,(xl, x2,. . .,x,,). 
One consequence of Theorem 6.3 is that the generalized Schur functions 
are characters of CL(V). It follows from Eq. (2) in Sec. 4 that A+_/;(A) is 
equivalent to a direct sum of the representations A-J:(A), A E g,,,, in which 
Ji occurs with multiplicity (x,X),. This makes the next result of special 
interest. 
THEOREM 6.5. The representation A-PI:(A) of GL(V) is irreducible, 
A E 4,. In particular, the classical Schur functions are irreducible characters 
of GL(V). 
[It is a consequence of Theorem 4.2 that Ji is identically zero when 
n <N. Obviously, such a case does not yield a representation of GL( V). We 
exclude such cases from the discussion.] 
A less dramatic consequence of Theorem 6.3 consists of a dimension 
formula for Vi(G) [and, hence, for V,(G)]. If I is the identity operator on V, 
then J:(Z) is the identity operator on V;(G). Hence, 
dimV;(G)=f;(l,l,...,l) 
=Z$(n,n,...,n) 
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where, recall, c(a) is the number of cycles, including cycles of length one, in 
the disjoint cycle factorization of 0. (Compare with Corollary 3.4.) 
EXAMPLE 6.6. Suppose u = (12.. . m) and G=(a). Let X=1. By Exam- 
ple 2.3, 
(This result was recently proved by L. J. Cummings 123. If m is prime, the 
formula becomes dimV,(G)=[n”+(m-l)n]/m. M. Marcus [lo, p. 1121 
observes that since dim V,(G) is an integer, n m + (m - 1)n ~0 (mod m), i.e., 
n”’ 3n (mod m), which, of course, is Fermat’s theorem.) 
For more information on symmetry classes of tensors, the reader might 
consult [lo] and [ll]. 
7. DISTINGUISHED PATTERNS 
In this section, we would like to complete a circuit by showing how 
techniques derived from the study of symmetry classes of tensors can be 
used to prove Polya type enumeration theorems. As it happens, the details of 
any particularly interesting applications have yet to be worked out. We must 
content ourselves with setting the stage. 
To begin, we recall that the inner product on V induces a natural inner 
product on 6V such that 
Thus, if {e,,e, ,..., e,,} is an orthonormal basis of V, then { eY@ = e,.(i) @ evcz, 
* * - @ee,+):y 
:; 
EI’,,,} is an orthonormal basis of 6V. It follows that 
= T(G,X)e,?’ : y or,,,,} spans the symmetry class V,(G). [The state of the 
art is such that no advantage would be gained by considering the refinement 
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V$ G).] Since T( G, A) is hermitian as well as idempotent, we compute 
= g x X(m) if p=ar OEG, 
0 if j3 ~a (modG), 
where G,={aEG:aa=a}. 
We draw several conclusions from this calculation: (i) Taking (Y = p and 
+r =id, we see that e,‘= 0 if and only if the principal character is not a 
component of the restriction of h to G,, i.e., if and only if 
(A&_= & x X(0)=0. 
a OEG, 
(if) Since G,, = r- ‘Car, it follows from (i) that e,* = 0 if and only if e,*, = 0 for 
all 7~ G, i.e., whether e,* is zero or not depends on the orbit, mod G, to 
which a! belongs. (iii) Let A C_ r,,,” be a system of distinct representatives for 
the orbits of I?,,,” induced by equivalence (mod G). Let 
A={y~A:(X,l)c~#0}. (6) 
Then 
V,(G)= 2 (e$:uEG) 
yeK 
where the sum is orthogonal direct. Here (eTO : u E G ) is the subspace 
spanned by {eTO:uEG}. 
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E~PLE 7.1. If G = S,, we may take A = ‘I’,,,, the set of nondecreasing 
functions from {1,2 ,..., m} into {1,2 ,..., fl}. If A=&, then A=!Pk,,,, the set 
of strictly increasing functions. Of course, if X- 1, then 3 = A. 
R. Freese [5] has proved that 
s,=dim(e$:a~G)=X(id) (h,l)+ 
[The factor h(id) reflects the fact that we are working with V,(G) instead of 
the refinement V$ G).] In p$icular, if h(id) = 1, then su = 1 for alI y EA, i.e., 
if h(id)=l, then {e,*:yEA} is a basis for V,(G). In case h(id)>l, the 
situation is not so easy. In principle, for each y E, one could choose 
yl=y,yz,...,ysrE{yo:o~G} so that {e::l<i<s,} is a basis for (eG:oE 
G). Letting 6 be the union of the sets {y,:l<i<s,}, yE& one would 
obtain a basis {e,* : y E A} for V,(G). Although it can be shown that b is 
independent of the basis, there is no known basis free construction for A. 
However, it is possible to obtain an inventory for A. Let x1,x,,. . .,x, be 
indeterminates. For each y EI,,,, define 
n 
w(u)= II Xy(t) 
t=1 
[i.e., exactly W(f,) from Sec. 21. 
THEOREM 7.2 [13]. 
Again, the factor A(id) appears because we are using the space V,(G) 
instead of the refinement V&(G). Since 
we can rewrite (7a) as 
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[When G=S,, we have G, = S,, and the coefficient of w(y) is the ap- 
propriate Kostka coefficient.] Observe that the special case h=l is Polya’s 
theorem (3.2 above). In this case, sv = 1, A = E = A, and the left hand side of 
(7b) consists of the sum of the weights of one function from each pattern. In 
full generality, (7b) is the weighted inventory of certain distinguished 
patterns. [When X(id) = 1, Theorem 7.2 was established by S. G. Williamson 
[251.1 
EXAMPLE 7.3. Returning to Example 3.5, suppose we color the vertices 
of the square, using purple, green, and blue. Consider two colorings to be 
different if one cannot be obtained from the other by a rotation or a 
reflection of the square. How many different ways of coloring the square are 
there in which opposite vertices are colored differently? Of course, we take 
G to be the same group of order 8 that was used in Example 3.5. Let h be 
the restriction of E to G, i.e., X is one on id, (12)(34), (13)(24), and (14)(23), 
and X is - 1 on (1432), (1234), (13), and (24). The inventory of those patterns 
in which opposite vertices are colored differently is 
The corresponding distinct representatives may be taken to be those shown 
in Fig. 4. An examination of Fig. 1 verifies the calculation. 
The as yet unanswered question is, why does this particular character 
distinguish these particular patterns? 
PP 
gg 
PP 
bg 
PP 
bb 
fzg 
Pb 
FIG. 4. 
gg 
bb 
bb 
Pg 
In case G = S,,,, there is a “global” way to determine the A set, i.e., a way 
which avoids testing every element of A in (6). 
THEOREM 7.4 [12]. Let h be an irreducible character of S,,, correspond- 
ing to the partition (A,, A,, . . . , AN) of m. Let Y EA. For each jE{1,2 ,..., n}, 
let o(y-l(j)) be the number of preimuges of j in {1,2,...,m}, i.e. o(y-i(j)) 
=o{iE{1,2,..., m} : y(i) = j}. Of these numbers, let m, be the largest, m, 
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the next lurgest,. . ., and m, the smallest which is still positive. Then M = 
( m,,m,,..., mk) is a partition of m, and y EX if and only if (A,, A,, . . . ,A,) 
mujokes M, i.e., 
A, >m,, 
h,+A,+A,>m,+m,+m,, 
A,+h,+*-’ +A,>m,+m,+*--*. 
The proof of this result relies on the Littlewood-Richardson rule. 
EXAMPLE 7.5. Consider the following hypothetical situation. The 
government of a large country decides to deploy m mobile missiles. For this 
purpose, a suitable portion of the country is divided into n geographical/mi- 
litary regions. The missiles assigned to each region are to be moved around 
randomly within that region. Moreover, missiles may sometimes be re- 
assigned among the regions. For security reasons, the authorities decide 
never to put more than m, missiles in any one region, never more than 
m, + m, missiles in any two regions,. . . , never more than m, + ma + . * . + m, 
missiles in any set of k regions, etc., and to use all the missiles. (In particular 
m,>m,b .. *m,>O, and m,+m,+*-. + m,= m.) Theorem 7.4 produces 
an inventory of all possible distributions of the m missiles among 
regions as follows: Take G = S,,,. Let h be the irreducible character 
corresponding to the partition (m,,m,, . . . ,rnJ, where m, >0 but 
=... =m ” =O. Then, by Theorem 7.4, 
the n 
of s, 
mk+l 
(8) 
is the inventory of all possible distributions. Although (7b) is not quite what 
we want, it is close enough. Since (Y =p (mod S,) if and only if w(o) = w(p), 
it follows that each monomial which occurs in (8) occurs once only. More- 
over, the monomials which do occur are precisely those which occur in (7b). 
Thus, to arrive at (8), we may compute fi(x,,x,, . , . , cc,) and simply ignore the 
(nonzero) coefficients. 
The author is indebted to M. Ishuq of Lava1 University and to K. R. 
Rebmun of Califmia State University, Hayward, f_n- useful conversations 
dealing with the distinguished pattern idea ancl, in purticulur, with the 
preparation of Example 7.3. 
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