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We derive a necessary and sufficient condition for the thermalization of a local observable in
a closed quantum system which offers an alternative explanation, independent of the eigenstate
thermalization hypothesis, for the thermalization process. We also show that this approach is useful
to investigate thermalization based on a finite-size scaling of numerical data. The condition follows
from an exact representation of the observable as a sum of a projection onto the local conserved
charges of the system and a projection onto the non-local ones. We show that thermalization
requires that the time average of the latter part vanishes in the thermodynamic limit while time
and statistical averages for the first part are identical. As an example, we use this thermalization
condition to analyze exact diagonalization data for a one-dimensional spin model. We find that
local correlators do thermalize in the thermodynamic limit although we find no indications that the
eigenstate thermalization hypothesis applies.
PACS numbers: 05.30.Ch,05.70.Ln,75.10.Pq
I. INTRODUCTION
Preparing a generic classical many-body system in a
typical initial configuration and letting it time evolve usu-
ally leads in the thermodynamic limit (TDL), to an equi-
libration at long times so that typical observables become
time independent. If the dynamics is ergodic, the ergodic
theorem [1–4] ensures that the time average of observables
can be replaced by an ensemble average. The ensemble
provides a probability measure ρ on phase-space which
has to be invariant under time evolution because it de-
scribes the stationary state. ρ therefore has to be a func-
tion of the conserved quantities Qj with {H,Qj} = 0,
where {., .} is the Poisson bracket and H the Hamilton
function of the system. In cases where H is the only in-
dependent conserved quantity this invariant phase-space
measure is the familiar microcanonical ensemble which
becomes equivalent to the canonical one in the TDL. In-
tegrable systems with phase-space dimension 2N , on the
other hand, have by definition N independent conserva-
tion laws making them non-ergodic and restricting the
motion in phase-space to invariant tori. Essential for
our understanding of thermalization in classical systems
is the Kolmogorov-Arnold-Moser (KAM) theorem which
describes the consequences of small integrability breaking
perturbations on a quantitative level [4, 5].
Although recent theoretical [6–11] and experimental
[12–15] studies have led to new interesting insights, no
equivalent of the KAM theorem or even a general theory,
how and under which conditions thermalization occurs
in the quantum case, exist. A particularly active field of
research has been the investigation of quenches for lattice
∗Current address: Institute de Physique Théorique, CEA/Saclay,
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models with short-range interactions [8, 9, 16–24]. In this
case the initial energy distribution will be singly-peaked
in the TDL with vanishing width [8] which is an essen-
tial prerequisite to allow for thermalization. A possi-
ble explanation for the thermalization process following a
quench is the eigenstate thermalization hypothesis (ETH)
[6–8, 25, 26] which assumes that the expectation values of
an observable in the eigenstate basis of the Hamiltonian
under which the system time evolves fluctuate little be-
tween eigenstates close in energy and can thus be directly
replaced by an ensemble average.
While fulfilling the ETH is sufficient for thermaliza-
tion for a generic quench case [27] it is not a necessary
condition. In this article we derive a necessary and suf-
ficient condition by projecting the considered local ob-
servable onto a part protected by local conservation laws
and an orthogonal part. The condition we derive shows
that thermalization can, in principle, also occur in a more
generic scenario when fluctuations between eigenstate ex-
pectation values close in energy are large.
We want to consider a closed quantum system prepared
in an initial pure state |Ψ0〉 time-evolving under a time-
independent HamiltonianH. Clearly the closed quantum
system as a whole can never thermalize because |Ψ(t)〉 =
exp(−iHt)|Ψ0〉 always remains a pure state. The ques-
tion one can ask, though, and which we consider here
is whether expectation values 〈O(t)〉 = 〈Ψ(t)|O|Ψ(t)〉 of
local observables O acting in a subsystem of an infinitely
large closed quantum system, see Fig. 1, will equilibrate
at long times with the equilibrium value 〈O(t → ∞)〉
being equal to the expectation value with respect to the
appropriate statistical ensemble. More specifically, we
will restrict our discussion to time-independent Hamilto-
nians H with short-range interactions in position space
[28].
We first consider the case of a finite dimensional
Hilbert space, e.g., a Hamiltonian acting on a finite lat-
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FIG. 1: We want to consider here local observables acting in a
subsystem of an infinitely large closed quantum system (ther-
modynamic limit). While the wave function of the full system
|Ψ(t)〉 remains a pure state, the reduced density matrix ρred(t)
for the subsystem can become thermal for t → ∞, implying
that all local observables in the subsystem thermalize.
tice. The time average of an observable O for an initial
normalized pure state |Ψ0〉 is defined by
O ≡ lim
τ→∞
1
τ
∫ τ
0
dt 〈Ψ0|eiHtOe−iHt|Ψ0〉. (1)
By using a spectral representation of the observable O
and assuming that the spectrum of H is non-degenerate
[29] we immediately obtain
O = 〈Ψ0|Odiag|Ψ0〉 =
∑
n
Onn |〈Ψ0|n〉|2︸ ︷︷ ︸
≡|c(n)|2
(2)
where Odiag =
∑
nOnnPn. Here Onn = 〈n|O|n〉 with
Pn = |n〉〈n| being the projection operator onto the eigen-
state |n〉 and H|n〉 = εn|n〉. Off-diagonal elements of O
do not contribute in statistical or time averages so that it
is sufficient in the following to consider only the diagonal
part Odiag. To study thermalization, we are interested
in the limit limt→∞ limN→∞〈O(t)〉, i.e., taking the TDL,
N → ∞, first and only then the limit t → ∞. An equi-
libration is only possible in the TDL while 〈O(t)〉 will
show revivals and recurrences in any finite system. An
important question then is if
lim
t→∞ limN→∞
〈O(t)〉 = lim
N→∞
O (3)
holds true, i.e., if the equilibrium value can be obtained
by first averaging over time and then taking the TDL.
In general this is indeed not the case and explicit coun-
terexamples for bilinear Hamiltonians such as the one-
dimensional transverse Ising model are known [30]. How-
ever, for large interacting systems one expects that 〈O(t)〉
is close to O for almost all times, i.e., that the variance
is small [31]. In this case Eq. (3) is expected to hold.
We assume in the following that this is the case as is
also tacitly assumed in most other recent thermalization
studies.
The attempt to replace the time average by an ensem-
ble average following the prescription in the classical case
immediately leads to a crucial aspect which is different
from the classical problem: All the projection operators
are conserved, [H,Pn] = 0, and the number of conserved
quantities thus always equals the Hilbert space dimen-
sion D. A density matrix ρD which yields a statistical
average equal to the time average of Eq. (2) thus appar-
ently has to be a function of all the projection operators
[32]
ρD =
D∑
n=1
|c(n)|2Pn (4)
which we can also rewrite in exponential form
ρD = exp(−
D∑
n=1
λnPn)/ZD (5)
with ZD = Tr exp(−
∑
n λnPn) and Lagrange multipli-
ers λn fulfilling the condition 〈Ψ0|Pn|Ψ0〉 = |c(n)|2 =
Tr{PnρD} = e−λn/ZD. While it is easy to check that
this ensemble indeed fulfills Tr(OρD) = O, see Eq. (2),
by construction and thus naively proves the ergodic the-
orem in the quantum case, it depends on the initial state
and fixes the microstate of the system up to phase fac-
tors which are irrelevant for the long-time dynamics. In
quantum statistical mechanics one is, however, only in-
terested in the macrostate consisting of many microstates
which cannot be distinguished by measuring local observ-
ables O [32], see also Fig. 1. While often not sufficiently
stressed, this restriction is absolutely vital. For exam-
ple, a measurement of any of the non-local projection
operators Pn yields information about the initial state,
〈Ψ0|Pn|Ψ0〉 = |c(n)|2, and can thus never be described
by a thermal ensemble.
The new important ingredient, which has to be taken
into account in the quantum case, is the distinction be-
tween local and non-local conserved charges. A local op-
erator for a lattice model is defined as Qn =
∑
j q
n
j where
qnj acts on lattice sites j, j+1, · · · , j+n only, with n finite.
In a field theory this then becomes a fully local operator
Qn =
∫
drqn(r). The number of local conserved charges
is usually finite for a generic quantum system while it
increases linearly—but not exponentially—with system
size for an integrable one-dimensional model [33, 34]. Us-
ing these definitions, we will in the following consider a
system to have thermalized if and only if, for any local
observable in the TDL,
(i) 〈O(t → ∞)〉 becomes time independent and equal
to O, and
(ii) O = 〈O〉th = Tr{Oρth} with ρth =
exp(−∑nβnQn)/Zth being the appropriate thermal den-
sity matrix including all the local conserved charges Qn
with Zth being the partition function.
Here the Lagrange parameters {βn} have to be deter-
mined by the set of equations
〈Ψ0|Qn|Ψ0〉 = Tr{Qnρth} (6)
because Qn(t) = Qn = 〈Ψ0|Qn|Ψ0〉 = const. [17]. Point
(ii) is equivalent to the statement that the reduced den-
sity matrix ρred of the considered subsystem becomes
3thermal, ρred(t → ∞) ≈ ρth [35, 36]. Note that our
definition of thermalization also includes the integrable
case where ρth as defined above is the so-called general-
ized Gibbs ensemble. This seems appropriate because the
correct statistical ensemble is obtained the same way in
both cases, namely by neglecting the non-local conserved
charges.
In the following we want to show how to get from the
trivial description of the long-time mean of any opera-
tor by the density matrix ρD in Eq. (5) to the statistical
description of the long-time mean of local operators by
ρth and derive a necessary and sufficient condition un-
der which such a description is valid. The essential ob-
servation is that we can always replace the set of non-
local conserved projection operators {P1, · · · , PD} by
{Q1, · · · ,Qf , Pf+1, · · · , PD}, where Q1, · · · ,Qf are the
f -many local conserved charges of the system, because
[H,Qi] = 0 and thus a representation Qi =
∑
nQni Pn
exists. Therefore we can write
ρD ∝ exp
− f∑
n=1
βnQn −
D∑
n=f+1
λnPn
 . (7)
Obviously, ρD → ρth by setting {λn} = {0}, i.e., by
dropping the non-local conserved charges from the den-
sity matrix.
The rest of our paper is organized as follows: In Sec. II
we explain in detail how a rewriting of the observable us-
ing the basis {Q1, · · · ,Qf , Pf+1, · · · , PD} of local and
non-local conserved charges leads to a necessary and
sufficient condition for thermalization. In Sec. III we
then investigate this condition numerically using a one-
dimensional spin model as an example. In Sec. IV we
show for the considered example that the thermalization
condition derived here is useful for a finite-size scaling
analysis. In particular, we find that the central quantity
in our thermalization condition shows a clear finite-size
scaling while the fluctuations in Onn—contrary to what
is assumed by ETH—seem to stay large. In the final
section we conclude.
II. A MAZUR-TYPE EQUALITY
To obtain a condition for thermalization on the level
of matrix elements of the considered local observable we
start from the definition of thermalization, see point (ii)
above,
0 = lim
N→∞
[
O − 〈O〉th
]
= lim
N→∞
D∑
n=1
〈OPn〉th
〈P 2n〉th︸ ︷︷ ︸
Onn
( 〈Ψ0|Pn|Ψ0〉︸ ︷︷ ︸
|c(n)|2
−〈Pn〉th︸ ︷︷ ︸
ρnnth
)
N→∞→
∫
dε O(ε)[|c(ε)|2ν(ε)︸ ︷︷ ︸
Γini(ε)
− ρth(ε)ν(ε)︸ ︷︷ ︸
Γth(ε)
] (8)
where we have used Eq. (2) with the matrix ele-
ments Onn rewritten as a thermal expectation value.
In the last line we have, furthermore, introduced a
coarse-grained description in the TDL with O(ε) =∑
ε−dε<εm<ε+dεOmm/Mε where Mε is the number of
states in the energy interval and, similarly, a thermal
energy distribution Γth(ε) and initial energy distribution
Γini(ε) both including the coarse-grained density of states
ν(ε). For details on the coarse graining see App. C. The
assumption of the ETH scenario is that Onn becomes
a smooth function of the energy εn in the TDL, i.e.,
O(ε = εn) = Onn so that a coarse graining is not re-
quired. This poses an unnecessarily restrictive condition.
We want to stress again that it is an essential prerequi-
site for thermalization that the initial energy distribution
Γini(ε) becomes sharply peaked in the TDL. Thus most
studies concentrate on the question of thermalization af-
ter a quench where this is guaranteed [8]. Since the ther-
mal distribution Γth(ε) is also sharply peaked at the same
energy in the TDL by construction, only a small energy
window will contribute to the integral in the last line of
Eq. (8).
We now derive a thermalization condition by using a
Mazur-type equality to separate Odiag into a part pro-
portional to the local conserved quantities and a part
orthogonal to this. A similar approach has been used
previously to understand the role of conserved charges
in quantum transport [37–44]. As already briefly ex-
plained in the introduction, we create a basis in oper-
ator space made up of two parts instead of using the en-
ergy eigenbasis Pn = |n〉〈n|. Firstly, we use the f many
local conserved quantities P˜n ≡ Qn for n = 1, · · · , f .
The second part of the basis is composed of D − f
many non-local operators P˜n, for n = f + 1, · · · , D such
that 〈P˜nP˜m〉th = 〈P˜ 2n〉thδnm are orthogonal. Here we
ask for orthogonality with respect to the inner product
〈· · · 〉th = Tr{· · · ρth} to obtain a thermalization con-
dition which is trivially fulfilled—as it should be, see
Eq. (6)—if the operator is a linear combination of the
local conserved charges.
To be concrete we consider the case where the sys-
tem has only a single relevant local conservation law—the
Hamiltonian itself which can be written as H =
∑
j εjPj
[45]. The thermal density matrix ρth = exp(−H/T )/Zth
is then just the usual canonical ensemble expected to
describe the system at long times in the TDL. As the
first step we choose the set of normalized operators
{H ′, P ′1, P ′2, · · · , P ′D−1} where H ′ = H/
√〈H2〉th, P ′n =
Pn/
√〈P 2n〉th with P 2n = Pn. The operator
U ′ = (H ′ − P ′D)/
√
〈(H ′ − P ′D)2〉th (9)
then defines an orthogonal transformation (a so-called
Householder reflection) for the projection operators
P˜i+1 = P
′
i − 2U ′〈U ′P ′i 〉th (10)
for i = 1, 2, · · · , D − 1 and generates the required or-
thonormal set {P˜1 ≡ H ′, P˜2, P˜3, · · · , P˜D} replacing the
4projection operators {Pn}. With the help of this new
basis in operator space we can split Odiag into a ‘local’
and a ‘non-local’ part defined as follows:
Odiag =
∑
n
OnnPn =
〈OH〉th
〈H2〉th H︸ ︷︷ ︸
Oloc
+
D∑
n=2
〈OP˜n〉th
〈P˜ 2n〉th
P˜n︸ ︷︷ ︸
Ononloc
.
(11)
Importantly, energy conservation during time evolution
demands H = 〈Ψ0|H|Ψ0〉 = 〈H〉th which fixes the tem-
perature T [8, 11, 22] and guarantees the equivalence
of the time and canonical ensemble average for the first
term, Oloc in Eq. (11), which is proportional to H. With
the help of Eqs. (2) and (11), the thermalization condi-
tion Eq. (8) can thus be rewritten as a condition for the
non-local part, Ononloc, only.
One is typically interested in expectation values of lo-
cal observables O, e.g. correlation functions, which are
not affected by an energy shift H → H−E0. In this case
we can simplify the condition on the non-local part fur-
ther by finding an energy shift such that 〈Ononloc〉th = 0.
This is always possible and the explicit expression for
E0 is given in App. A. We stress that this shift is not
essential for the following arguments but rather just sim-
plifies them. The necessary and sufficient condition for
thermalization, which is one of the main results of this
article, then reads
0 = lim
N→∞
Ononloc = lim
N→∞
D∑
n=2
〈OP˜n〉th
〈P˜ 2n〉th︸ ︷︷ ︸
O˜nn
〈Ψ0|P˜n|Ψ0〉 (12)
with matrix elements O˜nn defined with respect to the new
operator space basis. Using this basis, the condition for
thermalization now simply states that the time average of
the part of the operator that is a linear combination of the
nonlocal conserved quantities P˜2, · · · , P˜D has to vanish,
Ononloc = 0, while, by construction, Oloc ≡ 〈Oloc〉th with
Oloc being proportional to the local conserved quantity.
The thermalization condition Eq. (12) allows one to look
at fluctuations in matrix elements of the local observable
O in the subspace spanned by the non-local conserved
charges where thermalization takes place instead of us-
ing the energy eigenbasis, on which the ETH is based,
which has no direct relation to the thermalization prob-
lem at hand. Indeed, we show in Sec. III that the matrix
elements O˜nn defined in Eq. (12) show a completely dif-
ferent finite-size scaling than the matrix elements in the
energy eigenbasis Onn. This calculation can be general-
ized straightforwardly to the case where many local con-
servation laws are present and the condition Ononloc = 0
remains unchanged, see the following subsection.
A. Multiple local conservation laws
The generalization of (12) for a system with f > 1
local conservation laws, {Q1, . . .Qf}, is straightforward.
Note that this includes, in particular, also the case of
integrable lattice models where f = N local charges can
be constructed with N being the number of lattice sites.
We can still decompose the operator into a local and a
non-local part,
Odiag =
f∑
n=1
〈OP˜n〉th
〈P˜ 2n〉th
P˜n︸ ︷︷ ︸
Oloc
+
D∑
n=f+1
〈OP˜n〉th
〈P˜ 2n〉th
P˜n︸ ︷︷ ︸
Ononloc
, (13)
with {P˜n} an orthogonal basis set. Firstly for n =
1, · · · , f , P˜n ≡ Qn are the set of local conserved quanti-
ties. Secondly we have P˜n with n = f + 1, · · · , D which
are non-local operators defined such that the set {P˜n} is
an orthogonal basis. Such a set can always be constructed
explicitly.
The thermal ensemble average is now given by 〈O〉th =
Tr{Oρth} with ρth = exp(−
∑
nβnQn)/Zth, Zth =
Tr exp(−∑nβnQn). The Lagrange parameters {βn} are
determined by the set of Eqs. (6), which in turn ensures
that the time and thermal ensemble averages for Oloc are
the same by construction, i.e. Oloc ≡ 〈Oloc〉th is guar-
anteed, and the necessary and sufficient thermalization
condition still reads
lim
N→∞
Ononloc = 0 . (14)
III. FINITE-SIZE SCALING
Experiments on cold atomic gases as well as most nu-
merical studies of the thermalization problem are done
on finite systems [8, 21, 46] where a distinction between
local and non-local conservation laws, strictly speaking,
does not exist. Understanding the scaling with system
size of the local and non-local contributions to the en-
semble, Eq. (7), and the scaling of the matrix elements
O˜nn is therefore a problem of practical relevance.
So far, our discussion has been general. To test the con-
cepts we have introduced above we study in the following
a specific lattice model, the one-dimensional anisotropic
Heisenberg model,
H(∆, J2) = J
N∑
j=1
hj,j+1 + J2
N∑
j=1
hj,j+2 , (15)
hi,j =
1
2
(
S+i S
−
j + h.c.
)
+ ∆Szi S
z
j ,
where S is a spin-1/2 operator, J (J2) are the superex-
change couplings for the nearest (next-nearest) neigh-
bors, respectively, and ∆ parametrizes an exchange
5anisotropy. In the following we set J = 1, use peri-
odic boundary conditions, and study the model by ex-
act diagonalization [47] as well as by a light cone renor-
malization group (LCRG) algorithm [18] for an infinite
system [48]. Here the infinite system size is achieved by
considering transfer matrices in the effective light cone
geometry given by the forward and backward time evo-
lution, see Ref. 18 and App. D for details. The model
Eq. (15) is integrable for J2 = 0. In this case the number
of conserved local operators Qn increases linearly with
system size N . In the non-integrable case J2 6= 0, H
itself and Sztot =
∑
j S
z
j are the only conserved local op-
erators. In this paper we will only discuss the generic,
non-integrable case J2 6= 0. To guarantee that the ini-
tial energy distribution becomes sharply peaked in the
TDL, we consider a quench scenario [49, 50]. As the
initial state we choose the ground state |Ψ0(∆, J2)〉 of
the Hamiltonian Eq. (15) with parameters ∆ and J2.
We then time evolve with H(∆′, J ′2) where (∆′, J ′2) 6=
(∆, J2). Because 〈Ψ0|Sztot|Ψ0〉 ≡ 0 for zero magnetic
field the associated Lagrange multiplier is zero as well
and ρth = exp(−H/T )/Z.
A. Locality and statistical ensembles
We start by investigating the step from ρD to ρth,
Eq. (7), i.e., ignoring the contributions of the non-local
conserved charges to the statistical ensemble. More
specifically, we want to study how much keeping one of
the non-local charges in the density matrix affects the
expectation values of local operators as a function of the
system size. To do so we define an extended canonical
ensemble,
ρP˜j = exp(−βH + λjP˜j)/ZP˜j , (16)
with P˜j being a non-local conserved charge as defined in
Eq. (10), ZP˜j = Tr exp(−βH + λjP˜j), and the two pa-
rameters β and λj being determined by the conditions
H = 〈Ψ0|H|Ψ0〉 = Tr{HρP˜j} and P˜ j = 〈Ψ0|P˜j |Ψ0〉 =
Tr{P˜jρP˜j}. This extended ensemble is compared with
the canonical ensemble in Fig. 2(a,b) (data denoted by
diamonds) using P˜2 as a generic example. Indeed, we find
that the qualitative results for the finite-size scaling are
independent of which of the non-local P˜j , j = 2, · · · , D
we add in the extended ensemble Eq. (16) and consis-
tent with the following: (I) The change in the average
of a local observable caused by including an additional
non-local conservation law vanishes exponentially with
system size, i.e. |Tr{OρP˜j} − 〈O〉th| ∼ 〈O〉the−N . This
is corroborated by the excellent agreement between the
exponential fits and the diagonalization data in Fig. 2.
(II) The contribution of all non-local conserved quanti-
ties to the ensemble average of a local observable vanishes
linearly in 1/N , i.e. |O− 〈O〉th| ∼ 〈O〉th/N (see data de-
noted by circles in Fig. 2(a,b)). This follows from the
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FIG. 2: Difference of time and ensemble averages, following
a quench in an N -site system. (a) Quench with |Ψ0(5, 0.2)〉,
H(1, 0.2) and O = Si · Si+1 with (1) |O − 〈O〉th| and a fit
∼ 0.1/N , and (2) |Tr{OρP˜2}−〈O〉th|, see Eq. (16), and a fit ∼
0.02 exp(−0.14N). Symbols denote the exact diagonalization
data; lines are the fits. (b) As for (a) but with O = Si ·Si+2
and fits (1) ∼ 0.5/N , and (2) ∼ 0.1 exp(−0.14N).
fact that O ≡ Tr{OρD} and the canonical ensemble ρth
is obtained from ρD, see Eq. (7), by neglecting all non-
local conserved charges. Again, the linear fits in Fig. 2
clearly support this statement in the considered example.
From the data presented in Fig. 2 we see, however, that
for a finite system the non-local conserved quantities do
contribute, showing that the TDL is essential for a full
thermalization.
B. Locality and observables
Next, we want to study how the amount of locality
of the operator itself affects its thermalization. As an
example we consider again the quench with |Ψ0(5, 0.2)〉
and H(1, 0.2) as in Fig. 2. Numerical data for O = Si ·Sj
are shown in Fig. 3. The relative deviation
∆rel =
∣∣∣∣Si · Sj − 〈Si · Sj〉thSi · Sj
∣∣∣∣ (17)
between the time and the canonical ensemble average for
finite systems becomes larger the larger the distance is
and thus the less local O is, see Fig. 3(a). If we fix
the distance between the spin operators to N/2 as in
Fig. 3(b) then the canonical ensemble average approaches
zero with increasing N much faster than the time average
so that ∆rel → 1. The numerical results thus support a
picture of a finite subsystem which thermalizes with the
rest of the quantum system acting as an effective bath
in the TDL, as shown schematically in Fig. 1. Note that
the data in Fig. 3(a) obtained by LCRG clearly support
thermalization in the TDL within the error bars, which
stem from approximating the initial state, a discrete time
evolution, and the finite simulation time, see App. D.
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FIG. 4: Same quench as in Fig. 2, for N = 16. (a) Initial,
microcanonical and canonical energy distribution functions.
Results for (b) O = Si · Si+1 and (c) O = Si · Si+4. (b1)
and (c1) show Onn while (b2) and (c2) show O˜nn. Note the
different y-axis scale in (b2) and (c2).
C. Projection onto locally conserved charges
The initial distribution, |c(n)|2, and the microcanon-
ical and canonical ones, Γmic/can(ε), are shown in
Fig. 4(a), for the same quench considered in Figs. 2 and 3.
While the initial distribution will become singly peaked
in the TDL [8], this is clearly not the case for the system
sizes within reach of exact diagonalization. The initial
state distribution thus cannot be simply replaced by the
microcanonical ensemble. Furthermore, the matrix ele-
ments of the local operator in the energy eigenbasis of the
time evolving Hamiltonian, Onn, shown in Figs. 4(b1)
and 4(c1) for two different correlation functions, show
large fluctuations and, as shown in Sec. IV, no clear finite-
size scaling. Thus our data do not support the ETH
scenario—at least not for the considered system sizes—
yet we already see clear indications that subsystems will
thermalize in the TDL as shown in Figs. 2 and 3.
To understand these findings we return to the neces-
sary and sufficient condition for thermalization, Eq. (12),
which requires that the time average of the non-local part
vanishes. Indeed, the matrix elements O˜nn in the sub-
space spanned by the non-local conserved charges, shown
in Figs. 4(b2) and (c2), have fluctuations centered around
zero which are orders of magnitude smaller than those in
Onn. Furthermore, the fluctuations in O˜nn show a clear
finite-size scaling with O˜nn → 0 apparently exponentially
for N → ∞, see Fig. 5(a) and the discussion in Sec. IV,
while no such scaling is seen for the fluctuations in the
matrix elements Onn in the energy eigenbasis.
IV. FLUCTUATIONS IN Onn AND O˜nn AND
THE EIGENSTATE THERMALIZATION
HYPOTHESIS
According to the ETH, Onn should become a smooth
function of the eigenenergies εn in the TDL. For the sys-
tem sizes we are able to exactly diagonalize we are clearly
far from that limit and fluctuations in Onn are large, see
Fig. 4(c1). Nevertheless, we can still check how these
fluctuations scale with system size.
In order to investigate the scaling with system size we
define the average size of the fluctuations in an energy
interval:
∆O =
D∑
n=1
Γ(εn − E) |Onn − 〈Onn〉mc| . (18)
Γ(εn − E) restricts the sum to to an energy interval of
0.05 times the bandwidth W∆ = εD − ε1, and centered
on the middle of the spectrum, E = W∆/2 + ε1, with ε1
the ground state energy. I.e.
Γ(ε) =
1
Mε
(Θ [ε+ 0.05W∆]−Θ [ε− 0.05W∆]) (19)
with Θ(ε) the Heaviside function and Mε the number
of states in the energy interval. 〈Onn〉mc is the locally
defined average, in other words the microcanonical en-
semble, calculated here with the same energy window
〈Onn〉mc =
D∑
m=1
OmmΓ(εm − εn) . (20)
To compare the size of the fluctuations with the magni-
tude of the operator we define 〈O〉E =
∑
n Γ(εn−E)Onn.
We can use the same definition to study fluctuations in
O˜nn, which are the matrix elements appearing in the
thermalization condition, Eq. (12), after the basis rota-
tion, by writing
∆O˜ =
D∑
n=1
Γ(εn − E)
∣∣∣O˜nn − 〈O˜nn〉
mc
∣∣∣ (21)
7with the interval for the sum defined as for Eq. (18).
Strictly speaking
〈
O˜nn
〉
mc
is no longer the microcanoni-
cal ensemble average as n no longer labels the eigenener-
gies. Nonetheless one can define an analog and we retain
the same notation for ease of presentation.
We consider again the same quench as in Fig. 2 with
|Ψ0(5, 0.2)〉 and H(1, 0.2), and look at observables O =
Si · Sj for different |i − j|. In Fig. 5 we plot ∆O and
∆O˜ for system sizes N = 8 to 16. The absolute magni-
tude of the fluctuations of ∆O, Fig.5(b), can be several
orders of magnitude larger than their average value even
for N = 16, see Fig. 5(c). In particular, no clear-cut
scaling with system size can be seen. The relative size
of the fluctuations, defined as ∆O/〈O〉E as in Ref. 51,
even seems to increase with the system size for distances
|i− j| ≥ 2, see Fig. 5(c). We thus have to conclude that,
at least for the achievable system sizes, we do not see
any indications for Onn to become a smooth function as
assumed by the ETH, while we do already see clear in-
dications that the system will eventually thermalize, see
Figs. 2 and 3(a).
If we consider, on the other hand, the matrix elements
O˜nn in the thermalization condition, Eq. (12), we do see
a clear scaling to zero, which seems to depend exponen-
tially on the system size, see Fig. 5(a). So while the fluc-
tuations in Onn are large, the matrix elements in the ap-
propriate basis, O˜nn, are seen to rapidly decrease already
for the small system sizes considered here underlining
the usefulness of the necessary and sufficient condition
(12) to investigate thermalization by a finite-size scaling
analysis of numerical data. This condition also provides
an alternative explanation compared to the ETH of why
thermalization is independent from the initial state as
long as the initial distribution function |c(n)|2 becomes
sharply peaked in the TDL. As already noted, condition
(12) seems to depend explicitly on the initial state. How-
ever, if O˜nn ∼ e−N and 〈Ψ0|P˜n|Ψ0〉 ≈ 〈Ψ0|Pn|Ψ0〉, see
App. B, is sharply peaked in the TDL then only a lim-
ited number of terms contribute and the thermalization
condition is fulfilled independent of the exact form of the
initial distribution.
V. CONCLUSIONS
To summarize, we have looked at the question of ther-
malization in closed quantum systems from the perspec-
tive of conservation laws. Contrary to a classical system
two distinct kinds are always present: local and non-local
ones. While the diagonal ensemble ρD, Eq. (4), is a func-
tion of all local and non-local conservation laws, depends
explicitly on the initial state, and describes the time aver-
age of any observable in a finite system by construction,
the thermal ensemble ρth is a function of the local con-
served charges only. This distinction between local and
non-local charges also makes it clear why ρth is the mi-
crocanonical or canonical ensemble for generic quantum
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FIG. 5: Quench with |Ψ0(5, 0.2)〉 and H(1, 0.2). Comparison
of (a) ∆O˜, (b) ∆O, and (c) ∆O/〈O〉E for different system sizes
from N = 8 to 16. Plotted are the observables O = Si · Sj
with |i−j| = 1 (black circles), |i−j| = 2 (red squares), |i−j| =
3 (upward green triangles), |i − j| = 4 (blue diamonds), and
|i − j| = 5 (downward purple triangles). ∆O˜ shows clear
exponential scaling to zero (note the logarithmic scales).
systems while it becomes a generalized Gibbs ensemble
for integrable quantum systems which have an extensive
number of local conservation laws. Contrary to the diag-
onal ensemble, only the time averages of local observables
in the TDL can be replaced by a statistical average us-
ing ρth, i.e., only a reduced density matrix ρred for a
subsystem can fulfill limt→∞ limN→∞ ρred(t) = ρth [52]
while the density matrix for the whole system describes
a pure state at all times. Furthermore, local observables
will thermalize differently depending on how large their
overlap with the local conserved charges is. To make
this explicit, we have derived an equivalent thermaliza-
tion condition separating the observable into a projection
onto the local conserved charges, for which the time and
statistical average agree by construction, and a projec-
tion onto the non-local ones where thermalization takes
place. This thermalization condition will, in particular,
be trivially fulfilled if the observable is a linear combina-
tion of the local conserved charges.
Importantly, the condition is strict and not based on
the ETH. In particular, it explicitly shows that systems
can exist which do thermalize although the ETH does
not apply. One possible example of such a system is the
spin-1/2 system which we numerically investigated in the
second part of our paper. We find strong numerical indi-
cations that the system will thermalize in the TDL while
the fluctuations in the matrix elements Onn do not seem
to show a clear finite-size scaling as would be expected by
ETH. The fluctuations in the modified matrix elements
O˜nn, obtained by using instead an operator space basis
consisting of the local and non-local conserved charges,
do show, on the other hand, exponential scaling to zero,
strongly supporting the usefulness of the thermalization
8condition derived in this work. Furthermore, the expo-
nential scaling implies that the thermalization condition,
Eq. (12), is independent of the precise initial distribu-
tion as long as this distribution becomes sharply peaked
in the TDL. Equation (12) therefore provides a general
alternative thermalization scenario.
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Appendix A: The energy shift
We are interested in expectation values of observables
which are independent of a shift in energy. By shift-
ing the energy, H → H − E0, the projection operators
P˜n are modified because of the orthogonality condition
〈HP˜n〉 = 0. The qualitative behavior of O˜nn is, however,
not affected. A convenient, unique gauge is obtained by
demanding that 〈Ononloc〉th = 0. Focusing once again on
a system with H being the only local conserved quantity,
this is achieved by choosing
E0 =
〈OH〉th〈H〉th − 〈O〉th〈H2〉th
〈OH〉th − 〈O〉th〈H〉th , (A1)
which is the shift we have used in the text. For a system
with f > 1 local conserved quantities a similar condition
can be found.
Appendix B: Relation between the original and the
rotated basis
The relation between the old and the new operator
basis can be expressed as
P˜m+1 =
D∑
n=1
am+1n Pn (B1)
=
D∑
n=1
am+1n
√
〈Pn〉th︸ ︷︷ ︸
〈P˜m+1P ′n〉th
P ′n (m = 1, · · · , D − 1)
where P ′n = Pn/
√〈P 2n〉th are the normalized projection
operators, 〈P ′iP ′j〉th = δij and P 2n = Pn. Using the defi-
nition, Eq. (10), of the Householder reflection and some
simple algebra we find
〈P˜m+1P ′n〉th = δnm −
2εnεm
〈(H ′ − P ′D)2〉th
√〈Pn〉th√〈Pm〉th
〈H2〉th .
(B2)
While 〈( H ′ − P ′D)2〉th ∝ O(1) and 〈H2〉 ∝ O(N2), we
have 〈Pn〉th ∝ e−N so that the expansion coefficients
am+1n are sharply peaked at n = m. As a consequence,
the initial distribution is not affected by the rotation in
the TDL, i.e.,
〈Ψ0|P˜n+1|Ψ0〉 N→∞→ 〈Ψ0|P ′n|Ψ0〉 (n = 1, · · · , D − 1)
(B3)
and becomes sharply peaked in the TDL. The matrix
elements of the observable
O˜mm =
〈OP˜m〉th
〈P˜ 2m〉th
=
∑
n
Onn〈PnP˜m〉th
=
∑
n
amn 〈Pn〉thOnn (B4)
are, however, changed because they are given by sum-
ming over the exponentially many matrix elements Onn
so that the exponentially small corrections in amn , see
Eq. (B2), still matter.
Appendix C: Energy distributions and coarse
graining
In order to plot the continuum energy distributions a
coarse graining is necessary. The density of states is first
made continuous by approximating
ν(ε) ≡
∑
n
δ(ε− εn) ≈
∑
n
χW (ε− εn) , (C1)
with an envelope function:
χW (ε) =
e−ε
2/(2W 2)
√
2piW 2
. (C2)
In this paper we have used W = 10δ for N = 16, where
δ is the mean level spacing with an additional running
average. The results of these procedures for the density
of states are shown in Fig. 6. The same procedure is per-
formed for the canonical ensemble. As a check that this
is working correctly one must compare operator averages
found with these coarse grained distributions and with
the exact ones. Note that whilst a coarse graining over
a wider energy range (e.g. W = 50δ) will give the same
result for the density of states as in Fig. 6, it does not
give accurate results for the canonical ensemble. For the
microcanonical ensemble one simply broadens the delta-
function around the initial energy E = 〈Ψ0|H|Ψ0〉,
Γmic(ε) ≈ 1
Mε
(Θ(ε− E +W/2)−Θ(ε− E −W/2)) ,
(C3)
where, again, Θ(ε) is the Heaviside function and Mε is
the number of states in the energy interval.
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FIG. 6: Coarse grained density of states, ν(ε), for the Hamil-
tonian H(1, 0.2) with N = 16. The coarse graining width is
W = 10δ, where δ is the mean level spacing. Shown are the
result after coarse graining (red circles), and the result after
an additional running average (blue line).
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FIG. 7: Difference between the time dependent expectation
value after the quench considered in the main text and the
thermal expectation value, 〈Ψ0|Si ·Si+j(t)|Ψ0〉−〈Si ·Si+j〉th,
for distances j = 1, 2, 3, 4 as indicated. Inset: Behavior at the
longest simulation times in more detail.
In principle one could also attempt this procedure on
the initial distribution to calculate the time average.
However, for the system sizes we are able to consider
we find that it is not possible to smoothen the initial dis-
tribution and, at the same time, retain accurate averages
for physical quantities.
Appendix D: Light cone renormalization group
In order to show that the quench considered in Fig. 2
and Fig. 3 does indeed lead to a thermalization of the
local correlation functions at long times in the TDL we
have performed time-dependent DMRG calculations for
infinite system size. The time evolution is performed by
using a third order Trotter-Suzuki decomposition with a
time step Jδt = 0.05. In order to obtain results in the
TDL we have simulated the dynamics on a light cone
which grows with an effective velocity, set by the Trotter
time step, which is much larger than the Lieb-Robinson
velocity. Further details of the algorithm are given in
Ref. 18. The initial state and the thermalized state were
calculated using an imaginary time evolution.
In Fig. 7 we show results for 〈Ψ0|Si · Si+j(t)|Ψ0〉 −
〈Si · Si+j〉th for the quench with |Ψ0(5, 0.2)〉 and
H(1, 0.2) considered in the main paper. At the longest
times we can simulate, this difference is of order 10−3.
Due to the Trotter decomposition we expect an error
of order (δt)2 ∼ 10−3 so that the system has already
thermalized within error bars. While we could, in prin-
ciple, reduce the Trotter step δt we also see that a full
equilibration has not taken place yet so that a tighter
bound on thermalization would in addition require sub-
stantially longer simulation times which are not feasi-
ble using present day computers and algorithms. Note
that the relative deviation ∆rel shown in Fig. 3(a) is ex-
tremely sensitive to small errors because the difference
plotted in Fig. 7 is divided by the time average of the
correlator. For the longer-range correlation functions
this value becomes very small—we obtain, for example,
Si · Si+4 ≈ 0.007—thus magnifying the numerical error
in the time-dependent correlation function.
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