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Resum
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MSC: 57N60, 57N65, 57N80, 32Q.
Estudiem el nombre d’interseccio´ de subvarietats diferenciables, aplicant-
lo a demostrar els teoremes del punt fix de Lefschetz i de Poincare´-Hopf.
Estenem el nombre d’interseccio´ a cadenes singulars i classes d’homologia
usant nome´s la versio´ estratificada del teorema de transversalitat.
Amb aquesta interseccio´ en homologia, reenunciem el teorema del punt
fix de Lefschetz i tambe´ indiquem com les dues versions habituals del
teorema de Dualitat de Poincare´ s’unifiquen en una versio´ usant interseccio´
en homologia.
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1 Introduccio´
En el context de la matema`tica moderna tenim, per una banda, l’a`mbit de la
topologia diferencial, que s’ha dedicat a estudiar en profunditat la interseccio´ de
varietats, donant lloc a importants resultats com el teorema de transversalitat
i versions estratificades per poder definir transversalitat en s´ımplexs C∞. Com
a exemple, tenim la refere`ncia [3].
Per altra banda, tenim l’a`mbit de la topologia algebraica, on la interseccio´
de classes d’homologia s’amaga tot definint-la a partir del cup producte en co-
homologia (veure [2]). D’aquesta manera, es perd informacio´ donada per les
interseccions transverses (el signe de la interseccio´ per subvarietats complexes,
veure cap´ıtol 3).
L’objectiu d’aquest projecte e´s donar una definicio´ d’interseccio´ en homologia
de graus complementaris apta per a donar els dos resultats principals: el teo-
rema del punt fix de Lefschetz i el teorema de Dualitat de Poincare´. En concret,
volem mostrar com aquest darrer resultat que enllac¸a la topologia diferencial
amb la topologia algebraica.
Hem aconseguit una altra definicio´ d’interseccions de cadenes basada en la
interseccio´ de s´ımplexs C∞ amb els resultats de transversalitat del cap´ıtol 3.
Tambe´ hem presentat i demostrat el teorema del punt fix de Lefschetz en la
versio´ cla`ssica de la topologia algebraica per varietats comptant cicles, i en
la seva versio´ d’interseccio´, comptant punts d’interseccio´. Aquest compte dels
punts fixos e´s especialment eficient quan ens restringim a les aplicacions holo-
morfes entre varietats complexes, cas que estudiem amb me´s precisio´.
Finalment, donem dues presentacions habituals de la Dualitat de Poincare´:
com isomorfisme entre grups d’homologia i de cohomologia de grau complemen-
tari, i com no degeneracio´ del cup producte entre els grups de cohomologia de
graus complementaris. A me´s, indiquem com la interseccio´ en grups d’homologia
I(b, c) definida al cap´ıtol 4 me´s la relacio´ natural entre grups d’homologia i de
cohomologia discutida el en cap´ıtol 2 permet identificar tots dos enunciats, fent-
los equivalents a l’enunciat original de Poincare´
I : Hp(X;G)×Hk−p(X;G) −→ H0(X;G)
(b, c) 7→ I(b, c)
on I e´s la interseccio´ definida a partir de transversalitat al cap´ıtol 4.
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Contingut de la Memo`ria
• Cap´ıtol 2: Cohomologia i la relacio´ amb l’homologia en espais topolo`gics
i coeficients qualssevol. Destaquem el cas de coeficients en un cos de
caracter´ıstica 0.
• Cap´ıtol 3: Interseccio´ de varietats via teoremes de transversalitat i al-
gunes aplicacions com el teorema del punt fix de Lefschetz en la seva versio´
quantitativa i el cas de les varietats complexes. El teorema de Poincare´-
Hopf.
• Cap´ıtol 4: Definicio´ d’interseccio´ per cadenes singulars C∞ i classes
d’homologia aplicant els resultats d’interseccio´ de varietats del cap´ıtol 3
en la seva versio´ estratificada. Versio´ del teorema del punt fix de Lefschetz
en interseccio´ en homologia. Els dos enunciats de la dualitat de Poincare´
citats anteriorment i una indicacio´ de la seva unificacio´ via el producte
d’interseccio´ en homologia.
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2 Cohomologia
2.1 Grups abelians
Siguin A,B grups abelians, llavors Hom(A,B) tambe´ e´s un grup abelia`. Ob-
servem, doncs, que
Hom(·, B) : Grups Abelians −→ Grups Abelians
A 7→ Hom(A,B)
Observacio´. Sigui f : A −→ A′ un morfisme. Llavors f indueix
Hom(f,B) : Hom(A′, B) −→ Hom(A,B)
φ 7→ Hom(f,B)(φ) = φ ◦ f
Observacio´. Sigui 0 : A −→ A′ la funcio´ zero. Llavors Hom(0, B) = 0.
Proposicio´ 2.1. Hom(·, B) e´s un functor contravariant.
Demostracio´. E´s clar:
• Si idA : A −→ A llavors Hom(idA, B) : Hom(A,B) −→ Hom(A,B) aplica
Hom(idA, B)(f) = f ◦ id = f . Per tant Hom(idA, B) = idHom(A,B).
• Si f : A −→ A′ i g : A′ −→ A′′ llavors ∀φ ∈ Hom(A′′, B), Hom(g ◦
f,B)(φ) = φ ◦ (g ◦ f) = (φ ◦ g) ◦ f = Hom(f,B) ◦ Hom(g,B)(φ). E´s
a dir Hom(g ◦ f,B) = Hom(f,B) ◦Hom(g,B).
Proposicio´ 2.2. Sigui f : A −→ A′ isomorfisme. Llavors Hom(f,B) e´s tambe´
un isomorfisme, amb invers Hom(f−1, B). Dit d’una altra manera: el functor
Hom(·, B) envia isomorfismes a isomorfismes.
Demostracio´.
Hom(f,B) ◦Hom(f−1, B) = Hom(f−1 ◦ f,B) = Hom(idA, B) = idHom(A,B)
I de manera ana`loga Hom(f−1, B) ◦Hom(f,B) = idHom(A′,B).
Proposicio´ 2.3. El functor Hom(·, B) e´s exacte per l’esquerra.
Demostracio´. Sigui A′
f−→ A 0−→ 0 una successio´ exacta en A. Aleshores
demostrarem que la successio´
Hom(A′, B)
Hom(f,B)←− Hom(A,B) 0←− 0
e´s exacta en Hom(A,B). Equivalentment demostrarem que el morfisme
Hom(f,B) e´s injectiu.
Siguin φ, ψ ∈ Hom(A,B), φ 6= ψ. Equivalentment, ∃a ∈ A tal que φ(a) 6=
ψ(a). Com que f e´s exhaustiva, ∃a′ ∈ A′ tal que f(a′) = a. Per tant
Hom(φ,B)(f)(a′) = φ ◦ f(a′) = φ(a) 6= ψ(a) = ψ ◦ f(′a) = Hom(f,B)(ψ)(a′)
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i per tant Hom(f,B)(φ) 6= Hom(f,B)(ψ), com vol´ıem per demostrar la in-
jectivitat de Hom(f,B).
Observacio´. En general, el functor Hom(·, B) no e´s exacte per la dreta.
Exemple 2.1. La successio´ 0 −→ Z f−→ Z amb f(a) = 2a e´s exacta a Z, donat
que f e´s injectiva; en canvi
0←− Hom(Z,Z) Hom(f,Z)←− Hom(Z,Z)
no ho e´s: si φ ∈ Hom(Z,Z) amb φ(1) = 1, llavors no existeix cap ψ ∈
Hom(Z,Z) tal que φ = Hom(f,Z)(ψ) = ψ ◦ f = 2ψ.
La segu¨ent verificacio´ e´s immediata:
Proposicio´ 2.4. Hom(A⊕A′, B) ' Hom(A,B)⊕Hom(A′, B).
Proposicio´ 2.5. Sigui la successio´ 0 −→ A′ f−→ A exacta en A′ amb A '
Im(f)⊕A
/
Im(f) . Llavors, la successio´
0←− Hom(A′, B) Hom(f,B)←− Hom(A,B)
e´s exacta a Hom(A′, B). E´s a dir, en aquest cas el functor e´s exacta per la
dreta.
Demostracio´. Com A ' Im(f)⊕ A
/
Im(f) llavors A = Im(f)⊕K per a cert
subgrup K.
Considerem la successio´ 0 −→ A′ f
′
−→ Im(f) amb f ′(a) = f(a). Llavors,
aquesta tambe´ e´s exacte a A′ i f ′ e´s un isomorfisme. Aix´ı doncs, al aplicar el
functor queda la cadena:
0←− Hom(A′, B) Hom(f
′,B)←− Hom(Im(f), B)
on Hom(f ′, B) e´s un isomorfisme.
Ara provarem l’exhaustivitat de Hom(f,B). Per tot φ ∈ Hom(A′, B)
tenim Hom(f ′, B)−1(φ) = Hom((f ′)−1, B)(φ) = ψ ∈ Hom(Im(A), B). Lla-
vors, com ∀a ∈ A ∃!x ∈ Im(f) i ∃!y ∈ K tal que a = x+ y, podem estendre ψ
a ψ˜(a) = ψ˜(x+ y) = ψ(x). Llavors:
Hom(f,B)(ψ˜) = ψ˜ ◦ f = ψ ◦ f = Hom((f ′)−1, B)(φ) ◦ f = φ ◦ (f ′)−1 ◦ f = φ
La condicio´ d’escissio´ A ' Im(f)⊕A
/
Im(f) es compleix sempre sobre espais
vectorials. Aix´ı doncs:
Corol·lari. Si la successio´ 0 −→ A′ f−→ A e´s exacta i A i A′ so´n espais
vectorials i f morfisme, llavors
0←− Hom(A′, B) Hom(f,B)←− Hom(A,B)
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e´s exacta a Hom(A′, B).
Proposicio´ 2.6. Sigui la successio´ exacta curta
0 −→ A′ f−→ A g−→ A′′ −→ 0
amb A ' Im(f)⊕A
/
Ker(g) . Llavors la successio´ curta
0 ←− Hom(A′, B) Hom(f,B)←− Hom(A,B) Hom(g,B)←− Hom(A′′, B) ←− 0
e´s exacta.
Demostracio´. Per les proposicions anteriors tenim l’exactitud a Hom(A′, B) i a
Hom(A′′, B).
Com Hom(f,B) ◦ Hom(g,B) = Hom(g ◦ f,B) = Hom(0, B) = 0 tenim la
inclusio´ Im(Hom(g,B)) ⊂ Ker(Hom(f,B)).
Per veure la inclusio´ contra`ria, prenem φ ∈ Hom(A,B) tal queHom(f,B)(φ) =
0 i veiem que ∃ψ ∈ Hom(A′′, B) tal que φ = Hom(g,B)(ψ).
Observem que
0 = Hom(f,B)(φ) = φ ◦ f ⇔ Im(f) ⊂ Ker(φ)⇔ Ker(g) ⊂ Ker(φ).
Llavors podem definir el morfisme φ∗ : A
/
Ker(g) −→ B amb φ∗([a]) =
φ(a) i l’isomorfisme g∗ : A
/
Ker(g) −→ A′′. Llavors escollim ψ = φ∗ ◦ (g∗)−1
que efectivament e´s un element de Hom(A′′, B).
I efectivament Hom(g,B)(ψ) = Hom(g,B)(φ∗◦(g∗)−1) = φ∗◦(g∗)−1◦g =
φ com vol´ıem.
Corol·lari. Siguin A′′, A, i A′ grups abelians finitament generats i A′′ lliure.
Llavors la proposicio´ anterior es compleix.
Demostracio´. Com
0 −→ A′ −→ A −→ A′′ −→ 0
e´s exacta i A′′ e´s lliure, A escindeix.
2.2 Dualitat
2.2.1 Grups abelians finitament generats
En el context dels grups abelians finitament generats, podem veure els grups
com a Z-mo`duls, i per tant definir el concepte de dual d’un grup abelia` finita-
ment generat A com Hom(A,Z). Llavors el functor Hom(·,Z) es diu el functor
del pas al dual.
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D’ara endavant notarem:
• Aν := Hom(A,Z).
• Si f : A −→ A′, notarem fν := Hom(f,Z).
Proposicio´ 2.7. Sigui A = Zr ⊕ Tor(A). Llavors Aν ' Zr
Demostracio´. E´s clar que ∀ϕ ∈ Aν , ∀x ∈ Tor(A) ocorre ϕ(x) = 0. E´s a dir,
Tor(A)ν = 0. Per tant
Aν = (Zr ⊕ Tor(A))ν ' (Zr)ν ⊕ Tor(A)ν = (Zr)ν ' (Zν)r .
I Zν ' Z, donat que tot ϕ ∈ Zν queda determinat per ϕ(1).
Proposicio´ 2.8. Sigui E ' kn un espai vectorial de dimensio´ finita sobre un
cos k. Si ara el pas al dual el definim com el functor Hom(·, k), llavors Eν ' E.
Demostracio´. Sigui {v1, . . . , vn} una base de E, e´s immediat veure que els ele-
ments del dual que projecten sobre cadascun dels elements de la base so´n base
de Eν . Llavors, ambdo´s so´n espais vectorials sobre el mateix cos amb la mateixa
dimensio´.
2.2.2 Espais vectorials
Si ens restringim a la categoria dels espais vectorials ja tenim un concepte
de dualitat donada pel functor Hom(·, k) on k e´s el cos de l’espai vectorial.
Notarem aquesta nocio´ de la mateixa manera que als Z-mo`duls. En aquesta
seccio´, E i F seran espais vectorials (finits) sobre k qualsevol.
Observen que, com passa que si f : E −→ F e´s un morfisme entre espais
vectorials llavors F ' Im(f) ⊕ F
/
Im(f) , els resultats anteriors aplicats a
espais vectorials queden principalment redu¨ıts a:
Corol·lari. El functor Hom(·, F ) e´s exacte per la dreta i per l’esquerra. En
concret, el functor de pas al dual, en aquest cas Hom(·, k), e´s exacte per la dreta
i per l’esquerra.
Corol·lari. Sigui la successio´ exacta curta
0 −→ E′ f−→ E g−→ E′′ −→ 0
d’espais vectorials. Llavors la successio´ curta
0 ←− Hom(E′, F ) Hom(f,F )←− Hom(E,F ) Hom(g,F )←− Hom(E′′, F ) ←− 0
e´s exacta.
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2.3 Cohomologia
Definicio´ 2.1. Sigui (C∗, d) un complex de cadenes homolo`gic a coeficients en
grups finitament generats o be´ en espais vectorials finits. Llavors definim:
• Ck := (Ck)ν
• C∗ := (C∗)ν
• ∂k := (dk+1)ν
• ∂ := dν
i anomenem al parell (C∗, dν) complex de cocadenes.
Observacio´. (dν)
2
= 0, donat que d2 = 0.
Definicio´ 2.2. Definim tambe´:
• El grup de cocicles: Zk := Ker(dνk).
• El grup de covores: Bk := Im(dνk).
• El grup de cohomologia: Hk := Zk /Bk .
Teorema 2.9 (Teorema de la successio´ exacta llarga de cohomologia). Siguin
(C∗, d), (D∗, d), (E∗, d) complexos de cadenes tals que la successio´
0 −→ C∗ f−→ D∗ g−→ E∗ −→ 0
e´s exacta. Llavors existeix la successio´ exacta
· · · δk←− Hk(Ck) fk←− Hk(Dk) gk←− Hk(Ek) δk−1←− · · ·
anomenada successio´ exacta llarga de cohomologia, on δ e´s un morfisme de
connexio´.
Demostracio´. Donat que la successio´
0 −→ C∗ f−→ D∗ g−→ E∗ −→ 0
e´s exacta i que el grup abelia` E∗ e´s lliure, llavors la successio´
0 ←− C∗ f
ν
←− D∗ g
ν
←− E∗ ←− 0
e´s exacta. A partir d’aqu´ı la demostracio´ e´s ide`ntica a la demostracio´ del teorema
de la successio´ exacta llarga d’homologia.
2.4 Productes Cup i Cap
Per tal d’introduir els segu¨ents conceptes, suposarem d’ara endavant que el
pas al dual e´s el functor Hom(·, R), on R e´s un anell qualsevol.
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2.4.1 Producte Cup
Definicio´ 2.3. Definim el producte cup com
∪ : Ck ⊕ Cl → Ck+l
(φ, ψ) 7→ φ ∪ ψ
tal que per tot σ (k + l)-s´ımplex φ ∪ ψ(σ) = φ(σ|[0...k]) · ψ(σ|[k...k+l]), i que
s’este´n a Ck+l per linealitat.
Observacio´. E´s immediat de la definicio´ que el producte cup e´s bilineal, e´s a dir:
• 0 ∪ ψ = ψ ∪ 0 = 0
• (aφ+bφ′)∪(cψ+dψ′) = a·c·(φ∪ψ)+a·d·(φ∪ψ′)+b·c·(φ′∪ψ)+b·d·(φ′∪ψ′).
Nota. En aquesta seccio´, el s´ımbolˆsobre un ı´ndex denota l’abse`ncia d’aquest.
Observacio´. Sigui ara σ un (k + l + 1)-s´ımplex, llavors
∂(φ ∪ ψ) = (φ ∪ ψ)(dσ) =
k+l+1∑
i=0
(−1)i(φ ∪ ψ)(σ|[0...̂i...k+l+1])
=
k∑
i=0
(−1)iφ(σ|[0...̂i...k+1]) · ψ(σ|[k+1...k+l+1]) +
l+k+1∑
i=k+1
(−1)iφ(σ|[0...k]) · ψ(σ|[k...̂i...k+l+1])
sumant i restant el terme φ(σ|[0...k]) · ψ(σ|[k+1...k+l+1]) obtenim
=
k+1∑
i=0
(−1)iφ(σ|[0...̂i...k+1]) · ψ(σ|[k+1...k+l+1]) +
l+k+1∑
i=k
(−1)iφ(σ|[0...k]) · ψ(σ|[k...̂i...k+l+1])
= φ(d σ|[0...k+1]) · ψ(σ|[k+1...k+l+1]) + (−1)kφ(σ|[0...k]) · ψ(d σ|[k...k+l+1])
= (∂φ(σ|[0...k+1])) · ψ(σ|[k+1...k+l+1]) + (−1)kφ(σ|[0...k]) · (∂ψ(σ|[k...k+l+1]))
= (∂φ) ∪ ψ(σ) + (−1)kφ ∪ (∂ψ)(σ).
Per tant, estenent per linealitat s’obte´ el segu¨ent resultat.
Proposicio´ 2.10. Si φ ∈ Ck i ψ ∈ Cl llavors ∂(φ ∪ ψ) = (∂φ) ∪ ψ + (−1)kφ ∪
(∂ψ).
Corol·lari. Si φ ∈ Zk i ψ ∈ Zl llavors φ ∪ ψ ∈ Zk+l.
Corol·lari. Si φ ∈ Zk i ψ ∈ Cl−1 llavors φ ∪ (∂ψ) = ∂((−1)kφ ∪ ψ). Equiva-
lentment, si φ ∈ Zk i ψ ∈ Bl llavors φ ∪ ψ ∈ Bk+l.
Corol·lari. Si φ ∈ Ck−1 i ψ ∈ Zl llavors (∂φ)∪ψ = ∂(φ∪ψ). Equivalentment,
si φ ∈ Bk i ψ ∈ Zl llavors φ ∪ ψ ∈ Bk+l.
Corol·lari. El producte cup es pot estendre a les classes de cohomologia.
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2.4.2 Producte Cap
Definicio´ 2.4. Definim el producte cap com
∩ : Ck+l ⊕ Ck → Cl
(c, φ) 7→ c ∩ φ
tal que per tot σ (k+ l)-s´ımplex σ ∩ φ = φ(σ|[0...k]) · σ|[k...k+l], i que s’este´n
a Ck+l per linealitat.
Observacio´. E´s immediat de la definicio´ que el producte cap e´s bilineal.
Observacio´. Sigui ara σ un (k + l + 1)−s´ımplex, llavors
(dσ) ∩ ψ =
k+l+1∑
i=0
(−1)i(σ|[1...̂i...k+l+1] ∩ φ)
=
k∑
i=0
(−1)iφ(σ|[0...̂i...k+1]) · σ|[k+1...k+l+1] +
l+k+1∑
i=k+1
(−1)iφ(σ|[0...k]) · σ|[k...̂i...k+l+1]
sumant i restant el terme φ(σ|[0...k]) · σ|[k+1...k+l+1] obtenim
=
k+1∑
i=0
(−1)iφ(σ|[0...̂i...k+1]) · σ|[k+1...k+l+1] +
l+k+1∑
i=k
(−1)iφ(σ|[0...k]) · σ|[k...̂i...k+l+1]
= φ(d σ|[0...k+1]) · σ|[k+1...k+l+1] + (−1)kd(φ(σ|[0...k]) · σ|[k...k+l+1])
= ∂φ(σ|[0...k+1]) · σ|[k+1...k+l+1] + (−1)kd(φ(σ|[0...k]) · σ|[k...k+l+1])
= (∂φ) ∩ σ + (−1)kd(σ ∪ φ).
Per tant, estenent per linealitat s’obte´ el segu¨ent resultat.
Proposicio´ 2.11. Si σ ∈ Ck+l i φ ∈ Ck llavors d(σ ∩ φ) = (−1)k((dσ) ∩ φ −
σ ∩ (∂φ)).
Corol·lari. Si σ ∈ Zk+l i φ ∈ Zk llavors σ ∩ φ ∈ Zl.
Corol·lari. Si σ ∈ Zk+l i φ ∈ Ck−1 llavors σ ∩ (∂φ) = d((−1)k+1σ ∩ φ).
Equivalentment, si σ ∈ Zk+l i φ ∈ Bk llavors σ ∩ φ ∈ Bl.
Corol·lari. Si σ ∈ Ck+l+1 i φ ∈ Zk llavors (dσ)∩ φ = d((−1)kσ ∩ φ). Equiva-
lentment, si σ ∈ Bk+l i φ ∈ Zk llavors σ ∪ φ ∈ Bl.
Corol·lari. El producte cap es pot estendre a les classes de homologia i coho-
mologia.
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3 Orientacio´ i interseccio´
3.1 Orientacio´
Definicio´ 3.1. Sigui φ : U ⊂ Rn → Rn, U obert, una aplicacio´ diferenciable
amb Dφ(U) 6= 0 ∀x ∈ U . Diem que φ conserva l’orientacio´ sii det(Dφ(U)) > 0
∀x ∈ U . Ana`logament, diem que φ canvia o inverteix l’orientacio´ sii det(Dφ(U)) <
0 ∀x ∈ U .
Definicio´ 3.2. Sigui X una varietat diferenciable. Diem que X e´s orientable sii
existeix un atles on tots els canvis de cartes conserven l’orientacio´. Anomenem
varietat orientada a l’atles maximal.
Observacio´. Si X e´s orientable i arcconnexa existeix una particio´ de les cartes
de X en dues varietats orientades, +X ∪−X. Si parlem de varietats orientades
notarem X := +X.
Notem Hn = {x ∈ Rn | xn ≥ 0}. Si X e´s una varietat amb vora, igualment
podem estendre la definicio´ dient que els canvis de cartes φ : U ∩ Hn → Hn
conserven o canvien l’orientacio´ sii φ|U∩H˚n : U ∩ H˚n → Hn conserva o canvia
l’orientacio´.
Here`ncia i induccio´ d’Orientabilitat. Una varietat pot rebre o induir ori-
entabilitat a altres varietats o als seus propis espais tangents, com veurem a
continuacio´.
Recordem que un espai vectorial finit sobre R te´ exactament dues orienta-
cions, que e´s escollir una de les seves dues classes d’equivale`ncia de les bases
com a positiva. El significat de conservar o canviar l’orientacio´ dels isomor-
fismes coincideix amb la definicio´ 3.1. Si A,B,C so´n espais vectorials, A,B
orientats, C 6= {0}, direm que A ⊕ B obte´ l’orientacio´ suma escollint com a
positiva aquella classe de bases que te´ com a representant qualsevol represen-
tant positiu de A seguit de qualsevol representant positiu de B. A me´s direm
que la igualtat B ⊕ C = A orienta C escollint com a positiva la classe de les
bases de C que fan coincidir l’orientacio´ de B ⊕C amb la de A. Si C e´s ara un
espai vectorial orientat tal que A i B en so´n subespais i A+B = C, l’orientacio´
de A ∩ B queda determinada escollint com a positiva aquella orientacio´ que,
si les igualtats A′ ⊕ A ∩ B = A i A ∩ B ⊕ B′ = B orienten A′ i B′, llavors
A′ ⊕A ∩B ⊕B′ = C tenen la mateixa orientacio´.
Orientabilitat de l’espai tangent. Una varietat X orientada indueix una
orientacio´ a l’espai TxX, per qualsevol x ∈ X, definint com a base positiva la
cano`nica de qualsevol carta de X. A me´s, per l’observacio´ anterior, si X e´s
orientable i arcconnexa, TxX indueix orientacio´ a X.
Orientabilitat a la vora. La orientacio´ de les varietats amb vora defineix
una orientacio´ sobre les vores de la manera segu¨ent:
Si X e´s una varietat diferenciable orientada, l’orientacio´ de ∂X queda
determinada per aquelles cartes tals que l’orientacio´ que indueixin a Tx∂X co-
incideix amb l’orientacio´ indu¨ıda per la igualtat 〈nx〉 ⊕ Tx∂X = TxX, a tot
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x ∈ ∂X, on 〈nx〉 e´s l’espai corresponent a la direccio´ normal a Hn, orientat
escollint com a positiu el sentit que “surt“ de Hn.
Orientabilitat del producte de cartes. Si X,Y so´n dues varietats orien-
tades, indueixen una orientacio´ a X × Y pel producte de cartes.
Orientabilitat de l’antiimatge. Siguin X,Y , Z ⊂ Y so´n varietats orien-
tades, Z subvarietat i nome´s X pot tenir vora. Si f : X → Y e´s tal que f t Z
i ∂f t Z, llavors f−1(Z) e´s una varietat que hereta l’orientacio´ de la manera
segu¨ent:
Per a cada component arcconnexa K de f−1(Z) escollim un x ∈ K. Definim
Nx ∈ TxX tal que
Nx ⊕ Txf−1(Z) = TxX Txf⇒ TxfNx + TxfTxf−1(Z) = TxfTxX.
Per definicio´ de transversalitat, tenim a me´s que
TxfTxX + Tf(x)Z = Tf(x)Y.
Substituint s’obte´
Tf(x)Y = TxfNx+TxfTxf
−1(Z)+Tf(x)Z = TxfNx+Tf(x)Z = TxfNx⊕Tf(x)Z,
on l’u´ltima igualtat s’obte´ comptant dimensions. Llavors, tenint en compte
si Txf ⊕ Id conserva o canvia l’orientacio´, la segona igualtat orienta Nx. Com
ara Nx i TxX so´n espais orientats, la primera igualtat orienta Txf
−1(Z) si
Txf
−1(Z) 6= {0}. En aquest cas, Txf−1(Z) orienta tota la component arc-
connexa de f−1(Z) a la que pertany x.
Figura 1: Orientacio´ antiimatge
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Si Txf
−1(Z) = {0}, cada component arcconnexa de f−1(Z) e´s un punt a¨ıllat,
i a cada un d’aquests punts x, no podem orientar Txf
−1(Z), pero` Nx = TxX
poden tenir la mateixa o diferent orientacio´.
Definicio´ 3.3. Siguin les hipo`tesis anteriors i a me´s dim(X) + dim(Z) =
dim(Y ). Llavors f−1(Z) e´s un conjunt de punts a¨ıllats i, per tant, per a
tot x ∈ f−1(Z) tenim Txf−1(Z) = {0}. En aquest cas definim el nombre
d’interseccio´ transversal com Ix(f, Z) igual a +1 o −1 si Nx = TxX tenen la
mateixa o diferent orientacio´ respectivament.
3.2 Interseccio´
Siguin X,Y varietats, Z ⊂ Y subvarietat tancada, i sols X pot tenir vora.
Sigui f : X → Y una aplicacio´ diferenciable i tal que f t Z i ∂f t Z. Si
dim(X) + dim(Z) = dim(Y ), per dimensionalitat ha de ser que f−1(Z) e´s una
varietat de dimensio´ zero. Si a me´s X e´s una varietat compacta, f−1(Z) e´s un
conjunt finit de punts. Sota aquestes hipo`tesis podem definir:
Definicio´ 3.4. Sota les hipo`tesis anteriors definim el nombre d’interseccio´ com
I(f, Z) =
∑
x∈f−1(Z)
Ix(f, Z)
Observacio´. Si f : X → Y i −f : − X → Y , on −X e´s X amb l’orientacio´
inversa a cada component arcconnexa, llavors I(f, Z) = −I(−f, Z). De fet,
(−f)−1(Z) = −(f−1(Z)) =: −f−1(Z).
Proposicio´ 3.1. Si X = ∂W amb W varietat diferenciable compacta i ori-
entable, i F : W → Y una extensio´ de f tal que F t Z, llavors
∂
(
F−1(Z)
)
= (−1)codim(Z,Y ) (∂F )−1 (Z) = (−1)codim(Z,Y )f−1(Z).
Demostracio´. Per a cada component arcconnexa escollim un punt x ∈ ∂F−1(Z) ⊂
F−1(Z).
Llavors F−1(Z) a la component arcconnexa te´ l’orientacio´ indu¨ıda per la
igualtat Nx⊕TxF−1(Z) = TxW . Per tant Nx⊕〈nx〉⊕TxF−1(Z) = 〈nx〉⊕TxX
tenen la mateixa orientacio´. Com que dim(Nx) = codim(Z, Y ), tenim que
〈nx〉⊕Nx⊕TxF−1(Z) = (−1)codim(Z,Y ) (〈nx〉 ⊕ TxX) = 〈nx〉⊕(−1)codim(Z,Y )TxX
tenen la mateixa orientacio´. E´s immediat que
Nx ⊕ TxF−1(Z) = (−1)codim(Z,Y )TxX
tenen la mateixa orientacio´.
Com que Nx e´s el mateix espai orientat que l’ana`leg en el proce´s d’orientacio´
de (−1)codim(Z,Y )f , ha de ser que en aquesta component arcconnexa ∂ (F−1(Z)) =
(−1)codim(Z,Y ) (∂F )−1 (Z).
Com que codim(Z, Y ) no depe`n de la component arcconnexa, la igualtat e´s
va`lida a tot f−1(Z).
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Proposicio´ 3.2. Sota les hipo`tesis d’interseccio´, si X = ∂W amb W compacte
i tal que f es pugui estendre a W . Llavors I(f, Z) = 0.
Demostracio´. Pel lema d’extensio´, podem trobar una extensio´ F tal que F t Z.
Aplicant el lema anterior tenim que
I(f, Z) =
∑
x∈f−1(Z)
Ix(f, Z) =
∑
x∈f−1(Z)
orientacio(x) = (−1)dim(X)
∑
x∈∂F−1(Z)
orientacio(x).
I aquest u´ltim terme e´s zero, doncs F−1(Z) e´s una varietat compacte 1−dimensional,
i totes les varietats compactes 1−dimensionals so´n unions disjuntes finites de
S1 i de I = [0, 1]. La suma de les orientacions a la vora d’aquestes s’anul·la, i
aix´ı resulta la igualtat.
Corol·lari. El nombre d’interseccio´ e´s invariant per homotopia sobre varietats
X sense vora.
Demostracio´. Sigui F : X × I → Y l’homotopia, aplicant el resultat anterior a
la varietat ∂(X × I), ha de ser que la difere`ncia del nombre d’interseccio´ de les
dues funcions homo`topes ha de ser zero.
Observacio´. Gra`cies a aquest resultat podem estendre la definicio´ de nombre
d’interseccio´ a aplicacions homo`topes a aplicacions transversals, que pel teorema
de l’homotopia transversal (veure ape`ndix), so´n totes. Aix´ı doncs, la definicio´
s’este´n a qualsevol aplicacio´ regular.
Definicio´ 3.5. Siguin X,Y Z ⊂ Y varietats orientades sense vora i g : X →
Y una funcio´ no necessa`riament transversal. Estenem la definicio´ de nombre
d’interseccio´ a I(g, Z) := I(f, Z), on f e´s qualsevol funcio´ homo`topa a g.
Proposicio´ 3.3. La definicio´ anterior esta` ben definida.
Demostracio´. El teorema de l’homotopia transversal ens assegura que existeix
una f que compleix les hipo`tesis de transversalitat i a me´s homo`topa a g, i
el corol·lari anterior ens assegura que el resultat no depe`n de la tria d’aquesta
f .
Definicio´ 3.6. Siguin X,Y varietats sense vora, Y arcconexa i dim(X) =
dim(Y ). Llavors definim el grau de l’aplicacio´
deg(f) := I(f, {y}) on y ∈ Y e´s un punt qualsevol.
Observacio´. La definicio´ anterior esta` ben definida, donat que l’arcconexio´ de
Y permet definir una homotopia de f de manera que y vagi a parar a qualsevol
altre valor y′.
Observacio´. En el cas que X ⊂ Y notarem I(X,Z) := I(idX , Z).
A me´s, en el cas que X,Z ⊂ Y siguin ambdo´s compactes i tancats, podem
definir tambe´ I(Z,X). Observem que en aquest cas I(X,Z) = (−1)dim(X)dim(Z)I(Z,X).
Definicio´ 3.7. Definim la caracter´ıstica d’Euler d’una varietat compacta ori-
entable sense vora X com
χ(X) = I(∆,∆) a X ×X
on ∆ e´s la diagonal de X.
17
Remarca. Amb els resultats que veurem me´s endavant e´s fa`cil, encara que la-
borio´s, veure que aquesta definicio´ de la caracter´ıstica d’Euler coincideix amb
la definicio´ topolo`gica. Tot i aixo`, no veurem la prova perque` es surt de l’a`mbit
del projecte.
Observacio´. Com dim(∆) = dim(X), per l’observacio´ anterior tenim que si
dim(X) e´s senar, χ(X) = 0.
Definicio´ 3.8. Sigui X una varietat orientable i compacta i f : X → X.
Definim el nombre de Lefschetz global com L(f) = I(∆, graph(f)) a X × X.
A me´s, diem que una aplicacio´ e´s Lefschetz sii ∆ t graph(f) a X ×X.
Definicio´ 3.9. Si una aplicacio´ f : X → X e´s Lefschetz, definim el nombre de
Lefschetz transversal com Lx(f) := Ix(id∆, graph(f)) a x ∈ ∆ ∩ graph(f).
Observacio´. Per definicio´, si f e´s Lefschetz, L(f) =
∑
x∈∆∩graph(f) Lx(f).
Teorema 3.4. (Teorema del punt fix de Lefschetz)
Sigui X una varietat orientable i compacta i f : X → X una aplicacio´ difer-
enciable. Llavors, si L(f) 6= 0 f te´ algun punt fix.
Demostracio´. Si 0 6= L(f) = ∑x∈∆∪graph(f) Lx(f) ha de ser que ∆∩graph(f) 6=
∅.
Corol·lari. Es compleix:
i) Si graph(f) t ∆ i |L(f)| = m ≥, llavors f te´ almenys m punts fixos.
ii) Si f e´s homo`topa a la identitat, L(f) = χ(X). En concret, si χ(X) 6= 0,
f te´ algun punt fix.
3.3 Varietats complexes
Definicio´ 3.10. Sigui un espai topolo`gic M . Una carta complexa k-dimensional
e´s un parell (U, φ) on U ⊂M e´s un obert i φ : U → φ(U) e´s un homeomorfisme.
Definicio´ 3.11. Un atles complex es un conjunt de cartes complexes d’un espai
topolo`gic M {(Uα, φα)}α∈I tal que ∀x ∈ M ∃α ∈ I tal que x ∈ Uα i tal que
∀α, β ∈ I es te´ que φβ ◦ φ−1α : φ−1α (Uα ∩ Uβ) → φβ(Uα ∩ Uβ) e´s una funcio´
holomorfa.
Definicio´ 3.12. Una varietat complexa e´s un atles complex maximal.
Proposicio´ 3.5. Tota varietat complexa k-dimensional es pot veure com una
varietat llisa 2k−dimensional real. Aixo` e´s, si {(Uα, φα)}α∈I e´s un atles com-
plex, {(Uα, (⊕
k
Ψ) ◦ φα)}α∈I e´s un atles C∞, on Ψ: C→ R2 e´s
Ψ(w) = (Re(w), Im(w)).
Demostracio´. Com els canvis φβ ◦φ−1α so´n holomorfs, (⊕
k
Ψ) ◦φβ ◦φ−1α ◦ (⊕
k
Ψ−1)
e´s un difeomorfisme, donat que component a component tenim una funcio´
f : R2n → R2 C∞.
Proposicio´ 3.6. Tota aplicacio´ holomorfa entre varietats complexes es pot
veure com una aplicacio´ C∞ entre les varietats reals corresponents.
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Demostracio´. Ana`loga a la demostracio´ anterior.
Definicio´ 3.13. L’espai tangent real a M en p TR,p(M) e´s l’espai tangent de
M en p vist com a varietat 2k−dimensional real.
Definicio´ 3.14. L’aplicacio´ tangent real de f en p TR,pf e´s l’aplicacio´ tangent
de f en p vista com aplicacio´ tangent entre varietats reals.
Per continuar amb resultats sobre varietats complexes, hem de donar abans
alguns resultats sobre teoria de cossos, i per aixo` introdu¨ım la segu¨ent seccio´.
3.3.1 Una mica d’a`lgebra
Definicio´ 3.15. Sigui E/k una extensio´ de Galois. Llavors definim la norma
de α en E sobre k com
NE/k(α) =
∏
σ∈Aut(E/k)
σ(α).
Proposicio´ 3.7. Sigui E/k extensio´ de Galois. Llavors ∀α ∈ E NE/k(α) ∈ k.
Demostracio´. Per a tot τ ∈ Aut(E/k) es te´ que
τ(NE/k(α)) = τ
 ∏
σ∈Aut(E/k)
σ(α)
 = ∏
σ∈Aut(E/k)
τ◦σ(α) =
∏
σ∈Aut(E/k)
σ(α) = NE/k(α).
I per tant, com l’extensio´ e´s de Galois, NE/k(α) ∈ k.
Observacio´. Si l’extensio´ no e´s normal el resultat no e´s cert en general. Un
exemple:
L’extensio´ Q( 3
√
2)/Q no e´s normal, donat que les arrels complexes del poli-
nomi irreductible, x3 − 2, no hi so´n al cos Q( 3√2). Per aquest motiu tenim que
l’u´nic k−automorfisme possible e´s la identitat. Aix´ı doncs, NE/k( 3
√
2) = 3
√
2 /∈
Q.
Proposicio´ 3.8. Sigui E/k una extensio´ de Galois. Si α ∈ k, llavors
NE/k(α) = α
[E:k].
Demostracio´.
NE/k(α) =
∏
σ∈Aut(E/k)
σ(α) =
∏
σ∈Aut(E/k)
α = α#Aut(E/k) = α[E:k].
Proposicio´ 3.9. Siguin E/F/k extensions de Galois i α ∈ F . Llavors
NE/k(α) = NE/F ◦NF/k(α) = NF/k(α)[E:F ].
Demostracio´. La segona igualtat e´s directa amb les dues proposicions anteriors.
Demostrem la primera:
Com les dues extensions so´n de Galois, tenim que Aut(E/F ) C Aut(E/k).
Sigui A un sistema de representants de les classes de Aut(E/k)
/
Aut(E/F ) .
Llavors es compleix que:
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i) Aut(E/k) = Aut(E/F )A. A me´s, cada element de Aut(E/k) te´ una
expressio´ u´nica en aquesta forma.
ii) {σ|F |σ ∈ A} = Aut(F/k).
i) La inclusio´ ⊇ e´s clara. La inclusio´ ⊆ e´s deguda a que tot element esta` en
alguna classe lateral per la dreta. La unicitat de expressio´ s’obte´ per cardinalitat.
ii) L’aplicacio´
·|F : A −→ Aut(F/k)
σ → σ|F
e´s bijectiva.
injectivitat Si [σ1] 6= [σ2], on σ1, σ2 ∈ A, es directe que ∃τ /∈ Aut(E/F ) tal
que σ1 = τ ◦ σ2. Per tant σ1|F 6= σ2|F .
exhaustivitat Sigui σ ∈ Aut(F/k). Llavors σ e´s una K−immersio´ en F¯ =
E¯. Llavors σ te´ una extensio´ σ˜ a E. Per la normalitat de l’extensio´ E/k,
tenim que σ˜|E ∈ Aut(E/k). Sigui τ ∈ A el representant de la seva classe a
Aut(E/k)
/
Aut(E/F ) , llavors τ |F = σ˜|F = σ.
Llavors, per i) i per ii) tenim que
NE/k(α) =
∏
σ∈Aut(E/k)
σ(α)
i)
=
∏
σ∈Aut(E/F )τ∈A
σ ◦ τ(α) =
∏
σ∈Aut(E/F )
σ
( ∏
τ∈A
τ(α)
)
ii)
=
∏
σ∈Aut(E/F )
σ
( ∏
τ∈Aut(F/k)
τ(α)
)
=
∏
σ∈Aut(E/F )
σ
(
NF/k(α)
)
= NE/F (NF/k(α)),
demostrant aix´ı el resultat.
Proposicio´ 3.10. Sigui k(α)/k una extensio´ de Galois. Si xn + an−1xn−1 +
· · ·+ a1x+ a0 e´s el polinomi irreductible de α en k, llavors Nk(α)/k = (−1)na0.
Demostracio´. Siguin α = α1, . . . , αn les arrels del polinomi irreductible al cos de
descomposicio´, llavors per la separabilitat so´n totes diferents i per la normalitat
totes pertanyen a l’extensio´. A me´s, el producte e´s exactament (−1)na0. Tambe´
per ser una extensio´ de Galois es te´ que
Nk(α)/k(α) =
∏
σ∈Aut(k(α)/k)
σ(α) =
n∏
i=1
αi = (−1)na0.
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Proposicio´ 3.11. Sigui E/k una extensio´ de Galois i α ∈ E. Llavors l’aplicacio´
fα : E → E amb fα(β) = αβ e´s una aplicacio´ k−lineal amb determinant
detk(fα) = NE/k(α).
Demostracio´. E´s clar que fα e´s una aplicacio´ k−lineal.
Sigui el cos intermig k(α), llavors {1, α, . . . , αn−1} e´s una base. En aquesta
base, l’aplicacio´ restringida a aquest cos te´ matriu
A =

0 −a0
1
. . . −a1
. . . 0
...
1 −an−1

i per tant el determinant e´s (−1)na0.
Sigui {v1, . . . , vm} una base de E sobre k(α), on m = [E : k(α)]. Lla-
vors {v1, αv1, . . . , αn−1v1, v2, αv2, . . . , αn−1v2, . . . , vm, αvm, . . . , αn−1vm} e´s una
base de E sobre k. En aquesta base l’aplicacio´ fα te´ matriu A . . .
A

que te´ determinant ((−1)na0)m. Per les proposicions anteriors tenim llavors
que
detk(fα) = ((−1)na0)[E:k] = Nk(α)/k(α)[E:k(α)] = NE/k(α).
Proposicio´ 3.12. Sigui E/k una extensio´ de Galois i A : En → En una
aplicacio´ lineal diagonalitzable. Llavors A tambe´ e´s una aplicacio´ lineal sobre
kn·[E:k] i detk(A) = NE/k(DetE(A)).
Demostracio´. Es veu clar que A e´s una aplicacio´ lineal sobre kn·[E:k] escollint
una base de En i de k i comprovant la independe`ncia i com hi actua A.
Com A e´s diagonalitzable descompon en A =
n⊕
i=1
λi sobre els espais E =
n⊕
i=1
Ker(A − λiId), que so´n isomorfs a E. Per tant, el determinant descompon en
producte de determinants, obtenint pel resultat anterior que
detk(A) =
n∏
i=1
detk(λi) =
n∏
i=1
NE/k(λi) = NE/k
(
n∏
i=1
λi
)
= NE/k(DetE(A)).
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Retornant als resultats de varietats complexes:
Proposicio´ 3.13. Sigui A : Ck → Ck una aplicacio´ lineal. Llavors detR(A) =
‖detC(A)‖2.
Demostracio´. Observem que NC/R(x+ iy) = x
2 + y2 = ‖x+ iy‖2. Llavors si A
diagonalitza, tenim que
detR(A) = ‖detC(A)‖2.
Pero` a la topologia usual dels endomorfismes sobre R2k, els endomorfismes
diagonalitzables formen un obert dens i l’operador
‖detC(·)‖2 : {(⊕
k
Ψ) ◦A ◦ (⊕
k
Ψ−1)|A ∈ L(C,C)} → R
e´s un operador continu. Per tant, el conjunt {A|detR(A) = ‖detC(A)‖} ⊂
{(⊕
k
Ψ) ◦A ◦ (⊕
k
Ψ−1)|A ∈ L(C,C)} e´s un tancat que conte´ un obert dens.
Aix´ı doncs, ha de ser que {A|detR(A) = ‖detC(A)‖} = {(⊕
k
Ψ)◦A◦(⊕
k
Ψ−1)|A ∈
L(C,C)}, i per tant, per a qualsevol A tenim que
detR(A) = ‖detC(A)‖2.
Corol·lari. detR(TR,pf) ≥ 0.
Corol·lari. Tots els canvis de carta complexos vistos com a canvis de carta
reals so´n positius. Per tant, una varietat complexa vista com una varietat real
e´s orientable.
Definicio´ 3.16. SiguiM una varietat complexa k−dimensional. Llavors l’orientacio´
complexa indu¨ıda sobre M vista com a varietat real 2k−dimensional e´s aquella
que defineix com a positiva les cartes reals (⊕
k
Ψ) ◦ φ, on φ e´s qualsevol carta
complexa.
Definicio´ 3.17. Sigui M una varietat complexa K−dimensional. Diem que
Z ∈ M e´s una subvarietat complexa l−dimensional sii per tot x ∈ Z existeix
una carta de M (U, φ) tal que φ|Z (U ∩ Z) = φ(U) ∩
(
Cl × {0}k−l).
Proposicio´ 3.14. Sigui M una varietat complexa k−dimensional i Z ⊂M una
subvarietat real Cr amb r ≥ 1 de dimensio´ real 2l. Si per tot x ∈ Z TxZ e´s un
subespai complex de TxM , llavors Z e´s una subvarietat complexa.
Demostracio´. La prova es pot trobar a [1].
Corol·lari. Siguin X,Y varietats complexes, f : X → Y una aplicacio´ holo-
morfa i Z ⊂ Y una subvarietat complexa. Si f−1(Z) ⊂ X e´s una subvarietat
real (o equivalentment, f t Z en sentit real) llavors f−1(Z) ⊂ X e´s una subva-
rietat complexa.
Demostracio´. Si f−1(Z) e´s una subvarietat, TxZ ha de ser C-lineal per a tot
x ∈ f−1(Z).
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Proposicio´ 3.15. Siguin X,Y varietats complexes, f : X → Y una aplicacio´
holomorfa i Z ⊂ Y una subvarietat complexa. Sigui f t Z en sentit real.
Llavors l’orientacio´ indu¨ıda per l’antiimatge i l’orientacio´ complexa de f−1(Z)R
coincideixen.
Demostracio´. L’orientacio´ indu¨ıda per l’antiimatge e´s aquella que fa que la
igualtat
TR,f(x)Y = TxfNx ⊕ TR,f(x)Z
tingui la mateixa orientacio´, on Nx e´s l’espai tal que
TR,xX = Nx ⊕ TR,xf−1(Z).
Com tots aquests espais so´n de fet C−lineals i com f mante´ l’orientacio´, pre-
nent l’orientacio´ complexa indu¨ıda de tots ells, ambdo´s igualtats mantenen
l’orientacio´.
Corol·lari. Siguin X,Y i Z ⊂ Y varietats complexes amb f : X → Y holo-
morfa. Suposem, a me´s, que dim(X) + dim(Z) = dim(Y ) i que f t Z en
sentit real. Llavors, des de el punt de vista real, per tot x ∈ f−1(Z) es te´ que
Ix(f, Z) = 1.
Corol·lari. En concret, si f e´s Lefschetz, tots els nombres de Lefschetz transver-
sals so´n positius, e´s a dir, so´n 1.
Tots els resultats que hem introdu¨ıt en aquesta subseccio´ estan destinats a
obtenir de forma trivial el segu¨ent resultat i els corol·laris que se’n deriven.
Aquest e´s un cas particular del teorema de Lefschetz: el cas sobre varietats
i aplicacions complexes, que e´s el cas on el teorema te´ me´s forc¸a, arribant a
determinar una cota superior dels punts fixos o fins i tot el nombre exacte en el
cas de transversalitat.
Teorema 3.16. Teorema del punt fix Lefschetz en el cas complex. Sigui X
una varietat complexa compacta i f : X → X una funcio´ holomorfa Lefschetz.
Llavors f te´ punts fixos si, i nome´s si, Lx(f) 6= 0.
Corol·lari. Sota les hipo`tesis anteriors, es compleix:
i) Si f te´ exactament L(f) punts fixos.
ii) Si f e´s homo`topa a la identitat f te´ exactament χ(X) punts fixos.
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3.4 Me´s resultats d’Interseccio´
Tot el potencial de la teoria d’interseccio´ que ha fet immediat el teorema del
punt fix Lefschetz no acaba ni molt menys aqu´ı. Com a exemple, aquesta seccio´
esta` dedicada a continuar-la fins arribar al teorema de Poincare´-Hopf.
Proposicio´ 3.17. Sigui x un punt fix a¨ıllat i U un entorn que no contingui
cap altre punt fix de f : X → X. Llavors existeix una homotopia entre f i una
funcio´ g tal que g = f fora d’algun compacte de U i g nome´s tingui punts fixos
transversals.
Demostracio´. Prenent una carta de x qualsevol, el problema es trasllada a una
aplicacio´ f˜ : U˜ ⊂ Rk → Rk. Abusarem de notacio´ i la mantindrem a les cartes.
Sigui K ⊂ U compacte, existeix ρ : Rk → [0, 1] llisa tal que a un entorn obert
V ⊂ K de x valgui 1 i fora de K valgui zero.
Donat que x ∈ V e´s l’u´nic punt fix a U , min
x∈K−V
‖f(x)− x‖ > 0. Prenem
0 < r < min
x∈K−V
‖f(x)− x‖ > 0.
Pel teorema de Sard f |V − IdV te´ valors regulars tan a prop com vulguem
de X. Escollim un, diguem-li y, tal que y ∈ Br(x). Llavors definim l’homotopia
F (x, t) = f(x) + tρ(x)(y − x) i g(x) := F (x, 1).
Llavors F (x, t) no te´ punts fixos a K − V , donat que
∀x ∈ K − V ‖F (x, t)− x‖ = ‖f(x)− tρ(x)(y − x)− x‖
≥ ‖f(x)− x‖ − tρ(x) ‖y − x‖ ≥ ‖f(x)− x‖ − r
> ‖f(x)− x‖ − min
x∈K−V
‖f(x)− x‖ ≥ 0
En concret, g no te´ punts fixos fora de K − V .
Llavors, com Dg = Df a V i {x ∈ V |g(x) = x} = {x ∈ V |f(x) = y} tots els
punts fixos de g a U so´n transversals.
Definicio´ 3.18. Sigui f : X → X amb x ∈ X un punt fix a¨ıllat i g la funcio´ de
la proposicio´ anterior per a qualsevol entorn U que no contingui cap altre punt
fix. Llavors definim el nombre de Lefschetz local com
Lx(f) :=
∑
g|U (z)=z
Lz(g|U ).
Definicio´ 3.19. Sigui f : X → X i x ∈ X un punt fix a¨ıllat, redefinim el nombre
de Lefschetz local com
Lx(f) = deg(F ),
on, sigui φ una carta, B una bola oberta prou petita centrada en φ(x) que
no contingui cap altre punt fix i F : ∂B → Sk−1, amb F (z) = f˜(z)−z‖f˜(z)−z‖ on
k = dim(X) i f˜ l’aplicacio´ a les cartes.
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Proposicio´ 3.18. En la definicio´ anterior:
i) F esta` ben definida.
ii) Lx(f) no depe`n de l’eleccio´ de la bola B.
iii) Lx(f) no depe`n de l’eleccio´ de la carta φ.
Demostracio´. i) Com que x e´s un punt fix a¨ıllat, en un entorn prou proper
a φ(x) tenim que ‖f˜ − z‖ > 0, de manera que F (z) = f˜(z)−z‖f˜(z)−z‖ esta` ben
definida.
ii) Sigui B′ una altra bola oberta prou petita centrada en φ(x) que no contin-
gui cap altre punt fix. Suposem B ⊂ B′. Llavors ∂
(
B
′ −B
)
= ∂B′−∂B
i F : ∂B′−∂B → Sk−1 amb F (z) = f˜(z)−z‖f˜(z)−z‖ es pot estendre a B′−int(B).
Per la proposicio´ 3.2, I(F, {y}) = 0 per a qualsevol y ∈ Sk−1. Lla-
vors I(F |∂B′ , {y}) = I(F |∂B , {y}), que per definicio´, equival a dir que
deg(F |∂B′) = deg(F |∂B).
iii) Sigui A la matriu de canvi de base a l’espai tangent en x entre dues
cartes amb la mateixa orientacio´. Llavors ATφ(x)f˜A
−1− Id = A(Tφ(x)f˜ −
Id)A−1 mante´ l’orientacio´. Com el valor de deg(F ) depe`n u´nicament de
ATφ(x)f˜A
−1 − Id i de la seva orientacio´, aquest e´s invariant per cartes.
Proposicio´ 3.19. Les dues definicions del nombre de Lefschetz local so´n equiv-
alents en el cas d’un punt fix de Lefschetz.
Demostracio´. Com les dues definicions so´n invariants per cartes locals, pren-
drem qualsevol carta tal que el punt fix sigui el zero, treballant aix´ı a Rk. Per
tant, f sera` la funcio´ en aquesta carta.
Segons la primera definicio´
L0(f) := I0(∆, graph(f)) = ±1
segons si T0graph(Id) ⊕ T0graph(f) = T0(X × X) mante´ o inverteix ori-
entacio´. Prenent base cano`nica, la igualtat queda
〈(ei, ei)〉i ⊕ 〈(ei, T0fei)〉i = 〈(ei, 0)〉i ⊕ 〈(0, ei)〉i
que mante´ orientacio´ sii
〈(ei, ei)〉i ⊕ 〈(0, T0fei − ei)〉i = 〈(ei, ei)〉i ⊕ 〈(0, ei)〉i
o equivalentment
T0(f − Id) = 〈T0fei − ei〉i ∼= 〈(0, T0fei − ei)〉i = 〈(0, ei)〉i ∼= T0X
mante´ orientacio´. Dit d’una altre manera
L0(f) := I0(∆, graph(f)) = ±1
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segons si T0f − Id conserva o canvia l’orientacio´.
Segons la segona definicio´:
L0(f) = deg(F ) = I0(F, {y}) per a y ∈ Sk−1 qualsevol,
on F = f(z)−z‖f(z)−z‖ definida a la vora de qualsevol bola prou petita centrada a
0. Per altra banda, en un entorn del zero tenim que
f(z)− z = (T0f − Id)z + ξ amb ξ‖z‖ → 0 quan z → 0.
Llavors, en aquest entorn podem definir
F (x, t) = (T0f − Id)z + tξ.
Sigui c := min
‖z‖=1
‖(T0f − Id)(z)‖ > 0, prenem r tal que ∀z ∈ Br(0) c > ‖ξ‖‖z‖ .
Llavors, ∀t ∈ I = [0, 1] tenim
‖F (x, t)‖ = ‖(T0f − Id)z + tξ‖ ≥ c‖z‖ − ‖ξ‖ > 0.
A continuacio´ apliquem un resultat d’a`lgebra lineal:
Proposicio´ 3.20. Sigui GL(n,R) amb la topologia de Rn2 . Llavors, {A ∈
GL(n,R)|det(A) > 0} i {A ∈ GL(n,R)|det(A) < 0} so´n les u´niques components
arcconnexes.
Demostracio´. Provarem que si A ∈ {A ∈ GL(n,R)|det(A) > 0} existeix un
camı´ a la identitat i si A ∈ {A ∈ GL(n,R)|det(A) < 0} existeix un camı´ cap a
qualsevol reflexio´.
En la base escaient, A e´s de la forma
A =

λ1 a1,2 · · · a1,k
0
. . .
. . .
...
...
. . . ak−1,k
0 · · · 0 λk
 amb λi 6= 0.
Llavors, en aquesta base, definim
F (z, t) =

(1− t)λ1 + t · sgn(λ1) (1− t)a1,2 · · · (1− t)a1,k
0
. . .
. . .
...
...
. . . (1− t)ak−1,k
0 · · · 0 (1− t)λk + t · sgn(λk)
 z
Com (1 − t)λi + t · sgn(λi) 6= 0 ∀t ∈ I = [0, 1], F (z, t) e´s bijectiva, i per
continu¨ıtat, mante´ el signe del determinant. Queda
F (z, 0) = A(z) F (z, 1) =
 sgn(λ1) 0. . .
0 sgn(λk)
 z.
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Ara, per cada parell i, j tal que sgn(λi) = sgn(λj) = −1 amb, per exemple,
i < j, definim el gir
G(z, t) =

sgn(λl<i)
−cos(pit) 0 . . . 0 −sin(pit)
sgn(λi<l<j)
−sin(pit) 0 . . . 0 −cos(pit)
sgn(λl>j)
 z.
D’aquesta manera tenim que
F (z, 1) = G(z, 0), G(z, 1) =

sgn(λl<i)
−sgn(λi)
sgn(λi<l<j)
−sgn(λj)
sgn(λl>j)
 z.
On el determinant es mante´ per tot t ∈ I = [0, 1]. Llavors podem composar
F amb G de manera que obtenim una nova homotopia que no canvia el signe
del determinant ni l’anul·la a cap t. Repetint el proce´s per a cada parell de
−1’s obtenim una homotopia amb la identitat (si n’hi ha un nombre parell) o
amb alguna reflexio´. En aquest segon cas podem repetir el gir i obtenir una
homotopia amb la reflexio´ del primer eix.
Per tant, te´ com a molt dues components arcconnexes. Si exist´ıs un camı´
γ : I → GL(n,R) que les uneixi, llavors, per la continu¨ıtat del determinant,
existiria t ∈ I tal que γ(t) = 0, contradient aix´ı la seva definicio´.
Per tant, {A ∈ GL(n,R)|det(A) > 0} i {A ∈ GL(n,R)|det(A) < 0} so´n les
dues u´niques components arcconnexes.
Corol·lari. Sigui A ∈ GL(n,R). Si A conserva l’orientacio´, e´s homo`topa a la
identitat, i si la inverteix, e´s homo`topa a qualsevol reflexio´.
Aplicant aquest resultat a T0f − Id, obtenim una homotopia d’aquesta apli-
cacio´ a la identitat, en el cas que conservi l’orientacio´, i a una reflexio´ qualsevol
en el cas de que la inverteixi. Si anomenen G(z, t) a la composicio´ suau de
l’homotopia anterior amb aquesta. Llavors:
G(z, 0) = f(z)− z G(z, 1) =
 ±1 01
0
. . .
 z
i a me´s G(z, t) 6= 0 ∀z ∈ Br(0), z 6= 0 i ∀t ∈ I = [0, 1]. Diguem R a la matriu
del gir o reflexio´ de G(·, 1). Llavors, podem definir
H(z, t) =
G(z, t)
‖G(z, t)‖ restringida a ∂Br/2(0).
D’aquesta manera
H(z, 0) = f(z)−z‖f(z)−z‖ H(z, 1) =
R·z
‖R·z‖ = R
z
‖z‖ = R
z
r/2 .
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Com que la matriu R conserva o inverteix l’orientacio´ sii T0f − Id conserva
o canvia l’orientacio´, i H(z, 1) e´s una aplicacio´ lineal bijectiva, deg(H(·, 1)) e´s
exactament 1 o −1 segons si T0f − Id conserva o canvia l’orientacio´. Com el
grau es conserva per homotopia, tenim que
L0(f) := deg(
f(z)− z
‖f(z)− z‖ ) = ±1
segons si T0f − Id conserva o canvia l’orientacio´.
D’aquesta manera hem demostrat el resultat.
Proposicio´ 3.21. Les dues definicions de nombre de Lefschetz local so´n equiv-
alents en el cas d’un punt fix a¨ıllat.
Demostracio´. Hem vist en la proposicio´ anterior el cas on el punt fix e´s Lefschetz.
Provem ara el cas general:
Sigui g una aplicacio´ homo`topa a f que nome´s contingui punts fixos a un en-
torn qualsevol de x i que fora d’algun compacte d’aquest entorn f = g. Llavors,
per la primera definicio´:
Lx(f) =
∑
g(y)=y
Ly(g) en aquest entorn.
Com que sabem que Ly(g) := Iy(∆, graph(y)) = deg(F ) =: Ly(g), provant
que, amb aquesta segona definicio´:
Lx(f) =
∑
g(y)=y
Ly(g) en aquest entorn,
ja haurem demostrat el resultat.
Com que les dues definicions so´n invariants per cartes locals, prendrem qual-
sevol carta tal que el punt fix sigui el zero, treballant aix´ı a Rk. Per tant, f i g
seran les funcions en aquesta carta.
Sigui L0(f) := deg(F ) definida sobre la vora d’una bola Br(0). Sigui g una
funcio´ homo`topa de f tal que fora d’algun compacte de Br(0) sigui g = f . Per
aquesta rao´ ha de ser que L0(f) = L0(g).
Siguin y1, . . . , yn els punts fixos transversals de Br(0) i B1, . . . , Bn boles
obertes centrades en aquests punts prou petites per tal de que les seves vores no
s’intersequin entre elles ni amb ∂Br(0). Llavors F =
g(z)−z
‖g(z)−z‖ esta` ben definida
sobre ∂Br(0) − ∪ni=1∂Bi i es pot estendre a Br(0) − ∪ni=1Bi. Per tant, per a
z ∈ Sk−1 qualsevol, ha de ser
I(F |∂Br(0)−∪ni=1∂Bi , {z}) = 0
I(F |∂Br(0) , {z}) + I(−F |∪ni=1∂Bi , {z}) = 0
I(F |∂Br(0) , {z})− I(F |∪ni=1∂Bi , {z}) = 0
I(F |∂Br(0) , {z}) = I(F |∪ni=1∂Bi , {z})
I(F |∂Br(0) , {z}) =
n∑
i=1
I(F |∂Bi , {z})
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que per definicio´ e´s
L0(f) = L0(g) := deg(F |∂Br(0)) =
n∑
i=1
deg(F |∂Bi) =
n∑
i=1
Lyi(g),
demostrant aix´ı el resultat.
3.5 Camps vectorials
Donat un camp vectorial V sobre una varietat X, si aquest e´s regular, sempre
podem integrar-lo localment, obtenint aix´ı un flux φt(p) definit en un conjunt
{(t, x) |x ∈ X, t ∈ (ax, bx)}, que sabem que e´s un obert. Quan aquest conjunt
e´s R × X diem que el camp e´s complet. Com el flux ha d’escapar-se de tot
compacte a mesura que t arriba als extrems on el flux esta` definit, tots els
camps (regulars) definits en varietats compactes so´n complets.
Definicio´ 3.20. Sigui V un camp vectorial sobre X i x ∈ X un zero de V a¨ıllat.
Llavors definim l’´ındex de x a V com
indx(V ) = deg(F ),
on φ e´s qualsevol carta de x, B una bola centrada a φ(x) prou petita i
F : ∂B → Sk−1 amb F (z) = V˜ (z)‖V˜ (z)‖ on V˜ e´s l’expressio´ del camp a la carta i
k = dim(X).
Figura 2: Quatre exemples de zeros a¨ıllats. El de dalt a l’esquerra te´ ı´ndex −1,
i els altres ı´ndex 1.
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Proposicio´ 3.22. En la definicio´ anterior:
i) F esta` ben definida.
ii) indx(V ) no depe`n de l’eleccio´ de la bola B.
iii) indx(V ) no depe`n de l’eleccio´ de la carta φ.
Demostracio´. La demostracio´ e´s ana`loga a la del resultat 3.18:
i) Com V e´s un zero a¨ıllat, si B e´s prou petita V (z) 6= 0 ∀z ∈ ∂B i per tant
F (z) esta` ben definida.
ii) Siguin B i B′ dues boles prou petites diferents centrades a φ(x). Suposem
sense pe`rdua de generalitat que B ⊂ B′. Llavors F (z) = V˜ (z)‖V˜ (z)‖ definida
sobre ∂B′−∂B es pot estendre a B′−B. Per tant, per qualsevol y ∈ Sk−1,
I(F, {y}) = 0. Com
0 = I(F, {y}) =
∑
F (z)=y
Iz(F, {y}) =
∑
F (z)=y
Iz(F |∂B′ , {y})−
∑
F (z)=y
Iz(F |∂B , {y})
tenim que per definicio´
deg(F |∂B′) = deg(F |∂B).
iii) Siguin φ i ψ dues cartes de x amb la mateixa orientacio´. Com el canvi de
cartes e´s un homeomorfisme, si B′ e´s una bola oberta centrada en φ(x),
existeix una bola oberta B centrada en ψ(x) tal que B ⊂ ψ−1 ◦ φ(B′).
Aplicant un raonament ana`leg al de ii), com que el canvi de cartes con-
serva l’orientacio´, el canvi en l’espai d’arribada del camp conserva tambe´
l’orientacio´. S’obte´ que
deg(F |∂B′) = deg(F |∂B′),
demostrant aix´ı la independe`ncia de les cartes.
Proposicio´ 3.23. Sigui X una varietat orientada i V un camp vectorial. Sigui
x ∈ X un zero a¨ıllat de V . Sigui F : U ×I ⊂ X×I → X amb U obert que conte´
x, una aplicacio´ llisa tal que:
i) F (z, 0) = z ∀z ∈ U
ii) F (z, t) 6= z ⇔ z 6= x, ∀t > 0
iii) ∂∂tF (z, 0) = V (z)
llavors, existeix un tx > 0, tal que
indx(V ) = LxF (·, t)per tot t ∈ (0, tx).
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Demostracio´. Com les dues definicions so´n locals i invariants per les cartes,
prenem una carta tal que φ(x) = 0 i treballarem a Rk.
Per ser F llisa, tenim que
F (z, t) = F (z, 0) +
∂
∂t
F (z, 0) · t+ ξ(z, t),
amb ξ(z, t) ∈ O(t2) definida a U × [0, tz) amb tz > 0 continua respecte de z.
Prenent un compacte K que contingui algun obert W que contingui el zero.
Tenim que ∃min
z∈k
{tz} > 0 i definim llavors tx = min
z∈K
{tz}. Llavors, en W × [0, tx),
per i) i iii) tenim
F (z, t)− z = t
(
V (z) +
ξ(z, t)
t
)
.
Per ii), a t > 0, F (z, t)− z 6= 0 a z ∈ ∂B on B e´s una petita bola centrada
a zero i continguda a W . Llavors
F (z, t)− z
‖F (z, t)− z‖ =
V (z) + ξ(z,t)t
‖V (z) + ξ(z,t)t ‖
esta` ben definida a ∂B × (0, tx). Tenim llavors que
L0(F (·, t) = deg(
V (z) + ξ(z,t)t
‖V (z) + ξ(z,t)t ‖
).
Pero` com per hipo`tesis V (z) 6= 0 i com ξ(z, t) ∈ O(t2), el l´ımit existeix i
podem construir una homotopia amb V (z)‖V (z)‖ . D’aquesta manera
L0(F (·, t)) = deg( V (z)‖V (z)‖ ) =: ind0(V ).
Teorema 3.24 (Poincare´ - Hopf). Sigui X una varietat compacta i orientable
i sigui V un camp vectorial on tots els zeros so´n a¨ıllats. Llavors
χ(X) =
∑
V (x)=0
indx(V ).
Demostracio´. E´s clar que, al ser X compacte i els zeros de V a¨ıllats, nome´s
n’hi ha una quantitat finita. Anomenem-los x1, . . . , xn. Llavors, construint una
funcio´ F (z, t) com la de la proposicio´ anterior, tindrem que, en concret
L(F (·, 1/2 ·min{tx1 , . . . , txn})) =
∑
V (x)=0
indx(V )
i, com que F (·, 1/2 ·min{tx1 , . . . , txn}) e´s homo`topa a la identitat (per con-
struccio´), ja haurem acabat.
Pel teorema de Whitney, X e´s pot embeddir en RM per a M prou gran.
Llavors l’espai tangent en un punt z ∈ X e´s isomorf a la varietat k−lineal
tangent en el punt z. Diguem Ψ a aquest isomorfisme. Pel teorema de l’entorn
tubular, tenim que existeix un obert X ⊂ RM tal que tot punt z ∈ X te´ un
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u´nic punt me´s proper de X. Sigui pi : X → X l’aplicacio´ que assigna aquest
punt. Per la compacitat de X ∃ρ > 0 tal que Ψ(ρV (p)) ⊂ X. Llavors definim
F (x, t) = pi((1− t)x+ tΨ(ρV (p)).
Llavors, F compleix:
i) F (z, 0) = z.
ii) Si V (x) = 0 llavors F (x, t) = 0. A me´s, si V (x) 6= 0, com pi e´s la projeccio´
sobre l’espai normal F (x, t) 6= x per t > 0.
iii) ∂∂tF (z, 0) = V (z).
Aix´ı doncs, per la proposicio´ anterior, el teorema queda demostrat.
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4 Interseccio´ en Homologia
4.1 Alguns comentaris i definicions
L’objectiu d’aquesta seccio´ e´s ampliar les definicions ja conegudes d’interseccions
sobre varietats a cadenes. Podem veure les cadenes com combinacions lineals
d’aplicacions de s´ımplexs en una varietat, de manera que intu¨ıtivament podem
relacionar aquestes aplicacions amb la funcio´ f llisa entre les varietats llises X
i Y que utilitza`vem en tota la seccio´ anterior. Pero` hi ha ba`sicament dos prob-
lemes que no permeten una ampliacio´ directa de conceptes: la regularitat de X,
donat que els s´ımplexs so´n varietats cont´ınues pero` no derivables, i la regularitat
de f , donat que als s´ımplexs singulars nome´s se’ls demana continu¨ıtat.
Per salvar el primer d’aquest problemes, s’allarga la relacio´ convertint la
teoria directa i clara de la seccio´ anterior a una teoria inductiva sobre la dimensio´
de l’interior de les cares. Aquesta nocio´ d’induccio´ se la denota amb el terme
estratificacio´.
L’estratificacio´ soluciona la regularitat de X pero` no la de f . Per a solucionar
aquest segon problema ens restringim a l’estudi d’aplicacions regulars, e´s a dir,
simplement demanem que les cadenes singulars siguin regulars.
La part potser me´s bonica de la teoria ve quan observem que aquestes nocions
que hem pogut estendre a un subconjunt de les cadenes es poden estendre a
les classes d’homologia i, al fer aquest pas, la restriccio´ feta sobre les cadenes
desapareix. D’aquesta manera s’aconsegueix ampliar la teoria d’interseccio´ a les
classes d’homologia singular.
Definicio´ 4.1. (Inductiva) Sigui σ : ∆p → X un p-s´ımplex d’una varietat llisa
X. Llavors diem que σ e´s C∞ sii o be´ p = 0 o be´ σ|∆˚p e´s C∞ com a funcio´
entre varietats i totes les seves cares so´n s´ımplexs C∞.
Diem que una p-cadena e´s C∞ sii tots els seus s´ımplexs ho so´n.
Notem el grup abelia` de les cadenes de X amb coeficients al grup abelia` G
de la manera: C∞ per C∞p (X;G) ⊂ Cp(X;G). E´s laborio´s comprovar que
de fet l’homologia indu¨ıda per les cadenes C∞ e´s l’homologia singular. Una
manera de fer-ho e´s comprovar que l’homologia C∞ compleix els axiomes de
Eilenberg-Steendrod, que es poden trobar a [4]. Llavors, tota teoria homolo`gica
que compleixi aquests axiomes e´s isomorfa a l’homologia simplicial.
4.2 Interseccio´ en homologia
En aquesta seccio´ lligarem les nocions d’interseccio´ a les classes d’homologia
de varietats compactes sense vora. D’ara endavant usarem que X e´s una varietat
compacta sense vora k−dimensional i que els s´ımplexs ∆p → X so´n C∞ amb
coeficients a un grup abelia` G. A me´s, si σ e´s un s´ımplex, notarem per σ˚
l’aplicacio´ restringida a l’interior de ∆p.
Definicio´ 4.2. (Inductiva) Siguin σ,τ s´ımplexs de X. Diem que σ i τ so´n
transversals sii:
1. Els seus interiors ho so´n.
2. Les seves cares ho so´n.
33
Diem que dues cadenes so´n transversals sii els seus s´ımplexs ho so´n dos a
dos. En tots els casos ho notarem per mitja` del s´ımbol t, igual que en el cas de
les varietats.
Proposicio´ 4.1. Si dos s´ımplex tenen dimensio´ complementa`ria, es tallen en
un nombre finit de punts a l’interior.
Demostracio´. Per dimensionalitat, si els s´ımplexs so´n transversals nome´s es
tallen els seus interiors, que so´n varietats C∞ sense vora. Per tant, es tallen
en punts a¨ıllats. Com que la interseccio´ de s´ımplexs e´s compacta, els punts
d’acumulacio´ hi pertanyen. Llavors, els punts d’acumulacio´ han de ser a la
frontera, pero` la frontera so´n les cares de dimensio´ inferior. Per tant, n’hi ha
d’haver un nombre finit.
Definicio´ 4.3. Definim el nombre d’interseccio´ de dos s´ımplexs transversals σ
i τ de dimensio´ complementaria com
I(σ, τ) :=
∑
p∈im(σ)∩im(τ)
Ip(˚σ, τ˚).
Estenem la definicio´ a les cadenes per bilinealitat.
Observacio´. Si c e´s una p-cadena i c′ e´s una (k − p)−cadena, llavors
I(c, c′) = (−1)p(k−p)I(c′, c).
En concret si k e´s senar I(c, c′) = I(c′, c).
Nota. Sigui p ≥ 1. Per tot  > 0 prou petit, existeix un subconjunt de ∆p ⊂ ∆p
que conte´ el conjunt {x ∈ ∆p | dist({x}, {cares de codimensio´≥2}) > } i que
e´s una varietat amb vora tancada. Aquest conjunt ens serveix per regularitzar
s´ımplexs sense afectar als punts que disten en me´s de  de les cares de codimensio´
2.
A me´s, si σ e´s un p-s´ımplex C∞, l’aplicacio´ σ|∆p e´s una aplicacio´ entre vari-
etats C∞, per continu¨ıtat a tot σ i ser C∞ l’interior i a la vora.
A partir d’ara, si σ e´s un p-s´ımplex notarem per σ˜ := σ|∆p .
Proposicio´ 4.2. Siguin σ i τ dos s´ımplexs transversals amb suma de dimen-
sions k + 1. Llavors σ−1(im(σ) ∩ im(τ)) e´s la unio´ disjunta de varietats com-
pactes de dimensio´ 1.
Demostracio´. Sigui A = {cares de codimensio´ ≥2 de σ}. Per transversalitat i
dimensionalitat e´s clar que
A ∩ (im(σ) ∩ im(τ)) = ∅.
Com els dos conjunts so´n compactes, e´s te´ que
dist(A, im(σ) ∩ im(τ)) = 2 > 0,
i per tant, σ˜−1(im(σ) ∩ im(τ)) = σ−1(im(σ) ∩ im(τ)). Fent un raonament
ana`leg amb τ , s’arriba al cas σ−1(im(σ) ∩ im(τ)) = σ˜−1(im(σ˜) ∩ im(τ˜)).
Donat que la transversalitat e´s una propietat local tenim que σ˜ t τ˜ , que
e´s el cas d’interseccio´ entre varietats compactes C∞ amb vora. Aix´ı doncs,
σ−1(im(σ) ∩ im(τ)) e´s unio´ disjunta de varietats de dimensio´ 1.
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Figura 3: Regio´ C∞ dins ∆p.
Proposicio´ 4.3. Siguin c i b respectivament un cicle i una vora transversals de
dimensio´ complementa`ria. Llavors I(b, c) = 0.
Demostracio´. Per bilinealitat, podem suposar, sense perdre generalitat, que b e´s
vora d’un u´nic s´ımplex σ. Pel teorema d’extensio´, podem escollir-lo tal que sigui
transversal a un s´ımplex de c. De fet, en la prova del teorema d’extensio´ s’utilitza
la nul·litat de la mesura d’extensions no transversals per assegurar l’existe`ncia,
aix´ı que de fet podem assegurar-ne l’existe`ncia d’una extensio´ transversal a una
quantitat finita de s´ımplexs. Per tant, podem suposar que σ e´s transversal a c.
Tambe´ podem suposar que per cada cara de codimensio´ 1 de c hi ha exac-
tament dos s´ımplexs de dimensio´ superior (amb orientacions oposades) que la
contenen. Sigui dim(b) = p.
Si dim(b) ≥ 1 i dim(c) ≥ 1, per cada s´ımplex de dimensio´ superior τ de c
tenim, per la proposicio´ anterior, que σ−1(im(σ) ∩ im(τ)) so´n varietats com-
pactes de dimensio´ 1. Llavors, la suma d’orientacions a les vores d’aquestes
varietats s’anul·la. Llavors, la suma d’orientacions de les vores de totes les
varietats de dimensio´ 1 de tots els s´ımplexs τ de c tambe´ s’anul·la.
La vora d’aquestes varietats correspon a punts de dos tipus punts: la inter-
seccio´ de cares de codimensio´ 1 de c amb l’interior de σ i l’interior dels s´ımplex
maximals de c amb les cares de codimensio´ 1 de σ.
Com c e´s un cicle, la suma de les orientacions dels punts del primer ti-
pus s’anul·len dos a dos, donat que les cares de codimensio´ 1 de c compartien
s´ımplexs maximals amb orientacio´ oposada. Llavors, com
0 =
∑ orientacions
a les vores
=
∑ orientacions a
punts tipus 1
+
∑ orientacions a
punts tipus 2
ha de ser que la suma de les orientacions de les vores del segon tipus tambe´
s’anul·len. I aquesta suma e´s precisament el nombre I(b, c).
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Figura 4: Els punts fins corresponen a vores tipus 1 i els grossos a tipus 2
El segu¨ent resultat e´s prou conegut i fer-ne una demostracio´ implicaria intro-
duir tota una teoria que no te´ cabuda en l’a`mbit del projecte. Per tant, no el
demostrarem.
Teorema 4.4. (Teorema de transversalitat estratificat)
Sigui K un poliedre i M una varietat diferenciable. Siguin f, g : K → M
aplicacions C∞ (e´s a dir, globalment cont´ınues i C∞ al restringir-se sobre cada
cara de K). Llavors existeix una petita deformacio´ f˜ : K → M C∞ homo`topa
a f i tan propera a f com vulguem tal que f˜ t g.
Nota. Com a cas particular de poliedres, podem agafar una reunio´ finita de
s´ımplexs. D’aquesta manera aquest resultat assegura que per a qualssevol dos
cadenes, podem deformar una de elles de manera “tan petita” con vulguem i
tal que ambdo´s s´ımplexs siguin transversals.
Observacio´. Si σ i τ so´n cadenes homo`topes, llavors so´n homo`logues.
Corol·lari. Podem estendre la definicio´ de nombre d’interseccio´ a tot parell de
cadenes. E´s a dir:
Definicio´ 4.4. Siguin b i c dues cadenes de dimensio´ complementa`ria. Llavors
definim: I(b, c) = I (˜b, c˜), on c˜ i b˜ so´n petites deformacions homo`topes de c i b
transversals entre elles.
Demostracio´. Per la proposicio´ i l’observacio´ anterior, aquest nombre no depe`n
de quina deformacio´ triem.
Observacio´. Podem pensar que la interseccio´ pren valor en C0(X;G) en comptes
de en G de manera natural. Llavors:
Proposicio´ 4.5. Siguin c i b respectivament un cicle i una vora transversals de
dimensio´ complementa`ria. Llavors I(b, c) ∈ B0(X;G).
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Demostracio´. El resultat anterior equivalent diu que la suma dels coeficients del
0−cicle de la interseccio´ s’anul·la. Llavors podem descompondre b en diferents
vores de s´ımplexs, i component a component els coeficients tambe´ s’anul·len.
Com els s´ımplexs so´n connexos sempre podem trobar camins C∞ que uneixin
dos a dos els punts amb orientacio´ oposada en el sentit indu¨ıt. Si cal, els
camins es poden creuar i trencar en dos en aquests punts de tall. Llavors, per
construccio´, aquests camins so´n 1−cadenes que tenen com a vora exactament
I(b, c).
Corol·lari. La interseccio´ de cadenes I : Cd(K;G)⊗Ck−d(X;G) −→ C0(X;G)
indueix una operacio´ d’interseccio´ en homologia I : Hd(X;G)⊗Hk−d(X;G) −→
H0(X;G).
Demostracio´. Siguin [b] i [c] dues classes d’homologia de dimensio´ complementa`ria.
Si triem dos representants homo`legs c i c˜ qualssevol, I(b, c− c˜) = 0 en H0(X;G),
donat que c− c˜ e´s vora. El cas sime`tric e´s ana`leg.
Aquest nou punt de vista del producte interseccio´ ens permet una reinter-
pretacio´ del teorema del punt fix de Lefschetz:
Observacio´. Sigui X varietat sense vora, compacta i orientable, i f : X → X
una aplicacio´ llisa. Llavors:
• X ×X e´s una varietat sense vora, compacta i orientable.
• La diagonal ∆ ⊂ X×X e´s una varietat sense vora, compacta i orientable.
Per tant, te´ classe fonamental Γ∆ ∈ Ck(X;G) ⊂ Ck(X ×X;G).
• graph(f) ⊂ X ×X e´s una varietat sense vora, compacta i orientable. Per
tant, te´ classe fonamental Γf ∈ Ck(X ×X;G).
Teorema 4.6. (Teorema del punt fix de Lefschetz, versio´ homolo`gica)
Sigui X una varietat sense vora, compacta i orientable. Llavors, mantenint
les notacions de l’observacio´ anterior, si I(Γ∆,Γf ) ∈ H0(X;G) no s’anul·la,
llavors f te´ punts fixos pertanyents a les classes I(Γ∆,Γf ).
Demostracio´. La demostracio´ e´s immediata a partir de tota la teoria introdu¨ıda.
4.3 Dualitat de Poincare´
Hem acabat l’apartat anterior definint la interseccio´ sobre les classes d’homologia
d’una varietat llisa X compacta, connexa i sense vora. Com H0(X;G) ' G, la
interseccio´ sobre les classes d’homologia e´s de fet un producte
I : Hp(X;G)×Hk−p(X;G) −→ G
(c, c′) 7→ I(c, c′)
on G e´s un grup abelia`. Aix´ı doncs, gra`cies a la teoria anteriorment definida,
els segu¨ents resultats so´n immediats:
Corol·lari. Sigui c ∈ Hp(X;G), llavors
I(c) : Hk−p(X;G) −→ G
c′ 7→ I(c, c′)
e´s un morfisme. Equivalentment, I(c) ∈ Hom(Hk−p(X;G), G).
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Observacio´. Tenim un isomorfisme cano`nicHom(Hk−p(X;G), G) ↪→ Hk−p(X;G)
que, en el cas de que G sigui un cos de caracter´ıstica 0, hem vist que e´s un iso-
morfisme. Aplicant aquest morfisme s’obte´:
Corol·lari. Sigui I el producte interseccio´. Llavors
I : Hk(X;G) −→ Hk−p(X;G)
c 7→ I(c)
e´s un morfisme.
D’aquesta manera, el producte I es vist com un morfisme entre classes d’homologia
i el seu dual. El segu¨ent pas natural es preguntar-se quin tipus de morfisme e´s.
Teorema 4.7. (Teorema de Dualitat de Poincare´)
Sigui X una varietat compacta i connexa. Llavors existeix un isomorfisme
PD : Hk(X;G) −→ Hk−p(X;G).
La prova rigorosa d’aquest teorema necessita d’algunes comprovacions ex-
tenses. Donarem nome´s la idea principal de la demostracio´. Demostracions
completes es poden trobar a [5] i a [4]. En el nostre esquema intentarem man-
tenir la notacio´ que es fa servir a [5].
Esquema de la demostracio´. Per ser X una varietat compacta, admet una tri-
angulacio´ simplicial finita K. Sigui sd(K) la triangulacio´ barice`ntrica. Llavors
constru¨ım inductivament el segu¨ent complex cel·lular:
• Per a cada 0−s´ımplex σ0 ∈ K definim la k−cel·la
∗σ0 =
⋃
σ0∈τk∈sd(k)
|τk|
on el super´ındex de τ indica la dimensio´ de la cara. E´s a dir, la unio´ e´s
sols de k−s´ımplexs.
• Per a cada p−s´ımplex σp ∈ K definim la (k − p)−cel·la
∗σp =
⋂
τp−1∈σp
∗τp−1
on altre cop el super´ındex de les τ ’s indiquen la seva dimensio´.
Es comprova que realment so´n cel·les, encara sense orientar. Tambe´ es com-
prova que, com a conjunts, cada σp e´s transversal a ∗σp i talla en un u´nic punt.
A me´s, cada σp nome´s s’interseca amb el seu ∗σp. Per tant, l’operador * e´s
de fet un isomorfisme. Orientem les cel·les de manera que I(σp, ∗σp) = +1 en
aquest u´nic punt.
Llavors, hem constru¨ıt un complex cel·lular de X. Dualitzant-lo, obtenim el
que s’anomena complex cel·lular dual de K. Notem ∆p := (∗σp)ν . Llavors, per
la seva pro`pia definicio´ es comprova que, orientant adequadament les cel·les, es
te´
δ∆p = (−1)k−p(∗(dσp))ν .
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Amb aixo` tenim que el diagrama
· · · dp+2−→ Cp+1(X;G) dp+1−→ Cp(X;G) dp−→ Cp−1(X;G) dp−1−→ · · ·
(−1)k−p∗ ↓ (−1)k−p∗ ↓ (−1)k−p∗ ↓
· · · δk−p−2−→ Ck−p−1(X;G) δk−p−1−→ Ck−p(X;G) δk−p−→ Ck−p+1(X;G) δk−p+1−→ · · ·
e´s commutatiu. D’aqu´ı s’extreu que Hp(X;G) ' Hk−p(X;G).
Figura 5: Proce´s de construccio´ del complex cel·lular d’una triangulacio´ d’un
tor
La Dualitat de Poincare´ tambe´ es pot enunciar en termes d’interseccions:
l’isomorfisme de cocadenes Hom(Ck−p(X;G), G) ' Cp(X;G) do´na lloc al mor-
fisme natural Hom(Hp(X;G), G) −→ Hp(X;G), que e´s un isomorfisme en el
cas de que G sigui un cos de caracter´ıstica 0.
Aleshores es te´ una altra versio´ del teorema Dualitat de Poincare´, que es pot
trobar a [6] i [2]:
Teorema 4.8. (Dualitat de Poincare´) L’aparellament
Hp(X;G)⊗Hk−p(X;G) ∪−→ Hk(X;G) ' G
e´s no degenerat.
La nostra definicio´ d’interseccio´ I en grups d’homologia de grau complemen-
tari permet relacionar les dues versions de la Dualitat de Poincare´: Com ∆p e´s
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l’u´nica (k−p)−cel·la de la descomposicio´ dual que talla al p−s´ımplex σp, tenim
que
(∆p)ν(τ) =
{
0 si τ 6= σp
1 si τ = σp
coincideix amb la interseccio´
I(τ, ∗σp) =
{
0 si τ 6= σp
1 si τ = σp
Aix´ı doncs, l’isomorfisme del teorema 4.8, si li apliquem els isomorfismes
Hp(X;G) ' Hk−p(X;G) del teorema 4.7, ens do´na un aparellament no degen-
erat
Hk−p(X;G)⊕Hp(X;G) −→ H0(X;G)
que e´s el nostre producte d’interseccio´ I.
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5 Ape`ndix
5.1 Teoremes assumits
A continuacio´ enunciem els teoremes que hem decidit assumir des de el prin-
cipi del projecte. Tots ells estan extrets directament del llibre [3].
Teorema de Whitney
Teorema 5.1. Tota varietat k−dimensional te´ un embedding a R2k+1.
Teorema de -entorn o entorn tubular
Teorema 5.2. Per a tota varietat Y a RM existeix un entorn Y  obert de Y a
RM tal que per a tot punt w d’aquest entorn existeix un u´nic punt me´s proper
de Y denotat pi(w). A me´s, pi : Y  → Y e´s una submersio´.
Corol·lari. Sigui f : X → Y una aplicacio´ llisa, amb Y sense vora. Llavors
existeix una bola d’algun espai Euclidia` i un aplicacio´ llisa F : X × S → Y tal
que F (x, 0) = f(0) i que fixant x ∈ X, F (x, ·) : S → Y e´s una submersio´.
Teorema de Sard
Teorema 5.3. Sigui f : X → Y una aplicacio´ llisa entre varietats. Llavors
quasi tot punt de Y e´s un valor regular.
Teorema de Transversalitat
Teorema 5.4. Sigui F : X × S → Y una aplicacio´ llisa entre varietats on sols
X pot tenir vora. Sigui Z ⊂ Y una subvarietat sense vora. Llavors, si ∂F t Z
i F t Z, per quasi tot punt s ∈ S F (·, s) i ∂F (·, s) so´n transversals a F .
Teorema de l’homotopia transversal
Teorema 5.5. Per a qualsevol aplicacio´ f : X → Y amb Y sense vora i Z ⊂ Y
subvarietat sense vora existeix una aplicacio´ homo`topa g tal que g t Z i ∂g t Z.
Teorema d’extensio´
Teorema 5.6. Sigui Z una subvarietat tancada de Y , ambdues sense vora, i
C un subconjunt tancat de X. Sigui f : X → Y una aplicacio´ llisa amb f i ∂f
transversal a Z en C. Llavors existeix una aplicacio´ homo`topa g tal que g t Z
i ∂g t Z i tal que en un entorn de C g = f .
I la relacio´ entre aquests resultats e´s la segu¨ent:
th. Whitney ⇒ -entorn i corolari
th. Sard ⇒ Teorema de transversalitat
}
⇒ Th. de L’Homotopia transversal
th. d’Extensio´
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