Abstract. We study the structure of a family of algebras which encodes a generalization of the Pieri Rule for the complex orthogonal group. In particular, we show that each of these algebras has a standard monomial basis and has a flat deformation to a Hibi algebra. There is also a parallel theory for the complex symplectic group.
Introduction
Let GL n be the general linear group of invertible n×n complex matrices and let O n be the orthogonal group, the subgroup of GL n which preserves a non-degenerate symmetric bilinear form on C n . The irreducible rational representations of O n are labeled by Young diagrams such that the sum of the lengths of the first two columns is at most n ( [Wy] , [GW] , [Ho1] ). For such a Young diagram D, let σ n is called the Pieri Rule. In this paper, we will study a family of algebras whose structure encodes information on a generalization of the Pieri rule for O n . These algebras are defined as follows: Let k and ℓ be positive integers such that 2(k + ℓ) < n, and let P(M nk ) be the algebra of polynomial functions on the space M nk of n × k complex matrices (When k = 1, P(M nk ) = P(C n )). Then O n and GL k act on P(M nk ) (see Section 3 for details). Let U SOn and U k be the standard maximal unipotent subgroups in SO n and GL k respectively. We form the tensor product of algebras (P(M nk )/I nk ) U k ⊗ P(C where for each 1 ≤ j ≤ ℓ, C n j is a copy of C n , I nk (resp. I (j) n1 ) is the ideal of P(M nk ) (resp. P(C n j )) generated by all the O n invariants in P(M nk ) (resp. P(C n j )) with positive degree, and (P(M nk )/I nk ) U k is the subalgebra of U k invariants in P(M nk )/I nk . Let A n,k,ℓ = (P(M nk )/I nk ) U k ⊗ P(C n 1 )/I
(1) n1
⊗ · · · ⊗ P(C n ℓ )/I (ℓ) n1 U SOn be its subalgebra of U SOn invariants. The algebra A n,k,ℓ carries a multigrading, and each of its homogeneous components can be identified with the space of SO n highest weight vectors of a certain weight in a tensor product of the form
where D is a Young diagram with at most k rows and p 1 , ..., p ℓ ≥ 0. Since 2(k + ℓ) < n, the O n irreducible constituents in the above tensor product are determined by the SO n highest weight vectors it contains. Thus, the multiplicity of an irreducible representation of O n in this tensor product can be deduced from the algebra structure of A n,k,ℓ . In view of this property, we shall call the algebra A n,k,ℓ a Pieri algebra for O n .
Our main goal is to describe the algebra structure of A n,k,ℓ . To do this, we introduce another algebra A n,k,ℓ whose structure is easier to analyze. It is defined as follows: We let the group GL n × GL k × (GL 1 ) ℓ act on the algebra (see Section 4 for details)
and let A n,k,ℓ = P Un×U k n,k,ℓ , that is, A n,k,ℓ is the subalgebra of U n × U k invariants in P n,k,ℓ . The algebra A n,k,ℓ is defined for all positive integers n, k and ℓ, and when 2(k + ℓ) < n, it is isomorphic to A n,k,ℓ .
The algebra A n,k,ℓ has a uniform structure under the more general condition that k + ℓ ≤ n. In this case, the structure of A n,k,ℓ is closely related to a finite poset Γ(k, ℓ) (see Sections 5 for its definition) which arises from a consideration of the multiplicities in tensor products of the form (1.1). Let Ω(k, ℓ) be the set of order preserving functions on Γ(k, ℓ) with nonnegative integral values. Then Ω(k, ℓ) can be identified with a lattice cone ( [Ho2] ), that is, the intersection of a polyhedral cone in R N for some N with Z N . In particular, Ω(k, ℓ) is a semigroup with respect to the usual addition of functions and it has a distinguished finite set G(k, ℓ) of generators. For each g ∈ G(k, ℓ), we will define an element η g ∈ A n,k,ℓ in Section 5.8, and let
On the other hand, the generating set G(k, ℓ) of Ω(k, ℓ) has a structure of a distributive lattice. So G(k, ℓ) gives rise to a Hibi algebra ( [Hi] , [Ho2] ). This Hibi algebra is isomorphic to the semigroup algebra C[Ω(k, ℓ)] on Ω(k, ℓ). The partial ordering on G(k, ℓ) also induces a partial ordering on G(k, ℓ).
MAIN THEOREM. Let n, k and ℓ be positive integers such that k + ℓ ≤ n.
(a) The algebra A n,k,ℓ has a standard monomial theory for G(k, ℓ), that is, the monomials in elements of the maximal chains in G(k, ℓ) form a basis for A n,k,ℓ .
(b) There is a flat family of complex algebras with general fibre A n,k,ℓ and special
We have also obtained the following multiplicity formula from the structure of the algebras and A n,k,ℓ and A n,k,ℓ :
Corollary. Let k, ℓ and n be positive integers such that 2(k + ℓ) < n, D a Young diagram with at most k rows, and
. Then for any Young diagram F which labels a representation of O n , the multiplicity m(F, D, P ) of σ
Here r(E) is the number of rows in the
, K F/E,A and K D/E,B are skew Kostka numbers ( [Sta] ) and the condition S(A, B, C) = P means that
One can also consider Pieri algebras for the symplectic group Sp 2n . The irreducible representations of Sp 2n are parametrized by Young diagrams with at most n rows, and we write τ D 2n for the irreducible representation of Sp 2n indexed by the Young diagram D. If k + ℓ ≤ n, then we can construct an algebra whose structure encodes information on the decomposition of tensor products of the form
, where D is a Young diagram with at most k rows and p 1 , ..., p ℓ are non-negative integers. It turns out that this algebra is also isomorphic to A 2n,k,ℓ .
There are also constructions of algebras which encode branching information for classical symmetric pairs. This has been done in [HTW1] , and these algebras are called stable branching algebras for the symmetric pairs. In fact, the Pieri algebra A n,k,1 (i.e. when ℓ = 1) is a special case of the stable O n tensor algebras defined in [HTW1] . Moreover, the papers [HTW2] , [HL1] , [HL2] and [HL3] provide explicit vector space bases for the stable branching algebra for eight out of ten families of classical symmetric pairs. It is also shown in [HJL + ] that the stable branching algebras for which bases have been constructed are flat deformation of semigroup algebras. One main difference between the present paper and [HJL + ] is that the basis we have constructed for A n,k,ℓ is a standard monomial basis and the semigroup algebra attached to A n,k,ℓ is a Hibi algebra. For explicit weight bases of representations for the classical groups, especially their standard monomial theory and flat degenerations built around the Gelfand-Tsetlin lattice cone, see [Ki1] and [Ki2] . This paper is arranged as follows: In Section 2, we introduce notation for the representations of GL n , O n and Sp 2n , and review the Pieri rule for GL n . We define the Pieri algebra A n,k,ℓ in Section 3, where 2(k + ℓ) < n. In Section 4, we introduce the algebra A n,k,ℓ , and show that when 2(k + ℓ) < n, the algebras A n,k,ℓ and A n,k,ℓ are isomorphic. We study the structure of A n,k,ℓ in Section 5. Finally, we briefly explain the parallel theory for Sp 2n in Section 6.
2.1. Representations of GL n . Let GL n = GL n (C) denote the general linear group consisting of all n×n invertible complex matrices, and let B n = A n U n be the standard Borel subgroup of upper triangular matrices in GL n , where A n is the diagonal torus in GL n and U n is the maximal unipotent subgroup consisting of all the upper triangular matrices with 1's on the diagonal.
Recall that a Young diagram D is an array of square boxes arranged in left-justified horizontal rows, with each row no longer than the one above it ( [Fu] ). If D has at most m rows, then we shall write it as
where for each i, λ i is the number of boxes in the i-th row of D. We shall denote the number of rows in D by r(D), and
(2.1) LetÂ + n be the semigroup of dominant weights for GL n with respect to the Borel subgroup B n . Then ψ 2.2. Representations of O n . Let O n = O n (C) be the subgroup of GL n which preserves the symmetric bilinear form
on C n . The irreducible finite dimensional representations of O n are parameterized by Young diagrams D such that the sum of the lengths of the first two columns of D does not exceed n ( [Wy] , [GW] , [Ho1] ). For such a Young diagram D, we shall denote the O n representation associated with D by σ Let SO n denote the subgroup of O n containing elements of O n with determinant 1, and let
If D is a Young diagram with r(D) = n/2, then the restriction of σ 
2.3. Representations of Sp 2n . Let Sp 2n = Sp 2n (C) be the subgroup of GL 2n which preserves the symplectic form (., .) on C 2n given by
The diagonal torus A Sp 2n of Sp 2n is isomorphic to (C × ) n . The highest weights and hence the irreducible finite dimensional representations of Sp 2n are parametrized by Young diagrams with at most n rows. If D is such a Young diagram, we shall denote the corresponding highest weight and representation by χ 2.4. Pieri rule for GL n and Kostka coefficients. The Pieri rule for GL n describes the decomposition of a tensor product of a general irreducible representation with a representation corresponding to a Young diagram with only one row. In this section, we shall review this rule and one of its generalization.
Definition. For two Young diagrams
The following result is well known ( [GW] , [Ho1] ):
Pieri rule for GL n . Let D be a Young diagram with at most n rows and let p be a nonnegative integer. Then
where the sum is taken over all Young diagrams F with at most n rows such that D ⊑ F and |F | − |D| = p.
By applying the Pieri rule repeatedly, we can give a description of the decomposition of the tensor product ρ
In fact, a representation ρ F n occurs in this tensor product if and only if there is a sequence of Young diagrams (F 0 , F 1 , ..., F ℓ ) such that
and
Moreover, the number of sequences (F 0 , F 1 , ..., F ℓ ) satisfying (2.5) and (2.6) gives the multiplicity of ρ F n in the tensor product in (2.4). We shall give another description of this multiplicity. If a Young diagram D sits inside another Young diagram F , then we write D ⊂ F . In this case, by removing all boxes belonging to D, we obtain the skew diagram F/D. If we put a positive number in each box of F/D, then it becomes a skew tableau and we say that the shape of this skew tableau is F/D. If the entries of this skew tableau are taken from {1, 2, ..., m}, and µ j of them are j for 1 ≤ j ≤ m, then we say the content of this skew tableau is E = (µ 1 , ..., µ m ). A skew tableau T is called semistandard if the numbers in each row of T weakly increase from left-to-right, and the numbers in each column of T strictly increase from top-to-bottom. The number of semistandard tableaux of shape F/D and with content E is denoted by K F/D,E and it is called a skew Kostka number ( [Sta] ).
We now fix two Young diagrams D ⊂ F , and consider a sequence (F 1 , ..., F ℓ ) which satisfies conditions (2.5) and (2.6). We regard F/D as a union of the skew diagrams
By filling the boxes in F i /F i−1 with i for each 1 ≤ i ≤ ℓ, we obtain a semistandard tableau T of shape F/D and content P = (p 1 , ..., p ℓ ). This sets up a bijection between sequences of Young diagrams (F 1 , ..., F ℓ ) which satisfy conditions (2.5) and (2.6), and semistandard tableaux of shape F/D and content P . It follows that K F/D,P is the multiplicity of ρ F n in the tensor product (2.4). This proves: Generalized Pieri rule for GL n . Let D be a Young diagram with at most n rows and P = (p 1 , ..., p ℓ ) be a sequence of nonnegative integers. Then
( 2.7) 3. The construction of the algebra A n,k,ℓ
The Pieri rule for O n describes how a tensor product of the form σ
n decomposes into a sum of irreducible representations of O n . We now consider the tensor product of σ D n with any number of representations indexed by one-row Young diagrams:
n . We call a description of the multiplicities in this tensor product the generalized Pieri rule for O n . In this section, we shall construct an algebra A n,k,ℓ whose algebra structure encodes information on the generalized Pieri rule.
Let k and ℓ be positive integers such that 2(k + ℓ) < n, and let M nk = M nk (C) denote the space of all n × k complex matrices. Let the group O n × GL k act on the algebra P(M nk ) of polynomial functions on M nk by
We write a typical element of M nk as X = (x i,j ), that is, x i,j are the entries of X.
where X i and X j are the i-th and the j-th columns of X respectively, and ., . is given in equation (2.2). These polynomials generate the algebra of O n invariants in P(M nk ). Let I nk be the ideal of P(M nk ) generated by {r i,j : 1 ≤ i, j ≤ k}, and we form the quotient algebra P(M nk )/I nk . It is a O n ×GL k module and has a decomposition given by ( [Ho1] )
We consider its subalgebra of U k invariants
Next we need to realize O n representations indexed by one-row Young diagrams. To do this, we simply repeat the above construction with k = 1. We fix 1 ≤ j ≤ ℓ and let C n j be a copy of C n . We shall denote a typical vector in C n j as Y j = (y 1,j , y 2,j , ..., y n,j ) t .
Let t j (Y j ) = Y j , Y j , and let I (j)
n1 be the ideal of P(C n j ) generated by t j . We form the quotient algebra
We now consider the tensor product of the algebras
in the above algebra. To decompose this tensor product, we extract its SO n highest weight vectors. So we consider the algebra of U SO n invariants:
The algebra A n,k,ℓ is a module for A SOn × A k × A ℓ 1 and can be decomposed as
where we write P = (p 1 , ..., p ℓ ) in the sum, and E F,D,P is the φ
Note that E F,D,P can be identified with the space of all SO n highest weight vectors of weight φ
n . Since 2(k + ℓ) < n, the O n representations which occur in the tensor product σ
will be determined by their SO n highest weight vectors. Consequently, the dimension of E F,D,P coincides with the multiplicity
In view of this property, we will call A n,k,ℓ an O n Pieri algebra.
4. The construction of the algebra A n,k,ℓ
Our goal is to determine the structure of the Pieri algebra A n,k,ℓ , which contains SO n × GL k × (GL 1 ) ℓ highest weight vectors. It turns out that A n,k,ℓ is isomorphic to an algebra A n,k,ℓ containing GL n × GL k × (GL 1 ) ℓ highest weight vectors, and A n,k,ℓ is easier to analyze. In this section, we shall define the algebra A n,k,ℓ and establish the isomorphism A n,k,ℓ ∼ = A n,k,ℓ when 2(k + ℓ) < n.
Let n, k and ℓ be positive integers, and let GL
1 , GL
1 , ..., GL
1 be ℓ copies of GL 1 . We consider the following actions:
(
1 ) acts on the polynomial algebra P(C n j ) (resp. P(C k j )) in a similar way as in (i). (iii) If ℓ > 1 and 1 ≤ s < t ≤ ℓ, let C s,t denote a copy of C. Then the polynomial algebra P(C s,t ) ∼ = P(M 1,1 ) also carries an action by GL
1 . We form the tensor product of these algebras:
(4.1) Then the actions in (i)-(iii) induce an action on P n,k,ℓ by the product of groups
1 ) acts on A n,k,ℓ by algebra automorphisms, so that A n,k,ℓ forms a graded algebra graded by A
Proposition 4.1. For k + ℓ ≤ n, the algebra A n,k,ℓ admits the decomposition
where E F,D,P is the ψ
Proof. We only give a proof for the case ℓ > 1 (which can be adapted to give a proof for the case ℓ = 1). By (GL n , GL m ) duality ([Ho1]), we have
Here, to indicate that a particular copy GL ) 1,j . Then
where A = (a 1 , ..., a ℓ ), B = (b 1 , ..., b ℓ ), C = (c s,t ) and P = S(A, B, C) = (p 1 , ..., p ℓ ) in the sums. The proposition now follows from extracting the U n × U k invariants from
module and algebra isomorphism A n,k,ℓ → A n,k,ℓ .
Proof. Assume that 2(k + ℓ) < n. We write a typical matrix in M n,k+ℓ as X = (x ij ), and the jth column of X as X j . For 1 ≤ i, j ≤ k + ℓ, let
Let J be the ideal of P(M n,k+ℓ ) generated by {r 2 ij : 1 ≤ i, j ≤ k} ∪ {r 2 k+j,k+j : 1 ≤ j ≤ ℓ}. Then we have the following isomorphism of algebras:
Thus we will identify X k+j = Y j , i.e. x i,k+j = y i,j , 1 ≤ i ≤ n and 1 ≤ j ≤ ℓ, so that r k+j,k+j = t j (see Section 3 for notation).
The subalgebra P(M n,k+ℓ )
On of O n invariants in P(M n,k+ℓ ) is a polynomial algebra on the generators r ij , 1
be the space of O n harmonic polynomials in P(M n,k+ℓ ). Then since 2(k + ℓ) < n, the multiplication map
where h ∈ H(M n,k+ℓ ) and q ∈ P(M n,k+ℓ ) On , is a O n × GL k+ℓ module isomorphism ( [Ho1] ). It is easy to check that this multiplication map induces an isomorphism of
1 modules:
We note that:
1 module and algebra, where C k j is a copy of C k , and
1 module and algebra where C s,t is a copy of C.
So we have the O
Here GL k acts diagonally on the tensor product ℓ j=1 P(C k j ). It follows from equation (4.6) and the definition of A n,k,ℓ given in equation (3.1) that we have an A SOn ×A k ×A ℓ 1 module isomorphism:
The fourth step follows from (σ
Un . Note that this module isomorphism is induced by the multiplication map (4.5). Since P(M n,k+ℓ )
Un is an algebra, this map is actually an algebra isomorphism. 2 Corollary 4.3. Let k, ℓ and n be positive integers such that 2(k + ℓ) < n, D a Young diagram such that r(D) ≤ k and P = (p 1 , ..., p ℓ ) ∈ Z ℓ ≥0 . Then for any Young diagram F which labels a representation of O n , the multiplicity m(F, D, P ) of σ In view of Proposition 4.2, we shall investigate the structure of the algebra A n,k,ℓ . Throughout this section, we shall assume that k+ℓ ≤ n. We shall define a poset Γ(k, ℓ) which arises from consideration of the dimension formula given in Proposition 4.1. The poset Γ(k, ℓ) gives rise to a finite distributive lattice G(k, ℓ). For each g ∈ G(k, ℓ), we will define an element η g of A n,k,ℓ , and let G(k, ℓ) = {η g : g ∈ G(k, ℓ)}. We will show that if G(k, ℓ) is given the partial ordering inherited from G(k, ℓ), then A n,k,ℓ has a standard monomial theory for G(k, ℓ). We will also show that A n,k,ℓ has a flat deformation to a Hibi algebra ( [Hi] , [Ho2] ).
5.1. The definition of Γ(k, ℓ). For positive integers k and ℓ, we define a poset Γ(k, ℓ) as follows:
, and
and the elements in F ℓ are not comparable with any element in Γ(k, ℓ).
The partial ordering on Γ(k, ℓ) for ℓ = 1, 2 can be visualized as
∪ {f 12 }.
(5.2) Here we follow the convention used in Gelfand-Tsetlin patterns.
5.2. The lattice cone Ω(k, ℓ). By a lattice cone, we mean the intersection of a convex polyhedral cone in R n for some n with Z n . It has a structure of an affine semigroup with respect to vector addition. In [Ho2] , Howe describes how to construct a lattice cone from a finite poset, and gives the generators and relations for this lattice cone. In this subsection, we shall use results in [Ho2] to describe the lattice cone Ω(k, ℓ) corresponding to Γ(k, ℓ).
We call a real-valued function g on Γ(k, ℓ) order preserving if
By listing the elements of Γ(k, ℓ) in a specific order, say u 1 , u 2 , ..., u N where
we can identify each function f : Γ(k, ℓ) → R ≥0 with the point
With this identification, it is easy to see that the subset of R N corresponding to C(k, ℓ) is a convex polyhedral cone. Let
where Z Γ(k,ℓ) is the space of all integer-valued functions on Γ(k, ℓ) (which can be identified with the lattice Z N in R N ). So Ω(k, ℓ) is a lattice cone. In particular, it forms an affine semigroup with the usual addition of functions. We will describe a generating set for Ω(k, ℓ) in the next subsection.
Next, we shall write Ω(k, ℓ) as a disjoint union of its subsets, and the cardinality of each of these subsets coincides with the dimension of a homogeneous component in the algebra A n,k,ℓ . To do this, we need some notation. If g ∈ C(k, ℓ), we write
Here, for an n-tuple u = (u 1 , ..., u n ) of nonnegative real numbers, we write
If ℓ > 1, we also define
Lemma 5.1. For Young diagrams D and F such that r(D) ≤ k and r(F ) ≤ k + ℓ, and for P ∈ Z ℓ ≥0 , we let
Then C(k, ℓ) F,D,P is a polytope and
Proof. We will only prove the case when ℓ > 1. Fix a Young diagram E with r(E) ≤ k, A, B ∈ Z ℓ ≥0 and C ∈ Z ℓ(ℓ−1)/2 ≥0
. Suppose that g ∈ Ω(k, ℓ) F,D,P is such that g 0 = E, A(g) = A, B(g) = B and C(g) = C. Then the sequences of Young diagrams (g 0 , g 1 , ..., g ℓ ) and (g 0 , g −1 , ..., g −ℓ ) give rise to two semistandard skew tableaux T + and T − , where T + (resp. T − ) has shape F/E (resp. D/E) and content A (resp. B). The number of all such pairs (T + , T − ) of skew tableaux is given by K F/E,A K D/E,B . To obtain the cardinality of Ω(k, ℓ) F,D,P , we sum the products K F/E,A K D/E,B over all possible E, A, B and C. The number obtained is the dimension of E F,D,P given in Proposition 4.1. 2 Lemma 5.1 suggests that Ω(k, ℓ) F,D,P may be used to index a basis for E F,D,P . Since
Ω(k, ℓ) may be used to index a basis for the algebra A n,k,ℓ . We also observe that if g ∈ Ω(k, ℓ) F,D,P and g
We express this property as
( 5.4) 5.3. The generators of the lattice cone Ω(k, ℓ). In this subsection, we shall use the results in [Ho2] to specify a set of generators for Ω(k, ℓ) and the relations between the generators.
A subset A of Γ(k, ℓ) is said to be increasing if for any a ∈ A,
Then χ A ∈ Ω(k, ℓ). By Theorem 3.3 of [Ho2] , Ω(k, ℓ) is generated by
and a defining set of relations is given by
We now specify the increasing sets in Γ(k, ℓ). For 0 ≤ c ≤ k, I = {i 1 , ..., i u }, J = {j 1 , ..., j v } ⊆ {1, ..., ℓ} with |I| = u ≤ k−c, we define a sequence (a −ℓ , ..., a 0 , ..., a ℓ ) as follows:
Then one verifies that A (c,I,J) is increasing. On the other hand, since elements of F ℓ are not comparable with any element of Γ(k, ℓ), every subset of F ℓ is also increasing.
Lemma 5.2. We have
Proof. Let B be an increasing subset of Γ(k, ℓ). Then for −ℓ ≤ j ≤ ℓ,
as ∈ B and γ (s) as+1 ∈ B. Since B is increasing and γ
So a s+1 = a s or a s+1 = a s + 1. Similarly, a −s−1 = a −s or a −s−1 = a −s + 1. We now let c = a 0 and define I and J by equations (5.5) and (5.6). Then B = A (c,I,J) ∪ S for some S ⊆ F ℓ . 2
Standard monomial basis for
Un×U k where the polynomial algebra P n,k,ℓ is defined in equation (4.1). We denote the standard coordinates on M nk , C n j , C k j and C s,t as follows:
(iv) (r k+s,k+t ) ∈ C s,t , 1 ≤ s < t ≤ ℓ. So P n,k,ℓ can be regarded as a polynomial algebra on these variables.
For later use, we define a monomial ordering on P n,k,ℓ as follows: it is the graded lexicographic order ( [CLO] ) with respect to
For each polynomial f in P n,k,ℓ , we write the leading monomial of f with respect to the above monomial ordering as LM(f ).
For each g ∈ G(k, ℓ), we define the polynomial η g ∈ A n,k,ℓ as follows: More generally, we can extend the map g → η g on G(k, ℓ) to Ω(k, ℓ). This is done in the following way. Recall from [Ho2] and [Hi] that each element g has a unique standard expression as a sum
where N is given in equation (5.3), c j ≥ 0 and
Note that this set can be characterized as follows. Let
Then the partial ordering on J * (Γ(k, ℓ), ≥) induces the following partial ordering on G(k, ℓ): if g 1 , g 2 ∈ G(k, ℓ), then g 1 = χ A 1 and g 2 = χ A 2 for some A 1 , A 2 ∈ J * (Γ(k, ℓ), ≥). We define
is a distributive lattice, so is G(k, ℓ). We now observe that each η g ∈ B is a monomial in elements of a maximal chains in G(k, ℓ), that is, it is a standard monomial. We shall show that B is a basis for A n,k,ℓ , so that the algebra A n,k,ℓ has a standard monomial theory for G(k, ℓ). 
k+s,k+t .
(5.9)
Proof. For each g ∈ Ω(k, ℓ), let m(g) be the monomial given in the right hand side of equation (5.9). This defines a map m : Ω(k, ℓ) → P n,k,ℓ . It is easy to check that m is a semigroup homomorphism, and m(g) = LM(η g ) for all g ∈ G(k, ℓ). In fact, m is an semigroup isomorphism onto its image.
We now let g be an arbitrary element of Ω(k, ℓ) and assume that its standard form is given in equation (5.7). Then η g is given in equation (5.8). Since m is a semigroup homomorphism,
Corollary 5.5. The set
of monomials forms an affine semigroup isomorphic to Ω(k, ℓ).
Proof. This is because the map m(g) = LM(η g ) defined in the proof Proposition 5.4 is an semigroup isomorphism from Ω(k, ℓ) onto LM(B). 2
Corollary 5.6. The set B is linearly independent.
Proof. This is because the elements in B have distinct leading monomials. 2
Then B F,D,P is a basis for the homogeneous component E F,D,P of A n,k,ℓ .
Proof. We claim that if g ∈ Ω F,D,P , then η g ∈ E F,D,P . This is true if g ∈ G(k, ℓ). The general case follows from this and equation (5.4). It follows that B F,D,P ⊆ E F,D,P . Moreover, B F,D,P is linearly independent and the number of vectors it contains coincides with the dimension of E F,D,P . So B F,D,P is a basis for E F,D,P . 2
Theorem 5.8. For k + ℓ ≤ n, the algebra A n,k,ℓ has a standard monomial theory for G(k, ℓ), that is, the monomials in elements of the maximal chains in G(k, ℓ) form a basis for A n,k,ℓ .
Proof. The set B is precisely the set of all monomials in elements of the maximal chains in G(k, ℓ). It forms a basis for A n,k,ℓ follows from B = F,D,P B F,D,P , equation (4.4) and Proposition 5.7. 2 5.5. Toric degeneration of A n,k,ℓ . We first recall the notion of a SAGBI basis ( [RS] , [Stu] ). Let R = k[x 1 , ..., x n ] be a polynomial algebra over a field k and S a subalgebra of R. Assume that R is given a monomial ordering. For each a ∈ R, let LM(a) be the leading monomial of a with respect to this monomial ordering. The initial algebra of S, denoted by LM(S), is the subalgebra of R generated by the set {LM(a) : a ∈ S} of leading monomials. A subset F of S is called a SAGBI basis for S if the set {LM(a) : a ∈ F } generates the initial algebra LM(S). We will need the following result.
Proposition 5.9.
[CHV] Let S be a subalgebra of a polynomial algebra R = k[x 1 , ..., x n ] over a field k. If the initial algebra LM(S) of S with respect to some monomial ordering is finitely generated, then there exists a flat 1-parameter family of k-algebras with general fibre S and special fibre LM(S).
is a complex algebra with basis {X g : g ∈ Ω(k, ℓ)} and it satisfies the multiplication law
On the other hand, the distributive lattice J * (Γ(k, ℓ)) gives rise to the Hibi algebra ( [Hi] , [Ho2] ) generated by J * (Γ(k, ℓ)) and with relations
It is easy to see that this algebra and the semigroup C[Ω(k, ℓ)] are isomorphic ([Ho2] ).
Lemma 5.10. The initial algebra LM( A n,k,ℓ ) of A n,k,ℓ is isomorphic to the semigroup algebra C[Ω(k, ℓ)].
Proof. Let f ∈ A n,k,ℓ . By Theorem 5.8,
for some c 1 , ..., c r ∈ C and g 1 , ..., g r ∈ Ω(k, ℓ). Since the leading monomials LM(η g 1 ), ..., LM(η gr ) are distinct, LM(f ) = LM(η g j ) for some 1 ≤ j ≤ r. This shows that LM(f ) ∈ LM(B). It follows that the initial algebra LM( A n,k,ℓ ) is generated by LM(B). Now by Lemma 5.10, the semigroups LM(B) and Ω(k, ℓ) are isomorphic. So the algebras LM( A n,k,ℓ ) and C[Ω(k, ℓ)] are also isomorphic. 2
Theorem 5.11. For k + ℓ ≤ n, there exists a flat one-parameter family of complex algebras with general fibre A n,k,ℓ and special fibre C[Ω(k, ℓ)].
Proof. Since G(k, ℓ) generates Ω(k, ℓ), the set {LM(η g ) : η g ∈ G(k, ℓ)} generates the initial algebra LM( A n,k,ℓ ). So G(k, ℓ) is a finite SAGBI basis for A n,k,ℓ . The theorem now follows from Proposition 5.9 and Lemma 5.10. 2
Pieri algebras for symplectic groups
There is a parallel construction of Pieri algebras for the complex symplectic group Sp 2n which we will briefly explain in this section. This algebra encodes information on how a tensor product of Sp 2n representations of the form
decomposes, where r(D) ≤ k, p 1 , ..., p ℓ ≥ 0 and k + ℓ ≤ n (see Section 2.3 for notation).
Let the groups Sp 2n and GL k act on the algebra P(M 2n,k ) of polynomial functions on M 2n,k by [(g, h) .f ](T ) = f (g t T h), g ∈ Sp 2n , h ∈ GL k , f ∈ P(M 2n,k ), T ∈ M 2n,k .
(6.1)
Let I 2n,k be the ideal of P(M 2n,k ) generated by all Sp 2n invariants of positive degree, and form the quotient algebra P(M 2n,k )/I 2n,k . Then the action (6.1) induces an action of Sp 2n × GL k on P(M 2n,k )/I 2n,k , and
Let (P(M 2n,k )/I 2n,k ) U k be the subalgebra of U k invariants in P(M 2n,k )/I 2n,k . It is a module for Sp 2n × A k .
Next, for each 1 ≤ j ≤ ℓ, let C 2n j (resp. GL 2n . Thus the multiplicity of τ F 2n in this tensor product coincides with the dimension of the eigenspace. In view of this property, we will call A n,k,ℓ an Sp 2n Pieri algebra.
Using similar arguments as in Proposition 4.2, we can show that the algebras A n,k,ℓ and A 2n,k,ℓ are isomorphic. Consequently, one can deduce the structure of A n,k,ℓ from the results of Section 5. In particular, A n,k,ℓ has a standard monomial basis and has a flat deformation to a Hibi algebra.
