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Abstract
Numerical evaluation of performance measures in heavy-tailed risk models is an important and chal-
lenging problem. In this paper, we construct very accurate approximations of such performance measures
that provide small absolute and relative errors. Motivated by statistical analysis, we assume that the
claim sizes are a mixture of a phase-type and a heavy-tailed distribution and with the aid of perturbation
analysis we derive a series expansion for the performance measure under consideration. Our proposed
approximations consist of the first two terms of this series expansion, where the first term is a phase-
type approximation of our measure. We refer to our approximations collectively as corrected phase-type
approximations. We show that the corrected phase-type approximations exhibit a nice behavior both in
finite and infinite time horizon, and we check their accuracy through numerical experiments.
1. Introduction
The evaluation of performance measures of risk models is an important problem that has been widely studied
in the literature [6, 26, 28]. Under the presence of heavy-tailed claim sizes, these evaluations become more
challenging and sometimes even problematic [3, 8]. In such cases, it is necessary to construct approximations
for the quantity under consideration. In this paper, we develop a new method to construct reliable approx-
imations for performance measures of heavy-tailed risk models. We use the classical risk model (perhaps
outdated, but very well studied) as a context and vehicle to demonstrate our key ideas, which we expect
to have a much wider applicability in insurance. We show that our approximations have a provably small
absolute error, independent of the initial capital, and a small relative error. As additional test of performance
we also consider the finite horizon aggregate loss model.
There are three main directions for approximating ruin probabilities: phase-type approximations, asymp-
totic approximations and error bounds. When the claim sizes follow some light-tailed distribution, a natural
approach to provide approximations for the ruin probability with high accuracy is by approximating the
claim size distribution with a phase-type one [19, 36, 39]. We refer to these methods as phase-type approx-
imations, because the approximate ruin probability has a phase-type representation [4, 33]. However, in
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many financial applications, an appropriate way to model claim sizes is by using heavy-tailed distributions
[5, 16, 35]. In these cases, the exponential decay of phase-type approximations gives a big relative error at
the tail and the evaluation of the ruin probability becomes more complicated.
When the claim size distribution belongs to the class of subexponential distributions [40], which is a special
case of heavy-tailed distributions, asymptotic approximations are available [9, 12, 18, 30, 31]. The main
disadvantage of such approximations is that they provide a good fit only at the tail of the ruin probability,
especially for small safety loading. Another stream of research focuses on corrected diffusion approximations
for the ruin probability [11, 38]. A disadvantage of such asymptotic techniques is the requirement of finite
higher moments for the claim size distribution.
Finally, results on error bounds [23, 41] indicate that such bounds are rather pessimistic, especially in
terms of relative errors, and in case of small safety loading. There exist also bounds with the correct tail
behavior under subexponential claims [24, 27], but these bounds are only accurate at the tail. A conclusion
that can be safely drawn from all the above is that, although the literature is abundant with approximations
for the ruin probability in the case of light-tailed claim sizes, accurate approximations for the ruin probability
in the case of heavy-tailed claim sizes are still an open topic.
Besides the ruin probability, a very popular tool in real-world applications to measure the operational risk
is the Value at Risk (VaR) [15]. For a given portfolio, a VaR with a probability level α and fixed time horizon
is defined as the threshold value such that the loss on the portfolio over the given time horizon exceeds this
value with probability 1−α. It is of interest to quantify the operational risk through the statistical analysis
of operational loss data [17, 25] and provide error bounds for the aggregate loss probability [13]. Similarly
to the ruin probability, things become more complicated under the presence of heavy-tailed data [16].
In this paper, we develop approximations for ruin probabilities and total losses under heavy-tailed claims
that combine desirable characteristics of all three main approximation directions. First, our approximations
maintain the computational tractability of phase-type approximations. Additionally, they capture the correct
tail behavior, which so far could only be captured by asymptotic approximations, and they have the advantage
that finite higher-order moments are not required for the claim sizes. Last, they provide a provably small
absolute error, independent of the initial capital, and a small relative error.
The idea of our approach stems from fitting procedures of the claim size distribution to data. Heavy-
tailed statistical analysis suggests that for a sample with size n only a small fraction (kn/n → 0) of the
upper-order statistics is relevant for estimating tail probabilities [14, 21, 34]. More information about the
optimal choice of the knth upper order statistic can be found in [20]. The remaining data set may be used to
fit the bulk of the distribution. Since the class of phase-type distributions is dense in the class of all positive
definite probability distributions [5], a natural choice is to fit a phase-type distribution to the remaining data
set [7]. As a result, a mixture model for the claim size distribution is a natural assumption. Thus, our key
idea is to use a mixture model for the claim size distribution in order to construct approximations of the
ruin probability that combine the best elements of phase-type and asymptotic approximations.
We now sketch how to derive our approximations when the claim size distribution is a mixture of a phase-
type distribution and a heavy-tailed one. Interpreting the heavy-tailed term of the claim size distribution
in the mixture model as perturbation of the phase-type one and using perturbation theory, we can find the
ruin probability (total loss) as a complete series expansion. The first term of the expansion is the phase-type
approximation of the ruin probability (total loss) that occurs when we “remove” the heavy-tailed claim sizes
from the system, either by discarding them or by replacing them with phase-type ones. We consider the
model that appears when all heavy-tailed claims are removed as the “base” model. Due to the two different
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approaches of removing the heavy-tailed claim sizes, the ruin probability (total loss) connects to two different
base models and consequently to two different series expansions.
We show that adding the second term of the respective series expansions is sufficient to construct improved
approximations, compared to their phase-type counterparts, the discard and the replace approximations, re-
spectively. Since the second term of each series expansion works as a correction to its respective phase-type
approximation, motivated by the terminology corrected heavy traffic approximations [5], we refer to our
approximations as corrected phase-type approximations. Therefore, in this paper, we propose the corrected
discard approximation and the corrected replace approximation. Both approximations have appealing prop-
erties: the corrected replace approximation tends to give better numerical estimates, while the corrected
discard approximation is simpler and yields guaranteed upper and lower bounds. Last, we provide the form
of the corrected phase-type approximations for the aggregate loss over a fixed time period, and we show that
they have the same appealing properties also for finite time.
Within risk theory, some attention has been given to perturbed risk models; see [37] for a review and the
recent paper of [22]. However, the term “perturbation” in this area is used to denote the superposition of
two risk processes. Contrary to other asymptotic techniques that use perturbation analysis to approximate
the ruin probability [11, 38], our approach is different; we apply perturbation to the claim sizes rather than
the arrival rate.
The connection between ruin probabilities and the stationary waiting probability P(Wq > u) of a G/G/1
queue, where service times in the queueing model correspond to the random claim sizes, is well known [5, 6].
Thus, the corrected approximations can also be used to estimate the waiting time distribution of the above
mentioned queue. Finally, since the reserve process of the classical risk model is a basic building block of
any Le´vy process [26, 28], and due to the connection of ruin probabilities with scale functions [3, 10], we
expect that our technique is widely applicable to more general risk processes.
The rest of the paper is organized as follows. In Section 2, we introduce the model and we derive two
series expansions for the ruin probability. From these series expansions we deduce approximations for the
ruin probability, in Section 3, and we study their basic properties. In Section 4, we find the exact formula of
the ruin probability for a specific mixture model and we study the extent of the achieved improvement when
we compare our approximations with phase-type approximations of their related base model. In Section 5,
we provide corrected phase-type approximations of the aggregate loss in finite time and we show through a
numerical study that our approximations give excellent VaR estimates. Finally, in the Appendix, we give all
the proofs.
2. Series expansions of the ruin probability
As proof of concept, we apply our technique to the classical Crame´r-Lundberg risk model [6, 32]. In this
model, we assume that premiums flow in at a rate 1 per unit time and claims arrive according to a Poisson
process {N(t)}t≥0 with rate λ, where  ∈ [0, 1] is a parameter to be explained soon. The claim sizes U,i d= U
are i.i.d. with common distribution G and independent of {N(t)}. Motivated by statistical analysis, which
proposes that only a small fraction of the upper-order statistics is relevant for estimating tail probabilities,
we consider that an arbitrary claim size U is phase-type [29] with probability 1 −  and heavy-tailed [35]
with probability , where  → 0. In the forthcoming analysis, we use as general rule that all parameters
depending on  bear a subscript with the same letter. We assume that the phase-type claim sizes Bi
d
= B
and the heavy-tailed claim sizes Ci
d
= C have both finite means, EB and EC, respectively. If u is the initial
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capital, our risk reserve process has the form
R(t) = u+ t−
N(t)∑
i=1
U,i.
Using this model, we first examine in Sections 2–4 the ruin probability in infinite time horizon, and later
on, in Section 5, we move to finite time horizon and we examine the aggregate loss.
When calculating ruin probabilities, for mathematical purposes, it is more convenient to work with the
claim surplus process S(t) = u − R(t). The probability ψ(u) of ultimate ruin is the probability that the
reserve ever drops below zero or equivalently the probability that the maximum M = sup0≤t<∞ S(t) ever
exceeds u; i.e.
ψ(u) = P(M > u).
For a distribution F we use the notation F ∗n for its nth convolution and F for its complementary
cumulative distribution 1 − F . Moreover, if F has a finite mean µF , then we define its stationary excess
distribution as
F e(u) =
1
µF
∫ u
0
F (t)dt.
In addition, the r.v. with distribution F e bears also a superscript with the letter “e”.
When the average amount of claim per unit time ρ = λEU is strictly smaller than 1, the well-known
Pollaczek-Khinchine formula [6] can be used for the evaluation of the ruin probability. We, namely, have
that
1− ψ(u) = (1− ρ)
∞∑
n=0
ρn (G
e
)
∗n
(u), (1)
where Ge is the distribution of the stationary excess claim sizes U
e
 . The infinite sum of convolutions at
the right-hand side of (1) makes the evaluation of ψ(u) difficult or even impossible for our mixture model.
For this reason, one typically resorts to Laplace transforms. We use the notation υe (s), β
e(s) and γe(s) for
the Laplace transforms of the stationary excess claim sizes Ue,i
d
= Ue , B
e
i
d
= Be and Cei
d
= Ce, respectively.
Moreover, we set δ = λEB and θ = λEC, which means that the phase-type claims are responsible for average
claim (1− )δ per unit time and the heavy-tailed claims are responsible for average claim θ per unit time.
Using this notation, we obtain ρ = (1− )δ + θ. In terms of Laplace transforms, the Pollaczek-Khinchine
formula can be written now as:
m(s) := Ee−sM = (1− ρ)
∞∑
n=0
ρn (υ
e
 (s))
n
=
1− ρ
1− ρυe (s)
=
1− (1− )δ − θ
1− (1− )δβe(s)− θγe(s) . (2)
Applying Laplace inversion to (2) to find ψ(u) is difficult [1] or even impossible, because the heavy-
tailed component γe(s) oftentimes does not have an analytic closed form. To overcome this difficulty, a
phase-type approximation would suggest to “remove” the heavy-tailed claim sizes and find an explicit phase-
type representation for the ruin probability of the resulting simpler model, which we use as base model
for our analysis. In broad terms, we view the heavy-tailed claim sizes as perturbation of the phase-type
claim sizes and we interpret  as the perturbation parameter. With the aid of perturbation analysis, we
find the ruin probability of our mixture model as a complete series expansion with first term the phase-type
approximation that results from its base model.
As mentioned in the introduction, we remove the heavy-tailed claims either by discarding them or by
replacing them with phase-type ones. Therefore, the ruin probability ψ(u) connects to two different base
models and, consequently, it has two different series expansions, the discard and the replace expansions. We
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first derive the discard series expansion. From a mathematical point of view, when we discard the heavy-
tailed claim sizes, we simply consider that G(x) = (1− )P (B ≤ x) + , x ≥ 0. This base model, for which
the claim size distribution has an atom at zero, is equivalent to the compound Poisson risk model in which
claims arrive with rate (1 − )λ and follow the distribution of B. We denote by M• the supremum of its
corresponding claim surplus process. Thus, the Pollaczek-Khinchine formula for this base model takes the
form
m• (s) := Ee−sM
•
 =
1− (1− )δ
1− (1− )δβe(s) . (3)
We denote by ψ• (u) the discard phase-type approximation of ψ(u) that appears when we apply Laplace
inversion to the above formula. For this base model, the series expansion of ψ(u) can be found in the
following theorem.
Theorem 1. Discard expansion. If ψ• (u) is the phase-type approximation of the exact ruin probability
ψ(u) that occurs when we discard the heavy-tailed claim sizes and M
•
,i
d
= M• , a series expansion of the
exact ruin probability is given by
ψ(u) = ψ
•
 (u) +
∞∑
n=1
(
θ
1− δ + δ
)n (
L,n(u)− L,n−1(u)
)
,
where L,n(u) = P(M•,0 + M•,1 + · · · + M•,n + Ce1 + · · · + Cen > u) and L,0(u) = P(M•,0 > u) = ψ• (u). A
necessary and sufficient condition for the convergence of the discard series expansion for all values of u is
|θ| < |1− δ + δ|.
To find the replace series expansion, observe that the action of replacing the heavy-tailed claim sizes with
phase-type ones translates into  = 0. For this base model, the Pollaczeck-Khinchine formula takes the form
m0(s) := Ee−sM0 =
1− δ
1− δβe(s) , (4)
where M0 = M|=0. Laplace inversion of m0(s) gives the phase-type approximation ψ0(u) of the ruin
probability ψ(u). The series expansion of ψ(u) in this case is given below.
Theorem 2. Replace expansion. If ψ0(u) is the phase-type approximation of the exact ruin probability
ψ(u) that occurs when we replace the heavy-tailed claim sizes with phase type ones and M0,i
d
= M0, then a
series expansion of the exact ruin probability is
ψ(u) = ψ0(u) + θ
∞∑
n=1
(

1− δ
)n n−1∑
k=0
(
n− 1
k
)
θk(−δ)n−1−k(Ln,k+1,n−1−k(u)− Ln−1,k,n−1−k(u))
− δ
∞∑
n=1
(

1− δ
)n n−1∑
k=0
(
n− 1
k
)
θk(−δ)n−1−k(Ln,k,n−k(u)− Ln−1,k,n−1−k(u)),
where Ls,m,r(u) = P(M0,0 + M0,1 + · · · + M0,s + Ce1 + · · · + Cem + Be1 + · · · + Ber > u) and L0,0,0(u) =
ψ0(u). A sufficient condition for the convergence of the replace series expansion for all values of u is
 < |1− δ|/max{δ, θ}.
Note that Theorem 2 gives only a sufficient condition for the convergence of the replace series expansion.
If all parameters involved are explicitly known, one can find a necessary condition in the way indicated in
the proof of Theorem 2. In the next section, we propose two explicit approximations for the ruin probability
based on these series expansions.
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3. Corrected phase-type approximations of the ruin probability
The goal of this section is to provide approximations that maintain the numerical tractability but improve
the accuracy of the phase-type approximations and that are able to capture the tail behavior of the exact ruin
probability. Large deviations theory suggests that a single catastrophic event, i.e. a heavy-tailed stationary
claim size Ce, is sufficient to cause ruin [16]. Observe that, for both the discard and replace series expansions,
the second term contains a single appearance of Ce. For this reason, the proposed approximations for the ruin
probability are constructed by the first two terms of their respective series expansions for the ruin probability
(see Theorems 1 and 2), where the second term of each approximation is referred to as its correction term.
We have the following definitions for the proposed approximations.
Definition 1. The corrected discard approximation of exact ruin probability ψ(u) is defined as
ψ˜d,(u) := ψ
•
 (u) +
θ
1− δ + δ
(
P(M•,0 +M•,1 + Ce1 > u)− P(M•,0 > u)
)
, (5)
where ψ• (u) is the discard phase-type approximation of ψ(u).
In a similar manner, we define the approximation that connects to the replace expansion.
Definition 2. The corrected replace approximation of the exact ruin probability ψ(u) is given by the formula
ψ˜r,(u) := ψ0(u) +
θ
1− δ
(
P(M0,0 +M0,1 + Ce1 > u)− P(M0,0 > u)
)
− δ
1− δ
(
P(M0,0 +M0,1 +Be1 > u)− P(M0,0 > u)
)
, (6)
where ψ0(u) is the replace phase-type approximation of ψ(u).
In the following sections, we study characteristics of the corrected discard and the corrected replace
approximations.
3.1 Approximation errors
Due to the construction of the two corrected phase-type approximations, the discard and the replace, their
difference from the exact ruin probability is the sum of the remaining terms, namely the terms for n ≥ 2.
For the error of the corrected discard approximation, we have the following theorem.
Theorem 3. The error of the corrected discard approximation is bounded from above and below as follows:(
θ
1− δ + δ
)2 (
L,2(u)− L,1(u)
) ≤ ψ(u)− ψ˜d,(u) ≤ ( θ
1− δ + δ
)2
.
Remark 1. Theorem 3 shows that the corrected discard approximation always underestimates the exact
ruin probability, and its error is O(2). Thus, the corrected discard approximation is a lower bound for the
exact ruin probability.
As done in the proof of Theorem 3, similar probabilistic interpretations can also be given to the terms
of the replace series expansion. However, due to the sign changes in the formula of the replace expansion
(see Theorem 2), it is not immediate whether the corrected replace approximation underestimates or over-
estimates the exact ruin probability. This depends on the characteristics of the distributions involved. As
we see in Section 4, both overestimation and underestimation are possible. Studying the areas of over- or
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underestimation of the ruin probability is beyond the scope of this paper. In the sequel, we provide only
absolute error bounds for the corrected replace approximation.
There are many possible ways to bound the error of the corrected replace approximation. For example,
one could ignore all negative terms for n ≥ 2 in the replace expansion and bound all positive terms. Of
course, different techniques give different bounds. Among the different bounds we found, we present in
Theorem 4 the one that is valid for the biggest range of the perturbation parameter .
Theorem 4. When  < |1 − δ|/(δ + θ), an upper bound for the absolute error that we achieve with the
corrected replace approximation is
|ψ(u)− ψ˜r,(u)| ≤
(

1− δ
)2
(δ + θ)2
1− δ
1− δ − (δ + θ) .
Remark 2. Theorem 4 shows that the absolute error of the replace approximation is O(2). Note that the
expression(

1− δ
)2 1∑
k=0
θk(−δ)1−k [θ(L2,k+1,1−k(u)− L1,k,1−k(u))− δ(L2,k,2−k(u)− L1,k,1−k(u))] ,
which corresponds to the term of the replace expansion (see Theorem 2) for n = 2, is O(2) and it could be
used alternatively as an approximation of the real error.
An advantage of the corrected discard approximation over the corrected replace is the following. The
fact that the corrected discard approximation underestimates the exact ruin probability gives a positive sign
for its error, namely its difference from the exact ruin probability, which according to Theorem 3 is bounded
from above and below. This information with respect to the nature of its error makes the corrected discard
approximation much more controllable than the corrected replace approximation. In the next section, we
study the tail behavior of both corrected phase-type approximations.
3.2 Tail behavior
To study the tail behavior of the two approximations, we assume that the distribution of Ce belongs to the
class of subexponential distributions S. Following [40], we give the following definition of S.
Definition 3. A distribution F concentrated on [0,∞) belongs to the class of subexponential distributions S
if and only if
lim
u→∞
1− F ∗n(u)
1− F (u) = n, n = 1, 2, . . .
We use the notation f(u) ∼ g(u) to describe the relation limu→∞ f(u)/g(u) = 1. When a distribution
F belongs to S, it is known that F decays slower than any exponential rate [6]. Two very useful known
properties of subexponentiality are the following, which are given without proof (see [6]).
Property 1. The class S is closed under tail-equivalence. That is, if A(u) ∼ aF (u) for some F ∈ S and
some constant a > 0, then A ∈ S.
Property 2. Let F ∈ S and let A be any distribution with a lighter tail, i.e. A(u) = o (F (u)). Then for
the convolution A ∗ F of A and F we have A ∗ F ∈ S and (A ∗ F )(u) ∼ F (u).
Before studying the tail behavior of the approximations, we first give the tail behavior of the exact ruin
probability in the next theorem. We use the convention A ∈ S if the distribution of the r.v. A belongs to S.
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Theorem 5. When Ce ∈ S, the exact ruin probability ψ(u) has the following tail behavior:
ψ(u) ∼ θ
1− δ + δ − θP(C
e > u).
For the tail behavior of the corrected discard approximation, the following result holds.
Theorem 6. When Ce ∈ S, we have for the corrected discard approximation the following tail behavior:
ψ˜d,(u) ∼ θ
1− δ + δP(C
e > u). (7)
Theorem 6 shows that the corrected discard approximation captures the heavy-tailed behavior of the
exact ruin probability, but is off by a term θ in the denominator. In fact, for all values of parameters, the
tail of the discard approximation is always below the tail of the exact ruin probability, which is expected
since the discard approximation gives an underestimation of the exact ruin probability.
On the other hand, for the tail behavior of the corrected replace approximation, the following result
holds.
Theorem 7. When Ce ∈ S, we have for the corrected replace approximation the following tail behavior:
ψ˜r,(u) ∼ θ
1− δP(C
e > u). (8)
Comparing the coefficients of P(Ce > u) in Theorems 6 and 7, we observe that the tail of the corrected
replace approximation is always above the tail of the corrected discard approximation. To compare the
tail behavior of the corrected replace approximation to that of the exact ruin probability, we only need to
compare the coefficients of P(Ce > u), and more precisely their denominators, as the expression with the
largest denominator converges to zero faster. Therefore, the tails have the same behavior when EB = EC,
while the tail of the corrected replace approximation is above the tail of the exact ruin probability when
EB > EC and below when EB < EC.
3.3 Relative error
Following the results of Section 3.2, we show that the relative error at the tail for both approximations is
O().
Lemma 1. When Ce ∈ S, the relative error at the tail of the corrected discard approximation is
Rd,(u) = 1− ψ˜d,(u)
ψ(u)
→ θ
1− δ + δ , as u→∞.
Recall that for the corrected replace approximation, different values of parameters lead to both over-
and underestimation of the exact ruin probability. Thus, for this approximation it is more appropriate to
evaluate the absolute relative error at its tail.
Lemma 2. When Ce ∈ S, the absolute relative error at the tail of the corrected replace approximation is
|Rr,(u)| =
∣∣∣∣∣1− ψ˜r,(u)ψ(u)
∣∣∣∣∣→
∣∣∣∣(θ − δ)1− δ
∣∣∣∣ , as u→∞, (9)
and it goes asymptotically to zero when EB = EC.
8
Remark 3. Lemmas 1 and 2 indicate that the relative errors of both corrected phase-type approximations
do not converge to 0 as u → ∞. However, the approximations give the exact value of the ruin probability
at the origin and have guaranteed bounds of the order O(2) for all values of u. On the other hand, the
asymptotic result of Theorem 5 has the correct tail behavior but it gives relatively inaccurate estimates of the
ruin probability for small values of u for some combinations of the involved parameters. In order to provide a
compromise between our approximations and the asymptotic result of Theorem 5, one can simply change the
coefficients of the correction terms (see Definitions 1 and 2) to θ/(1− δ+ δ− θ), so that their tail behavior
matches the correct tail behavior. Of course, one should also multiply the first terms of the approximations
with proper coefficients to obtain ψ• (0) = ψ0(0) = ψ(0). Such adjustments will lead to approximations with
relative error at the tail that is asymptotically equal to zero. Moreover, the approximations work well for all
values of the involved parameters, but may give worse results for small values of u when they are compared
with the original corrected phase-type approximations.
The fact that the discard approximation always underestimates the ruin probability raises the question
if it is possible to develop a result for its relative error for arbitrary values of u. The next theorem, which
can be seen as the main technical contribution of the paper, shows that this is indeed possible.
Theorem 8. When Ce ∈ S, there exists an η > 0, such that for all  < η, the relative error Rd,(u) of the
discard approximation at the point u can be bounded by
Rd,(u) ≤ θ
1− δ + δH(u) + 
2K,
with H(u) =
(
P (M•,0+M
•
,1+M
•
,2+C
e
1+C
e
2>u)
P (M•,0+M
•
,1+C
e
1>u)
− 1
)
and K a finite constant.
The bound is sharp in the sense that H(u)→ 1 as u→∞, which recovers the relative error at the tail,
up to a term O(2). Moreover, H(u) is uniformly bounded in u and .
4. Numerical examples
In Section 2, we pointed out that the first terms of the discard and the replace expansions are phase-type
approximations of ψ(u). The goal of this section is to show numerically that adding the second term of
these expansions leads to improved approximations (corrected discard and corrected replace approximations
respectively) that are significantly more accurate than their phase-type counterparts. Moreover, the addi-
tional term has a great impact on the accuracy of the improved approximations even for small values of the
perturbation parameter.
Therefore, in this section we check the accuracy of the corrected discard (see Definition 1) and the
corrected replace approximations (see Definition 2) by comparing them with the exact ruin probability and
their corresponding phase-type approximations. Since it is more meaningful to compare approximations with
exact results than with simulation outcomes, we choose the general claim size distributions G such that
there exists an exact formula for the ruin probability ψ(u).
In Section 4.1, we derive the exact formula for the ruin probability ψ(u) for a specific choice of the
claim size distribution. Using the latter claim size distribution, in Section 4.2 we perform our numerical
experiments and we draw our conclusions.
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4.1 Test distribution
As claim size distribution we use a mixture of an exponential distribution with rate ν and a heavy-tailed
one that belongs to a class of long-tailed distributions introduced in [2]. The Laplace transform of the latter
distribution is γ(s) = 1− s
(µ+
√
s)(1+
√
s)
, where EC = µ−1 and all higher moments are infinite. Furthermore,
the Laplace transform of the stationary heavy-tailed claim size distribution is
γe(s) =
µ
(µ+
√
s)(1 +
√
s)
,
which for µ 6= 1 can take the form
γe(s) =
(
µ
1− µ
)(
1
µ+
√
s
− 1
1 +
√
s
)
.
For this combination of claim size distributions, the ruin probability can be found explicitly:
Theorem 9. Assume that claims arrive according to a Poisson process with rate λ, the premium rate is 1
and the Laplace transform of the claim size distribution is
υ(s) = (1− ) ν
s+ ν
+ 
(
1− s
(µ+
√
s)(1 +
√
s)
)
, (10)
with ρ =
λ
µν
(
µ+ (ν − µ)) < 1. For this mixture model, the ruin probability is
ψ(u) =
λ
µν
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()
ζ(ν2i ()u), (11)
where
ζ(u) := eu
2√
pi
∫ ∞
√
u
e−x
2
dx, (12)
and −νi(), i = 1, . . . , 4, are the roots of the polynomial
d(x) = x4 + (µ+ 1)x3 + (µ+ ν − λ)x2 + (µ+ 1)(ν − λ+ λ)x+ (µ(ν − λ) + λ(µ− ν)).
Finally, the coefficients ai satisfy ai = limx→−νi()
n(x)
d(x)
(
x+ νi()
)
, i = 1, . . . , 4, where
n(x) = (1− )(µ+ x)(1 + x) + (x2 + ν).
4.2 Numerical results
In this section, we fix values for the parameters of the mixture model described in the previous section and
we perform our numerical experiments. Although we do not have any restrictions for the parameters of the
involved claim size distributions, from a modeling point of view, it is counterintuitive to fit a heavy-tailed
claim size distribution with a mean smaller than the mean of the phase-type claim size distribution. For this
reason, we select µ = 2 and ν = 3.
For the perturbation parameter , the only restrictions arise from the conditions for the convergence of
the discard and the replace series expansions (see Appendix) and the stability condition. A closer look at the
formulas reveals that, in the case of unequal means, for every value of  there exists a value for the arrival
rate λ such that all conditions are satisfied. However, a logical constraint for the perturbation parameter is
 ≤ 0.1. The reason for this constraint is that in the case of phase-type approximations it is not natural to
remove more than 10% of the data.
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To start our experiments, we first choose the “worst case scenario” for the perturbation parameter,
which is  = 0.1. It seems that this “worst case scenario” for the perturbation parameter is the “best
case scenario” for the improvement we can achieve with the corrected phase-type approximations. When
the perturbation parameter is big enough, a lot of information with respect to the tail behavior of the
ruin probability is missing from its phase-type approximations. So, it is quite natural to expect a great
improvement when we add the second term of the respective series expansion, which contains a big part of
this missing information. In this scenario, we compare the corrected phase-type approximations with their
respective phase-type approximations when ρ0.1 takes the values 0.5, 0.7 and 0.9.
From Figure 1, we conclude that the corrected discard and the corrected replace approximations manage
to reduce the “gap” between their respective phase-type approximations and the exact ruin probability.
Although the scale of the graphs is different, it is evident that the gap closes more efficiently for small values
of ρ, a conclusion that can be also supported theoretically by Section 3.2. Furthermore, the corrected
replace approximation overestimates the ruin probability for small values of u and, as expected, it is better
at the tail than the corrected discard approximation.
For small values of ρ and small values of , one could argue that the gap between the exact ruin probability
and its phase-type approximations is so small that the corrected phase-type approximations do not improve
on the accuracy of their phase-type counterparts. For this reason, we choose  = 0.001 and ρ0.001 = 0.5, and
we compare all approximations with the exact ruin probability. We show that the improvement we achieve
with the corrected phase-type approximations is still significant, even for this seemingly “bad scenario”.
u exact ruin probability discard replace corrected discard corrected replace
0 0.50000000 0.49925037 0.49975012 0.50000000 0.50000000
1 0.11211000 0.11114757 0.11142576 0.11210955 0.11211017
2 0.02557910 0.02474466 0.02484381 0.02557847 0.02557930
3 0.00621454 0.00550887 0.00553925 0.00621386 0.00621466
4 0.00184042 0.00122643 0.00123504 0.00183975 0.00184047
5 0.00082276 0.00027304 0.00027536 0.00082212 0.00082275
6 0.00056334 0.00006078 0.00006139 0.00056273 0.00056329
7 0.00047969 0.00001353 0.00001368 0.00047910 0.00047962
8 0.00043993 3.01× 10−6 3.05× 10−6 0.00043937 0.00043985
9 0.00041336 6.70× 10−7 6.80× 10−7 0.00041284 0.00041329
10 0.00039235 1.49× 10−7 1.51× 10−7 0.00039183 0.00039225
Table 1: Exact ruin probability with phase-type and corrected phase-type approximations for perturbation
parameter 0.001 and average claim rate 0.5.
From Table 1, we observe that even for this small value of  the corrected discard and the corrected
replace approximations yield significant improvements for their respective phase-type approximations. The
difference between the exact ruin probability and the corrected phase-type approximations is O(10−6), while
for the phase-type approximations it is O(10−3). In order to understand the magnitude of the improvement
we achieve with the corrected phase-type approximations we need to look also at the relative errors of all
the approximations involved. It is evident that the relative error of the phase-type approximations easily
reaches values close to 1 (approximately after value 5 of the initial capital in this example), while the corrected
phase-type approximations give a relative error O().
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Figure 1: Exact ruin probability with phase-type and corrected phase-type approximations for perturbation
parameter 0.1 and average claim rate: (a) 0.5, (b) 0.7, and (c) 0.9.
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An interesting observation is that the corrected replace approximation gives better numerical estimations
than the corrected discard approximation, both in absolute and relative errors. However, due to the sign
changes in the formula of the replace expansion (see Theorem 2) it is difficult to find tight bounds for this
approximation.
Finally, note that we performed extensive numerical experiments for various values of the perturbation
parameter  in the interval [0.001, 0.1]. We chose to present only the extreme cases, since the qualitative
conclusions for the intermediate values of  are similar to those of the extreme cases.
5. Total loss and Value at Risk
In this section, we give a brief overview of how our technique works when we calculate quantities in finite time
horizon. As test example, we use the aggregate loss in a fixed period, and we provide the corrected phase-type
approximations when the aggregate loss is a compound Poisson sum. Moreover, we extend our technique in
case the aggregate loss is a compound mixed Poisson sum. Finally, we perform a small numerical experiment
to compare the Value at Risk (VaR) for a given level α that we obtain from the original distribution, the
corrected phase-type approximation and its corresponding phase-type approximation.
Suppose that we are interested in evaluating the aggregate loss in a fixed period [0, t]. The number N(t)
of claims U over this fixed period follows a Poisson distribution with rate λt. Observe that N(t) can be
seen as a superposition of two independent Poisson processes NP (t) and N
H
 (t), with rates λ(1− )t and λt
for the phase-type and the heavy-tailed claims sizes, respectively. Thus, we write
Loss(x, t) := P
(
N(t)∑
i=1
U,i > x
)
= P
(NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
)
.
To find Loss(x, t), we condition on the number N
H
 (t) of the heavy-tailed claim sizes and we get
Loss(x, t) =P
(NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
)
=
∞∑
k=0
P
(NP (t)∑
i=1
Bi +
k∑
i=1
Ci > x
)
P
(
NH (t) = k
)
=P
(NP (t)∑
i=1
Bi > x
)
P
(
NH (t) = 0
)
+ P
(NP (t)∑
i=1
Bi + C > x
)
P
(
NH (t) = 1
)
+ P
( NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
∣∣∣∣∣∣NH (t) ≥ 2
)
P
(
NH (t) ≥ 2
)
=
=P
(NP (t)∑
i=1
Bi > x
)
︸ ︷︷ ︸
PH-approximation
e−λt + P
(
NH (t) ≥ 1
)
P
(NP (t)∑
i=1
Bi + C > x
)
+ P
(
NH (t) ≥ 2
)[
P
( NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
∣∣∣∣∣∣NH (t) ≥ 2
)
− P
(NP (t)∑
i=1
Bi + C > x
)]
.
As in the case of ruin probabilities, we define the corrected phase-type approximation by keeping only
the terms that contain at most one appearance of the heavy-tailed claim sizes. Thus, we have the following
definition.
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Definition 4. The corrected discard approximation of the tail of the aggregated claim sizes in a fixed time
interval [0, t] is defined as
Lossd,(x, t) := e
−λtP
(NP (t)∑
i=1
Bi > x
)
+ (1− e−λt)P
(NP (t)∑
i=1
Bi + C > x
)
.
Observe that the coefficient of the correction term in Definition 4 is equal to P
(
NH (t) ≥ 1
)
and not
P
(
NH (t) = 1
)
as one would expect. We used this modification in order to achieve more accurate estimates
of the aggregate loss, without loosing the main characteristic of the corrected discard approximation, which
is the fact that it underestimates the exact distribution. According to the next theorem, the approximation
error of Lossd,(x, t) is of order O(
2). As it was the case for Theorem 4, there are many ways to find a lower
bound for the error. In the next theorem, we present a bound yielding a simple expression.
Theorem 10. The error of the corrected discard approximation Lossd,(x, t) is bounded as follows:
P
(
NH (t) ≥ 2
)[
P
(NP (t)∑
i=1
Bi+C1+C2 > x
)
−P
(NP (t)∑
i=1
Bi+C1 > x
)]
≤ Loss(x, t)−Lossd,(x, t) ≤ 2(λt)2.
Remark 4. The corrected replace approximation can be constructed in a similar manner. However, special
attention should be paid to the fact that we need to condition not only on the number NH (t) of heavy-tailed
claims but also on the total number of claims, namely N(t). This of course will lead to expressions with the
same order of complexity with that of the approximation in Definition 2.
If the time t we are interested in is not fixed but a random variable, e.g. T , the total aggregate loss is a
compound mixed Poisson r.v. The corrected discard approximation takes the form
Lossd,(x, T ) =
∫ ∞
0
e−λtP
(NP (t)∑
i=1
Bi > x
)
dP(T ≤ t) +
∫ ∞
0
(1− e−λt)P
(NP (t)∑
i=1
Bi + C > x
)
dP(T ≤ t),
and an upper bound for its error is 2λ2ET 2. As a last result, we find a compact formula for the Laplace-
Stieltjes transform of the Lossd,(x, T ). We use the notation β(s), γ(s) and τ (s) for the Laplace transforms
of the phase-type claim sizes, the heavy-tailed claim sizes and the r.v. T , respectively.
Theorem 11. The Laplace-Stieltjes transform of Lossd,(x, T ) is given by the formula
L{Lossd,(x, T )} = 1
s
− 1− γ(s)
s
τ
(
λ
(
1− (1− )β(s)))− γ(s)
s
τ
(
λ(1− )(1− β(s))) .
One can find the corrected discard approximation analytically (or numerically) by applying Laplace
inversion to L{Lossd,(x, T )}.
A widely used risk measure that connects to the aggregate loss, is the Value at Risk (VaR), which is
defined as the threshold value such that the probability of the aggregate loss to exceed this value is less than
a given level α. In other words, the VaR is equal to the (1− α)-quantile of Loss(x, t). We show through a
small numerical experiment that the VaR that is estimated with the corrected discard approximation is closer
to the original VaR, than the one we obtain with the discard phase-type approximation. For our example,
we choose the arrival rate λ = 1, the service time distribution a mixture of an exponential distribution with
rate 3/2 and a Pareto distribution with scale and shape parameters 1 and 2 respectively, and  = 0.01. We
estimate the VaR values at level 0.99 for the interval [0, t], for the values of t = 1, 5, 10, 15, 20. Note that we
simulated the system in order to estimate the exact VaR values. We summarize our results in Table 2.
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t simulation discard corrected discard
1 4.16 4.09 4.14
5 9.77 9.54 9.74
10 15.24 14.89 15.22
15 20.27 19.73 20.17
20 24.99 23.76 24.30
Table 2: Comparison of VaR values we obtain from simulation results and the phase-type and corrected
phase-type approximations. The VaR level is α = 0.99, the perturbation parameter 0.01 and the average
claim rate 0.67.
We want to point out here, that this numerical study differs from our previous examples. Although in
all other examples we were comparing tail probabilities at given values, here we compare the values at which
the original distribution and its approximations give us the same tail probability. This observation explains
why the difference between the values in Table 2 are not of order O(2).
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Appendix
Proof of Theorem 1. From Eq. (2) and (3) we find
m(s) =
1− (1− )δ − θ
1− (1− )δβe(s)− θγe(s) =
(1− (1− )δ)− θ
1−(1−)δ
m• (s)
− θγe(s)
=
1− θ1−(1−)δ
1
m• (s)
− θ1−(1−)δγe(s)
= m• (s)
(
1− θ
1− δ + δ
)
1
1− θ1−δ+δm• (s)γe(s)
= m• (s)
(
1− θ
1− δ + δ
) ∞∑
n=0
(
θ
1− δ + δ
)n
(m• (s)γ
e(s))
n
= m• (s)
∞∑
n=0
(
θ
1− δ + δ
)n
(m• (s)γ
e(s))
n −
∞∑
n=0
(
θ
1− δ + δ
)n+1
(m• (s))
n+1
(γe(s))
n
= m• (s) +
∞∑
n=1
(
θ
1− δ + δ
)n [
(m• (s))
n+1
(γe(s))
n − (m• (s))n (γe(s))n−1
]
.
Using Laplace inversion we obtain
ψ(u) = ψ
•
 (u) +
∞∑
n=1
(
θ
1− δ + δ
)n
(L,n(u)− L,n−1(u)) ,
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where L,n(u) = P(M•,0 +M•,1 + · · ·+M•,n + Ce1 + · · ·+ Cen > u). Note that this power series expansion is
valid if and only if ∣∣∣∣ θ1− δ + δm• (s)γe(s)
∣∣∣∣ < 1.
We know that |m• (s)γe(s)| ≤ 1, so a necessary and sufficient condition for the convergence of the power
series for all values of s is |θ| < |1 − δ + δ|. If we assume that θ > δ, then an immediate consequence
of the stability condition ρ < 1 is that (1 − )δ < 1. Therefore the convergence condition simplifies to
 < (1− δ)/(θ − δ).
Proof of Theorem 2. We set D(s) = θγe(s)− δβe(s). By using (2) and (4) we find
m(s) =
1− (1− )δ − θ
1− (1− )δβe(s)− θγe(s) =
(1− δ)− (θ − δ)
1− δβe(s)− (θγe(s)− δβe(s)) =
(1− δ)− (θ − δ)
1−δ
m0(s)
− D(s)
=
1−  θ−δ1−δ
1
m0(s)
− 1−δD(s)
= m0(s)
(
1− θ − δ
1− δ
)
1
1− 1−δm0(s)D(s)
= m0(s)
(
1− θ − δ
1− δ
) ∞∑
n=0
(

1− δ
)n
(m0(s)D(s))
n
= m0(s)
∞∑
n=0
(

1− δ
)n
(m0(s)D(s))
n − (θ − δ)
∞∑
n=0
(

1− δ
)n+1
(m0(s))
n+1
(D(s))
n
= m0(s) +
∞∑
n=1
(

1− δ
)n
(m0(s))
n
[
m0(s) (D(s))
n − (θ − δ) (D(s))n−1
]
.
But,
m0(s) (D(s))
n − (θ − δ) (D(s))n−1
=m0(s)
n∑
k=0
(
n
k
)
(θγe(s))k(−δβe(s))n−k − (θ − δ)
n−1∑
k=0
(
n− 1
k
)
(θγe(s))k(−δβe(s))n−1−k
=m0(s)
[
n−1∑
k=1
((
n− 1
k
)
+
(
n− 1
k − 1
))
(θγe(s))k(−δβe(s))n−k + (θγe(s))n + (−δβe(s))n
]
− (θ − δ)
n−1∑
k=0
(
n− 1
k
)
(θγe(s))k(−δβe(s))n−1−k
=θ
n−1∑
k=0
(
n− 1
k
)
(m0(s)γ
e(s)− 1) (θγe(s))k(−δβe(s))n−1−k
− δ
n−1∑
k=0
(
n− 1
k
)
(m0(s)β
e(s)− 1) (θγe(s))k(−δβe(s))n−1−k.
Therefore,
m(s) =m0(s)
+ θ
∞∑
n=1
(

1− δ
)n (
(m0(s))
n+1
γe(s)− (m0(s))n
) n−1∑
k=0
(
n− 1
k
)
(θγe(s))k(−δβe(s))n−1−k
− δ
∞∑
n=1
(

1− δ
)n (
(m0(s))
n+1
βe(s)− (m0(s))n
) n−1∑
k=0
(
n− 1
k
)
(θγe(s))k(−δβe(s))n−1−k.
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Applying Laplace inversion we find
ψ(u) = ψ0(u) + θ
∞∑
n=1
(

1− δ
)n n−1∑
k=0
(
n− 1
k
)
θk(−δ)n−1−k (Ln,k+1,n−1−k(u)− Ln−1,k,n−1−k(u))
− δ
∞∑
n=1
(

1− δ
)n n−1∑
k=0
(
n− 1
k
)
θk(−δ)n−1−k (Ln,k,n−k(u)− Ln−1,k,n−1−k(u)) ,
where Ls,m,r(u) = P(M0,0 +M0,1 + · · ·+M0,s+Ce1 + · · ·+Cem+Be1 + · · ·+Ber > u). Similarly to the discard
expansion, the replace series converges for a given value of s if and only if∣∣∣∣ 1− δm0(s) (θγe(s)− δβe(s))
∣∣∣∣ < 1.
If σ = maxs|m0(s) (θγe(s)− δβe(s))|, then a necessary and sufficient condition for the convergence of the
replace series for all values of s is  < |1 − δ|/σ. However, we do not have exact formulas for the Laplace
transforms m0(s), γ
e(s) and βe(s), and thus we can only find a sufficient condition for the convergence of
the series. It can easily be shown that maxs≥0|θγe(s)− δβe(s)| ≤ max{δ, θ}. Since |m0(s)| ≤ 1, a sufficient
condition for the convergence of the replace series is  < |1 − δ|/max{δ, θ}. When θ > δ, the condition
simplifies to  < (1− δ)/θ.
Proof of Theorem 3. An interesting observation is that we can interpret the terms L,n(u) − L,n−1(u) in
Theorem 1 in terms of a renewal process {ND,(u), u ≥ 0} with a delayed first renewal M•,0. Consequently,
P(ND,(u) = 0) = L,0(u) and P(ND,(u) = n) = L,n(u)− L,n−1(u), for n ≥ 1. As a result,
ψ(u)− ψ˜d,(u) =
∞∑
n=2
(
θ
1− δ + δ
)n
P(ND,(u) = n)
=
(
θ
1− δ + δ
)2
E
[(
θ
1− δ + δ
)ND,(u)−2
I (ND,(u) ≥ 2)
]
≤
(
θ
1− δ + δ
)2
,
where the latter inequality holds because θ1−δ+δ < 1. Thus, an upper bound for the approximation error
is
(
θ
1−δ+δ
)2
. Due to the renewal argument, all terms in the discard series expansion are positive. Conse-
quently, the corrected discard approximation always underestimates the exact ruin probability and the term(
θ
1−δ+δ
)2 (
L,2(u)− L,1(u)
)
is a lower bound for the achieved error.
Proof of Theorem 4. Using the triangular inequality and the fact that the distance between two distributions
is smaller than or equal to 1, we obtain
|ψ(u)− ψ˜r,(u)| ≤ (δ + θ)
∞∑
n=2
(

1− δ
)n n−1∑
k=0
(
n− 1
k
)
θkδn−1−k
= (δ + θ)2
(

1− δ
)2 ∞∑
n=2
(

1− δ (δ + θ)
)n−2
=
(

1− δ
)2
(δ + θ)2
1− δ
1− δ − (δ + θ) ,
where the result holds only for (δ + θ)/|1− δ| < 1.
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Proof of Theorem 5. When B has a phase-type distribution, then Be has also a phase-type distribution [6],
and consequently it has an exponential decay rate. Thus, by the definition of the stationary excess claim
sizes Ue and Property 2, we have
P(Ue > u) =
(1− )δ
(1− )δ + θP(B
e > u) +
θ
(1− )δ + θP(C
e > u) ∼ θ
(1− )δ + θP(C
e > u), (13)
which implies by Property 1 that Ue ∈ S. When Ue ∈ S, it is known [6] that
ψ(u) ∼ ρ
1− ρP(U
e
 > u), (14)
where ρ = (1− )δ + θ < 1. Combining (13) and (14) yields the result.
Proof of Theorem 6. The discard approximation ψ• (u) has a phase-type representation; therefore, it is of
o (P(Ce > u)). The same holds for the tail of the distribution of M•,0 +M•,1. Moreover, since Ce ∈ S, from
Property 2 we obtain P(M•,0 + M•,1 + Ce1 > u) ∼ P(Ce > u), which leads to the result by inserting these
asymptotic estimates into (5).
Proof of Theorem 7. The class of phase-type distributions is closed under convolutions [6], which means
that both M0,0 + M0,1 and M0,0 + M0,1 + B
e
1 follow some phase-type distribution. Therefore, due to their
exponential decay rate, ψ0(u), P(M0,0 + M0,1 > u) and P(M0,0 + M0,1 + Be1 > u) are all of the order
o (P(Ce > u)). In addition, since Ce ∈ S, we obtain from Property 2 that P(M0,0 + M0,1 + Ce1 > u) ∼
P(Ce > u). Inserting these asymptotic estimates into (6) leads to the result.
Proof of Theorem 8. Let X,i be an i.i.d. sequence such that X,i
d
= M•,0+M
•
,i+C
e
i , and similarly let Y,i be
an i.i.d. sequence such that Y,i
d
= M•,0 +C
e
i . Since C
e
i is subexponential, and M
•
,0 is light-tailed, according
to Property 2, X,i, Y,i are subexponential as well. In order to prove Theorem 8, we first need the following
lemma.
Lemma 3. There exists a constant K0 independent of , such that
P(X,1 + · · ·+X,n > u)
P(X,1 > u)
≤ Kn0 ,
for all u and for all n.
Proof. We follow a similar idea as the proof of Lemma 1.3.5 in [16], which is not directly applicable, as X,i
depends on . Let F be the distribution function of X,i. We set αn = supu F
∗n(u)/F (u). Observe that
F ∗(n+1)(u)
F (u)
= 1 +
∫ u
0
F ∗n(u− x)
F (u)
dF (x) = 1 +
∫ u
0
F ∗n(u− x)
F (u− x)
F (u− x)
F (u)
dF (x)
≤ 1 + αn
F (u)
(
F ∗2(u)− F (u)
)
≤ 1 + αn(α2 − 1).
Recursively, we find that
αn+1 ≤
n−2∑
k=0
(α2 − 1)k + α2(α2 − 1)n−1.
From Definition 3, we know that α2 − 1 ≥ 1. So,
αn+1 ≤
n−2∑
k=0
αk2 + α
n
2 ≤
n∑
k=0
αk2 ≤ αn+12 ,
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therefore it suffices to show that α2 is bounded in  > 0.
To this end, observe that M•,i is stochastically decreasing in  as it is the supremum of a compound
Poisson process with arrival rate λ(1 − ). Therefore, the supremum that corresponds to the compound
Poisson process with arrival rate λ ( = 0) is stochastically larger than all other suprema with  > 0 and we
denote it by M0i. Letting S =
∑4
i=1M0,i, we see that
F ∗2(u)
F (u)
=
P(X,1 +X,2 > u)
P(X,1 > u)
≤ P(S + C
e
1 + C
e
2 > u)
P(Ce1 > u)
=
P(S > u)
P(Ce1 > u)
+
∫ u
0
P(Ce1 + Ce2 > u− x)
P(Ce1 > u− x)
P(Ce1 > u− x)
P(Ce1 > u)
dP(S ≤ x)
≤ P(S > u)
P(Ce1 > u)
+ sup
u>0
P(Ce1 + Ce2 > u)
P(Ce1 > u)︸ ︷︷ ︸
>1
1
P(Ce1 > u)
∫ u
0
P(Ce1 > u− x)dP(S ≤ x)
≤ sup
u>0
P(Ce1 + Ce2 > u)
P(Ce1 > u)
sup
u>0
P(S + Ce1 > u)
P(Ce1 > u)
.
Both suprema are finite since Ce1 is subexponential and S has a lighter tail than C
e
1 . This completes the
proof of the lemma.
We now proceed with the proof of Theorem 8. Set p =
θ
1−δ+δ . Let η be such that pηK0 = 1/2 and
suppose  < η. Let N be a random variable such that P(N = n) = (1 − p)pn . Observe that M d=
M•,0 +
∑N
i=1 Y,i. For notational convenience, we assume that this equality holds almost surely through this
proof. This enables us to write
ψ(u)− ψ˜d,(u) = P(M > u;N ≥ 2)− p2P(M•,0 + Y,1 > u),
so that
Rd,(u) =
P(M > u;N ≥ 2)− p2P(M•,0 + Y,1 > u)
P(M > u)
=
P(M > u;N ≥ 2)− p2P(M•,0 + Y,1 > u)
P(M > u;N ≥ 1)
P(M > u;N ≥ 1)
P(M > u)
. (15)
Note that P(M>u;N≥1)P(M>u) ≤ 1, where this ratio actually converges to 1 as u→∞. To analyze the other fraction
of (15), the memoryless property of N yields P(M > u;N ≥ k) = pkP(M + Y,1 + · · ·+ Y,k > u) so
P(M > u;N ≥ 2)
P(M > u;N ≥ 1) = p
P(M + Y,1 + Y,2 > u)
P(M + Y,1 > u)
≤ pP(M + Y,1 + Y,2+ > u)P(X,1 > u)
≤ pP(N = 0)P (X,1 + Y,2 > u)P(X,1 > u) + p
∞∑
n=1
P(N = n)
P(X,1 + · · ·+X,n+2 > u)
P (X,1 > u)
≤ pP(X,1 + Y,2 > u)P(X,1 > u) + p
2
(1− p)K30
∞∑
n=1
(pK0)
n−1
≤ pP(X,1 + Y,2 > u)P(X,1 > u) + p
2
2K
3
0 .
Finally, note that
p2P(M•,0 + Y,1 > u)
P(M > u;N ≥ 1) = p
P(M•,0 + Y,1 > u)
P(M + Y,1 > u)
.
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As before, we can show there exists a constant K1 such that
P(M+Y,1>u)
P(M•,0+Y,1>u)
≤ 1 + pK1. Putting everything
together, we conclude that
Rd,(u) ≤ pP(X,1 + Y,2 > u)P(X,1 > u) + p
2
2K
3
0 − p
1
1 + pK1
≤ p
(
P(X,1 + Y,2 > u)
P(X,1 > u)
− 1
)
+ p2K,
for some constant K, completing the proof.
Proof of Theorem 9. The Laplace transform of the ruin probability L{ψ(u)} satisfies the equation
L{ψ(u)} = ρ
s
(
1− (1− ρ)υ
e
 (s)
1− ρυe (s)
)
, (16)
where ρ =
λ
µν
(
µ+ (ν − µ)), and
υe (s) =
1
EU
(
(1− )EBβe(s) + ECγe(s)) = µν
µ+ (ν − µ)
(
(1− ) 1
ν
ν
s+ ν
+ 
1
µ
µ
(µ+
√
s)(1 +
√
s)
)
=
µν
µ+ (ν − µ) ·
(1− )(µ+√s)(1 +√s) + (s+ ν)
(s+ ν)(µ+
√
s)(1 +
√
s)
.
If we set w(s) = (1− ρ)υe (s)/ (1− ρυe (s)), then with simple calculations we find that
w(s) =
µν − λ (µ+ (ν − µ))
µ+ (ν − µ) ·
(1− )(µ+√s)(1 +√s) + (s+ ν)
(s+ ν)(µ+
√
s)(1 +
√
s)− λ(1− )(µ+√s)(1 +√s)− λ(s+ ν) .
The denominator of w(s),
d(
√
s) = s2 + (µ+ 1)s
√
s+ (µ+ ν − λ)s+ (µ+ 1)(ν − λ+ λ)√s+ (µ(ν − λ) + λ(µ− ν)),
is a fourth degree polynomial with respect to
√
s. Let its roots be given by −νi(), i = 1, . . . , 4, and let n(s)
denote the numerator of w(s). Then,
n(s)
d(s)
=
4∑
i=1
ai√
s+ νi()
. (17)
Finally, the coefficients ai are determined by the following equations
ai = lim√
s→−νi()
n(s)
d(s)
(√
s+ νi()
)
, i = 1, . . . , 4.
For s = 0, from (17) we get
0 = n(0)− d(0)
4∑
i=1
ai
νi()
= µ+ (ν − µ)−
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()
.
Substituting everything in (16), we find
L{ψ(u)} =1
s
λ
µν
(
µ+ (ν − µ))(1− µν − λ(µ+ (ν − µ))
µ+ (ν − µ)
4∑
i=1
ai√
s+ νi()
)
=
λ
µν
(
µ+ (ν − µ)
s
−
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
s
(√
s+ νi()
))
=
λ
µν
(
µ+ (ν − µ)
s
−
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()s
)
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+
λ
µν
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()
1(√
s+ νi()
)√
s
=
λ
µν
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()
1(√
s+ νi()
)√
s
,
Laplace inversion to L{ψ(u)} gives,
ψ(u) =
λ
µν
(
µν − λ(µ+ (ν − µ))) 4∑
i=1
ai
νi()
ζ(ν2i ()u).
Proof of Theorem 10. Using that conditional probabilities are less than or equal to 1, an upper bound for
the error of the approximation Lossd,(x, t) is found as
P
(
NH (t) ≥ 2
)[
P
( NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
∣∣∣∣∣∣NH (t) ≥ 2
)
− P
(NP (t)∑
i=1
Bi + C > x
)]
≤ P
( NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
∣∣∣∣∣∣NH (t) ≥ 2
)
P
(
NH (t) ≥ 2
)
≤ P(NH (t) ≥ 2) = ∞∑
k=2
(
λt
)k
k!
ke−λt = 2(λt)2
∞∑
k=2
(
λt
)k−2
k!
k−2e−λt
≤ 2(λt)2
∞∑
k=2
(
λt
)k−2
(k − 2)! 
k−2e−λt = 2(λt)2.
Using the obvious relation
P
( NP (t)∑
i=1
Bi +
NH (t)∑
i=1
Ci > x
∣∣∣∣∣∣NH (t) ≥ 2
)
≥ P
(NP (t)∑
i=1
Bi + C1 + C2 > x
)
≥ P
(NP (t)∑
i=1
Bi + C1 > x
)
,
it is easy to verify that the error is non-negative, which completes the proof.
Proof of Theorem 11. First, we define the Laplace-Stieltjes transform of SNP (t) =
∑NP (t)
i=1 Bi as
FˆNP (t)(s) =
∫ ∞
0
e−sxdP
(
SNP (t) ≤ x
)
=
∞∑
k=0
P
(
NP (t) = k
)
βk(s) = exp{−λ(1− )t(1− β(s))}.
Consequently, the Laplace-Stieltjes transform of Lossd,(x, T ) satisfies
L{Lossd,(x, T )} =
∫ ∞
x=0
e−sx
∫ ∞
t=0
e−λtdP
(NP (t)∑
i=1
Bi > x
)
dP(T ≤ t)
+
∫ ∞
x=0
e−sx
∫ ∞
t=0
(
1− e−λt)dP(NP (t)∑
i=1
Bi + C > x
)
dP(T ≤ t)
=
∫ ∞
t=0
e−λtdP(T ≤ t)
∫ ∞
x=0
e−sxdP
(NP (t)∑
i=1
Bi > x
)
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+∫ ∞
t=0
(
1− e−λt)dP(T ≤ t)∫ ∞
x=0
e−sxdP
(NP (t)∑
i=1
Bi + C > x
)
=
∫ ∞
t=0
e−λt
1− e−λ(1−)t
(
1−β(s)
)
s
dP(T ≤ t)
+
∫ ∞
t=0
(
1− e−λt)1− e−λ(1−)t
(
1−β(s)
)
γ(s)
s
dP(T ≤ t)
=
1
s
− 1− γ(s)
s
∫ ∞
t=0
e−λ
(
1−(1−)β(s)
)
tdP(T ≤ t)− γ(s)
s
∫ ∞
t=0
e−λ(1−)
(
1−β(s)
)
tdP(T ≤ t)
=
1
s
− 1− γ(s)
s
τ
(
λ
(
1− (1− )β(s)))− γ(s)
s
τ
(
λ(1− )(1− β(s))) ,
which completes the proof.
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