This paper presents an application of Particle Swarm Optimization (PSO) in Space Alternating Generalized Expectation Maximization (SAGE) algorithm. SAGE algorithm is a powerful tool for estimating channel parameters like delay, angles (azimuth and elevation) of arrival and departure, Doppler frequency and polarization. To demonstrate the improvement in processing time by utilizing PSO in SAGE algorithm, the channel parameters are estimated from a synthetic data and the computational expense of SAGE algorithm with PSO is discussed.
Introduction
Recent works have shown that appropriate coding using multiple antennas at the transmitter and receiver can increase the capacity of mobile systems [5] . Such systems are called Multiple Input Multiple Output (MIMO) systems. Design and optimization of MIMO systems require realistic model of the propagation channel. In other words, model needs to characterize the properties of each propagating path such as delay, angles (azimuth and elevation) of arrival (AoA) and departure (AoD), Doppler frequency and polarization [6] . To generate accurate channel models, extensive channel measurements and high resolution estimation tools are required.
Various estimation tools have been used to estimate the channel parameters such as Multiple Signal Classification (MUSIC), Estimation of Signal Parameter via Rotational Invariance Techniques (ESPRIT) and maximumlikelihood (ML) methods like Expectation Maximization (EM) and Space Alternating Generalized Expectation Maximization (SAGE) algorithms [2] . ML methods yield more accurate results and provide higher resolution than other methods, but computational complexity is high due to the brute force search required to find the likelihood maximizing parameters.
The SAGE algorithm is a popular technique for parameter estimation. It updates each parameter sequentially and successively, so it has a lower complexity and a faster convergence [1] . The algorithm has two steps: expectation (E) and maximization (M) steps.
The most computationally intensive part of the SAGE algorithm is in the M-step, and hence, fast search procedures are required to reduce the computational complexity. In this paper, we intend to accelerate the SAGE algorithm using PSO for the search procedure. PSO is a popular evolutionary computation technique which is based on intelligence and movement of swarms [4] . It is shown that PSO is an effective algorithm and has a low computational complexity for solving optimization problems. By using PSO, SAGE algorithm converges rapidly and this convergence will be shown in Section 6.
The signal model for MIMO channels is summarized in Section 2. Section 3 provides a brief introduction to SAGE algorithm. Section 4 explains how PSO can be utilized in SAGE algorithm. Section 5 presents the performance of the proposed algorithm for a synthetic data. We conclude with some remarks in Section 7.
MIMO Signal Model
In a typical MIMO channel environment shown in Figure  1 there exists a transmitter antenna array (Tx), a receiver antenna array (Rx) and the propagation paths of the transmitted signal. Obstacles that are located in the environment cause reflection, diffraction and refraction. Therefore, the transmitted signal propagates to the receiver through a certain number of paths (1, 2 . . . L). When the transmitted signal travels from Tx to Rx on a path, it is delayed, its amplitude is attenuated and its phase is changed. With this knowledge at hand the received signal vector coming from any one of the paths can be written as;
where u(t) denotes the transmitted signal vector, Θ l given by
is a vector that consists of channel parameters such as angles (azimuth and elevation) of arrival (Ω Rx,l ), angles (azimuth and elevation) of departure
Doppler frequency (ν l ) and the polarization matrix (A l ). Ω is a unit vector that describes the direction from a reference point and given as
with θ and φ denoting the elevation and azimuth angles, respectively. Finally in equation (1), C Tx,p (Ω) and C R x ,p (Ω), the steering vectors for the transmit and receive arrays, are given by
where p denotes the polarization type (either vertical (v) or horizontal (h)), f is the field pattern of antennas, r is antenna location, M is number transmitter antennas and N is number receiver antennas. Equation (1) models signal of one path for an antenna and total signal at the receiver is as follows:
Here W is the additive white Gaussian noise which is assumed to be independent identically distributed Gaussian.
SAGE Algorithm
SAGE algorithm is an ML estimation method that has been used for different applications like channel parameter estimation. In an E-step, the expected value of one path at a receiver antenna output is computed. In an M-step, the likelihood function is maximized for parameters of one path sequentially. For each iteration, these steps are performed for all paths and SAGE algorithm stops until all parameters converge.
The formulas of SAGE algorithm depend on two concepts: unobservable admissible data and observable incomplete data. Y(t) described in equation (6) is the incomplete data and the admissible data for one path is
E-step
Since X l is an unobservable function, estimate of this function is based on the observable data vector Y(t) bŷ
whereΘ l is the estimated parameters for l th path from previous iteration(s) [2] .
Thus, estimation of admissible data of one path (X l (t)) can be found by subtracting estimated signals of all other paths from observed data Y(t).
M-step
The computation of parameters is done from the likelihood function and this function is maximized for the parameters individually. The SAGE coordinate-wise updates for the parameters are derived in [6] and given as follows,
where arg max stands for the argument of the maximum, P denotes signal power, T sc denotes the sensing period of a receiver antenna and z is likelihood function which is given by
In Equation (16) (.) * denotes the conjugate, (.) H denotes the Hermitian operators and(.) denotes normalization.
For the initialization procedure the successive interference cancelation is used and for the details of the derivation reader may refer to [6] .
Particle Swarm Algorithm for SAGE
As we see from the formulas, the algorithm should search for the parameter values maximizing the likelihood function. Since the search domain is continuous this is a tedious operation requiring efficient search procedures. To this end we propose to use PSO to perform the optimization.
PSO is one of the evolutionary computation techniques developed for non-linear optimization problems with continuous valued parameters though it can also be used with discrete variables [4] . The procedure is based on researches on swarms like bees and bird flocking and inspired by social behavior of swarms [4] . This procedure is simple and its computation time is short.
According to the biological research, swarms find their food collectively not individually; information is shared within the members of swarm. In the swarm, each member's position and its information are known, so each member's position and velocity are modified.
Swarm movement optimizes a certain objective function. Each member knows its best value (pbest) and its position. Moreover, each member knows the best value in the swarm (gbest) among pbests. Each member wants to change its position according to its velocity and the distance to pbest and gbest. Velocity and position of each member can be calculated by the following equations:
Here v is the member velocity, w is a scaling factor, present is the current member's position, rand is a random number between (0,1). c1, c2 are learning factors, usually taken as c1 = c2 = 2.
Performance of SAGE with PSO for a Synthetic Channel Data
To investigate the performance of SAGE algorithm together with PSO, a synthetic data is created. In the created scenario, double polarized six antennas are used both Tx and Rx. L = 5 waves are propagating between Rx and Tx, and the parameters are chosen as in Table 1 . The antenna input signal consists of 55 rectangular pulses with 10 nanoseconds duration, the received signal (y(t)) is sampled at 1 GHz and signal to noise ratio (SNR) is taken as 40 dB.
The channel parameters are estimated by SAGE algorithm using three different search procedures: PSO, random search and dogleg. Random Search means sampling the cost function within the reference domain and then choosing maximum of that function and dogleg is a well known algorithm [3] .
We observed that the SAGE algorithm estimated the parameters correctly and rapidly. Figure 3 shows MSE of an angle of departure versus initialization of SAGE algorithm (0) and SAGE iteration numbers (1-10). From Figure 3 , SAGE algorithm converges in 3 iterations for all three algorithms. However, computation time for three approaches are significantly different. Table 2 shows the computation time of search procedures both at initialization and SAGE iterations. Table 2 illustrates that PSO's computation time for each iteration is significantly better than other methods.
Conclusion
In this paper we presented an application of particle swarm optimization in SAGE algorithm for channel parameter estimation. PSO provides an efficient way to perform optimization of the likelihood function for the maximization step of the SAGE algorithm.
To demonstrate the gains in computational complexity by utilizing PSO in SAGE algorithm, we estimated the channel parameters from a synthetically generated data. We observed that although there is no gain in convergence rate in terms of number of iterations, the computation time for each iteration is significantly improved by PSO compared to other search procedures. Therefore PSO can also be applied to channel parameter estimation problem to provide an efficient optimization.
