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GSV-INDEX FOR HOLOMORPHIC PFAFF SYSTEMS
MAURI´CIO CORREˆA AND DIOGO DA SILVA MACHADO
Abstract. In this work we introduce the GSV-index for varieties invariant by
a holomorphic Pfaff system on complex manifolds. We work with Pfaff systems
not necessarily locally decomposable. We prove a non-negativity property for
the index. As an application, we prove that the non-negativity of the GSV-
index gives us the obstruction to the solution of the Poincare´ problem for Pfaff
systems on projectives spaces.
1. Introduction
The GSV-index for vector fields tangent to hypersurfaces with isolated singulari-
ties was introduced by X. Go´mez-Mont, J. Seade and A. Verjovsky [15] generalizing
the Poincare´-Hopf index. The concept of GSV-index for vector fields tangent to
complete intersections was extended by J. Seade and T. Suwa in [22, 23] and J. -P.
Brasselet, J. Seade and T. Suwa in [3].
D. Lehmann, M. G. Soares and T. Suwa [16] introduced the virtual index for
vector fields on complex analytic varieties via Chern-Weil theory. They showed
that this index coincides with the index GSV-index if the variety is a local complete
intersection variety with isolated singularities. X. Gomez-Mont in [14] defined the
homological index, via homological algebra, which also coincides with the GSV-
index. Recently, T. Suwa in [25] gave a new interpretation of GSV-index as a
residue arising from a certain localization of the Chern class of the ambient tangent
bundle.
M. Brunella in [5] introduced the GSV-index in terms of the germs of 1-forms
inducing the foliation and establish a relation between the GSV-index with the
Khanedani-Suwa variational index [21] and Camacho-Sad index [2]. Moreover, he
showed that the non-negativity of the GSV-index is the obstruction for the solution
for the Poincare´ problem in complex compact surfaces. We recall that the Poincare´
problem is a question proposed by H. Poincare´ in [18] of bounding the degree of
algebraic solutions of an algebraic differential equation on the complex plane. Many
authors have been working on Poincare´ problem and its generalizations for Pfaff
systems, see for instance the papers by Cerveau and Lins Neto [11], M. G. Soares
[26], M. Brunella and L. G. Mendes [6], E. Esteves and S. L. Kleiman [13], V.
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Cavalier and D. Lehmann [8], E. Esteves and J. D. A. Cruz [12], and M. Correˆa
and M. Jardim [9].
In [25] T. Suwa proposed generalize certain formulas of GSV-index for vector
fields for higher dimensional case. In this work, our main goal is define the GSV-
index for Pfaff systems on complex manifolds. We also demonstrate some of its
properties. As application, we prove that the non-negativity of the GSV-index
gives us the obstruction to the solution of the Poincare´ Problem for Pfaff systems
on projective complex space.
Acknowledgments. We are grateful to Tatsuo Suwa and Marcio G. Soares for
interesting conversations. This work was partially supported by CNPq, CAPES,
FAPEMIG and FAPESP-2015/20841-5. We are grateful to Imecc–Unicamp for
hospitality.
2. Preliminaries
2.1. Holomorphic Pfaff Systems.
Definition 2.1. Let X be an n-dimensional complex manifold. A holomorphic
Pfaff system of rank p (1 ≤ p ≤ n) on X is a non-trivial section ω ∈ H0(X,ΩpX⊗N ),
where N is a holomorphic line bundle on X . The singular set of ω is defined by
Sing(ω) = {z ∈ X ; ω(z) = 0}.
Given a Pfaff system ω of rank p on X , then ω is determined by the following:
(i) a open covering {Uα}α∈Λ of X ;
(ii) holomorphics p-forms ωα ∈ Ω
p
Uα
satisfying
ωα = (hαβ)ωβ on Uα ∩ Uβ 6= ∅,
where hαβ ∈ O(Uα ∩ Uβ)∗ determines the cocycle representing N .
Definition 2.2. We say that an analytic subvariety V of X is invariant by a Pfaff
system ω if i∗ω ≡ 0, where i : V →֒ X is the inclusion.
Let ω be a Pfaff system on X as described above and V an analytic subvariety
of X of pure codimension k . Suppose that for each α ∈ Λ we have
V ∩ Uα = {z ∈ Uα : fα,1(z) = · · · = fα,k(z) = 0},
where fα,1, . . . , fα,k ∈ O(Uα). If V is invariant by ω, then for each i ∈ {1, . . . , k}
there exists holomorphic (p+ 1)-forms θαi1, . . . , θ
α
ik ∈ Ω
p+1
Uα
, such that
ωα ∧ dfα,i = fα,1θ
α
i1 + · · ·+ fα,kθ
α
ik.(1)
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2.2. Pfaff Systems on Pn. Let ω ∈ H0(Pn,Ωk
Pn
(r)) be a holomorphic Pfaff sys-
tem of rank k. Now, take a generic non-invariant linearly embedded subspace
i : H ≃ Pk →֒ Pn. We have an induced non-trivial section i∗ω ∈ H0(H,ΩkH(r)) ≃
H0(Pk,OPk(−k − 1 + r)), since Ω
k
Pk
= OPk(−k − 1) . The degree of ω is defined by
deg(ω) := deg(Z(i∗ω)) = −k − 1 + r.
In particular, ω ∈ H0(Pn,Ωk
Pn
(deg(ω) + k + 1)). A Pfaff system of degree d can be
induced by a polynomial k-form on Cn+1 with homogeneous coefficients of degree
d+ 1, see for instance [10].
2.3. GSV-index on Surfaces. In this section we present the Brunella’s definition
of GSV-index for one-dimensional holomorphic foliations on surfaces, see [5].
Let X be a complex compact surface and F an one-dimensional holomorphic
foliation on X . Let C be a reduced curve on X . Consider ω ∈ H0(X,Ω1X ⊗ NF )
a rank one Pfaff system inducing F . If C is invariant by F we say that F is
logarithmic along C.
Given a point x ∈ C, let f be a local equation of C in a neighborhood Uα of x
and let ωα be the holomorphic 1-form inducing the foliation F on Uα. Since F
is logarithmic along C, it follows from [19, 17, 24] there are holomorphic functions
g and ξ defined in a neighborhood of x, both does not vanish identically on each
irreducible components of C, such that
g
ωα
f
= ξ
df
f
+ η,(2)
with η being a suitable holomorphic 1-form. M. Brunella in [5] showed that the
GSV-index can be defined as follows:
Definition 2.3 (Brunella [5]). Let X , C, F e x be as described above. We define
GSV(F , C, x) = ordx
(
ξ
g
|C
)
,
where ordx(
ξ
g
|C) denoted the vanishes order of
ξ
g
|C in x.
Theorem 2.4 ( Brunella [5]). Let X, C, F and x be as described above. Then∑
x∈Sing(F )∩C
GSV(F , C, x) = NF · C − C · C .
In this work we will generalize the above Theorem.
2.4. Decomposition of meromorphic forms. A. G. Aleksandrov in [1] intro-
duced the concept of multiple residues of logarithmic differentials forms along an
analytic hypersurface. This concept is a generalization of the Saito’s decomposition
[19]. In this section, we will make a brief presentation about this decomposition
of meromorphic forms which will be used in the definition of GSV-index for Pfaff
systems.
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Let U be a germ of n-dimensional complex manifold. Let D be an analytic
reduced hypersurface on U . Consider the decomposition on irreducible components
D = D1 ∪ · · · ∪ Dk,
and suppose that the analytic subvariety V = D1 ∩ · · · ∩ Dk has pure codimension
k. We assume that
V = {z ∈ U : f1(z) = · · · = fk(z) = 0},
with f1, . . . , fk ∈ O(U) and for each i ∈ {1, . . . , k},
Di = {z ∈ U : fi(z) = 0}.
Since V is a reduced variety, then the k-form df1 ∧ . . . ∧ dfk is not identically zero
on each irreducible component of V .
We denote by ΩqU (Dˆi) the OU -module of meromorphic differential q-forms with
simple poles on the Dˆi = D1 ∪ · · · ∪Di−1 ∪Di+1 ∪ · · · ∪Dk, for each i = 1, 2, . . . , k.
Theorem 2.5 ( Aleksandrov [1]). Let U , D and V as described above. If ω ∈
ΩqU (D) is a meromorphic q-form such that
dfj ∧ ω ∈
k∑
i=1
Ωq+1U (Dˆi), j = 1, . . . , k,
then, there exists a holomorphic function g, which is not identically zero on every
irreducible component of V , a holomorphic (q− k)-form ξ ∈ Ωq−kU and a meromor-
phic q-form η ∈
∑k
i=1 Ω
q
U (Dˆi) such that the following decomposition hold
gω =
df1
f1
∧ · · · ∧
dfk
fk
∧ ξ + η.(3)
Since g is not identically zero on every irreducible component of V , the restriction
ξ
g
|V
is well defined and it is called of multiple residue of meromorphic q-form ω.
Proposition 2.6 ( Aleksandrov [1]). On the conditions of Theorem 2.5, the mul-
tiple residues of differential form ω do not depend on decomposition (3).
Remark 2.7. We notice that (see [1]) in decomposition (3), the function g belong to
the ideal (of O(U)) generated by all k× k minors of Jacobian matrix Jac(f1, . . . fk)
of map
z ∈ U 7−→ (f1(z), . . . , fk(z)) ∈ C
k.
In other words, if for each multi-index I = (i1, . . . , ik), 1 ≤ i1, . . . , ik ≤ n, we
denote the corresponding minor of Jac(f1, . . . fk) by
∆I = det
[
∂fi
∂zir
]
, 1 ≤ i, r ≤ k,
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then g can be written as
g =
∑
|I|=k
λI ∆I , λI ∈ O(U).(4)
Moreover, if the meromorphic q-form ω is represented in U by
ω =
1
f1 · . . . · fk
∑
|J|=q
aJ(z) dZJ , aJ ∈ O(U) ,
then for each minor ∆I , hold
∆I
∑
|J|=q
aJ dZJ =(5)
= df1 ∧ · · · ∧ dfk ∧
 ∑
|I′|=q−k
a(I,I′) dZI′
+ (f1 · · · fk) η.
Thus, for the special case where q = k, we have that ξ ∈ O(U) is given by
ξ =
∑
|I|=k
λI aI .(6)
Proposition 2.8. Let ω ∈ H0(X,ΩpX ⊗N ) a Pfaff system, of rank p, on a complex
manifold X and V a reduced local complete intersection subvariety of codimension
k. If V is invariant by ω, then for all local representation of ωα = ω|Uα of ω, and
all local expression of V in Uα
V ∩ Uα = {z ∈ Uα : fα,1(z) = · · · = fα,k(z) = 0},
there exist a holomorphic function gα ∈ O(Uα), a holomorphic (p − k)-form ξα ∈
Ωp−kUα and a holomorphic p-form ηα ∈ Ω
p
Uα
, such that
gα ωα = dfα,1 ∧ · · · ∧ dfα,k ∧ ξα + ηα.(7)
Moreover, gα is not identically zero on every irreducible component of V and ηα is
given by
ηα = fα,1 ηα,1 + · · ·+ fα,1 ηα,k,
where each ηα,i ∈ Ω
p
Uα
is a holomorphic p-form.
Proof. Le us consider for each i ∈ {1, . . . , k}
Di = {z ∈ Uα : fα,i(z) = 0}.
and
Dˆi = D1 ∪ · · · ∪ Di−1 ∪ Di+1 ∪ · · · ∪ Dk.
Since V is invariant by ω it follows from the expression (1) that for each i ∈
{1, . . . , k}, there exist differentials (p+ 1)-forms θαi1, . . . , θ
α
ik ∈ Ω
p+1
Uα
, such that
ωα ∧ dfα,i = fα,1θ
α
i1 + · · ·+ fα,kθ
α
ik.
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With this, we deduce that
dfα,j ∧
ωα
fα
∈
k∑
i=1
ΩpUα(Dˆi), j = 1, . . . , k.
Hence, the meromorphic p-form
ωα
fα
satisfies the hypotheses of the Theorem 2.5
and the decomposition (7) follows from decomposition (3). 
The decomposition (7) will be called by a Aleksandrov-Saito’s decomposition of ω
in Uα.
3. GSV-index for Pfaff system
In this section we will define the GSV-index for Pfaff systems.
Consider a Pfaff system ω ∈ H0(X,ΩpX ⊗ N ) rank p and V a reduced local
complete intersection subvariety of codimension k invariant by ω. Let us denote
Sing(ω, V ) := Sing(ω) ∩ V . We will also assume that the rank of ω coincides with
the codimension of V , i.e., p = k. Fixed an irreducible component Si of Sing(ω, V ),
let us take ωα = ω|Uα , a local representation of ω, such that Uα ∩ Si 6= ∅. Assume
that ωα is defined by
ωα =
∑
|I|=k
aI(z)dZI , aI ∈ O(Uα).
Consider also a local expression of V in Uα, given by
V ∩ Uα = {z ∈ Uα : fα,1(z) = · · · = fα,k(z) = 0}.
and let us take an Aleksandrov-Saito’s decomposition of ω in Uα,
gα ωα = (dfα,1 ∧ · · · ∧ dfα,k) ξα + ηα,(8)
with ηα = fα,1 ηα,1 + · · · + fα,k ηα,k, where ηα,i ∈ ΩkUα and, furthermore, ξα being
a holomorphic function.
Definition 3.1. We define
GSV(ω, V, Si) := ordSi
(
ξα
gα
|V
)
.
Theorem 3.2. GSV(ω, V, Si) depends only on ω, V and Si. Moreover, the following
formula holds∑
i
GSV(ω, V, Si)[Si] = c1([N ⊗ det(NV/X)
−1])|V ⌢ [V ](9)
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Proof. Firstly, it follows from the definition and Proposition 2.6 that GSV(ω, V, Si)
do not depend on chosen decomposition of ω. Now, we will prove that GSV(ω, V, Si)
does not depend on the local representation ωα of ω, and does not depend on local
expression for V :
V ∩ Uα = {z ∈ Uα : fα,1(z) = · · · = fα,k(z) = 0}.
In fact, if we consider another local representation ωβ = ω|Uβ , such that Uβ∩Si 6= ∅
and other local expression for V
V ∩ Uβ = {z ∈ Uβ : fβ,1(z) = · · · = fβ,k(z) = 0},
we obtain the Aleksandrov-Saito’s decomposition of ω in Uβ
gβ ωβ = (dfβ,1 ∧ · · · ∧ dfβ,k) ξβ + ηβ(10)
and the decomposition of ω in Uα
gα ωα = (dfα,1 ∧ · · · ∧ dfα,k) ξα + ηα(11)
where ηβ |V = ηα|V = 0. Now, in the intersection Uα ∩ Uβ 6= ∅ we have that
(dfα,1 ∧ . . . ∧ dfα,k) = mαβ (dfβ,1 ∧ . . . ∧ dfβ,k) + θα,β(12)
where mαβ |V ∈ OV (Uα ∩ Uβ ∩ V )∗ is the cocycle of the determinant of normal
bundle det(NV/X) on V and θα,β|V = 0. Also, in Uα ∩ Uβ we have that
ωα = hαβωβ,(13)
where hαβ ,∈ O(Uα ∩ Uβ)∗ is the cocycle of the line bundle N . On the one hand,
by using (12) and (13) in (11), we obtain
(gαhαβ)ωβ = (mαβξα)(dfβ,1 ∧ . . . ∧ dfβ,k) + ηα + θα,β(14)
On the other hand, by using (10) in (14), we obtain
(hαβξβgα −mαβξαgβ) (dfβ,1 ∧ . . . ∧ dfβ,k) = ηβ + gβηα + gβθα,β .
Since (ηβ + gβηα + gβθα,β)|V ≡ 0, we conclude that
(hαβξβgα −mαβξαgβ) (dfβ,1 ∧ . . . ∧ dfβ,k) ≡ 0( mod (fβ,1, . . . , fβ,k))
It follows from [20] that there exist r ∈ Z, with r ≥ 1, such that
D
r(hαβξβgα −mαβξαgβ) ∈ dfβ,1 ∧Ω
k−1
Uβ
+ · · ·+ dfβ,k ∧ Ω
k−1
Uβ
,
whereD is the ideal ofOUβ generated by all minors of maximal order of the Jacobian
matrix Jac(fβ,1, . . . , fβ,k). Now, as observed in [1, Proposition 2] the image Im(D)
of D in the ring OV ∩Uβ is not equal to Ann(OV ∩Uβ ). In fact, since V is reduced,
then dfβ,1 ∧ . . . ∧ dfβ,k does not vanish identically on each irreducible component
of V . Therefore, it follows from [7, Theorem 2.4. (1)] that the OV ∩Uβ -depth of the
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ideal Dr is at least 1. Then, there is D ∈ D which is not a zero-divisor in OV ∩Uβ
and
Dr(hαβξβgα −mαβξαgβ) ∈ dfβ,1 ∧ Ω
k−1
Uβ
+ · · ·+ dfβ,k ∧ Ω
k−1
Uβ
.
Thus, the class Dr(hαβξβgα −mαβξαgβ) = 0 ∈ ΩkV ∩Uβ . Then
(hαβξβgα −mαβξαgβ)|V = 0
since D ∈ D is not a zero-divisor. We conclude that
ξα
gα
|V = hαβ (mαβ)
−1 ξβ
gβ
|V .(15)
Since hαβ and (mαβ)
−1 are non-vanishing holomorphic functions we have
ordSi
(
ξα
gα
|V
)
= ordSi
(
ξβ
gβ
|V
)
.
Now, we will prove the formula (9). Indeed, consider the isomorphism determined
by the duality of Poincare´
PV : H
2(V,C) −→ H2n−2k−2(V,C).
In particular, we have
PV (c1([N ⊗ det(NV/X)
−1])|V ) = c1([N ⊗ det(NV/X)
−1])|V ⌢ [V ].(16)
Note that, by (15) the family of meromorphic functions s = {(ξα/gα)|V }α∈Λ defines
a meromorphic section of the line bundle [N ⊗det(NV/X)
−1]|V . Therefore, we have
the divisor associated to the section s given by
(s)0 =
∑
i
GSV(ω, V, Si)[Si].
That is
O((s)0) ∼= [N ⊗ det(NV/X)
−1]|V .
Thus,
c1([N ⊗ det(NV/X)
−1])|V = c1(O((s)0))
= c1
(
O
(∑
i
GSV(ω, V, Si)[Si]
))
=
∑
i
GSV(ω, V, Si)P
−1
V ([Si]),
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where each P−1V ([Si]) is the dual of the cycle [Si] ∈ H2n−2k−2(V,C) determined by
Si. Consequently,
PV (c1([N ⊗ det(NV/X)
−1])|V ) =
∑
i
GSV(ω, V, Si)[Si].(17)
Now, using (17) in equality (16), we obtain∑
i
GSV(ω, V, Si)[Si] = c1([N ⊗ det(NV/X)
−1])|V ⌢ [V ].

Next result gives us an alternative way to calculate the GSV-index. This formula
can be compared with the Suwa’s formula in [25, Proposition 5.1 ].
Theorem 3.3. Let ω, V and Si be as described above. For each multi-index I,
with | I |= k, the following formula holds
GSV(ω, V, Si) = ordSi(aI |V )− ordSi(∆I |V ).
where ∆I is the k× k minors of Jacobian matrix Jac(fα,1, . . . , fα,k), corresponding
to the multi-index I.
Proof. By the expression (5) we have
(∆I .
∑
|J|=k
aJ dZJ )|V = [(dfα,1 ∧ . . . ∧ dfα,k) aI ]|V .
Since
dfα,1 ∧ . . . ∧ dfα,k =
∑
|J|=k
∆J dZJ ,
for each J , with | J |= k, we get
(∆I aJ)|V = (∆J aI)|V .(18)
Thus,
GSV(ω, V, Si) = ordSi
(
ξα
gα
|V
)
= ordSi
(
ξα
gα
|V
)
+ ordSi(∆I |V )− ordSi(∆I |V )
= ordSi
(
ξα∆I
gα
|V
)
− ordSi(∆I |V ).
By (6) we have
ξα =
∑
|J|=k
λJ aJ .
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Hence, by using (18) we obtain
ξα∆I |V =
∑
|J|=k
λJ (aJ ∆I)|V =
∑
|J|=k
λJ (∆J aI)|V
= (
∑
|J|=k
λJ ∆J ) aI |V = gα aI |V ,
where in the last step we have used (4). Thus,
ordSi
(
ξα∆I
gα
|V
)
= ordSi (aI |V ) .
Then
GSV(ω, V, Si) = ordSi(aI |V )− ordSi(∆I |V ).

Corollary 3.4. Let ω, V and Si be as described above. If Si ∩ Sing(V ) = ∅, then
GSV(ω, V, Si) ≥ 0.
Proof. By Theorem 3.3, for all multi-index I, with | I |= k, we have
GSV(ω, V, Si) = ordSi(aI |V )− ordSi(∆I |V ).(19)
Let hi ∈ OV (Uα ∩ V ) be a function which defines locally Si in Uα ∩ V , i.e.,
(Uα ∩ V ) ∩ Si = {z ∈ Uα ∩ V : hi(z) = 0}.
If GSV(ω, V, Si) < 0 then, by (19), for each multi-index I, with | I |= k,
ordSi(∆I |V ) = δI > 0
Thus,
∆I |V = h
δI
i µI |V ,
for some function µI ∈ OV (Uα ∩V ). This implies that for each multi-index I, with
| I |= k, the following inclusion occurs
{z ∈ Uα ∩ V : hi(z) = 0} ⊂ {z ∈ Uα ∩ V : ∆I(z) = 0}.
Thus, we conclude that
(Uα ∩ V ) ∩ Si = {z ∈ Uα ∩ V : hi(z) = 0} ⊂
⋂
|I|=k
{z ∈ Uα ∩ V : ∆I(z) = 0} = Uα ∩ Sing(V ).
Therefore, we obtain Si ∩ Sing(V ) 6= ∅.  
Corollary 3.5. Let ω and V be as described above. If V is smooth, then for all Si
GSV(ω, V, Si) > 0.
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Proof. If V is smooth, then there exist some k × k minor ∆I (of Jacobian matrix
Jac(fα,1, . . . , fα,k)) which is not zero along V . Therefore,
ordSi(∆I |V ) = 0.(20)
Therefore, it follows from Theorem 3.3 that
GSV(ω, V, Si) = ordSi(aI |V )− ordSi(∆I |V ) = ordSi(aI |V ) > 0.

4. An Application: Poincare´ problem for Pfaff systems
In this section, we will consider the GSV-index for Pfaff systems on a projec-
tive space Pn. We will see that the non-negativity of the GSV-index gives us the
obstruction to the solution of the Poincare´ Problem for Pfaff systems.
Theorem 4.1. Let ω and S be as described above. If V is a complete intersection
variety of codimension k and multidegree (d1, . . . , dk), which is invariant by ω on
Pn. Then∑
i
GSV(ω, V, Si) deg(Si) = [d+ k + 1− (d1 + · · ·+ dk)] · (d1 · · · dk).
In particular, if GSV(ω, V, Si) ≥ 0, for all i, we have
d1 + · · ·+ dk ≤ d+ k + 1.
Proof. By applying the Theorem 3.2 and take degrees we obtain∑
i
GSV(ω, V, Si) deg(Si) = deg
(
c1([N ⊗ det(NV/Pn)
−1]|V ⌢ [V ]
)
.
On the one hand, the normal bundle of V is given by
NV/Pn = OPn(d1)⊕ · · · ⊕ OPn(dk)|V .
Thus
det(NV/Pn) = OPn(d1 + · · ·+ dk)|V .
On the other hand, we have that
N = OPn(d+ k + 1).
Now, since
[V ] = (d1 · · · dk) c1(O(1))
k
we get
deg([N ⊗ det(NV/Pn)
−1 ]|V ⌢ [V ]) = [(d+ k + 1)− (d1 + · · ·+ dk)] · (d1 · · · dk).
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We obtain,∑
i
GSV(ω, V, Si) deg(Si) = [d+ k + 1− (d1 + · · ·+ dk)] · (d1 · · · dk).
Now, if GSV(ω, V, Si) ≥ 0, for all i, we have
0 ≤
∑
i
GSV(ω, V, Si) deg(Si) = [d+ k + 1− (d1 + · · ·+ dk)] · (d1 · · · dk).
This implies that
d1 + · · ·+ dk ≤ d+ k + 1.

In the next result we obtain a similar bound due to Esteves–Cruz [12] and
Correˆa–Jardim [9].
Corollary 4.2. Let ω, V and S be as described above with V invariant by ω.
Suppose that for all i we have Si ∩ Sing(V ) = ∅, then
d1 + · · ·+ dk ≤ d+ k + 1.
Moreover, if V is regular we have
d1 + · · ·+ dk ≤ d+ k.
Proof. The result follows from Corolary 3.5 and Corolary 3.4. 
Now, we will give a optimal example.
Example 4.3. Consider the Pfaff system ω ∈ H0(Pn,Ωk
Pn
(d+ k + 1)) given by
ω =
∑
0≤j≤k
(−1)jdjfj df0 ∧ · · · ∧ d̂fj ∧ · · · ∧ dfk,
where fj is a homogeneous polynomial of degree dj . We can see that
d0 + d1 + · · ·+ dk = d+ k + 1.
Suppose that deg(f0) = d0 = 1 and that V = {f1 = · · · = fk = 0} is smooth. We
have that V is invariant by ω and
d1 + · · ·+ dk = d+ k.
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