The purpose of this paper is to prove strong type inequalities with pairs of related weights for commutators of one-sided singular integrals (given by a Calderón-Zygmund kernel with support in (−∞, 0)) and the one-sided discrete square function. The estimate given by C. Segovia and J.L. Torrea is improved for these one-sided operators giving a wider class of weights for which the inequality holds.
Introduction
Many operators in Real Analysis have one-sided versions for which the class of weights is wider than the one of Muckenhoupt. It is well known that in Ergodic Theory there are many situations that require one-sided operators. In this paper we study one-sided singular integrals and the one-sided discrete square function. A one-sided singular integral is a Calderón-Zygmund singular integral whose kernel K has support in (−∞, 0) or (0, ∞).
In [1] , Aimar, Forzani and Martín-Reyes have studied these operators. They proved that the maximal operators which control them are the onesided Hardy-Littlewood maximal operators M + and M − , and that the good weights for these operators are the one-sided weights introduced by Sawyer [12] . For one-sided singular integrals it is possible to improve many weighted inequalities in two ways, by putting on the right hand side a smaller operator or by allowing a wider class of weights for which the inequalities hold (see, for example, [1, 4, 10] ).
In this paper we study inequalities with pairs of related weights for commutators of one-sided singular integrals and the one-sided discrete square function (studied by de la Torre and Torrea in [15] ). Our starting point is the work of Segovia and Torrea, [13] .
Throughout this paper the letter C will denote a positive constant, not necessarily the same at each occurrence and M will denote the HardyLittlewood maximal function, M f (x) = sup h>0 1/(2h) x+h x−h |f |. If 1 ≤ p ≤ ∞, then its conjugate exponent will be denoted by p and A p will be the classical Muckenhoupt's class of weights (see [9] for finite p and [3] for the definition of A ∞ ). Finally, given an interval I = (x, x + h) (h > 0), then
Definitions and statement of the results
Definition 2.1. We shall say that a function K in L 1 loc (R \ {0}) is a Calderón-Zygmund kernel if the following properties are satisfied:
(a) There exists a finite constant B 1 such that
for all ε and all N with 0 < ε < N, and furthermore, there exists the limit lim ε→0 + ε<|x|<1 K(x) dx.
(b) There exists a finite constant B 2 such that
for all x = 0.
(c) There exists a finite constant B 3 such that
for all x and y with |x| > 2|y|.
Given a Calderón-Zygmund kernel K, the singular integral associated to K is defined by
in the principal value sense. A one-sided singular integral T + (respectively T − ) is a singular integral associated to a Calderón-Zygmund kernel K with support in (−∞, 0) (respectively (0, ∞)); therefore, in that case,
An example of such kernels is K(x) = sin (log |x|)/(x log |x|)χ (−∞,0) (x) (see [1] ).
Definition 2.2. For f locally integrable, we define the one-sided discrete square function applied to f by
It is not difficult to see that S + f (x) = ||U + f (x)|| 2 , where U + is the sequence valued operator
n∈Z (see [15] ). Definition 2.3. Let T + be a one-sided singular integral with kernel K and let S + be the one-sided discrete square function. For appropriate b we define the commutator of T + and S + by
and
where H is as in (2.2).
Definition 2.4. The one-sided Hardy-Littlewood maximal operators M + and M − are defined, for locally integrable functions f , by
The good weights for these operators are the one-sided weights, A + p and
There exist positive numbers C and δ such that for all numbers a < b < c and all measurable sets E ⊂ (b, c),
It is known (see [7] ) that A + ∞ = p≥1 A + p . The classes A − p are defined in a similar way. (See [12, 6, 7] for more definitions and results.)
It is proved in [1] and [15] respectively that if ω ∈ A + p , 1 < p < ∞, then T + and S + are bounded from L p (ω) to L p (ω) and that, if ω ∈ A + 1 , then T + and S + are of weak-type (1,1) with respect to ω. Now we are ready to establish our main results. 
for all bounded f with compact support.
Remark. The result of Theorem 2.1 for two-sided Calderón-Zygmund singular integrals is due to Segovia and Torrea [13] . They proved the boundedness of Calderón-Zygmund singular integrals from L p (α) to L p (β) for both α, β ∈ A p . (Their result is highly more general, it is applied to many other operators. For the Hilbert transform, see Bloom [2] .) The improvement in Theorem 2.1 for one-sided singular integrals is that it takes into consideration a wider class of weights. Taking β ∈ A + p , one improves not only in the left hand side of the inequality, but also in the right hand side, by noticing the fact that α = ν p β gives
An example that our class of weights is wider is the following:
We suspect that Theorems 2.1 and 2.2 hold for α ∈ A + p , for this is what is needed in their proofs (see, for instance, the last step in the proof of Theorem 2.1). However, one of the key points to prove those theorems is Lemma 3.3, and there, what is needed is, precisely, that α ∈ A − p . That is why we require α ∈ A p .
Preliminaries
We introduce some further definitions and results that we need to prove the main results. Definition 3.1. Let g ≥ 0 be a locally integrable function (that is, g is a weight). We define the maximal operator M + g by
It is proved in [6] that for a weight u and
Definition 3.2. Let f be a locally integrable function. The one-sided sharp maximal function is defined by
It is proved in [8] that
Another result that will be used often is the following ([8,
Definition 3.3. Let 1 < r < ∞. We say that a weight ω belongs to the class RH + r if there exists C such that for any a < b
The definition of RH − r is the expected one. (See [5] and [11] for more definitions and results.)
It is proved in [7] that ω ∈ A + ∞ if and only if there exists r > 1 such that ω ∈ RH + r . Something more can be said:
In order to prove the main theorems we still need four preliminary results that we are going to establish and prove now. 
Then, Hölder's inequality and the facts that
By [11, Lemma 2.6] , this finishes the proof of Lemma 3.1. 
Proof.
On the other hand, using Hölder's inequality with exponents (r, r ), we get
This implies that 
and we would have finished the proof. In the case that c − b < b − a we partition the interval [a, c] by points
. . , n. Therefore, for i < n, we have
which finishes the proof of Lemma 3.2.
Proof. By [13, Lemma 2], there exists ε > 0 such that for all r in the range
Let us fix such r and take s > 1 such that α −r/p ∈ RH s . It then follows that (3.4)
The last inequality is a consequence of John-Nirenberg's inequality (see the proof of Proposition 6, Chapter III, in [14] ). Now, we use Hölder's inequality and the facts that ν ∈ A ∞ ⊂ A + ∞ and α −r/p ∈ A r ⊂ A + r , to obtain (3.5)
Putting together inequalities (3.4) and (3.5) we obtain the desired result.
Lemma 3.4. Suppose that we are under the same hypotheses of Lemma 3.3. Let x ∈ R, h > 0, l ∈ N and let I = (x, x + 2 l h). For k ∈ N, let
For the first summand on the right hand side, we observe that if b ∈ BM O ν , then there exists C such that
for any interval J. In fact, this sort of estimate, for all J, characterizes that b ∈ BM O ν , as well as this other one
Consequently, since I l = I + , we get
For the rest of the sum, we note that I − j+1 ⊃ I j , then the above remark and the fact that ν ∈ A ∞ give
Proof of the Results
Proof of Theorem 2.1. The following pointwise estimate is the key to prove Theorem 2.1. We claim that there exist δ 1 > 0, δ 2 > 0 and q > 1 such that for all r in the range
the following inequality holds (4.1)
for all bounded f with compact support. Let us prove this claim. We have
Let x ∈ R and h > 0 be fixed
Observe that
Thus,
By Lemmas 3.1-3.3, there exists δ 1 > 0 such that for all r in the range p < r < p (1 + δ 1 ), it holds that β −r/p ∈ A − r , β ∈ A + p/r (β r /p ) and
Let q > 1, close enough to 1, such that β q ∈ A + p , β ∈ A + p/q and (p/q) < p (1 + δ 1 )/q. Therefore, since β ∈ A + p/q , there exists δ 2 > 0 such that, for all r in the range (p/q) < (p/q) (1 + δ 2 ), it holds that β ∈ A + p/qr (β qr /p ). Let r be such that
Then, by Hölder's inequality and the above remarks,
To control II, we observe that, since
we have p < rq < p (1 + δ 1 ). Then, Hölder's inequality, the fact that T + is bounded from L q (dx) to L q (dx), Lemma 3.3 and the fact that β −qr/p ∈ A − r give (4.5)
Next, we use condition (c) of the kernel to obtain (4.6)
To estimate IV , we introduce a modified version of Lemma 3.3. If I = (x, x + h), we denote by I 2 the interval (x + h/2, x + h). It is very easy to prove that Lemma 3.3 holds changing b I by b I 2 . Consequently, arguing as in the estimate of II, and using this version of Lemma 3.3, we get (4.7)
Then, for all s ∈ I j(k) , we have (4.8)
This conclusion and Lemma 3.4 give us (4.9)
In the last inequality we have used
Collecting all these inequalities, we complete the proof of (4.1). Next, we are going to prove that we can apply [8, Theorem 4] , that is, we have to prove that 
with C independent of m. Using now the dominated convergence theorem, we get that {b m f } converges to bf in L 1 (dx), as m tends to infinity and, since T + is of weak type (1,1) with respect to the Lebesgue measure, {T + (b m f )} converges to T + (bf ) in measure (dx). Therefore, there exists a subsequence that converges almost everywhere. We shall continue denoting this subsequence by {T + (b m f )}. On the other hand, {b m T + f } converges to bT + f almost everywhere. Then, by Fatou's lemma,
As a consequence, [8, Theorem 4] gives that
Now, using (4.1), we get
Clearly, I and II are estimated as in the proof of Theorem 2.1. Let U + be as in (2.1). Then (4.12)
If H is as appears in (2.2), then (4.13)
By Hölder's inequality with exponents (q, q ) and (r, r ), (4.14) 
||H(y − t) − H(x − t)||
On the other hand, for all z ∈ I j(k) , (4.19)
Taking into account inequalities (4.18), (4.19) and using again Hölder's in-equality and (4.17), we get
Our next task will be to prove that [8, Theorem 4] can be applied in this setting. Assuming it for the moment, we obtain
which ensures the desired result having into consideration inequality (4.10) and the choice of r, t and s. Let us prove now that [8, Theorem 4 ] can be applied. If b ∈ L ∞ , the result in [15] gives
