Probability prediction is defined as the estimate of the conditional probability distiibution of the future given the past and present. Of principal interest are probability predictions for dichotomous random variables, i.e., variables assuming the value 1 (success) or 0 (failure), in which case the prediction is simply an estimate of the probability of success.
INTRODUCTION
Let z be a random variable and z an observed value of an associated vector variable. We are interested in the probability structure of z. All information regarding z given by the observation is contained in the conditional probability distribution, F(z1z). We therefore define a probability estimate to be an estimate F(zlz) of the conditional probability distribution. In particular, this paper is concerned with probability estimation for dichotomous random variables, i.e., z=1 (success) or 0 (failure). For example, z might represent the occurrence or non-occurrence of rainfall. 
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This is the logistic response function, or logit, a symmetric sigmoid curve. It appears to be a reasonable model since, as a smooth function of z, Pr (z=llz) is bounded between 0 and 1 and approaches these values as limits as z--+-+ a .
THE DISCRIMINANT FUNCTION LOGIT ESTIMATOR
This formulation of the problem was discussed by Cornfield S is the pooled estimate of the common covariance matrix 2. The exponent in (2.1) is seen to be the linear discriminant function and the estimates (3.1) are based on the sample discriminant function, so we will call this estimator the discriminant function logit estimator (DFLE).
OTHER LOGIT MODELS
Without the assumption of equal variances in the two cases, the exponent in (2.1) becomes the quadratic discriminant function, and its sample version is the difference between the Mahalanobis squared distances from the observation t o each sample. This yields a quadratic logit model. Thus the true form of the response curve was the cumulative normal (probit). Both the linear and logit curves were estimated by the recursive technique mentioned previously. A sample size of 1,000 was used to assure convergence. Figure 1 shows the results of a typical run. The correlation between x and y in this case was 0.9. The cut value e was I, giving an unconditional probability of a success of 0.1588. Figure 2 demonstrates the effects of the correlation and the cut value on the fitted curves. The logit provides a better approximation, especially in the tails, as c departs from zero. The straight line, however, becomes a reasonably close approximation over a range as lpl decreases.
(5.4)
which appears to be a weighted version of (5.3), except that the weights (@)--l are functions of the estimate b. We will use this form of the normal equations. 6 is then Walker and Duncan [SI use a recursive technique to estimate P. Given tions, the estimated covariance matrix zn-l=var @%-I) 7 and the n-th observation (zn, zn), the estimates of P and 2 may be updated as follows: 
COMPARISON OF LOGIT ESTIMATION METHODS
"[
A second set of simulations was performed to compare the DFLE, converged iterative, and one-pass recursive converged iterative estimate was considered t o be the standard of comparison, since it provides the best fit to the data.
The results of two runs made on data satisfying the DFLE assumptions are shown in figure 3. Here logit estimators. A sample size of 100 was used, and the FIGURE 3.-Probability estimators for two sets Of data satisfying the DFLE conditions, with n= 100. The DFLE is seen to be very close to the iterative solution in both cases. Figure 4 shows curves resulting from analysis of gamma and uniform data, with the true response curve being the Pogit in each case.
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I n order to illustrate differences in rate of convergence for the iterative and recursive methods, consider again the data which resulted in the upper graph in figure 3. As our starting value in each case we take a horizontal line E(zls)=fi. The proportion of successes in this case was 0.83. We are interested in the value of the coefficients after each iteration. In the recursive case the regression coefficients which resulted from the previous pass through the data were used as initial estimates for the next pass. For each pass the covariance matrix of the regression coefficients was reset to the initial value used in the first pass. The results shown in table 1 show that the recursive method provides a reasonable estimate in one pass, and that the iterative method is particularly sensitive to , then, given x, the residual y--2'6 will be normally distributed with mean zero and variance (1 +x'(X'X)-lx)u2.
The problem is now reduced to that of estimating the normal c.d.f. a t one or more points. For moderate or large sample sizes u2 may be replaced by its estimate sz and the integration may then be performed. [7] , and others.
It is important to note that for parametric probability models, this loss function is minimized by the maximum likelihood estimate of the parameters. The log likelihood of the sample is 
METEOROLOGICAL EXAMPLES
Several types of meteorological. data have been analyzed to further evaluate the practical effectiveness of the logit and underlying variable probability predictors. These predictors are compared with those obtained by linear regression and persistence. The persistence predictor, which is often used as a "minimum" standard of comparison in probability forecasting, is simply the outcome at the preceding time point, (11.1)
Since meteorological events often occur in runs, persistence frequently appears to perform reasonably well; clearly, to be worthwhile, a proposed predictor must do better.
The loss function used to compare predictors is mean square error, by the zero-information probability predictor, ;=jj, where 5 is an estimate of the unconditional probability vector, as the standard of comparison, the information loss function could be used.
In the following examples regression coefficients are estimated by the recursive techniques discussed earlier, enabling the sample to be used as an "independent sample" to measure performance. At each time point a prediction is made based on past data. The observation obtained at that point is compared with the prediction, and then used to update the estimates of the coefficients. I n order to allow the coefficients to stabilize, the first 100 data points were excluded from the mean square error calculations.
In the first example, hourly weather data from the Atlantic City, N.J., airport were used to predict the probability of precipitation. Atmospheric pressure and dew point depression were the only relevant predictor variables available; the squares and cross product of these variables were also used. The first analysis, conditional on precipitation the preceding hour, showed the logit to be slightly better than linear regression and both better than persistence. The second, conditional on no rainfall, resulted in approximately equal results for the three predictors. I n neither case were any of the regressors statistically significant. Deleting these regressors results in a Markov chain model, which is commonly used for predicting precipitation 
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Attention was shifted to temperature data for Central Park in New York City. This consisted of daily minimum and maximum temperature readings for a 30-yr. period, 1931-60. We wished to predict the probability that the maximum would exceed its daily mean or the minimum fall short of its daily mean by k degrees. Estimates of the daily means were obtained by averaging over the 30 yr.
A bivariate series { z t } was obtained by subtracting out these means.
The specific problem considered in this example was of predicting the probability that the minimum temperature x2, would be 5" or more below its daily average, i.e., 
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The variables used as regressors were the maximum and minimum temperatures for the preceding three days. Two conditional logit regression analyses were performed with the results shown in table 2. This and similar studies (e.g., predicting the probability that the maximum temperature exceeds its average by 10") show the logit to be consistently better than the linear model. Since the time series in question is approximately Gaussian, the underlying variable probability predictor should perform well in this case. This was done, using three lags of the bivariate series as predictor variables. The prediction was made a t each point using current estimates of the parameters of the distribution obtained by recursive least squares. The distribution of the residuals, normalized by the current parameter estimates, is shown in figure 5 ; the first 100 points of the 1000 used are omitted. The underlying variable probability predictor had a mean square error of 0.1291, compared to 0.1956 for persistence.
