A materials data analytics (MDA) methodology was developed in this study to evaluate publicly available information on 9% Cr family steel and to handle nonlinear relationships and the sparsity in materials data for this alloy class. The overarching goal is to accelerate the design process as well as to reduce the time and expense associated with qualification testing of new alloys for fossil energy applications. Data entries in the analyzed data set for 82 iron-base alloy compositions, several processing parameters, and results of tensile mechanical tests selected for this study were arranged in 34 columns by 915 rows. While detailed microstructural information was not available, it is assumed that the compositional space for the 9 to 12% Cr steels is limited such that all data entries have a tempered martensitic microstructure during service. Establishing a hierarchy of first-order trends in the publicly available data requires the MDA to filter out the biases. Complexity of the phase transformations and microstructure evolution in the multicomponent alloys (using 21 chemical elements) with major influence on mechanical properties, leads to inefficiency in direct application of unbiased linear regression across the entire data space. To address the nonlinearity, analyses of tensile data were performed in composition-based clusters. Clusters corresponding to moderately frequent patterns and maximized information gain were further refined by using p-norm distance measures, matching the alloy classification groups adopted by industry. The evolutionary method of propagating an ensemble of competing cluster-based models proved to be a viable option in dealing with scarce, multidimensional data.
INTRODUCTION
Motivation for this research comes from the desire to shorten the rigorous and time-consuming alloy qualification (standardization) process, for new fossil energy materials applications. The preliminary focus of the data science effort is on 9 to 12% Cr martensitic-ferritic steels used as structural materials in steam boiler and turbine applications in power generation. One main consideration for using this alloy class is its relatively high microstructural stability at the operating temperature over time, since power plants have a design lifetime expectation of over 30 years.
Further improvements in efficiency of a power plant can only be gained by using materials that allow for higher temperature or pressure (or both) for the cumulative hundreds of thousands of hours of operation [1, 2, 13, 33, 52, 53, 54] . The objectives of this work were to develop a data-centric framework for analysis and characterization of materials that could be used in fossil energy power plants and, by doing so, be in a position to better predict their mechanical properties.
Similar studies have tested a variety of unbiased machine learning approaches [29] . For example, a neural network with 51 predictor variables was used to model crack growth rate (under a fatigue stress regime) in nickel-based superalloys. This neural network was able to virtually explore new phenomena in such instances where certain vital information cannot be directly obtained via experiments [16] . Subsequently, a neural network model was developed to predict yield and tensile strength of steel as a function of 108 variables, including chemical composition and metalworking parameters [49] . Hancheng et al. [20] proposed an adaptive fuzzy neural network model to predict strength based on composition and microstructure. Alternatively, support vector regression combined with particle swarm optimization was utilized to set up a model for prediction of the corrosion rate of carbon steel exposed to seawater environment [55] .
Some of the materials research and development activities (and a good portion of them too) are proprietary, which makes it particularly difficult to access and compile high-quality information. Consequently, many researchers have relied on public data. One source of data for materials for energy applications is made available through the National Institute for Materials Science (NIMS). A study on fatigue strength prediction using information available in the NIMS database [17] initially employed principal component analysis (PCA) and then performed partial least squares regression on the clusters identified by PCA. Large R 2 values, ranging between 0.88 and 0.94, were obtained for individual clusters. More recently, Agrawal et al. [3] using the same data set demonstrated that several advanced data analytics techniques such as neural networks, decision trees, and multivariate polynomial regression can significantly improve goodness of fit over the previous efforts, with R 2 values approaching and exceeding 0.97.
DATA MANAGEMENT AND ANALYSIS SETUP
Data (see Table 1 ) used in this paper have come from a variety of sources: (a) NETL in-house research; (b) NIMS database [35] [36] [37] [38] [39] [40] [41] [42] [43] ; (c) open literature; and (d) proprietary research [27] . A small subset of carbon steels with similar ferritic or martensitic lath microstructure (and average prior austenite grain size)-typically identified as 9 to 12% Cr (or 9% Cr family for simplicity) ferritic-martensitic steels (iron-chromium alloys with body-centered cubic crystal morphology)-were chosen for these data. Overall, the data spanned a slightly broader chemistry range for chromium (Cr), that is, 8 to 13% by weight. Data and codes were shared among the collaborators via the National Energy Technology Laboratory's (NETL) GitLab server. The data ID information was further screened and hidden from the data scientists participating in this effort, in terms of sources and pedigree. For this exercise, only elemental composition, processing parameters (homogenization, normalization, and tempering), prior austenite grain size, and mechanical properties information was extracted and arranged in 34 columns as shown in Table 1 (rhenium and hafnium columns are hidden because of the very limited data availability for those elements) for 82 alloy compositions with unique ID numbers. Here Homo stands for homogenization (1 = yes, 0 = none), Normal-the initial (normalization or austenitization) heat treatment temperature ( • C), Temp1 (as well as 2 and 3)-the subsequent, tempering heat treatment cycle's (in that order) temperature, AGS-prior austenite (a solid solution of carbon in iron, with face-centered cubic crystals stable at high temperatures) average grain size (per Japanese Industrial Standards, number of grains/mm 2 ), AGS#-number (n) determined by the American Society for Testing and Materials (ASTM) standard test methods (N = 2 [n−1] ; where N = number of grains/inch 2 ), TT Temp-test temperature (
• C), UTS-ultimate tensile strength (MPa), YS-yield strength (MPa), Elong-sample elongation to failure (%), RA-reduction in area (%). AGS/AGS# is determined prior to tempering cycles. The dimensions of the entire data space can be grouped into compositional variables (relative concentrations of the elements, by weight), processing parameters (the homogenization descriptor and heat treatment temperatures), microstructural descriptors, test parameters, and test outcome values. The combined data ranges of the composition and processing groups collectively represent the composition-processing subspace of this data set. The variables in this subspace, along with the test parameters, are treated as primary contributors to data-driven models predicting the test outcome which is the primary response variable. On the other hand, the microstructure descriptors are secondary response variables controlled by the primary contributors. Microstructure is defined here as the structure of a prepared surface of material as revealed by a microscope with ×100 magnification. The microstructural information can be used either for indirect validation of the models or as a secondary (ie, dependent) contributor.
The initial data analysis setup was based on the Case Western Reserve University's informatics infrastructure, CRADLE, which is a Hadoop-based NoSQL technology for the ingestion and rapid processing of data [25] . Within CRADLE, data analytics using open-source programs, such as Python and R libraries, can be performed on the shared data sets. Figure 1 illustrates the key elements of the baseline methodology starting with unbiased exploratory analysis. The TABLE 1 Tidy tensile strength data set: 34 columns by 915 rows; alloying elements, heat treatment (normalization and up to three tempering cycles) temperatures, prior austenite grain size (and AGS number), test temperature, UTS, YS, elongation to failure, and reduction in area FIGURE 1 Data analytics baseline approach: After data ingestion, exploratory analysis sets the basis for identifying relations (eg, correlations and clustering), along with domain knowledge, to guide data-driven modeling, with further examination using cross-validation techniques to test for underfitting and overfitting next step is to incorporate various data-driven analytical techniques and generate models. Validation of the selected model features and assumptions will ultimately be guided by domain knowledge.
This paper reflects a portion of the study aimed at distilling unbiased data-driven information. However, the authors were cognizant of the inherently biased nature of a database of the heritage data, given the biased nature of scientific experimental design and data reporting. For example, only the successful materials with best properties were intensely examined; other less promising lines of inquiry were abandoned and under-reported. This was identified during the exploratory data analysis and taken into consideration at the advanced stages of modeling, particularly, dealing with variable interdependencies and biases by design. Hence, some generalized or empirical form of domain knowledge was essential in developing even "unbiased" (i.e., without specific metadata or physics models) data-driven modeling. It turns out that such an approach is necessary for several other reasons such as data sparsity, data gaps, and the interpretability of the findings so that the domain scientists can naturally utilize the produced results.
STATISTICAL ANALYSIS
An important part of the preliminary analysis was to characterize the single variable distributions and identify the variable interaction terms. Pairs of variables can be characterized by covariance and correlation measures to describe a degree of association among them [46] . The results were visualized (as in Figure 2 ) to facilitate better understanding of the data availability and detection of anomalies. Pair plots show strong correlation between the temperature and tensile test outcomes, while the associated heatmap shows correlations within the compositional space as well. Regression modeling can then be performed by searching for a combination of linear [31] and basic nonlinear parametric functions [9, 51] that would minimize the number of parameters per number of available data points, provided that the models deliver acceptable levels of prediction accuracy. The primary justification for using various selection criteria to preferentially search for sparse models is that enabling fewer (i.e., most meaningful) features means reducing computational costs of model training on a limited (e.g., expensive) set of data, reducing the chance of overfitting, and making it easier for the domain scientists to interpret and test the underlying model assumptions. Linear regression can often be used as a practical alternative to more advanced statistical methods, if the underlying assumptions (essentially, the residuals being identically distributed and independent) are valid. It is necessary to check for the residuals' linearity, homoscedasticity, no correlation with predictors, and small Cook's distance [14] . Even within a linear approximation, selecting primary predictors can frequently be challenging if the input variables are strongly correlated. For example, an apparently strong relationship between a predictor and the outcome could be due to its strong spurious correlation with another predictor. By decomposing a secondary predictor y into its projection onto the primary predictor x (with hypothetical causal relation to the outcome z) and an orthogonal residual y, it is elementary to show (Equation 1) that its correlation to z (e.g., expressed as the sample Pearson correlation coefficient r yz ) is roughly proportional to the natural correlation between x and z (i.e., xz ) if the residuals do not correlate with the outcome:
For example, the heatmap in Figure 2 shows that tungsten is frequently used to replace molybdenum (r xy = −0.72). If the observed correlation between UTS and molybdenum ( xz = 0.28) is assumed to be natural (in the absence of strong correlation between molybdenum and other major predictors) then the expected correlation for tungsten (−0.72 ⋅ 0.28 ≈ −0.2) accounts for over 80% of the correlation between UTS and tungsten (r yz = −0.25) which can tentatively be treated as spurious. Hence, tungsten can be ignored in lieu of a principal predictor variable (named either "Mo" or Mo-W pair) to account for a combined effect of the molybdenum and tungsten compositional changes, in a preliminary analysis.
Generic statistical techniques like PCA [56] and projection to latent structures (PLS) [19] are less transparent while their ease of use is outweighed by the difficulty of their output's interpretation in the domain science. They become increasingly less useful when expanded into new data spaces as their findings' applicability is limited to the space within the implicit prior design assumptions inherent to the original data set. Additionally, it is helpful and instructive to learn more about the actual, unintended consequences (such as r yz ≠ 0) of having a secondary component (either composition or processing) added for some expected side benefits but with no intended direct effect on the primary target (as, for example, tensile strength in this study).
From a data science perspective, univariate pairwise correlations help to identify the designer biases, and likely, the associated empirical material design rules. Incidentally, it is important to distinguish between the shared (e.g., publicly available) data and the entire trail of historical trial and error outcomes of both successful and failed experimental and theoretical studies. From a historical perspective, these were used to forge the current design practices (e.g., for molybdenum/tungsten atomic substitution ratios, observed in the 8 to 13%wt. chromium steel data set).
In assessing data and models it became clear that if the relationships between the variables are highly nonlinear, partitioning of the overall parameter space into similarity-based clusters can decrease the extent of variance in predicting the response variable, while minimizing the prorated number of parameters per number of local data points in the composition-processing subspace. Another reason for using clusters is that microstructure and its evolution may vary between groups of polycrystalline alloys [10] , leading to conflicting roles played by the chemical elements in the alloy compositions from different clusters. However, even if the element's impact is cluster-independent within a limited subset of compositions, it may be a major predictor within one cluster while being obscured by random errors within another. Its ultimate role depends on the product of predictor's variance FIGURE 3 Composition-based clustering (shown for the tungsten-based, C1 cluster) to maximize information gain, c-IG [47] ; C11 subcluster has two competing but 90%-redundant patterns (encircled) of splitting either by Ta (preferred) or by B; C12 has the patterns of splitting by B (preferred) and by Cu. IG is maximized by the more even partitioning as shown within a cluster and the test outcome's sensitivity to the predictor's variation.
A redundancy aware, moderate-frequency patterns-based approach was used to seed clusters in a meaningful way to maximize information gain (IG) [32] . Measures of a single random variable (e.g., modality of distribution, its mean and spread) were used to transform the data space prior to the combinatorial pattern search (Figure 3 ) hereafter referred to as c-IG. For the sake of a simplified classification exercise as an example, the nonzero contents were only discriminated by whether they were meaningful (i.e., sufficiently large) or not relative to their median value, for each element. Entries with values of less than 5% of the median were labeled not meaningful. There are multiple search algorithms available for frequent pattern mining [44] but discriminative pattern [12] analysis presented a useful strategy for effective classification of alloy compositions from the steel database.
The primary division of the composition space into major clusters C1 and C2 was based on the alloy's tungsten content (1 = yes and 2 = no in all splits). Next, C1 was split into C11 and C12-by the cobalt content. C2 was split into C21 and C22-by the vanadium content. Further partitioning was complicated by availability of redundant patterns and outliers as explained by subsequent refinement. C11 was partitioned by tantalum (competing with boron) into C111 and C112, C12-by boron into C121 and C122 (an alternative split, by copper as shown in Figure 3 , polarizes C121 and creates an outlier group as shown in Figure 4 ). C22 was partitioned by molybdenum into C221 and C222. No moderately-frequent patterns were observed for C21, so it was not split by the simplified (yes/no) c-IG algorithm. To refine the cluster partitioning, the nearest neighbor algorithm [18] beginning with simultaneous origins at k preseeded cluster centers was used in combination with the p→∞ (known as FIGURE 4 Left: 2D cluster visualization in the compositional space reduced to principal components, generated by using PAM. Right: c-IG/kNN [47] clusters (circled gray and labeled) plotted on top of the PAM clusters; homogenized compositions (including outliers) are circled green; nonhomogenized outliers are circled (and labeled where appropriate) red infinity, supremum, max, uniform, or Chebyshev) limit of the p-norm (Equation 2) which was incorporated as a measure of distance between a given data point corresponding to a multidimensional composition vector and any of the clusters seeded in the previous step. This refinement is hereafter referred to as (modified) kNN.
Due to the equidistance problem arising in multidimensional spaces [7] , by convention, cluster analysis is preceded by dimensionality reduction. Most common dimensionality reduction approaches make subsequent clustering solutions less flexible and more difficult to interpret within the framework of domain science. However, this can be circumvented by using increasingly larger p values in the p-norm defined below:
of the change vector z: x, y ∈ S (set of alloy composition vectors), z ∈ R n (real coordinate space of n dimensions). In this case, the prior dimensionality reduction may not be necessary as the equidistance problem is alleviated.
The data points were sequentially added to the nearest cluster in the order of increasing nearest-neighbor distance. The resulting clusters were mapped over the clusters identified and visualized by using a common partitioning around medoids (PAM) [6, 45] algorithm (Figure 4) .
The PAM-generated clusters (nine elliptical shapes filled with diagonal lines, including cluster number 5 shown as a line segment) were visualized as a projection on two principal components ( Figure 4) . As the refined c-IG cluster patterns (encircled by solid gray lines) were mapped onto the PAM projection, it became clear that-except for several unassigned or questionable outliers (circled green if homogenized and red if not)-the proximity of the individual data points in the composition vector space is quite similar, using either approach. C222 perfectly matched one of the PAM clusters. C221 and C21 matched a couple of compact groups (subclusters within one PAM cluster). Similarly, C122 corresponds to a compact core group within a PAM cluster. C121 and C112 generally match two PAM clusters, aside from a transfer of the borderline-area data points from one of the two clusters into another. However, C111 roughly encompasses four PAM cluster objects, except for a couple of adjacent outliers (from PAM cluster number 5) with nearly identical compositions. Notably, this is the only c-IG cluster entirely made of homogenized alloys (green ellipse and two green-circled outliers from PAM clusters 1 and 2). The other clusters are nonhomogenized alloys. This was not a partitioning criterion; hence, it is a confirmation of the c-IG algorithm effectiveness.
The c-IG/kNN clusters can be tentatively classified as CPJ-(NETL current program's specifications), COST-(European Cooperation in Science and Technology's specifications), and P91/92-like (ASTMs' specifications) groups and their modifications to closely match the industry classification (as shown in Figure 4 ). More importantly, there is now some transparency on what separates the groups/clusters. The kNN refinement identified several outlier groups that were far apart from other data points as well as from the original cluster's median, including a compact group (red-circled object labeled COST, in the top-right corner, Figure 4 ) which moved out of C21 and merged with C111 outliers. The latter occurrence is an instance of c-IG/kNN producing a better match to a standard classification grouping (P91 and COST) than a simplified c-IG. Note, that the polarized (by multiple elements, in 3:1 ratio by data points) C21 was not easily split by c-IG. The outlier object at the intersection of PAM clusters 4 and 6 is conventionally classified as belonging to P92 and is better represented by c-IG grouping shown in Figure 3 (ie, C12 split by boron and copper, where B = yes and redundant Cu = no). The kNN refinement moved it out of C121 into C21 core. This is an instance of c-IG/kNN producing an improved match to PAM clustering but resulting in inferior performance relative to c-IG alone.
Transparency with respect to what separates the clusters is a crucial difference between the methods based on dimensionality reduction and the c-IG clustering approach. For one, it is now possible to clearly observe what composition elements are more prevalent in a certain cluster compared to its nearest FIGURE 5 The examples of random forest [8, 30] implementation: nonlinear training and forecasting of ultimate tensile strength by cobalt and chromium; left -by standard algorithm, right -color map used to match the composition clusters. In all the simulations, normalization temperature = 1045
• C, tempering
neighbors. For example, the kNN refinement uncovered a pattern of increase in molybdenum (typically at the expense of tungsten) diagonally from the bottom left to top right corner, while vanadium and niobium tend to increase from left to right (in the PAM representation, Figure 4 ). The cluster-based data analysis also revealed that the alloys were processed at the same or similar normalization and tempering conditions (per reported data set) within each c-IG/kNN cluster. Analysis of the results also noted some similarity in prior austenite grain size within the clusters. C22 appears to be the only cluster with a moderate degree of within-cluster variability with respect to thermal processing and prior austenite grain size. Once again, those were not partitioning criteria but an additional confirmation of the c-IG algorithm effectiveness.
The following analysis of the data on ultimate tensile strength is used to illustrate advantages of the cluster-based approach to data-driven nonlinear model development. The initial modeling was implemented in Python using random forest [8] algorithms ( Figure 5 ). Interestingly, as illustrated in the figure, the predicted patterns of UTS performance of alloys are distinctly similar within each c-IG/kNN cluster. However, the jagged individual plots demonstrate the problems associated with sparsity of the available data, particularly for individual clusters. Precision of the ensemble model predictions, with randomForest [30] algorithm trained on all clusters, was not adequate either. Typically, such approaches require very large quantities of data to achieve reasonable accuracy, which reduces their applicability to small cluster-based model development.
The alternative strategy for minimizing the number of parameters per number of data points is summarized as follows: (a) identify the global contributors with significant effect on the response variable and (b) add local variables, as long as the marginal benefit of adding a local variable is greater than that of adding an equivalent number of global variables on a "per corresponding number of data points" basis. Since the thermal processing parameters had been identified as the main global predictors, C22 will not be considered in the subsequent analysis, because both C221 and C222 subclusters had much lower corresponding process temperatures than the rest of the composition clusters. Additionally, this discussion is limited to the tensile test temperature at 600
• C. The temperature was selected just above the high-temperature break-point on the UTS vs test temperature plots (not shown) which generally had three distinct piecewise-linear segments for the majority of analyzed alloys. The effects of minor-to-moderate variations in heat treatment (particularly, tempering) temperatures were assumed to be linear. Despite the apparent simplicity of the general strategy above, its implementation is not straightforward and is sensitive to estimated (here from data reproducibility) uncertainty in the data. To develop generalizable solutions and to avoid overfitting the data, the search was biased toward the global contributors that were consistently strong across multiple clusters and had the most reproducible relationship with the response variable. Goodness of fit measures like adjusted R 2 capture the extent of variance in predicting the response variable [21] , but only within the input data subset used for the response-surface fitting. This information cannot be used for predicting just how well the locally trained model will perform outside of initial confinement. There is no reason why a single solution should be selected based on the best fit to data. Instead, an evolutionary approach was employed in this work to generate a limited number of alternative models originating on each cluster and then propagate them to neighboring clusters, with respect to either supremum distance measure or a specific predictor variation. The best-performing models can then be evaluated regarding potential physics insights and physics-based model refinement.
Regarding UTS, manganese and carbon (convoluted by correlation with nitrogen) were most consistently found to belong with the global predictor-variables. Manganese contribution appears to be almost universally linear up to 0.5% concentration (by weight), with consistently narrow range of the best-fit slope of UTS vs manganese concentration ( Figure 6 ). The role of carbon (nitrogen) is more complex (Figure 7) . Within 0.13 to 0.18% (by weight) range for carbon, a Gaussian feature appears to reside on top of the linear increase in UTS with increasing relative concentration (C/Fe). No clear trends were identified for carbon content outside of this compositional range. The feature's magnitude depends primarily on molybdenum content. Tungsten substitution with the equivalent impact on eutectoid carbon content [4] does not match the molybdenum effect. However, it was convoluted by nitrogen (or N/Fe) and some unidentified latent parameters, perhaps, variations in process or uncontrolled impurities. As was seen with carbon, a step-wise UTS increase (by 35 to 55 MPa) was observed with respect to nitrogen (at 0.018 to 0.022%, with its onset and magnitude being sensitive to alloy composition). Several alternative models may "survive" the selection-under-uncertainty process or further mutate as new data become available, for which they can serve as the (Bayesian) prior hypotheses. This process is ongoing and is complementary to the domain science knowledge discovery.
During the cluster-based generation of the predictor candidates pool exercise, some elements (most notably, chromium, FIGURE 7 Global variable: C; while carbon and manganese are distinctly global contributors, the trends within clusters are convoluted; for example, in homogenized C111 (black dots), by molybdenum and copper (inset: black dashes = lower molybdenum concentration; blue dashes = higher molybdenum concentration) as well as nitrogen FIGURE 8 Differential contribution to ultimate tensile strength from a local (C21) variable: Ni, after a linear correction for chromium; the process temperature-related corrections (represented by color) were applied globally, uniformly across the entire data set copper, and nickel) exhibited strong local correlations with UTS. For example, C121 was fully represented by copper, with linear, negative trend. Interestingly, nickel data produced a sharp Gaussian shaped feature (after a linear, local correction for Cr in C21) near the lowest nickel concentration (Figure 8) . However, such models were not consistent across the composition clusters, which may imply that either their effects are composition dependent or that the observed correlations were spurious. Clearly, more data are needed to further test and refine these models.
DISCUSSION
The purpose of this study was to demonstrate the benefits of the transparent, evolutionary, modeling ensemblegeneration for heterogeneous, multidimensional engineering data of a generally clustered nature, aggregated from multiple research groups/communities, within the broader scientific field. In multivariate analysis, with independent variables used to predict a response variable, the quality measures such as Akaike information criterion (AIC) or Bayesian information criterion (BIC) are helpful in selecting the best-performing models, while penalizing the number of predictor variables in the models, with the intention of preventing overfitting. Additionally, to ensure that the models are generalizable, cross-validation is done by randomly partitioning the data into training and test sets to verify if the generated model predicts well across the two sets [21] . However, the ultimate goal of materials data analytics is not to achieve a single, reasonable statistical description of data, but to provide domain science with new insights and multiple viable hypotheses allowed by the data, which suggest the least expensive ways of refining, or refuting, them. Examination of the 8 to 13%wt. chromium steel data set revealed that the reported experimental data (specifically, the controlled parameters that are expected to contribute to variation in mechanical properties) are far from presenting independent variables randomly distributed in the input data space. In part, it represents the larger research community's historical proclivity of reporting mostly "good" data. It is also a reflection of the experiment design biases, either due to predetermined validated physics models or based on empirical "rules of thumb" commonly used by the practitioners.
Clustering analysis proved to be an effective MDA tool for mapping out the data for highly convoluted multidimensional alloying systems. The use of random forests, in this application, resulted in distinctly cluster-defined patterns, with nearly discontinuous predictive curves indicative of data insufficiency. The limited number of data points, in combination with nonlinearity associated with multiple and varying phases that are present in complex alloys, leads to poor performance of popular "one-size-fits-all" algorithms. It makes incorporation of domain knowledge almost imperative for data-driven predictive modeling of nonlinear relationships. However, the comprehensive knowledge acquisition process via experiments and physics-based simulations is usually expensive and time consuming.
To address these challenges, an evolutionary approach was developed, focused on generating ensembles of progressively better performing predictive models among the least complex ones. The response reproducibility errors extracted from the data were used to set the lower limit of primary differentiation between the models regarding the data fit. The secondary differentiation criterion was based on the effective number of available data points per one model parameter (preferably, a single element's concentration) with the aim of reducing model complexity, in conformity with the common statistical principle of parsimony: The generalizable model should be sufficiently complex to fit the data well, but it should not be more complex than the underlying relations it is designed to capture.
It was observed that UTS in C111 cluster is primarily governed by optimization of C/Fe ratio (and of the correlated N). The addition of molybdenum significantly increases the prominence of the feature, and copper appears to decrease it. Homogenization, particularly of the high-tungsten alloys within this compositional cluster, did not seem to affect the alloy tensile strength. Globally, as indicated by the optimized cluster models, UTS is not sensitive to carbon concentration below 0.13% (by weight) but increases with carbon in the range of 0.13 to 0.18% and, likely, beyond that as well (at least, in low-carbon steel, albeit with altered carbide morphology). Mechanical properties of dual-phase steel in the carbon range of 0.10 to 0.15% (i.e., near the solubility limit and with potential coarsening of carbonitrides) are controlled by martensite and ferrite fractions, martensite carbon content, grain sizes and strength of both phases. These microstructure features are particularly sensitive to variation in thermal history, which cause variation in ferritic-martensitic microstructure [28] . It is also likely that the addition of the mobile molybdenum atom may contribute to a coupled solute drag effect due to interaction of molybdenum and carbon near the grain boundaries [48] .
C112 features a saturation of the manganese-induced strength increase, at about 0.70%, which matches the maximum limit specified in the American Society of Mechanical Engineers (ASME) Boiler and Pressure Vessel Code for austenite stabilization. (Higher concentration of manganese may promote cracking.) Globally, manganese concentration below this point positively correlated with UTS. Manganese is considered the most important, after carbon, as an addition to steel. It prevents the formation of embrittling grain-boundary cementite (Fe 3 C) and plays a key role in controlling the overall precipitation process. The addition of manganese (Mn) facilitates the formation of carbides, particularly Mn 3 C carbide which forms solid solutions with Fe 3 C. Mn has similar atomic size to Fe. As such it can reduce the solubility of carbon in ferrite ( -Fe phase). For the alloys selected in this study, which are a low carbon (<0.30%) and low manganese (<1%) subset of the broader family of steels, the temperature at which austenite begins to decompose decreases with an increase in concentration of either carbon or manganese [24, 34] . This extends the metastable austenitic ( -Fe, face-centered cubic morphology) region, causing substantial grain refinement and increased dispersion hardening. Carbon may also slow down the temper reactions in metastable martensite, or increase temper embrittlement, unless carbon content is very low and trace-element impurities are minimal. Carbon may contribute to decreasing the difference in hardness between ferrite (body-centered cubic) and martensite (hexagonal close-packed, transition → distorted body-centered cubic) with increasing tensile strength. Sufficiently large amounts of manganese (as well as nickel) can make steel austenitic even at room temperature [26, 50] . Additional contributing factors are: Manganese forms manganese sulfide morphologies dependent upon the state of oxidation of the steel, improving surface quality. However, manganese additions also reduce the number of cycles to failure under high strain conditions and increase the propensity for weld cracking because of hardenability issues [23] . The effect of manganese on hardenability is greater than that of any other alloying element [5] except molybdenum, especially at lower quenching temperatures [22] .
Other observations are primarily related to cluster-localized patterns. C121 core (highest copper) strength is entirely controlled by copper (negatively correlated with ultimate tensile strength). Ultimate tensile strength in C21 core is positively correlated with chromium (within 8.3-8.8% cluster range) and has an intriguing, extra-low interstitial nickel (used for grain size control) [11] feature. Interestingly, chromium concentration and ultimate tensile strength tend to correlate increasingly negatively in clusters with much higher (10.5 to 12.9%) chromium concentration at which chromite-like passivation can occur [15] .
The C122 set did not have enough data for meaningful comparisons. It does seem to fit the global trends detected elsewhere. Yet, overall, more data is required to meaningfully link the two of the C12 subclusters with the other clusters.
Cluster-based models can take advantage of compositional and structural similarities between the analyzed alloys. However, strong intracluster correlations between the key variables occasionally present a challenge. The importance of physics-based interpretation of the data-driven inferencing can be illustrated with a simple example. For M sets of data, each containing values for K independent input variables {x k } and a response variable R, there is a response function that provides an approximation of the response variable values R m with some residual error e m on each set:
The response function can be a combination of normalized linear, L and nonlinear, N variable transformations:
where s is sensitivity, is variable's spread, and p 1 and p 2 are optimal parameter values. There are several ways to reduce the residual error: one way is to add another linear function,
while another way is to add complexity to the nonlinear function,
If a norm (over M data sets) of the residual error is comparable for the two approximations,
there are no conclusive statistical criteria to select one over the other, unless there is a physics-based justification.
Incremental addition of new experimental data for the same set of variables may not overturn this reasoning. However, it is likely that some of these models may not survive the bootstrapping [29] used in ensemble approaches, or they may mutate [32] if evolutionary approaches are employed. Regardless of statistical techniques employed in model selection, such selections are not final and can be reversed with subsequent tests. There are no statistical criteria to confirm that even an apparently stable solution is global either. Only the critical test data and physics models that establish causality links can provide the valid criteria, evolving with the domain knowledge as discussed earlier.
CONCLUSIONS
In multivariate analysis, with independent variables used to predict a response variable, quality measures such as AIC or BIC are helpful in selecting the best performing models, while penalizing the number of predictor variables in the models, with the intention of preventing overfitting. Alternatively, concurrent development of ensemble of competing models is a viable option in dealing with scarce, multidimensional data. Examination of the 8 to 13% Cr steel data set revealed that the reported experimental data are far from presenting independent predictors randomly distributed in the input data space. The biases resulted in partially collapsed dimensions and in similarity-based subspace groupings within the alloy composition-and-process data space. Pattern search helped to identify the biases. The data clusters corresponding to the moderately frequent patterns and maximized IG, and further refined by using p-norm distance measures, match the alloy classification groups used by industry.
The limited number of data points per individual data cluster, in combination with nonlinearity associated with multiple and varying phases that are present in these steels, leads to poor performance of popular "one-size-fits-all" algorithms. The use of random forests in this application resulted in distinct cluster-defined patterns, with nearly discontinuous predictive curves indicative of data insufficiency.
Specific findings of interest to help domain scientists in designing new 9% Cr steel alloys are:
• Heat treatment and test temperature parameters were found to be the primary contributors to the steels' mechanical strength.
• If publicly available data are for the steels normalized at 20 to 50 • C above the upper critical point (i.e., A c3 , as is common practice), there is no apparent correlation between the actual normalization temperature and the tensile strength.
• In the publicly available data, the reported tempering temperatures are bound within a narrow range for any standard 9% Cr steel subset. The effect of their moderate variation (between the groups of similar alloys) on tensile strength can be accounted for by using linear approximation.
• At test temperature of 600 • C, manganese additions up to 0.70% (by weight) increase tensile strength regardless of the moderate composition variations (within the subset of similar alloy groups considered in this study), where it reaches apparent saturation.
• The chromium impact on tensile strength is highly nonlinear, with the correlation ranging from very strong positive at the levels below 9% (and involving cooperative effects with nickel) to relatively neutral at moderately higher levels to increasingly negative at the levels above 10.5%. However, more data are needed to define and quantify this effect.
• The contributions of carbon (specifically, at concentrations above 0.13%) and nitrogen (specifically, at concentrations above 0.02%) appear to be highly nonlinear and involve cooperative effects (mutual and with molybdenum). The stepwise increases in tensile strength induced by nitrogen are particularly steep, with the exact onset being dependent on the steel's composition.
• High copper concentration (∼1%) within the range of compositions similar to P92 specifications (8.5 to 9.5% chromium, 1.5 to 2.0% tungsten, 0.3 to 0.6% molybdenum micro-alloyed with vanadium and niobium, and with controlled boron and nitrogen contents) has a very strong negative correlation with tensile strength. 
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