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Abstract—A problem of upgrading an optoelectronic scanning system with digital post-processing of
the signal based on adequate methods of energy center localization is considered. An improved dy-
namic triangulation analysis technique is proposed by an example of industrial infrastructure damage
detection. A modification of our previously published method aimed at searching for the energy center
of an optoelectronic signal is described. Application of the artificial intelligence algorithm of compen-
sation for the error of determining the angular coordinate in calculating the spatial coordinate through
dynamic triangulation is demonstrated. Five energy center localization methods are developed and
tested to select the best method. After implementation of these methods, digital compensation for the
measurement error, and statistical data analysis, a non-parametric behavior of the data is identified.
The Wilcoxon signed rank test is applied to improve the result further. For optical scanning systems,
it is necessary to detect a light emitter mounted on the infrastructure being investigated to calculate
its spatial coordinate by the energy center localization method.
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INTRODUCTION
An optoelectronic scanning system (OSS) was upgraded by using the precise energy center localization
method (ECLM) for optical signal measurements and two optical apertures for monitoring the health of
macroscopic objects of the industrial infrastructure, such as buildings, cooling towers, antennae, warehouse
shelving, industrial barn, e.g., access, walkways, and emergency exits, towards active industrial society
security. The accuracy of optoelectronic scanners is a complex and very important task [1–4]. One of the
most prominent approaches to this problem is the optoelectronic three-dimensional scanner based on the
method of dynamic triangulation [1, 5, 6]. Such a device previously introduced by our research group for
several practical applications [1, 7, 8] is used in parallel with other recognized methods due to its advantages,
such as a large field of visoin (FOV) as compared to static triangulation with an optic matrix, reduced data
volume to be processed, etc. However, as was shown first in [4] and then in [1, 7], our method due to a
sophisticated character of the noise nature (mixed interaction of optical, electromechanical, and electronic
sources of noise) yields output data unsuitable for direct noise filtering, and data pos-processing is required.
Such post-processing can be logically distributed between two principal noise components:electromechanical
and optic noise. The first component based on statistical data treatment with neuronal-network algorithm
applications was considered in [4, 9]. Methods used for the second component reduction have not been
adequately developed yet because of a significant variety of approaches to solving this important problem.
Some particular solutions were proposed in [7, 8].
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The present paper deals with the problem of the spatial distribution of light sources and the associated
natural uncertainty of their spatial positioning. A list of the most effective ECLMs is provided. The efficiency
of available methods is rated on the basis of the Wilcoxon test.
Owing to the upcoming interest to the integrity of infrastructures, the development of strategies is
continuously improved to monitor and prevent undesirable damage [10]. The upgraded OSS consists of a
non-rotating incoherent light emitter mounted on the infrastructure being monitored. The emitter can be
placed at different angles to detect the object position (spatial coordinate). Two passive rotating optical
aperture sensors are used for dynamic triangulation. Each aperture is designed with a 45◦-sloping mirror
and embedded into a cylindrical micro-rod. The light beam is deviated by the mirror to a double convex
lens and is filtered in order to remove interferences and enhance the focus. A photodiode captures the
light beam, while the cylindrical micro-rod nounted on a d.c. electrical motor shaft is rotating. This last
element generates the targeted signals to be analyzed by the proposed methods [7, 11, 12]. These methods
are based on the assumption that the OSS signal from light emitter scanning is a Gaussian-like signal. The
light emitter can be considered as a point source; however, as the light beam expands with distance, a
cone-like or an even more complex shape is formed, depending on the properties of the medium through
which the light is travelling. To reduce the errors in position measurements, the best solution is taking
the measurement in the energy center of the signal generated by the scanner, as was previously analyzed
in [13], and using the support vector machine regression to adjust the nonlinear variation arising in OSS
measurements due to instanility of the scanning frequency, distance, angular position, and environmental
elements, as ws demonstrated in [14].
Such an in-depth analysis is performed in this work to select the best ECLM. Thus, the main objective
is the extended analysis and complete cross-validation of five methods primarily matched for this kind of
practical applications. The crucial point is not just a direct validation in pairs between them as in [10], but
rigorous rating under the same tool. The ECLMs are compared as assessed by using the Wilcoxon signed
rank test, which is considered as a parametric test or a free-distribution test. It is used with paired sample
data. This test uses the null hypothesis that the population of paired differences has a median of zero and
can be also used to test the assertion that a sample comes from a population with a specified median. The
Wolcoxon signed rank test takes into account the magnitudes of the differences, thus, incorporating and
using more information than the usual rank test, therefore, yielding conclusions that better reflect the true
nature of the data. The ECLM theoretical principles, experimental development, validation, and statistical
analysis are presented and applied to perform the dynamic triangulation for OSS upgrading.
GEOMETRIC CENTROID ENERGY CENTER LOCALIZATION METHOD
The optoelectronic signal is expressed by the function v = f(t) in the plane (t, v) (t is the time and v
is the photodiode voltage), which cuts off a homogeneous surface of the area A located under this curve
(Fig. 1). This domain is used to calculate the geometric centroid position (t¯, v¯), where t¯ is defined as
t¯ =
b∫
a
tdA
/
A =
b∫
a
tvdt
/ b∫
a
vdt. (1)
In Fig. 1, the OSS is in the home position at t = 0; T2pi is the time between the consecutive signals m1 and
m′1; finally, tα is the time between the signal m1 and optoelectronic signal m2 corresponding to t¯. Knowing
the number of samples
N2pi = T2pif, (2)
Nα = tαf, (3)
where f is the OSS scanning frequency, we can calculate the sought coordinate α [7, 11, 12]:
α = 2pi(Nα/N2pi). (4)
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Fig. 1. OSS timing diagram: (1) starting pulse, (2) optoelectronic signal, (3) signal center.
POWER SPECTRUM CENTROID ENERGY CENTER LOCALIZATION METHOD
The power spectrum centroid was previously used for energy center localization in [14]. The centroid
locatoin corresponds to the maximum concentration of the power carried by the wave (signal) per unit
frequency [15]. In thefrequency domain, it is expressed as
SCHz =
N − 1∑
k=1
kXd[k]
/N − 1∑
k=1
Xd[k]. (5)
Here SCHz is the spectral centroid in the frequency domain (in Hz) and Xd[k] is the magnitude corresponding
to the frequency bin k (in Hz) of width fs/N (fs is the frequency sample and N is the number of points of
the discrete Fourier transform (DFT)). In the time domain, the centroid is calculated as
TC =
L− 1∑
n=1
nx[n]
/L− 1∑
n=1
x[n], (6)
where x[n] is the output signal, n is the time index, and L is the length of the time interval. The time of
one scanning cycle is detemined by the starting signal generated by the sensor s in the OSS. A complete
revolution of the electrical motor occurs between the first and second signals. This sequence of L time samples
represented by N frequency samples after the Fourier transform makes up a frame called a spectrum. It is
correlated with the energy center of the signal in the time domain becausse the power spectrum centroid is
an analog of the center of gravity for the frequency components in a spectrum. Such a centroid is a real
positive-valued function (power per 1 Hz of eneregy per 1 Hz) of a frequency variable associated with time.
It consists of four steps: data processing through the Fourier transform for data translation from the time
domain to the frequency domain, power spectrum calculation, calculation of the centroid corresponding to
the energy center of the signal, and reverse transformation of the frequency domain coordinate to the time
domain coordinate for determining the position of the light emitting source.
ANALOG PROCESSING BY THE ELECTRONIC CIRCUIT ENERGY
CENTER LOCALIZATION METHOD
This method introduces a novel electronic circuit to be embedded into a photodiode sensor [16] as an
integrated circuit for detecting the energy center of the optical signal generated by the [8]. First a JFET
operational amplifier is used as a voltage level detector to convert the Gaussian optoelectronic signal to a
rectangular signal: when the optoelectronic signal is lower than the reference voltage, the JFET gets down
to the negative saturation voltage; when the optoelectronic signal reached the reference voltage, the JFET
gets up to the positive saturation voltage. Then the JFET operational amplifier is used as an integrator
to convert the rectangular signal to a ramp signal to make the signal energy center cross the zero reference
level. After that, a low input voltage comparator with a zero-crossing configuration is used to determine
the instant when the ramp signal crosses the zero reference voltage level corresponding to the signal energy
center. Finally, a capacitor and a resistance are set in series at the zero-crossing detector output to obtain
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a pulse signal at the edges. Then a diode is used to conserve only the rising edge, which corresponds to the
signal energy center. Figure 2 shows the correlation between the input optoelectronic signal, rectangular
signal, ramp signal, pulse signal, and diode output signal representing the signal energy center.
SATURATION AND INTEGRATION ENERGY CENTER LOCALIZATION METHOD
This method is a digital version of the analog method described above. In this method, the optoelectronic
signal is processed by means of a digital processing flow. The signal captured by the photodiode is processed
by an algorithm that sets a threshold to the optoelectronic signal produced by the light emitter to measure
two time instants of crossing this threshol and then calculates the half-time interval, which corresponds to
the signal energy center.
RISING EDGE ENERGY CENTER LOCALIZATION METHOD
This is the simplest method consisting in taking the measurement at the rising edge of the optoelectronic
signal generated by the OSS. The signal captured by the photodiode is processed by an algorithm that sets
a threshold to the optoelectronic signal produced by the light emitter to measure the instant when it reaches
the threshold level. This instant is considered as the signal energy center. Figure 3 shows the results of
application of the above-described methods to the optoelectronic signal detected by the OSS.
Among the large variety of methods used to find the centers and peaks of complicated electric signals,
we choose the most popular ones used for solving problems similar to our situation. Their preliminary
classification and comparison can be found in [17].
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Table 1
ECLM with SVM regression MSE R-correlation parameter
Geometric centroid 0.026 0.909
Power spectrum centroid 0.026 0.934
Analog processing by the electronic circuit 0.028 0.879
Saturation and integration 0.026 0.895
Rising edge 0.025 0.892
Table 2
ECLM MSE without error
compensation
MSE with error
compensation
Best result
order
Geometric centroid 8.5 1.47 1
Power spectrum centroid 18.07 2.22 5
Analog processing by the electronic circuit 9.21 2.05 4
Saturation and integration 9.23 1.58 2
Rising edge 24.17 1.63 3
MEASUREMENT ERROR COMPENSATION
Each set of measurements can be affected by various errors generated due to environmental conditions
and due to the mechanism itself. Hence, systematic and random errorsare not linear functions because their
behavior is affected by the position, i.e., the angle and distance, as well as the scanning frequency. For
this reason, digital recification by a linear function is not suitable for solving this problem. Therefore, as
was proposed in our previous publication [14], we use error approximation functions to perform the digital
rectification by using the well-known machine learning. The measurement error is predicted by means of
SVM regression and is added to the measurement error.
PORT VECTOR MACHINE REGRESSION
This method is used for predicting the error in several applications [18]. One of the examples is the error
prediction aimed at measurement correction [19–22]. Knowing the signal energy center and thetrue position
of the sample, we can write
E = αt − αm, (7)
where E is the measurement error representing how far the measurement from the real value is, αm is
the angle measured by the system, and αt is the target angle. The measurements were performed for 18
different angles, and the measurements for each angle were repeated at 30 different distances from the
OSS. A Gaussian optoelectronic signal was obtained in all cases, and post-processing was performed by the
geometric centroid, power spectrum centroid, saturation and integration, and rising edge ECLMs, and also
by the analog method with electronic circuit output.
A database matrix was built, where each row represents a position (angle and distance), each column
corresponds to the base frequency, and the cells contain the measurement errors of all compared methods for
particular positions and frequencies. A data set for each ECLM was built. For each data set, the data were
separated into two sets: training data set and test data set. Each instance of the training-test sets contained
one target value (measurement error) and three attributes or features (angle, distance, and frequency). The
data sets were used to train and test the SVM algorithm predicting the measurement error [8].
Based on the final SVM regression model with the best parameters found, an independent test set was
fed as an input, and predicted values were obtained. After that, the R-correlation parameter was calculated.
It was found to be in the interval from 0.879 to 0.936, which can be considered as a satisfactory result for
allmethods, especially for the power spectrum centroid method, as is shown in Table 1 [22]. Finally, the
predicted error was added to the measured value
αmc = αm + Ep, (8)
where αmc is the corrected angle (digital rectification) and Ep is the predicted error).
OPTOELECTRONICS, INSTRUMENTATION AND DATA PROCESSING Vol. 52 No. 6 2016
OPTOELECTRONIC SCANNING SYSTEM UPGRADE 597
Table 3
ECLM
Without error
compensation
With error
compensation
Best
result
order
E < 3.0◦ 3.0 < E < 5.99◦ E > 6.0◦ E < 3.0◦ 3.0 < E < 5.99◦ E > 6.0◦
Geometric centroid 68.79 % 28.29 % 2.82 % 98.45 % 1.55 % 0.00 % 1
Power spectrum centroid 59.39 % 28.81 % 17.80 % 95.90 % 3.81 % 0.28 % 5
Analog processing
by the electronic circuit
66.95 % 28.95 % 4.10 % 96.75 % 3.25 % 0.00 % 4
Saturation and integration 68.22 % 26.84 % 4.94 % 97.60 % 2.40 % 0.00 % 2
Rising edge 0.00 % 0.00 % 100.00 % 97.60 % 2.40 % 0.00 % 3
Table 4
ECLM R-correlation parameter
without error compensation
R-correlation parameter
with error compensation
Best result
order
Geometric centroid 0.9964 0.9992 1
Power spectrum centroid 0.9928 0.9989 4
Analog processing the electronic circuit 0.9960 0.9989 5
Saturation and integration 0.9964 0.9991 2
Rising edge 0.9994 0.9991 3
NONSTATISTICAL ANALYSIS OF ECLMs
The ECLMs were compared in terms of the mean square error (MSE) with and without error compensa-
tion; the results are listed in Table 2. Moreover, a quantitative analysis was performed for three error ranges
formed in the cases with and without error compensation. The results are summarized in Table 3, where
the measurement improvement of all ECLMs is observed.
The R-correlatoin parameter was also obtained for the measurement and target data (both with and
without error compensation). The results are listed in Table 4, which show that the geometric centroid and
saturation and integration are the best ECLMs.
STATISTICAL ANALYSIS
The statistical analysis is an objective procedure by which an experimental data set can be used to accept
or reject a hypothesis by means of setting an appropriate probability function. As the measurements are only
a statistical sample and not a complete statistical population even if the sample is taken randomly, there
is always a risk of making a wrong decision in choosing the best ECLM because the sample characteristics
may differ from the population characteristics. This risk is quantified through statistical hypothesis testing
with the Wilcoxon rank test.
NONPARAMETRIC DATA DISTRIBUTION
Statistical tests are divided into two groups: parametric and nonparametric. For parametric tests, the
sample under analysis should satisfy some conditions according to the population model; moreover, it is
necessary to calculate confidence intervals. Nonparametric tests do not require satisfying these conditions.
Figure 4 shows the original data error distributions and the final data error distributoin calculated by the
formulas
E0 = αm − αt, (9)
Ef = αmc − αt, (10)
where E0 is the original error and Ef is the error with compensation.
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Fig. 4. Nonparametric error distributoins: (a) without error comepnsation; (b) with error compen-
sation.
WILCOXON RANK TEST
As was demonstrated above, the data distribution follows a nonparametric behavior. As the measurements
at all positions were taken at the same time and processed by all ECKMs, it is reasonable to apply the
Wilcoxon rank test. The null hypothesis H0 states that there is no difference with the statistical test results.
The set of observations should be analyzed, and it should be subjected to the null hypothesis. In additoin
to H0, we consider an alternative hypothesis H1, which should include assumptions about the examined
object. According to the hypothesis H0, the arithmetic median of the angle measurements processed by five
different methods has no statistically significant differences from the nominal value of the measured angle.
Vice versa, the hypothesis H1 implies the existence of a difference between the values of the arithmetic
median. The significance level α is chosen to evaluate the statistical test (probability of H0 rejection). It
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Table 5
ECLM
Parameters Best result
orderp H z T
Geometric centroid 0.32 0 −0.99 120078 1
Power spectrum centroid 0.00 1 −3.31 107451 2
Analog processing with the electronic circuit 0.00 1 −3.47 106612 3
Saturation and integration 0.00 1 −10.06 70719 4
Rising edge 0.00 1 −23.05 0 5
Table 6
ECLM
Parameters Best result
orderp H z T
Geometric centroid 0.62 0 −0.50 584414 2
Power spectrum centroid 0.86 0 −0.18 124526 1
Analog processing with the electronic circuit 0.24 0 −1.17 119132 4
Saturation and integration 0.38 0 −0.87 120742 3
Rising edge 0.09 0 −1.68 116354 5
corresponds to the confidence limit of the risk of erroneous accepting of H1. Universally and arbitrarily,
the values are set to 0.05 and 0.01 for all cases, which corresponds to the probabilities of accepting the
hypothesis H0 equal to 0.95 and 0.91. The accept or reject decision can be true or false, leading to errors of
type I (false positive result) or type II (false negative result) [23].
ECLM ASSESSMENT BY THE WOLCOXON SIGNED RANK TEST
To assess which ECLM is the most appropriate one to be implemented in the OSS (which ECLM provides
the smallest measurement error), all errors were calculated by Eq. (9) without error compensation and by
Eq. (10) with error compensation. The Wilcoxon signed rank test with a zero median command from
the MATLAB software package was used to test the hypothesis that the data from the vector X (errors)
come from a distribution with a zero median. The results are summarized in Tables 5 and 6, where p is
the probability of obtaining the result if the null hypothesis H0 is true and is calculated for the normal
distribution; H = 0 means that the hypothesis H0 cannot be rejected at the 5% level, and H = 1 means that
the hypothesis H0 can be rejected at the 5% level; the column for z contains the values of the Z-statistics,
and the column for T gives the values of the signed rank statistics.
CONCLUSIONS
It was clearly demonstrated [14] that the geometric centroid and power spectrum centroid ECLMs have
similar performance. The nonparametric statistical analysis with the Wilcoxon signed rank test confirmed
the similitude of the results of both methods. Nevertheless, the geometric centroid ECLM provided required
results in terms of all parameters. It was demonstrated that these methods are the best options for deter-
mining the signal energy center in the OSS. The second place belongs to finding the coordinates by means
of analog processing with the electronic circuit and its digital version (saturation and integration).
It is seen from Table 6 the the only method that satisfies the null hypothesis H0 without error compensa-
tion is the geometric centroid ECLM. After error compensation, all methods satisfy the null hypothesis H0,
but the best result is provided by the power spectrum centroid ECLM, followed by the geometric centroid
method.
As a result, an improved dynamic triangulation technique has been obtained for industrial infrastructure
damage detection by adopting the previously published experience on searching for the energy center in
an optoelectronic signal and applying an artificial intelligence algorithm in the angle measurement error
compensation for spatial coordinate determination through dynamic triangulation, aimed at monitoring the
industrial infrastructure health by using light emitters with optical contactless scanning. This method can
be used to ensure active industrial society security.
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