A design methodology based on a mixed adjoint a p p r o a c h for ow problems governed by the Incompressible Turbulent N a vier Stokes equations is deduced and tested. The main feature of the algorithm is that instead of solving an exact discrete adjoint equation, it solves a fastconverging low-order adjoint formulation, saving an important amount of CPU time, and giving a smoothed approximation to the real gradient. It has been shown that this type of smoothed gradients is very convenient to avoid possible diverging cycles in the whole design process, and to reduce the total optimization cost. The boundary conditions for the discrete adjoint f o r m ulation are inferred at the continuous level. In this way, the formulation is mixed. Furthermore, the methodology is general in the sense that it does not depend on the geometry representation, and all the gridpoints on the surface to be optimized can be chosen as design parameters. The partial derivatives of the ow equations with respect to the mesh movements are computed by nite di erences. Hence, this computation is independent of the numerical scheme employed to obtain the ow solution and of the mesh type. Once the sensitivities and the direction of movement h a ve been computed, the new solid surface is obtained with an improved pseudo-shell approach i n s u c h a way that local singularities, which can degrade or inhibit the convergence to the optimal solution, are avoided. Moreover, this surface parametrization allows to impose geometrical restrictions in a very easy manner. The volume mesh is updated to x the new boundary using an innovative l e v el approach for the highly stretched elements close to the solid boundary (boundary layer mesh), and a quasi-incompressible elastic movement scheme for the rest of them. Such t ype of combined mesh movement a lgorithm allows to compute the sensitivity c o n tribution of the interior mesh points by using nite di erences in a very fast manner, and avoids expensive remeshing procedures during the whole design process. The methodologies can deal with multi-objective function problems. Some numerical examples are presented to demonstrate the methodology behaviour.
Introduction
Among the usual methodologies found in the literature to solve optimization problems (Genetic algorithms 20, 2 9 , 11, 8] , approximate objective function surface schemes 12, 7, 22] and gradient based methods 3, 4, 5, 14, 23, 34, 41, 22, 33, 3, 4, 5, 14, 23, 34, 41, 22, 33] ), the best alternative for CFD applications involving many design parameters and few cost functions seems to be an adjoint type formulation 27, 28, 13, 32, 17, 31, 25, 2, 9, 19, 1, 30, 33, 15, 22, 24, 21] . In such an approach the e ort to compute each cost function gradient requires one CFD solution for the usual variables, and one for the adjoint ones. Therefore, it can be said that this alternative has a computational cost of order O(2).
However, for real turbulent CFD problems, a totally converged ow and adjoint numerical solution is almost impossible to obtain. Therefore, the computed gradients are inexact, and can contain noisy modes that deteriorate the design process convergence, and may produce undesirable nal solutions (i.e. highly-waved surface shapes, etc). To a void such type of behaviour, some smoothing procedure on the objective function computation 22], or on the gradients 16, 21 ] m a y be utilized. In this work, the second approach is used in an indirect manner. Instead of smoothing the nal computed gradients over the solid surface to be optimized 16], a low order discrete adjoint solution is obtained, which produces the same di usive effect, but without having to choose any arbitrary di usion parameter. Moreover, this procedure has the additional good feature that it accelerates the adjoint n umerical solution, making its computational cost of at least one order of magnitude cheaper than the ow one. In this sense the scheme presented below has a computational cost of order 1 O(1) CFD solutions per design cycle (!).
Continuous Formulation
The optimization problem considered is minimizing (or maximizing) a cost function I c (U ) that depends on the ow v ariables U = ( u p ), where u and p denote the velocity and pressure eld respectively, and on the physical location of the boundary, which is described by a set of design parameters = ( 1 ::: m ).
The governing ow equations may be written as: R = (R u R p ), where R u is the momentum equation for two or three-dimensional problems, and R p refers to the conservation of mass. R expresses the implicit dependence of U and in the ow d o m a i n . For the present w ork, it is assumed that the steady ow i s g o verned by the incompressible turbulent equations, which can be written in conservative form as: R u = r (u u) + rp ; r 2 "(u) = 0 R p = r u = 0 (1) with appropriate boundary conditions. In the above equation is the total kinematic viscosity, computed as = f + t being f and t the physical and the turbulent viscosities respectively. t is obtained using some appropiated turbulent model 40] , and "( ) is the symmetric gradient o f a v ector eld. A c o n tinuous adjoint f o r m ulation can be obtained if the turbulent equations are added to the cost function by introducing a set of Lagrangian multipliers, or co-state variables, = ( u p ) = ( 1 2 3 p ). This set of variables enforces in a weak form the restrictions imposed by the ow equations. The cost function is then rede ned as:
The necessary conditions for an optimal point o f t h e m i nimization (or maximization) problem are:
The optimization process proceeds by solving the two rst equations in a staggered manner, and updating the design parameters until the third one is satis ed 37].
If the objective function I c is only de ned on the solid boundary, the adjoint v ariables can be obtained from the following PDE problem (see 35, 3 6 ] for details):
2u "( u ) + r p = ;2 r "( u ) in r u = 0 in (4) with the boundary conditions: 
Clearly, the right boundary condition for such objective function is u = ;e d on ; s .
Flow Solution
The solution of (1) can be performed with any method that stabilizes the convective and incompressibility effects, i.e. projection methods, GLS type methods, OSS, etc. However, to describe the low order discrete adjoint approach used in this work, it is neccesary to brie y expose the speci c numerical method used to obtain the solution of the turbulent equations (1). This is a stabilized Finite-Element OSS-type implicit method (see 38] for details), which can be written as: Given u n , nd (u n+1 p n+1 n+1 n+1 ) i n V Q Ṽ Ṽ such that 1 t (u n+1 i ; u n v) + ( u n+ i;1 r u n+ i v) +(2 "(u n+ i ) rv) + ( rp n+1 i;1 v) + ( u n+ i;1 r u n+ i ; n+ i;1 u n+ i;1 r v) = 0 (8) t(rp n+1 i ; r p n+1 i;1 rq)+ ( (rp n+1 i ; n+1 i;1 ) rq) = ;(r u n+1 i q ) (9) ( n+ i ṽ) = ( u n+ i r u n+ i ṽ) (10) ( n+1 i ṽ) = ( rp n+1 i ṽ) (11) 
The stabilized momentum equation (8) is solved using a standard diagonal preconditioned GMRES algorithm, and the pressure (9) is computed with a CG-Linelet solver. A lumped mass matrix approximation is used for (10) and (11) . Problem (8)- (11) has to be solved until steady state. In 38] it is demonstrated that the added convective stabilization term (5th term of (8)), and the pressure one (2nd term of (9) 
where R(U) = AU ; b = 0 is the system of equations obtained from the discrete problem (8)- (11), and after the Dirichlet boundary conditions are applied. Then, the adjoint variables are computed by solving the following approximation of the equation (3) 
If the discrete form (8)- (11) is used to compute A, the discrete adjoint weak form can be written as: Given u (18) 8(v q ṽ ṽ) 2 V Q Ṽ Ṽ . Again, V , Q andṼ are the standard nite element spaces where the discrete adjoint v elocity u , adjoint pressure p , a d j o i n t c o n vective projection , and adjoint pressure gradient projection , are approximated. v, q andṽ are the test functions, and the superscripts n and i refer to the time step and to the iteration counter into a given time step respectively. As in the ow scheme, (15) is solved using a diagonal preconditioned GMRES scheme, and a CG-ILU solver is used for the adjoint pressure equation (16) . A lumped mass approximation is utilized for (17) and (18) . The terms coming from the stabilizing contributions (5th and 6th term of (15) and 2nd and 3rd term of (16)), are the same high order stabilizing term of the ow scheme, but with the di erence that the convective a n d pressure gradient are rst multiplied by t h e i n trinsic time , and then they are projected into the nite element space (see equations (17) and (18)). Hence, assuming a smooth variation of , the same numerical solution is obtained if is eliminated from the equations (17) and (18), and the 6th term of (15) and the 3rd term of (16) are multiplied by s u c h stabilizing parameter. This last result was also corroborated by numerical experience. Then, it is easy to note that the stabilizing terms of (15) and (16) are exactly the same high order stabilizing terms of the ow scheme. Therefore, a low order solution of the adjoint problem is obtained by taking = = 0. This was the standard procedure used in this work to accelerate the adjoint problem convergence, and to obtain smoothed objective function sensitivitities.
Finally, to solve problem (15)- (18), the source terms @I c =@u and @I c =@p are eliminated, and the boundary conditions obtained from the continuous approach are imposed. This mixed procedure has been already used by other authors 2], and it practically gives the same numerical results as using the source terms mentioned before. However, a better convergence rate for the adjoint s o l ut i o n i s a c hieved if u is prescribed at the solid boundaries.
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Computation of Sensitivities
The cost function gradient with respect to the design variable n is computed according to equations (3) (19) x kj is the k component of the coordinate vector at nodal point j, li the value of the l component of the adjoint eld at node i, and R li the l component of the ow equations evaluated at nodal point i. The usual summation convention (repeated indexes sum) is implied in (19) , and in the rest of the paper. The desired optimal solution is obtained when the gradient is equal to zero. Clearly, the last term of (19) is zero, and the other ones may be evaluated in a variety of ways, e.g. nite di erences, automatic di erentiation, exact di erentiation using ow and/or geometry parametrization, etc. 19, 9 , 2 , 1 , 3 2 , 3 1 , 3 0 , 3 3 , 1 5 , 2 5 , 2 4 ]. In the present w ork, the nite di erences method presented in Algorithm 1 is used. The CPU time to perform the step (ii) of Algorithm 1 does not depend on the number of design variables, but it does on the number of nodal points. It has to be implemented in an e cient manner to avoid innecessary calculations, and excessive CPU cost. Such goal can be accomplished in a very easy way, b y looping only around the elements (or edges) surrounding the perturbed nodal point j to reconstruct the residuals R li (they are used for the nite di erence computations). On the other hand, the procedure outlined in steps (iii) to (vii) of the mentioned algorithm can be extremely expensive if the number of design variables is high, and the boundary and mesh deformation schemes are not fast enough. For that reason, a very e cient surface and mesh parametrization has to be implemented.
Surface Parametrization
The main goal of any surface parametrization scheme for shape design problems is to generate su ciently smooth geometries during the whole optimization process. In general, a C A D or global shape function representation assures that not only the normal movements of the points on the surface are continuous, but also their rst (rotations) and second (curvatures) derivatives with respect to the surface tangential coordinates (C 2 continuity).
In this work the smoothness of ; s is accomplished by assigning su ciently smooth deformation modes to each design variable n . This is done as follows: Let ; s be Algorithm 1 (i) Obtain from the low order discrete adjoint problem with the boundary conditions given by (5).
( 
In (20) , is the rotation eld on ; s , l = t l its l tangential component, n = n its normal one, u the displacement eld on ; s , a n d u n = u n its normal component.
The boundary conditions of (20) are given by the imposed normal de ections and by geometrical restrictions. Problem (20) assures the required continuity of the nor- mal surface de ections. However, it can not support tangential displacement elds, which are required in most design cases. To t a k e i n to account such on-plane modes, the problem (20) deformation. This reduces the grid distortion across the design cycles and, therefore, the need for remeshing. Hence, a deformation mode is associated with each d esign variable n , by imposing a normal de ection = 1 to n and solving the coupled pseudo-shell problem described by equations (20) and (21) on ; n : A subset of ; s around n . The boundary conditions are given by the geometrical constraints, by t h e imposed displacement , and by prescribing to zero all the degrees of freedom on the boundary of ; n . In this work, ; n (the support of the deformation mode associated to n ) is composed for the boundary elements on ; s with all their nodal points at a maximum \distance" of six edges to n . In Figure 1 an example of some deformation modes is presented. The coupled system of equations resulting after discretizing (20) and (21), is solved using a direct LU linear solver. This has to be done for each design variable (step (iv) of Algorithm 1). Nevertheless, such procedure is realized in a very fast manner due to the small amount o f points belonging to ; n .
Mesh Movement
Given an old and a new solid boundary (; s and ; 0 s ), a mesh displacement can be computed for all the grid points on the solid surface as: (23) if v k i is not prescribed to a given value, or v k i = v if it is prescribed to v (v is given by geometrical or symmetric restrictions). j 2 l i;1 is the set of points that are conected to point i and belongs to the level l i;1 (i b e l o n g s t o t h e level l i ), and w ij are weights computed as:
where d ij is the distance between the nodal points i and j.
Once the v k i values are obtained for all gridpoints, they are corrected for the nodal points that are far from the boundary. This is, for the nodal points belonging to a level greater than n=C, b e i n g n the number of mesh levels (maximum l i ), and C a constant normally taken as Numerical experience has indicated that the above mesh movement s c heme is very e ective for the elements that are very close to the solid boundary (very stretched elements in the boundary layer region). It decreases the element distortion reducing the need for local or global remeshing, and in most cases avoiding it altogether. In addition, it is very cheap from a computational point of view. Far from the solid boundary, it also presents good results for small displacements, or if the whole ; s is moving in the same direction (this is the case when only one design parameter is perturbed). Therefore, this is the standard procedure used in this work to perform the mesh movement for gradient computations (step (v) of algorithm 1).
However, once the sensitivities have been obtained and the surface is going to be moved following some gradient based optimization algorithm, di erent design variables c a n b e m o ved in di erent directions: i.e. the bottom part of a wing can be moved in the vertical positive direction and the top part in the opposite one. If the level approach described above is used, some elements in the far eld can contain nodal points with opposite movement d irection. In the wing case, this is typical for the elements behind the trailing edge and aligned with the wing: the movement direction for the bottom nodal points of an element can be extrapolated from the bottom wing surface, and the top ones from the top wing surface. Then, high element distortion and crossing can occur.
For the reason described above, the mesh update at the end of the design cycle is done by using the level approach (22)- (24) only for the elements in the boundary layer region. For the rest of the elements, the following quasi-incompressible elastic equation is solved: r 2 "(v) + r 1 ; 2 r v = 0 (25) where = 1 is the shear modulus, and = 0 :499 the Poisson ratio. The boundary conditions associated to (25) are dictated by the boundary layer movement obtained from the level approach (22)- (24), and by the zero condition (v = 0) at the far eld. This type of quasi-incompressible methodology has been already used for di erent authors 26]. The main contribution of the present work is the coupling with the level approach for the high stretching boundary layer region, in which the quasi-incompressible scheme fails for large movements.
Optimization Algorithm
Once the sensitivities have been obtained, the solid boundary is updated using a steepest-descendent method as follows:
x 0 j = x j ; @I @ n nj (26) where x 0 j will be the new coordinate vector of the point j on ; s , x j the old one, nj the deformation mode associated to the design variable n (i.e. the displacement of the nodal point j induced for an imposed unitary displacement at design variable i), and a positive real constant.
In reference 16] it is demonstrated that an improvement is assured if a smoothed gradient is used, and if is sufciently small and positive. In this work is chosen in a heuristic manner, taking into account that the sensitivity v alues are valid only for small movements around the actual position of ; s . Then, is taken in such a way that the maximum normal displacement o f ; s is not larger than a given value, which is computed as L, b e i n g a small positive constant b e t ween 0:01 and 0:1, and L the length of ; s (i.e. the wing cord). Finally, i t i s i m p o r t a n t to remark that the deformation modes are symmetric, ni = in . This feature is essential to produce a constant displacement eld on ; s in the case of a constant gradient, and in general, to obtain a valid mode deformation basis: The sum of the deformation modes is constant over ; s . Such good characteristic can be easily corroborated by observing the Finite Element discretization of the pseudo-shell problem (20)- (21) . The nal system of equations is linear, symmetric and positive de nite, which assure the mentioned feature. This result is well known by the structural-analysis scienti c community 3 9 ]. This rst numerical example consists of minimizing the drag force over a two dimensional turbulent airfoil for constant lift. In Figure 2 the initial geometry and a detail of the wing mesh is shown. The rst boundary layer elements have a mean height of 6 10 ;6 and a length of 0:011, which gives a stretching ratio of approximately 1 : 1800. The Reynolds number of the problem is 0: 5 10 6 , and the turbulent viscosity w as computed using a Baldwin Lomax turbulent model in the zone close to the wall, and a Smagorinsky model at the far eld (see 18, 6] for details). The angle of attack o f the ow was xed at a value of ve degrees. The optimization problem was de ned as: Minimize To perform the optimization process, eight equally spaced design variables were used (4 at the top wing surface and 4 at the bottom), and the leading and trailing edge points remained xed along the design cycles. In Figure 3 an example of the deformation allowed by the pseudo-shell boundary parametrization is presented. Note that even though the boundary movement is large, the combined level quasi-incompressible displacement mesh movement scheme avoids distortion and element crossing.
In Figure 4 a detail of the adjoint solution for an intermediate con guration is shown. The CPU time used to compute the discrete adjoint equations was in average 6% of the CPU time used for the ow solution. In addition, the CPU time to compute the gradients (Algorithm 1) and update the mesh was alway s l e s s t h a n 1 % o f t h e CFD cost.
In Figure 5 a detail of the pressure eld at the initial and nal con gurations is presented. After seven design cycles, the total drag was reduced around 30%. This numerical example consists of minimizing the drag force over a two dimensional box, but maintaining the area enclosed by the solid surface constant. In Figure 6 is presented a half of the box and the highly stretched mesh around it. The ow angle of attack is zero degrees, and the Reynolds number of the problem is around 5000.
Square Optimization
All the points over the surface were taken as design points, except the two e n d s w h i c h w ere xed for the entire design process. The optimization problem was de ned as: Minimize I c = w 1 C d C d + w 2 jA ; Aj A (29) where C d is the total drag force (viscous plus pressure), C d the computed drag for the initial con guration, and A and A the enclosed area for the initial and actual con guration respectively. Again, w 1 and w 2 are the cost function weights, both taken to 1 for this example. The boundary condition for the discrete adjoint problem were (see (5)):
where e d is the unit vector in the drag direction.
In Figure 6 the initial and nal con gurations are presented with their respective o w patterns. A drag reduction of 52% was achieved in just 3 design cycles, allowing a small variation of the enclosed area (7.8%). Objective Function Design Cycles Figure 9 : Objective F unction evolution.
3D Box Optimization
This nal example was included here to demonstrate the formulation capacity of dealing with 3D turbulent problems. Basically, the problem is the three dimensional version of the above one, with a small variation in the objective function formulation. In Figure 7 one quarter of the 3D box and the boundary mesh around it can be observed. The Reynolds number and the ow angle of attack of the problem were 2 10 6 and 0 degrees respectively. Again, the Baldwin Lomax-Smagorinsky turbulent model (see 6] for details) was used to obtain quasi steady state solutions of the turbulent o w. All the points on the solid surface were taken as design variables (a total of 701 points). The optimization problem was formulated as: Minimize
where V is the volume enclosed between the actual and the initial surface. This restriction was added to obtain design solutions close to the initial one. A desirable feature for real applications.
The main results of the optimization process are presented in Figure 8 , where the initial and nal ow patterns can be observed. In Figure 9 the objective function evolution is shown. A drag reduction of 32% was obtained in only three optimization cycles and three days of CPU time, using one 1.06 Ghz Pentium III processor (approximately 85% of the CPU time was spent in ow solutions). The enclosed volume between the initial and nal surface was 3% of the one enclosed among the initial con guration, and the vertical and horizontal planes.
Finally, it is important to remark that the main drag reduction was due to the corner rounding: A result that has been experimentally veri ed by the car industry community. 10].
Conclusions
A methodology to solve design problems using the incompressible NS or turbulent equations was presented. A l o w-order fast-converging discrete adjoint equation was deduced and tested, which not only saves an important amount of CPU time, but also gives a smoothed approximation to the real gradient. As has been demonstrated by some authors, the use of smoothed gradients is very convenient to avoid possible diverging cycles in the design process, and to reduce the total optimization cost. The sensitivities of the ow equations with respect to the mesh movement (at constant velocity and pressure), were computed using a nite di erence technique.
This could be done in a fast manner due to the deformation modes implemented for the design variables, to the improved pseudo-shell approach used for the boundary parametrization, and to the level approach utilized for the mesh movement. To update the mesh at the end of each optimization cycle, the level approach w as improved with a quasi-incompressible elastic scheme for the elements outside of the boundary layer region. Such h ybrid technique was tested in three problems containing highly stretched elements with excellent results: It avoided completely element distortion and expensive remeshing procedures.
In addition, the formulation was tested using all the points on the surface to be optimized as design variables not only for 2D, but also for 3D problems. In all cases the results, and the CPU time spent, were totally acceptable.
Finally, it is important to remark that the overall optimization scheme was almost of order O(1), i.e. the cost of one design cycle is approximately the cost of one ow solution.
