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Abstract
The connection between real-time quantum field theory (RTQFT) [see, e.g., A.
Kamenev and A. Levchenko, Advances in Physics 58 (2009) 197] and phase-space
techniques [E. Wolf and L. Mandel, Optical Coherence and Quantum Optics (Cam-
bridge, 1995)] is investigated. The Keldysh rotation that forms the basis of RTQFT
is shown to be a phase-space mapping of the quantum system based on the sym-
metric (Weyl) ordering. Following this observation, we define generalised Keldysh
rotations based on the class of operator orderings introduced by Cahill and Glauber
[Phys. Rev. 177 (1969) 1882]. Each rotation is a phase-space mapping, generalising
the corresponding ordering from free to interacting fields. In particular, response
transformation [L.P. and S.S., Ann. Phys. (N.Y.) 323 (2008) 1989] extends the nor-
mal ordering of free-field operators to the time-normal ordering of Heisenberg oper-
ators. Structural properties of the response transformation, such as its association
with the nonlinear quantum response problem and the related causality properties,
hold for all generalised Keldysh rotations.
Furthermore, we argue that response transformation is especially suited for RTQFT
formulation of spatial, in particular, relativistic, problems, because it extends cancel-
lation of zero-point fluctuations, characteristic of the normal ordering, to interacting
fields. As an example, we consider quantised electromagnetic field in the Dirac sea.
In the time-normally-ordered representation, dynamics of the field looks essentially
classical (fields radiated by currents), without any contribution from zero-point
fluctuations. For comparison, we calculate zero-point fluctuations of the interacting
electromagnetic field under orderings other than time-normal. The resulting expres-
sion is physically inconsistent: it does not obey the Lorentz condition, nor Maxwell’s
equations.
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1 Introduction
In this paper we continue our investigation of dynamical response properties
of quantum systems. In papers [1–3], we introduced response transformation
of quantum kinematics. In paper [4], response transformation was extended to
the key technical tool of quantum field theory (QFT), Wick’s theorem [5–8].
The next step is to apply it to the standard perturbative techniques of QFT
[7, 9–11]. As a practically important example we consider electromagnetic
interactions of light and matter.
Papers [1–3] were intended predominantly for the quantum-optical commu-
nity; our goal was in particular to “market” QFT methods to quantum op-
ticians. Here our goal is the opposite: we wish to apply wisdom acquired in
quantum optics to QFT. The result of this paper in a nutshell is that, firstly,
the nonequilibrium real-time QFT is nothing but the nonlinear quantum re-
sponse problem formulated in phase-space terms , and, secondly, that the most
natural physical picture emerges if using the phase-space mapping based on
the so-called time-normal operator ordering [2, 12–14]. Moreover, in relativis-
tic quantum electrodynamics (QED), mappings based on other orderings (e.g.,
the Keldysh rotation [11, 15]) lead to inconsistencies, due to one’s well-known
inability to impose the Lorentz condition on the operator of the electromag-
netic potential. Imposing this condition on quantum states of the electromag-
netic field [16, 17] is not sufficient to cancel unphysical contributions to its
fluctuations , except in the time-normally-ordered representation (termed in
[1–3] response representation).
Both backgrounds (real-time QFT and phase-space techniques) are well cov-
ered in the literature. Relatively recent review articles on the real-time QFT
are those of Kamenev and Levchenko [15] and Rammer and Smith [18], see also
[19]. An excellent introduction into the topic remains Kadanoff-Baym’s classic
[20], see also [21]. The so-called thermofield dynamics, with emphasis on the
relation between real-time and imaginary-time (Matsubara’s [22]) techniques,
is summarised in monographs of le Bellac [23] and Umezawa, Matsumoto and
Tachiki [24]. A covariant formulation was introduced by Niemi and Semenoff
[25, 26]. Functional techniques was employed in [23, 27]. The Dyson equa-
tion for the retarded propagator was derived, e.g., by Aurenche and Becher-
rawy [28]. Furthermore, a general introduction to phase-space concepts may be
found in the monograph of Mandel and Wolf [14]; for a discussion concentrated
on the symmetric (Weyl’s) operator ordering see the text [29]. The connection
between the closed-time-loop formulation and Weyl’s ordering has been made
by a number of authors, see, e.g., [30, 31] and references therein. An attempt to
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apply methods of real-time QFT to quantum optics was made by Vinogradov
and Stenholm [32]. Generalisation of the conventional time-normal operator
ordering [12–14] beyond the resonance approximation, making it applicable in
relativity, was introduced in [2] for bosons and [3] for fermions.
Conventional real-time QFT [15, 18, 20, 23, 24, 33–36] relies on the closed-
time-loop formulation [9–11] as a general framework, the Keldysh rotation
[11, 15, 18] as means of introducing space-time field propagation, and Dyson
equations for relevant Green functions solved under suitable approximations
as a computational tool. This schedule is adhered to more or less closely in
more recent publications [15, 18, 23, 24, 28, 35, 36], but may be only implicit
in older ones [20, 33, 34].
In this paper we also adhere to this schedule so far as the closed-time-loop
techniques and Dyson equations are concerned, while revising the Keldysh
rotation. The key observation is that the latter may be alternatively defined
as a phase-space mapping based on the symmetric, or Weyl’s, ordering of the
creation and annihilation operators. An extension of the Keldysh rotation to
a class of generalised rotations associated with a class of operator orderings
then suggests itself. This class contains, in particular, the conventional Keldysh
rotation which is a mapping based on the symmetric ordering, and the response
transformation of the closed-time-loop techniques [1–3], which is a generalised
rotation (mapping) based on the normal ordering [7, 37, 38].
The normal ordering is the ordering of choice for quantisation of free fields
[7, 37, 38], because it warrants zero quantum numbers of vacuum (energy,
momentum, etc.). One may say that it warrants an empty quantum vacuum
free of “zero-point fluctuations”, analogous to vacua of classical theories [39].
Response transformation, which is a generalisation of the normal ordering
from free to Heisenberg operators, extends this special property of the normal
ordering to interacting fields.
A word of caution is in place here. Since an ordering applied to a single op-
erator leaves this operator intact, everything associated with the average field
does not depend on the ordering. In particular, formulae for linear (Kubo’s)
and nonlinear response functions are shared by all generalised Keldysh rota-
tions. The difference is only in the definition of quantum noise of interacting
systems. Under the response transformation, zero-point fluctuations do not
contribute to the quantum noise. Verification of this statement as a general
theorem will be a subject of forthcoming papers. Here, we confine our atten-
tion to a (relatively) simple example: interaction of quantised electromagnetic
field with the Dirac vacuum in the first nonvanishing order of perturbation
theory. We show that response transformation maps this quantum problem
one-to-one to a semiclassical problem of propagation of a classical (c-number)
field in a quantum medium. The Dirac vacuum enters the theory only through
3
its linear response (linear susceptibility). Zero-point fluctuations in the Dirac
vacuum are eliminated. This “simple example” involves divergences and renor-
malizations, allowing us to demonstrate that these concepts are consistent
with both the semiclassical viewpoint and the response transformation. A
clear advantage is the possibility to isolate, through “tuned” regularizations,
a self-contained physical “subtheory” without divergences.
Papers of the present authors [40–42] aside, the only work we are aware of,
that can be seen as a predecessor of this investigation, is the article of Au-
renche and Becherrawy [28]. These authors replace the Keldysh rotation by
diagonalisation of the 2× 2 matrix propagator. Our approach differs from that
of Aurenche and Becherrawy by its phase-space origins, by the emphasis on
response, operator orderings and classical connotations, and by the use of one
retarded propagator rather than a retarded-advanced pair. Nonetheless simi-
larities between this paper and [28] are striking. Both look at restructuring of
the Keldysh series following redefinition of the propagator, with emergence of
new types of vertices. One also finds separation of the frequency-positive and
frequency-negative parts as a technical tool, cf. Eqs. (A3), (A4) in appendix
A in [28]. However, different models (spinor QED here versus scalar field the-
ories with self-action in [28]) make direct comparison of our results to [28]
somewhat difficult. Such comparison will be a subject of a separate paper.
The present paper comprises three logical parts, which are in turn split be-
tween the main body and the appendices. The first part (Secs 2–4 and appen-
dices A, B) deals with the formal techniques. Here we establish the connection
of our approach with the real-time QFT, and generalise results of papers [1–3]
beyond the time-normal operator ordering. We start from a brief summary in
Sec. 2. In Sec. 3, we establish the connection between orderings of free-field
operators and generalised Keldysh rotations. In Sec. 4, generalised Keldysh
rotations and the corresponding operator orderings are introduced for inter-
acting fields. In appendices A and B, analyses of Secs 3 and 4 are generalised
beyond Gaussian systems.
General implications of our analyses are the subject of the second part of the
paper (Secs 5–6 and appendix D). In Sec. 5, we define “quantum noise” of
quantised fields, and discuss its classical connotations. The latter are put to
use in Sec. 6, where the key dynamical results of the paper are formulated
in a conjectural way, following the analogy between classical stochasticity
and “quantum noise” in response representation. Verification of conjectures
of Sec. 6, which involves tedious analyses of diagrammatic structures, is the
subject of appendix D.
In the third part of the paper (Sec. 7 and appendices C, E), we concern our-
selves with the “simple example”—quantised electromagnetic field in the Dirac
sea. We calculate the linear susceptibility of the Dirac vacuum, including the
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unavoidable renormalisation, and show consistency of our results with more
traditional approaches. We also calculate the “quantum noise” of the electro-
magnetic field, and show that in the time-normal representation it vanishes,
while an attempt to use other orderings leads to inconsistencies. In appendix
C, we touch upon the choice of signs and dimensional factors in formulae (we
use SI units), and rederive response transformations of Green functions of free
fields by conventional QFT means (integrals in the complex plane of energy).
Appendix E outlines details of the calculations omitted in Sec. 7.
2 Quick summary
We assume familiarity of the reader with basics of phase-space and closed-
time-loop techniques, including the concepts of symmetric (Weyl’s), time and
reverse-time orderings [7, 9–11, 14, 15, 18, 37, 38]. These orderings are denoted
as W , T+ and T−, respectively (the T± orderings are often denoted T and T¯ ).
For formal definitions see Secs 3.1 and 3.2 below.
Let qˆ(t) be an arbitrary Hermitian bosonic operator, free or Heisenberg one;
we omit all its arguments except time. In the closed-time-loop formalism, one
defines the kernels,
〈
qˆ(t)qˆ(t′)
〉
,
〈
T±qˆ(t)qˆ(t
′)
〉
, (1)
where the averaging is over the Heisenberg state of the field. The Keldysh
rotation [11, 15, 18] replaces them by two kernels: the average retarded com-
mutator,
〈
T+qˆ(t)qˆ(t
′)
〉
−
〈
qˆ(t′)qˆ(t)
〉
=
〈
qˆ(t)qˆ(t′)
〉
−
〈
T−qˆ(t)qˆ(t
′)
〉
= θ(t− t′)
〈[
qˆ(t), qˆ(t′)
]〉
,
(2)
and the average anticommutator,
〈
T+qˆ(t)qˆ(t
′)
〉
+
〈
T−qˆ(t)qˆ(t
′)
〉
=
〈
qˆ(t)qˆ(t′)
〉
+
〈
qˆ(t)qˆ(t′)
〉
=
〈
qˆ(t)qˆ(t′) + qˆ(t′)qˆ(t)
〉
.
(3)
The retarded commutator is associated with linear response of the field [34]
and thus affords a macroscopic interpretation, but what about the anticom-
mutator?
The key formal observation is that, in the interaction picture, the anticom-
mutator coincides with the symmetrically (Weyl) ordered product of free-field
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operators,
qˆ(t)qˆ(t′) + qˆ(t′)qˆ(t) = 2Wqˆ(t)qˆ(t′) (free field). (4)
This relation is nontrivial, because Weyl’s ordering is defined not for field
operators, but for the underlying creation and annihilation operators.
Equation (4) raises two questions:
• Can one define generalised Keldysh rotations with other types of ordering of
the creation and annihilation operators in place of Weyl’s one? For instance,
with the normal ordering? Can generalised Keldysh rotations be extended
to Heisenberg operators?
• What are the properties of emerging representations of QFT?
The answer to the first question is unqualified “yes”. To the second question
we provide two partial answers:
• Response transformation analysed in [1–3] is a generalised Keldysh rotation
related to the normal ordering. Its structural properties, in particular, the
association with the response problem and causality, extend to all gener-
alised Keldysh rotations.
• Within the simple model mentioned in the introduction, the special property
of the response transformation is elimination of zero-point fluctuations from
quantum dynamics.
The rest remains subject to further work.
3 Operator orderings and generalised Keldysh rotations for free-
field operators
3.1 Time and closed-time-loop operator ordering
Here we summarize definitions of the time and closed-time-loop operator or-
derings, using this opportunity to introduce notation. Let Xˆ1(t), Xˆ2(t), · · · , Xˆm(t)
be arbitrary bosonic operators, and t1 > t2 > · · · > tm. Then,
T+Xˆ1(t1)Xˆ2(t2) · · · Xˆm(tm) = Xˆ1(t1)Xˆ2(t2) · · · Xˆm(tm),
T−Xˆ1(t1)Xˆ2(t2) · · · Xˆm(tm) = Xˆm(tm) · · · Xˆ2(t2)Xˆ1(t1).
(5)
This definition is extended to arbitrary time sequences assuming that bosonic
operators commute under the orderings. Furthermore, the Schwinger-Perel-
Keldysh closed-time-loop ordering [9–11, 15], denoted TC , is defined as a double
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time-ordered structure,
TCXˆ1−(t1) · · · Xˆm−(tm)Yˆ1+(t′1) · · · Yˆn+(t′n)
= T−Xˆ1(t1) · · · Xˆm(tm) T+Yˆ1(t′1) · · · Yˆn(t′n). (6)
Rather than visually keeping the operators under the T±-orderings, one marks
the operators with the ± indices and allows them to commute freely. These
indices serve only for ordering purposes and otherwise should be disregarded.
Note that we put the C-contour indices into subscripts (unlike, e.g., Kamenev
and Levchenko [15]), because superscripts are reserved for other purposes.
3.2 The Cahill-Glauber ordering of creation and annihilation operators
For simplicity, consider an harmonic oscillator with frequency ω0, equipped
with the standard bosonic creation/annihilation pair,
[
aˆ, aˆ†
]
= 1. (7)
According to Cahill and Glauber, ordered products of aˆ, aˆ† are defined postu-
lating the operator-valued generating function [43, 44],
Os exp
(
βaˆ† − β∗aˆ
)
= exp
(
βaˆ† − β∗aˆ + s|β|
2
2
)
, (8)
where β is an auxiliary complex variable and −1 ≤ s ≤ 1 is a real parameter.
We shall also have numerous opportunities to use the parameters,
s± =
1± s
2
. (9)
Then,
Osaˆ = aˆ, Osaˆ
† = aˆ†, Osaˆ
2 = aˆ2, Osaˆ
†2 = aˆ†2, Osaˆaˆ
† = s+aˆ
†aˆ + s−aˆaˆ
†,
(10)
etc. For s = 0, 1,−1 we recover, respectively, the symmetric, or Weyl’s, the
normal and the antinormal orderings,
O0aˆaˆ
† = (1/2)
(
aˆ†aˆ+ aˆaˆ†
)
= Waˆaˆ† (symmetric),
O1aˆaˆ
† = aˆ†aˆ = :aˆaˆ†: (normal),
O−1aˆaˆ
† = aˆaˆ† = Aaˆaˆ† (antinormal).
(11)
Of special interest to us will be the symmetric and the normal orderings.
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3.3 The Cahill-Glauber ordering of free-field operators
By definition, orderings (8) are extended to products of free-field operators by
linearity. As a generic example, consider the displacement operator,
qˆ(t) =
√
~
2
(
aˆe−iω0t + aˆ†eiω0t
)
. (12)
This operator is a Heisenberg one with respect to the free Hamiltonian,
Hˆ0 = ~ω0aˆ
†aˆ. (13)
Then, e.g.,
Osqˆ(t)qˆ(t
′) =
~
2
[
aˆ2e−iω(t+t
′) + aˆ†2eiω(t+t
′) + 2Osaˆaˆ
† cosω(t− t′)
]
, (14)
etc. Of use to us will be the formula,
Osqˆ(t)qˆ(t
′)− Os′ qˆ(t)qˆ(t′) = ~(s
′ − s)
2
cosω0(t− t′). (15)
It readily follows from Eqs. (10) and (14).
3.4 The Keldysh rotation and the symmetric ordering
Assume that the oscillator is in a Gaussian (thermal, squeezed, etc.) state with
zero average displacement,
〈
qˆ(t)
〉
= 0. (16)
For an approach free of these limitations see appendix A. The closed-time-loop
formulation of such Gaussian system reduces to kernels (1), where qˆ(t) is now
defined by (12), and the averaging is over the Gaussian state of the oscillator.
The same specification applies to Eqs. (2), (3) for the “rotated” kernels.
The retarded commutator (2) now reads,
θ(t− t′)
〈[
qˆ(t), qˆ(t′)
]〉
= i~DR(t− t′), (17)
where DR is Kubo’s linear response function of the oscillator [34] (see also [1]).
The commutator in (17) is a c-number, making the averaging redundant. This
warrants that DR does not depend on the state of the oscillator, and that it is
a function of time difference; both these properties are artefacts of the linear
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problem. Explicitly,
DR(t− t′) = −θ(t− t′) sinω0(t− t′) =
∫
dω
2pi
e−iω(t−t
′)DRω, (18)
where
DRω =
1
2
[
1
ω − ω0 + i0+ −
1
ω + ω0 + i0+
]
. (19)
As in papers [1–4], omitted integration limits indicate the maximal possible
area of integration: the whole time axis, the whole space, etc.
Furthermore, for the anticommutator of displacement operators we have,
qˆ(t)qˆ(t′) + qˆ(t′)qˆ(t) = ~
[
aˆ2e−iω(t+t
′) + aˆ†2eiω(t+t
′) +
(
aˆaˆ† + aˆ†aˆ
)
cosω(t− t′)
]
.
(20)
Comparing this to Eqs. (10) and (14) we recover Eq. (3). For free fields in
general, Eq. (3) may be verified applying Eq. (20) modewise.
Equations (17) and (20) make it evident that the Keldysh rotation disentan-
gles information about the system response from the information about its
quantum state. The latter is expressed in terms of the symmetrically ordered
average, which in turn may be written as a c-number quasiaverage over the
Wigner function [14, 29],
〈
Wqˆ(t)qˆ(t′)
〉
=
∫
d2αW (α)qin(t)qin(t
′), (21)
where the classical (c-number) in-field depends on the complex amplitude α,
qin(t) =
√
~
2
(
αe−iω0t + α∗eiω0t
)
. (22)
The integration in (21) is over the whole complex plane of α. Grounds for
calling quantity (22) classical in-field will become clear in Sec. 5.1, cf. Eq.
(79).
3.5 The Keldysh rotation as a functional substitution
Formally, the Keldysh rotation may be introduced as a change of variables in
the functional bilinear form,
Λ[η+, η−] = −1
2
η+
〈
T+qˆqˆ
〉
η+ − 1
2
η−
〈
T−qˆqˆ
〉
η− + η−
〈
qˆqˆ
〉
η+, (23)
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where η±(t) are a pair of auxiliary c-number functions. Square brackets signify
functional arguments. We use condensed notation,
fg =
∫
dtf(t)g(t), fKg =
∫
dtdt′f(t)K(t− t′)g(t), (24)
where f(t), g(t) are c-number or q-number functions and K(t− t′) is a c-
number kernel. The form (23) contains full information about the oscillator in
a Gaussian state.
In terms of Λ, the Keldysh rotation (2), (3) amounts to the substitution,
η±(t) =
jW (t)
~
± η(t)
2
. (25)
For η, jW we have,
η(t) = η+(t)− η−(t), (26)
jW (t) =
~
2
[
η+(t) + η−(t)
]
, (27)
In these variables,
Λ[η+, η−]|η±→η,jW = −iηDRjW −
1
2
η
〈
Wqˆqˆ
〉
η, (28)
where notice was taken of Eq. (20) for the anticommutator.
3.6 Generalised Keldysh rotations
It suggests itself to generalise the Keldysh rotation to other types of ordering,
with the information about the state expressed by the corresponding quasidis-
tributions,
〈
Osqˆ(t)qˆ(t
′)
〉
=
∫
d2αps(α)qin(t)qin(t
′). (29)
With s = 0, 1,−1 one encounters the Wigner, P and Q-functions [14, 29, 44],
p0(α) =W (α), p1(α) = P (α), p−1(α) = Q(α). (30)
The linear response function, which is insensitive to the ordering, is not
changed.
Following the pattern of Eq. (28), a generalised Keldysh rotation is introduced
as a change of variables in the form Λ, such that,
Λ[η+, η−]|η±→η,js = −iηDRjs −
1
2
η
〈
Osqˆqˆ
〉
η. (31)
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Rotations differ in variable js(t), while variable η(t) is shared by all rotations.
We note without going into particulars that this is ultimately due to the
property,
Osqˆ(t) = T+qˆ(t) = T−qˆ(t) = qˆ(t), (32)
which holds for all orderings.
3.7 Response and reordering of operators
Before attempting to solve for the variable js(t), consider the following ques-
tion. Can the difference between orderings (15) be related to some physical
property of the field qˆ(t)? The natural candidate is the linear response. Indeed,
we now show the formula,〈
Osqˆ(t)qˆ(t
′)
〉
−
〈
Os′ qˆ(t)qˆ(t
′)
〉
= (s′ − s)Z(t− t′), (33)
where
Z(t− t′) = (i~/2)
[
D
(+)
R (t− t′) +D(+)R (t′ − t)−D(−)R (t− t′)−D(−)R (t′ − t)
]
,
(34)
and D
(±)
R are the frequency-positive and frequency-negative parts of DR.
The operation of separation of the frequency-positive and frequency-negative
parts of functions plays a central role in our analyses, and we take this op-
portunity to reiterate its definition and most useful properties. Namely, with
f(t) being an arbitrary function,
f(t) = f (+)(t) + f (−)(t), (35)
f (±)(t) =
∫
dω
2pi
e−iωtθ(±ω)fω, fω =
∫
dteiωtf(t). (36)
The (±) operations are conveniently expressed as integral transformations,
f (±)(t) =
∫
dt′δ(±)(t− t′)f(t′) ≡ F (±)t f(t), (37)
where
δ(±)(t) = δ(∓)(−t) = ± 1
2pii(t∓ i0+) (38)
are the frequency-positive and frequency-negative parts of the delta-function.
Of use will be the formula,
F (±)t f(t− t′) = F (∓)t′ f(t− t′), (39)
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verified by considering its Fourier-transformation. A useful observation is also
that F (±)t are non-Hermitian orthogonal projectors,
F (+)t + F (−)t = 1, [F (±)t ]
2
= F (±)t , F (+)t F (−)t = F (−)t F (+)t = 0. (40)
For more details see appendix A in [2]. Formulae (35)–(40) equally apply with
t→ ct = x0, cf. Sec. 4.3 below.
As to Eq. (33), it follows from Eq. (15) and the identity,
cosω0τ = i
[
D
(+)
R (τ) +D
(+)
R (−τ)−D(−)R (τ)−D(−)R (−τ)
]
. (41)
To prove it, consider its Fourier-transformation,
pi
[
δ(ω − ω0) + δ(ω + ω0)
]
= i
(
DRω −DR−ω
)
signω, (42)
which is readily verified by making use of Eq. (19).
Unlike (15), Eq. (33) is directly generalised to quantum fields in the true
meaning of the word, including interacting ones: its “Heisenberg” counterpart
is Eq. (90) in Sec. 5 below. As a technical tool, Eq. (33) will be instrumental
in deriving generalised Keldysh rotations in Sec. 3.8. Its physical implications
will be discussed in Sec. 5.2.
3.8 Explicit formula for js(t)
To find js(t) we subtract Eqs. (28) and (31). Their left-hand sides (lhs) are by
definition identical, although written in different variables. Subtracting them
yields a functional equation for js(t),
ηDR
(
js − jW
)
=
s~
2
ηDR
[
η(+) − η(−)
]
. (43)
The (±) operations are defined in Sec. 3.7. When obtaining Eq. (43), notice
was taken of Eq. (33) and of the formula,
∫
dt′D
(±)
R (t− t′)η(t′) =
∫
dt′DR(t− t′)η(±)(t′). (44)
To verify it, consider its Fourier-transformation.
Clearly Eq. (43) is satisfied if,
js(t)− jW (t) = s~
2
[
η(+)(t)− η(−)(t)
]
. (45)
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Recalling Eqs. (26), (27) for η and jW we obtain,
js(t) = ~
[
η
(s+)
+ (t) + η
(s−)
− (t)
]
, (46)
where the (s±) operations are linear combinations of (±),
f (s±)(t) = s+f
(±)(t) + s−f
(∓)(t) = sf (±)(t) + s−f(t). (47)
The parameters s± are introduced by Eq. (9). The last formula in (47) is
convenient for transition from the conventional Keldysh rotation (s = 0, s+ =
s− = 1/2) to response transformation [1–3] (s = s+ = 1, s− = 0).
For the Keldysh rotation, Eq. (47) trivialises,
f (0+)(t) = f (0−)(t) =
1
2
f(t), (48)
and we recover Eq. (27). With this exception, Eqs. (46), (47) are integral
transformations.
3.9 Generalised response substitution
To find the substitution introducing variables η, js—and thus to demonstrate
that we deal with a genuine change of functional variables—we break the ex-
pressions for them in frequency-positive and frequency-negative parts, (omit-
ting arguments for brevity)
η(+) = η
(+)
+ − η(+)− , j(+)s = ~
[
s+η
(+)
+ + s−η
(+)
−
]
, (49)
η(−) = η
(−)
+ − η(−)− , j(−)s = ~
[
s−η
(−)
+ + s+η
(−)
−
]
. (50)
These formulae are two independent systems of algebraic equations in the
subspaces of frequency-positive and frequency-negative functions, cf. Eqs. (40)
and comments thereon. Solving Eqs. (49) and (50) for, respectively, η
(+)
± and
η
(−)
± , and recombining the frequency-positive and frequency-negative parts we
find the substitution sought,
η+(t) =
js(t)
~
+ η(s−)(t), η−(t) =
js(t)
~
− η(s+)(t). (51)
With the exception of the conventional Keldysh rotation (s = 0), these rela-
tions are integral transformations. They generalise to arbitrary s the Keldysh
rotation (s = 0) given by Eq. (25), and the response substitution (s = 1),
η+(t) =
je(t)
~
+ η(−)(t), η−(t) =
je(t)
~
− η(+)(t), (52)
introduced in [1–3].
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4 Generalised Keldysh rotations and time-s-ordered products of
Heisenberg operators
4.1 Preliminaries
In this section, we extend generalised Keldysh rotations to interacting fields.
We stay within the Gaussian case (specified shortly). For a general approach
see appendix B.
To be specific, we consider the Heisenberg operator of the electromagnetic
4-potential Aˆν(x). As a dynamical quantity it is introduced in Sec. 6.1 below.
All that matters here is that all quantities in the ensuing discussion be defined,
directly or by means of a limiting procedure (renormalisation). What follows
can readily be adapted to other fields, including fermionic ones.
We employ conventional 4-vector notation:
xν = {x0,x} = {ct,x}, xν = {x0,−x} = {ct,−x}, (53)
etc. The metric tensor gµν is diagonal, with
g00 = −g11 = −g22 = −g33 = 1. (54)
Summation is implied over pairs of identical co- and contravariant indices.
We use SI units and restore dimensional coefficients omitted in QFT texts—
after all, it is pretty awkward to talk about quantum-classical correspondences
while using units where ~ = 1. Dimensions of the 4-vectors of potential and
current are chosen to coincide with those of their spatial components:
Aˆν(x) =
{
Φˆ(x)
c
, Aˆ(x)
}
, Jˆ ν(x) =
{
cρˆ(x), jˆ(x)
}
, (55)
where Φˆ(x), Aˆ(x), ρˆ(x), and jˆ(x) are, respectively, the scalar and vector po-
tentials and the charge and current densities. More details on the choice of
dimensional factors for the electromagnetic potential and related quantities
may be found in appendix C.1.
4.2 Cumulants of the 4-potential
We do not assume the average field to be zero,〈
Aˆν(x)
〉
6= 0, (56)
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and therefore have to distinguish the closed-time-loop Green functions and
the corresponding cumulants, (identified by commas)
〈
T±Aˆν(x)Aˆν′(x′)
〉
=
〈
T±Aˆν(x), Aˆν′(x′)
〉
+
〈
Aˆν(x)
〉〈
Aˆν′(x′)
〉
,〈
Aˆν(x)Aˆν′(x′)
〉
=
〈
Aˆν(x), Aˆν′(x′)
〉
+
〈
Aˆν(x)
〉〈
Aˆν′(x′)
〉
.
(57)
Generalisation of Eq. (23) to Heisenberg fields employs closed-time-loop cu-
mulants rather than Green functions,
Λ2[η+, η−] = −i(η+ − η−)
〈
Aˆ
〉
+ η−
〈
Aˆ, Aˆ
〉
η+ − 1
2
η+
〈
T+Aˆ, Aˆ
〉
η+ − 1
2
η−
〈
T−Aˆ, Aˆ
〉
η−,
(58)
where ην±(x) are a pair of auxiliary c-number 4-vector functions [45]. To em-
phasise the structure of formulae we use condensed notation,
fg =
∫
d4xf ν(x)gν(x), fKg =
∫
d4xd4x′f ν(x)Kνν′(x, x
′)gν
′
(x′), (59)
where f ν(x), gν(x) are 4-vector functions and Kνν′(x, x
′) is a c-number kernel.
The “Gaussian case” mentioned above is in the fact that we limit our atten-
tion to the one- and two-pole cumulants. It does not constitute a dynamical
approximation.
4.3 Generalised Keldysh rotations for Heisenberg fields
A generalised Keldysh rotation is defined as a change of variables in the form
(58),
ην+(x) = (~c)
−1jνs (x) + η
ν(s−)(x), ην−(x) = (~c)
−1jνs (x)− ην(s+)(x). (60)
ην(x) = ην+(x)− ην−(x), jνs (x) = ~c
[
η
ν(s+)
+ (x) + η
ν(s−)
− (x)
]
. (61)
By definition, the (s±) and (±) operations apply to the time variable,
f (s±)(x) = F (s±)x0 f(x) = s+f (±)(x) + s−f (∓)(x) = sf (±)(x) + s−f(x). (62)
f (±)(x) = F (±)x0 f(x) =
∫
d4x′δ(±)(x0 − x′0)δ(3)(x− x′)f(x′), (63)
where
δ(±)(x0 − x′0) = δ(∓)(x′0 − x0) = ±
1
2pii(x0 − x′0 ∓ i0+) (64)
are the frequency-positive and frequency-negative parts of the delta-function,
cf. Eqs. (35)–(38), (47), and the remark after Eq. (40). Substitution (60) is
equivalent to introducing variables η(t) and js(t) of Sec. 3.9 modewise.
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The (s±) operations inherit the critical properties of (±):
f (s+)(x) + f (s−)(x) = f(x), (65)[
F (s±)x0 f(x)
]∗
= F (s∓)x0 f ∗(x), (66)∫
d4xf (s±)(x)g(x) =
∫
d4xf(x)g(s∓)(x). (67)
The analyses of Refs. [2, 3] may therefore be generalised to an arbitrary Keldysh
rotation by substituting the (s±) operation for (±). It is not difficult to ensure
that all results of papers [2, 3] pertaining to the “formally classical struc-
ture of quantum response” persist if replacing response transformation by an
arbitrary generalised Keldysh rotation. In particular, causality properties of
response transformation in fact hold for arbitrary Keldysh rotations. For de-
tails see appendix B. In the main body of the paper we confine ourselves to
linear media, where the Gaussian case suffices.
4.4 Time-s-ordering of operators
Applying substitution (60) to Λ2 we find the “rotated” form to be,
Λ2[η+, η−]|η±→η,js = −iη
〈
Aˆ
〉
− iηDRjs − 1
2
η
〈
TsAˆ, Aˆ
〉
η. (68)
It depends on three “rotated” cumulants: the average field (56), Kubo’s linear
response function of the Heisenberg field,
Dν′Rν(x, x′) = (i~c)−1θ(x0 − x′0)
〈[
Aˆν(x), Aˆν′(x)
]〉
, (69)
and the time-s-ordered cumulant ,〈
TsAˆν(x), Aˆν′(x′)
〉
= 2ℜ
[
F (s+)x0 F (s+)x′
0
〈
T+Aˆν(x), Aˆν′(x′)
〉
+ F (s−)x0 F (s+)x′
0
〈
Aˆν(x), Aˆν′(x′)
〉]
.
(70)
Calculation leading to Eq. (68), which are typical for our approach, are pre-
sented in some detail in appendix B.5.
The term time-s-ordered cumulant is justified by the formula,〈
TsAˆν(x), Aˆν′(x′)
〉
=
〈
TsAˆν(x)Aˆν′(x′)
〉
−
〈
Aˆν(x)
〉〈
Aˆν′(x′)
〉
, (71)
where the time-s-ordered product of two field operators reads,
TsAˆν(x)Aˆν′(x′) = F (s+)x0 F (s+)x′
0
T+Aˆν(x)Aˆν′(x′) + Aˆ(s−)ν (x)Aˆ(s+)ν′ (x′) + H.c. .
(72)
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Equation (71) is readily verified using Eq. (65). Calling the expression on the
right-hand side (rhs) of (72) an “ordered operator product” agrees with the
use of this term, e.g., in photodetection theory [12–14, 48]. For the general
definition of the time-s-ordering of Heisenberg operators see appendix B.
Equations (68)–(72) are exact relations applicable to arbitrary bosonic fields,
whether free or interacting. Cancellation of the term quadratic in js and the
explicitly causal nature of DR are a manifestation of general causality in the
“rotated” theory, cf. [2, 3, 49, 50] and remarks at the end of Sec. 4.3.
4.5 Formulae for closed-time-loop cumulants
It is equally easy to obtain formulae for the closed-time-loop cumulants (57)
in terms of the rotated ones. Applying substitutions (61) to the rotated form
(68) and comparing the result to the initial form (58) we find,
〈
T+Aˆν(x), Aˆν′(x′)
〉
=
〈
TsAˆν(x), Aˆν′(x′)
〉
+ i~c
[
F (s−)x′
0
DRνν′(x, x′) + F (s−)x0 DRν′ν(x′, x)
]
, (73)〈
Aˆν(x), Aˆν′(x′)
〉
=
〈
TsAˆν(x), Aˆν′(x′)
〉
+ i~c
[
F (s−)x′
0
DRνν′(x, x′)−F (s+)x0 DRν′ν(x′, x)
]
, (74)
where
DRνν′(x, x′) = gν′ν¯Dν¯Rν(x, x′). (75)
Derivation of Eqs. (73), (74) relies on Eq. (67).
5 “Quantum noise” and operator ordering
5.1 Classical connotations of generalised Keldysh rotations
We temporarily return to the harmonic oscillator. For all definitions see Sec. 3.
As is shown in appendix A, Eq. (31) is a particular case of the general formula,
relating the closed-time-loop ordering of the free-field operators to the Os-
ordering of the creation and annihilation operators,
Ξ[η+, η−]|η±→η,js = exp
(
− iηDRjs
)〈
Os exp
(
− iηqˆ
)〉
, (76)
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where
Ξ[η+, η−] =
〈
TC exp
(
− iη+qˆ+ + iη−qˆ−
)〉
(77)
is the generating functional of the closed-time-loop Green functions of the os-
cillator (for all definitions see Secs 3.1 and 3.3). We use notation (24). Equa-
tion (76) holds irrespective of the quantum state (i.e., it is in fact an operator
formula). For Gaussian states, Wick’s theorem,
Ξ[η+, η−] = expΛ[η+, η−], (78)
reduces transformation of all closed-time-loop Green functions to transforma-
tion of the kernels (1).
A remarkable feature of Eq. (76) is the absence of Planck’s constant. Any
quantum relation without ~ survives the classical limit ~→ 0 unchanged, and
must therefore have a classical counterpart. Indeed, consider a driven classical
oscillator. Its displacement is given by the formula,
q(t) = qin(t) +
∫
dt′DR(t− t′)j(t), (79)
where j(t) is the driving force [51], and the in-field qin(t) is given by Eq. (22).
If the complex amplitude α in (22) is a random variable distributed with
probability p(α), the generating functional of stohastic moments of q(t) reads,
〈
exp
(
− iηq
)〉
= exp
(
− iηDRjs
) ∫
d2αp(α) exp
(
− iηqin
)
. (80)
We use the same notation (angle brackets) for the quantum and classical
statistical averaging; what we have in mind is clear in the context. Equation
(80) is the classical limit of Eq. (76), when the s-ordered quantum averages
turn into classical averages. To see this clearly, express the quantum average
on the rhs of (76) as a quasiaverage,
〈
Os exp
(
− iηqˆ
)〉
=
∫
d2αps(α) exp
(
− iηqin
)
, (81)
so that Eq. (76) becomes,
Ξ[η+, η−]|η±→η,js = exp
(
− iηDRjs
) ∫
d2αps(α) exp
(
− iηqin
)
. (82)
Equations (80) and (82) coinside up to the replacement of quasiprobability by
probability, ps(α)→ p(α), which is natural in the limit ~→ 0. Without this
limit, each generalised Keldysh rotation defines a phase-space representation
(mapping) of the quantum system. The conventional Keldysh rotation is a
phase-space mapping based on the Weyl ordering. For an in-depth discussion
see Refs. [14, 29, 52].
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5.2 What is “the best rotation”?
For simplicity, consider the Gaussian case, when the state of the oscillator
is fully described by the s-ordered quantum average
〈
Osqˆ(t)qˆ(t
′)
〉
. According
to the arguments of Sec. 5.1, this average is a quantum counterpart of the
classical statistical average
〈
qin(t)qin(t
′)
〉
. The latter characterises noise in a
classical system. One may therefore say that the former represents quantum
noise. This concept is by definition associated with operator ordering: “quan-
tum noise” is ordering-specific and thus nonunique.
It is instructive to put these arguments in context with Eq. (33). The lat-
ter stipulates that quantum noises according to different orderings differ in
fact in a formal admixture of the linear response. Setting s′ = 1 in (33) and
remembering that O1 is the normal ordering we have,〈
Osqˆ(t)qˆ(t
′)
〉
=
〈
:qˆ(t)qˆ(t′):
〉
+ 2s− Z(t− t′), (83)
where Z(t− t′) is given by Eq. (34). Recalling that,
〈
0
∣∣∣:qˆ(t)qˆ(t′):∣∣∣0〉 = 0, (84)
for the vacuum state of the oscillator we obtain,
〈
0
∣∣∣Osqˆ(t)qˆ(t′)∣∣∣0〉 = 2s− Z(t− t′). (85)
This way, Eq. (83) represents quantum noise of the field according to the Os-
ordering as a sum of a normal contribution and zero-point fluctuations. The
latter is nothing but a coded information about response properties of the
oscillator. Indeed, it is easy to show the formula,
DR(τ) = (2/i~)θ(τ)
[
Z(+)(τ)− Z(−)(τ)
]
. (86)
The difference between a complete quantum characterisation of the oscillator
and its characterisation in terms of response is contained in the normal aver-
age. It is therefore natural to talk about physical and response components of
quantum noise. Under the normal ordering, the response component vanishes.
It may therefore be seen as a formal “contamination” of quantum noise by
linear response under orderings other than normal.
We stress that, mathematically, all rotations are equal. The triad s = 0,±1
have been extensively used in quantum optics [14, 29]. The conventional
Keldysh rotation (s = 0) is the standard one in the real-time QFT (for ref-
erences see the introduction). It also happens to be of help for practical cal-
culations with few-mode nonlinear bosonic systems, see [52] and references
therein.
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Things change if we consider spatial (in particular, relativistic) problems, char-
acterised by infinite number of modes. Zero-point fluctuations make phase-
space images of quantised energy, momentum, etc., badly defined, except in
the normally ordered representation. For this reason standard quantisation of
free fields employs normal ordering. Cancellation of zero-point fluctuations also
makes normal ordering special when analysing the relation between quantum
and classical mechanics. This ordering assures direct correspondence between
the quantum and classical vacua:
〈
0
∣∣∣:qˆ(t1) · · · qˆ(tm):∣∣∣0〉 = 0⇐⇒ 〈q(t1) · · · q(tm)〉
vac
= 0. (87)
With other orderings, quantum vacuum turns out to be non-empty, and one
is doomed to encounter a formal discrepancy between quantum and classical
mechanics (except in the limit ~→ 0). With normal ordering, this kind of
discrepancy is eliminated [53].
5.3 “Quantum noise” of interacting fields
Apart from the presence of the average field, the “Heisenberg” formula (68)
has the same structure as the “free” formula (31), and has the same classical
connotations (cf. Sec. 5.1). It isolates the “quantum noise” of the field given by
Eq. (70). The latter is the only quantity in (68) that is specific to the rotation.
The average field and the linear response are shared by all rotations. For the
conventional Keldysh rotation, the quantum noise is given by the symmetrised
cumulant [55],
〈
WAˆν(x), Aˆν′(x′)
〉
=
1
2
[〈
Aˆν(x), Aˆν′(x′)
〉
+
〈
Aˆν′(x′), Aˆν(x)
〉]
, (88)
while response transformation leads to the time-normal cumulant,
〈
T :Aˆν(x), Aˆν′(x′):
〉
= 2ℜ
[
F (+)x0 F (+)x′
0
〈
T+Aˆν(x), Aˆν′(x′)
〉
+ F (−)x0 F (+)x′
0
〈
Aˆν(x), Aˆν′(x′)
〉]
.
(89)
Other rotations lead to other definitions of quantum noise. For the Heisenberg
as well as for free fields, the very concept of quantum noise is by definition
associated with operator ordering.
5.4 Reordering of Heisenberg operators
It is straightforward to generalise Eq. (33) connecting “quantum noises” under
different orderings to the Heisenberg field. Namely, using either of Eqs. (73),
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(74) we find,
〈
TsAˆν(x), Aˆν′(x′)
〉
−
〈
Ts′Aˆν(x), Aˆν′(x′)
〉
= (s′ − s)Zνν′(x, x′), (90)
where,
Zνν′(x, x′) = i~c
2
[
F (−)x′
0
DRνν′(x, x′) + F (−)x0 DRν′ν(x′, x)
−F (+)x′
0
DRνν′(x, x′)− F (+)x0 DRν′ν(x′, x)
]
.
(91)
Thus, for free as well as for interacting fields, quantum noises according to
different orderings differ in a formal admixture of the linear response. Having
calculated response and noise in one representation, it is straightforward to
transform the latter to any other representation, e.g.,
〈
TsAˆν(x), Aˆν′(x′)
〉
=
〈
WAˆν(x), Aˆν′(x′)
〉
− sZνν′(x, x′)
=
〈
T :Aˆν(x), Aˆν′(x′):
〉
+ 2s−Zνν′(x, x′),
(92)
etc.
The second of Eqs. (92) extends Eq. (83) to interacting fields. This relation is
general and does not depend on details of quantum dynamics. Were we also
able to generalise to interacting fields Eq. (84),
〈
0
∣∣∣T :Aˆν(x), Aˆν′(x′):∣∣∣0〉 = 0, (93)
the whole philosophy of physical versus response components of quantum
noise (cf. Sec. 5.2) would become applicable to interacting fields. However,
unlike Eq. (92), Eq. (93) does depend on details of quantum dynamics. It
may be shown for arbitrary polynomial interactions that, if all fields are in
a vacuum state and this vacuum is stable, all time-normal averages in the
theory are zero. Verification of this result in its entirety requires advanced
formal tools [56] that we tend to avoid in this paper. Here we demonstrate
it in spinor quantum electrodynamics in the first nonvanishing approximation
in interaction of the electromagnetic field with Dirac vacuum (see Sec. 7.5
below). General analyses will be presented elsewhere.
* * *
Natural quantum-classical correspondence with well-defined quantum vacuum
make response transformation the natural choice if we are interested in the
classical limit and/or in relativistic problems. The price to pay is that response
substitution is an integral rather than an algebraic transfomation, i.e., non-
local in time. This raises nontrivial causality issues. As a structural concept,
response transformation was discussed for free bosonic fields in [1], for inter-
acting bosons in [2] and for interacting fermions in [3]. Its association with
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Wick’s theorem was subject of [4]. Causality problems were taken care of in
[2, 3, 49, 50].
In the rest of the paper we concern ourselves with two questions,
(a) whether suppression of zero-point fluctuations (empty vacuum) indeed ex-
tends to quantum dynamics, and
(b) whether the formal structures established in Sec. 4 are consistent with renor-
malisations.
Answering these questions in full implies generalisation of Eq. (68) to higher-
order cumulants and arbitrary interactions. This is a formidable task, which
may take a cumulative effort of many researchers. In this paper we restrict our-
selves to the quantised electromagnetic field in linear media, where “media”
include such nontrivial QFT object as the Dirac (spinor) field. This prob-
lem is rich enough to illustrate all the important points without too much
mathematics.
6 Classical stochastic, semiclassical and quantum approaches to
electromagnetic field in a linear medium
6.1 Driven electromagnetic field
Throughout the rest of the paper we consider (or imply) a driven relativistic
electromagnetic field governed by the Hamiltonian, (in the interaction picture)
Hˆ(x0) = Hˆff(x0) + Hˆm(x0) +
∫
d3xAˆν(x)
[
Jνe (x) + Jˆ
ν(x)
]
. (94)
Here, Aˆν(x) and Jˆν(x) are the quantised potential and current operators in
the interaction picture. The corresponding Heisenberg operators are Aˆν(x)
and Jˆν(x). Hˆff(x0) is the free-field Hamiltonian and Hˆm(x0) comprises Hamil-
tonians of quantised matter fields responsible for the quantum current Jˆν(x)
(ff stands for free field and m for matter). Unlike the free-field Hamiltonian,
the matter Hamiltonians are not bound to be free (quadratic). The initial
(Heisenberg) state of the field is vacuum, while that of the matter may be
arbitrary.
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6.2 C-number electromagnetic field in a linear medium
6.2.1 Susceptibility and random source
In classical electrodynamics, the equation for the electromagnetic potential
reads, (in SI units)
µ−1vac✷Aν(x) = Jν(x), (95)
where µvac is the magnetic constant (permeability of vacuum),✷ is the d’Alembertian,
✷ = ∂ν∂
ν =
1
c2
∂2
∂t2
− ∂
2
∂x2
, (96)
and ∂ν , ∂
ν are the co- and contravariant derivatives,
∂ν =
∂
∂xν
, ∂ν =
∂
∂xν
. (97)
Aν(x) is subject to the Lorentz condition,
∂νAν(x) = 0, (98)
consistent with conservation of current,
∂νJν(x) = 0. (99)
Free propagation of the field corresponds to Eq. (95) with Jν(x) = Jeν(x),
where Jeν(x) is an external source.
Now the field emitted by the source propagates in a linear medium. Formally,
the latter is characterised by two objects: the microscopic linear susceptibility
Πν
′
Rν(x, x
′) and the random current (random source) in the medium Jrν(x).
Linearity of the medium means that neither ΠR nor stochastic properties of
Jr depend on Je. We do not assume the medium to be homogeneous, nor
stationary. Total current is the sum of the random and induced currents,
Jν(x) = Jrν(x) +
∫
d4x′Πν
′
Rν(x, x
′)Aν′(x′). (100)
The self-consistent equation for the field in the medium is then found to be,
µ−1vac✷Aν(x)−
∫
d4x′Πν
′
Rν(x− x′)Aν′(x′) = Jeν(x) + Jrν(x). (101)
Solution to (101) is written in terms of the macroscopic linear susceptibility
of the medium Dν′Rν(x, x′),
Aν(x) =
∫
d4x′Dν′Rν(x, x′)
[
Jeν′(x
′) + Jrν′(x
′)
]
. (102)
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where Dν′Rν(x, x′) is defined as a retarded Green function of Eq. (101),
µ−1vac✷Dν
′
Rν(x, x
′)−
∫
d4x′′Πν
′′
Rν(x, x
′′)Dν′Rν′′(x′′, x′) = δ(4)(x− x′),
Dν′Rν(x, x′) = 0, x0 < x′0.
(103)
For linear media, DR is indepenedent of the external current Je.
Equation (102) calls for a remark. It contains no in-field, which means that
all field sources (currents) are accounted for explicitly. In other words, our
analyses apply to a closed system in the strict meaning of the term. For a field
in thermal equilibrium, currents in a heatbath should formally be included
in Jr. Since no restriction is imposed on the latter, the absence of an in-field
contribution in (102) is not a limitation.
6.2.2 Cumulants of the random field
We are interested in the average field
〈
Aν(x)
〉
and in the stochastic cumulant,
〈
Aν(x),Aν′(x′)
〉
=
〈
Aν(x)Aν′(x′)
〉
−
〈
Aν(x)
〉〈
Aν(x)
〉
. (104)
For the average field we find,
〈
Aν(x)
〉
=
∫
d4x′Dν′Rν(x, x′)
[
Jeν′(x
′) +
〈
Jrν(x)
〉]
. (105)
We allowed for nonzero average current in the medium [57],〈
Jrν(x)
〉
6= 0. (106)
Furthermore,
〈
Aν(x),Aν′(x′)
〉
=
∫
d4x¯d4x¯′Dν¯Rν(x, x¯)Dν¯
′
Rν′(x
′, x¯′)ΠNν¯ν¯′(x¯, x¯
′), (107)
where
ΠNνν′(x, x
′) =
〈
Jrν(x), Jrν′(x
′)
〉
=
〈
Jrν(x)Jrν′(x
′)
〉
−
〈
Jrν(x)
〉〈
Jrν′(x
′)
〉
.
(108)
For linear media, cumulant (107) is independent of the external current. The
latter only enters through Eq. (105) for the average field.
6.3 Semiclassical theory
In a semiclassical approach, one keeps the field classical (a c-number), while
attempting to calculate microscopic quantities ΠR, ΠN and
〈
Jr
〉
in a suitable
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quantum model of the medium. Their general quantum definition is a nontriv-
ial question [58] which we shall discuss in full elsewhere. One way to define
these quantities consistently is to stick to the first nonvanishing approximation
in the electromagnetic interaction [59, 60]. Formally, one considers a driven
quantum medim interacting with a c-number field source,
Hˆdm(x0) = Hˆm(x0) +
∫
d3xAeν(x)Jˆ
ν(x). (109)
Hˆm(x0) and Jˆν(x) here are the same as in (94). ΠR is identified with Kubo’s
linear response function,
Πν
′
Rν(x, x
′) =
δ
〈
Jˆdν (x)
〉
δAeν′(x′)
∣∣∣
Ae=0
= (i~c)−1θ(x0 − x′0)
〈[
Jˆν(x), Jˆ
ν′(x′)
]〉
, (110)
and stochastic cumulants
〈
Jr
〉
and ΠN—with the corresponding time-normal
current cumulants, 〈
Jrν(x)
〉
=
〈
Jˆν(x)
〉
, (111)
ΠNνν′(x, x
′) =
〈
T :Jˆν(x), Jˆν′(x′):
〉
, (112)
where〈
T :Jˆν(x), Jˆν′(x′):
〉
=
〈
T :Jˆν(x)Jˆν′(x′):
〉
−
〈
Jˆν(x)
〉〈
Jˆν
′
(x′)
〉
. (113)
Quantum averaging in Eqs. (110)–(113) is over the initial state of the medium
which may be arbitrary. Jˆd in (110) is the Heisenberg current operator ac-
cording to Hamiltonian (109). All other relations employ the “free” current
operator Jˆ . We put free in quotation marks because Hˆm may contain non-
linearities. Caution: generalisation of Eqs. (110)–(112) by replacing Jˆ by the
Heisenberg operator Jˆ (defined in Sec. 6.1) is an error, cf. endnote [58].
6.4 Quantum theory
The semiclassical model follows by redefining stochastic cumulants of the c-
number current as time-normal cumulants of the q-number one,〈
Jrν(x)
〉
=
〈
Jˆν(x)
〉
,
〈
Jrν′(x
′), Jrν(x)
〉
=
〈
T :Jˆν(x), Jˆν′(x′):
〉
. (114)
There does not seem to be any limit to a classical interpretation of
〈
Jˆ
〉
and
hence of ΠR (see, however, the word of caution in Sec. 7.2). Such interpretation
cannot be guarantied for the time-normal cumulant
〈
T :Jˆ , Jˆ :
〉
. Whether this
quantity may be expressed as a stochatic cumulant of a c-number current is
a “joint decision” of the quantum dynamics (expressed by Hˆm) and quantum
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state (expressed by the averaging). If this interpretation fails, quantisation of
the field becomes compulsory.
A fully quantum theory emerges by replacing all stochastic cumulants by their
quantum counterparts. This applies to the current,
〈
Jrν(x)
〉
=⇒
〈
Jˆν(x)
〉
,
〈
Jrν′(x
′), Jrν(x)
〉
=⇒
〈
T :Jˆν(x), Jˆν′(x′):
〉
. (115)
as well as to the field,
〈
Aν(x)
〉
=⇒
〈
Aˆν(x)
〉
,
〈
Aν(x),Aν′(x′)
〉
=⇒
〈
T :Aˆν(x), Aˆν′(x′):
〉
. (116)
There is no warranty whatsoever that the dynamical relations (105), (107)
would survive such formal upgrade unchanged . Nonetheless this is the case:
quantised electromagnetic field in a linear medium is solved by the formulae,
〈
Aˆν(x)
〉
=
∫
d4x′Dν′Rν(x, x′)
[
Jeν′(x
′) +
〈
Jˆν(x)
〉]
, (117)
and
〈
T :Aˆν(x), Aˆν′(x′):
〉
=
∫
d4x¯d4x¯′Dν¯Rν(x, x¯)Dν¯
′
Rν′(x
′, x¯′)ΠNν¯ν¯′(x¯, x¯
′). (118)
The closed-time-loop cumulants (57), which are a more traditional form of a
quantum solution, may be recovered from Eqs. (74), (75).
We stress that, while Eq. (117) is expectable, validity of Eq. (118) is in no
way automatic. The reason that Eq. (118) emerges as a formal upgrade of
the corresponding classical relation is that it lacks contribution from zero-
point fluctuations . Absence of a physical contribution is evidently due to the
initial vacuum state of the field (and to the assumption of closed system, cf.
the remark at the end of Sec. 6.2.1). Cancellation of the vacuum contribution
(zero-point fluctuations in the true meaning of the term) is a property of the
time-normal ordering.
Equations (117), (118) are verified in appendix D. In particular, we show that
DR occuring in these relations obeys the classical Eq. (103) with quantum ΠR
given by (110). Consistency of Eq. (117) with Kubo’s linear response theory
[21, 34] then warrants that DR is given by Eq. (69).
The macroscopic susceptibility DR is shared by the classical, semiclassical and
quantum viewpoints. To find it from Eq. (103) is the only nontrivial part of the
problem. The rest of the calculation reduces to quadratures [Eqs. (117), (118)],
and to separation of the frequency-positive and frequency-negative parts of
known functions [Eqs. (74), (75)].
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7 Results and discussion
7.1 What is known and what is not
We presume everything associated with Eq. (117) known—although we cannot
think of a reference where the theory would be formulated in a similar way.
Indeed, this equation and Eq. (103) do not depend on the type of Keldysh
rotation used, and must appear, perhaps in disguise, in conventional real-time
QFT. So, Aurenche and Becherrawy [28] derive a Dyson equation for the re-
tarded propagator which is easily shown to be equivalent to (103). The result
of this paper is Eq. (118). It expresses two remarkable features of the response
picture: cancellation of zero-point fluctuations, and the resulting strict paral-
lelism between quantum and classical stochastic electrodynamics.
7.2 The quantum and the classical in QED
Validity of the semiclassical approach of Sec. 6.3 may be seen as a generalisa-
tion of classical states of free electromagnetic field [14] to the interacting one.
Classical states of free fields are defined by the condition,
〈
:Aˆν1(x1) · · · Aˆνm(xm):
〉
=
〈
Aν1(x1) · · ·Aνm(xm)
〉
, (119)
where Aν(x) is a random free classical electromagnetic potential. For the field
interacting with a linear medium, classicality is defined postulating that up-
grade (116) reduces to a tautology,
〈
Aν(x)
〉
=
〈
Aˆν(x)
〉
,
〈
Aν(x),Aν′(x′)
〉
=
〈
T :Aˆν(x), Aˆν′(x′):
〉
. (120)
Validity of these relations defines a linear medium which appears classical to a
macroscopic observer [61], and which is ipso facto subject to the semiclassical
theory of Sec. 6.3. Since no immediate quantality may be observed in the
average field, the crucial part is the interpretation of
〈
T :AˆAˆ:
〉
as a stochastic
average. If this interpretation fails, a macroscopic observer detects a quantum
state [14] of self-radiation of the linear medium. For a classical linear medium,
Eqs. (73), (74) constitute in fact quantisation relations which turn a classical
stochastic theory of the medium into a QED one.
A word of extreme caution is in place here. A distinction should be maintained
between direct observation and inference based on attempts at explanation
(theoretical modelling). The best known example is black-body radiation. By
itself, it is in a classical state and may be described in terms of classical statis-
tics. Its quantum nature is inferred from the fact that classical dynamical mod-
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els invariably fail to explain it, due to the equidistribution theorem. Similarly,
we do not need quantum mechanics to formulate the results of observation
of DR, but may require it to explain what we observe. For the time-normal
cumulant, we already have three possibilities:
• this quantity cannot be interpreted classically (quantum manifestation by
direct observation, e.g., violation of a Bell inequality);
• it can be interpreted but not derived classically (quantum manifestation by
inference, e.g., black-body radiation);
• its observation agrees with some classical model (no quantum manifestation
in observation).
Saying that something is quantum, we always imply a quantum manifestation
amenable to direct observation rather than following by inference. It is strictly
according to this meaning that we say that the average field is always classical,
while the time-normal cumulant may happen to be quantum.
7.3 Electromagnetic response of the Dirac sea (renormalisation for pedestri-
ans)
7.3.1 The Dirac sea
As an example of a dynamical theory based on the quantum-classical cor-
respondences formulated in the previous section, we consider the electromag-
netic field in the Dirac vacuum. We assume that the reader is familiar with the
Dirac equation, γ-matrices, 4-component spinor field ψˆ(x), the Dirac-adjoint
ˆ¯ψ(x) = ψˆ†(x)γ0, and other basic concepts. The quantized current is given by
the standard formula,
Jˆν(x) = ec : ˆ¯ψ(x)γνψˆ(x):. (121)
The symbol : · · · : denotes the normal operator ordering [7, 14, 37]. The factor
c in (121) leads to the charge density defined naturally as,
ρˆ(x) = e : ˆ¯ψ(x)γ0ψˆ(x): = e :ψˆ
†(x)ψˆ(x):, (122)
so that dimension of the Dirac field is m−3/2. With this reservation in mind, all
formulae relevant to the Dirac field may be borrowed from the texts [7, 37, 38].
The necessary minimum is summarised in appendix E.1.
Applied to the spinor field in a vacuum state, the general formulae (89), (110)
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and (112) yield,
Πν
′
Rν(x− x′) = −
i
~c
θ(x0 − x′0)
〈
0
∣∣∣[Jˆν(x), Jˆν′(x′)]∣∣∣0〉, (123)
ΠNνν′(x− x′) = 2ℜ
〈
0
∣∣∣Jˆ (−)ν (x)Jˆ (+)ν′ (x′)
∣∣∣0〉. (124)
Simplifications to the second formula here compared to (89) are due to the
fact that the averages,
〈
0
∣∣∣T+Jˆν(x)Jˆν′(x′)∣∣∣0〉, 〈0∣∣∣Jˆν(x)Jˆν′(x′)∣∣∣0〉, (125)
depend on the argument difference. Recalling Eqs. (39) and (40), for any
function of time difference we have,
F (±)t F (±)t′ f(t− t′) = F (±)t F (∓)t f(t− t′) = 0. (126)
Hence the first term in (89) does not contribute to
〈
0
∣∣∣T :Jˆ Jˆ :∣∣∣0〉. In the second
term we moved the (±) operators inside the average.
Both Eq. (123) and Eq. (124) require regularisation, the former explicitly and
the latter implicitly. Indeed, when deriving the latter, we ignored the diver-
gent nature of
〈
0
∣∣∣T+Jˆ Jˆ ∣∣∣0〉, i.e., assumed it regularised. Such regularization is
carried out in any standard text [7, 37, 38]. For an approach best suited to
our purposes see Sec. 7.4 below.
7.3.2 The commutator of spinor currents
Calculation of ΠR starts from calculation of the vacuum average of the com-
mutator of currents in (123). The latter is a well-defined (convergent) quantity.
Its calculation is a textbook exercise. It reduces to a large extent to recogniz-
ing implications of conservation of current (4-transversality) and relativistic
covariance. In view of these properties we look for the average current com-
mutator in the form,
〈
0
∣∣∣[Jˆµ(x), Jˆν(x′)]∣∣∣0〉 = e2c2(gµν✷− ∂µ∂ν)
∫
d4k
(2pi)4
e−ik(x−x
′)ε(k0)K
(
k2
)
,
(127)
where K(y) is a scalar function of scalar argument. As is shown in appendix
E.2,
K
(
k2
)
=
1
6pi
F
(
k2
4µ20
)
, (128)
29
where
F (y) = θ(y − 1)
(
1 +
1
2y
)√
1− 1
y
, (129)
and µ0 is the mass of the electron in units of inverse length,
µ0 =
cmelectron
~
. (130)
For details of the calculation see the appendix.
7.3.3 Regularized linear susceptibility of the Dirac sea
Commutator (127) is a singular (generalized) function. Multiplying it by the
step-function as per Eq. (123) is not defined; ignoring this leads to divergences.
Rather than proceeding formally with the multiplication and then sorting out
the mess, we apply the Pauli-Villars regularization [63] directly to the average
commutator, replacing,
K(k2)→ Kreg(k2) = 1
6pi
N∑
l=0
(−1)ldlF
(
k2
4µ2l
)
, (131)
where d0 = 1, and µl ≫ µ0, l = 1, · · · , N , are regularization masses. The nec-
essary number of these and the coefficients dl for l ≥ 1 are specified stipulating
that the function,
Kreg(x) =
∫
d4k
(2pi)4
e−ikxε(k0)K
reg(k2), (132)
be analytically benign, with a given number of continuous derivatives in the
whole 4D space. Such regularization scheme is constructed in appendix E.5.
Calculation of the linear susceptibility with the regularized commutator is
uneventful (appendix E.4). The result reads, (with “obs” meaning observable)
− µvacΠregRµν(x− x′) =
(
gµν✷− ∂µ∂ν
)[
R0δ
(4)(x− x′) +Robs(x− x′)
]
. (133)
In this relation, Robs(x− x′) stands for the quantity,
Robs(x− x′) =
∫ d4k
(2pi)4
e−ik(x−x
′)Robs
(
k
)
, (134)
where [64]
Robs(k) =
αk2
3pi
∫ ∞
4µ2
0
dµ2F
(
µ2/4µ20
)
µ2
(
µ2 − k2 − i0+ sign k0
) , (135)
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α is the fine structure constant [65],
α =
e2cµvac
4pi~
=
e2
4piεvac~c
, (136)
and R0 is a logarithmically divergent constant,
R0 = − α
3pi
N∑
l=1
(−1)ldl ln µ
2
l
µ20
. (137)
Divergence in this context refers to the way R0 depends on regularization
masses; thanks to early regularization, all quantities we work with are fi-
nite. The infinitesimal imaginary shift in Eq. (135) assures retardation of
Robs(x− x′). Regularization of the commutator has dramatically reduced the
degree of divergence of the linear susceptibility (from quadratic to logarith-
mic). Elimination of the remaining divergence is a matter of physics rather
than mathematics.
7.3.4 The long-wavelength limit and renormalization
When substituting (133) in Eq. (101), the terms proportional to ∂µ∂ν vanish
due to the Lorentz condition (98). For Fourier-components of the field and
current we then find,
−k2
[
1 +R0 +R
obs(k)
]
Aµ(k) = µvacJeµ(k). (138)
If the source current changes slowly in space-time on the scale of µ−10 , the
relevant range of k is limited to |k2| ≪ µ20. In this limit, the integral in Eq.
(135) is a constant. By direct integration,
Robs(k) =
αk2
15piµ20
, |k2| ≪ µ20, (139)
and we find,
−k2
(
1 +R0 +
αk2
15piµ20
)
Aµ(k) = µvacJeµ(k), |k2| ≪ µ20. (140)
The standard renormalization condition is that corrections due to vacuum
polarization must disappear for macroscopic distances and low frequencies.
Thus the renormalization condition is,
R0 = 0. (141)
By amending the regularization scheme one can make R0 equal anything.
One simply treats Eq. (137) with given R0 as an additional condition for
the dl’s. R0 may be made logarithmically divergent, finite, or, indeed, zero.
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The renormalization condition R0 = 0 may hence be imposed directly on the
regularization scheme, making our semiclassical approach self-contained. For
details see appendix E.5. Observable linear susceptibility of the Dirac vacuum
is given by (133) with R0 = 0.
7.4 Simplest current-related kernels in spinor QED
7.4.1 C-number kernels associated with the current operator
In terms of the questions (a) and (b) formulated at the end of Sec. 4, the
example in Sec. 7.3 showed, in particular, that renormalisation may be nat-
urally included in the response viewpoint. The obvious question is how the
results of Sec. 7.3 correspond to more traditional approaches. Here, we show
that the “pedestrian” approach of Sec. 7.3 may be seamlessly integrated into
conventional techniques of QFT. Certain texbook results directly follow from
our approach.
Susceptibility ΠR calculated in Sec. 7.3 is part of the set of c-number kernels
associated with the free current operator,
Πνν′(x− x′) = (i~c)−1
〈
0
∣∣∣[Jˆν(x), Jˆν′(x′)]∣∣∣0〉 = Π(+)νν′ (x− x′) + Π(−)νν′ (x− x′),
(142)
Π
(+)
νν′ (x− x′) = (i~c)−1
〈
0
∣∣∣Jˆν(x)Jˆν′(x′)∣∣∣0〉 = −Π(−)ν′ν (x′ − x), (143)
ΠFνν′(x− x′) = (i~c)−1
〈
0
∣∣∣T+Jˆν(x)Jˆν′(x′)∣∣∣0〉
= θ(x0 − x′0)Π(+)νν′ (x− x′)− θ(x′0 − x0)Π(−)νν′ (x− x′), (144)
ΠRµµ′(x− x′) = (i~c)−1θ(x0 − x′0)
〈
0
∣∣∣[Jˆν(x), Jˆν′(x′)]∣∣∣0〉
= θ(x0 − x′0)Πµµ′(x− x′). (145)
Unlike for free bosonic fields, the commutator in (142) is not a c-number, so
that the vacuum averaging is essential. Otherwise Eqs. (142)–(145) follow the
pattern of the “algebra of Green functions” of a free bosonic field discussed in
[1, 4].
7.4.2 Response transformation of the current-related kernels
Similarities with free fields include the critical point: frequency-positiveness of
Π(+) (as the notation suggests). Basically, this quantity is defined by Eq. (143)
and not as the frequency-positive part of Π. However, owing to the normal
ordering of the current operator (121), we have,
Jˆν(x) |0〉 = Iˆ(−)ν (x) |0〉 , 〈0|Jˆν(x) = 〈0|Iˆ(+)ν (x), (146)
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where Iˆ(+)ν (x) is a frequency-positive bosonic operator,
Iˆ(+)ν (x) =
[
Iˆ(−)ν (x)
]†
= ˆ¯ψ(+)(x)γνψˆ
(+)(x). (147)
This way, 〈
0
∣∣∣Jˆν(x)Jˆν′(x′)∣∣∣0〉 = 〈0∣∣∣Iˆν(+)(x)Iˆν′(−)(x′)∣∣∣0〉, (148)
making frequency-positiveness of Π(+) evident. Response transformation of the
kernels ΠF and Π
(+), namely,
ΠFνν′(x− x′) = Π(+)Rνν′(x− x′) + Π(+)Rν′ν(x′ − x), (149)
Π
(+)
νν′ (x− x′) = Π(+)Rνν′(x− x′)− Π(−)Rν′ν(x′ − x). (150)
may then be shown exactly as for free quantized bosonic fields [1, 2] (cf. also
appendix C.2).
7.4.3 Regularisation of the divergent kernels
The kernels ΠF and ΠR are divergent, so that Eqs. (144), (145), (149), and
(150) are only symbolic. A consistent way of simultaneous regularisation of
both divergent kernels is to replace the unregularised current commutator
(142) by its regularised version as in Sec. 7.3.3. By definition, Eqs. (144), (145)
then specify regularised versions of ΠF and ΠR, denoted Π
reg
F and Π
reg
R . For the
latter, we rediscover Eq. (133). ΠregF may be obtained by similar means. How-
ever, with ΠregR known, the easiest way to obtain Π
reg
F is to use Eq. (149). In-
deed, frequency-positiveness of Π(+) extends to the corresponding regularized
quantity, so that response transformations (149), (150) also survive regularisa-
tion. In fact, Π(+) is not divergent; it follows by replacing ε(k0)→ θ(k0) in Eq.
(127) for the unregularized commutator. As a demonstration of consistency,
we also calculate it from Eq. (150).
7.4.4 Explicit formula for regularised ΠF
We change to momentum representation, so as to have a more direct connec-
tion to conventional QFT. In momentum space, Eq. (135) becomes,
−µvacΠregRνν′(k) =
(
kνkν′ − k2gνν′
)[
R0 +
αk2
3pi
∫ ∞
4µ2
0
dµ2F
(
µ2/4µ20
)
µ2
(
µ2 − k2 − i sign k0 0+
)
]
,
(151)
where F (y) is given by Eq. (129). We use the same notation for a function
and its Fourier-image; what we have in mind is clear from the notation for the
argument.
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Transformations (149), (150) in momentum representation become,
ΠregFνν′(k) = θ(k0)Π
reg
Rνν′(k) + θ(−k0)ΠregRν′ν(−k), Π(+)νν′ (k) = 2iθ(k0)ℑΠregRνν′(k).
(152)
In obtaining these formulae, we employed the “dictionary” relating operations
on kernels in space and in momentum space,
Π(x)→ Π(k), Π(±)(x)→ θ(±k0)Π(k),
Π(−x)→ Π(−k), Π∗(−x)→ Π∗(k). (153)
Use was also made of the formula,
Π(±)(x− x′) =
[
Π(∓)(x− x′)
]∗
, (154)
valid for any real kernel. Taking notice of the symmetry of ΠregRνν′ as a 4-tensor
we recover the textbook result [7, 37, 38],
−µvacΠregFνν′(k) =
(
kνkν′ − k2gνν′
)[
R0 +
αk2
3pi
∫ ∞
4µ2
0
dµ2F
(
µ2/4µ20
)
µ2
(
µ2 − k2 − i0+
)
]
.
(155)
The renormalized expression follows with R0 = 0. For Π
(+) we use the formula
ℑ 1
µ2 − k2 − i0+ = piδ(µ
2 − k2). (156)
By direct integration we then obtain,
−µvacΠ(+)νν′ (k) =
2iα
3
θ(k0)θ(k
2 − 4ν20)(kνkν′ − k2gνν′)F
(
k2
4ν20
)
. (157)
This coincides with the formula one finds directly from Eq. (127), subject to
Eq. (136). The renormalization parameter R0 has canceled as expected: since
Eq. (127) does not “know” about R0, any alternative derivation must also
somehow “forget” about it.
7.5 Zero-point fluctuations in the Dirac vacuum
7.5.1 No zero-point fluctuations in the Dirac vacuum in the time-normally-
ordered representation
It is instructive to consider zero-point fluctuations of the electromagnetic field.
We start from showing that ΠN given by Eq. (124) vanishes. Indeed, remem-
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bering Eq. (148),
〈
0
∣∣∣T :Jˆν(x)Jˆν′(x′):∣∣∣0〉 = 2ℜ〈0∣∣∣[Iˆν(+)(x)](−)[Iˆν′(−)(x′)](+)∣∣∣0〉 = 0. (158)
This quantity iz zero, because the frequency-negative part of any frequency-
positive quantity is zero, and vice versa.
This way, irrespective of what DR in the Dirac vacuum is, Eqs. (118) and
(158) predict cancellation of zero-point fluctuations of the electromagnetic
field in the Dirac vacuum in the time-normally ordered representation. We
have indeed recovered Eq. (93), introduced as a conjecture in Sec. 5.4.
7.5.2 Zero-point fluctuations under orderings other than time-normal
Combining Eqs. (92) and (93) we find,
〈
0
∣∣∣TsAˆν(x), Aˆν′(x′)∣∣∣0〉 = 2s−Zνν′(x, x′), (159)
where Z is given by Eq. (91). For the Dirac sea, this quantity depends on
x− x′. We calculate it in momentum representation,
Zνν′(x, x′) = −gνν′
∫
d4k
(2pi)4
e−ik(x−x
′)Z(k). (160)
This formula implies the Feynman gauge for DR,
DRνν′(x, x′) = −gνν′
∫ d4k
(2pi)4
e−ik(x−x
′)DR(k). (161)
From Eq. (91) we have,
Z(k) = i~c
2
[
DR(k)−DR(−k)
]
sign k0. (162)
For DR(k) we find from Eq. (138),
DR(k) = µvac(
k2 + i0+ sign k0
)[
1 +Robs(k)
] . (163)
The infininitesimal imaginary shift is also present in the definition of Robs(k)
by Eq. (135). Inversion of the argument of DR in (162) manifests itself only
through inversion of this shift, hence,
DR(k)−DR(−k) = 2iℑDR(k). (164)
The two factors in (163) never happen to be complex simultaneously. The first
factor is purely imaginary for k2 = 0, when Robs(k) = 0, and real otherwise.
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The second factor acquires an imaginary part only for k2 > 4µ20. With these
observations it is straightforward to obtain,
Z(k) = ~cµvac

piδ(k2) + θ(k2 − 4µ20) αF
(
k2/4µ20
)
3k2
∣∣∣1 +R(k)∣∣∣2

. (165)
Unlike DR(k), Z(k) is a full relativistic scalar; it depends only on k2. The
first term in (165) is a free-field contribution. The second one comes from
interactions (virtual pair creation).
7.5.3 Unphysical nature of electromagnetic zero-point fluctuations in the Dirac
vacuum
Our actual motivation for deriving Eqs. (159), (160) and (165) was to show
that, while impeccable mathematically, physically they are inconsistent . Indeed,
according to Eq. (160), the zero-point fluctuations do not obey the Lorentz
condition, nor Maxwell’s equations. Their interpretation as fluctuations of the
electromagnetic field, whether quantum or classical, appears to be too much
of a stretch.
From the first glance, the problem originates in the Feynman gauge in (161).
Physically, DR is defined up to the transformation,
DRνν′(x, x′)→ DRνν′(x, x′) + ∂ν∂ν′D‖(x− x′), (166)
where D‖ is to a large extent arbitrary. When deriving Eqs. (160), (165), D‖
was chosen so as to ensure the Feynman gauge for DR. The result is thus
correct only up to a gauge transformation. One may try to choose it so as to
assure the replacement,
gνν′Z(k)→
(
gνν′ − kνkν
′
k2
)
Z(k). (167)
However, this leads to emergence of a mathematically meaningless term∝ δ(k2)/k2.
A physical inconsistency is substituted by a mathematical one.
In the Feynman gauge, the expression for the zero-point fluctuations of the
electromagnetic field may be obtained, but it happens to be physically un-
satisfactory. An attempt to rescure the situation by using the 4-transverse
(Lorentz) gauge fails on mathematical grounds—not to mention that non-
gauge-invariant zero-point fluctuations of the electromagnetic field are a seri-
ous problem by themselves. There does not seem to be a way of defining the
zero-point fluctuations of the electromagnetic field in a consistent way—except
in response representation, where they vanish.
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Obviously, we have not discovered anything fundamentally new. The Gupta-
Bleuler potential operator does not obey the Lorentz condition, nor Maxwell’s
equations, nor do its arbitrary matrix elements. In the standard texts, this
problem is dealt with imposing the Lorentz condition on the states of the
electromagnetic field. This suffices to ensure that the average field obeys this
condition. However, as can be seen from Eq. (165), this is not enough to ensure
that fluctuations of the electromagnetic field obey the Lorentz condition and
Maxwell’s equations (formally, because in averages of operator products, one
cannot impose conditions on intermediate quantum states). As soon as we
become interested in the Hanbury Brown-Twiss kind of measurements [66, 67],
the problem reemerges. The exception is the response representation. This is
yet another argument in favour of the special role of this representation and of
the related time-normal ordering, at least in QED. We return to this question
elsewhere.
8 Conclusion and outlook
In conclusion, it is shown that the Keldysh rotation in the real-time QFT and
the response transformation [1–3] are particular cases of generalised Keldysh
rotations. The latter are defined as phase-space mappings of interacting quan-
tum fields, each based on a particular type of operator ordering. General struc-
tural properties of response transformation shown in [2, 3] hold in fact for arbi-
trary generalised rotation. This includes causality properties. The characteris-
tic feature of response transformation is cancellation of zero-point fluctuations
in dynamics, shown in this paper for a relativistic electromagnetic field inter-
acting with the Dirac vacuum in the first nonvanishing order of perturbation
theory.
While results of this paper are encouraging, the general consistency between
response transformations and renormalizations remains an open problem. Can-
cellation of zero-point fluctuations has an interesting side-effect: the free quan-
tised electromagnetic field which in the standard Gupta-Bleuler theory does
not obey Maxwell’s equations is eliminated from the theory. One should there-
fore expect that, under response transformation, the electromagnetic field
should obey the Lorentz condition and the Maxwell equations. In fact things
are more subtle, because of the so-called Schwinger terms [68, 69]. This ques-
tion also remains open for discussion.
An interesting physical question we have not even touched upon is the in-
terplay between response and quantum noise under Lorentz transformations.
Separation of the frequency-positive and frequency-negative parts is not an
invariant operation, except for free fields. Observable response and noise prop-
erties of a macroscopic device (say) should therefore depend on the reference
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frame. Understanding this is subject to further work.
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A Generalised Keldysh rotations for free fields beyond Gaussian
states
A.1 Wick’s theorem. . .
The goal of this appendix is derivation of Eq. (76). We do not posess an
equivalent of Eq. (28) for operators, and therefore make our starting point the
normal rather that the symmetric ordering. The relation between the closed-
time-loop and normally-ordered operator products is well known: it is given
by Wick’s theorem [11] (not to be confused with Wick’s theorem for Gaussian
systems (78)).
As was shown in [1], Wick’s theorem for the closed-time-loop ordering may be
written as a closed formula,
Ξˆ[η+, η−] =
〈
0
∣∣∣Ξˆ[η+, η−]∣∣∣0〉 : exp [− i(η+ − η−)qˆ]:, (A.1)
where Ξˆ[η+, η−] is the operator-valued generating functional of the closed-
time-loopordered products of the displacement operator,
Ξˆ[η+, η−] = TC exp
(
− iη+qˆ+ + iη−qˆ−
)
. (A.2)
For definitions see Sec. 3. We use condensed notation (24) where possible.
Furthermore,
〈
0
∣∣∣Ξˆ[η+, η−]∣∣∣0〉 = exp
[
− i~
2
η+DFη+ +
i~
2
η−D
∗
Fη− + i~η−D
(+)η+
]
, (A.3)
where DF, D
(+) are the Keldysh contractions,
i~DF(t− t′) =
〈
0
∣∣∣T+qˆ(t)qˆ(t′)∣∣∣0〉, i~D(+)(t− t′) = 〈0∣∣∣qˆ(t)qˆ(t′)∣∣∣0〉. (A.4)
Wick’s theorem as such follows by expanding (A.1) in a functional Taylor
series.
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A.2 . . . and its response transformation
It was also shown in [1] that response transformation reduces the bilinear form
in the exponent to the single kernel DR,
〈
0
∣∣∣Ξˆ[η+, η−]∣∣∣0〉|η±→η,je = exp
(
− iηDRje
)
, (A.5)
where
je(t) = ~
[
η
(+)
+ (t) + η
(−)
− (t)
]
, (A.6)
and η(t) is given by Eq. (26). Combining Eqs. (A.1) and (A.5) we find the
formula,
Ξˆ[η+, η−]|η±→η,je = exp
(
− iηDRje
)
: exp
(
− iηqˆ
)
:. (A.7)
This relation is the starting point of analyses in this appendix.
A.3 Functional reordering formula for free fields
To extend Eq. (A.7) to other orderings, we construct a formula connecting
Os-ordered products of displacement operators for two different values of s.
From Eq. (8) we have,
Os′ exp
(
βaˆ† − β∗aˆ
)
= Os exp
(
βaˆ† − β∗aˆ
)
exp
(s′ − s)|β|2
2
. (A.8)
Now, let
β = −i
√
~
2
∫
dtη(t)eiω0t. (A.9)
Equation (A.8) then turns into a reordering formula for the displacement
operators,
Os′ exp
(
− iηqˆ
)
= Os exp
(
− iηqˆ
)
exp
∫
dtdt′
[
(s′ − s)~
4
η(t)η(t′)eiω0(t−t
′)
]
.
(A.10)
Because of symmetrisation imposed by the integration, the exponent here may
be replaced by the cosine,
eiω0(t−t
′) → cosω0(t− t′). (A.11)
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Recalling (33) we arrive at the relation sought,
Os′ exp
(
− iηqˆ
)
= Os exp
(
− iηqˆ
)
exp
{
i(s′ − s)~
2
ηDR
[
η(+) − η(−)
]}
.
(A.12)
This formula generalises Eq. (33) beyond Gaussian states of the oscillator.
A.4 Derivation of Eq. (76)
We now recall that response transformation is the generalised Keldysh rotation
for s = 1, and that the related ordering coincides with the normal ordering,
O1 · · · = : · · · :. Using the reordering formula (A.12) with s′ = 1 we find,
: exp
(
− iηqˆ
)
: = Os exp
(
− iηqˆ
)
exp
{
i~s−ηDR
[
η(+) − η(−)
]}
, (A.13)
where s− is given by Eq. (9). Combining Eqs. (A.7) and (A.13) yields,
Ξˆ[η+, η−]|η±→η,js = exp
(
− iηDRjs
)
Os exp
(
− iηqˆ
)
, (A.14)
where
js(t) = je(t)− ~s−
[
η(+)(t)− η(−)(t)
]
. (A.15)
Recalling Eqs. (26) and (A.6) for η(t) and je(t) we recover Eq. (46) for js(t)
(as expected). Equation (76) follows by applying quantum averaging to Eq.
(A.14).
B Operator orderings, generalised Keldysh rotations and the non-
linear response problem for interacting fields
B.1 The Kubo and Schwinger currents
In this appendix we briefly reiterate results of Ref. [2], taking this opportunity
to generalise them to an arbitrary generalised Keldysh rotation. The assem-
blage of closed-time-loop Green functions of the electromagnetic field governed
by Hamiltonian (94) are conveniently accessed through their generating func-
tional,
Ξ
[
η+, η−
∣∣∣Je] = 〈TC exp (− iAˆ+η+ + iAˆ−η−)〉, (B.1)
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where ην±(x) is a pair of auxiliary c-number 4-vector functions. The TC-ordering
is defined in Sec. 3.1. We use condensed notation (59). The averaging in (B.1)
is over the initial (Heisenberg) state of the field, which may be arbitrary. The
potential operator is by definition dependent (conditional) on the source; in
Ξ, this dependence is made explicit.
Schwinger [9] introduced functional (B.1) following the idea of evolution for-
ward and backward in time. Indeed, if we rescale the arguments of the func-
tional,
ην±(x) = (~c)
−1jν±(x), (B.2)
it may be seen as an average of the product of the forward and backward
S-matrices,
Ξ
[
η+, η−
∣∣∣Je] = 〈Sˆ−Sˆ+〉, Sˆ± = T± exp [± (i~c)−1Aˆνj±]. (B.3)
The natural question is whether there is any relation between the Kubo current
Jνe (x) and the Schwinger ones j
ν
±(x). As is shown in our paper [2], functional
(B.1) may be reduced to itself with Kubo’s current put to zero,
Ξ
[
η+, η−
∣∣∣Je] = Ξ[η+ + (~c)−1Je, η− + (~c)−1Je∣∣∣0]. (B.4)
Functional (B.1) thus depends only on the linear combinations of the Kubo
and Schwinger currents,
ην±(x) + (~c)
−1Jνe (x) = (~c)
−1
[
jν±(x) + J
ν
e (x)
]
, (B.5)
and not on all three quantities separately. This formal redundancy is at the
heart of our approach.
B.2 Generalised Keldysh rotations and nonlinear response problem
Consider now the generalised Keldysh rotation of functional (B.1), defined as
the change of functional variables according to Eqs. (61), (60). It is instructive
to consider the interplay of redundancy (B.4) and substitution (61). Functional
(B.1) may be defined with Je = 0, and then extended to the response problem
by replacing,
ην±(x)→ ην±(x) + (~c)−1Jνe (x). (B.6)
In variables ην(x), jνs (x), this replacement becomes,
ην(x)→ ην(x), jνs (x)→ jνs (x) + Jνe (x). (B.7)
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Hence the “rotated” functional (B.1) depends on the sum js + Je,
Ξ
[
η+, η−
∣∣∣Je]|η±→η,js = Φs
[
η
∣∣∣js + Je]. (B.8)
This property of generalised Keldysh rotations is independent of the parameter
s (while the rotated functional Φs certainly depends on it). Functional Φs is
thus ideally suited for discussion of the quantum nonlinear response problem
and ipso facto of the real-time QFT.
B.3 Quantum response functions and time-s-ordered products of Heisenberg
operators
Interpretation of functional Φs follows an analogy with the classical statitical
response problem. Let Aν(x) be a classical random field dependent (condi-
tional) on the external source current Jeν(x). Full formal characterisation of
such system is given by the stochastic response functions ,
Rν
′
1
···ν′n
ν1···νm
(
x1, · · ·xm; x′1, · · ·x′n
)
=
δn
〈
Aν1(x1) · · ·Aνm(xm)
〉
δJeν′
1
(x′1) · · · δJeν′n(x′n)
∣∣∣
Je=0
. (B.9)
Stochastic averages
〈
A · · ·A
〉
may be “stored” in the generating functional,
Φcl
[
η
∣∣∣Je] = 〈 exp (− iηA)〉,
〈
Aν1(x1) · · ·Aνm(xm)
〉
=
δmΦcl
[
η
∣∣∣Je]
δην1(x1) · · · δηνm(xm)
∣∣∣
η=0
.
(B.10)
All quantum-classical correspondences follow the analogy,
Φcl
[
η
∣∣∣Je]⇐⇒ Φs[η∣∣∣Je]. (B.11)
To start with, note that, if Aˆν(x) commutes with itself for different x, the TC
ordering in (B.1) may be neglected, and
Φs
[
η
∣∣∣Je] =⇒ 〈 exp (− iηAˆ)〉. (B.12)
Dependence on the parameter s is gone together with the dependence on js.
Both thus belong to the quantum realm of noncommuting objects.
In general, we define the time-s-ordering of operators Ts by declaring Φs the
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generating functional of the corresponding averages,
Φs
[
η
∣∣∣Je] ≡ 〈Ts exp (− iηAˆ)〉,
〈
TsAˆν1(x1) · · · Aˆνm(xm)
〉
≡
δmΦs
[
η
∣∣∣Je]
δην1(x1) · · · δηνm(xm)
∣∣∣
η=0
,
(B.13)
cf. the remark on terminology after Eq. (71). Quantum response functions are
defined following the pattern of Eq. (B.9),
Rν′1···ν′ns ν1···νm
(
x1, · · ·xm; x′1, · · ·x′n
)
=
δn
〈
TsAˆν1(x1) · · · Aˆνm(xm)
〉
δJeν′
1
(x′1) · · · δJeν′n(x′n)
∣∣∣
Je=0
. (B.14)
Response functions without inputs,
Rs ν1···νm =
〈
TsAˆν1(x1) · · · Aˆνm(xm)
〉
|Je=0, (B.15)
express self-radiation of the system, and the rest—its dependence on the
source. Since TsAˆ = Aˆ, the nonlinear response functions in the true meaning
of the term Rν′1···ν′ns ν do not depend on s. The crucial property of the quantum
response functions is their explicit causality,
Rν′1···ν′ns
(
; x′1, · · ·x′n
)
= 0,
Rν′1···ν′ns ν1···νm
(
x1, · · ·xm; x′1, · · ·x′n
)
= 0, max
(
x01, · · · , x0m
)
< max
(
x′01 , · · · , x′0n
)
.
(B.16)
Proof of these relations is a straightforward generalisation of that in [2, 3] from
s = 1 to arbitrary s. Indeed, apart from general properties of closed-time-loop
ordered products, proof in [2, 3] depends only on the first of Eqs. (61). We
note also that, due to Eq. (B.8), quantum response functions may be defined
in terms of the Heisenberg operator at zero source,
Rν′1···ν′ns ν1···νm
(
x1, · · ·xm; x′1, · · ·x′n
)
=
δm+nΦs
[
η
∣∣∣js]
δην1(x1) · · · δηνm(xm)δjsν′
1
(x′1) · · · δjsν′n(x′n)
∣∣∣
η=js=0
.
(B.17)
This relation constitutes a general formal solution to the nonlinear quantum
response problem. Explicit formulae following from Eqs. (B.13) and (B.17) are
rather tangled. Examples for s = 1 (time-normal ordering) may be found in
[2, 3, 49].
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B.4 Time-normal operator ordering
As in [1–3], of actual interest to us are the properties of the generalised Keldysh
rotation based on the normal ordering, termed in the quoted papers response
transformation. Formally, it emerges by setting s = s+ = 1, s− = 0 in Eqs.
(61), (60) and (B.8):
Ξ
[
η+, η−
∣∣∣Je]|η±→η,je = Φ
[
η
∣∣∣je + Je]. (B.18)
Note the change of notation, j1 → je and Φ1 → Φ.
We postulate functional Φ[η|Je] to be the generating one of time-normal av-
erages [2, 3, 12–14] of the Heisenberg operator Aˆν(x),
Φ
[
η
∣∣∣Je] ≡ 〈T : exp (− iAˆη):〉 = 〈TC exp [− iAˆ+η(−) + iAˆ−η(+)]〉. (B.19)
This formula applies with an arbitrary Heisenberg state, so that the averaging
is in fact irrelevant. Using definitions (63) of the (±) operations and their
properties (67), we find the explicit operator formula,
T :Aˆν1(x1) · · · Aˆνn(xn): =
∫
dx′01 · · · dx′0nTC
n∏
m=1
[
Aˆνm+(x′m)δ(+)(x′0m − x0m)
+ Aˆνm−(x′m)δ(−)(x′0m − x0m)
]
,
(B.20)
where xm = {x0m, rm} and x′m = {x′0m, rm}.
The reader familiar with Glauber-Kelley-Kleiner’s photodetection theory [12–
14, 48] should have noticed that Eq. (B.20) deviates from Kelley-Kleiner’s,
T :Aˆν1(x1) · · · Aˆνn(xn): = TC
n∏
m=1
[
Aˆ(+)νm+(x′m) + Aˆ(−)νm−(x′m)
]
. (B.21)
In (B.20), operator ordering comes first and the (±) operations second, while in
(B.21) the (±) operations are first and the ordering second. This implies that
Eqs. (B.20), (B.21) also differ in the definition of the TC-ordering: in (B.20), it
applies to “entire” operators, while in (B.21)—to their frequency-positive and
frequency-negative parts. Definitions (B.20), (B.21) coincide in the resonance
approximation, but only the exact time-normal products (B.20) obey strict
causality laws [49, 50]. The Kelley-Kleiner products (B.21) are causal only in
the resonance approximation. For details see [49, 50, 70–72] and references
therein.
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B.5 Generalised Keldysh rotation of the form Λ2
Here we outline calculations leading to Eq. (68). On applying substitution (60)
to Eq. (58) we obtain,
Λ2[η+, η−]|η±→η,js = Λ
a
2[η] + Λ
b
2[η, js] + Λ
c
2[η] + Λ
d
2[js], (B.22)
where
Λa2[η] = −iη〈Aˆ〉,
Λb2[η, js] = (~c)
−1
[
js
(
〈Aˆ, Aˆ〉 − 〈T+Aˆ, Aˆ〉
)
η(s−)
+ η(s+)
(
〈T−Aˆ, Aˆ〉 − 〈Aˆ, Aˆ〉
)
js
]
,
Λc2[η] = η
(s−)〈T+Aˆ, Aˆ〉η(s−) + η(s+)〈Aˆ, Aˆ〉η(s−)
+ η(s−)〈Aˆ, Aˆ〉η(s+) + η(s+)〈T−Aˆ, Aˆ〉η(s+),
Λd2[js] = (2~c)
−2js
(
2〈Aˆ, Aˆ〉 − 〈T+Aˆ, Aˆ〉 − 〈T−Aˆ, Aˆ〉
)
js.
(B.23)
We have tidied the raw formula up, taking notice of the first of Eqs. (61) and
of the symmetry of
〈
T±Aˆν(x), Aˆν′(x′)
〉
, and grouped contributions according
to their dependence on η, js: linear in η (Λ
a
2), bilinear in η, js (Λ
b
2), quadratic
in η (Λc2), and quadratic in js (Λ
d
2). The last contribution cancels, due to the
obvios relation,
〈
Aˆν(x), Aˆν′(x′)
〉
+
〈
Aˆν′(x′), Aˆν(x)
〉
−
〈
T+Aˆν(x), Aˆν′(x′)
〉
−
〈
T−Aˆν(x), Aˆν′(x′)
〉
= 0,
(B.24)
and to the symmetrisation of
〈
Aˆ, Aˆ
〉
imposed by the quadratic form. The
contribution quadratic in η (Λc2) is “processed” by making use of Eq. (67),
η(s−)
〈
T+Aˆ, Aˆ
〉
η(s−) = η
[
F (s+)x0 F (s+)x′
0
〈
T+Aˆ, Aˆ
〉]
η, (B.25)
etc. The final formula (70) relies on Eq. (66). For the contribution bilinear in
η, js (Λ
b
2) we use the relations, (verified by direct calculation)〈
Aˆν′(x′), Aˆν(x)
〉
−
〈
T+Aˆν′(x′), Aˆν(x)
〉
=
〈
T−Aˆν(x), Aˆν′(x′)
〉
−
〈
Aˆν(x), Aˆν′(x′)
〉
= −i~cDν′Rν(x, x′),
(B.26)
whence we find,
Λb2[η, js] = −i
[
η(s−) + η(s+)
]
DRjs = −iηDRjs. (B.27)
In obtaining the final formula use was made of Eq. (65).
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C Green functions of quantised fields
C.1 Signs and dimensional factors
In this appendix, we summarise definitions of all kernels (propagators) of the
electromagnetic and spinor fields used in the paper. We also develop a simple
way of deriving relations between them, including response transformations
[1–3], by traditional QFT means.
Sign and factor conventions of a theory depend on the interaction Hamiltonian.
The relativistic electromagnetic interaction (94) is “positive,” which agrees
with sign conventions of Refs. [1, 2]. Notation for electromagnetic propagators
here follows those papers (D’s as opposed to G’s in Refs. [3, 4]).
The electromagnetic field enters the theory through three c-number kernels.
The most important one is the linear response function, also known as the re-
tarded Green function, or retarded propagator. It is shared by quantum elec-
trodynamics and classical stochastic electrodynamics, and serves as a bridge
between the two worlds, the quantum and the classical one. In QED, it is
given by the formula,
DRνν′(x− x′) =
δ
〈
Aˆeν(x)
〉
δJν′e (x
′)
∣∣∣
Je=0
= (i~c)−1θ(t− t′)
[
Aˆν(x), Aˆν′(x
′)
]
, (C.1)
where Aˆeν(x) is the Heisenberg potential operator with respect to Hamiltonian
(94) with Jˆν(x) = 0. The intermediate expression in (C.1) is the definition
of DR, and the last one is Kubo’s formula for it. Kubo’s proper expression
contains quantum averaging of the commutator, which we omitted because
the free-field commutator is a c-number anyway. An explicit expressions for
DR may be found in appendix C.2.
The reader familiar with the linear response theory should have noticed that
the coefficient in (C.1) differs from Kubo’s i/~. In fact, in that theory, the
interaction is defined to be “negative.” This convention may be traced down
to the minus in the relation between the force and potential gradient, making
the particle accelerate parallel and not antiparallel to the force. However, the
covariant form of the electromagnetic interaction is “positive.” This accounts
for the sign change. As to the factor of c in the denominator, Kubo’s formula
is derived regarding the source as a function of t and not of x0 = ct. Rescaling
the argument implies rescaling the functional derivative,
δ
δAν′e (x0,x)
=
1
c
δ
δAν′e (t,x)
, (C.2)
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hence the spare c.
In QFT, the field is characterised by the Feynman and Keldysh propagators,
DFνν′(x− x′) = (i~c)−1
〈
0
∣∣∣T+Aˆν(x)Aˆν′(x′)∣∣∣0〉,
D
(+)
νν′ (x− x′) = (i~c)−1
〈
0
∣∣∣Aˆν(x)Aˆν′(x′)∣∣∣0〉. (C.3)
The factor in Eq. (C.1) has been extended to these kernels by definition.
Explicit expressions for the kernels may be found in appendix C.2.
Up to the dimensional coefficient, Eqs. (C.1), (C.3) agree with conventions of
Itzykson and Zuber (IZ), while Bogoliubov and Shirkov define these kernels
with the opposite sign. IZ do not seem to introduce the kernel DR explicitly,
but what we say is consistent with their definition of the Feynman propagator.
Both DR and DF are Green’s functions of the inhomogeneous wave equation
(95),
✷DR,Fνν′(x− x′) = µvacgνν′δ(4)(x− x′). (C.4)
This equation is evident from the explicit formulae in appendix C.2. In turn,
those formulae imply that Eq. (3-107) for the potential operator in IZ is sup-
plemented by the dimensional factor,
√
~cµvac =
√
~
cεvac
, (C.5)
where εvac and µvac are the electric and magnetic constants (permittivity and
permeability of vacuum). This assigns the potential operator — which, as
written by IZ, has the dimension of inverse length — the right dimension of
Vsm−1, cf. Eq. (55).
C.2 Response transformation of propagators by manipulating integration con-
tours in the complex plane of energy
Here we put response transformations [1–3] in the context with representa-
tion of free-field Green functions as integrals in the complex plane of energy,
common in QFT texts [7, 37, 38]. For simplicity we consider the scalar (Klein-
Gordon) field φˆ(x) with mass µ0. For all definitions we refer the reader to
the texts. We follow phase conventions of Itzykson and Zuber’s, and use units
where ~ = c = 1. All quantities are measured in powers of length. This reser-
vation matters for Eqs. (C.7) and (C.8), which imply SI units.
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Fig. C.1. Integration paths in the complex plane of k0: (a) those used in definitions
of Green’s functions by Eq. (C.9), and (b) those related to the frequency-posi-
tive and frequency-negative parts of the retarded Green function. Bold dots show
schematically two poles of the integrand, positioned at ±
√
k2 + µ20. Arrows indicate
travelling directions.
Of general interest are the following kernels,
DF(x− x′) = −i
〈
0
∣∣∣T+φˆ(x)φˆ(x′)∣∣∣0〉,
D(+)(x− x′) = −D(−)(x′ − x) = −i
〈
0
∣∣∣φˆ(x)φˆ(x′)∣∣∣0〉,
D(x− x′) = D(+)(x− x′) +D(−)(x− x′) = −i
〈
0
∣∣∣[φˆ(x), φˆ(x′)]∣∣∣0〉,
DR(x− x′) = −iθ(t − t′)
〈
0
∣∣∣[φˆ(x), φˆ(x′)]∣∣∣0〉,
DA(x− x′) = −iθ(t′ − t)
〈
0
∣∣∣[φˆ(x′), φˆ(x)]∣∣∣0〉.
(C.6)
In Eqs. (C.6), D is the Pauli-Jordan function, D(±) are its frequency-positive
and frequency-negative parts, and DR, DA, and DF are, correspondingly, the
retarded, advanced and causal (Feynman) Green functions. The corresponding
electromagnetic quantities follow with µ0 = 0 and a factor,
DXµµ′(x− x′) = −µvacgµµ′DX(x− x′)|µ0=0, (C.7)
where X enumerates the kernels (C.6). For the Dirac field with mass µ0,
∆X(x− x′) = −
(
µ0 + iγ
µ∂µ
)
DX(x− x′), (C.8)
etc.
All kernels introduced by (C.6) afford a universal representation,
DX(x− x′) =
∫
d3k
(2pi)3
∮
CX
dk0
2pi
e−ik(x−x
′)
k2 − µ20
, (C.9)
where CX is some contour in the complex plane of k0. For brevity, we shall
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write this relation symbolically as,
DX ∼ CX . (C.10)
For the kernels (C.6),
D ∼ C, D(±) ∼ C(±), DR ∼ CR, DA ∼ CA, DF ∼ CF. (C.11)
The contours mentioned here are depicted in Fig. C.1a. For details we refer
the reader to the texts [7, 37].
Representation (C.9) is very useful for deriving relations between the kernels.
Indeed, the contours in Fig. C.1a are not independent,
C = C(+) + C(−) = CR − CA, C(+) = CF − CA, C(−) = CR − CF,
(C.12)
etc. A contour occuring with a minus means that its travelling direction shown
in Fig. C.1a is changed to the opposite. Symbolic relations (C.12) amount to
the analytical formulae,
D = D(+) +D(−) = DR −DA, D(+) = DF −DA, D(−) = DR −DF.
(C.13)
Such relations were called in Refs. [1–4] the algebra of quantum Green func-
tions . The first two trivially follow from the definitions, while the other two
already take a minor effort to obtain directly.
The algebra of Green functions may be extended to conjugate kernels defined
by the formula,
D†X(x− x′) = D∗X(x′ − x). (C.14)
For any kernel B,
B(x− x′) =
∫ d4x
(2pi)4
e−ik(x−x
′)B(k),
B†(x− x′) =
∫
d4x
(2pi)4
e−ik(x−x
′)B∗(k).
(C.15)
Comparing this to Eq. (C.9), we see that conjugation of a kernel corresponds
to complex conjugation of the corresponding contour,
D†X ∼ C∗X . (C.16)
Visually, this means reflection of the contour with respect to the real axis. So,
in Fig. C.1a, CR and CA are conjugate, while conjugating C, C
(+) and C(−)
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results in the same contour but with the opposite travelling direction. This
amounts to the analytical properties,
D†R = DA, D
† = −D, D(±)† = −D(±). (C.17)
In Ref. [1], response transformation of propagators was derived from the alge-
bra of Green’s functions. This transformation also readily follows by manipu-
lating the contours. Indeed, all contours in Fig. C.1a may be constructed as
combinations of the four legs shown in Fig. C.1b. In particular
CF = C
(+)
R + C
(−)
A , C
(+) = C
(+)
R − C(+)A . (C.18)
Owing to Eq. (C.16), all four legs in Fig. C.1b are related to the frequency-
positive and frequency-negative parts of the retarded Green function and their
conjugates,
D
(+)
R ∼ C(+)R , D(−)R ∼ C(−)R , D(+)†R ∼ C(+)A , D(−)†R ∼ C(−)A . (C.19)
Combining Eqs. (C.11), (C.18) and (C.19) we find the analytical relations,
DF(x− x′) = D(+)R (x− x′) +D(+)R (x′ − x),
D(+)(x− x′) = D(+)R (x− x′)−D(−)R (x′ − x),
(C.20)
where we also used that
D
(±)†
R (x− x′) = D(∓)R (x′ − x). (C.21)
Eqs. (D.38) used in appendix D below differ from Eqs. (C.20) by the overall
factor −µvacgµµ′ . The differential operator in (C.8) does not interfere with
rearranging of contours, so that Eqs. (C.20) may also be extended to fermions,
∆F(x− x′) = ∆(+)R (x− x′) + ∆(+)R (x′ − x),
∆(+)(x− x′) = ∆(+)R (x− x′)−∆(−)R (x′ − x).
(C.22)
These formulae are a particular case of those obtained in our paper [4] for a
linear quantum channel .
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D Diagram techniques for electromagnetic field in linear media
D.1 Diagrammatic solution to the classical field in linear media
D.1.1 The Wyld diagram techniques
In this appendix we prove the conjectures of Sec. 6. We start from embedding
the classical theory of Sec. 6.2 in a Wyld-style diagram techniques [73]. We
then show that this techniques and the conventional Perel-Keldysh series for
the linear media in QED are connected by a one-to-one transformation. For a
summary of the formal argument in this appendix see Sec. D.5.
Let Dν
′
Rν(x− x′) be the bare retarded propagator , which is a solution to Eq.
(103) with ΠR = 0,
µ−1vac✷D
ν′
Rν(x, x
′) = δ(4)(x− x′), Dν′Rν(x, x′) = 0, x0 < x′0. (D.1)
This quantity is known in QFT as the retarded Green function of the free quan-
tised electromagnetic field; for an explicit formula see appendix C.2. Consider
a diagram technique with the propagator,
{
x x
}
= Dν
′
Rν(x− x′), (D.2)
and three generalised vertices, the susceptibility vertex ,
{
x x
}
= Πν
′
Rν(x, x
′). (D.3)
the regular-sorce vertex,
{
x
}
= Jeν(x), (D.4)
and the noise-source vertex
{
x x
}
= ΠNνν′
(
x, x′
)
. (D.5)
The arguments of the regular-source and of the noise-souce vertices are re-
garded outputs, while the propagator and the susceptibility vertex have one
output (x) and one input (x′). The diagram rule is, match inputs of propaga-
tors to outputs of vertices, and vice versa, sum over matched 4-vector indices
and integrate over matched space-time variables. All connected diagrams are
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linear chains with coefficient one, e.g.,
{
x x
}
=
∫
d4x¯d4x¯′Dν¯Rν(x− x¯)Πν¯
′
Rν¯(x¯, x¯
′)Dν
′
Rν¯′(x¯
′ − x′),{
xx
}
=
∫
d4x¯d4x¯′Dν¯Rν(x− x¯)Dν
′
Rν¯′(x
′ − x¯′)ΠNν¯ν¯′(x¯, x¯′),{
x
}
=
∫
d4x¯d4x¯′d4x′
×Dν¯Rν(x− x¯)Πν¯
′
Rν¯(x¯, x¯
′)Dν
′
Rν¯′(x¯
′ − x′)Jeν′(x′),
(D.6)
etc. It is easy to see that no more than one source vertex—either (D.4) or
(D.5)—may occur in a chain. The number of susceptibility vertices is not
limited.
D.1.2 Dyson equation for the retarded propagator
The only nontrivial class of connected diagrams are those containing only
susceptibility vertices. Their sum defines the dressed retarded propagator ,
{
x x
}
=
{
x x
}
+
{
x x
}
+
{
x x
}
+ · · · .
(D.7)
It coincides with the retarded Green function defined by (103),
{
x x
}
= Dν′Rν(x, x′). (D.8)
Indeed, sum of series (D.7) obeys the Dyson equation,
{
x x
}
=
{
x x
}
+
{
x x
}
. (D.9)
Analytically, this amounts to the integral equation,
Dν′Rν(x, x′) = Dν
′
Rν(x− x′) +
∫
d4x¯d4x¯′Dν¯Rν(x− x¯)Πν¯
′
Rν¯(x¯− x¯′)Dν
′
Rν¯′(x¯
′, x′).
(D.10)
Acting on this equation by µ−1vac✷ and using (D.1) we arrive at Eq. (103).
D.1.3 Diagrammatic expressions for stochastic cumulants
Two other classes of connected diagrams are those with one regular-source
vertex, and those with one noise-source vertex. These classes of diagrams sum
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up to two cumulants,
{
x
}
=
∫
d4x′Dν′Rν(x, x′)Jeν′(x′), (D.11)
and,
{
xx
}
=
∫
d4x¯d4x¯′Dν¯Rν(x, x¯)Dν¯
′
Rν′(x
′, x¯′)ΠNν¯ν¯′(x¯, x¯
′).
(D.12)
These expressions coincide with Eqs. (105), (107). This way, in diagram terms,
〈
Aν(x)
〉
=
{
x
}
,
(D.13)〈
Aν(x),Aν′(x′)
〉
=
{
xx
}
.
(D.14)
The diagram series built out of the elements (D.2)–(D.5) thus indeed produce
the macroscopic linear susceptibility and the stochastic cumulants as dressed
connected cumulants.
D.2 The closed-time-loop formalism for electromagnetic field in a linear medium
D.2.1 Perel-Keldysh series in spinor electrodynamics
We now construct a consistent linearised quantum dynamical approach to
the electromagnetic field in the Dirac vacuum within the Keldysh diagram
techniques [11]. Later it will be shown to be equivalent to the Wyld series of
appendix D.1 and thus to the semiclassical approach of Sec. 7.3. We assume
familiarity of the reader with the concept of closed-time-loop ordering and its
visualisation as an ordering on the so-called C-contour [10, 11, 15, 18, 36].
We draw the C-contour with time increasing from left to right (unlike, e.g.,
Kamenev and Levchenko [15]). For definitions of the T± and TC orderings see
Sec. 3.1.
We introduce the graphical notation, for the electromagnetic propagators,
{
x x
}
=
{
x x
}∗
=
〈
0
∣∣∣T+Aˆν(x)Aˆν′(x′)∣∣∣0〉 = i~cDFνν′(x− x′),{
x x
}
=
〈
0
∣∣∣Aˆν(x)Aˆν′(x′)∣∣∣0〉 = i~cD(+)νν′ (x− x′),
(D.15)
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for the fermionic ones,

x x

 =
〈
0
∣∣∣T+ψˆ(x) ˆ¯ψ(x′)∣∣∣0〉 = i~c∆F(x− x′),

x x

 =
〈
0
∣∣∣T−ψˆ(x) ˆ¯ψ(x′)∣∣∣0〉 = −i~c∆†F(x′ − x),
{
x x
}
=
〈
0
∣∣∣ψˆ(x) ˆ¯ψ(x′)∣∣∣0〉 = i~c∆(+)(x− x′),{
x x
}
= −
〈
0
∣∣∣ ˆ¯ψ(x′)ψˆ(x)∣∣∣0〉 = −i~c∆(−)(x− x′),
(D.16)
for the electromagnetic-interaction vertices,
{ }
=
e
i~
γν ,
{ }
= − e
i~
γ†ν , (D.17)
and for the generalised vertices representing the external source,

 x

 = −

 x


∗
= (i~c)−1Jeν(x), (D.18)
In the graphical notation, the 4-vector and spinor indices are omitted. The
thin line symbolises the C-contour, with its forward branch on top. In Eqs.
(D.16)), (D.17), Hermitian conjugation applies to the matrix (spinor) structure
of the propagators and vertices. The choice of signs and dimensional factors is
discussed in appendix C.1. Explicit formulae for all propagators may be found
in appendix C.2, cf. also Eqs. (E.1). For general diagram rules we refer the
reader to the literature [11]. Expressions for all diagrams of interest will be
written explicitly.
D.2.2 The linearised one-loop approximation
In the first nonvanishing linearised approximation for the quantized electro-
magnetic field, information about the spinor field enters through the simplest
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fermionic loops,

x x

 =

x x


∗
= (i~c)−1ΠFνν′(x− x′) = −e2c2Tr γν∆F(x− x′)γν′∆F(x′ − x),
(D.19)
x x

 = (i~c)−1Π(+)νν′ (x− x′)
= −e2c2Tr γ†ν∆(+)(x− x′)γν′∆(−)(x′ − x). (D.20)
Loop (D.20) is convergent, while loops (D.19) are not.
D.2.3 Generalised Perel-Keldysh series for one- and two-pole Green func-
tions
Combining loops (D.19), (D.20) together with propagators (D.15) and the
source vertices (D.18) results in a series of chain diagrams for the one- and
two-pole Green functions of the electromagnetic field, given by Eqs. (56) and
(57). This series is a particular case of generalised linear Perel-Keldysh series ,
comprising propagators (D.15), one-pole generalised vertices (D.18) and the
two-pole generalised vertices,

x x

 =

x x


∗
= (i~c)−1ΠFνν′(x, x
′),

x x

 = (i~c)−1Π>νν′(x, x′).
(D.21)
For the Dirac sea, this may be regarded a graphical notation for regularised
loops,

x x

 = Reg

x x

 ,

x x

 = Reg

x x

 ,
x x

 =

x x

 .
(D.22)
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For any medium, in the first nonvanishing linearised approximation we obtain
the same linear chains, with the loops defined as 2-pole current cumulants,

x x

 = (i~c)−1
〈
T+Jˆν(x), Jˆν′(x
′)
〉
,

x x

 = (i~c)−1
〈
Jˆν(x), Jˆν′(x
′)
〉
.
(D.23)
Both the free current operator and the Heisenberg (initial) state of the medium
here may in fact be arbitrary. Defining generalised vertices (D.23) as cumulants
implies that the medium may be polarised [57], in which case vertices (D.18)
should be redefined replacing,
Jeν(x)→ Jeν(x) +
〈
Jˆν(x)
〉
. (D.24)
Furthermore, in spinor QED, the loops (D.22) are the first nonvanishing terms
in series of truncated 2-pole 1-particle irreducible diagrams [8, 38, 46],

x x

 = Reg



x x

+
{
xx
}
+ · · ·

, (D.25)
and similarly for Πνν
′
> (x, x
′). One may also generalise expansion (D.25) to non-
vacuum states of the Dirac field, etc.
In Eqs. (D.23), the media is not assumed to be homogeneous, nor stationary.
Consequently, unlike Πνν
′
F (x− x′) and Πνν′(+)(x− x′), Πνν′F (x, x′) and Πνν′> (x, x′)
are not regarded functions of the argument difference. As a useful side-effect,
this makes the general case notationally distinct from the case of the Dirac
sea.
With few exception, all results below are subject to the conditions,
Πνν
′
F (x, x
′) = θ(x0 − x′0)Πνν
′
> (x, x
′) + θ(x′0 − x0)Πν
′ν
> (x
′, x),[
Πνν
′
> (x, x
′)
]∗
= −Πν′ν> (x′, x).
(D.26)
These conditions are met by the perturbative definitions (142), (144) and
(D.23). As was shown in Sec. 7.4.4, they survive through regularizations and
hence hold for renormalized loops. In general, Eqs. (D.26) are consistency
requirements for the classes of diagrams that may contribute to ΠF and Π>.
To summarize, our analyses apply at three levels of detalization. The general,
or structural, case depends only on definitions (D.21) and conditions (D.26).
The perturbalive case adds Eqs. (D.23), where both the current operator and
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the quantum state of the media may be arbitrary. In the case of the Dirac
sea, the medium is specified as the spinor field and its state as vacuum.
As a word of caution, we remark that direct generalization of Eqs. (D.23)
beyond the first nonvanishing approximation by replacing the free current
by the Heisenberg one Jˆν(x) is incorrect. Those familiar with diagrammatics
know that correct formulae are,
Πνν
′
F (x, x
′) = (i~c)−11PI
〈
T+Jˆ ν(x)Jˆ ν′(x′)
〉
,
Πνν
′
> (x, x
′) = (i~c)−11PI
〈
Jˆ ν(x)Jˆ ν′(x′)
〉
,
(D.27)
where 1PI stands for separating the 1-particle irreducible part of the corre-
sponding series [38, 46], cf. Eq. (D.25). With the generalised vertices defined
by Eq. (D.27), the linear series sum up to exact one- and two-pole Green
functions of the electromagnetic field.
D.2.4 Formal summation of the linear series
The linear series comprises five types of connected diagrams, giving rise to five
cumulants,
〈
T+Aˆν(x)
〉
,
〈
T−Aˆν(x)
〉
,〈
Aˆν(x), Aˆν′(x′)
〉
,
〈
T+Aˆν(x), Aˆν′(x′)
〉
,
〈
T−Aˆν(x), Aˆν′(x′)
〉
.
(D.28)
Of these, only two are independent,
〈
T+Aˆν(x)
〉
=
〈
T−Aˆν(x)
〉
=
〈
Aˆν(x)
〉
,〈
T+Aˆν(x), Aˆν′(x′)
〉
=
〈
T−Aˆν(x), Aˆν′(x′)
〉∗
= θ(x0 − x′0)
〈
Aˆν(x), Aˆν′(x′)
〉
+ θ(x′0 − x0)
〈
Aˆν′(x′), Aˆν(x)
〉
.
(D.29)
The one- and two-pole cumulants may be characterised as sums of diagrams,
respectively, with and without the source vertices (D.18).
The two-pole cumulants are given by the series,
〈
T+Aˆν(x), Aˆν′(x′)
〉
=
{
x x
}
=
{
x x
}
+

x x

+ · · · ,
(D.30)
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〈
T−Aˆν(x), Aˆν′(x′)
〉
=
{
x x
}
=
{
x x
}
+

x x

+ · · · ,
(D.31)
〈
Aˆν(x), Aˆν′(x′)
〉
=
{
x x
}
=
{
x x
}
+

 x x

+ · · · ,
(D.32)
where

x x


= i~c
∫
d4x1d
4x′1DFνν1(x− x1)Πν1ν
′
1
F (x1, x
′
1)DFν′1ν′(x
′
1 − x′),
(D.33)

x x


= −i~c
∫
d4x1d
4x′1D
∗
Fνν1
(x− x1)Πν1ν
′
1
∗
F (x1, x
′
1)D
∗
Fν′
1
ν′(x
′
1 − x′),
(D.34)

 x x


= i~c
∫
d4x1d
4x′1D
∗
Fνν1
(x− x1)Πν1ν
′
1
> (x1, x
′
1)DFν′ν′1(x
′ − x′1).
(D.35)
All phase and dimensional factors are included into the definitions of the
graphical elements, while diagrams as such occur with coefficient 1.
The one-pole cumulants reduce to the two-pole ones: they follow by “fastening”
the source vertices (D.18) to ends of chains (D.30)–(D.32). If we assume that,
Jνe (x) = 0, (D.36)
the one-pole cumulants vanish. This assumption applies till appendix D.4,
where the source and the average field will be restored.
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Formally, we also encounter “vacuum bubbles,” such as, for instance,



 . (D.37)
In Perel-Keldysh’s techniques, the sum of vacuum bubbles is zero, and we
ignore them.
D.3 Response transformation of the linear Perel-Keldysh series
D.3.1 Response transformation of photon propagators
In this section we prove that the dressed graphical cumulants obey Eqs. (73),
(74), where the time-normal cumulant is given by Eq. (118). Our approach
hinges on the formulae relating the Keldysh contractions to the retaded Green
function [1, 4]:
DFνν′(x− x′) = D(+)Rνν′(x− x′) +D(+)Rν′ν(x′ − x),
D
(+)
νν′ (x− x′) = D(+)Rνν′(x− x′)−D(−)Rν′ν(x′ − x).
(D.38)
They are rederived by traditional QFT means in appendix C.2.
It is instructive to write Eqs. (D.38) in graphical terms. Notation for DR is
given by Eq. (D.2). To express graphically the (±) operations, we introduce
two auxiliary graphical elements, the line and the dummy vertex,
{x x } = δ(+)(x0 − x′0)δ(3)(x− x′), { } = 1. (D.39)
Then,
D
(+)
Rνν′(x− x′) = F (−)x′
0
DRνν′(x− x′) =
{
x x
}
,
D
(−)
Rνν′(x− x′) = F (+)x′
0
DRνν′(x− x′) =
{
x x
}
,
(D.40)
cf. Eq. (64). In this notation, Eqs. (D.38) become,
{
x x
}
= i~c

x x

+ i~c

x x

 ,
{
x x
}
= −i~c


x x

− i~c


x x

 ,{
x x
}
= i~c
{
x x
}
− i~c
{
x x
}
,
(D.41)
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C-contours on the rhs indicates the way retarded and auxiliary propagators are
“fastened” to other elements (vertices). By themselves, they are independent
of the C-contour. Coefficients at the propagators are shown explicily, unlike
for the Keldysh elements where they are part of the graphical notation.
D.3.2 Causal vertices
Equations (D.41) exhibit two crucial regularities:
• Auxiliary propagators always “start” from the forward branch of the C-
contour, and “end” at the reverse branch.
• The former occur with coefficient i~c and the latter with coefficient −i~c.
In particular, combinations (D.41) are indepenedent of the way the “later”
ends of retarded propagators are fastened to the C-contour.
These regularities allow for summation of the vertex-auxiliary line combina-
tions, according to the way they are fastened to the retarded propagators
(for the time being, ignore auxiliary propagators not fastened to vertices).
This transforms the Perel-Keldysh series into a causal (Wyld) diagram series
[42, 73], with propagator DR and three vertices:
• the acausal vertex where two retarded propagators end,
• the susceptibility vertex where one retarded propagator ends and another
starts, and
• the noise-source vertex from which two retarded propagators start.
This series differs from the classical series of appendix D.1 by the presence of
the acausal vertex and absence of the regular-source vertex (D.4). The latter
is natural with the external source put to zero. Dropping this assumption
recovers the regular-source vertex, see Sec. D.4.2 below. The acausal vertex
has no meaningful physical interpretation and must vanish. Indeed, it equals
the sum of four vertices,

x x

+

x x

+

x x

+

 x
x


= − i
~c
{
Πνν
′
F (x, x
′)−
[
Πνν
′
F (x, x
′)
]∗ − Πνν′> (x, x′)− Πν′ν> (x′, x)} = 0.
(D.42)
The sum vanishes due to conditions (D.26).
This way, restructuring of the Perel-Keldysh series initiated by transforma-
tions (D.38) yields the Wyld series of appendix D.1, with vertices (D.3), (D.5)
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redefined in quantum terms,
{
x x
}
= i~c
(
x x

+
{
x x
}
−
{
x x
}
−

x
x


)
, (D.43)
and
{
x x
}
= (i~c)2
(
x x

−
{
x x
}
−
{
x x
}
+

x
x


)
.
(D.44)
To better orient the reader, in Eqs. (D.43), (D.44) we retain the dummy ver-
tices (crosses). Analytically,
Πνν
′
R (x, x
′) = θ(x0 − x′0)
[
Πνν
′
> (x, x
′)− Πν′ν> (x′, x)
]
, (D.45)
and
Πνν
′
N
(
x, x′
)
= −2~cℑ
[
F (+)x0 F (+)x′
0
Πνν
′
F (x, x
′) + F (−)x0 F (+)x′
0
Πνν
′
> (x, x
′)
]
. (D.46)
We preserve the analytical and graphical notation introduced by Eqs. (D.2)–
(D.5). Equations (D.45), (D.46) are subject to conditions (D.26). Equation
(D.46) directly follows from (D.44), while manipulations leading to (D.45) in
essence repeat Eqs. (B.26), (B.27) in appendix B.5.
In the perturbative case, including that of the Dirac sea, vertices ΠR and ΠN
coincide with the quantities given by Eqs. (110), (112). The Wyld series we
have recovered thus coincides with that considered in appendix D.1, up to the
“upgrade” of the classical average (108) to the time-normal average (112).
D.4 Summation of the linear Perel-Keldysh series and verification of conjec-
tures of Sec. 6.4
D.4.1 Preliminary remarks
The quantum Wyld series we recovered on response transformation of the
Perel-Keldysh series is structurally identical to the classical Wyld series anal-
ysed in appendix D.1. The critical properties—retardation of ΠR and reality
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and symmetry of ΠN—are shared by both series. Summation of both series
reduced to solving Eq. (103) for the dressed retarded propagator DR. How-
ever, we still have two questions to answer. The first is the interpretation of
DR as Kubo’s linear response function (69). The second one is whether, with
redefinitions (D.45), (D.46), the Wyld cumulant (D.14) coincides with the
time-normal cumulant (89).
D.4.2 Radiation of the external source
To answer the first question, we restore the external source Je and verify Eq.
(117). The one-pole cumulants 〈T±Aˆ〉 (cf. appendix D.2.4) reduce to two-pole
ones,
〈
T+Aˆν(x)
〉
=

 x

+

 x


= (i~c)−1
∫
d4x′Jeν′(x
′)
[〈
T+Aˆν(x), Aˆν′(x′)
〉
−
〈
Aˆν′(x′), Aˆν(x)
〉]
,
(D.47)
and
〈
T−Aˆν(x)
〉
=

 x

+

 x


= (i~c)−1
∫
d4x′Jeν′(x
′)
[〈
Aˆν(x), Aˆν′(x′)
〉
−
〈
T−Aˆν(x), Aˆν′(x′)
〉]
.
(D.48)
Recalling Eqs. (B.26), we see that Eqs. (D.47) and Eq. (D.48) coincide with
Eq. (117).
We have recovered Eq. (117) for the average potential directly from the Perel-
Keldysh series. For the record, we also consider response transformation of
the regular-source vertices (D.18). In diagrams, they occur “fastened” to ends
of lines (D.15). After transformation (D.41), retarded propagators may either
start from or end on regular-source vertices. Similar to Eq. (D.42), diagrams
with retarded propagators ending on regular-source vertices pairwise cancel
due to the property,

 x

+

 x

 = 0. (D.49)
As a side effect, this warrants cancellation of another class of vacuum bub-
bles: diagrams with regular-source vertices (D.18) at both ends of a chain
(as expected of all bubbles in the closed-time-loop formalism). Regular-source
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vertices “fastened” to “earlier” ends of retarded propagators give rise to the
causal regular-sorce vertex ,
{
x
}
= i~c



 x

−


x




=
[
F (+)x0 + F (−)x0
]
Jeν(x) = Jeν(x).
(D.50)
For polarised media, one should apply replacement (D.24).
D.4.3 Two-pole closed-time-loop cumulants
To answer the second question, we derive explicit formulae for the dressed
Keldysh cumulants (D.30), (D.32), and compare them to Eqs. (73), (74) with
s = 1. After the response transformation of propagators (appendix D.3.1) and
resumming the vertices (appendix D.3.2), of all auxiliary lines (D.39) only
those attached to external (free) ends of propagators survive, with their factors
±i~c. All other factors are absorbed by the vertices ΠR and ΠN. Whence for
the cumulants (D.30) and (D.32) we obtain,
{
x x
}
=
{
xx
}
+ i~c
({
xx
}
+
{
xx
})
,
(D.51)
and{
x x
}
=
{
xx
}
+ i~c
({
xx
}
−
{
xx
})
.
(D.52)
In analytical terms, these relations amount to,
〈
T+Aˆν(x), Aˆν′(x′)
〉
=
∫
d4x¯d4x¯′Dν¯Rν(x, x¯)Dν¯
′
Rν′(x
′, x¯′)ΠNν¯ν¯′(x¯, x¯
′).
+ i~c
[
F (−)x′
0
DRνν′(x, x′) + F (−)x0 DRν′ν(x′, x)
]
, (D.53)〈
Aˆν(x), Aˆν′(x′)
〉
=
∫
d4x¯d4x¯′Dν¯Rν(x, x¯)Dν¯
′
Rν′(x
′, x¯′)ΠNν¯ν¯′(x¯, x¯
′).
+ i~c
[
F (−)x′
0
DRνν′(x, x′)− F (+)x0 DRν′ν(x′, x)
]
. (D.54)
Comparing them to Eqs. (73), (74) with s = 1 shows that the cumulant (D.12)
in the quantum Wyld series indeed coincides with the time-normal cumulant
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(89). In turn, this proves Eq. (118). This is the last piece in the “jigsaw puzzle”
of verifying conjectures of Sec. 6.4.
D.5 Summary of the formal argument
Let us retrace the logic of the argument. In Sec. 6.4, we conjectured that the
classical stochastic theory of Sec. 6.2 may be upgraded to a quantum theory
by expressing the susceptibilities (ΠR and DR) according to Kubo’s linear re-
sponse theory and replacing classical averages by time-normal averages while
preserving all dynamical relations. We then showed that the classical theory
amounts to a Wyld series (appendix D.1), and that the Perel-Keldysh series in
quantum theory (appendix D.2) may be transformed into a structurally iden-
tical Wyld series (appendices D.3 and D.4.2). The open question was however
if the dressed cumulants in the quantum Wyld series afford the expected in-
terpretation. Equation (117) follows trivially (appendix D.4.2), with Kubo’s
formula for DR emerging “on the run”. The hard part was to prove identity
of the graphical cumulant (D.12) with the time-normal cumulant (89). This
was achieved by deriving graphical Eqs. (D.51), (D.52) and comparing them
to the analytical Eqs. (73), (74) with s = 1.
E Linear susceptibility of the Dirac sea
E.1 The Dirac field basics
In this appendix, we outline details of the calculation of the commutator (127)
and of the regularised microscopic susceptibility (151). For this calculation,
we need explicit formulae for the frequency-positive and frequency-negative
parts of the anticommutator of the Dirac fields, (with α, β being the spinor
indices)
[
ψˆα(x),
ˆ¯ψβ(x
′)
]
+
=
〈
0
∣∣∣ψˆα(x) ˆ¯ψβ(x′)∣∣∣0〉+ 〈0∣∣∣ ˆ¯ψβ(x′)ψˆα(x)∣∣∣0〉,〈
0
∣∣∣ψˆα(x) ˆ¯ψβ(x′)∣∣∣0〉 = i~c∆(+)αβ (x− x′), 〈0
∣∣∣ ˆ¯ψβ(x′)ψˆα(x)∣∣∣0〉 = i~c∆(−)αβ (x− x′),
i~c∆
(±)
αβ (x− x′) = ±
∫ d4k
(2pi)3
e−ik(x−x
′)θ(±k0)δ(k2 − µ20)(µ0δαβ + kνγναβ),
(E.1)
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where µ0 is the scaled mass of the electron given by Eq. (130). These formulae
may be found in any texbook [7, 37, 38]. We also use the relations,
Trγλγν = 4gλν , Trγλγργν = 0,
Trγλγργνγσ = 4
(
gλρgνσ + gλσgνρ − gλνgρσ
)
,
(E.2)
cf., e.g., Eq. (A-29) in the appendix in Ref. [38].
E.2 The commutator of currents
By making use of Eqs. (E.1) and (E.2), for the commutator of currents we
obtain,
〈
0
∣∣∣[Jˆµ(x), Jˆν(x′)]∣∣∣0〉 = e2c2 ∫ d4k
(2pi)4
e−ik(x−x
′)Cµν(k), (E.3)
where
Cµν(k) = −4pi2ε(k0)
∫
d4p
(2pi)4
U(p, k)V µν(p, k), (E.4)
and
U(p, k) = θ
(
k20
4
− p20
)
δ
((
k
2
+ p
)2
− µ20
)
δ
((
k
2
− p
)2
− µ20
)
, (E.5)
V µν(p, k) =
(
4µ20 + k
2 − 4p2
)
gµν + 8pµpν − 2kµkν . (E.6)
Since δ(a)δ(b) = δ(a− b)δ(a+b
2
), the product of the delta-functions may also
be written as,
δ
((
k
2
+ p
)2
− µ20
)
δ
((
k
2
− p
)2
− µ20
)
= δ
(
p2 +
k2
4
− µ20
)
δ
(
2pk
)
(E.7)
One can therefore replace,
p2 → µ20 −
k2
4
, pk → 0, (E.8)
whenever these quantities appear.
The integrand in (E.4) is subject to three observations:
• U(p, k) is a relativistic scalar. Indeed, while not a scalar by itself, the theta-
function behaves as such when multiplied by the delta-functions. It is nonzero
if k0/2 + p0 and k0/2 − p0 are either both positive or both negative. The
delta-functions assure that these quantities are time components of time-like
vectors, hence their signs do not change under special Lorentz transformations.
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Invariance of the theta-function under space and time inversions is obvious.
• U(p, k) is nonzero only if
k2 ≥ 2µ20. (E.9)
To see this, note the inequalities,
k20
4
≥ p20,
k20
4
+ p20 ≥ µ20. (E.10)
The first one originates in the theta-function, the second one in the first
delta-function on the RHS of (E.7). Summing these inequalities we find that
k20 ≥ 2µ20. This condition must survive Lorentz transformations. It is straight-
forward to bring the assumption that it holds in an arbitrary frame, while
(E.9) does not, to contradiction. Eq. (E.9) is weaker than condition (E.16) we
recover in the end, but it suffices for the algebra.
• Vµν(p, k) is 4-transverse when multiplied by U(p, k) (as expected). Indeed,
kµV
µν(p, k) =
(
4µ20 − k2 − 4p2 + 8pk
)
kν → 0, (E.11)
cf. Eqs. (E.8).
Following these observations, we can replace,
V µν(p, k)→ k
2gµν − kµkν
3k2
Vσ
σ(p, k)→ 4
3
(
k2gµν − kµkν
)(
1 +
2µ20
k2
)
, (E.12)
where the final result again employs (E.8). Thus,
Cµν(k) = ε(k0)
kµkν − k2gµν
3pi2
(
1 +
2µ20
k2
) ∫
d4pU(p, k). (E.13)
The integral here is a scalar. We calculate it in the coordinate frame where
k = {
√
k2, 0}. (E.14)
In this frame,
U(p, k) = θ
(
k2
4
)
δ
(
k2
4
− p2 − µ20
)
δ
(
2p0
√
k2
)
. (E.15)
Quantity (E.15) is nonzero only if,
k2 ≥ 4µ20. (E.16)
This condition is stronger than (E.9). The theta-function is thus redundant
and may be replaced by unity. With the theta-function gone, the integration
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is trivial. The result reads,
∫
d4pU(p, k) =
pi
2
θ
(
k2 − 4µ20
)√
1− 4µ
2
0
k2
. (E.17)
Putting Eqs. (E.3), (E.13) and (E.17) together we arrive at Eq. (127).
E.3 Regularization of the commutator
We write Kreg(x) introduced by Eq. (131) in Ka¨lle´n-Lehmann style as,
Kreg(x) =
i
2pi
∫ ∞
4µ2
0
dµ2Kreg(µ2)D(x, µ2), (E.18)
where D(x, µ2) is the Pauli-Jordan function of the Klein-Gordon field with
mass µ, (in units where ~ = c = 1)
D(x, µ2) = −i
∫ d4k
(2pi)3
e−ikxε(k0)δ(µ
2 − k2)
= −ε(t)δ(x
2)
2pi
+
µε(t)θ(x2)
4pi
√
x2
J1
(
µ
√
x2
)
. (E.19)
The sign of D(x, µ2) is adopted from Itzykson and Zuber [38], and the explicit
expression is taken from Bogoliubov and Shirkov [37] (where it occurs with
opposite sign). Recalling the series expansion of the Bessel function,
J1(y) =
y
2
∞∑
l=0
1
l!(l + 1)!
(
− y
2
4
)l
, (E.20)
we see that the condition,
∫ ∞
4µ2
0
dµ2µ2nKreg(µ2) = 0, n = 0, 1, · · · ,M + 1, (E.21)
warrants that Kreg(x) is M times continuously differentiable everywhere in
space-time including the light cone.
Analyses of conditions (E.21) are postponed till appendix E.5. For the time
being, it suffices to know that they amount to the system of linear equations,
A(2n) :
N∑
l=0
(−1)ldlµ2nl = 0, n = 0, · · · ,M + 2, (E.22)
B(2n) :
N∑
l=1
(−1)ldlµ2nl ln
µ2l
µ20
= 0, n = 2, · · · ,M + 2, (E.23)
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where the labels A and B are used to refer to specific equations, and that their
solutions stay bounded in the limit,
µ0 ≪ µ1 ≪ · · · ≪ µN . (E.24)
For details see appendix E.5.
E.4 Regularized response and separation of the divergent constant R0
One effect of regularization is that, after multiplying (127) by the step-function,
the latter may be commuted with the differential operator. Indeed, the correc-
tion term produced by this commutation is a linear combination of δ′(x0 − x′0)Kreg(x− x′)
and δ(x0 − x′0)[Kreg(x− x′)]′x0 [74]. Both are zero because Kreg(x− x′) and
[Kreg(x− x′)]′x0 are, firstly, continuous everywhere, and, secondly, equal zero
outside of the light cone and hence on it, including the origin. With this ob-
servation we can write the regularized susceptibility as,
µvacΠ
reg
Rµν(x− x′)
= −ie
2cµvac
~
(
gµν✷− ∂µ∂ν
)
θ(t− t′)
∫
d4k
(2pi)4
e−ik(x−x
′)ε(k0)K
reg
(
k2
)
= −
(
gµν✷− ∂µ∂ν
) ∫ d4k
(2pi)4
e−ik(x−x
′)Rreg
(
k
)
, (E.25)
where
Rreg(k) = 2α
∫ ∞
4µ2
0
dµ2
2pi
Kreg(µ2)
µ2 − k2 − i0+ sign k0 , (E.26)
and α is the fine structure constant given by Eq. (136).
Without regularization, quantity (E.26) is logarithmically divergent. One sub-
traction suffices to make it convergent,
Rreg(k) = R0 +R
obs(k), (E.27)
where Robs(k) is given by Eq. (135), and
R0 = R
reg(0) = 2α
∫ ∞
4µ2
0
dµ2
µ2
Kreg(µ2). (E.28)
In order to calculate R0 we rewrite this as,
R0 =
α
3pi
lim
M→∞
N∑
l=0
(−1)ldl
∫ M2/µ2
l
1
dy
y
F (y), (E.29)
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and use the formula,
∫ M2/µ2
l
1
dy
y
F (y) =
∫ ∞
1
dy
y
[
F (y)− 1
]
+ ln
M2
µ20
− ln µ
2
l
µ20
+ o
(
µ2l
M2
)
. (E.30)
The first two terms here “perish” in summation in (E.29) due to condition
(E.22) for n = 0. The third term leads to Eq. (137).
E.5 Explicit solution for regularization parameters
E.5.1 Equations for regularization parameters
To calculate the integrals (E.21), we use the series expansion,
F (y) = Fn(y) +O
(
1
yn+1
)
, y ≫ 1, (E.31)
where
Fn(y) =
n∑
m=0
cm
ym
. (E.32)
For the record,
c0 = 1, c1 = 0, c2 = −3
8
,
cm+1
cm
=
m(2m− 3)
2(m2 − 1) , m ≥ 2. (E.33)
Of consequence is only cancellation of c1, because it reduces the number of
conditions to be satisfied.
Consider now the integral,
∫ Y
1
dy ynF (y) =
∫ Y
1
dy ynFn+1(y) +
∫ Y
1
dy yn
[
F (y)− Fn+1(y)
]
. (E.34)
The second integral on the rhs here converges as Y →∞,
∫ ∞
1
dy yn
[
F (y)− Fn+1(y)
]
≡ an, (E.35)
while the first one is readily evaluated,
∫ Y
1
dy ynFn+1(y) =
n∑
m=0
cm
n−m+ 1
(
Y n−m+1 − 1
)
+ cn+1 lnY. (E.36)
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A(0) :
B(0) :
A(2) :
A(4) :
B(4) :
...
A(N − 1) :
B(N − 1) :
1 −1 1 −1 1 · · · −1 1 1
λ1 −λ2 λ3 −λ4 λ5 · · · −λN−1 λN 0
ζ2
1
−ζ2
2
ζ2
3
−ζ2
4
ζ2
5
· · · −ζ2
N−1
ζ2
N
1
ζ4
1
−ζ4
2
ζ4
3
−ζ4
4
ζ4
5
· · · −ζ4
N−1
ζ4
N
1
ζ4
1
λ1 −ζ42λ2 ζ43λ3 −ζ44λ4 ζ45λ5 · · · −ζ4N−1λN−1 ζ4NλN 0
...
...
...
...
...
. . .
...
...
...
ζN−1
1
−ζN−1
2
ζN−1
3
−ζN−1
4
ζN−1
5
· · · −ζN−1
N−1
ζN−1
N
1
ζN−1
1
λ1 −ζN−12 λ2 ζN−13 λ3 −ζN−14 λ4 ζN−15 λ5 · · · −ζN−1N−1λN−1 ζN−1N λN 0
Fig. E.1. The extended matrix of the linear system (E.39); ζl = µl/µ0, λl = ln ζl. The
column on the left lists equation labels. When calculating the system determinant
in the leading order in condition (E.24), elements outside the dashed rectangles may
be set to zero.
Using Eq. (E.34)–(E.36), Eq. (E.21) may be written as,
lim
µ→∞
∫ 4µ2
0
dk2k2nKreg(k2)
= 22(n+1) lim
µ→∞
N∑
l=0
(−1)ldl
{
n∑
m=0
cm
n−m+ 1
[
µ2(n−m+1)µ2ml − µ2(n+1)l
]
+ cn+1µ
2(n+1)
l ln
µ2
µ2l
+ anµ
2(n+1)
l
}
= 0.
(E.37)
Thus the equations (E.22), (E.23) indeed ensure that Kreg(x) given by Eq.
(131) is M times continuously differentiable. Equation B(2) is absent because
of c1 = 0. The total number of conditions (E.22), (E.23) is 2M + 4, so that
one needs at least as many regularization masses, (recall that d0 = 1)
N ≥ Nmin = 2M + 4. (E.38)
With N > Nmin one may impose additional conditions, such as Eq. (141). In
the A/B nomenclature, this is equation B(0). The minimal number of regu-
larization masses then increases to 2M + 5.
E.5.2 The linear system
With suitable rescaling the system of linear equations (E.22), (E.23) supple-
mented by B(0) acquires the form,
N∑
l=1
Mmlcl = ρm, m = 1, · · · , N, (E.39)
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Mml Mml
m
l l
m
Mm l Mm l
Fig. E.2. Visualisation of Eq. (E.44). Bold dark and light dots symbolize, respec-
tively, the elements in the numerator and denominator of Eq. (E.44). The product
with the “diagonal” choice of the elements (dark dots) is large compared to that
with the “nondiagonal” choice (light dots), except when the rows with numbers
m,m′ = m+ 1 form an AB pair.
where ρm = 0, 1. The elements of the system matrix read,
Mml = (−1)l+1
(
µl
µ0
)νm(
ln
µl
µ0
)1−ρm
. (E.40)
The integers νm and ρm are specified by Eq. (E.41) below.
The extended matrix of system (E.39) may be seen in Fig. E.1. The equation
labels A(0), B(0), etc., will also be used to refer to rows of the system matrix;
the terms A-rows and B-rows are self-explanatory. For the A-rows and B-rows,
respectively,
A(2n) : νm = 2n, ρm = 1, B(2n) : νm = 2n, ρm = 0. (E.41)
For the order of equations as in Fig. E.1, explicit formulae for νm and ρm
as functions of the row number m may be easily worked out. We have no use
for them, because all equations are both fully determined and conveniently re-
ferred to by their labels. Of importance is that the way we order the equations
in Fig. E.1 ensures that,
νm ≥ νm′ , m > m′. (E.42)
Equality occurs only for adjacent A(2n)–B(2n) pairs (AB pairs, for brevity).
For them,
νm = νm+1, ρm = 1, ρm+1 = 0, (E.43)
where m,m+ 1 are the row numbers occupied by the pair.
E.5.3 The system determinant
Hereinafter we assume the limit (E.24). In the leading order in this condition
the linear system in Fig. E.1 is easily solved by Cramer’s rule. Consider two
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products of matrix elements contributing to the system determinant, which
differ only in the choice of a particular pair of elements: Mml,Mm′l′ versus
Mml′,Mm′l, where m > m′ and l > l′ (cf. Fig. E.2). Their ratio equals, (ig-
noring signs)
∣∣∣∣MmlMm′l′Mml′Mm′l
∣∣∣∣ =
(
µl
µl′
)νm−νm′[ ln(µl/µ0)
ln(µl′/µ0)
]ρ
m′−ρm
. (E.44)
Under condition (E.24),
∣∣∣∣MmlMm′l′Mml′Mm′l
∣∣∣∣≫ 1, νm > νm′ . (E.45)
We assume that the logarithmic factor does not contribute to the scaling [75].
E.g., for a geometric sequence of masses, (with Y being a large parameter)
µl = µ0Y
l,
ln(µl/µ0)
ln(µl′/µ0)
=
l
l′
. (E.46)
Thus the product with the nondiagonal choice of elements (shown by light
dots in Fig. E.2) is small compared to that with the diagonal choice (shown
by dark dots). The exception are AB pairs of rows, for which νm = νm′ . Using
this it is straightforward to show that the leading contribution to the system
determinant comes from the products of elements encirled by the dashed rect-
angles in Fig. E.1. All other elements may be set to zero. The determinant of
the remaining block-diagonal matrix is easily calculated, resulting in,
detM = Q
[
ln
µ2
µ1
+ o(1)
]
, (E.47)
where
Q = (−1)N−12 µ
2
3
µ20
N−1
2∏
l=2
µ2l2lµ
2l
2l+1
µ4l0
ln
µ2l+1
µ2l
. (E.48)
(Recall that N = 2M + 5 is odd.)
E.5.4 Expansion in cofactors
According to Cramer’s rule, we have to calculate determinants emerging if
replacing the lth column of the system matrix by constant terms. Such deter-
minants are sums of cofactors [76] of the lth column, where the row index m
is limited to A-rows. All matrices resulting from crossing out a column and a
row from the system matrix remain subject to condition (E.45). Their deter-
minants may be calculated in the leading order in condition (E.24) the same
way as the system determinant has been.
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The problem simplifies drastically if we are only interested in dl’s which do
not vanish in the limit (E.24). Crossing out rows and columns reduces the
maximal available power of regularization masses, so that the corresponding
cofactors are small compared to the system determinant. The exception are
cofactors of the first two rows and first two columns of the system matrix.
Since the second row of the system matrix is a B-row, only the cofactors of
the first row and first two columns remain. We denote them C(11) and C(12).
They contribute, respectively, to d1 and d2. All other coefficients vanish in the
limit (E.24). By the same means as Eq. (E.47) was obtained we find,
C(11) = Q
[
ln
µ2
µ0
+ o(1)
]
, C(12) = Q
[
ln
µ1
µ0
+ o(1)
]
. (E.49)
This way,
d0 = 1, d1 = 1 + d2, d2 =
ln(µ1/µ0)
ln(µ2/µ1)
, dl ≪ 1, l = 3, · · · , N. (E.50)
Note that boundedness of d2 in the limit (E.24) is not automatic. For instance,
let
µ1
µ0
= eX ,
µ2
µ1
= X, d2 =
X
lnX
. (E.51)
If X →∞, condition (E.24) is satisfied while d1, d2 →∞. Boundedness of dl’s
is thus an additional condition to be imposed on the regularisation masses.
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