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Abstract
Load balancing on parallel computers aims at equilibrating some initial load which is dif-
ferent from one processor to another. We consider only nearest neighbour algorithms: in each
step a processor communicates only with its direct neighbours. Such load balancing algorithms
can be divided basically into two classes: diffusion and dimension exchange. Whereas the
first is appropriate for the so-called all-port-model where a processor can send tokens to all its
neighbours at a time, the latter relies on the one-port-model. Both kinds of algorithms can be
viewed as methods for solving certain singular linear systems. Therefore, algorithms can be
developed and analyzed using techniques from numerical linear algebra. In the last few years
finite diffusion algorithms have been developed and it has been proven that they compute l2-
minimal flows. In the paper new finite dimension exchange methods will be presented that
are based on edge-colourings of the underlying graph. They are often faster and numerically
more stable than their diffusion counterparts. The flows computed by the new methods are not
minimal but it can be shown that they are bounded. For some special graphs these bounds can
be explicitly determined by an analysis of the matrices representing the graph.
© 2003 Elsevier Inc. All rights reserved.
1. Introduction
We consider the problem of load balancing on parallel computers. The problem
is modeled by an undirected connected graph G with a given initial load on every
node. We suppose that the load consists of a number of equally sized items. This load
distribution is to be balanced by moving load items along the edges of the graph.
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The nodes of our graph G always represent the processors of the parallel com-
puter. If the processors are connected by some special network (e.g. in a torus) the
graph should correspond to this topology. If the machine has a network so that the
communication between any two processors is equally fast, a graph should be cho-
sen that allows fast load balancing. In some parallel applications like adaptive finite
element methods, where each node contains a sub-grid of a given mesh, the edges
of the graph represent the geometric adjacency between the regions. This ensures
that during balancing grid-points are moved only to adjacent mesh regions. All al-
gorithms we study are based on nearest neighbour communication: All information
and load items are exchanged only via the edges of G.
Parallel computers can be modeled in two ways according to their communication
hardware. The first one is the so-called all-port-model where a processor can send
messages to or receive messages from all its neighbours at the same time. In the more
realistic one-port-model, the communication is restricted to pairs of processors at a
time.
Load balancing algorithms usually proceed in two phases. During the first phase
only information about load numbers is exchanged and a flow along the edges is
computed, but no load is moved. In the second phase a scheduling algorithm is ap-
plied that moves load items according to the flow. In this paper we will only look at
the first phase.
In correspondence to the two communication models (all- and one-port) load bal-
ancing algorithms can be divided into two classes, diffusion and dimension exchange
(see [2,4]).
A good load balancing procedure should have three properties: it should be fast
(as every call of the load balancer interrupts some major calculation), it should be
numerically stable and it should produce small flows so that no more load is moved
than necessary. The algorithms described in this paper will be examined with respect
to these three aims.
The paper is organized as follows. In Section 2 some basic notation is introduced.
Section 3 introduces a general form of load balancing algorithms and shows the
relation to the solution of linear systems. Section 4 summarizes two finite diffusion
algorithms from [3,5]. In Section 5 we present new finite dimension exchange meth-
ods and compare them with the diffusion variants with respect to speed and stability.
In Section 6 we examine the flows produced by different algorithms and how they
are bounded. We conclude the paper in Section 7 with a summary and some remarks.
2. Definitions
Let G = (V ,E) be a connected undirected graph consisting of n = |V | nodes
and N = |E| edges. On each node i ∈ V we are given an initial load w0i  0. The






(1, . . . , 1)T.
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Let α ∈ (0, 1) be a constant edge weight. Then the matrix MDiff = (mDiffij ) ∈ Rn×n
is defined by
mDiffij =
{ 1 − α deg(i) if i = j ,
α if {i, j} ∈ E,
0 else,
MDiff is called a diffusion matrix if all elements mDiffij are non-negative. Let A ∈
{−1, 0, 1}n×N be the node-edge incidence matrix of G having in each column ex-
actly two non-zero entries 1 and −1 which represent the nodes incident to the cor-
responding edge. The directions of the edges can be chosen arbitrarily. Now the
Laplace matrix of G is defined as
LDiff = AADiffT,
where ADiff = A (later we will use matrices AAXXT with A /= AXX). Then the diffu-
sion matrix can also be expressed as MDiff = I − αLDiff.
Let x ∈ RN be a flow onG. The direction of the flow is determined by the directions
of the edges in the incidence matrix A. The flow x is called a balancing flow if
Ax = w0 − w.
It is unique if and only if the graph is acyclic. Otherwise the flow values can be
changed by a constant amount on all edges belonging to a cycle without changing
the property that the flow is a balancing flow.
Example 1. We use the path P3 as an example throughout the paper.






LDiff = AADiffT =





MDiff = I − αLDiff =

1 − α α 0α 1 − 2α α
0 α 1 − α

 .
3. Loadbalancing algorithms and the solution of singular linear systems
In this section we show the connection between load balancing algorithms and
iterative methods for the solution of linear systems and we present a general form
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for load balancing schemes. For the moment take XX = Diff, later we will see that
other matrices fit into the same notation.
Load balancing iteratively constructs a sequence of loads wk and flows xk which
obtain wk from w0, i.e. Axk = w0 − wk . The computation of the wk’s corresponds
to the iterative solution of the singular linear system LXXw = 0, where LXX is ei-
ther the Laplace-matrix (in the case of diffusion schemes) or a similar matrix which
can be written in the form LXX = AAXXT in all cases. The matrix LXX is singular
as all row and column sums are zero and the nullspace of LXX has dimension 1.
The solution of the singular linear system becomes unique by requiring that the to-





we can look for the fixpoint w in MXXw = w with MXX = I − αLXX, MXX being
doubly stochastic.
All algorithms we will consider are of the form
for k = 1, 2, . . . , do
wk = σkMXXwk−1 − τkwk−1 + kwk−2
xk = σkαAXXTwk−1 + (σk − τk)xk−1 + kxk−2
end for
with 0 = 0 and σk − τk + k = 1 for all k, cf. [3, Theorem 2].
It is easy to see by induction that xk is really a balancing flow. Suppose Axj =
w0 − wj for all j < k. Then
Axk = σkαAAXXTwk−1 + σkAxk−1 − τkAxk−1 + kAxk−2
= σkαAAXXTwk−1 − σkwk−1 + τkwk−1 − kwk−2 + (σk − τk + k)w0
= w0 − wk.
In all situations to be discussed, the vector w of balanced loads is an eigenvector
of MXX with eigenvalue 1 and is perpendicular to all other eigenvectors. As w is not
changed by applying MXX, the whole iteration can be considered as working on the
orthogonal complement of w.
4. Diffusion algorithms
In [3,5] two finite load balancing algorithms are introduced. Both of them are
diffusion algorithms and require the knowledge of eigenvalues related to the underly-
ing graph. Let µDiff1 > µ
Diff
2 > · · · > µDiffm be the distinct eigenvalues of the diffusion
matrix MDiff. The eigenvalue µDiff1 = 1 belongs to the eigenvector w. Analogous-
ly let λDiff1 = 0 < · · · < λDiffm be the eigenvalues of the Laplace matrix LDiff where
λDiffi = 1 − αµDiffi .
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The simpler of the two aforementioned algorithms, OPT [5], can then be ex-
pressed in the following way:














After m− 1 steps we have wm−1 = w and xm−1 is a balancing flow. Unfortu-
nately there are often stability problems with OPT. Especially if the eigenvalues are
inappropriately ordered the intermediate errors can become very large. Therefore the
other algorithm, OPS [3], should be preferred. It is based on a three-term-recurrence
and achieves small bounds of the l2-norms of the errors after each step. Before the
load balancing can be started, some parameters αi , βi and γi have to be computed





withωj := 1 − µj . For k = 0, . . . , m− 1 the polynomials pk are given as the (scaled











(αk − t) pk−1(t)− βkpk−2(t)
]
, k = 2, . . . , m− 1
and
αk = 〈tpk−1, pk−1〉〈pk−1, pk−1〉 , k = 1, . . . , m− 1,
βk = γk−1 〈pk−1, pk−1〉〈pk−2, pk−2〉 , k = 2, . . . , m− 1,
γ1 = α1 − 1, γk = αk − 1 − βk, k = 2, . . . , m− 1.
The values for the γk are chosen such that p(1) = 1 which guarantees that the total
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(αk − 1) xk−1 − αATwk−1 − βkxk−2
]
end for
Both OPT and OPS have the property that they need exactly m− 1 steps where
m is the number of distinct eigenvalues of the graph. It was shown in [3] that this
is a substantial improvement compared to other iterative but non-finite methods like
FOS or SOS (first/second order scheme) [2,10].
A balancing flow for a given initial load distribution is usually not Unique––
unless the graph is a tree. It is known that the balancing flow produced by any diffu-
sion algorithm (including OPS and OPT) has minimal l2-norm [3,7]. Such flows will
be called minimal flows in the sequel.
5. Dimension exchange algorithms
5.1. Motivation and algorithms
The diffusion algorithms shown so far are designed for the all-port-model.
Since in fact most parallel computers rely on the one-port-model it would be
desirable to adapt OPT and OPS to this. Each step in the k-loops has to be
divided into sub-steps. In each of these sub-steps a processor exchanges its load
information with one of its neighbours. Now it is possible to use the most
recent information in each sub-step, not that from the last complete step. This
principle has been suggested by Cybenko in 1989 [2] for the hypercube. There the
sub-steps involve all parallel edges of one direction and there are d sub-steps
where d is the dimension of the hypercube. In [2] it was shown that a globally
balanced state is reached after just one step when taking α = 12 . This strategy is
known as dimension exchange.
In the case of the hypercube the edges involved in one sub-step are determined
by their direction (dimension). To be able to transfer the dimension exchange strat-
egy to general graphs it is necessary to order the edges such that each processor
communicates with at most one neighbour in each sub-step. This can be achieved
by colouring the edges of the graph as proposed in [8] or [12]. The edge-set E is
divided into c disjoint non-empty sets Ei so that E = E1 ∪ · · · ∪ Ec and for any pair
of edges incident with one common node it holds that they are in different sets Ei
and Ej .
An edge-colouring of G induces sub-graphs Gi = (V ,Ei). The diffusion and
Laplace matrices of these sub-graphs are denoted by Mi and Li .
Before we can precisely formulate dimension exchange algorithms we first have
to introduce some additional notation:
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MDE = Mc · · ·M1,











Here (S)DE stands for (symmetric) dimension exchange. A multiplication of MDE
by a load vector w means precisely that c sub-steps are applied to w and the most
recent information is used for each sub-step. An application of MSDE needs twice
the number of sub-steps as the colours are first taken in ascending order and then de-
scending. In addition we will need the eigenvalues µ(S)DE and λ(S)DE of the matrices
M(S)DE and L(S)DE respectively. Note that the eigenvalues can be complex numbers
in the non-symmetric case.
Next we need the incidence matrices Ai ∈ {−1, 0, 1}n×N of Gi . In contrast to
the usual definition of an incidence matrix we do not delete columns which are not
coloured with colour i from A but we replace the 1’s and −1’s in those columns with
zeros. With these definitions the following is true:
Li = AiATi ,










j = 0 for i /= j.
Example 2. We continue Example 1.
A1 =

 1 0−1 0
0 0









 1 −1 0−1 1 0
0 0 0

 , L2 =







1 − α α 0α 1 − α 0
0 0 1

 , M2 =

1 0 00 1 − α α
0 α 1 − α

 ,
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MDE = M2M1 =

 1 − α α 0α(1 − α) (1 − α)2 α








1 −1 0α − 1 2 − α −1
−α α − 1 1

 .
Now we can construct new algorithms (S)DE-OPT and (S)DE-OPS as follows.
We use the same iteration as for OPT resp. the same polynomials as for OPS, but
we replace the matrices MDiff resp. LDiff by their dimension exchange counterpart
M(S)DE and L(S)DE. Of course we also have to replace the eigenvalues by those
of the new matrices. We start with the new DE-OPT algorithm which works as
follows:









To show the sub-steps explicitly we rewrite this algorithm as follows:
for k = 1, . . . , m− 1 do
wˆ0 = wk−1
for j = 1, . . . , c do {loop over the colours}
wˆj = Mjwˆj−1














For the symmetric version a loop for j = c, . . . , 1 has to be added. Finally we
give the sub-step-version of DE-OPS.
wˆ0 = w0
xˆ0 = 0
for j = 1, . . . , c do {loop over the colours}
wˆj = Mjwˆj−1
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for k = 2, . . . , m− 1 do
wˆ0 = wk−1
xˆ0 = xk−1
for j = 1, . . . , c do {loop over the colours}
wˆj = Mjwˆj−1












k−1 − xˆc − βkxk−2
]
end for
Before we can proof the correctness of our algorithms we need the following little
lemma.
Lemma 1. Let z1, . . . , zm be the eigenvectors of MDE, i.e. MDEzi = µDEi zi . Then
z1 = (1, . . . , 1)T is orthogonal to all other eigenvectors.
Proof. Take i ∈ {2, . . . , m}. As a product of doubly stochastic matrices MDE is
doubly stochastic itself. By this we get
zHi z1 = zHi (MDEHz1) = (MDEzi)H z1 = µDEi zHi z1.
Because of µ(S)DEi /= 1 it holds that 〈z1, zi〉 = 0. 
For MSDE the last result obviously holds as the matrix is symmetric.
Theorem 2. For a given load distribution w0 the algorithms DE-OPT, DE-OPS,
SDE-OPT and SDE-OPS compute the balanced load w in exactly m− 1 steps where
m is the number of distinct eigenvalues of the matrix LDE, MDE, LSDE and MSDE
respectively. For DE-OPS there could be a break-down.
Proof. We first do the proof for the very simple DE-OPT and SDE-OPT. We
























zi = z1 = w.
The matrix MSDE is symmetric so that the proof for SDE-OPS is exactly the same
as the proof for OPS in [3].
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For DE-OPS we have to show that pm−1(µi) = 0 for i = 2, . . . , m as we then
have






pm−1(µi)zi = z1 = w.
First we scale the polynomials by γk which simplifies the recursion but does not
change the roots of the polynomials. The new recursion is
pˆ0(t)= 1,
pˆ1(t)= (α1 − t)pˆ0(t),

















〉 , k = 2, . . . , m− 1.
Now we replace the polynomials by vectors fk ∈ Rm−1, fk = (pk(µ2), . . . ,
pk(µm))
T
. Additionally we defineM = diag(µ2, . . . , µm),  = I −M and a bilin-
ear form 〈f, g〉 =∑mj=2 ωjfjgj = f Tg. (Note that the same notation is used for
the bilinear forms for polynomials and for vectors.) Then we get a new recurrence
which is very similar to the one for the polynomials above:
f0 = (1, . . . , 1)T,
f1 = (α1I −M)f0,
fk = (αkI −M)fk−1 − βˆkfk−2, k = 2, . . . , m− 1,
with
αk = 〈Mfk−1, fk−1〉〈fk−1, fk−1〉 =
f Tk−1Mfk−1
f Tk−1fk−1
, k = 1, . . . , m− 1,
βˆk = 〈fk−1, fk−1〉〈fk−2, fk−2〉 =
f Tk−1fk−1
f Tk−2fk−2
, k = 2, . . . , m− 1.
The eigenvalues µi and the ωi are either real or occur in complex conjugate pairs,
so that the products 〈f, f 〉 and 〈Mf, f 〉 are real––but they can become negative or
even zero. In the case 〈f, f 〉 = 0 the algorithm breaks down. In the following we as-
sume that we do not get a break-down. Then it can be easily shown that 〈fk, fl〉 = 0
for k /= l. Moreover all fk , k = 0, . . . , m− 2 are non-zero because otherwise pk
would be a polynomial of degree k  m− 2 having m− 1 zeros. But then the vector
fm−1 must be 0 which completes the proof. 
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Remark 3. The recursion for the vectors fk in the last proof is nothing but the com-
plex symmetric Lanczos process [1]. It computesMF = FJ withF = (f0 · · · fm−1)
and J = tridiag(−1, αi, βˆi+1).
Remark 4. For all graphs we have tested so far we could not observe a break-down
for DE-OPS.
We can see that both the diffusion and dimension exchange variants are finite and
therefore efficient compared to simple iterative approaches. Which method will be
faster depends solely on the number of distinct eigenvalues of the associated matrix.
For some special graphs that question will be answered in the next sub-sections. Note
that in the dimension exchange case the matrices not only depend on the graph itself
but also on its colouring. It is usually hard to find that colouring resulting in the least
number of eigenvalues. For the standard graphs shown in the following tables we
have tried several “regular” colourings and have taken the optimum of those.
As a last version of DE-OPT we give the algorithm from the ith processor’s point
of view including the update of the flow to show the nearest-neighbour-character
of the whole algorithm. The multiplication with MDE has to be reformulated as a
sequence of operations including communication with neighbour processors. Here
in the local version of the algorithm a positive flow xe stands for a flow from the
local node towards a neighbour.
x = 0
for k = 1, . . . , m− 1 do
wˆ0i = wk−1i
for j = 1, . . . , c do









i = wˆj−1i − yke

















It might seem to be a disadvantage that all eigenvalues of the graph have to be
computed before the actual load balancing can be started. As long as the graph is
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Table 1 Those combinations of graphs and algorithms for which explicit formulae for the eigenvalues are
known are marked yes
Graph OPX (S)DE-OPX, α = 12 (S)DE-OPX, α /= 12
Path Pn Yes Yes No
Cycle Cn 2|n Yes Yes Yes
3|n Yes Yes No
else Yes No No
Grid Gn Yes Yes No
Torus Tn 2|n Yes Yes Yes
Hypercube Hd Yes Yes Yes
small or does not change during the calculation this is not really a problem since
the eigenvalues are needed only once whereas load balancing is done repeatedly.
Furthermore the eigenvalues can be directly computed for some common graphs, cf.
Table 1 (OPX stands for either OPS or OPT, m|n means that n is a multiple of m).
The details are left out here because of space restrictions.
5.2.1. Why α = 12 ?
Table 1 shows that the eigenvalues of some graphs can be cheaply computed
only when setting α = 12 . But the more important reason for using this value is an
acceleration of load balancing. Experiments show that the number of load balancing
steps decreases if one sets α = 12 and this seems to be the only value for which we
get a significant improvement over diffusion schemes. This can be partly explained

















withNi = |Ei | blocksB =
(
1 − α α
α 1 − α
)
, where P is some permutation. Hence,
if we take α = 12 we get the eigenvalue 0 with multiplicity Ni and the number of
distinct eigenvalues of M(S)DE is m  n− max{Ni} + 1. As mentioned before, the
number of load balancing steps is given by m− 1.
5.3. Comparison between diffusion and dimension exchange
Before comparing the two strategies with respect to speed, stability and solution
quality (flows), we state the following result.
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Theorem 5. If the parameter α tends to zero the dimension exchange algorithms
“converge” to the diffusion methods.







(I −Mc · · ·M1)
= 1
α




α (Lc + · · · + L1)+ α2(· · ·)
)
α→0−→ Lc + · · · + L1 = LDiff. 
5.3.1. Speed
When comparing diffusion and dimension exchange we always consider the one-
port-model. This means that diffusion methods are also split into communication
sub-steps for single nearest-neighbour communications. The time needed by a load
balancing algorithm is dominated by the number of communications––not by the
amount of computational operations. So we use this number of sub-steps as a mea-
sure for the time. The number of communication steps is usually the product of c
(the number of colours) and m− 1 where m is the number of distinct eigenvalues.
In the case of the SDE every colour is used twice per step, but the communications
for consecutive sub-steps involving the same colour can be combined into one com-
munication. The second communication becomes unnecessary as each processor can
compute the new load value of its neighbour by itself. This yields (2c − 2)(mSDE −
1)+ 1 communication steps in total. For more than two colours this is still more
than for the unsymmetric version but on one hand one avoids complex numbers and
on the other hand there are graphs where the symmetric matrix has less eigenvalues.
Some examples can be found in Table 2.
It is obvious that the number of communication steps cannot be less than the
diameter of the graph since the information about the initial load has to be transported
once through the whole graph. In this sense the DE-OPX-methods are time-optimal
for the path and the ring of even length as well as for the hypercube. For most other
graphs––although not for all––dimension exchange needs less time than diffusion,
cf. Table 2 and Fig. 1.
5.3.2. Stability
Whereas the diffusion-OPS usually has no problems with rounding errors, for the
OPT the order of the eigenvalues has great influence on the numerical stability [5].
Experiments show that an ordering based on weighted Leja points [11] leads to best
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Table 2
Number of communication steps for some graphs and algorithms
Graph Diameter OPT DE-OPT SDE-OPT
Path Pn 2|n n− 1 2n− 2 n n+ 1
Cycle Cn 4|n 12n n 12n 12n+ 1
3|n 12n− 12 n 2n 43n+ 5
Grid Gn 2|n 2n− 2 2n2 12n2 + O(n) 34n2 + O(n)
Torus Tn 4|n n 12n2 + O(n) 18n2 + O(n) 316n2 + O(n)
Hypercube Hd d d2 d 2d − 1
results. Fig. 1 shows that both types of diffusion methods can fail, at least for some
less common graphs like the random tree. In contrast to that, numerical problems
with the dimension exchange methods with α = 12 are almost never observed. For










































































Fig. 1. Comparison of different load balancing algorithms for the grid G16, a 3d-torus of dimension
16 × 16 × 4, the random tree RT32 and a graph consisting of 168 nodes, 536 edges and nodes degrees
between 5 and 10. The steps shown here are complete steps, not sub-steps.
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6. Flows
It is important that load balancing algorithms compute flows that are not unnec-
essarily large because otherwise the subsequent scheduling would take too much
time. As mentioned before diffusion methods always compute l2-minimal flows. For
dimension exchange this is not the case. From Theorem 5 it follows by using a conti-
nuity argument that the flows are almost minimal for α near 0. Experiments suggest
that the l2-norms increase monotonically with α, see Fig. 2. Before we analyse how
the flows are bounded we first introduce a variant for DE-OPX producing lower
flows.
Note that dimension exchange using the matrices Mj−1 · · ·M1Mc · · ·Mj , j =
1, . . . , c − 1 produces different flows. An averaging process over all these balancing
flows can yield a new, substantially smaller balancing flow. By this, flows along
cycles which have different directions in some of the c computations can be reduced.
The DE-OPX can therefore be modified as follows. Do the whole computation with
all c matrices and at the end take the average of all flows. The computational costs
of course increase by a factor c, but the dominating number of communication steps
just increases by c − 1, if all c computations are done nearly at the same time––
shifted by one sub-step each. Note that all matrices have the same eigenvalues so
that they have to be computed only once. The resulting methods will be denoted by
DE-OPXcc (colour cycling). For a sample result see Fig. 2.








M1 · · ·Mj−1Aj +
1∑
j=c
























Fig. 2. l2-norm of the flow depending on α for an 8 × 8-torus (minimal flow = 1).















Ml · · ·Mj−1 +
c∑
l=j+1
Ml · · ·McM1 · · ·Mj−1

Aj .
Example 3. We continue the examples 1 and 2.
ADE = A1 +M1A2 =





ASDE = A1 +M1A2 +M1M2A2 +M1M2M2A1,
ADEcc = 1
2
(A1 +M1A2 + A2 +M2A1) =

 1 α2α
2 − 1 1 − α2−α2 −1

 .
The next theorem shows the analogy to the equation L = AADiffT that we have in
the diffusion case.
Theorem 6. For each load balancing algorithm ALG ∈ {Diff,DE,SDE,DEcc} it
holds
LALG = AAALGT.
Proof. We only prove the case ALG = DE. For the other cases the proof is done
similarly.
αLDE = I −MDE = I −Mc · · ·M1 = I −
(
I − αAcATc
) · · · (I − αA1AT1 )
= I −Mc−1 · · ·M1 + αAcATcMc−1 · · ·M1
...
= I −M1 + αA2AT2M1 + · · · + αAcATcMc−1 · · ·M1















ATj Mj−1 · · ·M1 as AkATl = 0 for k /= l
= αAADE. 
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The next theorem gives a first way of computing flows.
Theorem 7. Let ALG ∈ {Diff,DE,SDE,DEcc} be a load balancing type. We consid-
er an algorithm of the form
wk = pk(MALG)w0,





) = 0 for i = 2, . . . , m. (1)
Letw0 be an initial load distribution so thatw0 =∑mi=1 zi withLALGzi = λALGi zi







Remark 8. Condition (1) is fulfilled for all OPS-variants as it even holds that


















Finally the very simple first order scheme (FOS) wk = MALGwk−1 = MALGkw0
is also of this type.
Proof of Theorem 7. We start the proof with the simplest case, FOS:
xALGFOS










































1 − µALGi k
λALGi
because µALGi = 1 − αλALGi .
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In [9, Theorem 1] it is shown that AA+ = I − 1
n
J for an adjacency matrix A ∈
Rn×N of a connected graph. Here J is the matrix of all ones and A+ is the Moore–
Penrose pseudo-inverse of A. In a similar way the following lemma can be shown.
Lemma 9. Let LALG be one of the matrices mentioned above. Then it holds
LALGLALG
+ = LALG+LALG = I − 1
n
J.
The result of Theorem 7 is not useful enough to bound the flows because it needs
the eigenvalue decomposition of a given load vector. The next theorem is more gen-
eral as it gives a bound for the flows which only depends on the graph and the algo-
rithm but not on a special initial load distribution.





Furthermore there exists an initial load distribution w0 so that
‖xALG‖2 = ‖AALGTLALG+A‖2‖xDiff‖2.






























zi = zi .
The last term is exactly the result of Theorem 7. The second part simply follows
by taking the l2-norm.
Let N = AALGTLALG+A and ν = ‖N‖2. This means ν2 is the largest eigenvalue
of NTN . Additionally let y be the corresponding eigenvector, i.e. NTNy = ν2y.
The vector y can be considered as a flow on the graph. An initial work load w0
leading to that flow can be constructed from Ay = w0 − w by choosing w0 so that
all components are non-negative. For the flow x calculated by algorithm ALG we get





(So y was a minimal flow.) 
Although we have now a nice formula for the flows, it is still difficult to compute
the norm ‖AALGTLALG+A‖2. Most of the numbers in Table 3 are based on numerical
experiments with Matlab which means that they are not mathematically proven. For
all graphs except the hypercubes it seems as if the values are independent of the size
of the graph. The results for the path, the cycle and the hypercube (here only (S)DE-
OPT) can additionally be proven theoretically. For the path the flows are unique and
Table 3
Bounds for ‖x
(S)DE‖2‖xmin‖2 (xmin = x
Diff)
SDE-OPT DE-OPT DE-OPTcc
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therefore always minimal and for the cycle and hypercube it is possible to find an
explicit formula for the pseudo-inverse and then compute the norm either directly or
using Gershgorin’s theorem. We leave the details out here because the computations
are quite tedious.
Experiments show that––although all bounds are sharp––flows generated by ran-
dom initial load distributions are usually smaller.
7. Summary and remarks
We have presented several new finite dimension exchange algorithms and com-
pared them with diffusion versions. By the numerical experiments and the values
given in Table 2 we could see that dimension exchange is often faster and usually
more stable than diffusion. The generated flows are not minimal but they are bound-
ed. The numerical experiments as well as additional numerical evidence suggest that
by using our flow reduction technique, these bounds stay reasonably small.
In Table 2 there is still a gap of one order in magnitude between the diameter of
the grid or the torus and the number of steps. This can be overcome by a special algo-
rithm for product graphs [5]. Its dimension exchange counterpart (nearly) minimizes
the number of steps. Details about this as well as the scheduling phase will be given
in another paper.
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