Abstract-This paper shows that the Rényi information dimension (RID) of an i.i.d. sequence of mixture random variables polarizes to the extremal values of 0 and 1 (fully discrete and continuous distributions) when transformed by an Hadamard matrix. This provides a natural counter-part over the reals of the entropy polarization phenomenon over finite fields. It is further shown that the polarization pattern of the RID is equivalent to the BEC polarization pattern, which admits a closed form expression. These results are used to construct universal and deterministic partial Hadamard matrices for analog to analog (A2A) compression of memoryless sources. In addition, a framework for the A2A compression of multi-terminal correlated sources is developed, providing a first counter-part of the SlepianWolf coding problem in the A2A setting.
I. INTRODUCTION
Analog to analog (A2A) compression of signals has recently gathered interest in information theory [3] - [6] . In A2A compression, a high dimensional analog signal x n ∈ R n is encoded into a lower dimensional analog signal y m = f n (x n ) ∈ R m . The goal is to design the encoding so as to preserve in y m all the information about x n , and to recover x n from y m up to an acceptable distortion. It is worth mentioning that when the alphabet of x and y is finite, this framework falls into traditional topics of information theory such as lossless and lossy data compression. The novelty of A2A compression is to consider x and y to be real-valued and to impose regularity constraints, for example linearity of the encoder as motivated by compressed sensing [1] , [2] .
The challenge and practicality of A2A compression is to obtain dimensionality reduction, i.e., m/n 1, by exploiting a prior knowledge on the signal. For the sparsity prior, it has been shown that for k-sparse signals, and without stability or complexity considerations, the dimensionality reduction is of order k/n. Moreover, a measurement rate of order k/n log(n/k) is sufficient to get stable recovery with a tractable algorithm such as convex programming ( 1 minimization) [1] .
Recently in [3] , a foundation of A2A compression has been developed, shifting the attention to probabilistic signal models beyond the sparsity structure. It is shown in [3] that under linear encoding and Lipschitz-continuous decoding, the fundamental limit of A2A compression is the Rényi information dimension (RID). For a nonsingular mixture distribution, the RID is given by the mass on the continuous part, and for the specific case of sparse mixture distributions, this gives the dimensionality reduction k/n. [4] shows that robustness to noise is not a limitation for the framework in [3] . Two other works [5] , [6] have corroborated the fact that complexity may not be a limitation either. In [5] spatially-coupled matrices are used for the encoding of the signal, leveraging on the analytical ground of spatially-coupled codes and predictions of [8] , proving that the RID is achievable using approximate message passing algorithm for block diagonal Gaussian matrices of increasing block lengths. In [6] , based on a EPI result that was further developed in [7] , the polarization technique was used to deterministically construct partial Hadamard matrices of measurement rate o(n) in order to compress discrete variables having zero RID. However, the case of mixture distributions was left open in [6] .
This paper proposes a new approach to A2A compression by means of a polarization theory over the reals. The use of polarization techniques for sparse recovery was proposed in [9] for discrete signals, relying on coding strategies over finite fields. In this paper, it is shown that using the RID, one obtains a natural counter-part of the entropy polarization phenomenon [10] , [11] over the reals. We show that the RID of an i.i.d. sequence of mixture random variables also polarizes to the two extreme values 0 and 1 (discrete and continuous distributions). To get to this result, properties of the RID in vector settings and related information measures are first developed. It is then shown that the RID polarizes by a pattern equivalent to the BEC channel polarization [10] . This is then used to obtain universal A2A compression schemes based on explicit partial Hadamard matrices. The current paper focuses on the encoding strategies and on extracting the RID without specifying the decoding strategy. Numerical simulations provide evidence that efficient algorithms like approximate message passing or 1 -minimization may be used in conjunction to the obtained encoders.
Finally, the paper extends the realm of A2A compression to a multi signal settings. We provide here an information theoretic framework for general distributed A2A compression, as a counter part of the Slepian & Wolf coding problem in source compression [12] . A measurement rate region to extract the RID of correlated signals is obtained and shown to be tight. 
Our objective is to extend the definition of RID for vector random variables, which are not necessarily continuous. To do this, we will restrict ourselves to a rich space of random variables with well-defined RID. Over this space, it is possible to give a full characterization of the RID as we will see in a moment.
L n , where L 1 is the set of all nonsingular random variables and for n ∈ N\{1}, L n is the space of n-dimensional random vectors defined as
independent and nonsingular such that X
Over the space L, we will extend the definition of the RID along with joint RID, conditional RID and mutual Rényi information for vector random variables defined as follows: 
,
We will also need the following concepts from the linear algebra of matrices. Definition 3. Let A and B be two arbitrary matrices of dimension m 1 ×n and m 2 ×n. Also, let K ⊂ [n]. The influence of the matrix B on the matrix A and the residual of the matrix A given B over the column set K are defined to be 
is the random set consisting of the position of continuous components.
Using Theorem 1, we obtain a list of properties of the RID. 
III. MAIN RESULTS
This section gives an overview of the results in the paper.
A. Polarization of the RID
Definition 4. Let α ∈ [0, 1]. An "erasure process" with initial value α is defined as follows:
• e ∅ = α, e + = 2α − α 2 and e − = α 2 .
• Let e n = e b1b2. • (e n , F n ) is a positive bounded martingale.
• e n converges to e ∞ ∈ {0, 1} with P(e ∞ = 1) = α.
where N = 2 n is the number of possible values for e n .
Let n ∈ N and N = 2 n . Assume that X For i ∈ [N ] , let us define two processes I n and J n as follows: Remark 2. In the t terminal case t > 2 for a t terminal memoryless source (X 1 , X 2 , . . . , X t ), using a similar method it is possible to construct erasure processes with initial values
), polarizing to {0, 1}.
B. Single terminal A2A compression
In this subsection, we will use the properties of the RID developed in Section II to study the A2A compression of memoryless sources. 
Remark 3. For an intuitive interpretation of -REP definition, assume that all of the measuring devices have a finite precision of order 1 q . In that case, the potential information of the source will be H([X N 1 ] q ). By writing the -REP definition in the equivalent form
≥ 1 − , it is easy to see that an -REP matrix Φ N preserves more than 1 − ratio of the information of the signal. Also, notice that the -REP property generally depends on the distribution of the source p X . Remark 4. For a memoryless source with d(X) > 0, if we divide the numerator and the denumerator in the expression (1) by log 2 (q), take the limit as q tends to infinity and use the definition of the RID, we get the equivalent form
≤ , which implies that the information isometry is equivalent to the RID isometry.
We can also extend the definition when the probability distribution of the source is not known exactly but it is known to belong to a given collection of distributions Π. Definition 6. Suppose Π = {π : π ∈ Π} is a class of nonsingular probability distributions. The family of measurement matrices {Φ N } is -REP(Π) with measurement rate ρ if it is -REP(π) for every π ∈ Π with measurement rate ρ.
We are mostly interested in a characterization of the required measurement rate in order to keep the information isometry. Similar to all theorems in information theory, we do this using the "converse" and "achievability" parts. Remark 5. In lossless source coding, the encoding rate must be greater than the entropy of the source. Theorem 5 shows that in the A2A compression setting the appropriate measure is the RID of the source.
Theorem 6 (Achievability result). Assume that the conditions of Theorem 5 holds. Then, for any > 0, there is a family of -REP partial Hadamard matrices of dimension
n with measurement rate ρ = d(X 1 ).
We also have the general result in Theorem 7.
Theorem 7 (Achievability result). Let Π be a family of nonsingular mixture distributions with strictly positive RID. For any > 0, there is a family of -REP (Π) partial Hadamard matrices of dimension
Remark 6. Theorem 7 states that there is a fixed ensemble of measurement matrices capable of capturing the information of all of the distributions in the family Π, however the recovery process might need to know the exact distribution of the signal in order to achieve perfect recovery.
C. Multi terminal A2A compression
In this section, our goal is to extend the A2A compression theory from the single terminal case to the multi terminal case. Here, the idea is that we have a memoryless source which is distributed in more than one terminal and we are going to take linear measurements from different terminals in order to capture the information of the source.
be a two terminal memoryless source with a probability distribution p X,Y over R 2 . The family of distributed measurement matrices {Φ
lim sup
, an argument similar to Remark 4 shows that (2) can be equivalently stated as
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Definition 9. Assume that Π is a class of nonsingular probability distributions over R 2 . The Rényi information region of the class Π is the intersection of the Rényi information region of the distributions in class Π.
Similar to the single terminal case, we are interested in the rate region of the problem. We obtain the following converse and achievability results. (ρ x , ρ y ) . Then,
Remark 8. This rate region is very similar to the rate region of the distributed source coding (Slepian & Wolf) problem with the only difference that the discrete entropy has been replaced by the RID.
there is a family of -REP partial Hadamard matrices with measurement rate (ρ x , ρ y ).
We have also the general result in Theorem 10, which implies that we can construct a family of truncated Hadamard matrices, which is -REP for a class of distributions. 
IV. PROOF TECHNIQUES

A. Polarization of the RID
In this part, we will prove the polarization of the RID in the single terminal case. The proof for the multi terminal case is very similar.
Proof of Theorem 3: For the initial value, we have I 0 (1) = d(X 1 ). Let n ∈ N and N = 2 n . To simplify the proof, instead of Hadamard matrices, H, we will use shuffled Hadamard matrices,H, constructed as follows:
, denotes the i-th row ofH N . Let X N 1 be as in Theorem 3 and supposeZ
We first prove thatĨ is also an erasure process with initial value d(X 1 ) and evolves as follows 
where
, 1} is the amount of increase of the rank ofH + which corresponds to the row 2i − 1 ofH 2N . Now, if we look at the first block of theH 2N , we notice that addingh i has the same effect in increasing the rank of this block as it had inH N . A similar argument holds for the second block. Moreover, addingh i increases the rank of the matrix if it increases the rank of either the first or the second block or both. Let 1 i (Θ N 1 ) ∈ {0, 1} denote the random rank increase ofH i−1 by adding the i-the rowh i , then we have 
LetW
. By the structure ofH N , we obtaiñ
).
Using the chain rule for the RID, one can check that
which along with (3), implies thatĨ n (i) − =Ĩ n (i) 2 , thusĨ is an erasure process with initial value d(X 1 ). It can also be shown that the results are valid ifH N is replaced by H N .
B. Single terminal A2A compression
In this part, we will overview the techniques used to prove the achievability part. We will give an explicit construction of the measurement ensemble. Let n ∈ N and let N = 2 n . Assume that X 
. From Theorem 3, I is an erasure process with initial value d(X). We will construct the measurement matrix Φ N by selecting all of the rows of H N with the corresponding I n value greater than d(X). By doing this for all N 's that are a power of 2, we obtain the ensemble
Proof of Theorem 6: We first show that the family {Φ N } has measurement rate d(X). Notice that the process I n converges almost surely. Thus, it also converges in probability. Specifically, by uniform probability assumption
It remains to prove that {Φ
denote all of the indices in S before i. We have
which shows the -REP property for {Φ N }.
V. SIMULATION
Up to now, we defined the notion of -REP for an ensemble of measurement matrices. This definition is what we call an "informational" characterization. Now, we can ask weather this has some "operational" implications, in the sense that after having the linear measurements, is it possible to recover the source up to an acceptable distortion? In particular, is there a computationally feasible algorithm to do that?
For simulations, we use a unit variance sparse distribution p X (x) = (1 − δ)δ 0 (x) + δp c (x), where δ 0 (x) is the unit delta measure at point zero and p c is the distribution of the continuous part. We use the MSE (mean square error) as distortion measure. The simulations are done with the Hadamard matrix of order N = 512. To build the measurement matrix A, we select all of the rows of H N with highest conditional RID, as stated in IV-B, until we get acceptable recovery distortion. Figure 1 shows the phase transition (PT) diagram for the 1 -minimization algorithm. The simulations are done with 3 different distributions for p c : Gaussian, Laplacian and Uniform. The recovery is successful for the measurement rates above the plotted curves. The results show the insensitivity of the PT region to the distribution of the continuous components. We also simulated the AMP algorithm for the Gaussian case, z t = y − Ax t + 1 γ z t−1 η t−1 (A * z t−1 +x t−1 ) ,
where y = A x, γ is the measurement rate, a 
