This paper introduces a new graph problem to find an Optimal Euler Circuit (OEC) in an Euler graph. OEC is defined as the Euler circuit that maximizes the sum of contiguous costs along it, where the contiguous cost is assigned for each of the two contiguous edges incident to a vertex. We prove that the OEC problem is NP-complete. A polynomial time algorithm will be presented for the case of a graph without vertex of degree greater than 4, and for the general case, a 1/4-approximation polynomial time algorithm will be proposed.
Introduction
The edge-traversing problem in a graph was first proposed by Euler in 1736, when he studied the famous Königsberg bridge problem. The Euler path [1] in a graph is the path which visits all the edges exactly once. Not all graphs have Euler paths. Euler showed that a connected graph contains Euler paths iff it has no vertex of odd degree, or all the vertices except two are of even degree. In the latter case, the two odd vertices must be the start and end vertices of the Euler path. Euler circuit is defined as the Euler path which starts and ends at the same vertex. A graph has an Euler circuit iff all the vertices are of even degree. Such a graph is called an Euler graph. The Euler path problem can be converted to the Euler circuit problem by connecting the two odd vertices, if they exist, by a new edge. Without specification, in this paper, we assume the graph is an undirected Euler graph.
Usually there is more than one Euler circuit in an Euler graph. Consider the following situation: Given a cost (contiguous cost) for each of the two contiguous edges incident to a vertex, one of the interesting problems is to find the circuit with the maximum sum of contiguous cost among all the possible Euler circuits. We call this problem as the Optimal Euler Circuit (OEC) problem.
The OEC problem has practical applications. For example, it is possible to recover the pen-tip trace for a singlestroked offline handwritten image by finding the optimal Euler path under the principle that humans usually write in the † † The author is a emeritus professor of the University of Electro-Communications, Chofu-shi, 182-8585 Japan.
a) E-mail: qiaoyu@math-sys.is.uec.ac.jp DOI: 10.1093/ietfec/e90-a. 1.274 smoothest way or with the least energy cost [2] , [3] . The rests of this paper are organized as follows. The formal definition of the OEC is given in Sect. 2. In Sect. 3, we prove the OEC problem is NP-complete by reducing the Traveling Salesman Problem to the OEC problem. Section 4 presents a polynomial time algorithm to find the OEC if the graph contains no vertex of degree greater than 4, and Sect. 5 introduces a 1/4-approximation algorithm for the general Euler graph. The Optimal Multiple Euler Circuits problem is formulated and solved in Sect. 6. Experimental results are described in Sect. 7. The paper is concluded in Sect. 8.
Contiguous Cost and Optimal Euler Circuit
Two edges e i and e j incident to a vertex is referred to as a contiguous pair (e i , e j ). We assign a contiguous cost, denoted by c(e i , e j ), for each of the contiguous pairs in the graph. For convenience, if edge e i starts and ends at the same vertex (loop edge), we divide it into two edges, e i1 and e i2 , and the contiguous costs are defined separately for them. Then the graph is represented by G = (V, E, C), where V and E are sets of vertices and edges, respectively, and C denotes the set of contiguous costs. In this paper, we assume the contiguous cost is non-negative. The total number of the contiguous cost (size of C)
Edge Continuity Relation (ECR) at vertex v is defined as the set of the contiguous pairs, which covers all the edges incident to v. Let N e (v) denote the set of all the edges incident to v. Formally, for vertex v of degree 2k, ECR is:
where (e s i , e t i ) denotes a contiguous pair. The total number of the possible ECRs at v is (2k − 1)(2k − 3) . . . 1. Given ECR(v), we define vertex contiguous cost as:
A vertex of degree two only has one case of ECR and its contiguous cost is fixed. Henceforth, we omit the discussion on 2-degree vertices.
The contiguous cost of path l = e 1 , e 2 ,. . . ,e n is defined as the sum of the contiguous cost of every two contiguous edges along l. Formally, we have 
The Euler circuit that maximizes the contiguous cost is called Optimal Euler Circuit.
Given Euler circuit l, we can uniquely find its corresponding ECR at each vertex v j by converting each two neighbor edges in l into a contiguous pair. Thus we can rewrite the Eq. (1) into the form of vertex contiguous cost,
We define optimal Euler path as the Euler path with the maximum contiguous cost.
The optimal Euler path can be interpreted in a probability framework. The probability of Euler path e 1 , e 2 , . . . , e n is estimated as, P(e 1 , e 2 , . . . , e n ) = P(e n |e 1 , . . . , e n−1 )P(e n−1 |e 1 , . . . , e n−2 ) . . . P(e 1 ), (5) where P denotes the probability function. In many practical situations, the current edge is influenced mainly by its previous edge (Markov property), and we have, P(e 1 , e 2 , . . . , e n ) = P(e n |e n−1 ) . . . P(e 2 |e 1 )P(e 1 ).
Thus, log(P(e 1 , e 2 , . . . , e n )) = log(P(e n |e n−1 )) + log(P(e n−1 |e n−2 )) + . . . + log(P(e 2 |e 1 )) + log(P(e 1 )).
For a given graph, we set c(e i , e i+1 ) = M+log(P(e i+1 |e i )) (M is set large enough so that all the cost are non-negative). If P(e 1 ) can be seen as a constant, the maximum of probability P(e 1 , e 2 , . . . , e n ) corresponds to the maximum of contiguous cost f (e 1 , e 2 , . . . , e n ), that is, the Optimal Euler Path problem.
NP-Completeness of Optimal Euler Circuit
Given an Euler graph, one can find an Euler circuit by using the Fleury algorithm [4 p.193 ]. The Fleury algorithm starts at any vertex, and traverses the next edge, which neither has been visited nor is a bridge in a reduced graph, until all the edges are visited. By "reduced graph," we mean the original graph minus the visited edges.
Inspired by the Fleury algorithm, we have the following algorithm to enumerate all the Euler circuits: The simplest way to find OEC is to enumerate all the Euler circuits, however, the number of the Euler circuits may increase greatly with the number of the vertices. Concerning this, we have the following theorem:
Theorem 1: The number of Euler circuits in an Euler graph is greater than 2
n , where n is the number of the vertices of degree ≥ 4.
Proof: Let g(G) denote the number of the possible Euler circuits in Euler graph G, and d(G) denote the number of the vertices of degree ≥ 4 in G.
Suppose that for vertex v i of degree 2n (n >2) in G, the 2n edges incident to v i are denoted by e By following the induction method: there are the two possibilities to merge o i1 and o i2 into one Euler circuit of G at v i (Fig. 1 ). So we have Figure 2 shows the case for which the lowest boundary 2 n is attained in Theorem 1.
Theorem 2:
The OEC problem is NP-complete.
Proof: 1) At first we prove OEC is in the class NP. For a circuit o, we can verify whether o is an Euler circuit of a graph with f (o) ≥ c by:
• check that o visits every edge in the graph exactly once and • check that the contiguous cost of o is larger than c.
Both of the above steps can be executed in O(|E|) time, so OEC is in NP.
2) Next, we show that the Traveling Salesman Problem (TSP) in complete graph can be reduced to the OEC problem. The TSP aims at finding the shortest Hamilton circuit in a weighted graph. The Hamilton circuit is the one which visits each vertex exactly once. It is well known that TSP is NP-complete [5 p .211] and a survey of TSP can be found in [6] .
Let G=(V, E) denote a completed graph for TSP. In the next, we show how to construct its corresponding graph G =(V , E ) for the OEC problem (Fig. 3) . V contains just one vertex v . Each vertex v i in V is converted into an edge e i in E , thus |V| = |E |. Every edge in E starts and ends at vertex v . Because both e i and e j start and end at the same vertex, when given contiguous cost, each of them should be divided into two new edges, denoted by e i1 , e i2 or by e j1 , e j2 . Then there are 6 contiguous pairs between them. Note that two contiguous pairs (e i1 , e i2 ) and (e j1 , e j2 ) don't belong to any Euler circuit. The contiguous costs of other 4 pairs (e i1 , e j1 ), (e i1 , e j2 ), (e i2 , e j1 ) and (e i2 , e j2 ) are set equally
. . , e in . Also for each Euler circuit in G , there is a corresponding Hamilton circuit in G. It is easy to see that
) is the length of l. Therefore, if G has a Hamilton circuit with length at most len, then G has an Euler circuit with cost at least |V|d m − len and vice versa. The TSP in complete graph can be reduced to the OEC problem. Because the TSP is in NP-completeness, so is the OEC problem. QED
OEC Problem in Graph with Vertices of 4 Degree Only
If all the vertices in graph are of degree 4, we find that there exists a polynomial time algorithm to find the optimal Euler circuit. The algorithm is presented as follows and an example is shown in Fig. 4 . into one circuit (Fig. 1) . We define the merge cost of o i1 and o i2 at vertex v i as:
It is easy to see that Merge(o i1 , o i2 , v i ) must be non negative. Based on this, we can define the merge cost of o i1 and o i2 as: 
Therefore to find the optimal Euler circuit with maximum contiguous cost f (c), we need only to minimize the second term w(e j ) in Eq. (9). This is just the classical minimum spanning tree (MST) problem. It can be solved efficiently by using the Kruskal algorithm or the Prim algorithm [7] . 
On the other hand, let H m denote the minimum spanning tree of G o . Then,
The complexity of the proposed algorithm is estimated as follows: Calculate vertex contiguous cost O(|V|), find path/circuits O(|E|), and search minimum spanning tree, which is executed in O(|R| log(|O|)) by using the Kruskal algorithm. Since |O| ≤ |E| and |R| ≤ |V|, the complexity of Algorithm 2 is O(|V| log(|E|) + |E|).
1/4-Approximation Algorithm
In this section, we will present a 1/4-approximation algorithm of polynomial time for the OEC problem of the general Euler graph. It is meant by the "1/4-approximation" that the contiguous cost of the Euler circuit obtained by our algorithm is at least 1/4 of that of the OEC.
A contiguous pair of edges is called invalid, if after connecting the two edges of the pair into one edge, the graph falls into two disjoint graphs where there exists no edge connected between them; otherwise called valid. In Fig. 1, (e 1 ,  e 3 ) and (e 2 , e 4 ) are valid pairs while (e 1 , e 2 ) and (e 3 , e 4 ) are invalid pairs. There exists a linear algorithm based on the depth first search [8] to check whether the contiguous pair is valid or not. The proposed approximation algorithm is a greedy one and the details are described as follows: We estimate the time complexity of Algorithm 3 as follows, 1) Sorting C contiguous costs using heap sort:
O(|C| log |C|). 2) Checking whether each of the contiguous pairs is valid or not: O(|C||E|). As |C| is at most O(|E|
2 ), it follows that the total complexity is O(|E| 3 ).
Theorem 4: The Algorithm 3 GREEDY OEC(G) can always find an Euler circuit.
Proof: At each of the iterations of step 2, it is clear that new graph G k+1 obtained must be a connected graph, since only the valid contiguous pair is merged. And all the vertices in G k+1 are of even degree. Therefore G k+1 must be an Euler graph. The number of edges in G k+1 is less than that in G k by one. Finally G K must be composed of one circuit which corresponds to the Euler circuit of G. QED
Theorem 5: The contiguous cost of the Euler circuit found by Algorithm 3 GREEDY OEC(G) is at least 1/4 times of that of the optimal Euler circuit.
Proof: We use function h(G) to represent the contiguous cost of the optimal Euler circuit of G. Let oec k denote the optimal Euler circuit of G k . To begin with, at each iteration of the step 2 in Algorithm 3, we will show that the following inequality always holds.
where (e k1 , e k2 ) is the valid contiguous pair with the maximum contiguous cost, selected in the Step 2.1 of Algorithm 3. Let v k denote the vertex incident to the two edges e k1 and e k2 .
(1) If (e k1 , e k2 ) is a path contiguous pair along oec k , it is easy to see h(G k ) = h(G k+1 ) + c(e k1 , e k2 ) and Eq. (10) is true. (2) If (e k1 , e k2 ) is not a path contiguous pair along oec k , let (e k1 , e k3 ) and (e k2 , e k4 ) be the two different path contiguous pairs along oec k . We separate the two pairs (e k1 , e k3 ) and (e k2 , e k4 ) along oec k , and then connect the four edges according to contiguous pairs (e k1 , e k2 ) and (e k3 , e k4 ). Depending on whether or not the result after separating and connecting is connected, there are two possible cases.
Case (a)
After separating and connecting, oec k is converted to a new Euler circuit l k+1 (Fig. 5(a) ), which must be an Euler circuit of G k+1 , and its contiguous cost can be calculated by: (Fig. 6(b1) ). We can obtain new Euler circuit l k+1 of G k+1 by separating three pairs (e k1 , e k3 ), (e k2 , e k4 ), and (e k5 , e k6 ) in l k , and then connecting each of three pairs (e k1 , e k2 ), (e k3 , e k5 ), and (e k4 , e k6 ) into one edge. The contiguous cost of l k+1 can be calculated as: (Fig. 6(b2) ).
Two edges e k5 and e k6 must be incident to another vertex v k .
And o k2 must include at least one pair of edges (e k7 , e k8 ), which is incident to v k . We change the ECR at v k from {(e k5 , e k6 ) and (e k7 , e k8 )} to {(e k5 , e k7 ) and (e k6 , e k8 )}, thus the two circuits o k1 and o k2 will be merged into one circuit l * k+1 , which is an Euler circuit of G k+1 . We have 
Throughout the procedure of step (2), we always have
As G K includes only one edge, h(G K )=0. Thus the contiguous cost of the Euler circuit found by GREEDY OEC(G), calculated as Σ k c(e k1 , e k2 ), is at least 1/4 times of h(G). It follows that Algorithm 3 is a 1/4-approximation algorithm. QED
Optimal Multiple Euler Circuits
Another interesting problem is to find a set of Euler circuits, denoted by O = {o 1 , o 2 , . . . , o K }, where every edge in graph G is visited exactly once by one of the circuits. The contiguous cost of set O can be calculated by:
The Optimal Multiple Euler Circuits is defined as a set of circuits which maximizes the above contiguous cost. Interestingly, the algorithm to find the optimal Multiple Euler circuits is much easier than that used to find the optimal Euler circuit. In fact, we can find the ECR with the maximum vertex contiguous cost at each vertex. Then by connecting the edges into a circuit according to each of the ECR, we will have the optimal multiple Euler circuits.
Note the ECR with the maximum vertex contiguous cost at each vertex v can be obtained by finding the perfected weighted matching (PWM) [9] among all the edges incident to v. There is a polynomial time algorithm to solve the PWM [10] .
Experiments
We have implemented the Algorithm 2 in Sect. 4 and the Algorithm 3 in Sect. 5 in C++. The source codes can be downloaded from the first author's homepage: http://www.mathsys.is.uec.ac.jp/˜qiaoyu/oec/OEC.zip.
We made 2 experimental studies to examine the performances of the two algorithms proposed above. 1) The Euler graphs and their contiguous costs were generated at random and the computational time consumed by each of them is shown in Fig. 7 to compare between the two cases of the algorithms executed on a PC with P4 3G CPU and 1G memories. We can find that the Algorithm 2 is much faster than the Algorithm 3.
2) In the second experiment, we tried to know how near the result of the greedy Algorithm 3 is to the OEC. Note that the experiments were limited to the graph composed of the 4-degreed vertices only. The result is shown in Fig. 8 . The average contiguous cost calculated by the greedy Algorithm 3 is 95.17% of the optimal cost, which is much higher than the 1/4 lower theoretical boundary indicated by the Theorem 5.
Conclusions and Discussions
This paper introduces a new problem -the Optimal Euler Circuit problem. A polynomial time algorithm to find the OEC was proposed for the graph whose vertices are of 4 degree. For the general case, we proved the Optimal Euler Circuit problem is NP-complete and developed a 1/4 approximation algorithm. The Optimal Multiple Euler Circuits problem is also introduced.
In another study [2] , we have applied the proposed algorithm to recover the drawing order from offline handwritten images and achieved a recovery rate of 93.75% on more than 13,000 static images.
Although the contiguous cost is assumed to be nonnegative and the Optimal Euler Circuit is defined as the one with the maximum contiguous cost, it is noted that the proposed algorithms can be generalized to deal with negative contiguous cost and to find the Euler circuit with the minimum contiguous cost.
Related with the contiguous cost, there are some new problems: (1) Shortest Path Given the start and end vertices, find a path between them with the minimum contiguous cost. It is easy to see that this can be solved by the famous Dijskra algorithm. (2) Double traced edges If a graph includes more than 2 vertices of odd degree, the path covering all the edges must include multiple-passed edges. The Chinese Postman Problem (CPP) aims at finding a path with minimum length that visits each of the edges at least once, which may contain multiple-passed edges. The CPP can be solved by a polynomial time algorithm [9] . There is a problem: how to find the path with minimum contiguous cost which visits each of the edges at least once in the non-Euler graph. 
where w(e i ) is the weight of edge e, c(e i , e j ) is its contiguous cost and α is a constant. Based on this new definition, there will be a CPP or TSP problem that aims at minimizing the mixed cost.
