The "cocktail party problem" asks how we know what one person says when others are speaking at the same time. In our simulated cocktail party, a subject sits among multiple talkers, each telling a different story. A sequence of questions are drawn from the various stories and presented visually for subjects to answer with manual responses. One talker is identified (visually) as the primary, the one from whom a majority of questions are taken. Pay is based on correct answers, and attention is assessed by comparing response accuracy on questions from the primary and from the other talkers. With interest in the difficulty faced by older and often hearing-impaired listeners in multi-talker environments, the present experiment looks at the speed of shifting attention. All questions are from a primary, chosen at random from question to question. The speed of shifting is measured by varying the time from when the new primary is identified to the moment when the relevant information appears in that story. In a related study, bilingual subjects must shift attention to talkers speaking either English or Spanish. This allows determination of the additional time needed to switch languages within this multi-talker environment.
ATTENTIONAL SWITCHING WHEN LISTENERS RESPOND TO SEMANTIC MEANING EXPRESSED BY MULTIPLE TALKERS
Study of how we deal with a complex auditory scene began, to a great extent, with Cherry's [1] question, "How do we recognize what one person is saying when others are speaking at the same time?" His "cocktail party problem" refers to the fact that listeners in a multi-talker environment are able to hear out and comprehend information spoken by a person that we [2] refer to as the 'primary' talker, despite energetic and informational interference from other, secondary talkers, each of whom is telling their own story. In the half century since its inception, work on the problem has relied heavily on two experimental paradigms, Dichotic Listening (DL) and the Coordinate Response Measure (CRM). In the DL paradigm, headphones are used to present continuous speech from two different talkers, one to each ear. Instructions are to "shadow" speech at the attended ear, that is, to repeat it as it appears. When questioned about stimuli in the unattended ear at the end of a session, subjects know little beyond the gender of the talker [1, 3, 4] . Evidence that there is some processing of unattended words in short term memory has been shown by brief pauses or stammers in shadowing when the word relates to a word just heard in the shadowed speech, and subjects sometimes report hearing their own name if it is inserted unexpectedly in the unattended stimulus [3, 5] . Nevertheless, the general conclusion from DL is that for understanding speech, the listener attends to only one talker at a time. In the CRM, multiple talkers are heard from different spatial angles relative to the subject. Each of them says, in lock-step, "Ready, (call sign) go to (keyword 1) (keyword 2) now." Before the session, a subject is assigned a specific call sign and instructed to attend to the sentence spoken by that talker and report their keywords. Often, keyword 1 is a color and keyword 2 is a number, both drawn from a small set of possibilities. This technique allows for immediate evaluation both of correct responses and of specific intrusions of keywords spoken by unattended talkers [6] . Some major results show that performance is higher if the gender of the unattended talker(s) differs from that of the attended talker and if the spatial angle between talkers is large [7] , but the general consensus, as in DL, is that listeners find it difficult to process two talkers at a time [8] .
While the classical paradigms have shown important factors that affect speech perception in a multi-talker environment, each has drawbacks that limit our understanding of verbal communication in a natural cocktail party. The major problem for DL is inherent in the shadowing task itself. For one, the subject's own voice is an acoustic masker. Perhaps more problematic for understanding why the attended stream seems to block comprehension of the unattended one is that the subject is not just listening to the attended stream but also conforming it into motor commands for verbal repetition. Another potential problem is that listener's inability to describe the content of the unattended speech may occur because questions about the unattended speech are delayed until the end of a session, precluding information processed only in short-term working memory. CRM deals well with the problems that exist in DL. For one, the subject is quiet during the stimulus presentation, and CRM produces a plethora of data for statistical analysis. CRM, however, lacks ecological validity because it is unlike natural speech encountered in a cocktail party, with all talkers speaking at the same time with identical syntax. Also, the flow of information is not continuous, with keywords occurring at a specific moment in each trial, allowing listeners to focus attention in tune with prosody. Perhaps the greatest difference is that the stimuli are virtually without semantic meaning. Certainly, the words 'ready', 'go to' and 'now', make the stimulus a real sentence, but repeating them on every trial turns them merely into acoustic place holders. What is more, the lists from which keywords are drawn are too tiny to consider these responses as tests of semantic processing. Indeed, a subject may readily identify tokens from a small list of keywords on the basis of phonetic analysis alone, saying, for example, "Three," in response to the vowel (i) and "Two," in response to the vowel (u). With these issues in mind, we have created a new experimental paradigm intended to provide a more naturalistic cocktail party environment. Following the lead of DL, participants respond to real speech, but without problems presented by the subject talking at the same time as listening. Following the lead of CRM, data based on both attended and unattended speech is gathered throughout a session by visually posing questions for immediate response based on test information presented in one of the speech stimuli. An important part of speech reception in such an environment is that informational content of a particular test segment is affected by constraints of natural language and semantic content that occur both before and during the segment of interest. In our simulated cocktail party paradigm, measurement is of the subject's ability to recognize test words drawn from the text; this is based on forced-choice selections of one of a pair of visually displayed answers that accompany each question. In what we call a semantic condition, the test word carries the meaning of the story without using the actual word (i.e., a synonym). Conversely, what we call a phonetic condition, the test word is identical to that in the text. Factors thus far examined with this technique have included: 1) the roles of information that separates talkers, such as direction and fundamental pitch; 2) the extent to which a listener can process speech from non-primary talkers; 3) the speed with which a listener may switch attention between talkers. In the future, we will use the technique with hearing impaired listeners in hopes that our representation of experimental cocktail party that more closely represents a realworld, cocktail party will allow us to better understand the difficulties faced by subjects wearing hearing aids. Of special importance are older patients who make of the majority of those listeners.
In the simulated cocktail party, a listener sits at the center of a circle whose perimeter can include multiple talkers. Each of the talkers tells his or her own story, in this case, excerpts from published short stories which we deem to represent natural speech. Throughout the course of a session, a visual display presents a question drawn from one of the stories along with two potential answers, one of which is correct. Subjects respond with push buttons and receive a monetary payoff for every correct answer. The display also designates one of the talkers as the primary, and the subject is instructed that during the session, the majority of questions will come from that talker, with the remaining questions drawn from secondary talkers. As such, a subject who is unable to attend to more than one talker can optimize payoff by attending only to the primary. The instruction is meant to focus attention on a single talker in a way that a listener in a real cocktail party typically chooses to communicate with a single person. But, also as in a real cocktail party, the listener may wish to eavesdrop, that is, to also listen in to speech from a secondary talker. For the most part, questions presented during a session are based on information in short segments of5 to 8 words and appear 1 sec after the end of the segment. The informational difference between the two possible answers is purely local, in the sense that a subject must specifically process the segment in order to answer it better than chance. For an example of the difference between phonetic and semantic conditions, imagine a story that says, "The old woman loved looking out her window at the trees."
The question:
The old woman loved looking at… Answers in phonetic condition:
(1) the trees (2) the lake Answers in semantic condition:
(1) the forest (2) the lake
Experiment 1: Effect of semantic and phonetic processing and spatial proximity in attention
Here, stories from three female talkers were presented at 0°, ±7.5° and ±60° relative to the midline, with the one on the midline labeled "primary." The direction of the "primary" talker was indicated in the display. Subjects were 36 young, native English speakers with normal hearing. All questions were first calibrated in an environment with only a single talker. Any question that was not answered correctly by all 4 subjects in this phase was eliminated from the corpus. In the full-attention condition (a), 12 subjects knew that 100% of the questions would come from the primary talker. In the shared-attention condition (b), a different 16 subjects knew that 60% of the questions would come from the primary talker and the rest would be split evenly between the secondary talkers. Another 8 subjects participated in a phonetic version of the shared-attention condition (c), in which everything was the same as in condition (b), except that answers included phonetic information. Figure 1 shows performance with different angular distance between the primary and secondary talkers (Figs. 1a and 1b were adapted from [2] ). Solid and dashed lines represent answers to questions from primary and secondary talkers, respectively. In the full-attention case, tested only with semantically based answers (Fig. 1a) , performance showed a significant spatial release from the masking produced by secondary talkers, i.e., better performance with separations of 60° [t(11) = -2.639, p = 0.027, after the application of a rationalized arcsine unit transformation [9] on the data]. Comparing Fig. 1b to 1a shows that primary performance was not further compromised in the sharedattention task, though the seeming spatial release for the primary talker in Fig. 1b was not significant [t(15) = -1.157, p = 0.266]. Performance on questions from the secondary talkers (averaged across different talker separations) did not differ from chance [t(15) = 1.823, p = 0.088]. The slight trend toward better performance on secondary talkers who were closer in angle to the primary was not significant [t(15) = 0.622, p = 0.543] though it is in accord with a significant trend in that direction in a task with only one primary talker and one secondary placed symmetrically around the midline [2] . This downward slope suggests the interesting possibility of a facilitating effect on secondary performance by an attentional spotlight. Comparing Fig. 1c to 1b reveals that primary performance with the phonetically based answers was similar to that with the semantically based answers. But, for questions based on the secondary talkers, results in Fig. 1c produced performance well above chance [t(7) = 3.208, p = 0.015], an indication of a degree of eavesdropping, albeit only with the presence of phonetic information. 
Experiment 2: Effect of semantic and phonetic processing and the ability to switch attention to a different talker
Stories from three female talkers were presented at 0° and ±60° relative to the midline. The direction of the "primary" talker as indicated in the display was changed from time to time during the experiment. Performance was measured as a function of preparation time, defined as the interval between the moment when the display switched the location of the "primary" and the moment when information in the story needed to answer the question appeared. On 35% of all questions, the direction of the "primary" talker for the current question was the same as that for the previous question (no-switch condition). Subjects were 16 young, native English speaking subjects with normal hearing. 8 subjects participated in experiment A, where all questions were based on semantic information. Eight different subjects participated in experiment B, where all questions were based on phonetic information. Fig. 2 displays performance with the shortest preparation time (0.2s, left), the longest preparation time (1.8s, middle), and in the no-switch condition (right). Clearly, 0.2s preparation time was too small for complete switching of attention in either condition. Nevertheless, even with these short delays, results were consistent with those shown in Figs. 1b and 1c in that scores were near chance when answers contained only semantic information but were above chance when answers contained phonetic information as well. As would be expected, all performance was high with the longest preparation and in the no-switch condition. With answers containing phonetic information, the difference between the test questions with 1.8s preparation time and those with no-switch was not significant [t(7) = -0.026, p = 0.98], but with answers containing only semantic information, the performance with no-switching was significantly higher than that with a 1.8s preparation time [t(7) = -3.622, p = 0.009]. Testing with multiple preparation times allowed estimation of the speed of switching for each subject. These were obtained by fitting logistic psychometric functions to the performance for semantic information and phonetic information, respectively. Subjective switching times were defined as the preparation time at the mid-point of each function. These are plotted in Fig. 3 . These results show that the switching time in the phonetic condition was significantly faster than that in the semantic condition [F(1,14) = 10.412, p = 0.006; one-way between-subjects ANOVA]. Based on these data, as well as others currently undergoing study, we feel that the simulated cocktail-party paradigm has great promise. While agreeing with classic results that show interference in multi-talker environments, the new technique goes farther by separate study of performance based on purely phonetic processing of speech sounds from purely semantic processing of speech meaning. In addition, it offers a means for study of eavesdropping, that is, the ability to derive information from speech spoken by someone other than the primary talker. Finally, measures of the speed with which a listener changes attention in our cocktail party will allow for new ways to conceptualize the problem faced by hearing impaired individuals, especially elderly patients who report great difficulty when listening among multiple talkers.
