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Abstract
A Liouville–Green (or WKB) asymptotic approximation theory is developed for the class of linear
second-order matrix differential equations Y ′′ = [f (t)A + G(t)]Y on [a,+∞), where A and G(t) are
matrices and f (t) is scalar. This includes the case of an “asymptotically constant” (not necessarily diag-
onalizable) coefficient A (when f (t) ≡ 1). An explicit representation for a basis of the right-module of
solutions is given, and precise computable bounds for the error terms are provided. The double asymptotic
nature with respect to both t and some parameter entering the matrix coefficient is also shown. Several
examples, some concerning semi-discretized wave and convection–diffusion equations, are given.
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The idea of the so-called Liouville–Green (or WKB, or WKBJ) approximation for the solu-
tions to scalar differential equations like y′′ = q(t)y, has been revitalized in the 1920s, motivated
by the need of having explicit approximate analytical representations of solutions to the one-
dimensional stationary Schrödinger equation in quantum mechanics (see [19, Chapter 6] for a
historical account). It was only in the late 1950s that the formal representations largely used
by physicists were put on sound rigorous grounds by F.W.J. Olver [18]. Theorems for q(t) real
or complex, and for the oscillatory as well as the nonoscillatory case, were established under
rather general assumptions. Explicitly computable bounds for the error terms involved were also
provided [19, Chapter 6].
Despite the broad interest for linear second-order matrix differential equations or, equiva-
lently, systems in mechanical and electrical engineering, e.g., in circuit and system theory ([9,
vol. 2], [3–5]) extensions of these results to second-order systems have been missing in the
literature, except for the 1987 paper by D.R. Smith [20]. Some contributions by U. Elias and
H. Gingold [7,8] should also be mentioned, but neither the second-order formulation was main-
tained, nor explicitly computable error bounds were derived. Moreover, in [7,20] the special case
of a whole matrix coefficient, real or complex, piecewise differentiable or even analytic, and fully
diagonalizable was considered. Here we make considerably weaker assumptions, at the price of
restricting our results to a certain class.
In this paper, we develop a Liouville–Green asymptotic theory for second-order matrix differ-
ential equations,
Y ′′ =Q(t)Y, t ∈ [a,+∞) ⊂ R (1)
(equivalent to the corresponding vector system of differential equations), in some class. This is
described by Q(t) = f (t)A + G(t), A being any given nonsingular constant (not necessarily
diagonalizable) matrix, f (t) > 0 a real-valued scalar smooth function, and G ∈ C0([a,+∞))
satisfying some integrability condition. This case includes that of a matrix coefficient, Q(t), as-
ymptotically constant as t → +∞, see Theorem 2.4 below, where an asymptotic approximation
for a basis of solutions is constructed (Section 2).
The Liouville–Green (or WKB) asymptotic approximation applies to both cases, when
t → +∞ (or t → a+), and a certain parameter, entering the matrix coefficient, attains some
limit. For instance, A := uA˜, u ∈ R, and u → +∞. This peculiarity is referred to as the “double
asymptotic nature” of the Liouville–Green approximation [19].
In Section 3, the theory is illustrated by a few examples, among which the cases of A sym-
metric positive or negative definite. The special case A = 0 can be recovered (under suitable
assumptions) from the abstract theory developed in [21]. In Section 4, applications to certain
space-discretized partial differential equations of convection–diffusion and of the wave equation
type are presented.
Throughout the paper, we adopt for all matrices only the spectral norm, that is the operator
norm induced by the Euclidean vector norm, ‖A‖2 := supx 
=0 ‖Ax‖2‖x‖2 . Recall that such a norm
is sub-multiplicative, compatible, and has the important properties that ‖I‖2 = 1, I being the
identity matrix, and ‖eiM‖2 = ‖UeiDU∗‖2 = ‖eiD‖2 for all normal matrices M , U denoting
the unitary matrix that takes M into the diagonal matrix D. Hence, ‖eiM‖2 = 1 for all normal
matrices M with real eigenvalues (for instance, for all Hermitian matrices), see [6,14], e.g. Be-
low, we shall simply use the notation ‖ · ‖ instead of ‖ · ‖2;Mn will denote the set of all n × n
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of M ∈Mn.
2. The main results
In this section, the main theorem will be stated and proved about the Liouville–Green ap-
proximation for solutions to linear second-order matrix differential equations. The more general
matrix equation
Y ′′ = P(t)Y ′ +Q(t)Y, t ∈ [a,+∞)⊂ R, (2)
where P ′,Q ∈ C0([a,+∞)), can also be considered. The first derivative term, that in mechanical
and electrical models represents dissipation or amplification, can in fact be removed setting (as
in the corresponding scalar case) Y := R(t)Z, where R(t) is any nonsingular solution of the
first-order equation R′ = 12P(t)R. Equation (2) then yields
Z′′ = Q˜(t)Z, (3)
where
Q˜(t) :=R−1(t)
(
−1
2
P ′(t)+ 1
4
P 2(t)+Q(t)
)
R(t). (4)
In the special case P(t) ≡ C, C a constant matrix, we obtain R(t) = e 12 tCR(0), where we can
choose R(0) = I . Therefore,
Q˜(t) := 1
4
C2 + e− 12 tCQ(t)e 12 tC, (5)
having exploited that C commutes with its exponential. Note that Q˜(t) in (5) is of the type
“constant plus perturbation.” When P(t) ≡ C commutes with A (being Q(t) =A+G(t)), the co-
efficient Q˜(t) in (5) is also of the same type, that is Q˜(t) = A˜ + G˜(t), where A˜ := A + 14C2,
G˜(t) := e− 12 tCG(t)e 12 tC .
Before formulating the main theorem, we state for convenience some preliminary results as
lemmas.
Lemma 2.1. Let A ∈Mn be nonsingular, and denote with A1/2 one of the square-roots of A
(the solutions to the matrix equation X2 = A), whose eigenvalues have nonnegative real parts.
Then, ‖e−tA1/2‖ is bounded in [a,+∞) if and only if the real negative eigenvalues of A (if any)
generate Jordan blocks of dimension 1. Moreover, ‖e−tA1/2‖ → 0 as t → +∞ if and only if A
does not possess real negative eigenvalues (i.e., α(−A1/2) < 0). In this case, the estimate∥∥e−tA1/2∥∥ p(t)etα(−A1/2) (6)
holds, where p(t) is a polynomial; p(t)≡ 1 if and only if A is normal.
Proof. Note that an eigenvalue of A generates only Jordan blocks of dimension 1 if and only if
its square-root (chosen defining A1/2) does the same in the Jordan decomposition of A1/2. This
fact follows immediately using [9, vol. 1, §8.6]. The first two statements are then established
observing that the exponential of the Jordan block J := J (A1/2) associated to the eigenvalue
λ := λ(A1/2) has the form
etJ = eλtP (t), (7)
72 R. Spigler, M. Vianello / J. Math. Anal. Appl. 325 (2007) 69–89where P(t) is an upper triangular matrix whose entries above diagonal are tj−i/(j − i)!, i =
1,2, . . . , n, j > i. The estimate in (6), finally, comes from applying a well-known result [10,14]
and observing that A1/2 is normal if and only if A is normal. 
Remark 2.2. The first condition in Lemma 2.1 is satisfied provided that
(i) A has no real negative eigenvalues (i.e., α(−A1/2) < 0), or
(ii) A is diagonalizable (i.e., A1/2 is diagonalizable).
Lemma 2.3. Let A,A1/2 ∈Mn be as in Lemma 2.1. Then, ‖e±tA1/2‖ is bounded as t → +∞
if and only if A has only real negative eigenvalues (i.e., Reλ(A1/2) = 0 for every eigenvalue
λ(A1/2)), and in addition A is diagonalizable (i.e., A1/2 is diagonalizable).
Proof. This result follows immediately from Lemma 2.1. 
Here is the main result of the paper.
Theorem 2.4. Suppose that the matrix differential equation in (1) is given, with Q,Y ∈Mn,
where
Q(t) = f (t)A+G(t), (8)
with f (t) > 0 in [a,+∞), a  0, f ∈ C2([a,+∞)), G ∈ C0([a,+∞);Mn), and A ∈Mn is
constant and nonsingular, and such that its real negative eigenvalues (if any) generate Jordan
blocks of dimension 1.
Denote by A1/2 one of the solutions of the matrix equation X2 = A, whose eigenvalues all
have nonnegative real parts, and by A−1/2 its inverse (it is intended that A−1/2 ≡ (A1/2)−1). Set
ϕ(t) :=
t∫
a
f 1/2(s) ds, (9)
and
V1(t) :=
+∞∫
t
f−1/2(s) · ∥∥A−1/2K1(s)∥∥ds, (10)
where
K1(t) :=
(
5
16
f−2f ′2 − 1
4
f−1f ′′
)
I −G1(t), (11)
G1(t) := eϕ(t)A1/2G(t)e−ϕ(t)A1/2 . (12)
(I) Then, if
V1(a) <∞, (13)
there exists a C2 solution, Y1(t), to Eq. (1) on [a,+∞) which can be represented as
Y1(t) = f−1/4(t)e−ϕ(t)A1/2
[
I +E1(t)
]
, (14)
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(
ecV1(t) − 1), (15)
where we set
d := max
0t<+∞
∥∥e−2tA1/2∥∥, c := 1
2
(1 + d). (16)
(II) Similarly, defining
V2(t) :=
t∫
a
f−1/2(s) · ∥∥A−1/2K2(s)∥∥ds, (17)
where
K2(t) :=
(
5
16
f−2f ′2 − 1
4
f−1f ′′
)
I −G2(t), (18)
G2(t) := e−ϕ(t)A1/2G(t)eϕ(t)A1/2 , (19)
if the relation
V2(+∞) < ∞ (20)
holds, then there exists a C2 solution, Y2(t), to Eq. (1), on [a,+∞), which can be repre-
sented as
Y2(t)= f−1/4(t)eϕ(t)A1/2
[
I +E2(t)
]
, (21)
with ∥∥E2(t)∥∥ ecV2(t) − 1, f−1/2(t) · ∥∥A−1/2E′2(t)∥∥ dc
(
ecV2(t) − 1). (22)
(III) When both conditions, V1(a) <+∞ and V2(+∞) <+∞, hold, and
α
(−A1/2)< 0 and ϕ(t)→ +∞ as t → +∞, (23)
a solution Y˜2(t) exists on a suitable subinterval [a˜,+∞) of [a,+∞), such that Y˜2(t) ∼
eϕ(t)A
1/2
as t → +∞. More precisely, we have
Y˜2(t)= eϕ(t)A1/2
[
I + E˜2(t)
]
, (24)
with ∥∥E˜2(t)∥∥ 1 +K1 −K
{
c
[
V˜2(+∞)− V˜2(t)
]+ 1
2
p(2t) V˜2(+∞) e−tα(A1/2)
}
, (25)
where K := exp{cV˜2(+∞)} − 1, V˜2(t) :=
∫ t
a˜
‖A−1/2K2(s)‖ds (with a˜ chosen in such a
way that K < 1), is an estimate of E2(+∞). The pair (Y1(t), Y˜2(t)) is a basis for solutions
to Eq. (1) on [a˜,+∞).
Remark 2.5. Given the differentiability of the relations (14), (21) and the estimates in (15),
(22), we can obtain asymptotic relations for Y ′k(t), k = 1,2, equipped with estimates for the
corresponding error terms. We get
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{[
1
4
f−5/4f ′I + f 1/4A1/2
]
+
[
1
4
f−5/4f ′Ek(t)+ f 1/4Fk(t)
]}
e(−1)kϕ(t)A1/2 , (26)
where∥∥Fk(t)∥∥= ∥∥Ek(t)− f−1/2A−1/2E′k(t)∥∥
(
1 + d
c
)(
ecVk(t) − 1). (27)
Note that d/c < 2, hence 1 + d/c < 3. In the special case that f (t) ≡ 1, this reduces to
Y ′k(t) = −A1/2e(−1)
kA1/2[I + Fk(t)], (28)
where∥∥Fk(t)∥∥= ∥∥Ek −A−1/2E′k(t)∥∥
(
1 + d
c
)(
ecVk(t) − 1). (29)
Remark 2.6. The basic assumption on matrix A in Theorem 2.4 is satisfied by two important
classes of matrices. Assumption (i) in Remark 2.2 in fact is satisfied when A is an M-matrix,
while assumption (ii) is satisfied by every normal matrix.
When the numerical range of matrix A,
W(A) :=
{
(Av, v)
‖v‖22
, v ∈ Cn, v 
= 0
}
(30)
[13,23], is such that W(A) ∩ (−∞,0) = ∅ (which condition implies that A has no real negative
eigenvalues), then W(A1/2) ⊆ {z ∈ C: Re z  0}, that is Re{W(A1/2)}  0. This implies that
‖e−tA1/2‖  1, and hence c = d = 1 in the estimates in Theorem 2.4. Here A1/2 denotes the
unique square root of A mentioned in [13], and coincides with that one chosen in Theorem 2.4
(in fact, ReW(B) 0 implies Reλj (B) 0).
Remark 2.7. When the matrix A is real symmetric and negative definite, we have ‖e±ϕ(t)A1/2‖ =
‖e±iϕ(t)(−A)1/2‖ = 1. Since we are using the (operator) spectral norm for all matrices, ‖U‖ = 1
for every unitary matrix, U , and eiH is unitary if (and only if) H is Hermitian. Besides,
‖UMV ‖ = ‖M‖ for every matrix M and for every pair of unitary (in particular orthogonal)
matrices U , V (see [6,10]). More generally, all normal matrices are unitarily diagonalizable.
Consequently, the conditions V1(a) <∞ and V2(+∞) <∞ in Theorem 2.4 (see (13), (20)) can
be replaced by the simpler one
V1(a) = V2(+∞)
=
+∞∫
a
f−1/2(s)
∥∥∥∥A−1/2
{(
5
16
f−2(s)f ′2(s)− 1
4
f−1(s)f ′′(s)
)
I −G(s)
}∥∥∥∥ds <∞,
(31)
being ‖G1(t)‖ ≡ ‖G2(t)‖ ≡ ‖G(t)‖. The same happens when the matrix G(t) commutes with A
for every t ∈ [a,+∞).
Remark 2.8. Most often, in the literature, square roots of a matrix, A, are encountered only when
A is symmetric and positive [or negative] definite. The algebraic problem of finding all solutions
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matrices [9, vol. 1]. In general, there are several, actually infinitely many square roots, X, to such
equation. Since the eigenvalues of X2 are the eigenvalues of A, but they also coincide with the
squares of the eigenvalues of X, say, λk(X2) = λ2k(X)= λk(A), for k = 1,2, . . . , n, it follows that
each of the infinitely many square roots of A has the eigenvalues λk(X)= ±√λk(A), the square
root denoting one of the two branches, for each k. Recall that A is assumed to be nonsingular,
hence λk(A) 
= 0 for every k. According to the theory outlined in [9, vol. 1, Chapter 8, §6],
a matrix, called A1/2, can always be selected whose eigenvalues are
√
λk(A), Re
√
λk(A)  0,
choosing one of the two branches. Then, we refer to −A1/2 as to a matrix whose eigenvalues are
−√λk(A).
Every real symmetric [or Hermitian] and positive definite matrix A has only one real symmet-
ric [or Hermitian] positive definite square root (see [14, p. 181]), while it has in general infinitely
many other square roots. For instance, considering the two matrices
M(θ) :=
(
cos θ sin θ
sin θ − cos θ
)
, R(θ) :=
(
cos θ sin θ
− sin θ cos θ
)
, (32)
M(θ) is clearly real symmetric and orthogonal (and positive definite when cos θ > 0) and is a
square root of the identity matrix for every value of the parameter θ [14, p. 324]. The “rotation
matrix” R(θ), instead, is skew-symmetric, positive definite for cos θ > 0, and is a square root of
the identity for θ = kπ , k ∈ Z. When A is real symmetric and definite negative, we can write
A1/2 = ±i(−A)1/2, where −A is real symmetric and definite positive. Simple examples show
that there are other unsymmetric solutions. For the construction of the square roots of any given
matrix, see, e.g., [9, vol. 1, Chapter 8, §7].
Remark 2.9. Condition (13) implies that V1(t) = o(1) as t → +∞, so that E1(t), A−1/2E′1(t),
F1(t) = O(V1(t)) and thus they are o(1) as t → +∞. Similarly, condition (20) implies that
V2(t) = o(1) as t → a+, and hence E2(t), A−1/2E′2(t), F2(t) = O(V2(t)) and thus o(1) as
t → a+.
In general, we cannot infer that both error terms, E1(t) and E2(t), are small in the same
subinterval of [a,+∞). This case will be considered in Theorem 2.12 below. Since Y1(t) ∼
e−ϕ(t)A1/2 as t → +∞ and Y2(t) ∼ eϕ(t)A1/2 as t → a+, the question arises whether a second
solution, say Y˜2(t), exists with the asymptotic property that Y˜2(t) ∼ eϕ(t)A1/2 as t → +∞. This
question, as well as its answer, parallels closely the analog for scalar equations considered in [19,
Chapter 6, §3.2, Theorem 3.1].
Part III of Theorem 2.4 yields a basis (Y1(t), Y˜2(t)) of solutions to Eqs. (1), (8), whose rep-
resentation holds in some interval [a˜,+∞), with error terms, E1(t), E˜2(t), both asymptotically
small as t → +∞. The “purely exponential” case of A real symmetric and positive definite is in-
cluded here, see [19, Chapter 6]. The “purely oscillatory” case of A real symmetric and negative
definite is instead treated in the following Theorem 2.12.
Proof of Theorem 2.4. The proof of Part (I) essentially parallels that given in [22], in the frame-
work of C∗-algebras (see [22, Theorems 2.1 and 2.2]), where, however, only special cases of
normal elements (in particular, matrices) could be considered. The idea is based on the obser-
vation that Zk(t) = f−1/4(t) exp{±ϕ(t)A1/2} solves the “unperturbed” equation Z′′ = f (t)AZ
when f (t) ≡ 1, and it is expected to solve it approximately, for a general smooth f (t), whenever
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−2f ′2 − 14f−1f ′′)I is negligible with respect to fA (cf. (11), (18)). Therefore, we look for
a solution of the form
Yk(t) = Zk(t)
[
I +Ek(t)
]
. (33)
For notational simplicity, we confine our proof to the case f (t) ≡ 1, and set B := A1/2. The
general case can be treated exactly in the same way, at the price of some more involved calcula-
tions. To assist the meticulous reader, we give however the error equation satisfied by the “error
terms,” Ek(t), appearing in (33),
E′′k −
[
1
2
f−1f ′ I + 2(−1)k−1Bf 1/2
]
E′k
+
[(
5
16
f−2f ′2 − 1
4
f−1f ′′
)
I − e(−1)k+1ϕ(t)BG(t) e(−1)kϕ(t)B
]
(I +Ek) = 0, (34)
for k = 1,2, which can be obtained inserting (33) in (1). Since now on we set f (t) ≡ 1, thus
obtaining the simpler linear inhomogeneous equations
E′′k + 2(−1)kBE′k − e(−1)
k−1tBG(t)e(−1)k tB(I +Ek) = 0. (35)
In deriving such error equations, we exploited the fact that the matrix A commutes with the
exponential of B .
Proof of Part (I). It is easy to show that every C2([a,+∞)) solution to the integral equation
E1(t) = 12B
−1
+∞∫
t
[
I − e−2(s−t)B]esBG(s)e−sB[I +E1(s)]ds (36)
also solves Eq. (35). The proof then proceeds by successive approximations. We first define
recursively the sequence
Hj+1(t) := 12B
−1
+∞∫
t
[
I − e−2(s−t)B]esBG(s)e−sB[I +Hj(s)]ds, (37)
for j = 0,1,2, . . . , with H0(t) ≡ 0. This sequence is well defined for Hj ∈ C2 and for every j ,
in view of (13), as can be proved easily by induction. Then we show that the Liouville–Neumann
series [19]
E1(t) :=
∞∑
j=0
[
Hj+1(t)−Hj(t)
] (38)
converges uniformly on compact subsets of [a,+∞). Again, this can be established by induction
on j , assuming (as an inductive hypothesis) that
∥∥Hj(t)−Hj−1(t)∥∥ (cV1(t))j
j ! , (39)
with V1(t) defined in (10) and c defined in the theorem. This is clearly true for j = 1, being
from (37)
∥∥H1(t)∥∥ 12
+∞∫ ∥∥I − e−2(s−t)B∥∥ · ∥∥B−1G1(s)∥∥ds  cV1(t), (40)
t
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1
2
∥∥I − e−2(s−t)B∥∥ 1
2
(1 + d)=: c. (41)
We then obtain
∥∥Hj+1(t)−Hj(t)∥∥ 12
+∞∫
t
∥∥I − e−2(s−t)B∥∥ · ∥∥B−1G1(s)∥∥ (cV1(s))j
j ! ds
 c
+∞∫
t
∥∥B−1G1(s)∥∥ (cV1(s))j
j ! ds = −
c
j !
+∞∫
t
V ′1(s)
(
cV1(s)
)j
ds
= (c V1(t))
j+1
(j + 1)! , (42)
using again (41).
Note that, by definition, d  1, and thus c  1. Now, the uniform convergence follows from
the estimate V1(t)  V1(a) < ∞ (due to the assumption (13)). The estimate for the error term
E1(t) in (15) is then established. Moreover, from (37) we obtain
H ′j+1(t) = −
+∞∫
t
e−2(s−t)BesBG(s)e−sB
[
I +Hj(s)
]
ds, (43)
from which
H ′j+1(t)−H ′j (t) = −
+∞∫
t
e−2(s−t)BesBG(s)e−sB
[
Hj(s)−Hj−1(s)
]
ds (44)
and hence∥∥B−1[H ′j+1(t)−H ′j (t)]∥∥ dc (cV1(t))
j+1
(j + 1)! . (45)
From this, the uniform convergence of the series
∑∞
j=0 B−1[H ′j+1(t) − H ′j (t)] and thus that
E1 ∈ C1([a,+∞)) follows. Hence the second estimate in (15) is established. We can go further,
estimating also the second derivative of the error term, E1(t). In fact, we get promptly from (43)
H ′′j+1(t) = etBG(t)e−tB
[
I +Hj(t)
]
− 2B
+∞∫
t
e−2(s−t)BesBG(s)e−sB
[
I +Hj(s)
]
ds, (46)
from which the estimate∥∥H ′′j+1(t)−H ′′j (t)∥∥ ∥∥G1(t)∥∥ (cV1(t))jj ! + 2dc ‖A‖ (cV1(t))
j+1
(j + 1)! (47)
easily follows. Again, this shows that the series
∑∞
j=0[H ′′j+1(t) − H ′′j (t)] converges uniformly
on compact subsets of [a,+∞), hence that E1 ∈ C2([a,+∞)). Moreover,∥∥E′′1 (t)∥∥ ∥∥G1(t)∥∥ecV1(t) + 2‖A‖(ecV1(t) − 1). (48)
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solves the integral equation in (36):
E1(t) =
∞∑
j=0
[
Hj+1(t)−Hj(t)
]
=H1(t)+ 12B
−1
∞∑
j=1
+∞∫
t
[
I − e−2(s−t)B]esBG(s)e−sB[Hj(s)−Hj−1(s)]ds
= 1
2
B−1
+∞∫
t
[
I − e−2(s−t)B]esBG(s)e−sB[I +E1(s)]ds. (49)
Here, interchanging integration and series summation is permissible by the dominated conver-
gence theorem. As for the quantity F(t) in (29), it is immediate to obtain
∥∥F1(t)∥∥≡ ∥∥E1(t)−B−1E′1(t)∥∥ ∥∥E1(t)∥∥+ ∥∥B−1E′1(t)∥∥
(
1 + d
c
)(
ecV1(t) − 1).
(50)
Proof of Part (II). Everything concerning the second solution, Y2(t), and the corresponding
error term, E2(t), as well as E′2(t) and F2(t), can be established in a similar way. We just observe
that E2(t) satisfies the integral equation
E2(t) = 12B
−1
t∫
a
[
I − e2(s−t)B]e−sBG(s)esB[I +E2(s)]ds, (51)
on which the whole proof is based.
Proof of Part (III). The proof of Part (III) follows the same lines followed in [19, Chapter 6,
§3.2, Theorem 3.1]. We first establish that the error term in (21), E2(t), has a finite limit as
t → +∞. To this purpose, we start showing that E′2(t) → 0 as t → +∞.
Hereafter, the Hj(t)s will denote the functions used to define E2(t) as before they referred to
the definition of E1(t). Thus H0(t) ≡ 0 and
H1(t) := 12B
−1
t∫
a
[
I − e2(s−t)B]e−sBG(s) esB ds. (52)
Therefore,
H ′1(t) =
t∫
a
e2(s−t)Be−sBG(s)esB ds. (53)
For every γ with a < γ < t , we have
∥∥H ′1(t)∥∥
γ∫ ∥∥e2(s−t)B∥∥ · ∥∥e−sBG(s)esB∥∥ds + d
t∫ ∥∥e−sBG(s)esB∥∥ds
a γ
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γ∫
a
∥∥e−sBG(s)esB∥∥ds + d
t∫
γ
∥∥e−sBG(s)esB∥∥ds. (54)
In fact, ‖e2(s−t)B‖  d and, for 0  a  s  γ < t , ‖e2(s−t)B‖  p(2t)e−2(t−γ )α(B). Now,
the second term can be made arbitrarily small taking γ sufficiently large (by the conditions
V1(a) < +∞, V2(+∞) < +∞), and after fixing γ in this way, the first term vanishes as
t → +∞.
Considering then
Hj+1(t) := 12B
−1
t∫
a
[
I − e2(s−t)B]e−sBG(s)esB[I +Hj(s)]ds (55)
for j = 1,2, . . . , we obtain
H ′j+1(t) =
t∫
a
e2(s−t)Be−sBG(s)esB
[
I +Hj(s)
]
ds, (56)
wherefrom∥∥H ′j+1(t)−H ′j (t)∥∥
 ‖B‖
t∫
a
∥∥e2(s−t)B∥∥ · V ′2(s) (cV2(s))jj ! ds
 ‖B‖p(2t)e−2(t−γ )α(B)
γ∫
a
V ′2(s)
(cV2(s))j
j ! ds + ‖B‖d
t∫
γ
V ′2(s)
(cV2(s))j
j ! ds
 ‖B‖
c
[
p(2t)e−2(t−γ )|α(B)| (cV2(γ ))
j+1
(j + 1)! + d
(cV2(+∞))j+1 − (cV2(γ ))j+1
(j + 1)!
]
. (57)
Then
∥∥E′2(t)∥∥
∞∑
j=0
∥∥H ′j+1(t)−H ′j (t)∥∥
 ‖B‖
c
[
p(2t)e−2(t−γ )α(B)
∞∑
j=0
(cV2(γ ))j+1
(j + 1)!
+ d
∞∑
j=0
(c V2(+∞))j+1 − (c V2(γ ))j+1
(j + 1)!
]
= ‖B‖
c
[
p(2t)e−2(t−γ )|α(B)| · (ecV2(γ ) − 1)+ d(ecV2(+∞) − ecV2(γ ))]. (58)
Since the second term can be made arbitrarily small by a suitable choice of γ , and the first tends
to zero as t → +∞, we conclude that E′2(t) → 0 as t → +∞.
Writing then
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−1E′2(t)=
1
2
B−1
t∫
a
[
I − e2(s−t)B]e−sBG(s)esB[I +E2(s)]ds
+ 1
2
B−1
t∫
a
e2(s−t)Be−sBG(s)esB
[
I +E2(s)
]
ds
= 1
2
B−1
t∫
a
e−sBG(s)esB
[
I +E2(s)
]
ds, (59)
and writing E2(s) on the right-hand side in terms of the functions Hj s, we obtain
E2(t) = 12B
−1
t∫
a
e−sBG(s)esB
[
I +
∞∑
j=0
(
Hj+1(s)−Hj(s)
)]
ds − 1
2
B−1E′2(t)
=: 1
2
B−1
∞∑
k=0
Lk(t)− 12B
−1E′2(t), (60)
where we set
L0(t) :=
t∫
a
e−sBG(s)esB ds,
Lk(t) :=
t∫
a
e−sBG(s)esB
[
Hk(s)−Hk−1(s)
]
ds, k = 1,2, . . . , (61)
see [19,22]. From this, the estimate
∥∥E2(t)−E2(τ )∥∥ 12
∥∥B−1∥∥
[ ∞∑
k=0
∥∥Lk(t)−Lk(τ)∥∥+ ∥∥E′2(t)−E′2(τ )∥∥
]
(62)
follows. Assuming t > τ , without loss of generality, we have
∥∥Lk(t)−Lk(τ)∥∥
t∫
τ
∥∥e−sBG(s)esB∥∥ · ∥∥Hk(s)−Hk−1(s)∥∥ds
 ‖B‖
t∫
τ
∥∥B−1e−sBG(s)esB∥∥ · (cV2(s))k
k! ds
= ‖B‖
c
(cV2(t))k+1 − (cV2(τ ))k+1
(k + 1)! , (63)
k = 1,2, . . . , and
∥∥L0(t)−L0(τ )∥∥
t∫ ∥∥B(B−1e−sBG(s)esB)∥∥ds  ‖B‖(V2(t)− V2(τ )). (64)
τ
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t, τ → +∞ independently in (62), we obtain∥∥E2(t)−E2(τ )∥∥ 12
∥∥B−1∥∥[‖B‖
c
(
ecV2(t) − ecV2(τ ))+ ∥∥E′2(t)−E′2(τ )∥∥
]
, (65)
from which it appears that E2(t) has a finite limit as t → +∞, say E2(+∞). This shows that
a second solution, Y˜2(t), exists, such that Y˜2(t) ∼ etB as t → +∞, provided that I + E2(+∞)
does not vanish. This can be guaranteed making ‖E2(+∞)‖ < 1 replacing the original interval
[a,+∞) with [a˜,+∞), with a˜ > a sufficiently large, see (20). In this case, a matrix E˜2(t) exists
such that Y˜2(t) = etB [I + E˜2(t)] and E˜2(t) → 0 as t → +∞.
It remains to obtain an estimate for such error term, E˜2(t). From
etB
[
I +E2(t)
]∼ etB[I +E2(+∞)] as t → +∞
follows that[
I +E2(t)
][
I +E2(+∞)
]−1 = I + E˜2(t), (66)
where E˜2(t) → 0 as t → +∞. Right-multiplying both sides by I +E2(+∞), we obtain
E˜2(t)=
[
E2(t)−E2(+∞)
][
I +E2(+∞)
]−1
= [E2(t)−E2(+∞)] ∞∑
k=0
(−E2(+∞))k, (67)
and hence∥∥E˜2(t)∥∥ ∥∥E2(t)−E2(+∞)∥∥ ∞∑
k=0
∥∥E2(+∞)∥∥k = ‖E2(t)−E2(+∞)‖1 − ‖E2(+∞)‖ . (68)
We have only to estimate the distance between E2(t) and E2(+∞). The latter quantity can be
obtained from (59), being E′2(t) → 0 as t → +∞. From this and the integral equation in (51),
we get
E2(t)−E2(+∞) = 12
{
−
+∞∫
t
B−1e−sBG(s)esB
[
I +E2(s)
]
ds
−
t∫
a˜
e2(s−t)BB−1e−sBG(s)esB
[
I +E2(s)
]
ds
}
.
Hence,
∥∥E2(t)−E2(+∞)∥∥ 12
{ +∞∫
t
∥∥B−1e−sBG(s)esB∥∥ · ∥∥I +E2(s)∥∥ds
+
t∫
a˜
∥∥e2(s−t)B∥∥ · ∥∥e−sBG(s)esB∥∥ · ∥∥I +E2(s)∥∥
}
 1 +K
2
{ +∞∫ ∥∥B−1e−sBG(s)esB∥∥ds
t
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γ∫
a˜
∥∥B−1e−sBG(s)esB∥∥ds
+ d
t∫
γ
∥∥B−1e−sBG(s)esB∥∥ds
}
 1 +K
2
{[
V˜2(+∞)− V˜2(t)
]+ p(2t)e−2(t−γ )α(B) · V˜2(γ )
+ d · (V˜2(t)− V˜2(γ ))}. (69)
Here above, we have estimated∥∥E2(s)∥∥ ecV˜2(s) − 1 ecV˜2(+∞) − 1 =:K, (70)
where V˜2(t) is obtained from V2(t) (given in (20)) replacing a with a˜. Therefore, choosing for
instance γ = t/2, we obtain the estimate∥∥E2(t)−E2(+∞)∥∥
 1 +K
2
{
(1 + d)[V˜2(+∞)− V˜2(t/2)]+ p(2t)V˜2(+∞)e−tα(B)}
≡ (1 +K)
{
c
[
V˜2(+∞)− V˜2(t/2)
]+ 1
2
p(2t)V˜2(+∞)e−tα(B)
}
. (71)
Recall that p(·) ≡ 1 if B is normal. Note the similarity with the last integral and V1(t) and V2(t).
The estimate (25) then follows. 
The pair (Y1(t), Y˜2(t)) represent a basis for the right-module of solutions to (1), (8). This can
be shown proceeding as in [21,22]. Define first the Wronskian matrix
W(t) :=
(
Y1(t) Y˜2(t)
Y ′1(t) Y˜ ′2(t)
)
, (72)
whose entries are themselves n × n matrices, W(t) ∈ M2(Mn). As in the abstract case in [22],
it can be proved by reduction to a first-order matrix system that the pair (Y1(t), Y˜2(t)) is a basis
for (1)–(8) if and only if W(t) is invertible for every t ∈ [a,+∞), see [11]. That Y1(t) and Y˜2(t)
are linearly independent solutions to (1)–(8) is immediately clear in view of their asymptotic
behavior just established. It follows that W(t) is injective for every (fixed) t . This suffices to
ensure invertibility (other than in the framework of infinite-dimensional C∗-algebras [22]).
Note that the representation provided by Theorem 2.4 is also useful in connection with the
possibility of evaluating the exponential of a given constant matrix, as well as its square-root and
inverse square root by efficient numerical methods. In fact, this is an active research field, see
[1,2,17], e.g., and references therein.
Remark 2.10. The estimates for the error terms, Ej(t), E′j (t), Fj (t), j = 1,2, in Theorem 2.4
do not imply that such quantities are necessarily small. In the limit for t → +∞, however, being
V1(t) → 0, it turns out that ‖E1(t)‖, ‖E′1(t)‖, ‖F1(t)‖ = O(V1(t)) vanish as t → +∞. Simi-
larly, when t → a+, we have V2(t) → 0, and thus ‖E2(t)‖, ‖E′2(t)‖, ‖F2(t)‖ = O(V2(t)) also
vanish. Note that the “natural” estimate involving ‖A−1/2E′j (t)‖, j = 1,2, implies the estimate
‖E′ (t)‖ ‖A1/2‖(edVj (t) − 1).j
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mation (as in Olver’s theorems for the scalar case [19]). That is, the theorem yields the asymptotic
behavior of solution in the two cases, that the independent variable attains some limit (t → +∞,
or t → a+), or with respect to some parameter entering the matrix coefficient. If we set, for in-
stance, A := uA˜, u ∈ R, in (8), and let u → +∞, Theorem 2.4 yields a precise information. We
obtain
Y1(t;u) = e−tuA˜1/2
[
I +E1(t;u)
]
,
where∥∥E1(t;u)∥∥ ecV1(t;u) − 1, ∥∥A˜−1/2E′1(t;u)∥∥ u1/2(edV1(t;u) − 1),∥∥F1(t;u)∥∥ 2(edV1(t;u) − 1).
Of course, the dependence of V1(t;u) on the parameter u needs to be examined. For instance,
when A is real symmetric and negative definite, e±tA1/2 = e±it (−A)1/2 , and in the operator norm
we get the estimate
V1(t;u) u−1/2(A˜)−1/2
+∞∫
t
∥∥G(s)∥∥ds, (73)
and thus V1(t;u)=O(u−1/2) as u → +∞. Therefore∥∥E1(t;u)∥∥=O(V1(t;u))=O(u−1/2), (74)∥∥A˜−1/2E′1(t;u)∥∥=O(u1/2V1(t;u))=O(1), (75)
but ∥∥F1(t;u)∥∥=O(u−1/2), (76)
as u→ +∞ and t fixed.
Under the assumptions of Part (III) of Theorem 2.4, the general solution to (1)–(8) is given by
Y(t) = Y1(t)C1 + Y2(t)C2, where C1 and C2 are arbitrary constant matrices. Correspondingly,
the system y′′ = Q(t)y for the vector y(t) has the general solution y(t) = Y1(t)c1 + Y2(t)c2,
where c1 and c2 are two constant vectors. Obviously, the matrix equation Z′′ = ZQ(t) could
be treated similarly: The left-module of its solutions would be generated by a certain pair,
(Z1(t),Z2(t)), and its general solution would be given by Z(t) = C1Z1(t) + C2Z2(t), where
C1 and C2 are two arbitrary constant matrices.
Theorem 2.12. Under the same hypotheses made in Theorem 2.4, but assuming that A has only
real negative eigenvalues and is diagonalizable, and that, for every a∗ ∈ [a,+∞),
V (t) := cond(P )
max (a∗,t)∫
min (a∗,t)
f−1/2(s)
∥∥∥∥A−1/2
{(
5
16
f−2(s)f ′2(s)
− 1
4
f−1(s)f ′′(s)
)
I −G(s)
}∥∥∥∥ds <+∞, (77)
where P is the matrix which diagonalizes A and cond(P ) denotes its condition number, then
there exists a basis of solutions, (Y1(t), Y2(t)), as in (14), (21), with error terms estimated by∥∥Ek(t)∥∥, f−1/2(t)∥∥A−1/2E′k(t)∥∥ eV (t) − 1, k = 1,2. (78)
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strictly similar to that of Theorem 2.4, and hence details are omitted. Observe that, in the
neighborhood of a∗, both error terms are “small” (‖E1,2(t)‖ → 0 as t → a∗), and hence
Y1(t) ∼ e−ϕ(t)A1/2 and Y2(t) ∼ eϕ(t)A1/2 as t → a∗, see [19, Chapter 6] (see also [22, Theo-
rem 2.4]). 
3. Examples
In this section, we give some simple examples, all concerning 2 × 2 matrices. They are rather
tedious to be worked out in detail, but serve the purpose of illustration.
Example 3.1a (Q(t) = A + G(t), A with a positive spectrum: nonoscillatory case). Consider
Eq. (1) with Q(t) as in (8) with n = 2. This case is equivalent to a system of two second-order
differential equations (reducible to a system of four first-order equations). To make calculations
simpler, we start with a 2 × 2 matrix A := B2, where we choose B in the lower triangular form
B :=
(
λ 0
1 λ
)
(79)
with an arbitrary real λ 
= 0. Then,
A := B2 =
(
λ2 0
2λ λ2
)
(80)
has only one double but positive eigenvalue (and is not diagonalizable). Hence, Theorem 2.4 can
be applied. Choose the square root A1/2 = B . Elementary calculations yield
A−1/2 = B−1 =
(
1/λ 0
−1/λ2 1/λ
)
, and e±tB =
(
e±λt 0
±te±λt e±λt
)
. (81)
Then, we can compute
K1(t) = etBG(t)e−tB . (82)
To obtain K2(t), it suffices to change t in −t in the exponentials in (82), leaving unchanged the
argument of the real- or complex-valued matrix G(t) := {gij (t)}i,j=1,2. It can be easily checked
that all entries of K1(t) in (82), as well as those of K2(t), belong to L((t,+∞)), and hence V1(a)
and V2(+∞) are finite provided that gij (t), tg11(t), tg12(t), tg22(t), t2g12(t) ∈ L1([a,+∞)),
see (13), (20).
Example 3.1b (Q(t)=A+G(t), A with a negative spectrum: persistent oscillatory case). This
case is similar to the previous one, but the solutions to Eq. (1) now present oscillatory behavior.
We can set
B :=
(
a 0
b c
)
with a := ia˜, b := ib˜, c := ic˜, where the quantities with a tilde are real. Set then B = iB˜ , where
the matrix B˜ is formally obtained from B changing a, b, c with the corresponding quantities
with the tilde on them. Choose c˜ 
= ±a˜ and b˜ 
= 0. Then,
A := B2 = −B˜2 = −
(
a˜2 0
b˜(a˜ + c˜) c˜2
)
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be applied. The choice A1/2 = B leads to e±tA1/2 = e±itB˜ . Convergence of the integrals yielding
V1(a), V2(+∞) is now ensured under the only integrability of the gij (t)’s, that is of G(t).
Example 3.1c (Another oscillatory case, but with A full, nontriangular, Hermitian). Set, as in
Example 3.1b, B = iB˜ , but now choose
B˜ :=
(
2
√
2√
2 3
)
.
Hence the matrix
A= B2 = −B˜2 = −
(
6 5
√
2
5
√
2 11
)
is real-valued and has a negative spectrum (so that the unperturbed system is oscillatory). A di-
rect calculation yields λ(A) = −1,−16. Thus, A is diagonalizable, and Theorem 2.12 can be
applied. Observe also that B˜ is Hermitian, actually real symmetric, and thus it can be unitarily
diagonalized. Its eigenvalues are 1 and 4, and orthonormal eigenvectors are, correspondingly,
(−√2/3,1/√3 )T and (1/√3,√2/3 )T , the index T denoting taking the transpose. The unitary
(actually orthogonal) matrix U that orthogonalizes B˜ can be written explicitly, its columns being
the eigenvectors above. Given that U∗ ≡UT (U∗ denoting the Hermitian of U , i.e., its transpose
conjugated), we get UT B˜U = diag(1,4), and thus ‖K1(t)‖ = ‖eitB˜G(t)e−itB˜‖ = ‖G(t)‖, be-
cause U , along with its transpose and its inverse, has operator norm equal to 1, and the diagonal
matrix appearing here has also norm 1. Therefore, V1(t)  ‖B−1‖
∫ +∞
t
‖G(s)‖ds. Instead of
computing precisely ‖A−1/2‖, being
A−1/2 = B−1 = − i
4
(
3 −√2
−√2 2
)
,
it is easier to obtain an estimate. We have obtained that ‖B−1‖ 59/16 ≈ 3.62.
Example 3.1d (An oscillatory/nonoscillatory case: A indefinite). Consider the (diagonalizable)
case
A1/2 := B =
(
a 0
a − ic ic
)
, A= B2 =
(
a2 0
a2 + c2 −c2
)
.
Here Theorem 2.4 can be invoked. Simple calculations yield, for k = 2,3, . . . ,
Bk =
(
ak 0
ak − (ic)k (ic)k
)
, and then etB =
(
eat 0
eat − eict eict
)
. (83)
Finally,
K1(t)= etBG(t)e−tB =:
{
kij (t)
}
,
where we set
k11(t) = g11 +
[
1 − e(a−ic)t]g12, k12(t) = e(a−ic)t g12,
k21(t) =
[
1 − e(−a+ic)t]g11 + e(−a+ic)t g21 + [2 − e(a−ic)t − e(−a+ic)t ]g12
+ [e(−a+ic)t − 1]g , k (t) = [e(a−ic)t − 1]g + g ,22 22 12 22
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e|a|t gij (t) ∈ L1([a,+∞)). Again, K2(t) can be obtained changing t into −t everywhere in
the kij ’s, except that in the arguments of the gij ’s.
4. Applications to semi-discretized partial differential equations
In this section, we show some applications of the Liouville–Green theory developed so far
to the asymptotic analysis of solution to certain partial differential equations. The connection
between partial and ordinary differential equations is made possible by semi-discretizing the
former by the method of lines.
4.1. A 3D convection–diffusion equation in stratified media
Consider the linear stationary convection–diffusion equation in a semi-infinite cylinder
Δu+ v · ∇u+ b(z)u = 0, (x, y, z) ∈Ω × (0,+∞), (84)
where Ω := [0,1]2, along with the boundary conditions
u|z=0 = u0(x, y), u|z=∞ = 0, u(x, y, z) = 0 for (x, y) ∈ ∂Ω. (85)
Here v = (v1, v2,0) is a constant vector, orthogonal to the direction of stratification, z, and b(z) is
a potential term only dependent on the direction of stratification. Equation (84) can be rewritten
as
uzz = −Δ⊥ − (v1ux + v2uy)− b(z)u, (86)
where Δ⊥ := ∂2/∂x2 + ∂2/∂y2. Discretizing with respect to the variables x and y by cen-
tral differences with step-size h := 1
m+1 , m ∈ N, on the grid (xi, yj ) = (ih, jh), we obtain the
second-order system of ordinary differential equations of dimension n=m2
y′′ = (A+G(z))y, 0 z <+∞, (87)
y(0) = y0, y(∞) = 0, (88)
where −A is the usual pentadiagonal (indeed, block-tridiagonal) unsymmetric matrix [16], ob-
tained discretizing the 2D convection–diffusion operator by central differences, G(z) = −b(z)I .
The initial vector y0 is obtained by the values u0(xi, yj ), i, j = 1,2, . . . ,m, taken in the lexicog-
raphycal order of the pair (i, j) of indices.
The Liouville–Green asymptotic approximation for a basis of solutions to the associated ma-
trix differential equation can be obtained by Theorem 2.4, assuming that
+∞∫
0
∣∣b(z)∣∣dz <∞. (89)
First of all, the matrix A is nonsingular and has no real negative eigenvalues. In fact, the numer-
ical range of A is W(A) ⊆ [a, b] × [−ic, ic], where [a, b] = W((A + AT )/2) is the numerical
range of the symmetric part of A, corresponding to the discretized Laplacian (hence a > 0), and
[−ic, ic] = W((A−AT )/2) is that of the skew-symmetric part of A, coming from the transport
term in (86), see [12], e.g. Since the spectrum of A is contained in W(A), it follows that all eigen-
values of A have strictly positive real part. Moreover, condition (31) with f ≡ 1 in Remark 2.7
can be applied, since G(z) = −b(z)I commutes with A for every z.
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y(z) = ezA1/2[I +E1(z)]c1 + e−zA1/2[I +E2(z)]c2, (90)
c1, c2 being constant n-dimensional vectors, to be determined by the boundary conditions in (88).
From the condition at infinity follows that c1 ∼ e−zA1/2 y(z) = o(1) as z → +∞, hence c1 = 0.
Therefore, the solution to (87)–(88) is recessive,
y(z) = e−zA1/2[I +E2(z)]c2. (91)
4.2. A 3D wave equation with variable potential
Upon discretizing in space the 3D wave equation with potential
utt =Δu+ V (x, y, z; t)u, (x, y, z) ∈ Ω, a  t <+∞ (92)
with the initial and boundary data
u|t=a, ut |t=a given, u|∂Ω = 0, (93)
we obtain a system of ordinary differential equations like that in (8) (with f (t) ≡ 1), character-
ized by a symmetric negative definite (constant) matrix A, while the perturbation matrix, G(t),
coming from the potential term, turns out to be diagonal. The latter is assumed to obey the inte-
grability condition
+∞∫
0
∣∣V (x, y, z; t)∣∣dt <∞, (94)
for all (x, y, z) ∈ Ω (see Remark 1.1), while A is diagonalizable and all its eigenvalues are all real
negative. Theorem 2.12 then ensures that a basis exists for the solutions to the aforementioned
system of ordinary differential equations. The general solution can be represented by
v(t) = eit (−A)1/2[I +E1(t)]c1 + e−it (−A)1/2[I +E2(t)]c2. (95)
The initial conditions in (93), which prescribe the values of v(a) and v′(a), can now be imposed
to determine the constant vectors c1, c2. This process can be accomplished approximately, the
source of error being due to the fact that the error terms E1(t) and E2(t) are small for large t ,
while here they appear evaluated at t = a. Therefore, good results can be obtained provided
that a, the initial time, is sufficiently large.
4.3. A one-dimensional wave equation with transport and potential
The 1D wave equation
utt = uxx + aux + b(x; t)u, α  x  β, 0 t <+∞, (96)
with a constant transport coefficient, a, and a variable potential, b(x, t), along with the initial and
boundary data
u(x,0) = u0(x), ut (x,0) = u1(x), u(α, t)≡ 0, u(β, t)≡ 0, (97)
u0(x) and u1(x) being given, leads, via space-discretization by finite differences, to a system
of ordinary differential equations like that in (8) (with f (t) ≡ 1), with a unsymmetric (constant)
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G(t), which comes from the potential term.
The eigenvalues, λj , of the matrix A can be computed explicitly,
λj = −2
[
1 −
√
1 − a
2
4
· cos
(
jπ
n+ 1
)]
, j = 1,2, . . . , n (98)
(see [15] for a nice derivation of the eigenvalues of a general unsymmetric tridiagonal matrix).
From this follows that, when |a| 2, all eigenvalues of A are real, strictly negative, and distinct
(hence A is also diagonalizable), while when |a| > 1, they are still distinct, but complex with
Reλj = −2. In the first occurrence, Theorem 2.12 can be applied, in the second, Theorem 2.4
can be invoked. Therefore, again, the general solution to the system above can be given as in the
previous examples.
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