Partial words are strings over a finite alphabet that may contain a number of "do not know" symbols. In this paper, we consider the period and weak period sets of partial words of length n over a finite alphabet, and study the combinatorics of specific representations of them, called correlations, which are binary and ternary vectors of length n indicating the periods and weak periods. We characterize precisely which vectors represent the period and weak period sets of partial words and prove that all valid correlations may be taken over the binary alphabet. We show that the sets of all such vectors of a given length form distributive lattices under suitably defined partial orderings. We show that there is a well defined minimal set of generators for any binary correlation of length n and demonstrate that these generating sets are the primitive subsets of {1, 2, . . . , n − 1}. We also investigate the number of partial word correlations of length n. Finally, we compute the population size, that is, the number of partial words sharing a given correlation, and obtain recurrences to compute it. Our results generalize those of Guibas, Odlyzko, Rivals and Rahmann.
Introduction
Words, sequences or strings of symbols from a finite alphabet, arise naturally in several areas of mathematical sciences. Notions and techniques related to periodic structures in words find applications in virtually every area of theoretical and applied computer science, notably in text processing [12, 13] , data compression [30, 31] , coding [2] , computational biology [18] , string searching and pattern matching algorithms [12, 29] . Repeated patterns and related phenomena in words have played over the years a central role in the development of combinatorics on words, and have been highly valuable tools for the design and analysis of algorithms [22] .
The first significant results on periodicity are the theorem of Fine and Wilf [16] and the critical factorization theorem [11] . These two fundamental results refer to two kinds of phenomena concerning periodicity: The theorem of Fine and Wilf considers the simultaneous occurrence of different periods in one string, whereas the critical factorization theorem relates local and global periodicity of strings. Starting from these basic classical results, the study of periodicity has grown along both directions. Reference [22] contains a systematic and self-contained exposition of this theory, including more recent significant results such as an unexpected theorem of Guibas and Odlyzko which gives the structure of the set of periods of a string [17] .
In many practical applications, such as DNA sequence analysis, repetitions admit a certain variation between copies of the repeated pattern because of errors due to mutation, experiments, etc. Approximate repeated patterns, or repetitions where errors are allowed, are playing a central role in different variants of string searching and pattern matching problems. Partial words, or strings that may have a number of "do not know" symbols (also called "holes"), have acquired great importance in this context [20, 21, 27] . Partial words are useful in a new generation of pattern matching algorithms that search for local similarities between sequences. In this area, they are called "spaced seeds" and a lot of work has been dedicated to their influence on the algorithms' performance [10, 15, 19, 23, 24, 25] . In their seminal and fundamental work [1] , Berstel and Boasson introduced this notion of partial word and proved a theorem analogous to the periodicity theorem of Fine and Wilf for the one-hole case. After them, Blanchet-Sadri and Hegstrom extended this result to partial words with two or three holes [8] , and finally Blanchet-Sadri extended it to arbitrary partial words [3] . Blanchet-Sadri and co-authors have developed this line of research of periodicity on partial words and obtained the first algorithms in the context of partial words. In particular, they extended the critical factorization theorem to partial words with an arbitrary number of holes [6, 9] and Guibas and Odlyzko's theorem to partial words with one hole [5] .
In [17] , Guibas and Odlyzko considered the period sets of words of length n over a finite alphabet, and specific representations of them, called (auto)correlations, which are binary vectors of length n indicating the periods. Among the possible 2 n bit vectors, only a small subset are valid correlations. There, they provided characterizations of correlations, asymptotic bounds on their number, and a recurrence for the population size of a correlation, that is, the number of words sharing a given correlation.
In [26] , Rivals and Rahmann showed that there is redundancy in period sets and introduced the notion of an irreducible period set. They proved that Γ n , the set of all correlations of words of length n, is a lattice under set inclusion and does not satisfy the Jordan-Dedekind condition. They proposed the first efficient enumeration algorithm for Γ n and improved upon the previously known asymptotic lower bounds on the cardinality of Γ n . Finally, they provided a new recurrence to compute the population size, and exhibited an algorithm to sample uniformly period sets through irreducible period sets.
In this paper, we consider the binary (respectively, ternary) correlations of partial words, which are binary (respectively, ternary) vectors indicating the periods (respectively, periods and weak periods), and study their combinatorics. In Section 3, extending the result of Guibas and Odlyzko, we characterize precisely which vectors represent the period and weak period sets of partial words and prove that all valid correlations may be taken over the binary alphabet. In Section 4, we show that the sets of all such vectors of a given length form distributive lattices under suitably defined partial orderings extending results of Rivals and Rahmann. In Section 5, we show that there is a well defined minimal set of generators for any binary correlation of length n, and demonstrate in Section 6 that these generating sets are the primitive subsets of {1, 2, . . . , n − 1}. These primitive sets of integers have been extensively studied by many researchers including Erdös [14] . There, we investigate the number of partial word correlations of length n, and random sampling of period and weak period sets. Finally, in Section 7 we obtain recurrences to compute the population size of a given partial word correlation.
Preliminaries
A (full) word u is defined as a function u : {0, 1, . . . , n − 1} → A for some n ≥ 0 and some nonempty, finite set A, called the alphabet. The length n is denoted |u| and sometimes the word is written explicitly as u = u(0)u(1) . . . u(n − 1). When n = 0 we say the word is empty and denote it by ε. We denote the set of all words of length n over the alphabet A by A n and the set of all words over A by A * .
A partial word is defined similarly except u is a partial function. We define D(u) to be the domain of u, that is, the set of i ∈ {0, 1, . . . , n − 1} such that u(i) is defined. Moreover, we define the companion of u to be the full word u : {0, 1, . . . , n − 1} → A ∪ { } defined by
Finally, we define H(u) = {0, 1, . . . , n − 1} \ D(u) to be the set of holes of u. Throughout this paper u and u will be used interchangeably. Denoting A ∪ { } by A , we say that A n is the set of partial words of length n over the alphabet A and that A * is the set of all partial words (including ε) over the alphabet A. For a full word u, the powers of u are defined inductively by u 0 = ε and, for any i ≥ 1, u i = uu i−1 . The bijectivity of the map u → u allows us to define for partial words concepts such as powers in a trivial way. Indeed, the powers of a partial word u are defined by (u i ) = (u ) i .
Partial words allow for two weakenings of equality which we call containment and compatibility. We say that the partial word u is contained in the partial word v, denoted by u ⊂ v, provided that |u| = |v|, all elements in D(u) are in D(v), and for all i ∈ D(u) we have that u(i) = v(i). As a weaker notion, we say that the partial words u and v are compatible, denoted by u ↑ v, provided that there exists a partial word w such that u ⊂ w and v ⊂ w. An equivalent formulation of compatibility is that |u| = |v| and for all i ∈ D(u) ∩ D(v) we have that u(i) = v(i). For a partial word u, we denote by C(u) the set of all partial words compatible with u.
Let p be a positive integer. Then we say that a partial word u is (strongly) p-periodic provided that u(i) = u(j) for all i, j ∈ D(u) with i ≡ j mod p. We denote the set of all periods of u by P(u). Similarly we say that a partial word u is weakly p-periodic provided that whenever i, i + p ∈ D(u) we have u(i) = u(i + p). We denote the set of weak periods of u by P (u). It is obvious that P(u) ⊂ P (u) and in the case of full words, P(u) = P (u) since D(u) = {0, 1, . . . , |u| − 1}. In general this equality does not hold. As an example, consider the partial word ab bbb bbbb, which is weakly 2-periodic but not 2-periodic. When p ∈ P (u) \ P(u) we say that u has a strictly weak period p. Note that if for some n we have that u, v ∈ A n and u ⊂ v, then P(v) ⊂ P(u) and P (v) ⊂ P (u). For any 0 < p ≤ |u| and 0 ≤ i < p, define u i,p = u(i)u(i + p)u(i + 2p) . . ., the ith p-word of u. Clearly, p ∈ P(u) if and only if u i,p is 1-periodic for all 0 ≤ i < p. Similarly, p ∈ P (u) if and only if u i,p is weakly 1-periodic for all 0 ≤ i < p.
We say that the greatest lower bound of a pair of partial words u and v of length n is the partial word u ∧ v with
it is easily seen that u ∧ v is maximal in the sense that for all partial words w which satisfy w ⊂ u and w ⊂ v we have that w ⊂ (u ∧ v). One property we notice immediately about the greatest lower bound is the fact that if u, v ∈ A n , then P(u) ∪ P(v) ⊂ P(u ∧ v) and P (u) ∪ P (v) ⊂ P (u ∧ v).
Characterizations of correlations
The major result of [17] was a complete characterization of the possible sets of periods for full words of arbitrary length. Guibas and Odlyzko stated their results not in terms of sets of periods but in terms of bit vectors which they called correlations.
Definition 1.
Let u be a (full) word. Let v be the bit vector of length |u| for which v 0 = 1, v i = 1 whenever i ∈ P(u), and v i = 0 otherwise. We call v the correlation of u.
Example 1. The word abbababbab has periods 5 and 8 (and 10) and thus has correlation 1000010010.
This representation gave them a useful method of representing sets of periods in concise ways and allowed them to prove the main result of their paper. We now recall their theorem, for which we will need a couple of definitions.
Definition 2.
A bit vector v of length n is said to satisfy the forward propagation rule provided that for all 0 ≤ p < q < n such that v p = v q = 1 we have that v p+i(q−p) = 1 for all integers i satisfying 2 ≤ i < n−p q−p . Definition 3. A bit vector v of length n is said to satisfy the backward propagation rule provided that for all 0 ≤ p < q < min(n, 2p) such that
Theorem 1 (Guibas and Odlyzko [17] ). For correlation v of length n the following are equivalent:
1. There exists a word over the binary alphabet with correlation v.
2. There exists a word over some alphabet with correlation v.
3. The correlation v satisfies the forward and backward propagation rules. Corollary 1. For any alphabet A and any word u ∈ A * , there exists a word v ∈ {a, b} * of length |u| such that P(v) = P(u).
In this section, we follow the example of Guibas and Odlyzko and completely characterize the possible sets of periods and weak periods of partial words. To do so we first extend their definition of a "correlation" to incorporate the difference between strictly weak periods and strong periods, a difference which does not occur in the case of full words.
Definition 4. Let P and Q be sets. We say that the pair (P, Q) is a ternary correlation of length n provided that there exists a partial word u ∈ A n such that P = P(u) and Q = P (u) \ P(u). Such a pair we will denote by P/Q. For a given ternary correlation P/Q of length n, we define its correlation vector v to be the ternary vector for which v 0 = 1, v i = 1 whenever i ∈ P , v i = 2 whenever i ∈ Q, and v i = 0 otherwise. We will say that
When Q = ∅, we will call the correlation P/Q a binary correlation.
Example 2. The partial word ab bababa has periods 7 and 9 (and 10) and strictly weak period 2. Thus its ternary correlation vector is 1020000101.
We begin the process of characterizing the correlations of partial words by recording a lemma that characterizes the relationship between partial words and the words which are compatible with them. Lemma 1. Let u be a partial word over an alphabet A. Then
Proof. Consider first a period p ∈ P(u). This implies that for each 0 ≤ i < p the partial word u i,p is 1-periodic, say with letter c i ∈ A (if u i,p is a string of 's, then c i can be chosen as any letter in A). Letting |u| = kp + r for 0 ≤ r < p we see that u ⊂ (c 0 c 1 . . . c p−1 ) k c 0 c 1 . . . c r−1 = w. The full word w has period p and is compatible with u.
In the other direction, let w be a full word with period p compatible with u. Then w(i) = u(i) for all i ∈ D(u). For all 0 ≤ i, j < n with i ≡ j mod p we have that w(i) = w(j) by the definition of periodicity. But then if i, j ∈ D(u) with i ≡ j mod p, we have that u(i) = w(i) = w(j) = u(j) and thus p is a period of u.
We are now ready to state the first part of our characterization theorem. Theorem 2. Let n be a positive integer. Then for any finite collection u 1 , u 2 , . . . , u k of full words of length n over an alphabet A, there exists a partial word w of length n over the alphabet {a, b} with P(w) = P (w) =
Proof. The case k = 1 follows from Theorem 1 and so we assume that k ≥ 2.
For all integers p > 0, define p n to be the set of positive integers less than n which are multiples of p. Then for all 1 ≤ j ≤ k,
for some P j ⊂ {1, . . . , n − 1}. To see this, by Theorem 1, the word u j has correlation that satisfies the forward and backward propagation rules. Hence by Definition 2, if p ∈ P(u j ) \ {n}, then 0 + i(p − 0) = ip ∈ P(u j ) \ {n} for all integers i satisfying 2 ≤ i <
where n = ip + r with 0 ≤ r < p. Obviously P(ω p ) = p n ∪ {n}. Then we claim that P(ω p ∧ ω q ) = P(ω p ) ∪ P(ω q ) for any distinct p, q ∈ P . By definition, we have P(ω p )∪P(ω q ) ⊂ P(ω p ∧ω q ). In the other direction, consider ξ ∈ P(ω p ∧ω q ). Assume that ξ / ∈ P(ω p )∪P(ω q ). Then by definition we have that neither p nor q divides ξ. Now the first letter of ω p ∧ ω q is a as both ω p and ω q begin with a. Then for all i divisible by ξ we have that (ω p ∧ ω q )(i) is either a or . But both the symbols a and can appear only where a appears in either ω p or ω q . These occur precisely at the positions j where p|j or q|j respectively. As neither p nor q divides ξ we have that (ω p ∧ ω q )(ξ) = b. This is a contradiction.
Moreover, we see that ω p ∧ ω q has no strictly weak periods. Assume the contrary and let
and for all 0 ≤ l < n such that l ≡ i mod ξ and l is strictly between i and j we have l ∈ H(ω p ∧ ω q ). Let l be such that |i − l| is minimized (that is, if i < j then l is minimal and if i > j then l is maximal). This minimal distance is obviously ξ. Then p and q divide i and at least one of them divides l. But we see that only one of p and q divides l, for if both did then (ω p ∧ω q )(l) = a = . Without loss of generality let p|l. But as p|i and p|l, we have p||i−l| = ξ. Then since ω p is p-periodic, we have that ω p (i ) = ω p (i) = a for all i ≡ i mod p. But j ≡ i mod ξ and p|ξ, so j ≡ i mod p. Therefore, ω p (j) = a and thus (ω p ∧ ω q )(j) = b, a contradiction.
We claim that P( p∈P ω p ) = p∈P P(ω p ). But we see the same proof applies. Specifically, ω p (0) = a for all p ∈ P . Moreover, we see that ( p∈P ω p )(ξ) is a or if and only if ω p (ξ) = a for some p ∈ P . But ω p (ξ) = a if and only if p|ξ. Thus, if ξ ∈ P( p∈P ω p ) then p|ξ for some p ∈ P , that is, ξ ∈ p n = P(ω p ) \ {n} for some p ∈ P . Similarly the proof of the nonexistence of strictly weak periods translates easily as well. Thus, w = p∈P ω p is a partial word of length n over the alphabet {a, b}
Example 3. Let u 1 = aaabcaaabcaaa, u 2 = abcabcabcabca and u 3 = aabcdaaabcdaa of length n = 13. The periods of u 1 are 5, 10, 11, 12 and 13, the ones of u 2 are 3, 6, 9, 12 and 13, and the ones of u 3 are 6, 11, 12, 13. We have We can check that
Theorem 2 tells us that every union of the period sets of full words over any alphabet is the period set of a binary partial word. But Lemma 1 tells us that the period set of any partial word u over an alphabet A (including the binary alphabet) is the union of the period sets of all full words over A compatible with u. Thus, we have a bijection between these sets which we record as the following corollary.
Corollary 2. The set of valid binary correlations P/∅ of length n over the binary alphabet is precisely the set of unions of correlations of full words of length n over all nonempty alphabets.
In light of Lemma 1, the following corollary is essentially a rephrasing of the previous corollary. But as a concept, this corollary is important enough to deserve special attention.
Corollary 3. The set of valid binary correlations P/∅ over an alphabet A with A ≥ 2 is the set of valid binary correlations over the binary alphabet. Phrased differently, if u is a partial word over an alphabet A, then there exists a binary partial word v of length |u| such that P(v) = P(u).
Theorem 2 and Corollaries 2 and 3 give us characterizations of valid binary correlations over an arbitrary alphabet. They do not mention at all, though, the effect of strictly weak periods. The following theorem, which is the second part of our characterization theorem, shows that the characterization is actually rather elegant.
Theorem 3. A ternary correlation P/Q of length n is valid if and only if 1. P is the nonempty union of sets of the form p n , 2. For each q ∈ Q, there exists an integer 2 ≤ m < n q such that mq / ∈ P ∪ Q. Remark 1. Before we begin the proof, we note how this would be phrased in terms of correlation vectors. Specifically, the theorem states that a ternary vector v of length n is the ternary correlation of a partial word of length n over an alphabet A if and only if 1. v 0 = 1 (this gives the nonempty condition),
The theorem says that the only thing that stops a weak period from being a strong period is when there is a multiple which is not a period.
Proof (of Theorem 3). First, if Q = ∅ then we are in the case of Corollaries 2 and 3. Thus we consider only the case when Q = ∅.
We begin by taking a triple (P, Q, n) satisfying the above conditions along with the assumption that n is at least 3 since the cases of one-letter and two-letter partial words are trivial by simple enumeration considering all possible renamings of letters. So we may now define
where ψ q = ab q−1 b n−q−1 with 1 ≤ q < n, a, b ∈ A are distinct letters, and ω p is as in the proof of Theorem 2. Then we claim that u = ω P ∧ ψ Q is a partial word with correlation P/Q. By the proof of Theorem 2, P ⊂ P(u). We show the reverse inclusion by contradiction. Let r be a period of u that is not in P . Then u(0) = a, so by the definition of periodicity, u(rm) = a or u(rm) = for all positive m. But u(rm) = a since ψ q (i) = a for all q ∈ Q and i > 0. So u(rm) = . Specifically, u(r) = and so r is either in P or Q, but we assume that r / ∈ P . Then by our assumptions, there exists a positive integer m such that rm / ∈ P ∪ Q. But this means by construction that u(rm) = b. This is a contradiction.
Since this gives that P = P(u) and we have that P ∪Q ⊂ P (u) it suffices to show that if q ∈ P (u) \ P(u) then q ∈ Q. Since q ∈ P (u) \ P(u) we have that some u i,q contains both a and b. But the only possible location of a is 0, so we may write this as u(0) = a, u(qj) = , and u(qk) = b for some k ≥ 2 and 0 < j < k. But notice then that u does not have period q so q / ∈ P . Thus, since u(q) = , we have that q ∈ Q and have thus completed this direction of the proof. Now consider the other direction, that is, if we are given a partial word u with correlation P/Q, then P/Q satisfies our conditions. By Theorem 2 we have that the first condition must be met. So it suffices to show that the second condition holds.
Let q ∈ Q. Then we see that there must exist some 0 ≤ i < q such that two distinct letters a, b ∈ A appear in u i,q . Assume without loss of generality that a appears strictly before b. Let k be the position of a in u i,q and k be the position of b in u i,q , that is, u(kq + i) = a and u(k q + i) = b. Then we see that u is neither (k − k)q-periodic nor (k − k)q-strictly weak periodic, or in other words, (k −k)q / ∈ P ∪Q. Thus P/Q satisfies the second condition and the theorem has been proved.
In analogy to Corollary 3, we record the following fact.
Corollary 4. The set of valid ternary correlations P/Q over an alphabet A with A ≥ 2 is the same as the set of valid ternary correlations over the binary alphabet. Phrased differently, if u is a partial word over an alphabet A, then there exists a binary partial word v of length |u| with P(v) = P(u) and P (v) = P (u).
We note that this corrolary was shown true in the case of one hole by Blanchet-Sadri and Chriscoe [5] . Moreover, they presented an algorithm that given a partial word u with one hole computes another partial word v of same length over the binary alphabet such that P(v) = P(u), P (v) = P (u), and H(v) ⊂ H(u). This last condition cannot be satisfied in the two-hole case. For the partial word abaca acaba can be checked by brute force to have no such binary reduction.
Having completely characterized the set of full word correlations of length n as well as the sets of binary and ternary correlations of partial words of length n and having shown that all such correlations may be taken as over the binary alphabet, we give these sets names. In the sequel, we shall let Γ n be the set of all correlations of full words of length n. Similarly, we shall let ∆ n be the set of all binary correlations of partial words of length n and ∆ n the set of all valid ternary correlations of length n. In Section 4, we will study structural properties of ∆ n and ∆ n , that is, we will show that both are lattices under inclusion. Using these properties, we will give, in Section 7, recurrences which link the population size of a correlation v ∈ ∆ n (respectively, v ∈ ∆ n ) to the population size of the correlations it is included in.
4 Structural properties of ∆ n and ∆ n In [26] , Rivals and Rahmann went on to show several structural properties of Γ n . Specifically, they showed that (Γ n , ⊂) is a lattice where for u, v ∈ Γ n , u ⊂ v if P(u) ⊂ P(v). Also they showed that (Γ n , ⊂) does not satisfy the Jordan-Dedekind condition, a criterion which stipulates that all maximal chains between two elements of a poset are of equal length. Violating this condition implies that (Γ n , ⊂) is neither distributive, modular, nor a matroid. Because of the analogies between Γ n and ∆ n and ∆ n , we now investigate the structural properties of ∆ n and ∆ n . We show that both ∆ n and ∆ n are distributive lattices under suitably defined partial orderings.
For any u, v ∈ ∆ n , define u ⊂ v if P(u) ⊂ P(v), and p ∈ u if p ∈ P(u).
Theorem 4. The pair (∆ n , ⊂) is a lattice.
• The meet of u and v, u ∩ v, is the unique vectors in ∆ n such that
• The join of u and v, u ∪ v, is the unique vectors in ∆ n such that
• The null element is 10 n−1 .
• The universal element is 1 n .
Proof. First, if u, v ∈ ∆ n then (u ∩ v) ∈ ∆ n . To see this, notice that if p ∈ (u ∩ v) then p ∈ u and p ∈ v. Thus p n ⊂ P(u) and p n ⊂ P(v). So p n ⊂ P(u ∩ v) and by Theorem 3 we have that u ∩ v is a valid binary
Thus, by Theorem 3 we have that u ∪ v is a valid binary correlation. Now, we have that ∆ n is closed under intersection, so we see that the meet of u, v ∈ ∆ n is the intersection of u and v. The join of u and v is the intersection of all binary correlations which contain u and v, and the existence of the universal element guarantees that this intersection is nonempty. We note though in this case that since u ∪ v ∈ ∆ n that this intersection is actually simply this union. Thus, the join of u, v ∈ ∆ n is the union of u and v.
Since the meet and the join of binary correlations are the set intersection and set union of the correlations, we have the following theorem.
Theorem 5. The lattice (∆ n , ⊂) is distributive and thus satisfies the JordanDedekind condition.
We now expand our considerations to ∆ n , the set of ternary correlations of partial words of length n, and show that ∆ n is a lattice under a suitably defined partial ordering. For u, v ∈ ∆ n we say that u ⊂ v provided that P(u) ⊂ P(v) and P (u) ⊂ P (v)
Equivalently we might say that
Lemma 2. The set ∆ n is closed under intersection.
Proof. Let u, v ∈ ∆ n . If p ∈ P(u ∩ v) then u p = v p = 1, and so u ip = v ip = 1 and equivalently (u ∩ v) ip = 1 for all multiples ip of p. Moreover, we notice from the definitions that if q ∈ P (u ∩ v) \ P(u ∩ v) that either u q or v q must be 2. Without loss of generality, assume that u q = 2. Then Theorem 3 tells us that for some multiple kq of q we have that u kq = 0. But this means that (u ∩ v) kq = 0 and so Theorem 3 tells us once again that (u ∩ v) ∈ ∆ n .
We may define the union in the analogous way, specifically, for u, v ∈ ∆ n we say that P(u ∪ v) = P(u) ∪ P(v) and that P (u ∪ v) = P (u) ∪ P (v). Equivalently, u ∪ v is the ternary vector satisfying
Unlike unions of binary correlations, the union of two ternary correlations is not necessarily again a ternary correlation. For example, consider the correlations u = 102000101 and v = 100010001. The union of these two correlations is (u ∪ v) = 102010101, which violates the second condition of Theorem 3. Specifically, there is no q ≥ 2 such that (u ∪ v) 2q = 0. On the other hand, we can modify the union slightly such that we obtain the join constructively. If we simply change (u ∪ v) 2 from 2 to 1, then we will have created a valid ternary correlation. Calling this vector u ∨ v we see that u ⊂ (u ∨ v) and that v ⊂ (u ∨ v).
Under these definitions, we have the following lemma.
Lemma 3. The pair (∆ n , ⊂) is a poset with null element 10 n−1 and universal element 1 n .
Proof. We recall that the pair (∆ n , ⊂) is a poset provided that for all u, v, w ∈ ∆ n we have that u ⊂ u (reflexivity) • The meet of u and v, u ∧ v, is the unique vector in ∆ n defined by P(u ∩ v) = P(u) ∩ P(v) and P (u ∩ v) = P (u) ∩ P (v).
• The join of u and v, u ∨ v, is the unique vector in ∆ n defined by
is the set of all 0 < q < n such that (u ∪ v) q = 2 and there exists no k ≥ 2 such that (u ∪ v) kq = 0.
Proof. The proof is analogous to the proof of Theorem 4 except this time we do not have the union of the two correlations to explicitly define the join. One method of proving that the join exists is to notice that the join of u, v ∈ ∆ n is the intersection of all elements of ∆ n which contain u and v. This intersection is guaranteed to be nonempty since ∆ n contains a universal element. Note that B(u ∪ v) is the set of positions in u ∪ v which do not satisfy the second condition of Theorem 3. We claim that u∨v is the unique join of u and v (and thus justify our use of the traditional notation ∨ for our binary operation). Notice first that since P(u ∪ v) = P(u) ∪ P(v) and
We also see that (u ∨ v) ∈ ∆ n . This follows from the fact that if p ∈ P(u ∨ v) then either p ∈ P(u) ∪ P(v) or for all k ≥ 1 we have that kp ∈ P (u) ∪ P (v). In the first case, we then have that p n ⊂ P(u) ∪ P(v) ⊂ P(u ∨ v). In the second case, we see that all multiples of p are in P (u) ∪ P (v). Therefore, by the definition of u ∨ v and the fact that the multiples of all multiples of p are again multiples of p, we must have that p n ⊂ P(u ∨ v). Thus, using the ∨ operator instead of the ∪ operator resolves all conflicts with Theorem 3 and so (u ∨ v) ∈ ∆ n . From here it suffices to show that (u ∨ v) is minimal.
Let w ∈ ∆ n such that u ⊂ w and v ⊂ w and w ⊂ (u ∨ v). We must show that w = (u ∨ v). Note first that if u i = v i = 0 then (u ∨ v) i = 0 so w i = 0. Moreover, if u i = 1 or v i = 1 then (u ∨ v) i = 1 by construction so w i = 1 by the definition of inclusion. Finally, we must consider the case when at least one of u i and v i is 2 while the other is either 0 or 2. In this case we have by the definition of inclusion that w i = 1 or w i = 2. If w i = 2, then we see that there must be some k ≥ 2 such that w ki = 0 and thus u ki = v ki = 0. Therefore, (u ∨ v) ki = 0 and (u ∨ v) i = 2. On the other hand, if w i = 1, then (u ∨ v) i = 1 by assumption. Thus, w = (u ∨ v), making u ∨ v the join of u and v.
Strangely, even though the join operation of ∆ n is more complicated than the join operation of ∆ n , we still have that ∆ n is distributive and thus satisfies the Jordan-Dedekind condition. This is stated in the following theorem.
Theorem 7. The lattice (∆ n , ⊂) is distributive and thus satisfies the JordanDedekind condition.
Proof. By definition, we must show the following two equalities:
for all x, y, z ∈ ∆ n . We recall first that the archetypal distributive lattice is a subset of the power set of a set closed under set theoretic union and intersection. Since the sets of weak periods of the meet and join of two ternary correlations are defined as the set theoretic intersection and union of the weak period sets of the two correlations, we need not worry about showing the definition of equality for the sets of weak periods. That is, the only difference in either equation between the left and right hand sides could be in the sets of periods. Consider first Equation 1. We must show that p ∈ P(x ∧ (y ∨ z)) = P(x) ∩ P(y ∨ z) if and only if p ∈ P((x ∧ y) ∨ (x ∧ z)). We note that p ∈ P(x)∩P(y ∨z) if and only if p ∈ P(x) and p ∈ P(y ∨z). But p ∈ P(y ∨z) if and only if either p ∈ P(y) ∪ P(z) or p ∈ P (y) ∪ P (z) and for all k ≥ 2 we have that kp ∈ P (y) ∪ P (z). In the first case, p is in one of P(x ∧ y) and P(x ∧ z) and is thus in the union. In the second case, we see that since p ∈ P(x) that p n ⊂ P(x) ⊂ P (x). Therefore, for all k ≥ 1 we have that kp ∈ P (x) ∩ P (y) or kp ∈ P (x) ∩ P (z), and kp ∈ P (u ∧ v) ∪ P (u ∧ w). Thus, kp ∈ P (x ∧ y) ∪ P (x ∧ z). Thus, by the definition of ∨, we have that p ∈ P((x ∧ y) ∨ (x ∧ z)). But all of these assertions were bidirectional implications, and therefore we have the equality we seek.
Next we demonstrate Equation 2. We must show that p ∈ P(x ∨ (y ∧ z)) if and only if p ∈ P((x ∨ y) ∧ (x ∨ z)) = P(x ∨ y) ∩ P(x ∨ z). Take first that p ∈ P(x ∨ (y ∧ z)). If p ∈ P(x) or p ∈ P(y ∧ z) = P(y) ∩ P(z) then we are done. Otherwise, we see that p ∈ P (x) or p ∈ P (y ∧ z) = P (y) ∩ P (z) and in either case for all k ≥ 2 we have that kp ∈ P (x) ∪ (P (y) ∩ P (z)) = (P (x) ∪ P (y)) ∩ (P (x) ∪ P (z)). But then in either case we have the inclusions
for all k ≥ 2. But these are the conditions in the definition of ∨ which imply that p ∈ P(x ∨ y) ∩ P(x ∨ z) = P((x ∨ y) ∧ (x ∨ z)). The proof in the other direction is the same and thus Equation 2 holds.
So unlike the lattice of correlations of full words which does not even satisfy the Jordan-Dedekind condition, the lattices of both binary and ternary correlations of partial words are distributive.
Irreducible period sets
In [26] , Rivals and Rahmann defined a notion of irreducible period set based on forward propagation. Specifically, they noticed that in the case of full words, some periods are implied by other periods because of the forward propagation rule (Definition 2). An example is that if a twelve-letter word has periods 7 and 9 then it must also have period 11 since 11 = 7 + 2(9 − 7). They then gave for any v ∈ Γ n , conditions for a period set to be an irreducible period set associated with v and showed that this minimal set of periods exists and is unique. In the above example, {7, 9, 11} would correspond to {7, 9}. The set of these irreducible period sets of full words of length n they called Λ n , and they showed that while (Λ n , ⊂) is not a lattice that it does satisfy the Jordan-Dedekind condition as a poset.
Our notion of irreducible period sets and Rivals and Rahmann's differ in a fundamental way. Specifically, their definition relied on forward propagation. This rule does not hold in the case of partial words. For example, the proof of Theorem 3 tells us that abbbbbb b bb has periods 7 and 9 but does not have period 11. Thus, {7, 9, 11} is irreducible in the sense of partial words, but not in the sense of full words.
We say that a set P ⊂ {1, 2, . . . n − 1} generates the correlation v ∈ ∆ n provided that for each 0 < i < n we have that v i = 1 if and only if there exists p ∈ P and 0 < k < n p such that i = kp. One such P is P(v) \ {n}. But in general there are strictly smaller P which have this property. For example, if v = 1001001101 then P(v) = {3, 6, 7, 9}. While P = P(v) \ {n} will generate this set, we see that P = {3, 6, 7}, {3, 7, 9}, or {3, 7} will as well.
On the other hand, we see that there is a well defined minimal set of generators. That is, for every v ∈ ∆ n there is a set R(v) such that for any set P which generates v we have that R(v) ⊂ P . Namely, this is the set of all p ∈ P(v) \ {n} such that for all q ∈ P(v) \ {n} with q = p we have that q |p. For if there is q distinct from p such that q|p then we have that all multiples of p are also multiples of q, that is, p n ⊂ q n . Moreover, we see since there are no divisors of the elements of R(v) in P(v) \ {n} that the only p ∈ P(v) \ {n} which can generate r ∈ R(v) is r itself. Thus we have achieved minimality.
We will call R(v) the irreducible period set of v. For partial words of length n, we define Φ n to be the set of all irreducible period sets of partial words of length n. Moreover, we see that there is an obvious one-to-one correspondence between Φ n and ∆ n given by the function R : ∆ n → Φ n in one direction and its inverse E : Φ n → ∆ n defined as
For n ≥ 3, we see immediately that the poset (Φ n , ⊂) is not a joinsemilattice since the sets {1} and {2} will never have a join since {1} is always maximal. On the other hand, we have that (Φ n , ⊂) is a meetsemilattice as it contains a null element, ∅. The meet of two elements of Φ n is simply their set theoretic intersection.
Theorem 8. The pair (Φ n , ⊂) is a meet semilattice that satisfies the JordanDedekind condition.
Proof. Let S = {p 1 , p 2 , . . . , p k } and T = S ∪ {q 1 , q 2 , . . . , q l } be elements of Φ n . Denoting by proper inclusion, let S C 1 C 2 · · · C m T be a maximal chain from S to T . We claim that for all 1 ≤ i < m, C i = C i+1 − 1. For if C i+1 \ C i ⊃ {q i 1 , q i 2 } were of order at least 2, then both the sets C i ∪ {q i 1 } and C i ∪ {q i 2 } would lie in Φ n since C i+1 ⊂ T and no element of T divides any other so all subsets of T lie in Φ n . Moreover, we see that C i ∪ {q i 1 } and C i ∪ {q i 2 } both lie strictly between C i and C i+1 in the poset Φ n . Thus the chain is not maximal and we have produced a contradiction. This proof then shows that m = l and therefore, Φ n must satisfy the Jordan-Dedekind condition and for any two distinct S, T ∈ Φ n we have that the maximal chain length is T \ S + 1.
Counting correlations
In this section, we look at the number of correlations of partial words of a given length. In the case of binary correlations, we give bounds and link the problem to a problem in number theory, and in the case of ternary correlations we give an exact count. We also provide an algorithm for the enumeration of the ternary correlations in ∆ n based on some properties we study here.
To begin, a primitive set of integers S ⊂ N = {1, 2, . . .} is such that for any two distinct elements s, s ∈ S we have that neither s divides s nor s divides s. Since Φ n and the set of finite primitive sets of integers less than n coincide and ∆ n = Φ n , if we can count the number of finite primitive sets of integers less than n then we can count the number of binary correlations of partial words of length n. We present some results on approximating this number.
Theorem 9 (Erdös [14] ). Let S be a finite primitive set of size k with elements less than n. Then k ≤ n 2 . Moreover, this bound is sharp. This bound tells us that the number of primitive sets of integers with elements less than n is at most the number of subsets of {1, 2, . . . , n − 1} of size at most n 2 . This number is
Moreover, the sharpness of the bound derived in Theorem 9 gives us that Φ n ≥ 2 n/2 . Thus we have that ln 2 2 ≤ ln Φ n n ≤ ln 2 and so ln ∆ n ∈ Θ(n). We now show that the set of partial word ternary correlations is actually much more tractible to count than the set of binary correlations. Specifically, we show that ∆ n = 2 n−1 .
To show this we first note an interesting consequence of Theorem 3.
Lemma 4. Let u be a partial word of length n and let p ∈ P (u). Then p ∈ P(u) if and only if kp ∈ P (u) for all 0 < k ≤ n p .
Proof. If p ∈ P (u) and all of its multiples are also in P (u), then we have by Theorem 3 that p / ∈ P (u) \ P(u). Thus, p ∈ P(u). On the other hand, if p ∈ P(u) then we have again by Theorem 3 that all of its multiples are in P(u) ⊂ P (u). Therefore, the conditions of the lemma are satisfied.
This lemma leads us to the following observation.
Lemma 5. If S ⊂ {1, 2, . . . , n−1}, then there is a unique ternary correlation v ∈ ∆ n such that P (v) \ {n} = S.
Proof. For each s ∈ S, let v s = 1 provided that all of the multiples of s are in S and let v s = 2 provided that there is some multiple of s which is not in S. For all other 0 < t < n, let v t = 0. Notice that v satisfies the conditions of Theorem 3 to belong to ∆ n . Moreover, it is obvious that these are the conditions forced on the ternary vector by Theorem 3. Thus, this correlation is unique.
We note that this observation agrees with the definition of the join forced upon us in Section 4. Considering all periods as weak periods and then determining which ones are actually strong periods is how we defined that operation.
And Lemma 5 tells us as well that the cardinality of the set of partial word ternary correlations is the same as the cardinality of the power set of {1, 2, . . . , n − 1}. Proposition 1. The equality ∆ n = 2 n−1 holds.
In [26] , Rivals and Rahmann showed how their notion of irreducible period set can be used to uniformly sample from Γ n . We end this section by discussing uniform random sampling from ∆ n . Given n ∈ N, we construct a bijection ψ between {0, 1, . . . , 2 n−1 − 1} and ∆ n . We can then generate a random number from {0, 1, . . . , 2 n−1 − 1}, and output the corresponding element of ∆ n . 
Population size of correlations
We define the population size of a correlation v as the number of partial words over a finite alphabet A of cardinality α sharing v as their correlation, and denote it by N α (v). In [17] , Guibas and Odlyzko obtained a recurrence for computing the population size of full word correlations. In [26] , Rivals and Rahmann exhibited another recurrence which links the population size of a correlation v to the population size of the correlations it is included in. The recurrence depends on the number of free characters (nfc for short) of v defined as follows.
Definition 5 ([26]
). The number of free characters, denoted by nfc, of a correlation v is the maximum number of positions in a word u with correlation v that are not determined by the periods.
Note that the nfc is independent of A and can be computed from v alone. To illustrate this definition, note that a correlation represents a set of equalities between the characters of a word. For example, if v = 100001001 ∈ Γ 9 , a word u = u(0)u(1)u(2)u(3)u(4)u(5)u(6)u (7)u (8) with correlation v must satisfy: u(0) = u(3) = u(5) = u(8), u(1) = u(6) and u(2) = u(7). Thus u = abcadabca for some a, b, c, d ∈ A. So the nfc is 4.
Definition 5 can easily be applied to partial words with binary correlations. Here, a correlation represents a set of compatibilities between the characters of a partial word. For example, consider v = 101 ∈ ∆ 3 . Since a partial word u = u(0)u(1)u(2) with correlation v has period 2, u(0) is compatible with u(2). Therefore, between u(0) and u(2) there is at most one distinct letter that is not a hole, which creates one free character between the two. Note that u(1) remains unaffected by the periods, making a total of two free characters, u(0) and u(1). So for v = 101, nfc = 2.
In this section, we provide some recurrences for computing the population size of partial word correlations generalizing the result of Rivals and Rahmann. Recall that for any u, v ∈ ∆ n , u ⊂ v if P(u) ⊂ P(v), and for u, v ∈ ∆ n , u ⊂ v provided that P(u) ⊂ P(v) and P (u) ⊂ P (v) or more explicitly, u ⊂ v provided that whenever u i = 1 that v i = 1 and whenever u i = 2 that v i = 1 or v i = 2. We will use the symbolism "u v" to denote "u ⊂ v and u = v". We will say that a partial word u satisfies a correlation v if P (v) ⊂ P (u). In other words, u does not satisfy v if there exist i, i + p ∈ D(u) such that u(i) = u(i + p) for some period p of v.
For n ∈ N, it is easy to check that
Indeed, any partial word u with correlation v = 1 n is over a singleton alphabet. For each character of A, there are 2 n such partial words. And since A = α, there is a total of α2 n such partial words, except that n is computed α times. Therefore, we must subtract (α − 1) of them. Our first recurrence is the following.
Theorem 10. Let n ∈ N, v ∈ ∆ n , and ρ v be the nfc of v.
Proof. The total number of partial words over A of length n is (α + 1) n .
Specifically, any nonfree characters are a period apart from only 1 other character, namely, its corresponding free character. This gives (α + 1) n−2 2 α 2 words that do not satisfy v for each nonfree letter. Once these pairs are subtracted, and then the pairs of pairs are added back in, and so on via the inclusion-exclusion principle, we are left with the number of words u such that P(v) ⊂ P(u). Therefore, we must subtract the number of words with correlation w strictly containing v, which leads to Equation 4.
As an example, consider again the correlation v = 101. Here, ρ v = 2 > 1 = n 2 . Also, the only correlation that contains v is w = 111. Therefore, if we let α = 2, then N 2 (101) =
, which implies N 2 (101) = 27 − 6 − 15 = 6. The population of v is { ab, ba, ab , aba, ba , bab}.
The formula introduced in Theorem 10 only works for binary correlations with a sufficiently large nfc, and even then only when all correlations containing v satisfy the same conditions, or the population of those correlations are otherwise known.
A graph theoretic approach
In this section, we compute the population size of any partial word correlation over any finite alphabet. We first associate graphs with correlations, and then by observing these graphs and their properties, we use them to aid us in the calculation of the population size of correlations of partial words.
For a correlation v of a partial word of length n, we define the graph G v = (V, E) where the vertex set V contains n vertices labeled 0, 1, . . . , n−1 (we identify the vertices with their labels). For any pair of vertices i and j such that i < j, {i, j} ∈ E (the edge set) if and only if j = i + p for some p = 0 such that v p = 1 or v p = 2. In other words, an edge connects any two vertices whose labels differ by the value of a period or a weak period. As an example, Figure 1 shows the graph of v = 12001. There are five vertices, and the weak periods are 1 and 4 (and 5). The pairs of vertices whose labels differ by 1 are {0, 1}, {1, 2}, {2, 3}, and {3, 4} and the only pair that differs by 4 is {0, 4}. Therefore, that is where we place the edges. As a point of interest, we can see that the graph of correlation v = 12001 is isomorphic to the cyclic graph on five vertices.
We can obtain the population size of a correlation v from the graph G v by considering colorings on the vertices of G v . Over an alphabet A of size α, designate a color for each of the α letters of A, as well as a color for the hole symbol, . Let their colors be c 0 , c 1 , . . . , c α−1 , and c respectively. Since the edges connect positions that are a period or a weak period apart, any coloring of G v such that no vertices colored with two different colors from {c 0 , c 1 , . . . , c α−1 } are adjacent represents a partial word satisfying v. This is the basic principle that guides our results for obtaining population sizes from graphs.
For the next result, we will make use of the chromatic polynomial.
Definition 6. Let G be an undirected graph. A proper coloring of G is a coloring of the vertices in which no adjacent vertices share the same color. The chromatic polynomial of G is a function P (G, t) that gives the number of ways G can be properly colored using no more than t colors.
We now provide a theorem that gives a formula for the population size of any correlation v over any finite alphabet.
Theorem 11. Let n ∈ N and v ∈ ∆ n . Let G v = (V, E) be the graph representation of v with vertex set V and edge set E. For all edge subsets
Proof. The total number of partial words over A of length n is (α + 1) n , which is represented by the number of colorings on the subgraph of G v with no edges (assuming we define P (G i , α) = 1 on the trivial graph with no vertices or edges). Each edge e ∈ E represents a possibility for a word to not satisfy the correlation. So we must subtract out the possible colorings on the subgraphs G i = (V i , E i ) of G, where E i = {e} for all e ∈ E, that contain a proper α-coloring on the induced subgraph created by e (c 0 , c 1 , . . . , c α−1 being the α colors). The number of proper α-colorings is determined by the chromatic polynomial, P (G i , α). All vertices not contained in the subgraph can be any of the α + 1 colors. We subtract the number of graphs with a single such edge, and then add the number of graphs with a pair of such edges, and so on via the inclusion-exclusion principle. We are left with the number of colorings on G v such that no vertices colored with two different colors from c 0 , c 1 , . . . , c α−1 are adjacent. This is also the number of words u such that P (v) ⊂ P (u). Therefore, we must then subtract the number of partial words u with correlation strictly containing v, which leads to Equation 5. Figure 1 ) has five edges, meaning there are 2 5 = 32 possible induced subgraphs. As an example, let us observe the induced subgraph G i = (V i , E i ) with edge set E i = {{0, 1}, {3, 4}} over a binary alphabet. In this subgraph, E i = 2, V i = 4, and P (G i , 2) = 4. Therefore, for this particular subgraph, we add (−1) 2 (2 + 1) |5|−|4| 4 = 12 words back into the equation. We add, as by the inclusion-exclusion principle, since over other subgraphs (namely the ones with edge sets {{0, 1}} and {{3, 4}}) these words were subtracted one too many times. Once this is done for all 32 induced subgraphs of G v , (you could check that this value would total 83), we subtract the population size of all correlations containing v, which are 12011, 12101, and 11111. In addition to Theorem 11, we have another method for computing the population size of a partial word correlation v over any finite alphabet. Once again, this method is dependent on the graph representation G v of v.
Theorem 12. Let n ∈ N and v ∈ ∆ n . Let G v = (V, E) be the graph representation of v with vertex set V and edge set E. For all vertex subsets of V , V i ⊂ V , let G i = (V i , E i ) be the induced subgraph of G v . Let C i denote the number of connected components of G i . Then Example 5. Returning to our example of the correlation v = 12001, its corresponding graph G v has five vertices, once again leading to a total of 2 5 = 32 induced subgraphs to examine. As an example, consider the subgraph G i = (V i , E i ) with vertex set V i = {1, 2, 3}, meaning the edge set is E i = {(1, 2), (2, 3)}. This subgraph represents all partial words u with correlation containing v such that u(0) and u(4) (0 and 4 being the missing vertices) are holes. Since the remaining vertices are connected, this means that u(1), u(2), and u(3) must all be the same letter (and none of them holes). Over a binary alphabet, we have two choices for a letter, giving us two possible words: aaa and bbb . The remaining 31 subgraphs cover all other possible arrangements of holes. Once we add together the number of such words satisfying these subgraphs we get the same 83 words we obtained in Example 4. Then, just as before, we must subtract out the population of all correlations containing v = 12001, which will ultimately leave us with a population size of eight (as we previously saw).
A non-recursive approach
The implementation of the methods we have seen so far can be very tedious, especially for lengthy correlations. This is mostly due to the fact that they may be required to run through many recursive calls. In this section, we suggest a non-recursive method for calculating the population size of any binary or ternary partial word correlation. First, however, it will be beneficial to introduce new notation. We will use M α (v) to denote the number of partial words u over an alphabet A of size α such that P (v) ⊂ P (u). As seen in Theorem 12, for a correlation v ∈ ∆ n with graph representation G v = (V, E), M α (v) = V i |V i ⊂V α C i , where C i denotes the number of components of the induced subgraph of G v , G i = (V i , E i ). We now provide a non-recursive method for calculating population sizes.
Theorem 13. Let n ∈ N and v ∈ ∆ n . Then
Proof. In the case when w = v, M α (w) = M α (v), we add in the number of partial words with correlation containing v. Then for all correlations x such that x contains all the periods of v plus one extra period, we must subtract the number of words with correlation x. This is seen in the cases where w = x and P (w) − P (v) = 1. Then, by the inclusion-exclusion principle, we must add back in all words with a correlation containing v plus two extra periods, then subtract all words with a correlation containing v plus three extra periods, and so on. This leads to Equation 7 . Once all of this is complete, we are left with the number of words that have strictly correlation v, or the population of v.
Example 6. Once again, consider the correlation v = 12001. We saw in previous examples that M 2 (v) = 83, which is the number of partial words over a binary alphabet with correlation containing v. We have also seen that there are 3 correlations that contain v: 12011, 12101, and 11111. Call them x, y, and z respectively. It could be shown that M 2 (x) = 71 and M 2 (y) = 67, and M 2 (z) = 63. One can check that 83 − 71 − 67 + 63 = 8, which is the population size of v = 12001.
Conclusion
Rivals and Rahmann gave an efficient algorithm for the enumeration of Γ n , the set of all full word correlations of length n [26] . Is there an efficient algorithm for ∆ n , the set of all partial word binary correlations of length n?
Enumeration of the set ∆ n is certainly a problem that is in NP, as it has been shown in Section 6 that ln ∆ n ∈ Θ(n). As mentioned earlier, Φ n is precisely the set of all primitive subsets of {1, 2, . . . , n − 1}. Therefore, by analyzing the complexity of the problem of finding such primitive subsets, we are also tackling the problem of enumeration of Φ n , and therefore ∆ n (due to the bijection between ∆ n and Φ n ). It turns out that we can take this problem one step further, and transform it into a well known graph theory problem. First, however, we must illustrate the graphs we are dealing with.
Given n ∈ N, we define the graph G n = (V, E) where the vertex set V contains n − 1 vertices labeled 1, 2, . . . , n − 1 (we identify the vertices with their labels). For any pair of vertices i and j such that i < j, {i, j} ∈ E (the edge set) if and only if i does not divide j. In other words, an edge connects any two vertices whose labels do not divide one another. We can check that for any n ∈ N, every clique of the graph G n is precisely one of the primitive subsets of {1, 2, . . . , n − 1}, and vice versa. This connection leads us to the conjecture that the enumeration of ∆ n is an NP-complete problem. This conjecture comes in light of the fact that the problem of finding a clique in a given graph is NP-complete [28] .
