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DOUBLY NONLINEAR STOCHASTIC EVOLUTION EQUATIONS II
LUCA SCARPA AND ULISSE STEFANELLI
Abstract. Complementing the analysis in [41], we investigate the well-posedness of SPDEs
problems of doubly nonlinear type. These arise ubiquitously in the modelization of dissipative
media and correspond to generalized balance laws between conservative and nonconservative
dynamics. We extend the reach of the classical deterministic case by allowing for stochasticity.
The existence of martingale solutions is proved via a regularization technique, hinging on the
validity of a Itô formula in a minimal regularity setting. Under additional assumptions, the
well-posedness of stochastically strong solutions is also shown.
1. Introduction
This is the second paper of a series devoted to the existence of solutions to stochastic doubly
nonlinear evolution equations. Complementing the analysis of [41], we focus here on equations
which, in the deterministic case, take the form
A(∂tu(t)) + ∂B̂(u(t)) ∋ F (t, u(t)) . (1)
Here, t ∈ [0, T ] 7→ u(t) ∈ H represents the state of a physical systems at time t, seen as an
element in the separable Hilbert space H , T > 0 is some final reference time, and ∂t is the time
derivative. The functional B̂ : H → (−∞,+∞] denotes the energy of the system, here assumed
to be convex, and ∂B̂ is the corresponding subdifferential. The term t 7→ F (t, u(t)) ∈ H
represents further external actions. The possibly multivalued, maximal monotone operator
A : H → 2H with 0 ∈ A(0) corresponds to dissipation instead. More precisely, the scalar
(A(∂tu), ∂tu)H ≥ 0 represents the instantaneous dissipation of the system corresponding to the
rate ∂tu, where (·, ·)H is the scalar product in H .
Given these provisions, relation (1) is nothing but the balance between conservative actions,
modelled by ∂B̂(u), dissipative actions, encoded in A(∂tu), and external actions, namely F (t, u).
By additionally letting F (t, u) = ∂uF̂ (t, u), where F̂ (t, u) denotes the work of external actions
at time t on the state u ∈ H , and assuming enough smoothness, one can check in particular the
dissipation inequality
d
dt
(
B̂(u)− F̂ (·, u)
)
+ ∂tF̂ (·, u) = (∂B̂(u)− F (·, u), ∂tu)H = −(A(∂tu), ∂tu)H ≤ 0 . (2)
The left-hand side of this relation features the sum of the variation of the free energy of the
system B̂(u) − F̂ (t, u), namely the stored part of the energy B̂ which is not contributed from
the exterior, plus the power of external actions. In particular, (2) entails that this balance
is negative along all trajectories, expressing indeed the dissipativity of the system. Indeed,
the generalized balance (1) is prototypical of dissipative systems and arises ubiquitously in
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applications, especially in relation with Thermomechanics and dissipative media: see [30, 31]
and [18] for justifications. Note that the existence of a potential F̂ (t, u) is instrumental to
obtaining relation (2), being however not required for the existence theory.
The linear case where A is chosen to be the identity in H (not specifically in focus here,
however), corresponds to perturbed gradient flows and is rather classical [6]. For existence results
for A nonlinear and coercive the reader is referred to Colli & Visintin [14] and Colli [13] (see
also [8], [7], and [45] among others). Besides existence, structural stability [1], perturbations
and long-time behavior [2,3,37,43,44], and variational characterization of solutions [4,5,47] have
also been considered. The case A nonlinear and 0-homogeneous (not included in our analysis)
is related with the modeling of rate-independent evolution: see [32] for a recent comprehensive
collection of results.
Our aim is to study a stochastic version of equation (1), namely (4) below, taking into account
possible random disturbances occurring in the evolution and affecting the energy–dissipation
balance. Let a filtered probability space (Ω,F , (Ft)t∈[0,T ],P) and a cylindrical Wiener process
W on a separable Hilbert space U be given. Solutions (ω, t) 7→ u(ω, t) ∈ H are assumed to be
Itô processes of the form
u(t) = ud(t) +
∫ t
0
us(s) dW (s) , t ∈ [0, T ] , (3)
where ud is an absolutely continuous process and us is aW -stochastically integrable process. For
processes in the form (3), the averaged variation rate is given exactly by the contribution E ∂tu
d,
where E denotes expectation. It is then natural to consider the differentiable process ud as the
one accounting for dissipation, whereas the stochastic integral of us has to be interpreted as
the random perturbation of the trajectory of u. Consequently, as we are interested in nonlinear
dissipation evolutions, we prescribe the action of the dissipation A directly on the rate ∂tu
d,
by keeping the contribution us dW as a separate random disturbance affecting the trajectory
of u. Bearing in mind these considerations, we are interested in the following doubly nonlinear
stochastic evolution equation
A(∂tu
d) dt+ us dW + ∂B̂(u) dt ∋ F (·, u) dt+G(·, u) dW , (4)
where G is a suitable stochastically integrable operator, possibly depending on u. This may be
equivalently seen as a system {
A(∂tu
d) + ∂B̂(u) ∋ F (·, u) ,
us = G(·, u) ,
(5)
under the constraint that u is an Itô process in the form (3). By taking G = 0, the latter
entails us = 0, so that u = ud, and the equation reduces to the deterministic case of (1). In the
special case where A is the identity in H , the doubly nonlinear problem (4) reduces instead to
the classical well-understood stochastic evolution equation
du+ ∂B̂(u) dt ∋ F (·, u) dt+G(·, u) dW .
More generally, equation (4), or equivalently (5), features a possibly nonquadratic dissipation
in terms of ∂tu
d, and is the natural stochastic version of the deterministic evolution (1).
The consistency of the doubly nonlinear stochastic evolution equation (4) is particularly
evident at the level of the energy–dissipation balance. Indeed, in Proposition 3.3 below we
prove a refined Itô formula which would allow us to argue along the lines of (2) and obtain the
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averaged dissipativity inequality
d
dt
E
(
B̂(u)− F̂ (·, u)−
1
2
E(TrL(·, u))
)
+ E ∂tF̂ (·, u) = −E(A(∂tu), ∂tu)H ≤ 0 . (6)
Here, L(·, u) = G(·, u)G∗(·, u)DG∂B̂(·), where the symbol DG represents the Gâteaux differ-
ential. With respect to the deterministic dissipation inequality (2), its stochastic version (6)
features the additional contribution of the noise, which effectively enters the energy balance via
the term in L. The dissipativity inequality (6) will be crucial, as it allows to obtain uniform
estimates on the solutions of the doubly nonlinear stochastic problem (4).
The main result of this note is to prove that the Cauchy problem for equation (4) admits an
analytically strong martingale solution if A is coercive and linearly bounded and the sublevels
of B̂ are compact, see Theorem 2.1. The key step is to prove a Itô formula under minimal
regularity assumptions, see Proposition 3.3. This in turn allows us to perform a regularization
procedure and identify the corresponding nonlinear limits by a lower semicontinuity argument.
This technique is new and can be expected be useful elsewhere. Eventually, if A is strongly
monotone and ∂B̂ is linear and self-adjoint, solutions are actually strong in probability and
unique, see Theorem 2.2.
The main mathematical difficulty in tackling the doubly nonlinear problem (4) is duplex, and
consists on the one hand in proving some uniform estimates on the solutions and on the other
in identifying the two nonlinearities A(∂tu
d) and ∂B̂(u). These two issues are indeed implicitly
related to one another, and their proof hinges on the availability of an accurately refined Itô’s
formula in Hilbert spaces. First of all, uniform estimates on suitably approximated solutions
of (4) can be obtained, provided to show the dissipativity inequality for a regularized equation,
which is easier to handle. Unlike the deterministic setting, the dissipativity inequality cannot
be achieved by simply testing the equation by ∂tu
d, due to the presence of the noise terms.
Instead, it is obtained by proving an Itô formula for a suitable regularization of the energy B̂
and by comparison in the equation itself. As this first step is carried out on (relatively) arbitrary
regularized problems, one has enough regularity on the approximated energy at disposal and
uniform estimates on the solutions can be obtained. The delicate point, however, consists
in passing to the limit. Indeed, as the problem exhibits two nonlinearities, the identification
procedure is absolutely nontrivial. The main idea is to identify ∂B(u) by means of (stochastic)
compactness arguments. Once this is done, we characterize A(∂tu
d) using lower semicontinuity
techniques (the so-called lim sup argument): this however strongly relies on the availability of an
energy–dissipation equality at the limit. From the mathematical point of view, we are then forced
to prove first an exact Itô formula for the energy B̂ (not regularized). While Itô inequalities are
available in literature in connection with existence of strong solutions to SPDEs for example [19],
to the best of our knowledge Itô equalities associated to a general energy B̂ have not received
attention elsewhere, the main problem being the fact that B̂ is not everywhere defined in H ,
having compact sublevels. For these reasons, the analytical preliminaries contained here have
independent relevance on their own.
To our knowledge, this paper delivers the first existence theory in the doubly nonlinear frame
of (4). In the case of a linear and nondegenerate operator A, existence results can be traced
back to the classical theory by Pardoux [34, 35] and Krylov & Rozovski˘ı, [23]: see the
monographs [15, 36] for a general overview. In particular, the Cauchy problem for (4) with A
linear and ∂B̂ subhomogeneous has been proved to admit strong solutions by Gess [19]. Well-
posedness under more relaxed growth conditions are also available, see [25,27,28] for semilinear
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equations, [26, 29, 39] for equations in divergence form, and [11,33, 40] for porous-media, Allen-
Cahn, and Cahn-Hilliard equations.
In the first paper [41] of this series on existence for doubly nonlinear stochastic evolution
equations, we focused on relations of the form
dA(u) + ∂B̂(u) dt ∋ F (·, u) dt+G(·, u) dW
instead. Here, the operator A is applied directly to u and then differentiated. Such equations
are also very relevant from the applicative viewpoint and arise in connection with different
nonlinear diffusion situations, including phase transitions, porous-media, the Hele-Shaw cell,
non-Newtonian fluids, and the Mean-Curvature flow. Existence for the latter has been obtained
in [38] (for A bi-Lipschitz) and in [41] (for A multivalued). The case of A nonlinear and ∂B̂
linear has been originally discussed in [10] in the setting of the two-phase stochastic Stefan
problem, see also [9, 22].
Let us also point out that in the case where A = ∂Â is a subdifferential of a certain convex
lower semicontinuous function Â on H , the doubly nonlinear equation (4) fits well in the frame-
work of the stochastic Weighted Energy–Dissipation approach, and can be thus seen as limit
of convex minimization problems. Such technique has been show to be effective when A is the
identity [42]. The study of the genuinely doubly nonlinear case can also be considered.
We give the detail of our setting and state the existence results in Section 2. Section 3 is
devoted to the proof of the above-mentioned generalized Itô formula. The proof of Theorem 2.1,
namely the existence of martingale solutions, is detailed in Section 4. Finally, probabilistically
strong solutions are discussed in Section 5. We conclude in Section 6 by presenting an example
of a concrete PDE to which the abstract analysis can be applied.
2. Setting and main results
In this section we introduce the setting and assumptions on the data of the problem (Sub-
sections 2.1–2.3) and we present the main results of the work (Subsection 2.4).
2.1. Setting and notation. Let (Ω,F , (Ft)t∈[0,T ],P) be a filtered probability space satisfying
the usual conditions, where T > 0 is a fixed final reference time, and let also W be a cylindrical
Wiener process on a separable Hilbert space U . We fix once and for all a complete orthonormal
system (uj)j of U .
For every Banach spaces E1 and E2, the symbol L (E1, E2) denotes the space of linear
continuous operator from E1 to E2 endowed with the norm-topology. The space L (E1, E2)
endowed with the strong and weak operator topology is denoted by Ls(E1, E2) and Lw(E1, E2),
respectively. If E1 and E2 are also Hilbert spaces, the space of trace-class and Hilbert-Schmidt
operators from E1 to E2 are denoted by L
1(E1, E2) and L
2(E1, E2), respectively.
In the paper, V is separable reflexive Banach space and H is a Hilbert space such that V →֒ H
continuously, densely, and compactly. As usual, we identify H with its dual, so that we have
the Gelfand triple
V →֒ H →֒ V ∗ .
Without loss of generality, we suppose that there exists a family of regularizing linear operators
(Rλ)λ>0 ⊂ L (H,V ) such that Rλ → I in Ls(V, V ) as λ ց 0: this is trivially satisfied in the
majority of interesting examples, for example when V is a Sobolev space.
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The progressive sigma algebra on Ω × [0, T ] is denoted by P. We use the classical symbols
Ls(Ω;E) and Lr(0, T ;E) for the spaces of strongly measurable Bochner-integrable functions on
Ω and (0, T ), respectively, for all s, r ∈ [1,+∞] and for every Banach space E. If s, r ∈ [1,+∞)
we use Ls
P
(Ω;Lr(0, T ;E)) to indicate that measurability is intended with respect to P. In the
case that s ∈ (1,+∞), r = +∞, and E is a separable, we set
LsP(Ω;L
∞(0, T ;E∗)) :=
{
v : Ω → L∞(0, T ;E∗) weakly* progressively measurable
with E ‖v‖sL∞(0,T ;E∗) <∞
}
,
and recall that by [16, Thm. 8.20.3] we have the identification
LsP(Ω;L
∞(0, T ;E∗)) =
(
L
s
s−1
P
(Ω;L1(0, T ;E))
)∗
.
2.2. Spaces of Itô processes. We introduce here some specific notation for classes of Itô-type
processes. Let E,F be two separable reflexive Banach spaces and K be a separable Hilbert
space, such that E,K →֒ F continuously. For every r1, r2 ∈ [1,+∞) we use the notation
Ir1,r2(E,K) := Lr1
P
(Ω;W 1,r1(0, T ;E))⊕ Lr2
P
(Ω;L2(0, T ;L 2(U,K))) ·W .
In other words, Ir1,r2(F,K) is the space of all processes u that can be written as
u(t) = ud(t) +
∫ t
0
us(r) dW (r) , t ∈ [0, T ] ,
for some ud ∈ Lr1
P
(Ω;W 1,r1(0, T ;E)) and us ∈ L
r2
P
(Ω;L2(0, T ;L 2(U,K))). Clearly, in such case
we have
u(t) = ud(0) +
∫ t
0
∂tu
d(s) ds+
∫ t
0
us(r) dW (r) , t ∈ [0, T ] ,
Note that the sum is actually a direct sum, and the representation u = ud + us ·W is unique.
2.3. Assumptions. We now introduce and comment the assumptions on operators and data.
These will be assumed throughout, without further specific mention.
• Assumption U0: u0 ∈ V .
• Assumption A: A : H → 2H is maximal monotone and there exist two constants
cA, CA > 0 such that
‖y‖H ≤ CA(1 + ‖x‖H) ∀x ∈ H , ∀ y ∈ A(x) ,
(y, x)H ≥ cA ‖x‖
2
H − c
−1
A ∀x ∈ D(A) , ∀ y ∈ A(x) .
• Assumption B1: B̂ : H → [0,+∞] is convex lower semicontinuous with B̂(0) = 0 and
B := ∂B̂ : H → 2H is its subdifferential. We ask that
V ⊆ D(B̂) ,
and B̂ is continuous at some point of V : this implies that ∂(B̂|V ) : V → 2
V ∗ coincides
with B on D(B), hence B can be also seen as a maximal monotone operator from V
to 2V
∗
. We assume that B is single-valued, and that there exist constants cB > 0 and
p ≥ 2 such that
(B(x1)−B(x2), x1 − x2)H ≥ cB ‖x1 − x2‖
p
V ∀x1, x2 ∈ D(B) .
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• Assumption B2: B : V → V ∗ is Gâteaux-differentiable with
DGB ∈ C
0(V ;Lw(V, V
∗))
and there exists a constant CB > 0 such that
‖DGB(x)‖L (V,V ∗) ≤ CB
(
1 + ‖x‖
p−2
V
)
∀x ∈ V .
• Assumption F: F : [0, T ]× V → H is measurable, and there exist a constant CF > 0
and hF ∈ L
1(0, T ) such that
‖F (·, x1)− F (·, x2)‖
2
H ≤ CF
(
1 + ‖x1‖
p−2
V + ‖x2‖
p−2
V
)
‖x1 − x2‖
2
V ∀x1, x2 ∈ V ,
‖F (·, x)‖
2
H ≤ hF (·) + CF ‖x‖
p
V ∀x ∈ V .
• Assumption G: G : [0, T ]×H → L 2(U,H) is measurable, G([0, T ]× V ) ⊂ L (U, V ),
and there exist a constant CG > 0 such that
‖G(·, x1)−G(·, x2)‖L 2(U,H) ≤ CG ‖x1 − x2‖H ∀x1, x2 ∈ H ,
‖G(·, x)‖
L 2(U,H) ≤ CG (1 + ‖x‖
ν
V ) ∀x ∈ V ,
where ν = 1 if p > 2 and ν ∈ (0, 1) if p = 2. Moreover, we assume that there exists
L : [0, T ]× V → L 1(H,H) and hG ∈ L
1(0, T ) such that
L(·, x) = G(·, x)G(·, x)∗DGB(x) ∀x ∈ V ,
and
L(t, ·) ∈ C0(V ;L 1(H,H)) for a.e. t ∈ (0, T ) ,
‖L(·, x)‖
L 1(H,H) ≤ hG(·) + CG ‖x‖
p
V ∀x ∈ V .
Let us comment on this last requirement. Note that by the regularity of G and B, for
every t ∈ (0, T ) and x ∈ V we have that G(t, x) ∈ L (U, V ) and DGB(x) ∈ L (V, V
∗), so that
G(t, x)G(t, x)∗DGB(x) ∈ L (V, V ). In the last condition, we are assuming that actually such
operator extends to a trace class operator on H . Clearly, any such extension is necessarily
unique due to the density of V in H . This behaviour is very natural and actually occurs in
several relevant situations: roughly speaking, it means that the composition with GG∗ has a
regularizing effect on DGB(x), due for example to suitable compensations of the singular terms.
2.4. Main results. We are now in the position of stating the main results of the paper. Our
first result concerns existence of analytically strong martingale solutions to (4).
Theorem 2.1 (Existence of martingale solutions). Under the assumptions of Subsection 2.3,
there exists a probability space (Ωˆ, Fˆ , Pˆ), a U -cylindrical Wiener process Wˆ on it, and a triple
(uˆ, uˆd, vˆ), with
uˆ ∈ Lp
Pˆ
(Ωˆ;C0([0, T ];H)) ∩ Lp
Pˆ
(Ωˆ;L∞(0, T ;V )) , uˆd ∈ L2
Pˆ
(Ωˆ;H1(0, T ;H)) ,
uˆ ∈ D(B) a.e. in Ωˆ× (0, T ) , B(uˆ) ∈ L2
Pˆ
(Ωˆ;L2(0, T ;H)) ,
vˆ ∈ L2
Pˆ
(Ωˆ;L2(0, T,H)) ,
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such that
uˆ(t) = u0 +
∫ t
0
∂tuˆ
d(s) ds+
∫ t
0
G(s, uˆ(s)) dWˆ (s) ∀ t ∈ [0, T ] , Pˆ-a.s. ,
vˆ(t) +B(uˆ(t)) = F (t, uˆ(t)) for a.e. t ∈ (0, T ) , Pˆ-a.s. ,
vˆ(t) ∈ A(∂tuˆ
d(t)) for a.e. t ∈ (0, T ) , Pˆ-a.s.
Furthermore, the following energy equality holds:
B̂(uˆ(t)) +
∫ t
0
(
vˆ(s), ∂tuˆ
d(s)
)
H
ds
= B̂(u0) +
∫ t
0
(
F (s, uˆ(s)), ∂tuˆ
d(s)
)
H
ds+
1
2
∫ t
0
Tr [L(s, uˆ(s))] ds
+
∫ t
0
(B(uˆ(s)), G(s, uˆ(s)) dW (s))H ∀ t ∈ [0, T ] , Pˆ-a.s.
Our second result gives a sufficient condition on the nonlinearities in order to obtain existence
(and uniqueness) of strong solutions both in the probabilistic and analytical sense.
Theorem 2.2 (Well posedness in the strong probabilistic sense). Under the assumptions of
Subsection 2.3, suppose further that A is strongly monotone, B is linear self-adjoint, G is linear
in its second variable, and hG = 0. Then, there exists a unique triple (u, u
d, v), with
u ∈ Lp
P
(Ω;C0([0, T ];H)) ∩ Lp
P
(Ω;L∞(0, T ;V )) , ud ∈ L2P(Ω;H
1(0, T ;H)) ,
B(u) ∈ L2P(Ω;L
2(0, T ;H)) ,
v ∈ L2P(Ω;L
2(0, T,H)) ,
such that
u(t) = u0 +
∫ t
0
∂tu
d(s) ds+
∫ t
0
G(s, u(s)) dW (s) ∀ t ∈ [0, T ] , P-a.s. ,
v(t) +B(u(t)) = F (t, u(t)) for a.e. t ∈ (0, T ) , P-a.s. ,
v(t) ∈ A(∂tu
d(t)) for a.e. t ∈ (0, T ) , P-a.s.
Furthermore, there exists a constant K > 0, such that, for every set {u0,i}i=1,2 ⊂ V of initial
data, their respective solutions {(ui, u
d
i , vi)}i=1,2 satisfy
‖u1 − u2‖L∞(0,T ;L2(Ω;V )) +
∥∥ud1 − ud2∥∥L2(Ω;H1(0,T ;H)) ≤ K ‖u0,1 − u0,2‖V .
3. An extended Itô’s formula
In this section we prove a general version of Itô’s formula for B̂, under minimal differentiability
assumptions, see Proposition 3.3. In particular, we recall that the second derivative of B̂ is
supposed to be defined only in the sense of Gâteaux in V : hence, B̂ may even be not twice-
differentiable on H , and, in fact, not even well-defined on the whole space H .
We find such Itô’s formula very interesting on its own, as it widely generalizes the classical
result to the case where the second derivatives are not necessarily well-defined and continuous.
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For every λ > 0, we recall that the Moreau-Yosida regularization of B̂, the resolvent of B,
and the Yosida approximation of B, are defined respectively as
B̂λ : H → [0,+∞) , B̂λ(x) := inf
y∈H
{
B̂(y) +
‖x− y‖2H
2λ
}
, x ∈ H ,
JBλ : H → D(B) ⊂ V , J
B
λ (x) := (I + λB)
−1(x) , x ∈ H ,
Bλ : H → H , Bλ(x) :=
x− JBλ (x)
λ
, x ∈ H ,
where I : H → H is the identity in H . It is well-known that JBλ is non-expansive on H and that
Bλ is 1/λ-Lipschitz-continuous on H .
First of all, we prove some technical properties of the resolvent.
Lemma 3.1. For every λ > 0, the resolvent JBλ uniquely extends to a
1
p−1 -Hölder-continuous
Gâteaux-differentiable operator JBλ : V
∗ → V , such that DGJ
B
λ ∈ C
0(H ;Lw(H,H)). Moreover,
as λց 0 it holds that
JBλ (x)→ x in H ∀x ∈ H ,
JBλ (x) ⇀ x in V ∀x ∈ V ,
DGJ
B
λ (x)→ I in Ls(H,H) ∀x ∈ H .
In particular, there exists a constant M > 0, independent of λ, such that
‖Jλ(x)‖V ≤M (1 + ‖x‖V ) ∀x ∈ V .
Proof. Step 1. Let λ > 0 be fixed. The operator
I + λB : V → V ∗
is maximal monotone and coercive, hence surjective. Its inverse (I + λB)−1 : V ∗ → V is well-
defined, and coincides with JBλ on H . In the sequel, we will use the same symbol J
B
λ to denote
(I + λB)−1 : V ∗ → V . Note that actually JBλ : V
∗ → V is 1
p−1 -Hölder-continuous by the strong
monotonicity of B. Indeed, for every x1, x2 ∈ V
∗, it is immediate to see that∥∥JBλ (x1)− JBλ (x2)∥∥2H + λcB ∥∥JBλ (x1)− JBλ (x2)∥∥pV ≤ 〈x1 − x2, JBλ (x1)− JBλ (x2)〉V ∗,V ,
from which it follows that∥∥JBλ (x1)− JBλ (x2)∥∥V ≤ ( 1λcB
) 1
p−1
‖x1 − x2‖
1
p−1
V ∗ .
Hence, (I + λB)−1 : V ∗ → V is Hölder-continuous, and the extension of JBλ to V
∗ is unique.
Now, by B1–B2 we know that I+λB : V → V ∗ is Gâteaux-differentiable with differential given
by
Tλ(x) := I + λDGB(x) ∈ L (V, V
∗) , x ∈ V .
It follows that for every x ∈ V , the linear continuous operator Tλ(x) : V → V
∗ is monotone
(hence maximal monotone), injective, and coercive on V (due to the strong monotonicity of
B): this implies that Tλ(x) is an isomorphism for all x ∈ V . Consequently, as we have already
proved that I + λB : V → V ∗ is invertible with Hölder-continuous inverse, we deduce that
JBλ : V
∗ → V is Gâteaux-differentiable with
DGJ
B
λ (x) = Tλ(J
B
λ (x))
−1 ∈ L (V ∗, V ) , x ∈ V ∗ .
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Clearly, this implies in particular that JBλ : H → H is Gâteaux-differentiable, and
DGJ
B
λ (y)h+ λDGB(J
B
λ (y))DGJ
B
λ (y)h = h ∀h, y ∈ H . (7)
As a by-product, we deduce also that Bλ : H → H is Gâteaux-differentiable with
DGBλ(y) = DGB(J
B
λ (y))DGJ
B
λ (y) ∀ y ∈ H .
Let us show that actually DGJ
B
λ ∈ C
0(H ;Lw(H,H)). To this end, let (xj)j ⊂ H and x ∈ H
such that xj → x in H as j →∞. For what we have just proved, it holds that J
B
λ (xj)→ J
B
λ (x)
in V . Taking y = xj and h ∈ H in (7), and testing by DGJ
B
λ (xj)h yields, by the monotonicity
of B and the Young inequality,
1
2
∥∥DGJBλ (xj)h∥∥2H ≤ 12 ‖h‖2H ∀ j ∈ N .
Hence, there exists Iλ(x, h) ∈ H such that, as j →∞,
DGJ
B
λ (xj)h ⇀ Iλ(x, h) in H , ∀h ∈ H .
Let now k ∈ H be arbitrary, and consider the double sequence
aj,i :=
(
JBλ (xj + h/i)− J
B
λ (xj)
1/i
, k
)
H
, (j, i) ∈ N2 .
Since JBλ is non-expansive on H , the sequence {aj,i}j,i is uniformly bounded in (j, i). Hence,
there is aλ ∈ R such that, possibly on a non-relabelled subsequence of (j, i), it holds
lim
j,i→∞
aj,i = a .
Now, note also that by continuity and Gâteaux-differentiability of JBλ we have
lim
j→∞
aj,i =
(
JBλ (x + h/i)− J
B
λ (x)
1/i
, k
)
H
∀ i ∈ N ,
and
lim
i→∞
aj,i =
(
DGJ
B
λ (xj)h, k
)
H
∀ j ∈ N .
Consequently, since the partial limits are finite and the double sequence converges also jointly,
it holds that
a = lim
j,i→∞
aj,i = lim
j→∞
lim
i→∞
aj,i = lim
i→∞
lim
j→∞
aj,i .
Putting this information together, we deduce that
lim
j→∞
(
DGJ
B
λ (xj)h, k
)
H
=
(
DGJ
B
λ (x)h, k
)
H
= a ∀h, k ∈ H .
Since the limit a is independent of the specific subsequence, this argument can be replicated on
all subsequences of (j, i), and the convergences holds actually along the entire sequence. By the
arbitrariness of k ∈ H , it follows that Iλ(x, h) = DGJ
B
λ (x)h for all h ∈ H . This shows that
DGJ
B
λ ∈ C
0(H ;Lw(H,H)), as required.
Step 2. Let us show the behaviour as λց 0: let x ∈ H be fixed. First of all, recalling that
JBλ (x) + λB(J
B
λ (x)) = x ,
testing by JBλ (x) and using the strong monotonicity of B, the fact that 0 ∈ B(0), and the Young
inequality we get
1
2
∥∥JBλ (x)∥∥2H + λcB ∥∥JBλ (x)∥∥pV ≤ 12 ‖x‖2H . (8)
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It follows that (JBλ (x))λ is relatively weakly compact in H . Moreover, by assumption B2 and
(8) we have that, for a positive constant M independent of λ,
λ
∥∥B(JBλ (x))∥∥V ∗ ≤Mλ(1 + ∥∥JBλ (x)∥∥p−1V ) ≤Mλ+Mλ(2cBλ)− p−1p ‖x‖2 p−1pH → 0 .
It follows then that JBλ (x) ⇀ x in H , hence also, again by a classical lim sup-argument, that
JBλ (x) → x in H . Secondly, taking h ∈ H and y = x in (7), testing by DGJ
B
λ (x)h, using the
monotonicity of B and the Young inequality yield
1
2
∥∥DGJBλ (x)h∥∥2H ≤ 12 ‖h‖2H . (9)
Hence, there exists I˜(x, h) ∈ H such that, as λց 0,
DGJ
B
λ (x)h ⇀ I˜(x, h) ∀h ∈ H .
We show that I˜(x, h) = h using again an argument with double sequences. Let k ∈ H be
arbitrary and consider
bj,i :=
(
JBλj (x + h/i)− J
B
λj
(x)
1/i
, k
)
H
, (j, i) ∈ N2 ,
where (λj)j is an arbitrary infinitesimal real sequence. Since J
B
λ is non-expansive on H , the
sequence {bj,i}j,i is uniformly bounded in (j, i), and there is b ∈ R such that, possibly on a
non-relabelled subsequence of (j, i),
lim
j,i→∞
bj,i = b .
As before, by the convergence of Jλ as λց 0 and the Gâteaux-differentiability of J
B
λ we have
lim
j→∞
bj,i = (h, k)H ∀ i ∈ N ,
and
lim
i→∞
bj,i =
(
DGJ
B
λj
(x)h, k
)
H
∀ j ∈ N .
Consequently, since the partial limits are finite and the double sequence converges also jointly,
the double limits can be computed in any order, so that it holds that
lim
j→∞
(
DGJ
B
λj
(x)h, k
)
H
= (h, k)H ∀h, k ∈ H .
Since the limit is independent of the specific subsequence, this argument can be replicated on
all subsequences of (j, i), and the convergences holds actually along the entire sequence. By the
arbitrariness of k ∈ H , it follows that I˜(x, h) = h for all h ∈ H . Furthermore, from (9) we also
have
lim sup
λց0
∥∥DGJBλ (x)h∥∥2H ≤ ‖h‖2H ,
hence actually it holds that DGJ
B
λ (x)h→ h in H . This shows that DGJλ → I in Ls(H,H), as
required.
Step 3. Lastly, let us suppose that x ∈ V : from the relation
JBλ (x) + λB(J
B
λ (x)) = x ,
testing by B(JBλ (x)) and using B1–B2 together with the Young inequality we get
cB
∥∥JBλ (x)∥∥pV + λ∥∥B(JBλ (x))∥∥2H = (B(JBλ (x)), x)H ≤ CB ‖x‖V (1 + ∥∥JBλ (x)∥∥p−1V )
≤ CB ‖x‖V +
1
p
CpBc
1−p
B ‖x‖
p
V +
p− 1
p
cB
∥∥JBλ (x)∥∥p ,
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from which
cB
p
∥∥JBλ (x)∥∥pV + λ∥∥B(JBλ (x))∥∥2H ≤ CB ‖x‖V + 1pCpBc1−pB ‖x‖pV . (10)
It follows that JBλ (x) ⇀ x in V as λց 0, and the proof is concluded. 
Lemma 3.1 implies in particular that the Yosida approximation Bλ : H → H is Gâteaux-
differentiable, but not necessarily in the sense of Fréchet. In the next lemma we show that it is
possible to write Itô’s formula for B̂λ, even if its second derivative is not well-defined everywhere
in the sense of Fréchet.
Lemma 3.2. Let the processes v, f , and C satisfy
v ∈ L2P(Ω;C
0([0, T ];H)) , f ∈ L2P(Ω;L
2(0, T ;H)) , C ∈ L2P(Ω;L
2(0, T ;L 2(U,H))) ,
and
v(t) +
∫ t
0
f(s) ds = v(0) +
∫ t
0
C(s) dW (s) ∀ t ∈ [0, T ] , P-a.s.
Then, for all λ > 0 it holds that
B̂λ(v(t)) +
∫ t
0
(f(s), Bλ(v(s)))H ds = B̂λ(v(0)) +
1
2
∫ t
0
Tr [C∗(s)DGBλ(v(s))C(s)] ds
+
∫ t
0
(Bλ(v(s)), C(s) dW (s))H ∀ t ∈ [0, T ] , P-a.s.
Proof. Let {ek}k∈N be a complete orthonormal system of H included in V and set
Hn := span{e0 , . . . , en−1} , n ∈ N , H∞ :=
⋃
n∈N
Hn .
Clearly, Hn is a closed linear subspace of H for all n ∈ N, and H∞ is dense in H . For every
n ∈ N, it is well-defined the orthogonal projection Pn : H → Hn on Hn, with respect to the
scalar product of H . Clearly, Pn is linear, 1-Lipschitz continuous, and
Pnx→ x in H ∀x ∈ H .
Setting now vn := Pnv, fn := Pnf , and Cn := PnC, we have that, for every n ∈ N,
vn(t) +
∫ t
0
fn(s) ds = vn(0) +
∫ t
0
Cn(s) dW (s) in Hn , ∀ t ∈ [0, T ] , P-a.s. (11)
Now, it is immediate to see that the restriction B̂λ|Hn ∈ C
1(Hn) and its differential is given by
D(B̂λ|Hn ) = Pn ◦Bλ|Hn : Hn → Hn .
Furthermore, from Lemma 3.1 we have that Bλ : H → H is Gâteaux-differentiable, which yields
directly that Pn ◦Bλ|Hn : Hn → Hn is Gâteaux-diifferentiable in turn with
DG(Pn ◦Bλ|Hn )(x)h = PnDGBλ(x)h , x ∈ Hn , h ∈ Hn .
Let us show that actually D2GB̂λ ∈ C
0(Hn;L (Hn, Hn)). To this end, let {xj}j ⊂ Hn and
x ∈ Hn such that xj → x in Hn as j →∞. Then we have∥∥∥D2GB̂λ(xj)−D2GB̂λ(x)∥∥∥
L (Hn,Hn)
= sup
‖h‖Hn≤1
{∥∥∥D2GB̂λ(xj)h−D2GB̂λ(x)h∥∥∥
Hn
}
= sup
‖h‖Hn≤1
sup
‖k‖Hn≤1
{
((DGBλ(xj)−DGBλ(x))h, k)Hn
}
.
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Now, for any such arbitrary h, k ∈ Hn, we can write
h =
n∑
i=1
ahi ei , k =
n∑
i=1
aki ei ,
where
ahi := (h, ei)H , a
k
i := (k, ei)H , i = 1, . . . , n .
Clearly, ‖h‖Hn ≤ 1 and ‖k‖Hn ≤ 1 if and only if
n∑
i=1
|ahi |
2 ≤ 1 ,
n∑
i=1
|aki |
2 ≤ 1 .
Consequently, setting Bn as the closed unit ball in R
n, we have ah := (ah1 , . . . , a
h
n) ∈ Bn and
ak := (ak1 , . . . , a
k
n) ∈ Bn. We deduce that∥∥∥D2GB̂λ(xj)−D2GB̂λ(x)∥∥∥
L (Hn,Hn)
= sup
ah,ak∈Bn

n∑
i,l=1
ahi a
k
l ((DGBλ(xj)−DGBλ(x))ei, el)Hn

≤
n∑
i,l=1
∣∣((DGBλ(xj)−DGBλ(x))ei, el)H ∣∣ ,
where the right-hand side converges to 0 when j → ∞ because DGBλ ∈ C
0(H ;Lw(H,H))
by Lemma 3.1. Hence, we have proved that B̂λ|Hn ∈ C
2(Hn) for every n ∈ N, and the finite
dimensional Itô formula yields then
B̂λ(vn(t)) +
∫ t
0
(fn(s), Bλ(vn(s)))H ds = B̂λ(vn(0)) +
1
2
∫ t
0
Tr [C∗n(s)DGBλ(vn(s))Cn(s)] ds
+
∫ t
0
(Bλ(vn(s)), Cn(s) dW (s))H ∀ t ∈ [0, T ] , P-a.s.
We want to pass now to the limit as n→∞. To this end, note that by the properties of Pn we
have that
vn → v in L
2
P(Ω;L
ℓ(0, T ;H)) ∀ ℓ ≥ 1 ,
vn(t)→ v(t) in L
2(Ω,Ft;H) , ∀ t ∈ [0, T ] ,
fn → f in L
2
P(Ω;L
2(0, T ;H)) ,
Cn → C in L
2
P(Ω;L
2(0, T ;L 2(U,H))) .
Moreover, by the Lipschitz-continuity of Bλ, the quadratic growth of B̂λ, and the Vitali Con-
vergence Theorem ensure that
Bλ(vn)→ Bλ(v) in L
2
P(Ω;L
ℓ(0, T ;H)) ∀ ℓ ≥ 1 ,
B̂λ(vn(t))→ B̂λ(v(t)) in L
1(Ω,Ft) , ∀ t ∈ [0, T ] .
Furthermore, Lemma 3.1 and the definition of Yosida approximation imply that
DGBλ ∈ C
0(H ;Lw(H,H)) ,
so that by the Dominated Convergence Theorem we also infer that
Tr [C∗nDGBλ(vn)Cn]→ Tr [C
∗DGBλ(v)C] in L
1
P(Ω;L
1(0, T )) .
Eventually, noting that by the dominated convergence theorem
Bλ(vn(s))Cn → Bλ(vn)C in L
2
P(Ω;L
2(0, T ;L 2(U,R))) ,
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the Burkholder-Davis-Gundy inequality yields∫ ·
0
(Bλ(vn(s)), Cn(s) dW (s))H →
∫ ·
0
(Bλ(v(s)), C(s) dW (s))H in L
2
P(Ω;C
0([0, T ])) .
Taking this information into account, we can let n→∞ in (11), and deduce that Itô’s formula
holds for a suitable dP⊗dt-version of v, denoted by the same symbol for brevity of notation. 
We are now ready to prove the most general version of Itô formula for B̂. Let us stress again
that this is not obvious at all, as the second derivative of B̂ is not everywhere defined and is
intended only in the sense of Gâteaux.
Proposition 3.3 (Itô formula for B̂). Let the processes v and f satisfy
v ∈ L2P(Ω;C
0([0, T ];H)) , B̂(v(t)) ∈ L1(Ω,Ft) ∀ t ∈ [0, T ] ,
v ∈ D(B) a.e. in Ω× (0, T ) , B(v) ∈ L2P(Ω;L
2(0, T ;H)) ,
f ∈ L2P(Ω;L
2(0, T ;H)) ,
and
v(t) +
∫ t
0
f(s) ds = v(0) +
∫ t
0
G(s, v(s)) dW (s) ∀ t ∈ [0, T ] , P-a.s.
Then, it holds that
B̂(v(t)) +
∫ t
0
(f(s), B(v(s)))H ds = B̂(v(0)) +
1
2
∫ t
0
Tr [L(s, v(s))] ds
+
∫ t
0
(
B(v(s)), G(s, v(s)) dW (s)
)
H
∀ t ∈ [0, T ] , P-a.s.
Proof. For every λ > 0, there exists a unique vλ ∈ L
2
P
(Ω;C0([0, T ];H)) such that
vλ(t) +
∫ t
0
f(s) ds = v(0) +
∫ t
0
G(s, JBλ (vλ(s))) dW (s) ∀ t ∈ [0, T ] , P-a.s.
Hence, it holds that
(v − vλ)(t) =
∫ t
0
(
G(s, v(s)) −G(s, JBλ (vλ(s)))
)
dW (s) ∀ t ∈ [0, T ] , P-a.s.
Itô’s isometry, the Lipschitz-continuity of G, and the properties of JBλ and Bλ yield then, for
every t ∈ [0, T ],
E ‖(v − vλ)(t)‖
2
H = E
∫ t
0
∥∥G(s, v(s))−G(s, JBλ (v(s)))∥∥2L 2(U,H) ds
≤ CG
∫ t
0
E
∥∥(v − JBλ (vλ))(s)∥∥2H ds
≤ 2CG
∫ t
0
E
∥∥(v − JBλ (v))(s)∥∥2H + 2CG ∫ t
0
E
∥∥(JBλ (v)− JBλ (vλ))(s)∥∥2H
≤ 2CGλ
2
∫ t
0
E ‖Bλ(v(s))‖
2
H + 2CG
∫ t
0
E ‖(v − vλ)(s)‖
2
H
≤ 2CGλ
2 ‖B(v)‖
2
L2
P
(Ω;L2(0,T ;H)) + 2CG
∫ t
0
E ‖(v − vλ)(s)‖
2
H .
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The Gronwall lemma implies that there exists M > 0, independent of λ, such that
‖vλ − v‖C0([0,T ];L2(Ω;H)) ≤Mλ .
In particular, it holds that vλ → v in C
0([0, T ];L2(Ω;H)). A classical argument involving the
Burkholder-David-Gundy inequality allows then to show that
vλ → v in L
2
P(Ω;C
0([0, T ];H)) . (12)
Moreover, since Bλ is
1
λ
-Lipschitz-continuous on H , by the estimate just proved we also have
that
‖Bλ(vλ)‖L2
P
(Ω;L2(0,T ;H)) ≤ ‖Bλ(v)‖L2
P
(Ω;L2(0,T ;H)) + ‖Bλ(vλ)−Bλ(v)‖L2
P
(Ω;L2(0,T ;H))
≤ ‖B(v)‖L2
P
(Ω;L2(0,T ;H)) +
1
λ
‖vλ − v‖L2
P
(Ω;L2(0,T ;H))
≤ ‖B(v)‖L2
P
(Ω;L2(0,T ;H)) +M .
It follows that (Bλ(vλ))λ is uniformly bounded in L
2
P
(Ω;L2(0, T ;H)): as we already know that
vλ → v in L
2
P
(Ω;L2(0, T ;H)), by strong-weak closure of B we also have that
Bλ(vλ) ⇀ B(v) in L
2
P(Ω;L
2(0, T ;H)) . (13)
As a consequence, by the strong monotonicity of B in B1, we get
cB
∥∥JBλ (vλ)− v∥∥pLp
P
(Ω;Lp(0,T ;V ))
≤ E
∫ T
0
(
Bλ(vλ(s))−B(v(s)), J
B
λ (vλ(s)) − v(s)
)
H
ds→ 0 ,
so that
JBλ (vλ)→ v in L
p
P
(Ω;Lp(0, T ;V )) . (14)
Now, by Lemma 3.2, for every λ > 0 we have,
B̂λ(vλ(t)) +
∫ t
0
(f(s), Bλ(vλ(s)))H ds
= B̂λ(v(0)) +
1
2
∫ t
0
Tr
[
G∗(s, JBλ (vλ(s)))DGBλ(vλ(s))G(s, J
B
λ (vλ(s)))
]
ds
+
∫ t
0
(Bλ(vλ(s)), G(s, J
B
λ (vλ(s))) dW (s))H ∀ t ∈ [0, T ] , P-a.s. (15)
By definition of B̂λ and Bλ, we have that
B̂λ(vλ) = B̂(Jλ(vλ)) +
λ
2
‖Bλ(vλ)‖
2
H = (Bλ(vλ), Jλ(vλ))H − B̂
∗(Bλ(vλ)) +
λ
2
‖Bλ(vλ)‖
2
H ,
from which, recalling (13) and that B̂∗ is weakly lower semicontinuous on H ,
lim sup
λց0
E
∫ T
0
B̂λ(vλ(s)) ds
≤ lim
λց0
E
∫ T
0
(Bλ(vλ(s)), Jλ(vλ(s)))H ds− lim inf
λց0
E
∫ T
0
B̂∗(Bλ(vλ(s))) ds
≤ E
∫ T
0
(B(v(s)), v(s)))H ds− E
∫ T
0
B̂∗(B(v(s))) ds = E
∫ T
0
B̂(v(s)) ds .
As the lim inf inequality is immediate due to the lower semicontinuity of B̂, we infer that
B̂λ(vλ)→ B̂(v) in L
1
P(Ω;L
1(0, T )) . (16)
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Furthermore, by the Lipschitz continuity of G we get∥∥Bλ(vλ)G(·, JBλ (vλ))−B(v)G(·, v)∥∥L 2(U,R)
≤
∥∥Bλ(vλ)(G(·, JBλ (vλ))−G(·, v))∥∥L 2(U,R) + ‖(Bλ(vλ)−B(v))G(·, v)‖L 2(U,R)
≤ CG ‖Bλ(vλ)‖H
∥∥JBλ (vλ)− v∥∥H + ‖(Bλ(vλ)−B(v))G(·, v)‖L 2(U,R) ,
so that from (12)–(13) and the Dominated Convergence Theorem we deduce that
Bλ(vλ)G(·, J
B
λ (vλ))→ B(v)G(·, v) in L
2
P(Ω;L
2(0, T ;L 2(U,R))) .
It follows, thanks to the Burkholder-Davis-Gundy inequality, that∫ ·
0
(Bλ(vλ(s)), G(s, J
B
λ (vλ(s))) dW (s))H
→
∫ ·
0
(B(v(s)), G(s, v(s)) dW (s))H in L
2
P(Ω;C
0([0, T ])) . (17)
It remains to show that we can let λց 0 in the trace term. To this end, note that by Lemma 3.1
and the definition of L in G we have
Tr
[
G∗(·, JBλ (vλ))DGBλ(vλ)G(·, J
B
λ (vλ))
]
= Tr
[
G(·, JBλ (vλ))G
∗(·, JBλ (vλ))DGBλ(vλ)
]
= Tr
[
L(·, JBλ (vλ))DGJ
B
λ (vλ)
]
,
where, by the strong convergence (14), the continuity of L in assumptionG, and again Lemma 3.1,
L(·, JBλ (vλ))→ L(·, v) in L
1(H,H) , a.e. in Ω× (0, T ) ,
DGJ
B
λ (vλ)→ I in Ls(H,H) , a.e. in Ω× (0, T ) .
It follows then that
Tr
[
L(·, JBλ (vλ))DGJ
B
λ (vλ)
]
→ Tr [L(·, v)] a.e. in Ω× (0, T ) .
Moreover, by assumption G we have that
|Tr
[
L(·, JBλ (vλ))DGJ
B
λ (vλ)
]
| ≤
∥∥L(·, JBλ (vλ))∥∥L 1(H,H) ∥∥DGJBλ (vλ)∥∥L (H,H)
≤
∥∥L(·, JBλ (vλ))∥∥L 1(H,H)
≤ hG(·) + CG
∥∥JBλ (vλ)∥∥pV .
From (14) the right-hand converges in L1
P
(Ω;L1(0, T )), hence it is uniformly integrable, and so is
by comparison the left-hand side. Putting all this information together, the Vitali Convergence
Theorem yields then
Tr
[
G∗(·, JBλ (vλ))DGBλ(vλ)G(·, J
B
λ (vλ))
]
→ Tr [L(·, v)] in L1P(Ω;L
1(0, T )) . (18)
Letting then λց 0 in (15) and using the convergences (12)–(14) and (16)–(18) we conclude. 
4. Existence of martingale solutions
This section is devoted to the proof of Theorem 2.1. The proof is based on a Yosida-type
approximation on the operators A and B. The passage to the limit hinges then on a lower-
semicontinuity arguments, which in turn makes uses of the Itô formula for B̂ from Proposi-
tion 3.3. For the sake of clarity, we subdivide the argument in subsequent steps in the coming
subsections.
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4.1. Approximation. For every λ > 0 let Aλ, Bλ : H → H be the Yosida approximations of A
and B, respectively, which which we recall to be a maximal monotone 1
λ
-Lipschitz-continuuos
operators on H . The respective resolvents are denoted by JAλ , J
B
λ : H → H . Let us also recall
that Rλ ∈ L (H,V ) is a regularizing operator converging to the identity in Ls(V, V ).
The approximated reads as follows:
find uλ ∈ I
2,2(H,H) such that
λ∂tu
d
λ +Aλ(∂tu
d
λ) +Bλ(uλ) = F (·, RλJ
B
λ (uλ)) ,
udλ(0) = u0 ,
usλ = G(·, J
B
λ (uλ)) .
(19)
More precisely, this means that we look for an H-valued continuous process uλ such that
uλ = u0 +
∫ ·
0
∂tu
d
λ(s) ds+
∫ ·
0
G(s, JBλ (uλ(s))) dW (s) , (20)
where udλ ∈ L
2
P
(Ω;H1(0, T ;H)) is such that
λ∂tu
d
λ +Aλ(∂tu
d
λ) +Bλ(uλ) = F (·, RλJ
B
λ (uλ)) in L
2
P(Ω;L
2(0, T ;H)) . (21)
By definition of Aλ, it is readily seen that λI + Aλ : H → H is Lipschitz-continuous and
strongly monotone: hence, the inverse operator (λI + Aλ)
−1 : H → H is well-defined and
Lipschitz-continuous as well. It follows that we can equivalently rewrite the differential relation
above as
∂tu
d
λ = (λI +Aλ)
−1(F (·, RλJ
B
λ (uλ))−Bλ(uλ)) .
Then, the approximated problem (20)–(21) can be written in so-called normal form as
duλ = (λI +Aλ)
−1(F (·, RλJ
B
λ (uλ))−Bλ(uλ)) dt+G(·, J
B
λ (uλ)) dW , uλ(0) = u0 .
Now, it is clear that by assumption G and the fact that JBλ : H → H is Lipschitz-continuous,
the operator G(·, JBλ ) : [0, T ]×H → L
2(U,H) is Lipschitz-continuous and linearly bounded in
H , uniformly on [0, T ]. Moreover, recall also that (λI +Aλ)
−1 and Bλ are Lipschitz-continuous
on H , and that Rλ : H → V is linear continuous (so in particular Lipschitz-continuous). Hence,
bearing in mind that by Lemma 3.1 we have∥∥JBλ (x1)− JBλ (x2)∥∥pV ≤ 1λcB ‖x1 − x2‖2H ∀x1, x2 ∈ H ,
we deduce that the operator
Sλ(·, x) := (λI +Aλ)
−1(F (·, RλJ
B
λ (x)) −Bλ(x)) , x ∈ H ,
is locally Lipschitz-continuous and linearly bounded on H . Indeed, by assumption F we have
‖Sλ(·, x1)− Sλ(·, x2)‖H ≤Mλ
(
1 +
∥∥JBλ (x1)∥∥ p−22V + ‖Jλ(x2)‖ p−22V ) ‖x1 − x2‖H
≤M ′λ
(
1 + ‖x1‖
p−2
p
H + ‖x2‖
p−2
p
H
)
‖x1 − x2‖H ∀x1, x2 ∈ H
and
‖Sλ(·, x)‖H ≤M
′
λ (1 + |hF (·)|+ ‖x‖H) ∀x ∈ H ,
for certain constantsMλ,M
′
λ > 0. Since
p−2
p
≤ 1, we can apply the classical existence-uniqueness
results for SPDEs with locally Lipschitz coefficients (see [24]), and infer that the approximated
problem (20)–(21) admits a unique global solution
uλ ∈ I
2,2(H,H) .
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4.2. Uniform estimates. We prove here some estimates on the approximated solutions uni-
formly in λ. To this end, from (20), we can write Itô’s formula for B̂λ by using Lemma 3.2,
getting
B̂λ(uλ(t)) = B̂λ(u0) +
∫ t
0
(
∂tu
d
λ(s), Bλ(uλ(s)
)
H
ds
+
1
2
∫ t
0
Tr
[
G(s, JBλ (uλ(s)))
∗DGBλ(uλ(s))G(s, J
B
λ (uλ(s)))
]
ds
+
∫ t
0
(
Bλ(uλ(s)), G(s, J
B
λ (uλ(s))) dW (s)
)
H
∀ t ∈ [0, T ] , P-a.s.
Taking equation (21) into account, this leads to
B̂λ(uλ(t)) + λ
∫ t
0
∥∥∂tudλ(s)∥∥2H ds+ ∫ t
0
(
Aλ(∂tu
d
λ(s)), ∂tu
d
λ(s)
)
H
ds
= B̂λ(u0) +
∫ t
0
(
F (s,RλJ
B
λ (uλ(s))), ∂tu
d
λ(s)
)
H
ds+
∫ t
0
(
Bλ(uλ(s)), G(s, J
B
λ (uλ(s))) dW (s)
)
H
+
1
2
∫ t
0
Tr
[
G(s, JBλ (uλ(s)))
∗DGBλ(uλ(s))G(s, J
B
λ (uλ(s)))
]
ds ∀ t ∈ [0, T ] , P-a.s. (22)
On the left-hand side, the coercivity of A in assumption A and the definition of B̂λ and Aλ give
B̂λ(uλ(t)) +
∫ t
0
(
Aλ(∂tu
d
λ(s)), ∂tu
d
λ(s)
)
H
ds
≥ B̂(JBλ (uλ(t))) +
∫ t
0
(
Aλ(∂tu
d
λ(s)), J
A
λ (∂tu
d
λ(s))
)
H
ds+ λ
∫ t
0
∥∥Aλ(∂tudλ(s))∥∥2H ds
≥ B̂(JBλ (uλ(t))) + cA
∫ t
0
∥∥JAλ (∂tudλ(s))∥∥2H ds− c−1A T + λ∫ t
0
∥∥Aλ(∂tudλ(s))∥∥2H ds .
On the right-hand side, first of all it is clear that
B̂λ(u0) ≤ B̂(u0) ∈ L
1(Ω) .
Secondly, assumption F, the weighted Young inequality, and the uniform boundedness of (Rλ)λ
in L (V, V ) imply that, for every δ > 0,∫ t
0
(
F (s,RλJ
B
λ (uλ(s))), ∂tu
d
λ(s)
)
H
ds ≤
∫ t
0
∥∥F (s,RλJBλ (uλ(s)))∥∥H ∥∥∂tudλ(s)∥∥H ds
≤ δ
∫ t
0
∥∥∂tudλ(s)∥∥2H ds+ 14δ
(
‖hF ‖L1(0,T ) + CF
∫ t
0
∥∥RλJBλ (uλ(s))∥∥pV ds)
≤ δ
∫ t
0
∥∥∂tudλ(s)∥∥2H ds+Mδ (1 + ∫ t
0
∥∥JBλ (uλ(s))∥∥pV ds) ,
where Mδ > 0 is a positive constant independent of λ. Noting further that∫ t
0
∥∥∂tudλ(s)∥∥2H ds ≤ 2 ∫ t
0
∥∥JAλ (∂tudλ(s))∥∥2H ds+ 2λ2 ∫ t
0
∥∥Aλ(∂tudλ(s))∥∥2H ds ,
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taking λ ∈ (0, 1) and choosing δ sufficient small, rearranging the terms in (22) we infer that
there exists a constant M > 0 independent of λ such that
B̂(JBλ (uλ(t))) +
cA
2
∫ t
0
∥∥JAλ (∂tudλ(s))∥∥2H ds+ λ2
∫ t
0
∥∥∂tudλ(s)∥∥2H ds
≤M
(
1 +
∫ t
0
∥∥JBλ (uλ(s))∥∥pV ds)+ ∫ t
0
(
Bλ(uλ(s)), G(s, J
B
λ (uλ(s))) dW (s)
)
H
+
1
2
∫ t
0
Tr
[
G(s, JBλ (uλ(s)))
∗DGBλ(uλ(s))G(s, J
B
λ (uλ(s)))
]
ds ∀ t ∈ [0, T ] , P-a.s.
At this point, the trace term can be handled using assumption G, Lemma 3.1, and the fact that∥∥DGJBλ (uλ)∥∥L (H,H) ≤ 1 as∫ t
0
Tr
[
G(s, JBλ (uλ(s)))
∗DGBλ(uλ(s))G(s, J
B
λ (uλ(s)))
]
ds
=
∫ t
0
Tr
[
G(s, JBλ (uλ(s)))G(s, J
B
λ (uλ(s)))
∗DGB(J
B
λ (uλ(s)))DGJ
B
λ (uλ(s))
]
ds
=
∫ t
0
Tr
[
L(s, JBλ (uλ(s)))DGJ
B
λ (uλ(s))
]
ds
≤
∫ t
0
∥∥L(s, JBλ (uλ(s)))∥∥L 1(H,H) ∥∥DGJBλ (uλ(s))∥∥L (H,H) ds
≤ ‖hG‖L1(0,T ) + CG
∫ t
0
∥∥JBλ (uλ(s))∥∥pV ds
Furthermore, let x ∈ V be arbitrary and note that by B1 we have
B̂(x) ≥ B̂ε(x) =
∫ 1
0
(Bε(rx), x)H dr =
∫ 1
0
r−1
(
Bε(rx), J
B
ε (rx)
)
H
dr + ε
∫ 1
0
r−1 ‖Bε(rx)‖
2
H dr
≥ cB
∫ 1
0
r−1
∥∥JBε (rx)∥∥pV dr ∀ ε > 0 .
Letting ε → 0, by Lemma 3.1 we have JBε (rx) ⇀ rx in V for every r ∈ [0, 1], so that by the
Fatou Lemma it follows that
B̂(x) ≥
cB
p
‖x‖pV ∀x ∈ V . (23)
Consequently, possibly updating the value of the constant M , we are left with
B̂(JBλ (uλ(t))) +
∫ t
0
∥∥JAλ (∂tudλ(s))∥∥2H ds ≤M (1 + ∫ t
0
B̂(JBλ (uλ(s))) ds
)
+
∫ t
0
(
Bλ(uλ(s)), G(s, J
B
λ (uλ(s))) dW (s)
)
H
(24)
for every t ∈ [0, T ], P-almost surely. The stochastic integral is a martingale, so that taking
expectations and using the Gronwall Lemma yield∥∥∥B̂(JBλ (uλ))∥∥∥
L∞
P
(0,T ;L1(Ω))
+
∥∥JAλ (∂tudλ)∥∥L2
P
(Ω;L2(0,T ;H))
≤M . (25)
By (23) and the linear growth of A in assumption A, this implies in turn that∥∥JBλ (uλ)∥∥L∞
P
(0,T ;Lp(Ω;V ))
+
∥∥Aλ(∂tudλ)∥∥L2
P
(Ω;L2(0,T ;H))
≤M . (26)
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Consequently, assumptions F–G yield directly∥∥F (·, RλJBλ (uλ))∥∥L2
P
(Ω;L2(0,T ;H))
+
∥∥G(·, JBλ (uλ))∥∥L∞
P
(0,T ;Lp(Ω;L 2(U,H)))
≤M , (27)
from which we deduce, by comparison in (21), that
‖Bλ(uλ)‖L2
P
(Ω;L2(0,T ;H)) ≤M . (28)
At this point, going back to (24) and using the estimates (27)–(28) together with the Burkholder-
Davis-Gundy inequality on the stochastic integral, we get by a standard argument that∥∥∥B̂(JBλ (uλ))∥∥∥
L1
P
(Ω;L∞(0,T ))
+
∥∥JBλ (uλ)∥∥Lp
P
(Ω;L∞(0,T ;V ))
≤M , (29)
which in turn implies, again by assumptions F–G, that, setting pν := p/ν,∥∥F (·, RλJBλ (uλ))∥∥L2
P
(Ω;L2(0,T ;H))
+
∥∥G(·, JBλ (uλ))∥∥Lpν
P
(Ω;L∞(0,T ;L 2(U,H)))
≤M . (30)
It follows in particular by the Hölder inequality that, setting qν := 2pν/(pν + 2),∥∥Bλ(uλ)G(·, JBλ (uλ))∥∥Lqν
P
(Ω;L2(0,T ;L 2(U,R)))
≤M ,
where by assumption on ν we always have that qν > 1. Hence, going back again to (24)
the Burkholder-Davis-Gundy inequality and the Gronwall lemma allow to refine the moment
estimates as ∥∥∥B̂(JBλ (uλ))∥∥∥
L
qν
P
(Ω;L∞(0,T ))
+
∥∥JBλ (uλ)∥∥Lpqν
P
(Ω;L∞(0,T ;V ))
≤M (31)
and ∥∥JAλ (∂tudλ)∥∥L2qν
P
(Ω;L2(0,T ;H))
+
∥∥Aλ(∂tudλ)∥∥L2qν
P
(Ω;L2(0,T ;H))
≤M , (32)
Lastly, the classical result [17, Lem. 2.1] by Flandoli & Gatarek ensures that∥∥∥∥Iλ := ∫ ·
0
G(s, JBλ (uλ(s)))
∥∥∥∥
L
pν
P
(Ω;Wη,pν (0,T ;H))
≤Mη ∀ η ∈ (0, 1/2) , (33)
yielding by comparison in (20) that
‖uλ‖L2
P
(Ω;H1(0,T ;H))+Lpν
P
(Ω;Wη,pν (0,T ;H)) ≤Mη ∀ η ∈ (0, 1/2) . (34)
4.3. Passage to the limit. First of all, note that by assumption on ν in G, we always have
that pν = p/ν > 2 and qν > 1: hence, we can fix η ∈ (
1
pν
, 12 ), so that ηpν > 1. Since V →֒ H
compactly, by the classical Aubin-Lions-Simon compactness results [46, Cor. 4–5, p. 85] we have
W η,pν (0, T ;H) →֒ C0([0, T ];V ∗) compactly ,
L∞(0, T ;V ) ∩
(
H1(0, T ;H) +W η,pν (0, T ;H)
)
→֒ C0([0, T ];H) compactly .
Let us put then
X := C0([0, T ];H)× C0([0, T ];V ∗)× C0([0, T ];U) .
By the estimates (29)–(34) and the compactness inclusions above, using the Prokhorov theorem
we readily infer that
the laws of {(JBλ (uλ), Iλ,W )}λ are tight on X .
By the Skorokhod theorem [21, Thm. 2.7], there exist then a probability space (Ωˆ, Fˆ , Pˆ), a
sequence of measurable random variables
φλ : (Ωˆ, Fˆ )→ (Ω,F ) , λ > 0 ,
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with P ◦ φλ = Pˆ for all λ > 0, and some measurable random variables
(uˆ, Iˆ, Wˆ ) : (Ωˆ, Fˆ )→ X
such that, setting uˆλ := uλ ◦ φλ,
JBλ (uˆλ)→ uˆ in C
0([0, T ];H) , Pˆ-a.s. , (35)
Iˆλ := Iλ ◦ φλ → Iˆ in C
0([0, T ];V ∗) , Pˆ-a.s. , (36)
Wˆλ := W ◦ φλ → Wˆ in C
0([0, T ];U) , Pˆ-a.s. . (37)
Furthermore, by (25)–(34) and the fact that composition with φλ preserves the laws, we also
infer the convergences
JBλ (uˆλ)→ uˆ in L
ℓ(Ωˆ;C0([0, T ];H)) ∀ ℓ ∈ [1, pqν) , (38)
JBλ (uˆλ)
∗
⇀ uˆ in Lpqν (Ωˆ;L∞(0, T ;V )) , (39)
∂tuˆ
d
λ ⇀ uˆ
′ in L2(Ωˆ;L2(0, T ;H)) , (40)
Bλ(uˆλ) ⇀ wˆ in L
2(Ωˆ;L2(0, T ;H)) , (41)
Aλ(J
A
λ (uˆλ)) ⇀ vˆ in L
2(Ωˆ;L2(0, T ;H)) , (42)
for some uˆ′, wˆ, vˆ ∈ L2(Ωˆ;L2(0, T ;H)). Now, noting that pqν > 2, by the strong-weak closure of
the maximal monotone operator B we readily get that
uˆ ∈ D(B) , wˆ = B(uˆ) a.e. in Ωˆ× (0, T ) .
Consequently, by the strong monotonicity of B in B1 we obtain
cB
∥∥JBλ (uˆλ)− uˆ∥∥pLp(Ωˆ;Lp(0,T ;V )) ≤ E∫ T
0
(
Bλ(uˆλ(s)) − wˆ(s), J
B
λ (uˆλ(s))− uˆ(s)
)
H
ds→ 0 ,
so that
JBλ (uˆλ)→ uˆ in L
p(Ωˆ;Lp(0, T ;V )) . (43)
Since Rλ → I in Ls(V, V ), the family (Rλ)λ is uniformly bounded in L (V, V ) by the Banach-
Steinhaus theorem, hence the strong convergence (43) yields
RλJ
B
λ (uˆλ)→ uˆ in L
p(Ωˆ;Lp(0, T ;V )) .
At this point, using F it is immediate to infer that
F (·, RλJ
B
λ (uˆλ))→ F (·, uˆ) in L
2(Ωˆ;L2(0, T ;H)) , (44)
while G gives
G(·, JBλ (uˆλ))→ G(·, uˆ) in L
ℓ(Ωˆ;C0([0, T ];L 2(U,H))) ∀ ℓ ∈ [1, pqν) , (45)
G(·, JBλ (uˆλ))→ G(·, uˆ) in L
p(Ωˆ;Lp(0, T ;L 2(U,H))) . (46)
Now, by definition of φλ, from (20)–(21) we have
uˆλ(t) = u0 +
∫ t
0
∂tuˆ
d
λ(s) ds+ Iˆλ(t) in H ∀ t ∈ [0, T ] , Pˆ-a.s. , (47)
λ∂tuˆ
d
λ +Aλ(∂tuˆ
d
λ) +Bλ(uˆλ) = F (·, RλJ
B
λ (uˆλ)) in H a.e. in Ωˆ× (0, T ) . (48)
Let us introduce on the probability space (Ωˆ, Fˆ , Pˆ) the filtration
Fˆλ,t := σ
{
uˆλ(s), Iˆλ(s), Wˆλ(s) : s ≤ t
}
, t ∈ [0, T ] .
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Using a classical argument (see [15, § 8] and [48]), we have that Wˆλ is an (Fˆλ,t)t-cylindrical
Wiener process. Moreover, following the approach in [38, § 4.5] and [41], using the fact that
φλ preserves the laws and comparing (20) and (21), we also deduce that, possibly enlarging the
filtration (Fˆλ,t)t, Iˆλ is the square-integrable martingale
Iˆλ =
∫ ·
0
G(s, JBλ (uˆλ(s))) dWˆ (s) .
At this point, letting λց 0 in (47)–(48), thanks to the convergences (35)–(45) we get
uˆ(t) = uˆ0 +
∫ t
0
uˆ′(s) ds+ Iˆ(t) in V ∗ ∀ t ∈ [0, T ] , Pˆ-a.s. , (49)
vˆ +B(uˆ) = F (·, uˆ) in H a.e. in Ωˆ× (0, T ) . (50)
We introduce the limiting filtration
Fˆt := σ
{
uˆ(s), Iˆ(s), Wˆ (s) : s ≤ t
}
, t ∈ [0, T ] ,
as well as the corresponding progressive σ algebra Pˆ. The strong convergence (37) and the rep-
resentation results [15, § 8] ensure again that Wˆ is a (Fˆt)t-cylindrical Wiener process. Further-
more, proceeding as in [38, § 4.5] and [41], possibly enlarging (Fˆt)t we have the representation
Iˆ =
∫ ·
0
G(s, uˆ(s)) dWˆ (s) .
In particular, this shows a posteriori that Iˆ ∈ Lp
Pˆ
(Ωˆ;C0([0, T ];H)). Consequently, equation
(49) yields
uˆ(t) = u0 +
∫ t
0
uˆ′(s) ds+
∫ t
0
G(s, uˆ(s)) dWˆ (s) ∀ t ∈ [0, T ] , Pˆ-a.s. (51)
We deduce that
uˆ ∈ I2,p(H,H) , ∂tuˆ
d = uˆ′ , uˆs = G(·, uˆ) .
4.4. Identification of the nonlinearity A. The last thing that we have to show is that
vˆ ∈ A(∂tuˆ
d) almost everywhere. To this end, from the Itô formula (22), taking expectations and
fixing t = T we immediately deduce
EˆB̂λ(uˆλ(T )) + λEˆ
∫ T
0
∥∥∂tuˆdλ(s)∥∥2H ds+ Eˆ∫ T
0
(
Aλ(∂tuˆ
d
λ(s)), ∂tuˆ
d
λ(s)
)
H
ds
= B̂λ(u0) + Eˆ
∫ T
0
(
F (s,RλJ
B
λ (uˆλ(s))), ∂tuˆ
d
λ(s)
)
H
ds
+
1
2
Eˆ
∫ T
0
Tr
[
G(s, JBλ (uˆλ(s)))
∗DGBλ(uˆλ(s))G(s, J
B
λ (uˆλ(s)))
]
ds .
Now, by lower semicontinuity we have
lim inf
λց0
(
EˆB̂λ(uˆλ(T )) + λEˆ
∫ T
0
∥∥∂tuˆdλ(s)∥∥2H ds
)
≥ EˆB̂(uˆ(T )) ,
while from the convergences (40) and (44) it follows
lim
λց0
Eˆ
∫ T
0
(
F (s,RλJ
B
λ (uˆλ(s))), ∂tuˆ
d
λ(s)
)
H
ds = Eˆ
∫ T
0
(
F (s, uˆ(s)), ∂tuˆ
d(s)
)
H
ds .
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As the initial term, we have B̂λ(u0)→ B̂(u0). Furthermore, for the trace term we note that
Tr
[
G∗(·, JBλ (uˆλ))DGBλ(uˆλ)G(·, J
B
λ (uˆλ))
]
= Tr
[
G(·, JBλ (uˆλ))G
∗(·, JBλ (uˆλ))DGBλ(uˆλ)
]
= Tr
[
L(·, JBλ (uˆλ))DGJ
B
λ (uˆλ)
]
.
By the strong convergence (43), the continuity of L in assumption G, and Lemma 3.1, we have
L(·, JBλ (uˆλ))→ L(·, uˆ) in L
1(H,H) , a.e. in Ωˆ× (0, T ) ,
DGJ
B
λ (uˆλ)→ I in Ls(H,H) , a.e. in Ωˆ× (0, T ) ,
so that
Tr
[
L(·, JBλ (uˆλ))DGJ
B
λ (uˆλ)
]
→ Tr [L(·, uˆ)] a.e. in Ωˆ× (0, T ) .
Noting also that by assumption G we have
|Tr
[
L(·, JBλ (uˆλ))DGJ
B
λ (uˆλ)
]
| ≤
∥∥L(·, JBλ (uˆλ))∥∥L 1(H,H) ∥∥DGJBλ (uˆλ)∥∥L (H,H)
≤
∥∥L(·, JBλ (uˆλ))∥∥L 1(H,H)
≤ hG(·) + CG
∥∥JBλ (uˆλ)∥∥pV ,
convergence (43) and the Vitali convergence theorem yield
Tr
[
G∗(·, JBλ (uˆλ))DGBλ(uˆλ)G(·, J
B
λ (uˆλ))
]
→ Tr [L(·, uˆ)] in L1
Pˆ
(Ωˆ;L1(0, T )) .
Putting all this information together, we are left with
lim sup
λց0
Eˆ
∫ T
0
(
Aλ(∂tuˆ
d
λ(s)), ∂tuˆ
d
λ(s)
)
H
ds
≤ B̂(u0)− EˆB̂(uˆ(T )) + Eˆ
∫ T
0
(
F (s, uˆ(s)), ∂tuˆ
d(s)
)
H
ds+
1
2
Eˆ
∫ T
0
Tr [L(·, uˆ(s))] ds . (52)
At this point, from equation (51) and the generalized Itô formula in Proposition 3.3 we infer
that
EˆB̂(uˆ(T )) + Eˆ
∫ T
0
(
vˆ(s), ∂tuˆ
d(s)
)
H
ds
= B̂(u0) + Eˆ
∫ T
0
(
F (s, uˆ(s)), ∂tuˆ
d(s)
)
H
ds+
1
2
Eˆ
∫ T
0
Tr [L(·, uˆ(s))] ds . (53)
Hence, comparing (52) and (53) we infer that
lim sup
λց0
Eˆ
∫ T
0
(
Aλ(∂tuˆ
d
λ(s)), ∂tuˆ
d
λ(s)
)
H
ds ≤ Eˆ
∫ T
0
(
vˆ(s), ∂tuˆ
d(s)
)
H
ds .
Together with the weak convergences (40)–(42) and the maximal monotonicity of A, this ensures
indeed that vˆ ∈ A(uˆ) almost everywhere in Ωˆ× (0, T ), and concludes the proof of Theorem 2.1.
5. Uniqueness and existence of probabilistically strong solutions
This last section is devoted to the proof of Theorem 2.2, showing that existence and uniqueness
of probabilistically strong solutions hold under the additional assumptions that B : V → V ∗ and
G(t, ·) : H → L 2(U,H) are linear and continuous, and A : H → 2H is strongly monotone. Let
us point out that since by B1 the operator B : V → V ∗ is a subdifferential, we automatically
have that B is self-adjoint, and necessarily p = 2 and
B̂(x) =
1
2
〈B(x), x〉V ∗,V , DGB(x) = B ∈ L (V, V
∗) , ∀x ∈ V .
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Moreover, the strong monotonicity of A reads
(y1 − y2, x1 − x2)H ≥ cA ‖x1 − x2‖
2
H ∀xi ∈ D(A) , ∀ yi ∈ A(xi) , i = 1, 2 .
First of all, we show uniqueness of martingale solutions. Let (uˆ1, uˆ
d
1, vˆ1) and (uˆ2, uˆ
d
2, vˆ2) be two
martingale solutions in the sense of Theorem 2.1 on the same stochastic basis (Ωˆ, Fˆ , (Fˆt)t, Pˆ, Wˆ ),
with respect to some initial data u0,1, u0,2 ∈ V . Then, using the fact that B is linear we get
uˆ1 − uˆ2 = u0,1 − u0,2 +
∫ ·
0
∂t(uˆ
d
1 − uˆ
d
2)(s) ds+
∫ ·
0
G(s, (uˆ1 − uˆ2)(s)) dWˆ (s) ,
vˆ1 − vˆ2 +B(uˆ1 − uˆ2) = F (·, uˆ1)− F (·, uˆ2) .
The generalized Itô formula in Proposition 3.3 gives then
B̂((uˆ1 − uˆ2)(t)) +
∫ t
0
(
(vˆ1 − vˆ2)(s), ∂t(uˆ
d
1 − uˆ
d
2)(s)
)
H
ds
= B̂(u0,1 − u0,2) +
∫ t
0
(
F (s, uˆ1(s))− F (s, uˆ2(s)), ∂t(uˆ
d
1 − uˆ
d
2)(s)
)
H
ds
+
1
2
∫ t
0
Tr [L(s, (uˆ1 − uˆ2)(s))] ds+
∫ t
0
(B((uˆ1 − uˆ2)(s)), G(s, (uˆ1 − uˆ2)(s)) dW (s))H
for every t ∈ [0, T ], Pˆ -almost surely. On the left-hand side, by the coercivity of B̂ (23) we have
B̂((uˆ1 − uˆ2)(t)) ≥
cB
2
‖(uˆ1 − uˆ2)(t)‖
2
V ,
while the strong monotonicity of A yields∫ t
0
(
(vˆ1 − vˆ2)(s), ∂t(uˆ
d
1 − uˆ
d
2)(s)
)
H
ds ≥ cA
∫ t
0
∥∥∂t(uˆd1 − uˆd2)(s)∥∥2H ds .
On the right-hand side, the first term gives, by assumption B1–B2,
B̂(u0,1 − u0,2) ≤
1
2
‖B‖
L (V,V ∗) ‖u0,1 − u0,2‖
2
V
,
while the second and third ones can be handled using the Young inequality and F–G as∫ t
0
(
F (s, uˆ1(s))− F (s, uˆ2(s)), ∂t(uˆ
d
1 − uˆ
d
2)(s)
)
H
ds+
1
2
∫ t
0
Tr [L(s, (uˆ1 − uˆ2)(s))] ds
≤
cA
2
∫ t
0
∥∥∂t(uˆd1 − uˆd2)(s)∥∥2H ds+ ( CF2cA + CG2
)∫ t
0
‖(uˆ1 − uˆ2)(s)‖
2
V ds .
Taking expectations we infer then
cB
2
E ‖(uˆ1 − uˆ2)(t)‖
2
V +
cA
2
E
∫ t
0
∥∥∂t(uˆd1 − uˆd2)(s)∥∥2H ds
≤
‖B‖
L (V,V ∗)
2
‖u0,1 − u0,2‖
2
V
+
(
CF
2cA
+
CG
2
)
E
∫ t
0
‖(uˆ1 − uˆ2)(s)‖
2
V ds ∀ t ∈ [0, T ] .
The Gronwall lemma ensures then the required continuous dependence result.
As far as uniqueness is concerned, the continuous dependence property directly implies that
if u0,1 = u0,2 then
uˆ1 = uˆ2 in L
∞(0, T ;L2(Ωˆ;V )) , ∂tu
d
1 = ∂tu
d
2 in L
2
Pˆ
(Ωˆ;L2(0, T ;H)) .
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The second equality yields straightaway that
uˆd1 = uˆ
d
2 in L
2
Pˆ
(Ωˆ;C0([0, T ];H)) ,
while the first equality and assumption G implies
G(·, uˆ1) = G(·, uˆ2) in L
2
Pˆ
(Ωˆ;L2(0, T ;L 2(U,H))) ,
from which also∫ ·
0
G(s, uˆ1(s)) dWˆ (s) =
∫ ·
0
G(s, uˆ2(s)) dWˆ (s) in L
2
Pˆ
(Ωˆ;C0([0, T ];H)) .
Consequently, we deduce that
uˆ1 = uˆ2 in L
2
Pˆ
(Ωˆ;C0([0, T ];H)) ,
and pathwise uniqueness of martingale solutions holds.
In order to conclude the proof of Theorem 2.2, we are only left to show existence of prob-
abilistically strong solutions. This can be done in a classical way, using existence and unique-
ness of martingale solutions. In particular, we recall the following lemma due to Gyöngy &
Krylov [20, Lem. 1.1].
Lemma 5.1. Let X be a Polish space and (Zn)n be a sequence of X -valued random variables.
Then (Zn)n converges in probability if and only if for any pair of subsequences (Znk)k and (Znj )j,
there exists a joint sub-subsequence (Znkℓ , Znjℓ )ℓ converging in law to a probability measure ν
on X × X such that ν({(z1, z2) ∈ X × X : z1 = z2}) = 1.
Under the additional assumptions of Theorem 2.2, recalling the proof of Theorem 2.1, it is
readily seen that the Skorokhod Theorem and the just proved pathwise uniqueness of martingale
solutions to the limit problem ensure exactly the condition of the lemma above. It follows then
that all the arguments for passing to the limit as λց 0 in Subsections 4.3–4.4 can be replicated
on the original probability space (Ω,F ,P). This ensures then existence of probabilistically
strong solutions, and Theorem 2.2 is proved.
6. Application
We conclude our discussion by presenting a concrete case of an SPDE to which the abstract
theory applies. Let us consider the initial and boundary value problem
α(∂tu
d) dt+ us dW − div (Dβ̂1(∇u)) dt+ β̂
′
0(u) dt ∋ f(·, u,∇u) dt+G(·, u) dW,
in Ω× (0, T )×O , (54)
u = 0 on Ω× (0, T )× ∂O , (55)
u(0, ·) = u0 on Ω×O . (56)
Here, the solution is a scalar function u : Ω×(0, T )×O→ R where O ⊂ Rd is an open, bounded,
and Lipschitz domain. The possibly multivalued map α : R → 2R is assumed to be strongly
maximal monotone and linearly bounded with 0 ∈ α(0). The potential β̂1 ∈ C
2(Rd) is asked
to be nonnegative, convex, minimized at 0, and with polynomial growth. More precisely, we
assume to be given p ≥ 2 and cβ > 0 such that
|D2β̂1(ξ)| ≤
1
cβ
(1 + |ξ|p−2) , (Dβ̂1(ξ)−Dβ̂1(η)) · (ξ − η) ≥ cβ|ξ − η|
p ∀ ξ, η ∈ Rd .
DOUBLY NONLINEAR STOCHASTIC EVOLUTION EQUATIONS II 25
The potential β̂0 ∈ C
2(R) is assumed to be nonnegative, convex, minimized at 0, with β̂′′0
bounded by a polynomial of order p−2. We assume f : (0, T )×R×Rd → R to be Carathéodory
and uniformly Lipschitz in the third variable with t 7→ f(t, 0, 0) ∈ L1(0, T ), G to fulfil Assump-
tion G with
H = L2(O), V = W 1,p0 (O)
and the initial datum u0 to belong to W
1,p
0 (O). Note that the homogenous Dirichlet boundary
conditions are chosen here for the sake of definiteness, other choices also being possible. Note
assumption G allows for most of the classical choices of the noise coefficient. These include,
but are not limited to, the natural case of additive noise G ∈ L 2(U, V ) as well as the case of
multiplicative noise of superposition type. An explicit form for G could be
G(u) dW =
∞∑
j=1
hj(u) dWj
where Wj are independent real Brownian motions and hj : H → H are Lj-Lipschitz continuous
functions with
∑
j L
2
j < ∞ and hj(V ) ⊂ V . As for the map hj , in addition to local functions
one could consider some nonlocal operators as well, possibly defined via convolutions.
We introduce a variational formulation of problem (54) in (V,H, V ∗) by letting the operators
A : H → 2H and F : (0, T )× V → H and the functional B̂ : V → (−∞,+∞] be defined as
ξ ∈ A(w) ⇔ ξ ∈ α(w) a.e. in O , ξ, w ∈ H ,
F (t, u) = f(t, u,∇u) a.e. in O , u ∈ V ,
B̂(u) :=
∫
O
(
β̂1(∇u(x)) + β̂0(u(x))
)
dx , u ∈ V .
The assumptions on α entail that A is strongly maximal monotone and linearly bounded with 0 ∈
A(0), so that Assumption A holds. As β̂1 and β̂0 are smooth and β̂1 has p growth Assumptions
B1–B2, follow as well. The uniform Lipschitz continuity of f entails Assumption F with hF (·) =
f(·, 0, 0) ∈ L1(0, T ). Under the above provisions, the abstract relation (4), complemented by
the initial condition, is the variational formulation of (54) in (V,H, V ∗). As the assumptions
of Subsection 2.3 are satisfied, Theorem 2.1 entails the existence of solutions. In particular, we
have the following.
Corollary 6.1. Under the assumptions of this section, problem (54)–(56) admits an analytically
strong martingale solution in the sense of Theorem 2.1.
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