Introduction
The options markets provide information on market expectations concerning the probability distribution of the underlying asset or instrument. Option pricing models can be used to infer these market expectations regarding the end-of-period probability distribution of the underlying asset or instrument and to estimate its parameter values based on observed prices, because option prices themselves are linked to pricing models featuring assumed probability distributions. We will call this an option-implied distribution. Black (1976) is a widely used model for the options we will price here. Therefore, in our application the benchmark model is the Black model. The distribution assumed in the Black model is the lognormal distribution. For the instruments we will be using, 1 prices are quoted in terms of the ex ante standard deviation (known as the implied volatility) of the lognormal distribution. Under the Black model one obtains different implied volatilities for different strike prices even when the option expiry date is the same, giving rise to the so-called "volatility smile." Dutta and Babbel (2002) observed that 1-month and 3-month-LIBOR do not conform to a lognormal distribution and that the skewness and kurtosis in the rates can be modeled effectively by some "flexible" leptokurtic distribution. Hawkin, Rubinstein and Daniell (1996) , Sherrick et al (1996) , Jondeau and Rockinger (2000) , Navatte and Villa (2000) , and Bahra (2001) are examples of some of the studies where the implied lognormal distributional assumption of the underlying asset or instrument has been empirically rejected. After Rubinstein (1994) had made a powerful argument for using general distributions in pricing the options, there have been some efforts to recover the probabilistic information implied by option prices using general distributions. In this effort, GB2 (McDonald (1991) ), Burr type 3 (hereafter Burr-3, see Sherrick et al (1996) ), and Weibull (Savickas (2001) ) are some of the distributions that have been used to price options on various assets. In these and other studies, GB2 (McDonald (1991) ) was the most general distribution and the very first attempt to price an option using a general distribution. However, only one of these attempts has been in the area of interest rate options. The closest was Rebonato (1999) who used GB2 to price a DEM cap. However, Rebonato offered no comparison of pricing accuracy with other distributional assumptions.
Guided by the evidence of the distributional properties of the 1-month and 3-month LI-BOR as noted in Dutta and Babbel (2002) , we will price interest rate options on this instrument with a g-and-h distribution and compare it with other (lognormal, Weibull, Burr-3, and GB2) distributional assumptions in extracting the probability distribution from the option market. We will consider here the European interest rate options. Our choice is influenced by the size and the nature of the products we will use. Because the US dollar interest rate cap is one of the most liquid interest rate options available on LIBOR, we will use it for the purpose of evaluating the performance of our distributional assumptions.
First, we will develop the necessary framework for option pricing. Second, we will price interest rate caplets under the assumption of g-and-h and other distributions. Finally, we will compare the performance of several models in extracting the implied distribution.
Framework for option prices
In order to price interest rate options based on different distributional assumptions, we first develop the necessary framework for option pricing. Babbel and Merrill (1996) , Duffie (1996) , Hull (2000) , and Brigo and Mercurio (2001) are among the sources that provide comprehensive coverage on this subject.
Under general asset pricing theory with the no-arbitrage condition, the current price of an asset is equal to the present value of its expected payoffs discounted at an appropriate rate. The expectation can be made under any distributional assumption. Other than that the distribution needs to assume positive values, 2 there is no known economic theory that can be used to justify any particular assumption. We start with Black's model and show why it is theoretically consistent with the general asset pricing theory in pricing a wide variety of European interest rate options.
Black's model calculates the expected payoff from the option assuming (i) The underlying variable X is lognormally distributed at the expiry of the option with standard deviation of σ T , where T is the time to maturity.
(ii) The expected value of X at the maturity of the option is the forward value ( F 0 ) of X at time 0, the valuation date.
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This expected payoff is then discounted by the T-duration risk-free rate at time zero. If we are pricing the call option then the payoff from the option is max( X T − c,0) at time T, where X T is the value of X at time T and c is the strike rate of the option. The price of the call option is:
where f (.) is the density function of the lognormal distribution in Black's model. By evaluating the integral in (1) we obtain
where N .
() is the cumulative distribution function of the standard normal, E(X T ) = F 0 ,
In the above derivation we have assumed that the interest rate is either constant or deterministic. Therefore, when the interest rate is stochastic, Black's model may appear to have made approximations in terms of 1) the behavior of the interest rate and 2) in assuming that E X T ( )= F 0 . In a risk-neutral world where the interest rate is stochastic, E X T ( )=˜ F 0 ≠ F 0 , where ˜ F 0 is the future price of X at time 0. However, as shown in Chapter 19 and 20 of Hull (2000) , using the equivalent martingale measure in the world which is forward risk-neutral with respect to a zero-coupon bond maturing at time T, the two approximations have precisely offsetting effects when Black's model is applied to value bond options, interest rate caps/floors, and swap-tions. Therefore, when valuing these instruments, Black's model indeed has a strong theoretical basis and ensures arbitrage-free pricing.
The lognormal density assumption in Black's model is an arbitrary assumption and is not required to price an option in the risk-neutral world. On the contrary, there is strong evidence that the underlying asset or instrument is often not lognormally distributed. Therefore, we will replace the lognormal assumption in Black's model with various distributions and test our assumptions. We will use interest rate caplets to estimate and evaluate the parameters.
The interest rate cap is one of the most liquid interest rate options traded in the market. It is comprised of a portfolio of caplets. A caplet is an interest rate call option on short-term interest rates whose strike rate is the cap rate. A caplet's payoff is based on the level of the reference interest rate on the date of the caplet's maturity but the payment is generally made in arrears.
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The price of the cap is equal to sum of the prices of the caplets.
Suppose a cap is written on the principal amount P (known also as "notional"), with strike rate c, and for a total duration of time T (known as tenor). Let the entire time period T be partitioned into t 0 ,t 1 ,t 2 ,......,t n , t n+1 = T . The intermediate points in the partition are known as the reset dates. Suppose the interest rates on t 0 ,t 1 ,t 2 ,......,t n are r 1 ,r 2 ,......,r n . r i (1 ≤ i ≤ n) are the interest rates for the periods between t i and t i+1 (1 ≤ i ≤ n − 1) observed at time t i . The caps are priced in such a way that there is no loss or gain at time t 0 . For each period t i to t i+1 there is a caplet that matures at time t i and settles (transactions made) at time t i+1 . The amount transacted at t i+1 is Pδ t i max(r i − c, 0), where δ t i is the compounding factor 6 for the period from t i to t i+1 . Since the transaction is not made until the next period, in pricing a caplet the discounting factor in equation (1) should be adjusted accordingly. The market price of a cap (and hence of a caplet) is quoted on a notional of one currency unit. Therefore, the price of a caplet valued at time t 0 , maturing at time t i , and settling at time t i+1 , on a notional value of one currency unit is:
where X t i is the interest rate at t i , f .
() is the density function (not necessarily lognormal) of X t i , and r is the risk-free rate for the period between t 0 and t i+1 . Also as before, we are assuming our economy is forward risk-neutral. Therefore
where F t 0 i is the forward interest rate for the period from t 0 to t i at time t 0 .
As we have seen before, the interest rate caplets are essentially an interest rate option for the period from t 0 to t i and one of the most liquid options on interest rates. Therefore either to extract the probabilistic information or to test the distributional assumptions of the short-term interest rate, the caplets will be the best instrument. In particular, we will be using the US dollar caplets for our analysis here. With this necessary framework developed in this section, we can now price the option under the different distributional assumptions.
Option Pricing under Different Distributional Assumptions
Since the main objective of this work is to recover the probabilistic information of the short-rate from the interest rate option market, we first price the options under different distributional assumptions. We will provide in detail the option pricing formula using the g-and-h distribution since we know of no published work where this has been done. For other distributions we will refer to and adopt the pricing formulae given in published works. A more generalized treatment of valuation and risk management techniques across many markets and instruments is provided in Dutta (2002) .
Option pricing with g-and-h distribution
The g-and-h distribution was introduced by Tukey (1977) . Martinez and Iglewicz (1984) , , Badrinath and Chatterjee (1988 ), Mills (1995 , and Dutta and Babbel (2002) also studied the properties of this distribution. Badrinath and Chatterjee, and Mills used the g-and-h distribution to model the return on equity indices in various markets, whereas Dutta and Babbel used it to model LIBOR rates. Tukey introduced a family of distributions by transforming the standard normal variable Z to
where g and h are any real numbers. By introducing location (A) and scale (B) parameters, the gand-h distribution has four parameters in the following form:
When h=0, the g-and-h distribution reduces to X g,0 Z
, which is also known as the g-distribution. The g parameter is responsible for the skewness of the g-and-h distribution. The g-distribution exhibits skewness but no kurtosis.
Similarly when g=0, the g-and-h distribution reduces to
which is also known as the h-distribution. The h parameter in g-and-h distribution is responsible for its kurtosis. The h-distribution has fat tails (kurtosis) but no skewness. As noted in Martinez and Iglewicz (1984) , many commonly used distributions can be derived as a special case of the g-and-h distribution.
To price the call option using a g-and-h distribution we need to evaluate the integral in step (1) with the g-and-h density in (5). The integral in step (1) is equivalent to
Z is a standard normal distribution. Therefore,
Equation (7) can be split into three parts as follows.
2) −1
Transforming Z → y / 1− h the integral in (9) becomes
3) b g 2π e
Completing the square in the exponent of e in (11) we have
By making the transformation y → 1− h) Z − g 1− h to the integral in (12) we have
Combining (8), (10), and (13) we get the call price using the g-and-h distribution as
where
We can eliminate a parameter between equations (14) and (15) and express equation (14) in terms of F 0 the forward price of X T on the valuation date.
Similarly we price the put option as follows.
dZ where p is the strike price for a put.
Following the steps as before we get the price of the put as:
Putting p = c = X and subtracting (16) from (14) we get:
From step (17) we conclude that our option prices using the g-and-h distribution have preserved put-call parity, a necessary relationship to validate any option pricing formula. To price a caplet we multiply the call price in (14) with δ t 0 , the compounding factor.
Option Pricing with Generalized Beta Distribution of Second Kind (GB2)
The Generalized Beta Distribution of the Second Kind (GB2), like the g-and-h distribution, can accommodate a wide variety of tail-thickness and permits skewness as well. Bookstaber and McDonald (1987) , McDonald (1991 and , and McDonald and Xu (1995) have analyzed the properties and applications of the GB2 distribution in detail. McDonald (1987), and McDonald (1996) have explored the possibility of modeling asset returns using GB2. GB2 distribution is defined as:
Here, B(p,q) is a Beta function. Like the g-and-h, GB2 is a four-parameter distribution. Some of the useful properties of GB2 are summarized below.
The cumulative distribution function of GB2 is given by
] is a hypergeometric function.
8 Bookstaber and McDonald (1987) noted that many commonly used distributions can also be derived as a special case of GB2.
McDonald (1991) developed a method to price options using the GB2 distribution. The method adopted by McDonald is based on normalized incomplete moments. The hth normalized incomplete moment of a distribution is defined as ϕ(y;h) = s h f s
. The complement of the normalized incomplete moment is ϕ = 1− ϕ . From the density function of GB2 we can infer that computing the option prices using the expression in (1) will be quite cumbersome.
Rebonato (1999) used the method developed by McDonald and computed the call option price 9 based on GB2, which is equal to:
where X is the strike rate and 1 F 2 [ j,k,l,m] is the hypergeometric function. Multiplying the compounding factor as before, we get the price of the caplet. The call price given in (19) is slightly different from the one given in Rebonato (1999) . Rebonato assumed a zero interest rate economy for discounting purposes, which is not a realistic assumption. As before, the following condition should also hold to satisfy the risk neutrality of the forward prices:
Using equations (19) and (20) we can eliminate one parameter out of the four parameters of the GB2 distribution and express the call price in (19) in terms of F 0 . Rebonato has equated the first and second moments of the GB2 distribution with those of the lognormal and called it an equivalent volatility. By doing so one can eliminate one more parameter of GB2 in the option price given in (19). There is no known empirical or economic justification for this approach. In that assumption, one would give up the flexibility of the distribution.
Option Pricing with Other Distributions
We also used Burr-3 and the Weibull distributions to compare the option prices based on g-and-h and GB2 distributions.
Burr-3 Distribution
The Burr-3 distribution is a special case of the GB2 distribution (Bookstaber and McDonald, 1987) . When the parameter q= 1 in (18) we have the Burr-3 distribution:
Therefore, Burr-3 is a distribution with three parameters. Sherrick et al (1996) used it to price options on soybean futures. Even though Burr-3 has received limited attention in modeling asset returns, it has been found to be useful in describing the loss distribution in the insurance industry.
Since Burr-3 is a special case of GB2 (q = 1), therefore substituting for the value of qin (19) and (20) we get the price of a call option (and caplet) using the Burr-3 distribution. The option price associated with the Burr-3 distribution has only two free parameters.
Weibull Distribution
The Weibull distribution can also be derived as a limiting case from g-and-h as well as from GB2. The Weibull distribution belongs to the family of distributions known as ExtremeValue distributions. The density function of the Weibull distribution is given by
Weibull is therefore a distribution with two parameters. Savickas (2001) describes the properties of the Weibull distribution and compares it with the lognormal distribution.
Savickas has developed the option price under the Weibull distribution using (1). Substituting the Weibull density in (1) we obtain the price of a call option:
After simplification (21) reduces to
where ω = αc β and
dx is the incomplete gamma function (see Abramowitz and Stegun (1964) ). Substituting
As before, multiplying (23) by the compounding factor, we get the price of the caplet using the Weibull distribution.
We now have all the caplet prices we need to test the distributional assumptions implied by option prices. In the next section we will first estimate the parameter and then test the assumptions with the caplet data.
Tests of the Distributional Assumptions
In order to test the distributional assumption, we first need to estimate the parameters of the distribution. The caplet prices calculated in earlier section will be used to estimate the parameters. Let the model price of the caplet be E ∆ i where ∆ is the set of parameters to be estimated. Let O i be the market prices of the caplet. Let n be the total number of caplets used to estimate the parameters. Then the best estimate of the ∆ is ∆ min , the parameter set that minimizes
subject to the E(X T ) = F 0 and other parameter constraints specific to a particular distribution.
The optimization problem described in (24) is a nonlinear optimization problem, which adds several complexities in estimating the parameters. We have encountered situations where the solution did not exist. We used the optimizer (solver) 10 in Microsoft Excel to solve the problems.
Data Description
According to the International Swaps and Derivatives Association, the total notional principal amount of over-the-counter US dollar interest rate options such as caps/floors and swaptions exceeded $6 trillion at the end of 2000. This amount was more than 50 times the $120 billion in combined notional principal of all the options on Treasury notes and bond futures traded at the Chicago Board of Trade. Therefore, caps/floors are one of the most liquid interest rate options that can be used to infer an implied probability distribution. As we explained earlier, the liquidity of the option is important for it to be used in recovering the probability distribution.
The US dollar caps are quoted in basis points.
11 The price of the contract is multiplied by the notional principal amount to give the dollar value of the contract. Since the caps are overthe-counter traded contracts, the data relating to caps are available only from the broker/dealer or market maker. Most of the available data are quoted on an at-the-money forward basis, which means that on any trading day and for one specific tenor the quote of only one strike is available. We noted earlier that as we move away (in either direction) from an at-the-money forward, the option starts exhibiting the volatility smiles. The trading strategy of caps as well as of many other interest rate instruments is based on this volatility smile.
We obtained end of the day closing prices for US dollar caps of different strikes and tenors from Gerban Intercapital, a major broker/dealer and market maker in interest rate caps/floors and swaptions. The tenors of the cap were of six different maturities (2, 3, 4, 5, 6, and 7-years) and of eight different strikes (5%, 5.5%, 6%, 6.5%, 7%, 7.5%, and 8%). However, caps at all these strikes were not always quoted for each of the maturities. The sample period consisted of 141 trading days 12 of daily data from October 23, 2000 to September 19, 2001. In total, 3,769 contracts were used for the estimation of the parameters. The liquidity of the contracts on a given day varied according to the strikes, maturities, and the 3-month-LIBOR rate on that day. Deep in-the-money as well as deep out-of-the-money caps exhibited less liquidity. We have disregarded any quote with an open interest less than 10. Also, options with short maturities (less than 3 years) exhibited liquidity only for at-the-money-forward strikes. Therefore, even though we could obtain the data for a 1-year cap we chose not to use it due to the lack of its liquidity. Table 1 gives the basic statistics of the cap data we used. From the cap prices we obtained the caplet prices. 13 For the purpose of computing these caplet prices we needed the forward (and discount) curve(s). We used 1, 3, 6, and 12-month LIBOR, 2, 3, 5, 7, and 10-year US dollar interest rate swap data to construct the forward curve (and discount curve) for each trading day. This discount curve was used in our option valuation models as well. Using these caplet prices we estimated the parameters of the implied distributions for each of the option models discussed earlier. We used the caplets that matured at the end of the ninth month and settled at the end of twelfth month from the beginning of the cap. 11 The prices are normally quoted in terms of implied volatilities. However, we obtained them in basis points. 12 There were approximately 252 trading days. However, on approximately 100 trading days there was no noticeable price movement from the previous day. In our analysis we used distinct prices to estimate the parameters. 13 We used FINCAD tools to compute the prices.
The Testing Methodology and Model Evaluation
The testing methodology we adopted here is similar to the ones in Jackwerth and Rubinstein (1995), Martinez (1998) , Buhler et al (1999) , Bali (2000), Driessen et al (2000) , Gupta and Subrahmanyam (2001) , and Savickas (2001) . Caplets were classified based on tenors. For each tenor the parameters of the distributions were estimated using the methodology outlined in (24). The significance of this classification lies in testing the stability of the parameters and their out of sample performance.
Using the estimated parameters, the caplet prices were computed under each of the different distributional assumptions. The (percentage) errors between the market and the model prices (both relative and absolute) were computed. For each tenor the average was computed by taking all caplets across different strikes and for all the trading days in our sample. Table 2 shows the average (percentage) errors (both absolute and relative) across different maturities for the option prices under various distributional assumptions.
In addition to estimating the errors, the model performance was also evaluated by the following statistical tests.
(i) The model price and market price are regressed by the following regression equation:
market price i = β i0 + β i1 + model price i + ε i , and the values of the coefficients, standard errors, and the R 2 s are noted.
(ii) The correlation coefficients of the errors and percentage errors (both relative and absolute) were computed among the different models and for all maturities.
(iii) The basic statistics (mean, standard deviation, median, percentile etc) for the parameter estimates were obtained across all maturities.
From Table 2 we can see that on the basis of both relative and absolute errors, the g-andh distribution exhibited the highest accuracy in extracting the implied distribution. The minimum and maximum absolute average errors obtained were 4.62% and 9.88%, respectively. The average percentage relative and absolute errors from using the g-and-h distribution are significantly smaller than the errors from other distributions. Although insignificant, the negative value of the average relative error (consistently obtained across all maturities) indicates that g-and-h, on average, over priced the options. The GB2 distribution showed the next best accuracy. However on a percentage basis, GB2 exhibited much higher inaccuracies than g-and-h. In certain instances, the solution for (24) did not exist for the GB2 distribution. Therefore, in those instances GB2 violated arbitrage-free pricing. Like g-and-h, GB2 also over priced the options consistently but at a much higher differences than g-and-h. The minimum and maximum absolute average errors were 16.9% and 51.75%, respectively. Figure 1 shows graphically the relative errors for different maturities under different distributions. For other distributions (Burr-3, lognormal, and Weibull) the errors were extremely high indicating that the implied distribution is different from Burr-3, lognormal, and Weibull. Also, we observed that the errors decreased from shorter maturities to longer maturities. One possible reason for this is that liquidity increased from shorter maturities to longer maturities. We had more contracts to solve (24) for the longer maturities than for the shorter maturities. Tables 3 and 4 show the results of the regression statistic for g-and-h and GB2 distributions, respectively. From the Rsquare column in the tables we conclude that there is a high de-gree of correlation between market and model prices under the g-and-h distribution and in many instances under the GB2 distribution as well. While we observed no value of R 2 less than 82% for the g-and-h distribution, we observed several R 2 values for GB2 less than 60%. For the Burr-3, lognormal and Weibull distributions we often observed very low correlations between market and model prices (Tables 5, 6 and 7). Figure 2 shows the average values of the implied parameter estimates of g-and-h for all trading days in our sample. We observed high volatilities in the parameter estimates for g-and-h. This is consistent with the g-and-h parameter estimates that Dutta and Babbel (2002) obtained using the historical 1-month and 3-month-LIBOR data. Therefore, we observe that both historical as well as implied estimates of the parameters of g-and-h show high volatility. Similar observations were obtained for the GB2 distribution (Figure 3 ).
We observed a very high degree of inaccuracy between the model and the market prices under the assumptions of Burr-3, Lognormal, and Weibull distributions. Table 8 shows the correlation coefficients of errors between different distributional assumptions. From Table 8 , we can see that there is positive correlation between the g-and-h and GB2 distributions. The highest and lowest correlation coefficients between these two distributions were 0.69 and 0.45, respectively. With respect to the g-and-h distribution, we observed virtually no correlations with the Burr-3 and Weibull distributions. For shorter maturities the g-and-h distribution showed negative correlation with the lognormal distribution, but at longer maturities the correlation coefficient was positive and of approximately the same value as was with the GB2. Dutta and Babbel (2002) observed that the skewed and leptokurtic behavior of LIBOR could be modeled effectively by the g-and-h distribution. The estimates they made can be viewed as backward-looking since it was based on what actually happened in the past. The market's expectation of the distributional properties of LIBOR can be extracted from option prices.
Conclusion
Here we attempted to model the skewed and leptokurtic behavior of the 3-month LIBOR data as implied by its option prices. In that respect, the estimates made here could be thought of as forward-looking. We observed that the implied distribution of 3-month LIBOR could be modeled very accurately with the g-and-h distribution. Gupta and Subrahmanyam (2001) priced US dollar caps using many well-known term structure models and reported errors in many instances of a higher magnitude than what we obtained using the simple g-and-h distribution. In addition, the regression statistics along with the correlation of errors with other distributions signify an extremely good fit between the implied distribution of the 3-month LIBOR data and the g-and-h distribution. Therefore, we can conclude that the market expected 3-month LIBOR to be skewed and leptokurtic which can be modeled by the g-and-h distribution with a high degree of accuracy.
The GB2 distribution is also a general skewed and leptokurtic distribution and we have every reason to believe that we could have modeled the implied distribution with the GB2 just as accurately as with the g-and-h distribution. The inaccuracy we observed in GB2-based prices was probably due to the complexity involved in computing such prices as is evident from (19). Dutta and Babbel (2002) observed that the GB2 distribution is highly sensitive to its parameter values. Small changes in the parameter values may result in large differences in the option prices. The computational simplicity of the g-and-h distribution is definitely one of the reasons for the accuracy we observed in its prices over the GB2 distribution. Rebonato (1999) reported very high degrees of accuracy in cap (caplet) prices of the DEM caplets using GB2. However, he reported the result for only one trading day. 14 Even though some authors reported great success in modeling skewness and kurtosis by Burr-3 and Weibull, we did not observe a good fit for our application. These distributions with a restricted number of free parameters could not model the skewed and leptokurtic behavior of the 3-month LIBOR effectively. Based on the statistics observed, we conclude that the option implied distribution of the 3-month LIBOR is not lognormal either. The ample data on 3-month LIBOR options led us to focus on that tenor and instrument in our experiments. Neither in our development of the model nor in our testing did we assume any particular economic properties of 3-month-LIBOR. Therefore, we strongly believe that other short-rates can also be modeled effectively by the g-and-h distribution. Table 1 The following table presents the descriptive statistics of the US Dollar interest rate caps used to estimate the parameters of the distributions. The prices of the contracts are expressed in basis points (1bp = 0.01%). The total number of contracts used for the estimation purpose was 3,769.
Table 2
The following table presents the summary statistics of the forecast errors (in basis points and percentages) for the Lognormal, g-and-h, GB2, Burr-3 and Weibull distributions. Table 3 The following Table 4 The following Table 5 The following Table 6 The following Table 7 The following Table 8 The following 
