Digraphs are considered by means of eigenvalues of the matrix AA T , and similarly A T A, where A is the adjacency matrix of a digraph. The common spectrum of these matrices is called non-negative spectrum or N -spectrum of a digraph. Several properties of the N -spectrum are proved. The notion of cospectrality is generalized, and some examples of cospectral (multi)(di)graphs are constructed.
Introduction
Spectral (di)graph theory means usage of linear algebra tools and techniques in the study of (di)graphs. It is a very well developed mathematical field (see [8] or [6] ) with many applications (see, for example, [2] and [15] ).
For any (di)graph matrix M , one can build a spectral (di)graph subtheory, and then be able to study (di)graphs by means of eigenvalues of the matrix M . We will denote these eigenvalues M -eigenvalues. In general case, in order to avoid confusion, to any notion in the corresponding subtheory a prefix 'M ' should be added. Frequently used graph matrices are the adjacency matrix A, the Laplacian L = D − A and the signless Laplacian Q = D + A, where D is a diagonal matrix of vertex degrees. The spectral (di)graph theory then consolidates all these particular subtheories together with interaction tools.
In this paper, digraphs are considered by means of eigenvalues of the matrix AA T , and similarly A T A, where A is the adjacency matrix of a digraph. The common spectrum of these matrices is denoted N -spectrum and called non-negative spectrum of a digraph. According to [5] , the N -spectrum of a digraph was not considered in the mathematical literature so far. Since the matrices AA T and A T A appear in applications (see, for example, [11] and [12] ), we believe that introduced notion and presented results could be useful to mathematicians and informaticians. Namely, N -spectrum can facilitate the examination of digraphs since frequently used adjacency matrix of a digraph is not symmetric in general case, and therefore its spectrum consists of complex numbers. It is well known that digraphs serve as models for different processes and phenomena in computer sciences, where some spectrally based techniques are used in investigations. By this approach some new conclusions and comparisons of existing results could be made.
The paper is organized as follows:
In Section 2 basic digraph terminology is given and some elementary facts related to the matrices AA T and A T A and their spectrum are pointed out. Since this paper represents the first mathematical paper on the N -spectrum, elementary observations useful for further work are presented in Section 3. In Section 4 the effect of certain digraph operations and transformations on the N -spectrum is studied. One family of N -cospectral digraphs is determined in this section. Structural similarity (i.e. values and layout of entries in the matrix) of the matrix AA T of some digraph with the adjacency or the signless Laplacian matrix of some multigraph, has motivated us to generalize the notion of cospectrality in Section 5. The study of cospectrality with respect to different (multi)(di)graph matrices could be useful in finding connections between different spectral subtheories that are based on these matrices, and, what is more important, in finding new pairs of cospectral (multi)(di)graphs in particular spectral subtheory. That way, certain pairs of multigraps that are cospectral with respect to the adjacency matrix are found. The study of spectral subtheory based on the signless Laplacian matrix is currently used (see, for example, [7] ), so the paper is concluded with some examples of digraphs and multigraphs whose N -and Q-spectrum, respectively, are the same.
Preliminaries
Let D = (V (D), E(D)) be a digraph of order n with the set of vertices V (D) = {v 1 , v 2 , . . . , v n }. The set of edges E(D) consists of ordered pairs of vertices, and we suppose that the loops, i.e. the edges of the form (v i , v i ) are permitted, but multiple edges are not. The adjacency matrix A = [a ij ] of D is the binary matrix of order n, such that a ij = 1, if there is an edge from v i to v j , and otherwise a ij = 0.
If e = (v i , v j ) is the edge of D, we say that v i is the initial vertex of e, while v j is the terminal vertex.
, is the number of edges of which it is the initial vertex, while the in-degree
, is the number of edges of which v i is the terminal vertex. A loop at some vertex contributes 1 to both the in-degree and the out-degree of that vertex.
Let us suppose that the edges of D are ordered as e 1 , e 2 , . . . , e m . The in-incidence matrix of D is the n by m matrix B in = [b ij ] such that b ij = 1 if e j = (v k , v i ) for some vertex v k , and otherwise b ij = 0. The out-incidence matrix B out = [g ij ] of the digraph D is the n by m matrix such that g ij = 1 if e j = (v i , v l ) for some vertex v l , and otherwise g ij = 0. It is a matter of routine to check that A = B out B T in holds. The characteristic polynomial det(λI − A) of A is the characteristic polynomial of the digraph D, and the eigenvalues of A are the eigenvalues of D. For the remaining notation and terminology related to digraphs, and also graphs, we refer the reader to [5] , [2] , [3] , [1] , [8] and [6] .
In this paper we are interested in the structural characteristics of a digraph D related to the spectrum of matrices AA T and A T A, where A is the adjacency matrix of D. The matrices AA T and A T A are non-negative, square and symmetric. One can easily check that these matrices are positive semi-definite (see, for example, [14] ), which means that their eigenvalues are non-negative.
The entries of the matrices AA T and A T A are characterised by the following proposition (see [12] ): According to the previous observations, one can introduce the following notation:
Since the spectrum of N out and N in is the same (see [14] ), it can be denoted by the single name -the N -spectrum. Therefore, the characteristic polynomials N (x) of these matrices can be named the N -polynomials. However, we underline that through the investigation we mainly considered N out (D) matrix of D, whose spectrum is denoted by η 1 ≥ η 2 ≥ . . . ≥ η n . The N -spectral radius ρ N (D) of D is defined to be the spectral radius of N out (D), and similarly N in (D).
Remark 2.2. For the N -spectrum η 1 , η 2 , . . . , η n of a digraph D with m edges the following holds:
• The numbers η 1 , η 2 , . . . , η n are real and non-negative,
• D is consisted of only isolated vertices if and only if η 1 = η 2 = . . . = η n = 0.
Some basic results
In this section we give some elementary results that we will use in the subsequent sections.
Let us remind you that a digraph D is r-regular if the in-degree and the out-degree of each its vertex are equal to r. By use of the basic combinatorial principles for counting one can easily check that the row sum for each row of the matrix N out (D) is equal to r + r(r − 1) = r 2 . Now, we can prove the following lemma:
Proof. Since N out (D) is the square, non-negative matrix with equal row sums, according to Theorem of Frobenius (see [4] ) the spectral radius of this matrix is r 2 .
Remark 3.2. The eigenvector that corresponds to the N -eigenvalue r 2 of a r-regular digraph D is all-1 vector.
Example 3.3. The complete digraph of order n is the digraph ↔ K n in which for each pair of vertices there is an edge, including a loop at each vertex. The N -characteristic polynomial of this digraph is:
and thus its N -spectrum is:
Here, and in the further text, an eigenvalue η of the multiplicity k is denoted by [η] k . Let us now consider connected digraphs whose vertices do not have the common out-
Let us remind you that a rooted oriented tree, briefly rooted tree, is an oriented tree with a specific vertex v 1 , called the root, such that for every other vertex v j the path connecting Since in a rooted tree there is unique vertex v 1 such that indeg(v 1 ) = 0, one can add one extra edge to obtain a digraph where there is no pair of vertices with common outneighbours. We distinguish two possibilities: this extra edge is a loop at v 1 , i.e. (v 1 , v 1 ) or it is an edge (v x , v 1 ), for exactly one vertex v x of a rooted tree. Hence, we can say that a resulting digraph is a unicyclic digraph derived from a rooted tree ( Figure 1 ).
Figure 1: Unicyclic digraphs whose vertices do not have the common out-neighbours
That way, the following proposition is proved: Proposition 3.4. D is a connected digraph whose vertices do not have the common outneighbours if and only if it is a rooted tree or a unicyclic digraph that can be derived from a rooted tree. [2] ). So, a digraph whose vertices do not have the common in-neighbours is the converse digraph of a rooted tree or of a unicyclic digraph that can be derived from a rooted tree.
Example 3.7. The N -characteristic polynomial of a rooted tree D is:
where l is the number of vertices
is the set of vertices whose out-degree is at least 1.
The digraph → P n is the special case of a rooted oriented tree. If V (
. . , v n } is the set of vertices of this digraph, then its set of edges consists of the pairs of vertices
C n is the special case of a unicyclic digraph derived from a rooted tree. Its N -characteristic polynomial is:
Some digraph operations and transformations
We open this section with the result related to the N -spectrum of the complement of a given regular digraph. Similarly to the proof of Theorem 2.1.2 from [6] for regular graphs we can prove the following:
Proof. If A D is the adjacency matrix of D and J is all-1 matrix, we find:
because the row sum for each row of A D is equal to r. 
, and there is at least one
Proof. Since the spectrum of the matrix M consists of [1] and [0] n−1 , the proof follows from Courant-Weyl inequalities (see, for example [6] ).
Remark 4.3. By considering N in matrix of a digraph, one can prove that the previously given Interlacing theorem holds also for a connected digraph D in which there is at least one vertex v j such that outdeg D (v j ) = 1, and for its subdigraph D obtained from D by deleting an edge (v j , v i ), for some vertex v i .
In general case, such the N -eigenvalue interlacing does not hold. Namely, we have the following example. 
It is obvious that
where
where r = (0, . . . , 0, 1
T is the vector of order n. The only no null coordinate of the vector r corresponds to the common out-neighbour of v k and v j . By expanding the determinant of the matrix xI − N out (D * ) by the last row we get:
where the matrix M is obtained from xI − N out (D) by deleting the k-th column. Now, by expanding the determinant of the matrix (M |r) by the last column, we have:
where M is obtained from the matix N out (D) by deleting the k-th row and k-th column.
The line digraph L(D) of a digraph D (see, for example [5] ) is the digraph whose vertices are the edges e 1 , e 2 , . . . , e m of D such that there is an edge from e i to e j in L(D) if and only if the terminal vertex of e i equals the initial vertex of e j in D. If an edge e p is a loop at some vertex of D, then it becomes a loop at e p in L(D).
Some results on adjacency spectra and energies of iterated line graphs are exposed in [13] . On the similar way, we can define iterated line digraphs. If
The line digraph of an r-regular digraph is also r-regular digraph. More precisely, the line digraph L 1 (D) of an rregular digraph D of order n is the r 1 = r-regular digraph of order n 1 = nr. Consequently, L k (D), k = 2, 3, . . . is the r k = r-regular digraph of order n k = rn k−1 = r k n, where n k−1 is the order of the digraph L k−1 (D). According to Lemma 8.2.3. from [10] we get:
Furthermore we have:
and also
) . According to (3.1) we find:
and the proof follows. 
This way, we found a family of N -cospectral mates (i.e. the digraphs whose N -spectra are the same). We will continue examination of cospectrality in the next section. 
Cospectrality relation
It is obvious that ρ is the equivalence relation on the set D 
According to the previous definitions, one can notice the cospectrality relation, say ρ − , between sets G So, the exposed construction is a way for obtaining new pairs of cospectral and not necessarily isomorphic multigraphs. Proof. Since N in (D) and N out (D) are circulant matrices with the same eigenvalues, according to Theorem 1 from [9] they are permutationally similar.
For an integer n ≥ 2 and a set S ⊆ {1, 2, . . . , n − 1} the circulant digraph C n (S) is a digraph such that V (C n (S)) = {1, 2, . . . , n} and E(C n (S)) = {(i, i + j (mod n)) : 1 ≤ i ≤ n, j ∈ S}. Circulant digraphs are of great interest in the graph and digraph theory and their applications (see [2] ).
Proof. Since the converse digraph Conv(C n (S)) of C n (S) is isomorphic to C n (S) (according to Proposition 2.14.1 from [2] ) and since N in (C n (S)) = N out (Conv(C n (S))), and similarly N out (C n (S)) = N in (Conv(C n (S))), the proof follows. Proof. We have N out (D) = rI + C, where row sum of C is r(r − 1) for each row.
If N out (D) is the signless Laplacian matrix of some multigraph without loops, then r = r(r − 1) holds, which implies r = 0 or r = 2. On the other hand, if N out (D) is the signless Laplacian matrix of a multigraph with loops, then the number of loops at some vertex is (r − (r − 1)r)/2, which means that r = 0 or r = 2. In order to examine (N, Q)-cospectrality, we will introduce some binary digraph operations. Still, according to the nature and the mutual relationships between entries of matrices N out (D) and Q(M ) of some digraph D and some multigraph M , respectively, one can suspect poor variety in terms of the structure and the order (i.e. number of vertices) of the (N, Q)-cospectral mates (that could be obtained by direct comparing of these matrices).
Let
) be two disjoint digraphs (i.e. digraphs with no common vertices nor edges).
It is obvious that this digraph operation is not commutative, i.e.
matrix of the digraph D which is obtained by out-joining is:
where A 1 and A 2 are the adjacency matrices of digraphs D 1 and D 2 , respectively, while J is all-1 matrix. Each entry of the j-th row of the matrix A 2 J T is equal to outdeg D2 (u j ), where u j ∈ V (D 2 ).
In the same way one can define:
Definition 5.14. The join 1. D 1 is an isolated vertex, while D 2 is a unicyclic digraph derived from a rooted tree.
3. D 2 is an isolated vertex, and: 
is the signless Laplacian matrix of some multigraph M , then by observing its rows n 1 + 1, n 1 + 2, . . . , n 1 + n 2 , one can conclude that the number: for each p = 1, 2, . . . , n 2 , is zero or even positive integer. This means that n 1 = 1 and D 2 is a digraph such that there are no vertices with the common out-neighbours or D 2 is an isolated vertex.
In the former case, by observing rows 1, 2, . . . , n 1 of N out (D), one concludes that: 
for each k = 1, 2, . . . , n 1 , is zero or even positive integer. Let us consider the structure of D 1 . If n 1 = 1 or n 1 = 2, statements (a) and (b) follows from (5.1) by direct computation. If n 1 = 3, then 3 ≥ outdeg D1 (u k ) ≥ 1 must hold for each k = 1, 2, 3. Let us suppose that outdeg D1 (u 1 ) = 3. This implies indeg D1 (u 1 ) = indeg D1 (u 2 ) = indeg D1 (u 3 ) = 1, and since the out-degree of u 2 and u 3 must be at least 1, (5.1) will be a negative number for at least one k. One can analyse the case when outdeg D1 (u 1 ) = 2 the same way. And finally, if outdeg D1 (u 1 ) = 1, (5.1) is a non-negative integer if and only if Now, we will prove that there is no digraph D n1 of order n 1 ≥ 4 such that (5.1) is zero or even positive integer. The proof will be carried out by use of the mathematical induction on the number of vertices n 1 of D n1 .
If n 1 = 4, analogously as in the case when n 1 = 3, one can show that there is at least one vertex, for example u k , in D 4 such that outdeg D4 (u k ) < If we return the removed vertex and all edges that are incident to it, we get the following inequalities:
outdeg Ds+1 (u x ) ≤ outdeg Ds (u x ) + 1 < for some non-negative integer w 1 and i = 1, 2, . . . , n 1 , and
(1 − n 1 ) outdeg D2 (u k ) + n 1 (2 − n 2 ) − for some non-negative integer w 2 and k = 1, 2, . . . , n 2 , where m 1 and m 2 are the numbers of edges of digraphs D 1 and D 2 , respectively. First, let us prove that n 1 < 3. Since (5.2) means that:
(1 − n 2 ) outdeg D1 (v i ) ≥ (n 1 − 2) n 2 + n1 j=1,j =i n ij (N out (D 1 )) + m 2 holds for each i = 1, 2, . . . , n 1 , if we suppose that n 1 ≥ 3, we get:
that is a contradiction. In the same way, one can prove that n 2 < 3. Statements 1. and 2. from the proposition one can get by direct analysis of (5.2) and (5.3).
