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Resumen
El almacenamiento y tratamiento de sen˜ales digitales es un campo
muy importante de la informa´tica. Dichas sen˜ales contienen informa-
cio´n valiosa que ha de ser extra´ıda y transformada para poder ser
utilizada. En la presente tesis doctoral se han creado me´todos para
almacenar, procesar y recuperar informacio´n de las regiones conteni-
das en una imagen, en especial en ima´genes de gran taman˜o.
Como base del trabajo se ha disen˜ado una estructura de datos de ti-
po grafo para poder almacenar todas las regiones contenidas en una
imagen. En esta estructura de datos se pueden guardar tanto los des-
criptores de bajo nivel de las regiones como las relaciones estructurales
entre las distintas regiones de la imagen. En los sistemas de almacena-
miento de ima´genes es una pra´ctica habitual distribuir las ima´genes
para mejorar el rendimiento. Ma´s alla´ de este tipo de distribucio´n, una
caracter´ıstica distintiva y novedosa de la estructura de datos creada en
la presente investigacio´n es que puede funcionar de forma distribuida
de manera que una imagen grande puede ser dividida en varias sub-
ima´genes, y dichas sub-ima´genes pueden ser almacenadas de forma
separada en varios servidores.
Tambie´n se han adaptado algunos me´todos y algoritmos pertenecien-
tes a la Morfolog´ıa Matema´tica para trabajar directamente sobre la
estructura de datos distribuida. De esta manera, se pueden procesar
todas las sub-ima´genes de una misma imagen sin necesidad de recons-
truir la imagen inicial.
Finalmente, haciendo uso de la estructura de datos y de los me´todos
desarrollados se ha creado un prototipo de sistema multi-agente capaz
de almacenar y procesar ima´genes grandes. Este prototipo permite
realizar consultas para recuperar informacio´n perteneciente a regiones
de una imagen almacenada en el sistema sin necesidad de volver a ser
procesada.
En la experimentacio´n realizada, resumida en los resultados presenta-
dos, se muestra que la divisio´n y distribucio´n de una imagen en varias
sub-ima´genes reduce los tiempos de almacenamiento, procesamiento
y recuperacio´n de la informacio´n.

Abstract
The storage and processing of digital images is an important field of
Computer Science. These images contain valuable information that
must be extracted and processed to be used. In this thesis some met-
hods have been proposed and developed to store, process and retrieve
information from the regions contained in an image, especially in large
images.
Images are stored using a region-oriented and graph-based data struc-
ture specifically designed for this work. This data structure stores
low-level region descriptors and the structural relationships between
different regions of the image.
In image management systems it is a common practice to distribute
the images to improve performance. Beyond this kind of distribution,
an original and novel aspect of the data structure is that it can operate
in a distributed manner so that a large image can be divided into
several sub-images, and these sub-images can be stored separately on
multiple servers.
Some methods from Mathematical Morphology have been adapted
for acting directly on the distributed data structure. This way, these
methods can be applied directly on sub-images stored in remote data
structures without the need of rebuilding the whole initial image.
Finally, based on the developed data structure and methods, a multi-
agent system prototype has been created that is capable of storing
and processing very large images. This prototype allows retrieving
region information belonging to stored images in the system without
rebuilding the original image.
In the thesis’ experimental results, it is shown that the division and
distribution of an image into several sub-images reduces the time of
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El almacenamiento y gestio´n de grandes colecciones de ima´genes es un tema de
investigacio´n importante en muchos campos de la informa´tica. En sectores como la
informa´tica me´dica o la bioinforma´tica, por ejemplo, se generan diariamente una
gran cantidad de ima´genes. Estas ima´genes contiene informacio´n de gran valor
para profesionales e investigadores. Por esta razo´n las ima´genes son procesadas
para extraer la informacio´n que contienen y son almacenadas para poder ser
consultadas en cualquier momento.
Comu´nmente, las instituciones y empresas que poseen grandes colecciones
de ima´genes, utilizan sistemas de almacenamiento, indexacio´n y recuperacio´n de
ima´genes. Por ejemplo, en el campo de la informa´tica me´dica estos sistemas se
denominan ‘Picture Archiving and Connectivity Systems ’ o PACS. La adquisicio´n
e instalacio´n de estos sistemas de administracio´n de ima´genes es, por lo general,
muy costosa tanto en el aspecto econo´mico como en el de recursos computacio-
nales. Esto es debido a que estos sistemas requieren grandes servidores o clusters
y profesionales expertos para su instalacio´n y adaptacio´n. Por consiguiente, el
mantenimiento y actualizaciones de estos sistemas es tambie´n costoso.
En muchas ocasiones los sistemas de gestio´n de ima´genes necesitan ser amplia-
dos o complementados con funcionalidades que permitan llevar a cabo las tareas
que se requieren sobre las colecciones de ima´genes. Incluso dentro del mismo cam-
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po de investigacio´n, la misma coleccio´n de ima´genes necesita distintos me´todos
an˜adidos al sistema de gestio´n de ima´genes para poder ser utilizada de forma
eficiente. Por ejemplo, en una coleccio´n de ima´genes biome´dicas para ayuda al
diagno´stico, se necesitan generalmente me´todos de extraccio´n de regiones signi-
ficativas y segmentacio´n para intentar localizar un tumor en la imagen; tambie´n
se necesitara´n me´todos de bu´squeda de informacio´n por contenido (de la imagen)
para obtener de la coleccio´n ima´genes similares ya diagnosticadas.
Estos grandes sistemas se limitan normalmente a almacenar ima´genes, y recu-
perar dichas ima´genes por su identificador. Posteriormente, se utiliza un programa
de visualizacio´n de ima´genes para procesar y extraer informacio´n de las ima´genes
recuperadas. Para cada consulta de la informacio´n contenida en la imagen se ha
de procesar la imagen completa, lo cual es una limitacio´n para ima´genes de gran
taman˜o, donde el procesamiento requiere ma´s tiempo de computacio´n.
A la hora de la implementacio´n de un sistema de administracio´n de ima´genes
o de un sistema PACS, la pieza elemental sobre la que construir dicho sistema
es un sistema gestor de bases de datos. Dicho sistema gestor de bases de datos
almacena las ima´genes indexadas.
Una imagen contiene gran cantidad de informacio´n dentro de los p´ıxeles y
regiones de la imagen. Dichas regiones contienen descriptores de color, de forma,
y de textura, as´ı como relaciones existentes entre dichas regiones. Incluso, algunas
ima´genes, en algunos dominios, contienen informacio´n sema´ntica contenida dentro
del formato de la imagen, como el esta´ndar DICOM en la informa´tica bio-me´dica.
Un punto clave abordado por el presente trabajo es el tratamiento de ima´ge-
nes de gran taman˜o. En la actualidad gracias a los avances tecnolo´gicos en los
dispositivos de captura de sen˜al, el taman˜o de las ima´genes es cada vez mayor. Y
como es lo´gico, cuanto mayor es una imagen, mayor es la cantidad de informacio´n
que contiene y mayor es el tiempo necesario para procesar, almacenar y recuperar
informacio´n de la ima´genes del sistema de administracio´n de ima´genes. Algunos
tipos de estas ima´genes muy grandes son:
Ima´genes capturadas con sistemas de alta resolucio´n que generan ima´genes
de gran taman˜o.
Dentro de esta clasificacio´n esta´n las ima´genes de sate´lite de alta resolu-
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cio´n. Por ejemplo, en el proyecto Blue Marble del cata´logo Visible Earth
de la NASA, contiene ima´genes tomadas por sate´lite de la Tierra, que pue-
den alcanzar taman˜os en formato RAW de 86.400×43.200 p´ıxeles, esto es
3.732.480.000 p´ıxeles (Wolfe, Roy, y Vermote, 1998) (N.A.S.A., 2012).
Ima´genes artificiales.
Existen proyectos, como por ejemplo GigaPixel, en los que se crean ima´ge-
nes de muy alta resolucio´n a partir de una coleccio´n de fotograf´ıas ma´s
detalladas de algu´n objeto o paisaje.
Existen otros campos en los que se generan ima´genes de gran taman˜o, como
pueden ser las ima´genes me´dicas, o las ima´genes de anatomı´a patolo´gica (Garc´ıa-
Rojo, Bueno-Garc´ıa, Gonza´lez-Garc´ıa, y Carbajo-Vicente, 2005).
A la hora de almacenar y recuperar informacio´n de grandes colecciones de
ima´genes en una base de datos, diversos trabajos demuestran los beneficios de dis-
tribuir estas grandes colecciones de ima´genes (Gudivada y Raghavan, 1995) (Gardels,
1996) (Burl, Fowlkes, Roden, Stechert, y Mukhtar, 1999) (Hastings, Langella, Os-
ter, y Saltz, 2004). Dicha distribucio´n ayuda a reducir el tiempo necesario para
recuperar informacio´n de la coleccio´n.
1.2. Hipo´tesis de partida
Esta tesis doctoral aborda la creacio´n de una estructura de datos y me´todos
asociados, para estudiar la validez de la siguiente hipo´tesis:
La divisio´n de ima´genes de gran taman˜o en sub-ima´genes, y la distribucio´n
de estas sub-ima´genes, mejora el tiempo de procesamiento morfolo´gico basado
en grafos y de recuperacio´n de informacio´n de las regiones en las sub-ima´genes
distribuidas.
1.3. Objetivos
Para estudiar la validez de la hipo´tesis de partida, se han definido los siguientes
objetivos, compuestos de una serie hitos a cumplir:
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1. Creacio´n de una estructura de datos distribuida de tipo grafo, implementada
en una base de datos relacional, para almacenar ima´genes.
Hito:
Disen˜o de un esquema de base de datos capaz de contener la estructura
de datos disen˜ada.
2. Desarrollar algoritmos y me´todos para la divisio´n, almacenamiento, pro-
cesamiento distribuido de una imagen y recuperacio´n de informacio´n de
regiones de la imagen.
Hitos:
Desarrollo de un nuevo algoritmo de divisio´n, que preserve las vecinda-
des del grafo de la imagen, de tal manera que cada sub-imagen pueda
ser almacenada y tratada independientemente del resto, como si fuera
una imagen completa.
Desarrollo de me´todos de almacenamiento que disminuyan el tiempo
necesario para guardar ima´genes de gran taman˜o en la estructura de
datos.
Adaptacio´n de me´todos y operaciones de la Morfolog´ıa Matema´tica
para poder aplicarse de forma distribuida sobre la estructura de datos.
Dichos me´todos evitara´n en la medida de lo posible el trasiego de
informacio´n de la imagen por la red ya que se trata, en general, de
ima´genes de gran taman˜o. Se facilita de esta manera el procesamiento
y recuperacio´n de ima´genes muy grandes.
Facilitar la recuperacio´n de la informacio´n de regiones de las ima´genes
almacenada en la estructura de datos.
3. Implementar un sistema que facilite el uso y evaluacio´n de los me´todos
distribuidos que sean desarrollados.
Hitos:
Creacio´n de un sistema distribuido multi-agente capaz de manejar co-
lecciones de ima´genes de gran taman˜o.
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El sistema debe ser accesible y ofrecer facilidades para su uso. Tambie´n
ofrecera´ me´todos para la evaluacio´n de los me´todos desarrollados en
la presente tesis.
4. El sistema deber´ıa poder ser mantenido y ampliado de una forma senci-
lla. Asimismo, ser´ıa deseable que el sistema no necesitara grandes recursos
computacionales para su funcionamiento.
1.4. Estructura del documento
La organizacio´n del presente documento comienza en este cap´ıtulo 1 de in-
troduccio´n. En este cap´ıtulo se establece una hipo´tesis y unos objetivos para
investigacio´n llevada a cabo.
En el cap´ıtulo 2 se realiza una introduccio´n al ‘estado del arte’ del proyecto
realizado, comentando las tecnolog´ıas utilizadas para la consecucio´n de la
tesis.
A continuacio´n, en el cap´ıtulo 3 se presentan los resultados del trabajo de
investigacio´n de la tesis: (i) Una estructura de datos de tipo grafo original
utilizada como base para almacenar las ima´genes en el presente trabajo. (ii)
Un novedoso algoritmo de divisio´n, creado para dividir las ima´genes preser-
vando vecindades de las regiones. (iii) La adaptacio´n para trabajar de forma
distribuida y directamente sobre la estructura de datos creada de me´todos
y operaciones provenientes de la Morfolog´ıa Matema´tica. (iv) Las posibili-
dades ofrecidas por la estructura de datos para recuperar informacio´n de
las regiones de las ima´genes almacenadas.
La estructura y funcionamiento del sistema creado, usando la estructura
de datos y me´todos desarrollados en la investigacio´n de la presente tesis
doctoral, se detallan en el cap´ıtulo 4. Este sistema, que utiliza la tecnolog´ıa
de agentes, posee novedosas te´cnicas de balanceo de carga. As´ı, este cap´ıtulo




En el cap´ıtulo 5 se recogen los resultados nume´ricos experimentales obteni-
dos de aplicar de una bater´ıa de pruebas sobre el sistema multi-agente. Se
han realizado pruebas con distintos tipos de operaciones en el sistema. A
la vez, para cada operacio´n realizada, se ha variado el nu´mero de agentes
presentes en el sistema.
Todas estas pruebas se han realizado con un juego de ima´genes de distintos
taman˜os, para estudiar la variacio´n de los tiempos, tambie´n, con respecto
al taman˜o de la imagen.
En el cap´ıtulo 6 de Conclusiones, se revisa la consecucio´n de los objetivos
iniciales que se quer´ıan alcanzar, comentando co´mo se han logrado y las
dificultades encontradas. Tambie´n se hace referencia a las posibles mejoras
que se podr´ıan realizar. En la seccio´n 6.3 se comentan las dificultades en-
contradas para la consecucio´n del trabajo realizado. Y en la seccio´n 6.4 de
futuras l´ıneas de trabajo, del mismo cap´ıtulo, se tratan los nuevos frentes
de investigacio´n abiertos tras la realizacio´n de la presente tesis doctoral.
El cap´ıtulo 7 es la traduccio´n al ingle´s del cap´ıtulo 6.
Para concluir, la bibliograf´ıa incluye las referencias bibliogra´ficas de los
art´ıculos y los libros consultados durante el desarrollo de la investigacio´n




En este cap´ıtulo se estudia el estado actual de la cuestio´n. En e´l se describen
las bases y los principales enfoques existentes en la actualidad de las tecnolog´ıas
utilizadas en la investigacio´n y el desarrollo de la presente tesis doctoral.
En la seccio´n 2.1 se analizan los diferentes me´todos y arquitecturas existen-
tes en el campo de la integracio´n de bases de datos heteroge´neas. La siguiente
seccio´n 2.2 realiza una breve explicacio´n del amplio campo de la Morfolog´ıa Ma-
tema´tica comentando sus fundamentos ba´sicos y los me´todos que se han usado
en la presente tesis doctoral. Por u´ltimo, la seccio´n 2.3 presenta el paradigma
de computacio´n denominado Cloud Computing, y se describen sus principales
caracter´ısticas.
2.1. Me´todos de integracio´n y acceso a fuentes
de datos distribuidas
La integracio´n de informacio´n de or´ıgenes distribuidos es un a´rea muy extensa
de la informa´tica. La informacio´n puede ser almacenada de diversas formas, como
ficheros de texto planos, ficheros anotados, ficheros binarios, hojas de ca´lculo
o en bases de datos. A menudo, la integracio´n de informacio´n se utiliza para
intercambiar y relacionar distintas fuentes de datos heteroge´neas y en distintas
localizaciones.
Siguiendo la revisio´n hecha en (Sujansky, 2001), se podr´ıan distinguir dos
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me´todos principales para realizar la integracio´n de informacio´n:
1. Traduccio´n los datos.
En este me´todo los datos son obtenidos de sus or´ıgenes y almacenados en
un repositorio centralizado que tiene un esquema de datos predefinido. Los
usuarios acceden al repositorio obteniendo datos de las distintas fuentes de
datos de forma totalmente transparente. El ejemplo ma´s comu´n de este tipo
de integracio´n son los data warehouses.
Este tipo de acceso a los datos tiene como principal ventaja la rapidez de
obtencio´n de los datos para el usuario final, ya que todos los datos se en-
cuentran almacenados en el repositorio central. Al almacenar los datos en
el repositorio central algunos datos necesitan ser traducidos para almace-
narlos usando unas escalas y vocabularios comunes, por eso a este me´todo
se le denomina de traduccio´n de datos, ya que se traducen los datos de
las fuentes de datos originales al esquema y medidas del repositorio central
para almacenarlos.
Tambie´n es destacable la autonomı´a que se consigue al tener una copia de los
datos originales, con lo que no es necesario que exista conectividad con las
fuentes de datos originales en todo momento. Este mismo aspecto presenta
como desventaja que los procesos de carga del repositorio central suelen ser
costosos, y el repositorio central debe ser actualizado con frecuencia para
que los datos sean consistentes con las fuentes de datos originales.
2. Traduccio´n de las consultas.
En este segundo me´todo las fuentes de datos e informacio´n se encuentran
separadas y se interconectan mediante redes de datos, como por ejemplo
Internet.
Dentro de la traduccio´n de consultas se pueden distinguir cuatro categor´ıas
diferenciadas por la forma de acceder a la informacio´n de las fuentes de
datos:
Los primeros sistemas y me´todos creados que usaban traduccio´n de
consultas para acceder a datos distribuidos y heteroge´neos eran sis-
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temas software especializados que actuaban puramente como media-
dores y envoltorios, llamados en la bibliograf´ıa en ingle´s mediators
y wrappers respectivamente (Wiederhold, 1992). Estos mediadores y
envoltorios actu´an como brokers entre los usuarios y las fuentes datos.
Los mediadores ofrecen a los usuarios la posibilidad de preguntar al
usuario y generar consultas. Los envoltorios o wrappers contienen in-
formacio´n acerca de la estructura real de las fuentes de datos y conocen
la manera de traducir las consultas enviadas por los mediadores al len-
guaje propio de las fuentes de datos.
En este tipo de traduccio´n de consultas, cada fuente de datos suele
necesitar un envoltorio espec´ıfico. Algunos sistemas de ejemplo que
utilizan este tipo de acceso a la informacio´n para la integracio´n son
TSIMMIS (Chawathe y cols., 1994), y DIOM (L. Liu y Pu, 1995).
Otro enfoque se basa en el uso de un esquema conceptual vir-
tual u´nico. Este esquema virtual provee a los usuarios de un modelo
sema´ntico u´nico que integra la informacio´n contenida en todas las fuen-
tes de datos conectadas al sistema. Las consultas se crean con objetos
pertenecientes a este esquema conceptual y se env´ıan a un mo´dulo ca-
paz de dividir una consulta en un conjunto de sub-consultas que son
enviadas a las bases de datos reales que componen el sistema. Este
mismo mo´dulo es el responsable de obtener los resultados de las con-
sultas, transformar y mezclar dichos resultados para presenta´rselos a
los usuarios.
Ejemplos de este enfoque son SIMS information mediator (Arens, Hsu,
y Knoblock, 1998), y su adaptacio´n a la web ARIADNE (Knoblock
y cols., 2001). Existen otros sistemas ma´s espec´ıficos que siguen es-
te enfoque, por ejemplo, en el campo de la biomedicina, los sistemas
BACIIS (Ben Miled, Li, Kellett, Sipes, y Bukhres, 2002), y TAM-
BIS (Baker y cols., 1998).
Existen otros sistemas que se basan en el uso de esquemas concep-
tuales virtuales mu´ltiples donde cada fuente de datos se representa
con un esquema conceptual propio. Este modelo soporta la inclusio´n,
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exclusio´n y modificacio´n de fuentes de datos de una manera ma´s sen-
cilla que los anteriores.
La principal dificultad de estos sistemas es el crear las relaciones sema´nti-
cas entre entidades de distintas fuentes de datos para poder conseguir
la integracio´n. OBSERVER (Mena, Illarramendi, Kashyap, y Sheth,
2000) es un ejemplo de sistema que usa esta filosof´ıa.
Por u´ltimo cabe mencionar los llamados sistemas h´ıbridos. Estos sis-
temas son similares a los sistemas con esquemas conceptuales virtuales
mu´ltiples, con la salvedad de que utilizan un vocabulario, ontolog´ıa o
tesauro compartido con el que se construyen los distintos esquemas
virtuales de las fuentes de datos. De este modo la interconexio´n de
conceptos de las distintas fuentes de datos queda solucionado.
Algunos ejemplos de sistemas h´ıbridos son PICSEL (Goasdoue´, Lattes,
y Rousset, 2000), COIN (Goh, 1997), BUSTER (Stuckenschmidt, Har-
melen, Fensel, Klein, y Horrocks, 2000) y ONTOFUSION (Pe´rez-Rey
y cols., 2006).
El enfoque de traduccio´n de consultas ofrece una mayor coherencia en el
acceso a los datos frente al enfoque de traduccio´n datos, ya que al obtener
los datos directamente de la fuente de informacio´n original, estos siempre
esta´n actualizados. Pero tambie´n cuenta con algunas desventajas como que
el rendimiento y la seguridad pueden ser ma´s bajos, ya que en una sola
consulta podr´ıa ser necesario acceder a varias fuentes de datos separadas
geogra´ficamente y posteriormente habr´ıa que realizar el paso de integracio´n
de los datos obtenidos de cada origen de datos.
Como se ha comentado en pa´rrafos anteriores, para poder integrar informacio´n
de distintas fuentes de datos se han de definir los conceptos que contiene cada una
de estas fuente de datos. Tambie´n es importante inter-relacionar los conceptos de
los distintos or´ıgenes de datos para poder lograr la integracio´n.
Existen muchos aspectos de gran dificultad para la integracio´n de datos, como
la homogeneizacio´n de los datos, ya que el mismo concepto puede usar distintas
unidades de medida en distintas fuentes, o puede ocurrir que el mismo objeto
posea distintos identificadores en distintas bases de datos.
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En la presente tesis doctoral se utiliza el enfoque de integracio´n de bases de
datos distribuidas usando traduccio´n de consultas, donde las distintas bases de
datos poseen un esquema conceptual virtual u´nico.
2.2. Breve introduccio´n a la Morfolog´ıa Matema´ti-
ca
La Morfolog´ıa Matema´tica es un amplio campo de te´cnicas no lineales de pro-
cesamiento de ima´genes basada en operaciones de conjuntos (Serra, 1982) (Serra,
1988) (Beucher y Meyer, 1993) (Serra y Salembier, 1993) (Crespo, Serra, y Scha-
fer, 1995) (Salembier y Serra, 1995) (Soille, 2003). La estructura ba´sica (ma-
tema´tica) de la Morfolog´ıa Matema´tica es el ret´ıculo completo.
Como se comenta en (Ronse, 2005), para la Morfolog´ıa Matema´tica una ima-
gen no es una combinacio´n de frecuencias sinusoidales, ni el resultado de un pro-
ceso de Markov sobre puntos individuales. La Morfolog´ıa Matema´tica considera
que una imagen esta´ compuesta por formas geome´tricas que tienen unas carac-
ter´ısticas espec´ıficas de color (o luminosidad). Por lo tanto, estas regiones pueden
ser estudiadas por su interaccio´n con otras formas con sus propias caracter´ısticas
de color.
Para realizar la comparacio´n de los objetos que existen dentro de la imagen se
utiliza un objeto con forma conocida. A este objeto de forma conocida se llama
elemento estructurante.
Algunos elementos estructurantes ba´sicos pueden verse en la figura 2.1.
Si se considera una imagen como una matriz de p´ıxeles, el elemento estruc-
turante define la vecindad de cada p´ıxel dentro de la imagen. Tomando la fi-
gura 2.1, para los distintos elementos estructurantes mostrados, la vecindad del
p´ıxel marcado con una ‘x’ son todos aquellos p´ıxeles con color gris en el elemento
estructurante.
El comportamiento de los filtros morfolo´gicos depende en gran parte de la
forma y taman˜o del elemento estructurante. Es decir, el resultado de una opera-
cio´n sobre una imagen puede tener distintos resultados dependiendo del elemento
estructurante seleccionado para realizar dicha operacio´n.
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Figura 2.1: Ejemplos de elementos estructurantes
Para llevar a cabo el procesamiento de una imagen muchas operaciones mor-
folo´gicas involucran una traslacio´n del elemento estructurante sobre todos los
p´ıxeles que componen la imagen, y la imagen resultado, sera´ la obtenida de apli-
car la operacio´n sobre la vecindad de cada p´ıxel.
En las siguientes secciones se van a comentar los operadores ba´sicos de la
Morfolog´ıa Matema´tica, la erosio´n y la dilatacio´n.
2.2.1. Operadores ba´sicos de la Morfolog´ıa Matema´tica
Dilatacio´n: Para una imagen binaria (conjunto X), la dilatacio´n segu´n el
elemento estructurante B, o δB(X) es la unio´n de las traslaciones de X
segu´n B:
δB(X) = {x|Bx ∩X 6= ∅}
Para una imagen en escala de grises la dilatacio´n para un p´ıxel x dado de la
imagen f segu´n el elemento estructurante B, o [δB(f)](x), sera´ el ma´ximo
valor de la imagen en la ventana definida por el elemento estructurante B
cuando tiene su origen en x:
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Dilatación
Píxeles dilatados
su nuevo valor será gris
Elemento estructurantex
Figura 2.2: Ejemplo de dilatacio´n morfolo´gica
[δB(f)](x) = ma´x{f(x+ b)|b ∈ B}
En la presente tesis se utilizan operadores sobre grafos. La dilatacio´n mor-
folo´gica sobre un ve´rtice v del grafo G de la imagen f se define como el
ma´ximo de los valores de los ve´rtices vecinos de v y el propio v. Donde la
vecindad de un ve´rtice en el grafo NG(v) esta´ definida por aquellos ve´rtices
que esta´n unidos a v por un arco del grafo:
[δG(f)](v) = ma´x{f(v′)|v′ ∈ NG(v)}
Erosio´n: Para una imagen binaria (conjunto X), la erosio´n segu´n el elemento
estructurante B, o B(X) se define como el lugar de los puntos x tal que Bx
esta´ incluido en X, cuanto esta´ situado en ese punto x:
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B(X) = {x|Bx ⊆ X}
Erosión
Píxeles erosionados
su nuevo valor será blanco
Elemento estructurantex
Figura 2.3: Ejemplo de erosio´n morfolo´gica
Para una imagen en escala de grises la erosio´n para un p´ıxel x dado, de la
imagen f segu´n el elemento estructurante B, o [B(f)](x), sera´ el mı´nimo
valor de la imagen en la ventana definida por el elemento estructurante B
cuando tiene su origen en x:
[B(f)](x) = mı´n{f(x+ b)|b ∈ B}
As´ı mismo, la erosio´n morfolo´gica sobre un ve´rtice v del grafo G de la
imagen f se define como el mı´nimo de los valores de los ve´rtices vecinos de
v y el propio v:
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[G(f)](v) = mı´n{f(v′)|v′ ∈ NG(v)}
Para una imagen multicanal f la dilatacio´n morfolo´gica δB(f) segu´n el ele-
mento estructurante B, sera´ el resultado de aplicar una dilatacio´n a cada uno de
los canales de la imagen fi:
δB(f) = [δB(f1), δB(f2), ..., δB(fn)]
Ana´logamente, la erosio´n morfolo´gica B(f) de la imagen f segu´n el elemento
estructurante B, sera´ el resultado de aplicar una erosio´n a cada uno de los canales
de la imagen a cada uno de los canales de la imagen fi:
B(f) = [B(f1), B(f2), ..., B(fn)]
2.2.2. Otros operadores caracter´ısticos de la Morfolog´ıa
Matema´tica
A partir de las operaciones ba´sicas de erosio´n y dilatacio´n es posible definir
otras operaciones ma´s complejas. Entre estas operaciones las ma´s conocidas son:
Apertura: La apertura morfolo´gica γ de la imagen f segu´n el elemento es-
tructurante B se define como el resultado de aplicar una erosio´n morfolo´gica
B sobre la imagen f y seguidamente una dilatacio´n morfolo´gica usando el
elemento estructurante dual δBˆ. Donde Bˆ es el resultado de trasponer el
elemento estructurante B:
γB(f) = δBˆ[B(f)]
Cierre: El cierre morfolo´gico φ de la imagen f segu´n el elemento estructu-
rante B se define como el resultado de aplicar una dilatacio´n morfolo´gica δB
sobre la imagen f y seguidamente una erosio´n morfolo´gica usando elemento
estructurante dual Bˆ. Donde Bˆ es el resultado de trasponer el elemento
estructurante B:
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φB(f) = Bˆ[δB(f)]
Existen gran variedad de operaciones y algoritmos morfolo´gicos para el tra-
tamiento de ima´genes, pero solamente se van a comentar aquellos que se usan en
la presente tesis.
2.2.3. Segmentacio´n de ima´genes usando Morfolog´ıa Ma-
tema´tica
La segmentacio´n es una operacio´n usada para la extraccio´n de regiones sig-
nificativas de una imagen (Meyer y Beucher, 1990) (Crespo, Serra, y Schafer,
1993) (Marcotegui, 1996) (Salembier y Garrido, 2000) (Yu, Fritts, y Sun, 2002).
Las te´cnicas tradicionales de segmentacio´n de ima´genes suelen dividirse en
dos tipos:
Te´cnicas de crecimiento de regiones.
Son aquellas te´cnicas donde los p´ıxeles de una imagen son asignados a una
regio´n usando medidas de proximidad y de similitud. Se parte de un conjun-
to de regiones iniciales o semillas, y la segmentacio´n termina cuando todos
los p´ıxeles de una imagen esta´n asignados a alguna regio´n. Los bordes de
las regiones se definen en aquellos p´ıxeles donde dos regiones distintas se
encuentran.
Te´cnicas de deteccio´n de bordes.
Estas te´cnicas se basan en suponer que el interior de los objetos contenidos
en una imagen sufren leves variaciones de color. A la vez, se supone que
en los l´ımites de los objetos existen grandes variaciones con respecto a sus
objetos vecinos. La tarea que realizan estas te´cnicas es ba´sicamente detectar
esas variaciones en los niveles de color y realzarlas. Posteriormente, usando
el gradiente, se localizan los bordes de los objetos presentes en la imagen. Un
problema es que en general los bordes de una regio´n tienen una definicio´n
desigual.
16
2. Estado del arte
En la Morfolog´ıa Matema´tica existen varios me´todos para la segmentacio´n de
ima´genes. El ma´s extendido, y que combina te´cnicas de crecimiento de regiones
y de deteccio´n de bordes, se denomina watershed.
El algoritmo de la watershed detecta los mı´nimos locales de la imagen, y
va agrupando p´ıxeles a estos mı´nimos hasta definir unas l´ıneas de divisio´n.
Posteriormente usando un gradiente define las fronteras entre las distintas
regiones obteniendo los bordes de la imagen.
En esta te´cnica se trabaja con una imagen gradiente, y no con la imagen
original. Si consideramos la imagen gradiente en niveles de gris como una
representacio´n topogra´fica de niveles de altitud, la watershed es la l´ınea
divisoria de las cuencas hidrogra´ficas. Para calcular la watershed suelen
utilizarse algoritmos de inundacio´n de gradiente (Soille, 2003) (Vincent y
Soille, 1991) (Beucher y Meyer, 1993) (Meyer y Beucher, 1990). Estos al-
goritmos inundan la imagen gradiente por sus mı´nimos locales y obtienen
las l´ıneas watershed en los p´ıxeles donde aguas de cuencas adyacentes se
encuentran.
Una solucio´n al problema de la ‘sobre-segmentacio´n’ (una segmentacio´n
con un excesivo nu´mero de regiones, debido a que el gradiente tiene un
elevado nu´mero de mı´nimos) es utilizar los denominados ‘marcadores’ que
se utilizan para modificar la homotop´ıa del gradiente, de forma que e´ste
tenga como mı´nimos solamente los marcadores. As´ı, al inundar el gradiente,
se obtendra´n tantas regiones como marcadores. Dichos marcadores deben
sen˜alar regiones significativas de la imagen, y generalmente se calculan de
forma semi-automa´tica (Soille, 2003).
En la figura 2.4 se muestra gra´ficamente los conceptos explicados del algo-
ritmo de la watershed.
En la presente tesis se ha implementado un algoritmo de segmentacio´n de
la watershed distribuido.
En este trabajo, para segmentar las regiones de una imagen se han utilizado
te´cnicas de fusio´n de zonas planas (Crespo, 1993)(Crespo, Schafer, Serra, Gra-
tin, y Meyer, 1997). Para realizar la segmentacio´n, inicialmente se construye el
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grafo de regiones de la imagen, de forma que una regio´n esta´ compuesta por com-
ponentes conexas de p´ıxeles que poseen un mismo nivel de color. Posteriormente,
sobre este grafo inicial se aplican me´todos de fusio´n de regiones y se obtienen
como resultado las regiones significativas de la imagen.
2.3. Cloud Computing
Cloud Computing es un te´rmino tecnolo´gico de gran actualidad, que se presen-
ta como el nuevo paradigma de programacio´n para el futuro. Aunque si tomamos
como referencia la definicio´n del NIST (National Institute of Standards and Te-
chnology) hecha por Peter Mell y Tim Grance en Octubre de 2009 Nos podemos
dar cuenta de que el Cloud Computing lo estamos utilizando cotidianamente, por
ejemplo usamos las redes sociales que pueden ser vistas como un Servicio Software
Bajo demanda (Software as a Service - SaaS).
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La definicio´n formal del NIST es:
“Cloud computing es un modelo para habilitar acceso conveniente bajo de-
manda a un conjunto compartido de recursos computacionales configurables (por
ejemplo: redes, servidores, almacenamiento, aplicaciones y servicios) que pueden
ser ra´pidamente aprovisionados y liberados con un esfuerzo mı´nimo de adminis-
tracio´n o de interaccio´n con el proveedor de los servicios.”
Este modelo hace hincapie´ en la disponibilidad y posee cinco caracter´ısticas
esenciales, tres modelos de servicio y cuatro modelos de desarrollo, que se analizan
en las siguientes sub-secciones.
2.3.1. Caracter´ısticas esenciales del Cloud Computing
Como se ha indicado anteriormente, un servicio de cloud computing debe
poseer las cinco caracter´ısticas esenciales que se explican a continuacio´n:
Auto-servicio bajo demanda. Los clientes de los servicioscloud computing
pueden acceder al servicio automa´ticamente. Es decir, no necesitan ninguna
intervencio´n de un proveedor humano.
Acceso por red de banda ancha. Los servicios son accesibles por me´todos
esta´ndar a trave´s de internet. Es necesario un gran ancho de banda para
muchos servicios, por lo que ser´ıa necesaria una conexio´n con el proveedor
de servicios equivalente a una conexio´n de a´rea local.
Bater´ıa (pool) de recursos. El usuario no sabe exactamente de cua´ntos re-
cursos dispone el proveedor, ni do´nde se encuentran, lo u´nico que necesita
saber es que el proveedor le suministra tantos recursos como e´l necesita para
completar su propo´sito.
Elasticidad y rapidez. El sistema que implemente el cloud computing debe
ser escalable de forma transparente al cliente. En el caso que un cliente
necesite un aumento de recursos en un momento dado, el sistema debe ser
fa´cilmente ampliable.
Medicio´n del servicio. La utilizacio´n de los recursos por parte del cliente es
controlada y almacenada de forma transparente por el proveedor. De este
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modo el proveedor puede ofrecer sus servicios de pago por uso.
2.3.2. Modelos de Servicios en Cloud Computing
Atendiendo al nivel de acceso a los recursos ofrecidos en los servicios ofertados,
el NIST define tres modelos de servicios de cloud computing.
Nube de Software como Servicio (SaaS). El proveedor ofrece acceso al usua-
rio a una aplicacio´n propia. El usuario so´lo puede utilizar las funcionalidades
ofrecidas por dicha aplicacio´n. Como se ha mencionado en la introduccio´n
de esta seccio´n, un servicio SaaS podr´ıa ser, por ejemplo, Facebook.
Nube de Plataforma como Servicio (PaaS). Se le da acceso al cliente a una
infraestructura computacional que le permite instalar y ejecutar aplicacio-
nes propias. Un ejemplo de servicio PaaS podr´ıa ser el acceso a un escritorio
remoto de un ordenador. En este tipo de servicios el usuario no tiene per-
mitido administrar los recursos del sistema.
Nube de Infraestructura como Servicio (IaaS). El cliente puede administrar
los recursos f´ısicos e instalar software propio, incluso el Sistema Operativo.
2.3.3. Modelos de desarrollo de Nubes
En la definicio´n de cloud computing se definen cuatro modelos de desarrollo:
Nube Privada. La nube es usada exclusivamente por una organizacio´n.
Nube Comunitaria. La nube es compartida por varias organizaciones con
propo´sitos comunes.
Nube Pu´blica. Nube disponible para el pu´blico general. La nube pertenece
a una organizacio´n que vende sus servicios.
Nube Hı´brida. Tipo de nube que mezcla varios de los modelos anteriores.
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Cap´ıtulo 3
Me´todos para el almacenamiento,
procesamiento y recuperacio´n
distribuidos de ima´genes de gran
taman˜o
El presente cap´ıtulo explica los me´todos novedosos creados para almacenar
y analizar ima´genes de gran taman˜o. Gracias a dichos me´todos se ha creado un
prototipo de sistema de almacenamiento, tratamiento y recuperacio´n de ima´genes,
que tambie´n se explicara´.
En primer lugar, la seccio´n 3.1 detalla la estructura de datos implementada
en una base de datos. Esta estructura de datos ha sido creada para almacenar
la informacio´n contenida en una imagen. Dicha estructura de datos es la base
de los me´todos, operaciones y consultas de recuperacio´n sobre las ima´genes. A
continuacio´n, en la seccio´n 3.2 se describe la optimizacio´n y modificacio´n de la
estructura de datos para poder ser utilizada de forma distribuida. Dentro de este
apartado se explica el algoritmo de divisio´n de ima´genes original que se ha creado.
3.1. Estructura de datos para almacenamiento
de ima´genes de gran taman˜o
El nu´cleo principal para realizar el almacenamiento y tratamiento de ima´genes
es una estructura de datos para manejar las ima´genes. Dicha estructura de datos
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debe proporcionar una forma eficiente para el almacenamiento y posterior acceso
a toda la informacio´n obtenida de las ima´genes.
El primer paso para definir la estructura de datos es saber que´ tipo de in-
formacio´n se va a almacenar. En nuestro caso queremos almacenar informacio´n
significativa de las ima´genes, es decir obtendremos la informacio´n de regiones
de las ima´genes (Crespo y cols., 1993) (Crespo y cols., 1995) (Crespo y cols.,
1997) (Crespo y Maojo, 1998). Adema´s se busca que esta estructura de datos
este´ orientada para favorecer el uso de las operaciones y filtros de la Morfolog´ıa
Matema´tica (Serra, 1982) (Serra, 1988) (Serra y Salembier, 1993).
Una regio´n de una imagen se define por diversas caracter´ısticas – color, ta-
man˜o, forma, textura, orientacio´n, borde, etce´tera –, pero tambie´n es muy impor-
tante su posicio´n dentro de la imagen y las regiones con las que limita. Es decir,
las relaciones que existen entre las distintas regiones en la imagen son tambie´n
importantes. Adema´s cada regio´n puede estar compuesta de varias regiones ma´s
pequen˜as.
La tabla 3.1 muestra los descriptores de caracter´ısticas que se han seleccio-
nado para guardar en la estructura de datos, para cada regio´n de una imagen.
se puede observar que existen descriptores de color, forma, textura, posicio´n y
relaciones entre las distintas regiones. Este conjunto inicial de caracter´ısticas se
puede ampliar fa´cilmente. Tambie´n se puede usar un subconjunto de estos des-
criptores para poder aumentar la eficiencia del sistema y reducir el tiempo de
procesamiento, ya que el conjunto inicial de descriptores ofrece una amplia varie-
dad de descriptores f´ısicos, y algunos de ellos requieren un calculo complejo como
por ejemplo la estimacio´n del nu´mero de lados de un pol´ıgono que aproxime la
regio´n.
Cabe destacar que algunas de las relaciones que se pueden almacenar en la
estructura de datos no pueden ser extra´ıdas a priori de la imagen. Es decir, las
relaciones ’relacionado-con’ y ’es-parte-de’ pueden ser extra´ıdas de la imagen de
una manera automa´tica, sin embargo las relaciones ’relacionado-con’ y ’disjunto-
de’ son relaciones que deben ser deducidas y anotadas por los usuarios, ya que
requieren un conocimiento del significado de la imagen. Igualmente la descripcio´n
de la regio´n (’descripcio´n-textual’) debe ser dado por un usuario.
A la hora de implementar la estructura de datos, para poder almacenar las
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Descriptores de Color Descriptores de Forma Relaciones
Media Rojo A´rea adyacente-a
Media Verde Taman˜o eje mayor es-parte-de
Media Azul Taman˜o eje menor relacionado-con
Moda Rojo Orientacio´n eje mayor disjunto-de
Moda Verde Orientacio´n eje menor descripcio´n textual
Moda Azul Centroide
Varianza Rojo Puntos de la regio´n
Varianza Verde Puntos de Borde
Varianza Azul Longitud de los p´ıxeles de borde
Ma´ximo valor Rojo Medida de compacidad





Tabla 3.1: Clasificacio´n de los descriptores obtenidos para una regio´n de una
imagen.
relaciones entre regiones existentes en una imagen de entrada, se ha escogido una
estructura de tipo grafo. De esta manera, cada regio´n presente en la imagen se
representa en la estructura de datos como un nodo. Y cada relacio´n entre regiones
de la imagen puede verse como un arco del grafo.
Todos los me´todos desarrollados para el sistema se basan en regiones, al igual
que la estructura de datos, y usan esta estructura de datos jera´rquicas y de
tipo grafo. Existen trabajos previos que usan estructuras de datos basadas en
regiones. (Tanimoto y Pavlidis, 1975) (Marcotegui, 1996) (Salembier y Garrido,
2000)(Ostermann, 2002) (Yu y cols., 2002). Las citadas estructuras de datos esta´n
disen˜adas para contener informacio´n de regiones de una imagen y mantenerlas
almacenadas en memoria. Esto significa que dichas estructuras de datos trabajan
sobre memoria vola´til y no ser´ıan va´lidas para ima´genes de gran taman˜o debido
a los grandes recursos que e´stas requieren. Adema´s, la estructura de datos creada
en el presente trabajo es capaz de almacenar mayor cantidad de informacio´n de
las regiones de una imagen y de sus relaciones. Por ejemplo, la estructura de datos
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propuesta en (Ostermann, 2002) es un a´rbol construido usando las relaciones de
inclusio´n entre las regiones, de manera ana´loga a los quad-trees, por lo que so´lo
almacena este tipo de relacio´n.
Adicionalmente, como la estructura de datos se ha disen˜ado para poder usarse
para el tratamiento y ana´lisis de la informacio´n contenida en las ima´genes, la
estructura de datos es capaz de manejar varios niveles interrelacionados para una
misma imagen. Al aplicar un filtro a una imagen se puede guardar el estado actual
de la imagen, generando de esta manera una nueva versio´n de la imagen (con el
filtro aplicado). Por lo que, cada uno de estos niveles de una imagen contiene
la imagen completa, y se corresponden a la aplicacio´n de operadores y filtros
sobre las regiones de la imagen. Es decir, el nivel n es el resultado de aplicar un
tratamiento al nivel anterior, el nivel n− 1.
Para una imagen inicial dada (ve´ase 3.1) despue´s de obtener las 12 regiones
que componen la imagen (ve´ase 3.2).
Figura 3.1: Imagen inicial
Figura 3.2: Regiones de la imagen
inicial
Si a las regiones iniciales de la imagen (nivel 0), por ejemplo, le aplica´ramos
una fusio´n de regiones por similitud de color en la banda roja, obtendr´ıamos un
segundo nivel (nivel 1). Las regiones del nivel 0 y del nivel 1 estar´ıan relacionadas
entre ellas como se indica en la figura 3.3.
Por lo tanto, como se aprecia en la figura 3.3, guardando los distintos nive-
les para una imagen, el sistema permite el registro de los filtros y operaciones
aplicados sobre dicha imagen en el sistema.
Cada nivel puede guardar la informacio´n completa de la imagen con los valores
de los descriptores de las regiones, o simplemente los para´metros de los filtros
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Figura 3.3: Niveles de procesamiento de una imagen
aplicados sobre el nivel anterior. Al disponer de los distintos niveles completos,
se puede navegar a trave´s de las simplificaciones de una imagen.
3.1.1. Esquema de la implementacio´n de la estructura de
datos en un SGBD relacional
Como ya se ha comentado, el tipo de ima´genes que se quieren tratar en la
presente investigacio´n son ima´genes de gran taman˜o, y por lo tanto con gran
cantidad de informacio´n contenida. Debido al taman˜o de dichas ima´genes, man-
tener una imagen en la estructura de datos, conteniendo todas sus regiones y
caracter´ısticas, en la memoria del ordenador es generalmente complicado. Ma´s
au´n cuando lo que se quiere es almacenar varias ima´genes.
Adema´s, la intencio´n es que toda esta informacio´n obtenida sea accesible,
tanto para realizar ana´lisis sobre ella como para la realizacio´n de posteriores
bu´squedas.
Por estas razo´n se ha implementado la estructura de datos explicada en 3.1
en un esquema de base de datos relacional. Dicha implementacio´n se puede ver
en la figura 3.4.
El esquema de base de datos esta´ preparado para que se pueda almacenar la
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Figura 3.4: Esquema de base de datos relacional de la estructura de datos
informacio´n completa de la imagen, sus regiones y todos los descriptores de dichas
regiones. Adema´s se distinguen distintos niveles de una misma imagen como se
ha explicado en el apartado anterior.
Para facilitar el uso de la estructura de datos se han desarrollado me´todos de
acceso a la base de datos, de tal manera que sea totalmente transparente el hecho
de que este´ trabajando sobre un SGBD y no sobre un fichero de imagen.
3.1.1.1. Bu´squeda de regiones en ima´genes por contenido
Uno de los objetivos principales de la presente tesis es la realizacio´n de bu´sque-
das y recuperar regiones de una imagen por sus caracter´ısticas. Se quiere com-
probar si el uso de la estructura de datos creada mejora la extraccio´n de regiones
significativas de una imagen usando criterios de las caracter´ısticas de las regiones.
La implementacio´n de la estructura de datos usando una base de datos faci-
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lita en gran medida la bu´squeda de regiones de ima´genes por sus descriptores.
Muchos de los sistemas de CBIR desarrollados usan bases de datos para alma-
cenar las ima´genes indexadas y posteriormente recuperarlas, (Carson, Thomas,
Belongie, Hellerstein, y Mallik, 1999) (Hauptmann y Witbrock, 1997) (Smith y
Chang, 1996) (Smith y Chang, 1997) (Niblack y cols., 1993) (Veltkamp y Ta-
nese, 2000) (Datta, Joshi, Li, James, y Wang, 2006) (Y. Liu, Zhang, Lu, y Ma,
2007). En el presente trabajo no so´lo se indexan las ima´genes, sino que adema´s
se indexan las regiones de las ima´genes almacenadas.
Gracias a la gran cantidad de descriptores e informacio´n almacenada de las
regiones en la base de datos, la funcio´n de bu´squeda y de comparacio´n entre
regiones de las ima´genes es fa´cilmente configurable por el usuario. Para dicha
funcio´n se puede usar la informacio´n mencionada de descriptores de regio´n y de
relaciones de las regiones almacenadas 3.1.
En el tratamiento de ima´genes tradicional, para extraer de una imagen las
regiones que cumplan ciertos criterios, la imagen es procesada entera, obteniendo
como resultado otra imagen que contiene so´lo las regiones buscadas. Si despue´s
se quisieran obtener de la misma imagen las regiones que cumplen otro criterio
distinto, habr´ıa que volver a procesar la imagen por completo para obtener las
nuevas regiones resultado. Por el contrario, usando la estructura de datos creada,
y realizando una u´nica pasada sobre los p´ıxeles de la imagen en el procesamien-
to, toda la informacio´n de las caracter´ısticas de las regiones de dicha imagen es
indexada y almacenada en la estructura de datos. Por lo que se pueden reali-
zar consultas sobre las regiones de dicha imagen, que esta´n indexadas, sin tener
que volver a procesar la imagen. El beneficio para este tipo de procesamiento
sera´ mayor cuanto mayor sea la imagen a procesar.
3.2. Creacio´n de la estructura de datos distri-
buida y los me´todos de tratamiento distri-
buidos para ima´genes de gran taman˜o
Las ima´genes de gran taman˜o tienen muy grandes dimensiones y gran cantidad
de informacio´n contenida. Por ejemplo del proyecto Blue Marble del cata´logo
Visible Earth de la NASA, que contiene ima´genes tomadas por sate´lite de la
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Tierra, que pueden alcanzar taman˜os en formato RAW de 86.400×43.200 p´ıxeles,
esto es 3.732.480.000 p´ıxeles (Wolfe y cols., 1998) (N.A.S.A., 2012).
Como es de suponer, el principal problema con estas ima´genes es que se nece-
sitan servidores muy potentes y una gran cantidad de tiempo para ser procesadas,
debido a su gran taman˜o. Ma´s au´n, cuando las operaciones son sobre regiones,
como es nuestro caso, el coste es mayor, ya que la imagen debe ser pre-procesada
para extraer las regiones.
Por esta razo´n se han adaptado los me´todos y la estructura de datos pa-
ra poder ser utilizados de forma distribuida. No so´lo dividiendo la coleccio´n de
ima´genes en varios ordenadores, ya que esta te´cnica no presenta gran novedad,
sino que una imagen de entrada puede ser dividida en varias sub-ima´genes y cada
una de estas sub-ima´genes puede ser almacenada y tratada de forma separada al
resto.
3.2.1. Algoritmo de divisio´n de ima´genes de gran taman˜o
Se ha disen˜ado un algoritmo para poder dividir la imagen inicial en distin-
tas sub-ima´genes. Posteriormente se distribuira´n dichas sub-ima´genes para ser
almacenadas en distintas bases de datos.
Una condicio´n muy deseable para poder procesar una imagen de forma distri-
buida o paralela es el expresado informalmente en la fo´rmula 3.1.
F (Imagen) ≡ ∪i[F (Imageni)] ≡ F (∪iImageni) (3.1)
Esto es, que el resultado del procesamiento de la imagen completa sea el mismo
que el resultado de aplicar el mismo procesamiento sobre todas las sub-ima´genes
por separado y unir todos los resultados parciales. Sin embargo esto no es posible
conseguirlo para todas las operaciones sobre ima´genes. Ma´s concretamente, se ha
creado un algoritmo de divisio´n, para conseguir esta propiedad para el tratamien-
to distribuido usando operadores de la Morfolog´ıa Matema´tica basados en
grafos, es decir, que operan sobre regiones.
Para nuestro sistema se van a usar operadores y filtros de la Morfolog´ıa Ma-
tema´tica (explicada en la seccio´n 2.2). Dichos filtros deben ser adaptados para
poder usarse distribuidamente. Dado que la Morfolog´ıa Matema´tica esta´ basada
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en el uso de elementos estructurantes, que definen vecindades, hay que preservar,
en general, las vecindades que aparecen en la imagen. Es decir al dividir la imagen
en varias sub-ima´genes hay que mantener la informacio´n de las vecindades de la
imagen original.
Un segundo punto a tener en cuenta, es que el sistema usara´ operaciones y
filtros basados en regiones. Para las operaciones basadas en p´ıxeles la divisio´n y
procesamiento distribuido es ma´s sencillo, pues so´lo deben tenerse en cuenta los
bordes de separacio´n entre las sub-ima´genes para preservar las vecindades como
se aprecia en la figura 3.5.
1. Imagen inicial.
x x
x x 2. Division de la imagen por la mitad
x x Cada sub-imagen se lleva consigo la información
x x de vecindad de 1 píxel de las sub-imágenes
x x colindantes, marcado como: x
x x
x x
x x 3. Se realiza una erosion a nivel de pixel




4. Unimos las sub-imágenes resultado de las
erosiones. El resultado es el mismo de aplicar
la erosion sobre la imagen inicial.
Figura 3.5: Divisio´n a nivel de p´ıxel de una imagen y erosio´n distribuida
En la presente tesis, como se ha comentado anteriormente, se van a utilizar
operaciones sobre regiones. Se tomara´n como regiones iniciales de una imagen las
zonas planas dicha imagen. La erosio´n sobre las regiones de la imagen se realiza
sobre el grafo de las regiones como se puede apreciar en la figura 3.5. La definicio´n
de la erosio´n basada en grafo se puede encontrar en la seccio´n 2.2.1.
Al dividir la imagen, debemos evitar la creacio´n de nuevas regiones. Por ello
no podemos usar simplemente una divisio´n lineal de la imagen ni los conocidos
quad-trees, ya que se podr´ıa dividir una zona plana inicial en varias sub-ima´genes
y procesarlas obteniendo que son distintas regiones, ver figura 3.8.
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Figura 3.6: Divisio´n a nivel de p´ıxel de una imagen y erosio´n distribuida
Por esta razo´n es necesario dividir la imagen teniendo en cuenta el grafo de
regiones de la imagen, ver figura 3.8.
A continuacio´n se describe el algoritmo de divisio´n implementado, el cual
recibe una imagen de entrada y la divide por su dimensio´n ma´s larga (ancho o
alto), obtenie´ndose de esta manera tres sub-ima´genes IA, IB e IC .
La parte central de la imagen (sub-imagen IB) es tratada y se obtienen todas
las regiones que contiene durante el proceso de divisio´n. Por lo tanto IB esta´ lista
para ser insertada en la base de datos. Por otro lado, las partes derecha e izquierda
de la imagen (sub-ima´genes IA e IC) son ima´genes sin procesar, y sera´n enviadas
a otros nodos de procesamiento para ser tratadas.
Algoritmo:
FOR EACH region IN lineaDivision DO
IF (NOT estaTratada(region)) THEN
conjuntoRegiones = obtenerRegionesSimilares (region)
FOR EACH region_r IN conjuntoRegiones DO
marcarComoTratada(region_r)
END FOR
unionRegiones = ∪ conjuntoRegiones
// unionRegiones : union de regiones en conjuntoRegiones
I_A = I_A \ unionRegiones
I_B = I_B ∪ unionRegiones
I_C = I_C \ unionRegiones
END IF
END FOR
lineaDivision es la l´ınea central de p´ıxeles a lo largo de la dimensio´n ma´s grande
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a b b b x x x x x c c de regiones en cada sub-imagen
a b b b b x x x x x c por separado.
a b b b b x x x x x c
a a b b c c
a b b b c c 4. Al unir los resultados de las
a b b b c c sub-imágenes, el resultado final
a b b b c c es correcto tanto a nivel de
a b b b b c region como a nivel de pixel.
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Figura 3.7: Divisio´n a nivel de regio´n de una imagen y erosio´n distribuida
de la imagen.
obtenerRegionesSimilares aumenta la regio´n inicial, con aquellos p´ıxeles adya-
centes que son similares al recibido como para´metro. Formalmente, dos p´ıxeles a
y b son similares si cumplen las tres expresiones siguientes:
ma´x(|ra − rb|, |ga − gb|, |ba − bb|) < thmax (3.2)
mı´n(|ra − rb|, |ga − gb|, |ba − bb|) < thmin (3.3)
|ra − rb|+ |ga − gb|+ |ba − bb|
3
< thavg (3.4)
Donde: (ra, ga, ba) y (rb, gb, bb) denotan los valores RGB de las regiones a y b,
respectivamente. El algoritmo de divisio´n obtiene regiones por crecimiento de
semillas ayuda´ndose de una pila al igual que en (Brunner y Soille, 2005). Los
p´ıxeles se exploran en profundidad, no en anchura. Esto se hace as´ı para acceder
al fichero de la imagen lo ma´s secuencialmente posible.
Como se ha comentado anteriormente, se necesita la informacio´n de vecindades
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a b b b c c 1. Imagen inicial con tres regiones.
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a b b x x d c c 2. Al dividir la imagen linealmente
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a b b x x d d c externas a la sub-imagen.
a b b x x d d c
a a b x x d c c
a b b x x d c c
a b b x x d c c 3. Hacemos la erosion a nivel
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a b b d c c 4. Al unir los resultados se puede ver
a b b d c c que ni el resultado a nivel de region
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Figura 3.8: Divisio´n a nivel de regio´n de una imagen y erosio´n distribuida
de los p´ıxeles IA e IC que delimiten con la sub-imagen procesada IB. Por lo
que adema´s de los p´ıxeles sin tratar se an˜ade parte de la sub-imagen IB para
ser enviada junto con las sub-ima´genes IA e IC . De esta manera, cuando estas
dos sub-ima´genes sean procesadas se obtendra´n sus vecindades con las regiones
pertenecientes a la sub-imagen central.
Para evitar problemas en el nombrado de las regiones de la imagen, las etique-
tas que se escojan para cada regio´n debe ser u´nica en toda la imagen. Para este
fin, las regiones de las ima´genes son etiquetadas con el id de la sub-imagen dentro
del sistema seguido del id nume´rico local que recibe la regio´n al ser procesada la
imagen.
Es de destacar que un aspecto importante del algoritmo, es que la imagen se
recorre solamente una vez para ser procesada y almacenada en la base de datos.
Esta caracter´ıstica es muy beneficiosa debido al gran taman˜o de las ima´genes que
se van a tratar.
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3.2.2. Distribucio´n de la estructura de datos para alma-
cenamiento de ima´genes de gran taman˜o
Gracias al algoritmo de divisio´n creado, una imagen de entrada puede ser di-
vidida para ser procesada y almacenada en distintos ordenadores. De la misma
manera, se ha modificado la estructura de datos explicada en la seccio´n 3.1 para
que se permita almacenar distintas sub-ima´genes de una misma imagen en varias
estructuras de datos de forma distribuida. Es decir una imagen podra´ estar guar-
dada distribuidamente en varias bases de datos, porque, como se ha comentado,
se usa un Sistema Gestor de Bases de Datos Relacionales para implementar la
estructura de datos.
La estructura de datos debe permitir tanto el almacenamiento distribuido,
como el procesamiento de la ima´genes contenidas tambie´n de forma distribuido
y la recuperacio´n de las regiones dichas ima´genes.
Para que el procesamiento de las ima´genes se realice sobre la estructura de
datos de una forma o´ptima, se ha de mantener informacio´n de vecindad de las
regiones de cada imagen. Por ello cada sub-imagen debera´ mantener informacio´n
actualizada de las regiones que esta´n fuera de ella y son limı´trofes con alguna
regio´n que le pertenece. Para lograr este objetivo se ha ampliado el esquema de la
base de datos an˜adiendo una tabla para la informacio´n externa de la sub-imagen,
guardando en ella el agente donde se encuentra guardada cada regio´n externa.
3.2.3. Distribucio´n de los me´todos de tratamiento de las
ima´genes de gran taman˜o
Como se ha comentado en apartados anteriores las estructura de datos definida
como base para el sistema es de tipo grafo y esta´ centrada en las regiones. Por
lo tanto, las operaciones de Morfolog´ıa Matema´tica que se han implementado
son operaciones basadas en grafos (Serra, 1982) (Serra, 1988) (Soille, 2003). Para
dichas operaciones se utilizan las vecindades ba´sicas del grafo, es decir, una regio´n
y sus regiones colindantes.
Todos los me´todos y operaciones se han implementado para trabajar direc-
tamente sobre la estructura de datos. Es decir, sobre la base de datos donde se
encuentra implementada. Por lo tanto cada operacio´n sobre las ima´genes es tra-
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ducida a un conjunto de co´digo SQL. Esta manera de implementar las operaciones
consigue que no sea necesario extraer las ima´genes ni las sub-ima´genes de la base
de datos para aplicarle algu´n filtro u operacio´n.
Teniendo en cuenta que la estructura de datos se ha modificado para ser usada
de forma distribuida, para aplicar un filtro u operacio´n sobre una imagen hay que
aplicarlo sobre todas las sub-ima´genes que la componen. Esto es, hay que aplicar
la operacio´n o filtro en aquellos agentes donde se encuentren almacenadas las
sub-ima´genes en el sistema. Por lo que varios agentes y sus bases de datos han de
ser consultados y cada agente obtiene un sub-resultado de la operacio´n. De forma
habitual los agentes deben interactuar para poder actualizar informacio´n de las
distintas vecindades de las regiones que son externas a su propia sub-imagen.
3.2.3.1. Erosio´n y Dilatacio´n
Como es sabido una dilatacio´n de grafo para una regio´n dada (o una erosio´n,
respectivamente) con taman˜o de vecindad 1 debe obtener el ma´ximo (el mı´nimo,
respectivamente) del valor de la regio´n y todas sus regiones vecinas.
El siguiente co´digo SQL realiza una erosio´n sobre la media de color de cada ca-
nal de la imagen. Dichos descriptores son parte de los disponibles en las ima´genes
almacenadas. No obstante, se podr´ıa usar cualquiera de los descriptores de color
de las regiones que se encuentran almacenados en la estructura de datos, como
por ejemplo, el ma´ximo de la regio´n. Los descriptores disponibles en la estructura
de datos esta´n comentados en la tabla 3.1
Para explicar co´mo funcionan las consultas sobre la estructura de datos cabe
explicar que la tabla V ecindad incluye las relaciones de vecindad del grafo de
la imagen, y la tabla DescriptoresColorRegion incluye todos los descriptores y
caracter´ısticas de color de las regiones de una imagen.
El resultado de esta consulta genera un registro para cada regio´n de la imagen
y los nuevos valores de sus tres bandas de color, conteniendo como resultado el
mı´nimo de entre todos sus vecinos y la misma regio´n.
INSERT INTO "Erosion__ImagenEntrada"








ON Vec.idVecino = Regs.idRegion
OR Vec.idRegion = Regs.idRegion
WHERE Vec.imagen=’ImagenEntrada’
GROUP BY Vec.idRegion
Para obtener una dilatacio´n bastar´ıa con cambiar las funciones de agregado
MIN de la consulta anterior por la funcio´n de agregado MAX, que obtiene los
valores ma´ximos.
A efectos pra´cticos, en el sistema los registros generados por la consulta son
almacenados en una tabla temporal de la base de datos para poder ser consultados
posteriormente o utilizados para otros filtros u operaciones.
3.2.3.2. Apertura y Cierre
Las operaciones de apertura y cierre son junto con la erosio´n y la dilatacio´n,
las operaciones ma´s representativas de la Morfolog´ıa Matema´tica. Como se co-
mento´ en la seccio´n 2.2.1, la apertura morfolo´gica es una erosio´n seguida de una
dilatacio´n; y un cierre morfolo´gico es una dilatacio´n seguido de una erosio´n. Gra-
cias a esta definicio´n, la implementacio´n de estas dos operaciones es inmediato, en
tanto ya tenemos definidas las operaciones de erosio´n y dilatacio´n morfolo´gicas.
Existe un pequen˜o problema que viene dado por la naturaleza distribuida
de los me´todos creados. Cuando se aplica una erosio´n o dilatacio´n, cada agente
obtiene como resultados la erosio´n o dilatacio´n de las regiones pertenecientes
a las sub-ima´genes almacenadas en el propio agente. Pero, para poder aplicar
otra operacio´n sobre dichos resultados necesitamos actualizar los valores para las
regiones vecinas de dichas sub-ima´genes, que pertenecen a otras sub-ima´genes
fuera de el agente. As´ı pues es necesario un paso de sincronizacio´n para obtener
los valores de las regiones vecinas que son externas a dicho agente. Tras este
paso de sincronizacio´n se podr´ıa aplicar la siguiente operacio´n para completar la
apertura o cierre morfolo´gico.
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3.2.3.3. Watershed
Dentro de la multitud de me´todos de segmentacio´n que existen, la watershed
es el me´todo ma´s conocido y representativo (Meyer y Beucher, 1990) (Soille,
2003) dentro de la Morfolog´ıa Matema´tica. Por esta razo´n la paralelizacio´n de la
watershed basada en regiones ha sido estudiada en numerosas ocasiones (Meijster
y Roerdink, 1995) (H. Zhou y Yang, 2002) (Zhou, Yang, Tang, y Xiao, 2004).
Todos estos autores se centran en la paralelizacio´n y no en la distribucio´n del
algoritmo de la watershed. Es decir, el algoritmo se ejecuta de forma paralela en
varios procesadores de un mismo ordenador y teniendo una memoria compartida.
Esto implica que la informacio´n de las regiones y sus vecindades en un algoritmo
paralelo es compartida por los distintos procesadores.
En el caso del procesamiento distribuido cada ordenador tiene so´lo parte de la
informacio´n, esto es un sub-dominio de la imagen, y se necesita tener informacio´n
actualizada de las regiones o sub-dominios colindantes. Este requisito para el
procesamiento distribuido se logra gracias a la estructura de datos explicada en la
seccio´n 3.1 y al algoritmo de divisio´n explicado en 3.2.1, ya que dicha informacio´n
existe y esta´ actualizada en las distintas sub-ima´genes.
A continuacio´n explicaremos en detalle el algoritmo distribuido para la wa-
tershed basada en regiones.
Tras tener la imagen distribuida, se procede a realizar el algoritmo de inun-
dacio´n por separado en sub-dominio. Este paso se conoce como inundacio´n local.
En este paso hay regiones para las que no se puede calcular su etiqueta porque
necesitan informacio´n de otros sub-dominios.
A diferencia de otros operadores, la watershed tiene una naturaleza iterativa.
Debido a esta naturaleza, es posible que, en cada iteracio´n n de la inundacio´n,
la informacio´n externa al sub-dominio debe actualizarse, pues es necesaria para
la iteracio´n n + 1 del algoritmo. Si alguna regio´n tiene una regio´n vecina que
esta´ fuera del sub-dominio, dicho valor debe estar actualizado para poder calcular
correctamente el valor de las etiquetas.
El paso de inundacio´n local se ejecuta de forma distribuida e independiente
en cada sub-dominio. El siguiente pseudo-co´digo describe dicho algoritmo de :
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Inicialmente, colaJerarquica se inicializa con las regiones mı´nimas locales.
Estas regiones mı´nimas locales son aquellas cuya etiqueta es menor que la de
todos sus vecinos. A la hora de calcular los mı´nimos locales se han de tener
en cuenta todas las regiones vecinas de una regio´n, incluyendo aquellas regiones
que esta´n fuera del sub-dominio donde se esta´ calculando la inundacio´n. Aquellos
mı´nimos locales que sean exteriores al sub-dominio son marcados con una etiqueta
temporal quedando a la espera de saber su valor definitivo, ya que el valor final
de dichas regiones se calculara´ en su sub-dominio correspondiente.
Las regiones que son procesadas en cada iteracio´n se obtienen de la colaJerarquica,
usando la funcio´n siguiente, que devuelve aquellas regiones cuyo valor de eti-
queta sea menor.
Las regiones son etiquetadas so´lo en el sub-dominio en el que pertenecen.
Cuando una regio´n es etiquetada con una etiqueta permanente, si tiene regiones
vecinas fuera de su sub-dominio, la nueva etiqueta de la regio´n es propagada
a aquellos sub-dominios donde existan regiones vecinas a dicha regio´n. Esto se
efectu´a usando la funcio´n actualizarInformacion.
La funcio´n getEtiquetasVecinos devuelve todas las etiquetas diferentes de
los vecinos de la regio´n dada, a excepcio´n de las etiquetas de watershed. Las
etiquetas de watershed no son devueltas, porque no han de ser propagadas. A la
hora de evaluar una regio´n para etiquetarla pueden ocurrir tres casos:
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(a) En el caso que so´lo exista una u´nica etiqueta entre todos los vecinos
procesados de la regio´n, entonces se etiqueta dicha regio´n con el valor de esa
u´nica etiqueta.
(b) Cuando una regio´n puede ser inundada por diferentes etiquetas y una o
ma´s de ellas es una etiqueta temporal (es decir, que pertenece a otro sub-dominio),
entonces se etiqueta la regio´n con la etiqueta de indeterminado ’U’. Esta etiqueta
’U’ quiere decir que no se puede determinar el valor de inundacio´n de esa regio´n sin
informacio´n adicional de otros sub-dominios. Aquellas regiones etiquetadas con
’U’ se re-evaluara´n cuando la informacio´n de todos los sub-dominios adyacentes
se haya recibido.
(c) Si los vecinos de una regio´n poseen ma´s de una etiqueta definitiva (no tem-
poral), entonces la regio´n se etiquetara´ como watershed. Es decir con la etiqueta
’W’.
Por lo tanto, cuando en un sub-dominio, se han actualizado todas las etiquetas
temporales, se puede re-evaluar aquellas regiones etiquetadas con la etiqueta ’U’,
y determinar as´ı su watershed completa.
La actualizacio´n en nuestra estructura de datos las etiquetas temporales con
la informacio´n recibida de otro sub-dominio es relativamente sencilla, debido a
que esta´ implementada usando una base de datos. Por lo que una actualizacio´n de
una etiqueta temporal en n regiones se traduce a una simple consulta UPDATE
de SQL.
Con respecto a los algoritmos paralelos citados anteriormente, en (H. Zhou
y Yang, 2002), para dividir la imagen, e´sta se escanea dos veces: la primera vez
para obtener las regiones, y una segunda para dividir las regiones en distintos sub-
dominios. Gracias al algoritmo de divisio´n de ima´genes que hemos desarrollado,
en nuestro caso la imagen se distribuye en distintas sub-ima´genes, guardando las
regiones y sus descriptores, de tal manera que la imagen se recorre una u´nica vez.
Para la aplicacio´n de la watershed desarrollada con ima´genes de gran taman˜o
es muy conveniente minimizar el nu´mero de iteraciones sobre los p´ıxeles de la
imagen.
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3.2.4. Recuperacio´n de informacio´n de ima´genes de gran
taman˜o
Un me´todo ba´sico e imprescindible para cualquier estructura de datos es el
de consulta y extraccio´n de la informacio´n. Como ya se ha comentado, se han
creado me´todos para realizar bu´squedas por contenido sobre las regiones de las
ima´genes almacenadas. Para realizar estas bu´squedas se puede usar la informacio´n
de descriptores de regio´n y de relaciones de las regiones almacenados 3.1 en la
estructura de datos.
Debido a la caracter´ıstica distribuida de la estructura de datos al realizar
una bu´squeda se obtendra´n resultados de diferentes nodos. Por ello, es necesario
mezclar los sub-resultados provenientes de cada nodo para obtener los resultados
finales.
De una manera similar al sistema de integracio´n de bases de datos basado en
ontolog´ıas: Ontofusion (Pe´rez-Rey y cols., 2006) (Alonso-Calvo y cols., 2007), una
consulta sobre una sola imagen almacenada en la estructura de datos distribuida
(por ejemplo la obtencio´n de una ventana dentro de una imagen), obtendra´ in-
formacio´n de diferentes nodos.
En el caso concreto del presente trabajo, la integracio´n de los esquemas de
bases de datos distribuidos usa un esquema conceptual virtual u´nico ya que todas
las bases de datos en el sistema poseen el mismo esquema, el de la estructura de
datos explicado en la seccio´n 3.1.
De igual modo no es necesario traducir los resultados provenientes de las
diferentes fuentes de datos, ya que todos son almacenados con la misma escala
de valores. En consecuencia, para obtener el resultado final de una consulta sobre
una imagen distribuida en la estructura de datos, (i) la consulta ha de ser dividida
y enviada a aquellos nodos que contengan informacio´n de dicha imagen, y (ii) el
resultado final sera´ el la unio´n de los sub-resultados obtenidos de los distintos
nodos.
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Creacio´n de un sistema
distribuido para ima´genes de
gran taman˜o
Para poder manejar la estructura de datos distribuida y poder almacenar
todas las sub-ima´genes que una imagen inicial dada pueda contener, se ha desa-
rrollado un sistema distribuido. El sistema, explicado en este cap´ıtulo 4, es capaz
de mantener los distintos sub-dominios en los que la imagen inicial es dividida e
interconectar por medio de mensajes esos sub-dominios. Dicho sistema esta´ in-
ternamente implementado usando agentes colaborativos, cuyo disen˜o, comporta-
miento e interaccio´n se comentan en la secciones 4.1, 4.2 y 4.3.
En la Figura 4.1 se muestra el esquema del sistema que se ha creado.
En las sub-secciones que siguen se explican los distintos roles o tipos de agentes
existentes en el sistema en la seccio´n 4.1. En la seccio´n 4.2 se comenta co´mo
las tareas son asignadas y ejecutadas por dichos agentes en el sistema usando un
planificador y un balanceo de carga creado espec´ıficamente para las necesidades
del sistema durante la investigacio´n de la presente tesis doctoral.
La implementacio´n del sistema multi-agente se ha realizado usando el lengua-
je de programacio´n Java de Sun Microsystems. Gracias a las caracter´ısticas de
Java los agentes se pueden ejecutar sobre ma´quinas con hardware y sistema ope-
rativo heteroge´neos. Por otro lado, el sistema puede ser configurado para utilizar
sistemas gestores de bases de datos heteroge´neos.
As´ı mismo, para facilitar el uso de dicho sistema a terceros se ha implementado
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Figura 4.1: Esquema del Sistema de Agentes Distribuido para almacenamiento y tra-
tamiento de ima´genes
un Servicio de Cloud Computing como se comentara´ en la seccio´n 4.4. Un ejemplo
de cliente que usa dicho servicio de Cloud Computing puede verse en el anexo A.
4.1. Roles de los agentes
El prototipo del sistema se ha implementado usando el paradigma de orien-
tacio´n a agentes. Se pueden distinguir tres roles o tipos de agentes principales
mostrados en la figura 4.1:
El agente punto de acceso al servicio de Cloud Computing. Es un agente
u´nico en el sistema. Es el punto de entrada para acceder al sistema por
parte de los usuarios autorizados. Este agente ofrece me´todos a los usuarios
finales, para (a) almacenar ima´genes en el sistema, (b) aplicar operaciones
sobre las ima´genes almacenadas, y (c) consultar las ima´genes del sistema.
El agente ı´ndice de recursos. Es un agente u´nico en el sistema. Puede consi-
derarse como un servicio de directorio para el sistema. Este agente contiene
informacio´n acerca de la localizacio´n, carga computacional actual, estado
42
4. Sistema distribuido de tratamiento de ima´genes
del procesamiento de las ima´genes y prediccio´n de tiempos de ejecucio´n de
todos los agentes existentes en el sistema.
Los agentes trabajadores. Son la parte principal o nu´cleo del sistema. Estos
agentes implementan todas las funcionalidades y me´todos ofrecidos por el
sistema. Cuando reciben una imagen, comprueban si hay que dividirla o
procesarla, realizando la operacio´n necesaria. Son capaces de manejar la
base de datos que implementa la estructura de datos distribuida. Estos
agentes adema´s pueden almacenar, filtrar y consultar las regiones de las
ima´genes usando la estructura de datos que se encuentra en la base de
datos.
Cada agente trabajador tiene la capacidad de examinar el sistema f´ısico
donde se esta´ ejecutando. Usando estas medidas del sistema f´ısico, cada
agente puede calcular la carga de dicho sistema y as´ı puede estimar el
tiempo necesario que supondra´ realizar las tareas que tiene pendientes. Esta
recogida de datos por parte de los agentes del entorno en el que se ejecutan,
es vital para realizar el balanceo de carga del sistema. El balanceo de carga
se explica en profundidad en la seccio´n 4.2.
Adicionalmente, estos agentes poseen funcionalidades para comunicarse con
otros agentes trabajadores para enviar sub-ima´genes para ser procesadas en otros
agentes. Tambie´n se comunican para actualizar la informacio´n de la vecindad de
las regiones almacenadas en su base de datos.
4.2. Balanceo de carga de las tareas
El balanceo de carga es una te´cnica utilizada en sistemas distribuidos para
reducir el tiempo de ejecucio´n de las tareas. Son estrategias de distribucio´n de
las tareas entre los diferentes nodos que componen el sistema distribuido. Los
beneficios de su utilizacio´n en sistemas muti-agente y grid han sido ampliamente
estudiados (Leinberger, 2000)(Cao, Spooner, Jarvis, y Nudd, 2005)(Yagoubi y
Sulimani, 2007).
En concreto para nuestro sistema, se ha desarrollado una estrategia de balan-
ceo de carga para poder reducir el coste del procesamiento inicial y el almacena-
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miento de las ima´genes en las bases de datos administradas por los agentes que
componen el sistema. Su implementacio´n se ha basado en tres conceptos ba´sicos:
(i) La publicacio´n y descubrimiento de servicios (service advertisement and
discovery). Es el ı´ndice del sistema. Los diferentes agentes en el sistema lo usan
para localizar otros agentes y para registrar su propia localizacio´n.
(ii) La prediccio´n de rendimiento. Es la herramienta utilizada para asignar las
nuevas tareas que entran en el sistema entre los agentes. Es necesaria para equili-
brar y optimizar los tiempos de ejecucio´n de los agentes. Cada agente registra sus
tiempos de ejecucio´n clasifica´ndolos por el tipo de tarea, para poder estimar de
forma probabil´ıstica el tiempo necesario para una tarea nueva. Por supuesto no
todas las tareas requieren el mismo tiempo, aunque sean del mismo tipo. Por lo
tanto se necesita almacenar tambie´n algunos para´metros de las tareas que inciden
directamente sobre el tiempo de ejecucio´n como pueden ser: el nu´mero de p´ıxeles
de la sub-imagen o el nu´mero de regiones iniciales.
(iii) Las colas locales de tareas empleadas por los agentes para almacenar las
tareas pendientes y usadas para la planificacio´n de dichas tareas. Estas colas son
necesarias porque cuando un agente recibe una tarea puede que se este´ ejecutando
otra recibida anteriormente.
Gracias a estos tres conceptos se puede realizar la planificacio´n de tareas y el
balanceo de carga en el sistema. Dicha implementacio´n se encuentra dentro de los
agentes trabajadores del sistema. Vamos a explicar en detalle el funcionamiento e
implementacio´n de estos agentes 4.1 en el paso de tratamiento y almacenamiento
de una imagen. Este proceso esta´ ilustrado en la figura 4.2.
En el momento que un agente trabajador recibe una imagen sin procesar, es
capaz de comprobar si el nu´mero de p´ıxeles sin procesar imagen es mayor o menor
que el umbral fijado en el algoritmo de divisio´n 3.2.1.
En el caso de que el nu´mero de los p´ıxeles sin procesar en la imagen sea mayor
al umbral para la divisio´n, la imagen es procesada extrayendo las regiones que la
componen y las caracter´ısticas y relaciones de dichas regiones. Posteriormente la
imagen procesada es enviada a un agente trabajador para ser almacenada.
En el caso de que el nu´mero de los p´ıxeles sin procesar en la imagen sea mayor
al umbral para la divisio´n, la imagen es dividida, obteniendo as´ı una sub-imagen
procesada y las regiones que contiene (IB) y otras dos sub-ima´genes que siguen
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¿Es la imagen demasiado grande?
NO
SI
El agente trabajador 
recibe una imagen 
Extracción de las 
regiones y sus 
descriptores 
Almacenamiento de  las 
regiones en la estructura 
de datos
Dividimos la imagen de 
entrada 
Enviamos las sub-
imágenes sin  tratar a 
otros agentes
Figura 4.2: Algoritmo de procesamiento y almacenamiento de una imagen por los
agentes trabajadores
sin estar procesadas IA e IC . IA e IC se env´ıan a otros agentes para ser procesadas
y almacenadas. Mientras IB es enviada a otro agente para ser almacenada.
Por lo tanto como se puede suponer existen dos tipos de balanceo de carga im-
plementados en los agentes trabajadores. El primero es el encargado de encontrar
al agente en el sistema con menos carga para procesar una imagen. El segundo
tipo es para encontrar el agente que va a almacenar una imagen ya procesada.
Balanceo de carga en el procesamiento de ima´genes. Se usa en el sistema
para minimizar el tiempo de procesamiento de las ima´genes introducidas.
Para ello se usa el para´metro de nu´mero de p´ıxeles sin procesar de las sub-
ima´genes recibidas. Gracias a este para´metro se consigue estimar el tiempo
de ejecucio´n que se necesita para procesar la sub-imagen. De esta manera
tambie´n se puede estimar la carga pendiente de los agentes trabajadores y
as´ı seleccionar al agente con menos carga de trabajo.
Internamente los agentes trabajadores se componen principalmente de dos
hilos o threads como se puede apreciar en la figura 4.3.
(i) El hilo de planificacio´n contiene la cola local de tareas pendientes de eje-
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Figura 4.3: Composicio´n interna de un agente trabajador
cutar por el agente, y las tareas que esta´n actualmente siendo ejecutadas.
El nu´mero de tareas en ejecucio´n de forma concurrente es configurable, y es
controlado por este thread. Cuando el agente recibe una tarea nueva, el pla-
nificador la introduce en la cola de tareas pendientes de ejecucio´n. Cuando
es posible ejecutar una nueva tarea de las que se encuentran almacenadas
en la cola, el hilo planificador crea un nuevo hilo de java para ejecutar la
tarea.
El planificador almacena la informacio´n relativa a la ejecucio´n de cada ta-
rea. Esto es, almacena la fecha de comienzo, el nu´mero de p´ıxeles de la
imagen a procesar y la fecha de finalizacio´n de la tarea. Gracias a estos
datos almacenados, un agente puede estimar el tiempo de ejecucio´n nece-
sario para completar una tarea dada. Se utiliza una funcio´n de regresio´n
log´ıstica, donde el para´metro de entrada, como se ha comentado anterior-
mente, es el nu´mero de p´ıxeles sin procesar de las sub-imagen, y los valores
de la funcio´n de regresio´n son calculados gracias al historial de ejecucio´n
de tareas del agente. De esta manera se puede calcular el tiempo estimado
para ejecutar una tarea nueva en los agentes trabajadores, y por lo tanto la
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carga del agente (teniendo en cuenta las tareas pendientes encoladas).
Cuando la cola de tareas pendientes de un agente cambia, porque se ha
completado una tarea o bien porque le llega una nueva, el hilo planifica-
dor del agente trabajador actualiza la informacio´n comunicando al agente
ı´ndice de recursos el tiempo estimado que le queda al agente para termi-
nar todas sus tareas pendientes. De esta manera cuando un agente necesita
enviar una tarea (una sub-imagen nueva para ser procesada por un agente
trabajador), se consulta al agente ı´ndice de recursos para obtener al agente
menos ocupado en ese instante.
(ii) El hilo de monitorizacio´n de carga, es el responsable de registrar el
consumo por parte de los hilos de Java de los recursos f´ısicos del ordenador
al ejecutar una tarea. Se registran so´lo aquellos hilos que ejecutan tareas de
procesamiento de ima´genes.
En la implementacio´n de los hilos de la ma´quina virtual java de Sun todos
los hilos se ejecutan dentro del proceso de la ma´quina virtual. Para poder
registrar el consumo de CPU por cada hilo que ejecuta una tarea se ha
utilizado Sun JMX Beans. El registro de este consumo de recursos por cada
hilo ayuda enormemente a refinar la funcio´n de estimacio´n de los tiempos
de ejecucio´n para una tarea.
Balanceo de carga de las regiones en el almacenamiento de ima´genes
Para reducir el tiempo de ejecucio´n para aplicar un filtro u operacio´n sobre
las ima´genes almacenadas es importante que las regiones de la imagen sean
distribuidas de la forma ma´s homoge´nea posible. Esto es debido a que tanto
los filtros como las operaciones se aplican sobre las ima´genes en el sistema,
directamente sobre la estructura de datos almacenada en la base de datos.
Por lo que si un agente posee muchas mas regiones de una imagen dada,
que el resto de agentes, el tiempo de ejecucio´n en dicho agente sera´ mayor
que en el resto, ya que el tiempo de ejecucio´n es, en general, directamente
proporcional al nu´mero de regiones en el agente. Igualmente si las regiones
se distribuyen de forma homoge´nea entre los agentes del sistema, el tiempo
de consulta sobre las ima´genes se reduce tambie´n, siendo similar en todos
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los agentes que contienen la imagen.
El principal escollo a salvar para distribuir de forma homoge´nea las regiones
de una imagen, es que el nu´mero total de las regiones que contiene una ima-
gen no se puede saber a priori, al contrario de lo que ocurre con el nu´mero
de p´ıxeles sin tratar. Por este motivo cuando un agente inserta las regiones
de una sub-imagen en su estructura de datos local, actualiza, en el ı´ndice
de recursos, el nu´mero de regiones de la imagen que esta´n almacenadas en
dicho agente. De esta manera, cuando se va a enviar una sub-imagen ya
procesada proveniente del algoritmo de divisio´n, se elegira´ aquel agente que
contenga el menor nu´mero de regiones de la misma imagen.
En resumen, el balanceo de carga implementado en el sistema explota los be-
neficios de usar un ı´ndice de recursos centralizado, manteniendo la informacio´n
del sistema actualizada y disponible para todos los agentes. A la vez se reduce
el tra´fico de paquetes de red (el mayor inconveniente de esta te´cnica) siendo los
agentes trabajadores los encargados de asignar las nuevas tareas a otros agen-
tes trabajadores gracias a las colas locales de tareas pendientes. Como an˜adido,
las colas locales permiten el re-balanceo de tareas cuando un agente queda muy
ralentizado, ya que puede reenviar sus tareas pendientes a otros agentes trabaja-
dores.
4.3. Mensajer´ıa entre agentes
La comunicacio´n entre los distintos agentes software es una pieza ba´sica en
la creacio´n de un sistema multi-agente. Debido a que los agentes pueden estar
situados en sitios remotos se ha desarrollado el servicio de mensajer´ıa a trave´s de
Servicios Web de Java.
Los mensajes que usa el sistema se pueden dividir en cinco tipos de mensajes
diferenciados:
Mensajes de operacio´n. Usados para aplicar un filtro u operacio´n sobre una
imagen, como pueden ser las explicadas anteriormente, erosio´n, dilatacio´n,
watershed, o el borrado de una imagen del sistema. Estos mensajes son
originados por un usuario y el agente punto de acceso al servicio de Cloud
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Computing traslada la peticio´n a todos los agentes trabajadores que poseen
informacio´n de la imagen afectada.
Mensajes de recuperacio´n. Este tipo de mensajes es generado tambie´n por
el usuario y recibe una serie de para´metros de bu´squeda devolviendo como
resultado un fichero binario, ya puede ser con partes de una imagen, o con
nombres de una imagen que cumple los para´metros de entrada.
Mensajes de actualizacio´n o sincronizacio´n de regiones. Gracias a estos
mensajes la informacio´n externa contenida en cada agente puede ser ac-
tualizada correctamente, despue´s de realizar operaciones sobre las regiones.
Ya que cuando una operacio´n modifica una regio´n que tiene alguna regio´n
vecina fuera de su sub-dominio o agente, se manda un mensaje al agente
remoto con la nueva informacio´n de la regio´n modificada.
Este tipo de mensajes no esperan ninguna respuesta, pero s´ı que transmiten
un fichero binario de datos con la nueva informacio´n.
Este tipo de mensajes son automa´ticos, es decir, son generados por las
operaciones y filtros no necesitan la intervencio´n del usuario.
Mensajes de administracio´n de agentes. Se utilizan para obtener informa-
cio´n de los agentes o actualizar su estado en el agente ı´ndice de recursos
para poder efectuar el balanceo de carga. No actu´an sobre la estructura
de datos y se generan por los propios agentes cuando reciben o completan
tareas.
Mensajes de insercio´n de una imagen. Este tipo especial de mensajes es ge-
nerado por los agentes cuando procesan (o dividen) una imagen. Gracias al
uso del balanceo de carga, estos mensajes se env´ıa una sub-imagen procesa-
da para almacenarla en la estructura de datos a aquel agente menos ocupado
en ese momento. En el caso de la divisio´n, se env´ıan las sub-ima´genes que
quedan por procesar a otro agente para que las procese.
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4.4. Implementacio´n de un servicio de Cloud
Computing
Los me´todos desarrollados y explicados en los apartados anteriores 3.2 y 3.2.3
han dado lugar a la creacio´n de un sistema multi-agente distribuido como se
explica en la seccio´n 4. Dichos me´todos son u´tiles para el procesamiento y al-
macenamiento de ima´genes muy grandes. El almacenamiento y procesamiento de
estas ima´genes necesita sistemas complejos y grandes recursos computacionales.
Por otra parte, el Cloud Computing, segu´n la definicio´n hecha por el NIST (NIST,
2010), es una herramienta para ofrecer recursos virtuales bajo demanda. Dichos
recursos virtuales pueden ser f´ısicos o servicios de software y son controlados por
el propietario del servicio.
Por ello se ha implementado un servicio software de Cloud Computing para
que pueda ser usado por profesionales e instituciones que no posean los suficientes
recursos te´cnicos, capacidad de almacenamiento o de computacio´n. Gracias a este
servicio software de Cloud Computing se pueden crear aplicaciones basadas en el
sistema desarrollado.
El servicio creado es privado, y so´lo puede ser accedido por clientes con cuenta
en el sistema y que posean autorizacio´n de acceso. Un cliente puede introducir y
almacenar ima´genes en el sistema. Dichas ima´genes son privadas y so´lo accesibles
por el propietario de las mismas. Adema´s, el servicio ofrece me´todos para aplicar
los operadores distribuidos desarrollados y explicados en la seccio´n 3.2.3. Los
usuarios tienen la posibilidad de hacer pu´blicas sus ima´genes si lo desean, para
compartirlas con otros usuarios.
Usando este servicio software, un usuario u organizacio´n podr´ıa crear su propio
CBIR privado de una manera relativamente sencilla y sin necesidad de costosos
recursos informa´ticos.
Como se comenta en la seccio´n 2.3, la implementacio´n de un servicio software
de Cloud Computing debe ser escalable y eficiente. De manera que dicha imple-
mentacio´n permita reducir los costes de procesamiento de tareas complejas y sea
fa´cilmente ampliable. El sistema desarrollado cumple dichos requisitos, ya que
esta´ implementado mediante un sistema multi-agente distribuido y balanceado.
Estas caracter´ısticas del sistema permiten escalar el sistema simplemente an˜adien-
50
4. Sistema distribuido de tratamiento de ima´genes
do nuevos agentes, como ya veremos en la seccio´n de resultados y conclusiones
5.1.
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En el presente cap´ıtulo se muestra, usando como ejemplo algunas ima´genes
grandes de distintos taman˜os, el funcionamiento de los me´todos y algoritmos
creados.
En primer lugar, en la seccio´n 5.1 se muestran pruebas de la obtencio´n de
regiones de una imagen y almacenamiento de dichas regiones en el sistema. La
seccio´n esta´ dividida en varias partes:
En la seccio´n 5.1.2 se estudia la seleccio´n del valor o´ptimo para el valor
umbral del algoritmo de divisio´n. Tambie´n se muestra la manera en que
e´ste valor influye en el rendimiento de la extraccio´n de regiones de una
imagen.
La seccio´n 5.1.3 explica con un ejemplo ba´sico el funcionamiento del algo-
ritmo de divisio´n basado en regiones usado en el sistema.
En la siguiente seccio´n, 5.1.4, se muestran el comportamiento del prototipo
del sistema al variar el nu´mero de agentes en el sistema para el almacena-
miento de las ima´genes de ejemplo.
Las secciones 5.2.1 y 5.2.2 muestran los resultados de aplicar una erosio´n mor-
folo´gica sobre ima´genes almacenadas en el sistema y la ejecucio´n de una consulta
de recuperacio´n de informacio´n sobre las mismas ima´genes, respectivamente.
Por u´ltimo, en la seccio´n 5.3 se resumen y explican los resultados mostrados
en las secciones 5.1.4, 5.2.1 y 5.2.2 del presente cap´ıtulo.
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5.1. Almacenamiento de ima´genes
5.1.1. Bases del algoritmo de extraccio´n de regiones
El novedoso algoritmo de divisio´n y extraccio´n de regiones, que se ha desarro-
llado, ha sido disen˜ado con el propo´sito de ser utilizado para procesar ima´genes
de gran taman˜o. Por esta razo´n su principal caracter´ıstica es que no carga el
contenido de la imagen procesada en la memoria principal. Por ejemplo si qui-
sie´ramos procesar una imagen de 21.601×10.801, el taman˜o de dicha imagen en
memoria ser´ıa de 890 MB. Y si quisie´ramos procesar una imagen muy grande, de
86.400×43.200 a color, su taman˜o en memoria (tomando 4 bytes por p´ıxel) ser´ıa
de 11,8 GB. Por lo tanto, se hace inviable el uso de las estructuras comu´nmente
usadas en herramientas y librer´ıas de visio´n artificial como openCV (Intel, 2011)
o CVIPtools (siue.edu, 2011). Ya que estas herramientas almacenan la imagen
completa en memoria para procesarla.
Para solventar los problemas expuestos en el pa´rrafo anterior debidos al ta-
man˜o de las ima´genes, so´lo se almacenan en memoria las regiones obtenidas, sus
caracter´ısticas, relaciones y una representacio´n raster de la regio´n, as´ı como al-
gunas estructuras de datos necesarias para procesar la imagen. Pero el acceso a
la informacio´n de la imagen se hace por streaming sobre el fichero almacenado
directamente en el disco duro.
Normalmente, para procesar ima´genes de gran taman˜o, se divide la imagen
sub-ima´genes que son procesadas separadamente. En nuestro caso, como se ex-
plica en la seccio´n 3.2.1, al tratarse de procesamiento a nivel de regiones, no
podemos dividir la imagen de forma lineal ‘ciega’ ya que se podr´ıa dividir alguna
de las regiones iniciales y por lo tanto se crear´ıan nuevas regiones.
El algoritmo creado se puede ver ralentizado compara´ndolo con otros algorit-
mos que usan bibliotecas de visio´n artificial para ima´genes, ya que para obtener
los p´ıxeles de la imagen se accede al fichero en el disco, porque no se mantie-
ne la imagen en memoria principal. Pero como se ha comentado anteriormente
esta caracter´ıstica es necesaria para la extraccio´n de regiones de ima´genes muy
grandes.
La tabla 5.1 muestra los tiempos necesarios para extraer la informacio´n, y
escribir en un fichero de datos todas las regiones pertenecientes a ima´genes de
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distintos taman˜os. Para las pruebas se ha limitado la pila de ejecucio´n a un
taman˜o ma´ximo de 2GB.
Taman˜o PNG PNG JPG JPG
Regiones Tiempo Regiones Tiempo
9.000.000 248.851 127,4 5.338.954 OutOfMemory
4.000.000 221.028 66,57 2.790.473 OutOfMemory
3.000.000 79.125 33,23 1.937.468 2.709
2.000.000 48.861 24,19 1.437.544 1.511
1.500.000 18.298 16,22 1.129.317 163,4
1.000.000 14.843 10,8 726.259 94,25
Tabla 5.1: Comparacio´n de tiempos por tipo de ima´genes
Otra de las caracter´ısticas intr´ınsecas del algoritmo es que esta´ orientado a
regiones. En consecuencia, el algoritmo es ma´s efectivo con ima´genes cuyo nu´mero
de regiones es bajo independientemente de su taman˜o en p´ıxeles. Y como se
puede apreciar en la tabla 5.1 para aquellas ima´genes con un gran nu´mero de
regiones como pueden ser ima´genes JPG, donde el algoritmo de compresio´n genera
muchas regiones en los bordes, su funcionamiento requiere mucha memoria (ya
que las regiones s´ı se almacenan en memoria). En el apartado de futuras l´ıneas
de trabajo se comentan algunas posibles mejoras del algoritmo para reducir el
tiempo necesario para procesar este tipo de ima´genes.
5.1.2. Configuracio´n del umbral del algoritmo de divisio´n
Como se comento´ en la seccio´n 3.2.1, el algoritmo de divisio´n que se ha desa-
rrollado, posee un para´metro configurable, que es el valor umbral para la divisio´n
de las ima´genes. Dicho algoritmo divide las ima´genes recibidas si el nu´mero de
p´ıxeles sin tratar que contiene la imagen es mayor que este valor umbral. En esta
seccio´n vamos a ver las consecuencias sobre el rendimiento del algoritmo que se
producen al variar dicho valor umbral.
Para realizar la configuracio´n se ha utilizado una imagen de dimensio´n 7.001×7.001
p´ıxeles, y se ha procesado usando 5 agentes en el sistema.
La tabla 5.2 y la figura 5.1 muestran los tiempos necesarios para almacenar
dicha imagen en el sistema, variando el valor del umbral de divisio´n desde 120.000
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p´ıxeles a 4.000.000 p´ıxeles. Tanto en el gra´fico como en la tabla, los tiempos esta´n
desglosados en las distintas etapas de segmentacio´n y almacenamiento.
El tiempo de procesamiento es el usado para segmentar una imagen, esto
es, obtener todas las regiones de una imagen, as´ı como todas las caracter´ısti-
cas de cada regio´n y las relaciones entre las distintas regiones.
Los tiempos de almacenamiento temporal, y almacenamiento son los
necesarios para almacenar en la estructura de datos, dentro de la base de
datos, las regiones, relaciones y caracter´ısticas de una sub-imagen.
El tiempo de transmisio´n es el utilizado para enviar las sub-ima´genes de
un agente a otro, para ser almacenada o segmentada.
Por u´ltimo, el tiempo de sincronizacio´n es el tiempo necesario para sin-
cronizar las vecindades de las regiones en el sistema.
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En la tabla 5.2 se puede observar que el tiempo de procesamiento de la imagen
se reduce para valores de umbral grandes. Al mismo tiempo, como describe la
figura 5.2, el tiempo de transmisio´n de las sub-ima´genes depende directamente
del nu´mero de sub-ima´genes generadas por el paso de divisio´n. Por tanto, el
tiempo de transmisio´n se ve afectado directamente por el valor del umbral de
divisio´n: cuanto menor es el umbral, mayor nu´mero de sub-ima´genes es creado, y
ma´s tiempo se necesita para su env´ıo entre agentes.

















Figura 5.2: Tiempos de transmisio´n de las sub-ima´genes cambiando el umbral de
divisio´n
Por otra parte el tiempo de insercio´n de las regiones y las relaciones en la base
de datos no var´ıa mucho al cambiar el valor umbral de divisio´n en el algoritmo.
El objetivo es seleccionar aquel valor de umbral que nos permita reducir lo
ma´ximo posible el tiempo de procesamiento y el tiempo de transmisio´n, pero
debemos tener en cuenta los resultados de la seccio´n 5.1.1 donde se evalu´a el
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algoritmo de procesamiento para ima´genes con muchas regiones (como eran las
ima´genes JPG), porque el nu´mero de regiones de una imagen no se conoce a
priori.
Para que el sistema pueda soportar ima´genes con muchas regiones, se ha
escogido un valor umbral de 1.500.000 p´ıxeles.
5.1.3. Funcionamiento ba´sico de la divisio´n y almacena-
miento de una imagen
En esta seccio´n se explica, usando una imagen sencilla de ejemplo, el funcio-
namiento del algoritmo de divisio´n.
La imagen inicial, es una imagen artificial de color, con un taman˜o de 1.850×2.468
p´ıxeles. La imagen se muestra en la figura 5.3.
Figura 5.3: Imagen inicial de prueba
Si aplica´ramos un paso del algoritmo de divisio´n sobre esta imagen, lo primero
que hace el algoritmo de divisio´n es seleccionar la linea media de la dimensio´n
ma´s larga de la imagen, que en este caso es la altura.
As´ı recorrer´ıamos esa l´ınea de divisio´n obteniendo, por medio de un algoritmo
de crecimiento de regiones, todas las regiones que componen esa l´ınea divisoria.
Al finalizar este paso, habr´ıamos obtenido tres sub-ima´genes a partir de la imagen
inicial, a las que llamaremos I1, I2 e I3.
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I2 se refiere a la sub-imagen del medio, que ya esta´ procesada, y esta´ compuesta
de las regiones que forman la l´ınea central de la imagen. De I2 se obtiene un fichero
de datos que contiene todas las caracter´ısticas de las regiones, las relaciones entre
ellas, y una representacio´n raster de cada regio´n. Este fichero se obtiene en un
formato tabular para que toda esta informacio´n pueda ser almacenada en la base
de datos que implementa la estructura de datos. De esta manera se almacena
todo tipo de informacio´n de las regiones de la imagen.
Por otra parte, se obtienen otras dos sub-ima´genes I1 e I3 que au´n esta´n sin
procesar. Corresponden, en este caso, a la parte superior y la inferior de la imagen
original, separadas por la sub-imagen I2.
Si a estas sub-ima´genes I1 e I3 se les aplica nuevamente el algoritmo de divisio´n
(a cada una de ellas por separado), se obtendra´n otras tres sub-ima´genes de cada
una de ellas.
Al igual que en el paso anterior I1−2 e I3−2 sera´n sub-ima´genes tratadas de
las que obtenemos ficheros de datos.
Y tendremos cuatro sub-ima´genes, I1−1, I1−3, I3−1 e I3−3, que han de ser
procesadas.
Finalmente se procesan estas cuatro sub-ima´genes, I1−1, I1−3, I3−1 e I3−3, por
separado, obtenie´ndose los ficheros de datos que contienen la informacio´n de las
regiones de las sub-ima´genes.
Los resultados del proceso de divisio´n esta´n descritos gra´ficamente en la figu-
ra 5.4. Las l´ıneas grises que aparecen en cada sub-imagen son los bordes de las
regiones de dicha sub-imagen.
En todo este proceso, cada imagen puede ser tratada en un agente distinto del
sistema. Tanto los ficheros de datos obtenidos, como las sub-ima´genes sin procesar
son enviadas a otros agentes para ser almacenados y procesadas, respectivamente.
El fichero de datos resultado de procesar una imagen se almacenara´ en aquel
agente que indique el planificador del sistema, de manera que se mantengan dis-
tribuidas lo ma´s equitativamente posible el nu´mero de regiones en cada agente.
La tabla 5.3 muestra la distribucio´n de p´ıxeles y regiones existentes en cada
sub-imagen, as´ı como el tiempo requerido para procesar (incluyendo escribir el
fichero de datos en disco) y el tiempo necesario para introducir el fichero de datos









Figura 5.4: Divisio´n de la imagen inicial
Sub-Imagen P´ıxeles Regiones Procesamiento Almacenamiento
I2 1.425.657 147 5,5 1,6
I1−2 416.928 9 2,1 0,3
I3−2 927.759 6 2,4 0,44
I1−1 577.395 2.352 5,68 4,4
I1−3 603.373 3.029 7,75 6,5
I3−1 325.526 3.315 4,51 8,9
I3−3 289.162 3.111 5,31 6,98
Total 4.565.800 11.969 33,25 29,12
Tabla 5.3: Estad´ısticas del procesamiento de la imagen
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5.1.4. Estudio del almacenamiento de las ima´genes del sis-
tema
Para estudiar el rendimiento de los me´todos distribuidos creados y del pro-
totipo de sistema, en esta seccio´n se muestran los resultados de almacenar tres
ima´genes de distintos taman˜os, desde 4.631×3.025 p´ıxeles una imagen mediana,
pasando por una imagen grande de 7.001×7.001 p´ıxeles, a una ma´s grande de
21.601×10.801 p´ıxeles. Este almacenamiento en el sistema se va a realizar varian-
do el nu´mero de agentes que componen dicho sistema distribuido y comprobar si
el rendimiento mejora al aumentar el nu´mero de agentes.
En la tabla 5.4 se pueden ver las caracter´ısticas de dichas ima´genes utilizadas
para las pruebas.
ID Imagen Dimensio´n Regiones Relaciones P´ıxeles Taman˜o
(en millones) (en MB)
Imagen 1 4.631×3.025 8.718 47.540 14 40,1
Imagen 2 7.001×7.001 176.263 1.003.185 49 489,5
Imagen 3 21.601×10.801 821.800 4.777.768 233,3 906,2
Tabla 5.4: Ima´genes utilizadas para las pruebas del sistema
A continuacio´n se muestran los resultados obtenidos para las tres ima´genes.
Intentaremos deducir si la divisio´n de una imagen en varias sub-ima´genes pa-
ra ser procesadas distribuidamente mejora los tiempos para realizar operaciones
morfolo´gicas basadas en regiones.
5.1.4.1. Imagen 1
Para la Imagen 1, los tiempos de almacenamiento usando distinto nu´mero de
agentes, de uno a seis, son los que se muestran en la figura 5.5.
Se puede observar que la reduccio´n de tiempo de procesamiento producida
con la inclusio´n de nuevos agentes en el sistema no es muy significativo.
Esto es debido a que la imagen, al ser taman˜o mediano, solamente es divida dos
veces por el algoritmo de divisio´n, y las sub-ima´genes obtenidas por el algoritmo
de divisio´n son muy desiguales.
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1 Agente 2 Agentes 3 agentes 4 Agentes































































































































































Figura 5.5: Almacenamiento de la Imagen 1
En las figuras 5.6 y 5.7 se muestran los gra´ficos de distribucio´n de las regiones
extra´ıdas de la imagen entre los distintos agentes, y de los p´ıxeles, respectivamen-
te.
Se puede apreciar que la distribucio´n de regiones no es uniforme entre los
distintos servidores. Esto es consecuencia, como se ha explicado anteriormente de
que el taman˜o de la imagen no es suficientemente grande.
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1 Agente 2 Agentes 3 Agentes





























1 Agente 2 Agentes 3 Agentes
























Para la Imagen 2, los tiempos de almacenamiento al utilizar distinto nu´mero
de agentes en el sistema se muestran en la figura 5.8.
Para esta imagen, que es casi cuatro veces mayor que la imagen 1, s´ı que se
puede observar una reduccio´n del tiempo necesario para segmentar la imagen, a
medida que se incrementa el nu´mero de agentes en el sistema.
Se puede apreciar en el gra´fico 5.8, que el tiempo para almacenar la imagen
usando dos agentes (tomando como valor, el tiempo de aquel agente que ma´s
tiempo emplea en almacenar la imagen), se reduce con respecto al requerido
utilizando solamente un agente.
1 Agente 2 Agentes 3 agentes 4 Agentes
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Figura 5.8: Almacenamiento de la Imagen 2
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A su vez en la figura 5.9 se aprecia co´mo las regiones de esta imagen se
almacenan de una forma homoge´nea en los distintos agentes. Este no es el caso de
los p´ıxeles (ver figura 5.10), ya que como se ha explicado en cap´ıtulos anteriores,
lo que interesa es que las regiones este´n bien repartidas, pues las operaciones
morfolo´gicas se realizan a nivel de regio´n. As´ı, este reparto equitativo de las
regiones entre los agentes del sistema ayudara´ a distribuir homoge´neamente el
tiempo para aplicar una operacio´n sobre la imagen.
1 Agente 2 Agentes 3 Agentes





























1 Agente 2 Agentes 3 Agentes
























Los tiempos de almacenamiento de la imagen 3, usando distinto nu´mero de
agentes en el sistema, son los que se muestran en la figura 5.11. Para esta imagen,
el tiempo de segmentacio´n y almacenamiento tambie´n se reduce cuando el nu´mero
de agentes se aumenta en el sistema, con respecto al necesario para almacenar la
misma imagen utilizando solamente un agente en el sistema.
1 Agente 2 Agentes 3 agentes 4 Agentes












































































































































Figura 5.11: Almacenamiento de la Imagen 3
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En esta imagen, al igual que ocurre con para imagen 2, la distribucio´n de las
regiones al ser almacenadas en la estructura de datos, implementada en una base
de datos, se realiza de forma casi homoge´nea. En la figura 5.9 se puede ver el
reparto de las regiones entre los distintos agentes que componen el prototipo.
En este caso, como se ve en la figura 5.10), el almacenamiento de los p´ıxeles
es ma´s equitativo que en la imagen anterior.
1 Agente 2 Agentes 3 Agentes





























1 Agente 2 Agentes 3 Agentes


















Figura 5.13: Divisio´n de los p´ıxeles de la Imagen 3
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5.2. Filtros y recuperacio´n de las ima´genes
5.2.1. Erosio´n morfolo´gica sobre ima´genes almacenadas
En este apartado se procedera´ a aplicar, como ejemplo de uno de los procesa-
mientos morfolo´gicos distribuidos desarrollados, una erosio´n morfolo´gica. Dicha
erosio´n, como ya se ha explicado, y al igual que los otros me´todos desarrollados
se ha implementado para ser ejecutada directamente sobre la imagen almacena-
da en la estructura de datos. Es decir, se ejecuta directamente sobre la imagen
almacenada en una base de datos, sin tener que recomponer la imagen.
Se probara´ a realizar una erosio´n sobre las ima´genes de test mostradas en la
tabla 5.4, y variando el nu´mero de agentes en los que cada imagen se encuentra
almacenada.
De esta manera, se intenta comprobar si el tiempo de procesamiento para la
operacio´n morfolo´gica de erosio´n se reduce cuando el nu´mero de agentes aumenta
en el sistema.
5.2.1.1. Imagen 1
Para la primera imagen, como ya se comento´ en la seccio´n 5.1.4, en la figu-
ra 5.6, se muestra que las regiones de la imagen no esta´n bien distribuidas entre
los distintos agentes del sistema. Esto es debido a que el taman˜o de la imagen
es mediano, y no lo suficientemente grande para ser dividida ma´s veces por el
sistema. Por ello, siempre existe un agente que tiene almacenadas la mayor´ıa de
las regiones de la imagen.
As´ı, se puede apreciar en el gra´fico de la figura 5.14, compara´ndolo con el
gra´fico de distribucio´n de regiones de la figura 5.6, se distingue que aquel agente
que ma´s tarda en realizar la erosio´n morfolo´gica sobre las regiones que contiene de




Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 6,082 4,036 2,403 4,205 2,187 0,146
agente-2 3,814 4,249 1,856 1,349 0,261
agente-3 3,668 1,092 0,249 1,132
agente-4 1,155 1,098 4,137
agente-5 4,15 1,077
agente-6 1,966
media 6,082 3,925 3,44 2,077 1,8066 1,453166667
máximo 6,082 4,036 4,249 4,205 4,15 4,137
beneficio 1 0,663597501 0,698618875 0,691384413 0,682341335 0,68020388
Beneficio % 100,00 66,36 69,86 69,14 68,23 68,02
Erosion










































Regresión exponencial para media




Para la segunda imagen de test, que tiene unas dimensiones de 7.001×7.001
p´ıxeles, como se muestra en la figura 5.9, el reparto de las regiones entre los
distintos agentes que componen el sistema es ma´s homoge´neo. Por este motivo, el
tiempo de procesamiento de la erosio´n morfolo´gica sobre las regiones de la imagen
tambie´n se reparte mejor entre los distintos agentes del sistema. Este reparto del
procesamiento de la erosio´n, se puede ver en el gra´fico de la figura 5.15. De esta
manera al repartirse mejor el nu´mero de regiones, y por lo tanto el tiempo de
procesamiento, cuanto mayor es el nu´mero de agentes en el sistema, menor es el
tiempo necesario para realizar la erosio´n morfolo´gica de las regiones de la imagen.
Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 264,952 171,818 110,872 83,17 64,364 37,477
agente-2 136,593 94,464 66,77 49,105 31,044
agente-3 85,702 53,064 46,464 36,257
agente-4 63,572 52,007 53,239
agente-5 45,563 48,466
agente-6 49,751
media 264,952 154,2055 97,01266667 66,644 51,5006 42,70566667
máximo 264,952 171,818 110,872 83,17 64,364 53,239
beneficio 1 0,648487273 0,418460702 0,313905915 0,242927021 0,200938283
Beneficio % 100,00 64,85 41,85 31,39 24,29 20,09
Erosion








































Regresión exponencial para media




En la imagen 3, los tiempos de ejecucio´n de una erosio´n morfolo´gica, usando
distinto nu´mero de agentes para almacenar la imagen en el sistema, se muestran
en el gra´fico de la figura 5.15. Al igual que sucede para la imagen 2, el tiempo
se reduce cuando el nu´mero de agentes que componen el sistema aumenta, ya
que tambie´n en esta imagen se han logrado almacenar las regiones de la imagen
distribuye´ndolas entre los distintos agentes de forma casi equitativa. Dicho reparto
de regiones se puede ver en el gra´fico de la figura 5.12.
Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 1868,466 1162,487 897,139 671,657 312,087 233,23
agente-2 883,182 1110,693 624,857 322,528 312,424
agente-3 897,139 832,029 471,617 393,561
agente-4 604,759 339,246 249,952
agente-5 347,392 206,154
agente-6 232,085
media 1868,466 1022,8345 968,3236667 683,3255 358,574 271,2343333
máximo 1868,466 1162,487 1110,693 832,029 471,617 393,561
beneficio 1 0,622161174 0,594441108 0,445300583 0,25240866 0,210633215
Beneficio % 100,00 62,22 59,44 44,53 25,24 21,06
Erosion

















































Regresión exponencial para media
Figura 5.16: Erosio´n sobre la Imagen 3
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5.2.2. Recuperacio´n de informacio´n de regiones de una
imagen
Un aspecto resen˜able del prototipo de sistema que se ha desarrollado en la
presente tesis es la opcio´n de recuperar regiones de las ima´genes por sus carac-
ter´ısticas. El prototipo se ha creado siguiendo el enfoque de integracio´n de bases de
datos distribuidas usando traduccio´n de consultas (ve´ase seccio´n 2.1). Dicho pro-
totipo se ha disen˜ado usando una variacio´n del sistema ONTOFUSION (Alonso-
Calvo y cols., 2007) (Pe´rez-Rey y cols., 2006), donde no es necesario el uso de
ontolog´ıas para la integracio´n de diferentes esquemas relacionales. Esto es debido
a que todas las bases de datos de donde se va a obtener la informacio´n siguen un
u´nico esquema, el de la estructura de datos disen˜ada.
Para ver si el tiempo de procesamiento de las consultas de recuperacio´n sobre
las ima´genes almacenadas mejora al crecer el nu´mero de agentes, se va a ejecutar
una consulta sobre las ima´genes seleccionadas para las pruebas y mostradas en
la tabla 5.4.
Dicha consulta se realizara´ sobre cada una de las ima´genes, variando el nu´mero
de agentes en los que esta´ almacenada dicha imagen. Para de esta manera com-
probar si el tiempo necesario para completar la consulta se reduce al aumentar el
nu´mero de agentes en el sistema.
La consulta de ejemplo que se va a realizar, es la siguiente:
Obtener de la imagen, aquellas regiones que cumplan todas de las siguientes
condiciones:
(a) Regiones que tengan un a´rea menor que un valor umbral dado
(b) Regiones que tengan una etiqueta de color mayor que un valor umbral
dado
(c) Regiones cuyos ejes mayor y menor sean ma´s pequen˜os que el 1 % de la
dimensio´n de la imagen
Esta consulta podr´ıa ser, para por ejemplo, obtener aquellas regiones que no




Los resultados de la realizacio´n de dicha consulta sobre la imagen 1 se mues-
tran en la figura 5.17.
Se puede observar que, para esta imagen, no existe reduccio´n de tiempo de
ejecucio´n para cuando se utilizan ma´s de dos agentes.
Al igual que se comento´ anteriormente y que ocurre en el los pasos de seg-
mentacio´n, almacenamiento y en el procesamiento (ejecucio´n de la erosio´n mor-
folo´gica)(secciones 5.1.4 y 5.2.1). Esto es debido al taman˜o de la imagen, al ser
una imagen de taman˜o mediano no contiene muchas regiones, por lo que en el
almacenamiento de las mismas no esta´ equilibrado entre los distintos agentes del
sistema. Como consecuencia, siempre hay un agente que almacena la mayor´ıa de
las regiones y es el que ma´s tarda en realizar la consulta sobre su base de datos.
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Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 0,61 0,24 0,14 0,32 0,21 0,01
agente-2 0,26 0,33 0,13 0,07 0,01
agente-3 0,12 0,09 0,01 0,07
agente-4 0,07 0,09 0,32
agente-5 0,33 0,03
agente-6 0,19
media 0,61 0,25 0,196666667 0,1525 0,142 0,105
máximo 0,61 0,26 0,33 0,32 0,33 0,32
beneficio 1 0,426229508 0,540983607 0,524590164 0,540983607 0,524590164
Beneficio % 100,00 42,62 54,10 52,46 54,10 52,46
Query








































































Para la imagen 2 se aprecia un mejor comportamiento del sistema al realizar
la consulta de recuperacio´n de regiones. Esto es debido a que las regiones esta´n
almacenadas de forma ma´s distribuida entre los agentes del sistema. Sin embargo,
como en este tipo de consultas el nu´mero de regiones afectadas y su ubicacio´n no
se conoce a priori, la distribucio´n en esta imagen de dichas regiones afectadas no
esta´ repartida. En la ejecucio´n de la consulta con 4 y con 5 agentes en el sistema,
los tiempos del agente que ma´s tarda son similares ya que dicho agente recupera
el mismo nu´mero de regiones de su base de datos en ambos casos.
Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 7,77 3,05 2,38 2,01 1 1,14
agente-2 4,66 3,96 1,62 0,87 0,89
agente-3 0,74 0,98 1,63 1,38
agente-4 2,02 2,3 1,24
agente-5 0,65 0,65
agente-6 1,3
media 7,77 3,855 2,36 1,6575 1,29 1,1
máximo 7,77 4,66 3,96 2,02 2,3 1,38
beneficio 1 0,5997426 0,50965251 0,25997426 0,296010296 0,177606178
Beneficio % 100,00 59,97 50,97 26,00 29,60 17,76
Query







































































Por u´ltimo, la imagen 3, que es la ma´s grande de las ima´genes de test, al
existir ma´s regiones que en las otras dos ima´genes, las regiones que cumplen los
criterios de la consulta esta´n ma´s repartidas entre los distintos agentes. Por lo
que el tiempo de procesamiento para la consulta decrece al aumentar el nu´mero
de agentes en el sistema.
Esto se puede observar en la segunda parte del gra´fico 5.19, donde se muestran
la distribucio´n de regiones recuperadas por cada agente en el sistema al ejecutar
la query de recuperacio´n.
Servidor 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
agente-1 30,59 20,99 10,53 7,9 3,33 3,09
agente-2 9,97 7,24 7,2 6,28 2,59
agente-3 12,53 3,18 5,75 4,11
agente-4 9,25 4,17 6,66
agente-5 8,27 5,51
agente-6 3,97
media 30,59 15,48 10,1 6,8825 5,56 4,321666667
máximo 30,59 20,99 12,53 9,25 8,27 6,66
beneficio 1 0,686171952 0,409610984 0,302386401 0,270349788 0,217718209
Beneficio % 100,00 68,62 40,96 30,24 27,03 21,77
Query


































































Figura 5.19: Consulta sobre la Imagen 3
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5.3. Discusio´n de los resultados obtenidos
En la presente seccio´n se hace un resumen y se comentan los resultados obte-
nidos de las secciones anteriores, para cada una de las tres ima´genes del juego de
pruebas.
Para ver el comportamiento de los me´todos desarrollados se va a utilizar el
porcentaje de ahorro o ganancia de tiempo de cada test realizado. Dicho porcen-
taje se calcula siguiendo la formula mostrada a continuacio´n 5.1.




Imageni es la imagen sobre la que se realiza la operacio´n Op que puede
ser, (i) Segmentacio´n y almacenamiento, (ii) erosio´n morfolo´gica, o (iii)
recuperacio´n de informacio´n.
top−1(Imageni), es el tiempo necesario para completar la operacio´n corres-
pondiente usando solamente un agente en el sistema.
max(top−N(Imageni)))), es el mayor de los tiempos de los agentes, resul-
tantes de completar una operacio´n usando n agentes en el sistema. En otras
palabras, el tiempo del agente que ma´s tarda en completar la operacio´n.
5.3.1. Imagen 1
Para la imagen 1, que tiene un taman˜o de 4.631×3.025, la ganancia al variar
el nu´mero de agentes del sistema es la que se muestra en la tabla 5.5.
Operacio´n 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
Almacenamiento 0,00 8,22 28,34 38,15 31,28 31,73
Erosion 0,00 33,64 30,14 30,86 31,77 31,98
Query 0,00 57,38 45,90 47,54 45,90 45,90
Tabla 5.5: % de ganancia para la imagen 1 (4.631×3.025)
En esta tabla tabla 5.6 se puede descubrir la razo´n de que las operaciones
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sobre la imagen 1 no reduzcan sus tiempos cuando el sistema tiene ma´s de 3
agentes.
Au´n as´ı, la ganancia en esta imagen en al utilizar tres servidores o ma´s en el
sistema es del 30 % en las operaciones de segmentacio´n y almacenamiento y en
la erosio´n morfolo´gica. Esta ganancia aumenta hasta un 46 % en la consulta de
recuperacio´n de regiones por caracter´ısticas.
Sub-imagen regiones pixeles tiempo de
procesamiento
I 41 7.219.800 46,80
I1 21 177.706 4,54
I1−1 4.320 1.026.734 6,91
I1−3 1.188 1.409.094 11,52
I3 12 1.796.398 12,22
I3−1 2.297 884.515 4,54
I3−3 839 1.494.528 11,07
Total 8.718 14.008.775 97,6
Tabla 5.6: Desglose del procesamiento de la imagen 1 (4.631×3.025)
El hecho de que no se produzca una ganancia mayor en esta imagen se debe a
que hay una sub-imagen (I1−1) que contiene ma´s o menos la mitad de las regiones
de la imagen. As´ı mismo, para dividir la imagen inicial, se requiere la mitad del
tiempo total de procesamiento de la imagen. Hay que tener en cuenta que estos
tiempos incluyen no solo la obtencio´n de las regiones, sino tambie´n la escritura
en disco de las tres sub-ima´genes resultantes y los ficheros de datos.
Por lo tanto, la ganancia en esta imagen, que no es lo suficientemente grande
para la configuracio´n del prototipo del sistema, se podr´ıa mejorar disminuyendo
el valor umbral del algoritmo de divisio´n. Con esto, la imagen generar´ıa ma´s
sub-ima´genes y por lo tanto se repartir´ıan ma´s las regiones entre los distintos
agentes.
5.3.2. Imagen 2
En los resultados de la imagen 2, que tiene unas dimensiones de 7.001×7.001
p´ıxeles, se ve que la ganancia en el sistema, crece al aumentar el nu´mero de
83
5. RESULTADOS
agentes en el sistema.
Este aumento de ganancia se produce para las tres operaciones, segmentacio´n
y almacenamiento, erosio´n morfolo´gica y para la consulta de recuperacio´n de
regiones por caracter´ısticas.
Los datos cuantitativos de la ganancia se pueden ver en la tabla 5.7.
Operacio´n 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
Almacenamiento 0,00 29,51 45,33 55,36 63,77 66,34
Erosion 0,00 35,15 58,15 68,61 75,71 79,91
Query 0,00 40,03 49,03 74,00 70,40 82,24
Tabla 5.7: % de ganancia para la imagen 2 (7.001×7.001)
Como se comento´ en la seccio´n 5.2.2 para esta imagen, en la consulta de re-
cuperacio´n, cuando el sistema tiene cuatro y cinco agentes, la ganancia es pra´cti-
camente la misma. Esto se debe como muestra el gra´fico 5.18 a que el nu´mero de
regiones obtenidas del agente que ma´s tarda es el mismo, por lo que el tiempo
requerido para ese agente es similar.
Para esta segunda imagen la ganancia al utilizar seis servidores en el sistema
llega hasta el 66 % en la operacio´n de segmentacio´n y almacenamiento, que es la
ma´s costosa.
Adema´s en la erosio´n morfolo´gica la ganancia llega hasta el 80 % y hasta un
82 % en la consulta de recuperacio´n de regiones por caracter´ısticas.
5.3.3. Imagen 3
Para la tercera imagen, que es la ma´s grande, con unas dimensiones de 21.601×10.801
p´ıxeles, las ganancias con respecto al uso de un so´lo agente en el sistema se mues-
tran en la tabla 5.8.
Operacio´n 1 agente 2 agentes 3 agentes 4 agentes 5 agentes 6 agentes
Almacenamiento 0,00 27,51 59,47 66,85 70,26 75,63
Erosion 0,00 37,78 40,56 55,47 74,76 78,94
Query 0,00 31,38 59,04 69,76 72,97 78,23
Tabla 5.8: % de ganancia para la imagen 3 (21.601×10.801)
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Esta imagen, al ser la ma´s grande, es la que ma´s homoge´neamente tiene re-
partido el nu´mero de regiones entre los agentes del sistema. Por ello, en la erosio´n
morfolo´gica la ganancia llega hasta casi el 79 % al igual que en la consulta de
recuperacio´n de regiones por caracter´ısticas.
Tambie´n el paso de segmentacio´n morfolo´gica y de almacenamiento en la
estructura de datos se distribuye mejor entre los agentes, llegando a una ganancia
con seis agentes en el sistema del 76 %.
Como se observa, en la tabla de resultados 5.8, en esta imagen la ganancia es
creciente, para las tres operaciones, es decir, la ganancia crece a medida que el
nu´mero de agentes en el sistema va aumentando.
5.3.4. Comparacio´n de resultados con otros algoritmos
Para poder evaluar el rendimiento de la estructura de datos se han implemen-
tado tres algoritmos, la erosio´n y dilatacio´n morfolo´gica basadas en regiones y un
algoritmo de filtrado de regiones. Dichos algoritmos se han desarrollado utilizan-
do el lenguaje de programacio´n Java. Para la experimentacio´n, dichos algoritmos
han sido ejecutados utilizando el mismo hardware y sistema operativo que los
agentes del sistema creado en la tesis. Estos algoritmos siguen la filosof´ıa tradi-
cional del procesamiento de ima´genes, es decir, reciben una imagen de entrada y
devuelven como resultado otra imagen distinta realizando el procesamiento de la
imagen de entrada en memoria.
Para comparar los nuevos me´todos creados en la presente tesis doctoral y que
se ejecutan directamente sobre la estructura de datos se utilizara´n los tiempos
del sistema compuesto con un solo agente.
Para la erosio´n y la dilatacio´n morfolo´gica basadas en regiones, el algoritmo
implementado recibe una imagen de entrada y devuelve como resultado
la erosio´n o dilatacio´n morfolo´gica en una imagen resultado. El algoritmo
implementado recorre los p´ıxeles de la imagen de entrada y, usando un
algoritmo de crecimiento de regiones, obtiene las regiones que componen la
imagen. Para cada regio´n que se obtiene, se guarda las etiquetas ma´xima y
mı´nima de los p´ıxeles vecinos de la regio´n obtenida. De esta manera, una
vez que se obtiene una regio´n, se dispone de los valores necesarios para
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realizar la erosio´n y dilatacio´n de la regio´n.
En la tabla 5.9 se muestran los tiempos requeridos para realizar la erosio´n
basada en regiones de las ima´genes de prueba 1 y 2 de la tabla 5.4. Dichos
tiempos no incluyen el tiempo de carga de la imagen en memoria, ni el de
escritura del resultado en disco, es decir, solamente se tiene en cuenta el
tiempo de procesamiento de la imagen en memoria.
ID Imagen Dimensio´n t erosion t algoritmo
estructura de datos erosio´n morfolo´gica
Imagen 1 4.631x3.025 6,082 114,865
Imagen 2 7.001x7.001 264,952 416,556
Tabla 5.9: Comparacio´n de una erosio´n morfolo´gica de regiones en la estructura
de datos frente a un algoritmo
La complejidad del algoritmo implementado, y por lo tanto el tiempo de
procesamiento, depende directamente del nu´mero de p´ıxeles de la imagen
de entrada. Por otro lado, la estructura de datos esta´ orientada a regiones,
por lo que el procesamiento se ve afectado por nu´mero de regiones y de
relaciones entre estas regiones. Como se puede observar en la tabla 5.9 los
tiempos para la erosio´n morfolo´gica basada en regiones son significativa-
mente menores para las ima´genes almacenadas en la estructura de datos
frente al procesamiento usando el algoritmo en memoria.
Para la recuperacio´n de regiones sobre una imagen de entrada, se ha imple-
mentado un algoritmo que recorre la imagen de entrada seleccionando solo
aquellas regiones que cumplen ciertas condiciones. La imagen de resultado
la componen aquellas regiones seleccionadas.
En la tabla 5.10 se muestran los tiempos empleados para la ejecucio´n del
filtrado de regiones de las ima´genes de prueba 1 y 2 de la tabla 5.4. Dichos
tiempos no incluyen el tiempo de carga de la imagen en memoria, ni el de
escritura del resultado en disco, es decir, solamente se tiene en cuenta el
tiempo de procesamiento de la imagen en memoria.
De igual modo que para el algoritmo de erosio´n morfolo´gica, la complejidad
del algoritmo depende directamente del nu´mero de p´ıxeles de la imagen
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ID Imagen Dimensio´n t filtrado t algoritmo
estructura de datos filtrado de regiones
Imagen 1 4.631x3.025 0,61 120,156
Imagen 2 7.001x7.001 7,77 428,351
Tabla 5.10: Comparacio´n de recuperacio´n de regiones desde la estructura de datos
frente a un algoritmo
de entrada. Esto se debe a que la imagen es procesada por completo para
extraer las regiones que la componen, devolviendo como resultado algunas
de las regiones de la imagen inicial. Sin embargo, la estructura de datos
recorre las regiones de la imagen seleccionando solo aquellas que cumplan las
condiciones marcadas por el filtro. La tabla 5.10 muestra los tiempos para
la recuperacio´n de regiones usando el algoritmo y la imagen almacenada en
la estructura de datos. Para este segundo me´todo los tiempos son mucho
menores.
Como observacio´n a los resultados anteriores cabe aclarar que los tiempos
obtenidos usando los algoritmos de procesamiento creados son similares al paso
de divisio´n y extraccio´n de caracter´ısticas de las regiones de una imagen. Por este
motivo, se obtendra´ mayor beneficio de la utilizacio´n de la estructura de datos
cuando se realicen varios filtros o consultas recuperacio´n de informacio´n sobre la
misma imagen.
5.3.5. Resumen de los resultados
Tanto el algoritmo de divisio´n, como la estructura de datos y el mismo proto-
tipo de sistema han sido disen˜ados para realizar operaciones morfolo´gicas basadas
en regiones sobre ima´genes muy grandes. Por esta razo´n, no debe sorprender que
su comportamiento, o ganancia, al aumentar los agentes en el sistema sea mejor
cuanto mayor sea la imagen que se esta procesando.
Para el paso de divisio´n, segmentacio´n y almacenamiento en la base de da-
tos, hemos visto que la reduccio´n de los tiempos es considerable para ima´genes
grandes como las ima´genes 2 y 3 de ejemplo. Pero, ¿que´ pasar´ıa si usa´ramos
un nu´mero ilimitado de agentes en el sistema?, ¿cua´l es el mı´nimo de tiempo al
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que se podr´ıa reducir el procesamiento en el prototipo creado?. La respuesta se
encuentra en los test mostrados, al igual que ocurre con la imagen 1: el tiempo
mı´nimo al que se puede reducir el procesamiento de la imagen es aquel paso de
divisio´n o procesamiento que ma´s tarde. Es decir, en el caso que se tuviera un
nu´mero ilimitado de agentes y, por ejemplo, una imagen que se divida en 120
sub-ima´genes, habra´ uno de esos 120 procesamientos que sera´ el tiempo ma´ximo
de procesamiento en un agente, como pasa con la imagen de ejemplo 1 con su paso
de divisio´n inicial. As´ı mismo, en tiempo lineal, el procesamiento sera´ reducido a
la suma de los tiempos ma´ximos desde la imagen inicial hasta el u´ltimo nivel de
divisio´n.
Como se ha comprobado en los tests, y se muestra en este cap´ıtulo con los
ejemplos de las tres ima´genes de distinto taman˜o, las operaciones morfolo´gicas
de erosio´n, dilatacio´n, apertura, cierre y watershed dependen directamente del
nu´mero de regiones almacenadas y de las relaciones entre las diferentes regiones.
Por esto, se implemento´ el balanceo de carga en el sistema para el paso de alma-
cenamiento, para equilibrar en nu´mero de regiones almacenadas en los diferentes
agentes. De esta manera se intenta equilibrar al ma´ximo el tiempo de procesa-
miento en los distintos agentes en el sistema. Se ha demostrado que dicho balanceo
a la hora de realizar el almacenamiento homoge´neo de regiones en los distintos
agentes mejora el comportamiento de los filtro sobre la imagen. Esto se puede
explicar, ya que al estar todas estas operaciones morfolo´gicas implementadas co-
mo procedimientos que trabajan directamente sobre las regiones almacenadas en
una base de datos, trabajan por lo tanto con unas tablas mayores cuanto mayor
sea el nu´mero de regiones y relaciones existentes.
De igual modo sucede para la recuperacio´n de informacio´n de regiones de una
imagen almacenada en el sistema. Para la ejecucio´n de una consulta con restric-
ciones sobre las caracter´ısticas de las regiones, aquel agente que posee un mayor
nu´mero regiones que cumplen los criterios, es lo´gico que tarde ma´s en recupe-
rarlas. Pero es importante que las regiones este´n balanceadas entre los distintos
agentes, para que los tiempos necesarios para recorrer los ı´ndices buscando y re-
cuperando aquellas regiones que cumplen los criterios sea parecido en todos los
agentes que contienen la imagen.
Por u´ltimo, cabe mencionar que los tiempos de segmentacio´n y procesamien-
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to de las ima´genes pueden ser mejorados, a pesar del buen comportamiento del
prototipo. Como se ha comentado anteriormente en este libro, el algoritmo de
divisio´n utiliza la imagen desde el fichero en el disco duro directamente. El traba-
jar directamente sobre el fichero de la imagen en el disco duro, es una limitacio´n
considerable, ya que la velocidad de lectura de un disco duro de un ordenador de
sobremesa, actualmente 7.200 r.p.m., es considerablemente menor que la veloci-
dad de lectura de la memoria RAM o que un disco duro de un servidor.
No obstante, trabajar con ima´genes tan grandes en memoria RAM es pra´cti-
camente inviable, como tambie´n se ha comentado anteriormente. Por ejemplo la
imagen 3 de test (21.601×10.801 p´ıxeles), ocupar´ıa en memoria, usando un entero
para cada p´ıxel, 890 MegaBytes (solo la imagen). Para su tratamiento, adema´s
de mantener en memoria la imagen necesitar´ıamos memoria para mantener las
estructuras de datos comunes para el tratamiento de ima´genes morfolo´gico, por
ejemplo, para saber si un p´ıxel ha sido tratado. Si para este fin utiliza´ramos un
bit para marcar si un p´ıxel esta tratado o no, en esta imagen necesitar´ıamos casi
223 MB. Adema´s, en nuestro caso que queremos obtener las regiones de la imagen
con sus etiquetas, raster y caracter´ısticas, etc., por lo que se necesitar´ıan otras
estructuras de datos extra.
Otro factor que ralentiza un poco el proceso de segmentacio´n y almacena-
miento desarrollado es que en el paso de divisio´n se incluye la tarea de serializar
las regiones para almacenarlas en la base de datos. Teniendo que generar ficheros
con el formato tabular correspondiente.
Igualmente para los pasos de almacenamiento y recuperacio´n, es determinante
la velocidad del disco duro de los ordenadores que contienen la base de datos. Esto
es debido a que, aunque los SGBD actuales esta´n optimizados gracias al uso de





Conclusiones y futuras l´ıneas de
trabajo
En el presente cap´ıtulo de conclusiones, en primer lugar, en la seccio´n 6.1,
se enumeran los objetivos fijados al comienzo de la tesis doctoral para examinar
co´mo se han llevado a cabo su cumplimiento.
A continuacio´n, se exponen en la seccio´n 6.2 las conclusiones de la presente
tesis doctoral. Las secciones 6.3 y 6.4 comentan las mayores dificultades encon-
tradas durante el desarrollo de la tesis y las futuras l´ıneas de trabajo propuestas,
respectivamente.
Finalmente, en la seccio´n 6.5 se enumeran las publicaciones en congresos y
revistas realizadas por el autor y que esta´n relacionadas con la presente tesis
doctoral.
6.1. Consecucio´n de los objetivos
Se van a recapitular los objetivos planteados en la introduccio´n de la presente
tesis doctoral para examinar su cumplimiento. Estos objetivos iniciales fueron
fijados para probar la validez la hipo´tesis de partida.
Los objetivos fijados fueron:
1. Creacio´n de una estructura de datos distribuida, implementada en una base
de datos relacional, para almacenar ima´genes.
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Cumplimiento de los hitos:
Se ha desarrollado una estructura de datos de tipo grafo implemen-
tada sobre una base de datos relacional. Dicha estructura de datos se
presenta en las seccio´n 3.1, y, como se comenta, es capaz de almacenar
las regiones de una imagen de entrada, as´ı como una amplia variedad
de descriptores de dichas regiones. Las relaciones existentes entre las
distintas regiones de la imagen tambie´n son guardadas en la estructura
de datos (ver tabla 3.1).
2. Desarrollar algoritmos y me´todos para la divisio´n, almacenamiento y pro-
cesamiento distribuido de una imagen.
Cumplimiento de los hitos:
Se ha implementado un novedoso algoritmo de divisio´n, explicado en
la seccio´n 3.2.1. El algoritmo esta´ disen˜ado para preservar el nu´mero
de regiones iniciales de la imagen original, de tal manera que sea el
mismo nu´mero que la suma de las regiones de todas las sub-ima´genes
resultantes. Adema´s, mantiene las vecindades del grafo de la imagen
inicial en las sub-ima´genes separadas. Estas propiedades son general-
mente necesarias para poder aplicar filtros morfolo´gicos basados en
grafo de forma distribuida.
La estructura de datos, comentada anteriormente, ha sido adaptada
para poder almacenar una imagen de forma distribuida (seccio´n 3.2).
As´ı las sub-ima´genes obtenidas en el algoritmo de divisio´n pueden
ser almacenadas de forma separada en distintas bases de datos que
implementan la estructura de datos. Gracias a esta adaptacio´n de la
estructura de datos, el tiempo necesario para almacenar una imagen de
entrada completa se reduce cuando se utiliza ma´s de una base de datos.
Datos ma´s concretos de esta reduccio´n del tiempo de almacenamiento
se pueden consultar en la seccio´n 5.1.
Se han adaptado algunos operadores ba´sicos y algoritmos de la Mor-
folog´ıa Matema´tica para ser ejecutados de forma distribuida. Dichos
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operadores se explican en la seccio´n 3.2.3. Una caracter´ıstica novedo-
sa es que estos algoritmos y operadores es que pueden ser aplicados
directamente sobre la estructura de datos. Esta caracter´ıstica original
implica que no es necesario recuperar la informacio´n de la imagen al-
macenada en la estructura de datos (en la base de datos), para poder
realizar las operaciones. Esta caracter´ıstica facilita la aplicacio´n de es-
tos operadores y algoritmos sobre ima´genes de gran taman˜o, ya que se
reducen los requisitos de memoria vola´til para dichos me´todos.
3. Implementar un sistema que facilite el uso y evaluacio´n de los me´todos
distribuidos que sean desarrollados.
Cumplimiento de los hitos:
Se ha desarrollado un sistema distribuido multi-agente que usa: (i) la
estructura de datos distribuida, (ii) el algoritmo de divisio´n de ima´ge-
nes, (iii) y los operadores y me´todos distribuidos de Morfolog´ıa Ma-
tema´tica, que se han desarrollado en la presente tesis.
Este sistema se presenta en el cap´ıtulo 4. Gracias al uso de todos
estos componentes y me´todos desarrollados, el sistema es capaz de
almacenar y procesar ima´genes de gran taman˜o usando ordenadores
de sobremesa.
Para el sistema desarrollado se ha disen˜ado un planificador de tareas y
de balanceo de carga disen˜ado espec´ıficamente para mejorar el tiempo
de procesamiento de las tareas sobre ima´genes muy grandes.
Para que el sistema y los me´todos creados sean accesibles y puedan
ser usados en un futuro por otras personas e instituciones se ha creado
un servicio software de Cloud Computing descrito en la seccio´n 4.4.
Este servicio ofrece acceso a las funcionalidades creadas a trave´s de un
interfaz de programacio´n.
Para facilitar el uso a clientes que no sean desarrolladores de software,
se ha creado un portal web como cliente del servicio de Cloud Compu-
ting (ve´ase la seccio´n 7.6). Este cliente web implementado facilita la
evaluacio´n del sistema y de los me´todos creados, ya que, gracias a dicho
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interfaz se pueden inspeccionar el estado de las ima´genes almacenadas
y los tiempos de procesamiento requeridos para aplicar distintas filtros
y operaciones sobre las ima´genes.
4. El sistema deber´ıa poder ser mantenido y ampliado de una forma senci-
lla. Tambie´n, ser´ıa deseable que el sistema no necesitara grandes recursos
computacionales para su funcionamiento.
Cumplimiento de los hitos:
El sistema ha sido probado usando 6 PCs clo´nicos de sobremesa cuyas
capacidades de procesamiento, almacenamiento y memoria son las de
un ordenador de gama media de la actualidad.
Gracias a que el sistema ha sido implementado usando agentes distri-
buidos, como se ha comentado en el cap´ıtulo 5, es un sistema escalable.
Es decir, el sistema es fa´cilmente ampliable: simplemente se han de
an˜adir nuevos agentes al sistema.
Se ha creado un ‘ordenador virtualizado’ para ejecutar un agente de
los que forman el sistema. La virtualizacio´n se ha realizado usando la
aplicacio´n Oracle VirtualBox. Se el ordenador virtual creado se ha ins-
talado Ubuntu 11.04 Server como sistema operativo y se ha instalado
el software necesario para poder ejecutar un agente y la base de datos
que implementa la estructura de datos. De esta manera, para crear un
nuevo agente, bastar´ıa con (i) cambiar la direccio´n IP y nombre de
red del sistema operativo (de la ma´quina virtual), (ii) dar un identifi-
cador nuevo al agente para el sistema y la direccio´n del agente ı´ndice
de recursos (esto se hace editando un fichero de configuracio´n). Con
estos dos sencillos pasos se puede registrar y usar el nuevo agente en
el sistema.
Por lo tanto, gracias a la virtualizacio´n, la ampliacio´n del nu´mero de
agentes del sistema se puede realizar an˜adiendo una nueva ma´quina
virtual. De la misma manera, la copia de seguridad de los agentes del
sistema es fa´cilmente realizable.
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6.2. Conclusiones
Durante la investigacio´n de presente tesis doctoral se han desarrollado nue-
vos me´todos y algoritmos para la divisio´n, almacenamiento y procesamiento de
ima´genes de gran taman˜o de forma distribuida. Como marco de prueba para la
utilizacio´n de dichos me´todos, se ha creado un sistema multi-agente que, utilizan-
do dichos me´todos y algoritmos, es capaz de dividir una imagen inicial en varias
sub-ima´genes, y almacenar estas sub-ima´genes de forma distribuida.
La distribucio´n de las sub-ima´genes que componen una imagen en distintos
agentes, como se comenta en el cap´ıtulo 5, ayuda a reducir el tiempo necesario
para la extraccio´n de regiones y su almacenamiento. As´ı mismo, se ha comprobado
en la fase de experimentacio´n que el rendimiento de las operaciones morfolo´gicas
basadas en grafo implementadas (erosio´n, dilatacio´n, apertura, cierre y watershed)
depende directamente del nu´mero de regiones de la imagen sobre la que se aplican.
Como consecuencia de esto, cuando la imagen se distribuye para ser procesada,
los tiempos de procesamiento se reducen. Esto es debido a que el tiempo de
procesamiento se reparte entre los distintos agentes.
De igual modo sucede para la recuperacio´n de informacio´n de regiones de una
imagen almacenada en el sistema. Cuando se realiza una consulta para obtener
regiones de una imagen que posean ciertas caracter´ısticas, el tiempo necesario
para recuperar esas regiones se reduce cuanto mayor sea el nu´mero de agentes
en los que se ha distribuido la imagen. No obstante, tanto para el procesamiento
como para la recuperacio´n de informacio´n, es importante que las regiones este´n
balanceadas entre los distintos agentes.
Un objetivo adicional de la presente tesis doctoral era poder ofrecer los me´to-
dos de almacenamiento, ana´lisis y recuperacio´n de ima´genes creados, a otras or-
ganizaciones e investigadores que no dispongan de recursos computacionales. Por
ello, el sistema ofrece las funcionalidades a trave´s de un servicio de computacio´n
en nube. Este servicio ofrece la posibilidad de almacenar y procesar grandes co-
lecciones de ima´genes y, ma´s espec´ıficamente, ima´genes muy grandes. Gracias a
estas caracter´ısticas, una organizacio´n podr´ıa usar el sistema como un sistema vir-
tual de gestio´n de ima´genes, para administrar su coleccio´n de ima´genes privadas,
mantenie´ndola indexada y accesible para sus usuarios.
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Adicionalmente, el sistema permite a un usuario publicar y compartir sus
ima´genes con otros usuarios del sistema. Gracias a esta caracter´ıstica, se podr´ıan
crear colecciones de ima´genes compartidas y pu´blicas. Esta colecciones, en campos
como por ejemplo la medicina, son de gran utilidad para ensen˜anza y ayuda al
diagno´stico.
6.3. Complicaciones encontradas durante el desa-
rrollo de la tesis
Las principales complicaciones encontradas en el transcurso de la investiga-
cio´n son consecuencia principalmente del objeto de estudio, las ima´genes de gran
taman˜o.
Para realizar el tratamiento de una imagen de gran taman˜o, usando un or-
denador de caracter´ısticas convencionales, nos encontramos inicialmente varios
problemas:
Para procesar una imagen muy grande, un ordenador de sobremesa conven-
cional no posee suficiente memoria para mantener la estructura de datos que
contiene toda la informacio´n de la imagen completa para ser procesada.
Solucio´n:
Se ha decidido crear la estructura de datos usando un Sistema Gestor de
Bases de Datos Relacional. De tal manera que la informacio´n de la imagen
no esta´ en la memoria vola´til del ordenador, sino que esta´ almacenada en el
disco duro. Una vez almacenada la imagen, los me´todos de procesamiento
creados actu´an directamente sobre la base de datos, evitando el tener que
mantener la informacio´n en la memoria vola´til.
En muchos campos, como la medicina, no se pueden preprocesar las ima´ge-
nes para almacenarlas ya que se perder´ıan detalles de la imagen. Debido a
la gran cantidad de informacio´n a almacenar en la base de datos, sobre todo
a la hora de insertar los p´ıxeles de la imagen, el proceso de almacenamiento
requiere tiempo. Adema´s, la velocidad de un disco duro convencional (en la
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actualidad 7200 r.p.m.) es una limitacio´n, ya que la base de datos trabaja
sobre ficheros en el disco duro.
Solucio´n:
Se configura el SGBD para trabajar con divisio´n de tablas, para que los
ficheros de las tablas de p´ıxeles y regiones de las ima´genes tengan un taman˜o
menor y sean ma´s manejables. Au´n as´ı, debido a que todos los ficheros se
encuentran en el mismo disco duro, el proceso sigue siendo algo lento.
Por ello, se modifica la estructura de datos para trabajar de forma distri-
buida. De esta manera, una imagen es dividida en sub-ima´genes y e´stas
son distribuidas en varios servidores. As´ı mismo, el almacenamiento y la
recuperacio´n de los datos de una misma imagen se realiza de forma paralela
en distintos servidores. Esto ayuda a reducir el tiempo necesario para el
almacenamiento y procesamiento de una imagen.
Al realizar el almacenamiento distribuido, las ima´genes tienen que ser divi-
didas. Se pretende realizar el tratamiento morfolo´gico de las sub-ima´genes
a nivel de regio´n y a la vez reducir el tra´fico de informacio´n por la red
al mı´nimo. Por ello, la divisio´n lineal de una imagen no es va´lida, ya que
usando este tipo de divisio´n so´lo mantienen las vecindades de la imagen a
nivel de p´ıxel, no a nivel de regio´n como necesitamos para el procesamiento
morfolo´gico.
Solucio´n:
Se ha desarrollado un algoritmo de divisio´n de ima´genes, capaz de dividir
una imagen de entrada en varias sub-ima´genes, manteniendo las vecindades
a nivel de regio´n (necesarias generalmente para el procesado morfolo´gico a
nivel de regio´n). Dicho algoritmo se ha disen˜ado de forma que la imagen
se recorre una sola vez para ser procesada por completo, al igual que se
har´ıa usando una divisio´n lineal. Este algoritmo original se ha desarrollado
ya que no se encontro´ ninguno que cumpliera las condiciones requeridas en
la bibliograf´ıa.
A la hora de realizar comprobaciones, sobre las bases de datos, para com-
probar la validez de los me´todos distribuidos creados, el proceso de com-
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probacio´n se complica cuantos ma´s agentes (con su propia base de datos)
existan. Tambie´n la recopilacio´n de los tiempos de ejecucio´n se hace ma´s
compleja al incrementarse el nu´mero de agentes en el sistema.
Solucio´n:
Se ha creado el sistema de agentes con utilidades para recavar informacio´n
de los distintos agentes. Dicha informacio´n proveniente de todos los agentes
es almacena en el agente ı´ndice de recursos.
Tambie´n se ha desarrollado un interfaz gra´fico gracias al cual se pueden
inspeccionar la informacio´n relativa a los resultados del procesamiento de
las ima´genes.
A la hora de realizar pruebas con el sistema, no ha sido fa´cil encontrar
ima´genes de taman˜o muy grande.
Solucio´n:
Se han utilizado partes de ima´genes de la NASA, como ima´genes de test,
as´ı como digitalizaciones de alta calidad usando esca´neres.
6.4. Futuras l´ıneas de trabajo
Actualmente el sistema es capaz de almacenar ima´genes de gran taman˜o,
una posible ampliacio´n del sistema es su utilizacio´n para el almacenamiento de
secuencias de ima´genes. Estas secuencias, pueden ser vistas como ima´genes con
tres dimensiones. Ya sea la tercera dimensio´n de cara´cter temporal, como en los
v´ıdeos, o espacial, como por ejemplo en secuencias de ima´genes de tomograf´ıas.
Se podr´ıa aprovechar la caracter´ıstica multi-agente del sistema para la creacio´n
de un sistema de streamming de representaciones 3D. Cada agente mandar´ıa los
datos que posee y el cliente reproducir´ıa la secuencia, de una forma similar a la
que actu´an los canales p2p en internet.
El sistema es capaz de regenerar las ima´genes a partir de los datos almacena-
dos en la estructura de datos, pero este apartado del sistema podr´ıa mejorarse,
ya que no siempre es necesario generar la imagen con su taman˜o original. Podr´ıan
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adaptarse los conceptos de representacio´n piramidal de vistas previas, como las
que se usan en sistemas GIS, para reducir el tiempo de visualizacio´n de las ima´ge-
nes.
En este mismo sentido, la representacio´n y almacenamiento de los p´ıxeles de la
imagen en la estructura de datos se podr´ıa optimizar. Para ello se podr´ıan eliminar
aquellos p´ıxeles que pertenezcan al fondo de la imagen (es decir, que sean de un
determinado color) de la estructura de datos. Otra posibilidad ser´ıa obtener una
representacio´n vectorial de las regiones iniciales que contienen muchos p´ıxeles.
De esta manera la cantidad de informacio´n a almacenar se reducir´ıa, ya que el
almacenamiento de los millones de p´ıxeles de una imagen es el paso que ma´s
tiempo requiere en el paso de almacenamiento de una imagen en el sistema.
Otra posibilidad podr´ıa ser extraer so´lo regiones de intere´s que sigan deter-
minado patro´n de caracter´ısticas, y dejando sin almacenar en la base de datos el
resto de regiones que no cumplen las condiciones de similitud dadas.
La presente tesis doctoral se ha centrado principalmente en la implementacio´n
de me´todos de tratamiento morfolo´gico a nivel de regio´n, usando estructuras de
tipo grafo. Pero la estructura de datos puede ser usada para aplicar otros tipos
de filtros como por ejemplo filtros lineales, o filtros morfolo´gicos a nivel de p´ıxel.
Se podr´ıa ampliar el sistema implementado nuevos filtros y operaciones para
ima´genes de gran taman˜o.
Por otro lado, los avances en los distintos sistemas gestores de bases de da-
tos han dado lugar a nuevos paradigmas de bases de datos distintos al modelo
relacional como pueden ser bases de datos orientadas a objetos o bases de datos
XML. A la hora de almacenar instancias de objetos provenientes de lenguajes
orientados a objetos, como es nuestro caso con Java, existen estudios comparati-
vos que indican que las bases de datos orientadas a objetos son ma´s ra´pidas que
las relacionales (jpab, 2011). Una posible l´ınea de trabajo podr´ıa ser el adaptar
el sistema y la estructura de datos para usar un sistema gestor de base de datos
orientada a objetos, usando por ejemplo Hibernate de Java. De esa manera se
podr´ıan comparar los tiempos de los tiempos de ejecucio´n con ambas bases de
datos y ver si realmente se mejora.
A la hora de crear un sistema de gestio´n de ima´genes en la nube (Cloud Com-
puting), las primeras cuestiones que se plantean siempre son acerca de la seguridad
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del sistema. Aunque estas cuestiones generalmente tienen ma´s connotacio´n legal
que te´cnica, una posible ampliacio´n del sistema ser´ıa el uso de certificados para
encriptar las transmisiones de datos entre los distintos agentes. Otros aspectos
legales para el uso del sistema, como la ubicacio´n de la informacio´n o la proteccio´n
de los datos personales, var´ıa segu´n las leyes de cada pa´ıs.
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In this final chapter, Section 7.1 summarizes the objectives set at the beginning
of the thesis and comments how they have been satisfied.
Then, Section 7.2 presents the conclusions of the thesis research. Sections 7.3
and 7.4 discusses the major difficulties encountered, and future lines of work
research, respectively.
Finally, Section 7.5 lists in journal papers and conference communications
published by the author and that are related with this thesis’ work.
7.1. Achievement of objectives
In this section we are going to recapitulate the goals outlined in the intro-
duction of this thesis. These initial objectives were set to test the validity of the
initial hypothesis.
The objectives established were:
1. A distributed data structure has to be developed. This data structure must
be implemented in a relational database and it has to be capable of storing
images.
A graph-based data structure has been designed using a relational
database schema. This data structure is explained in Section 3.1. It
is capable of storing regions of an input image and a wide variety of
descriptors for these regions. Relationships between different regions
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of the image also are stored. More detailed information can be found
in Table 3.1.
2. It is necessary to develop methods and algorithms for the division, storage
and processing of distributed images.
A new dividing algorithm has been implemented, as explained in Sec-
tion 3.2.1. This algorithm divides an input image into three sub-images.
A key feature is that it is designed to preserve the number of initial
flat-zone regions from the image. Thus, the sum of regions in all sub-
images is the same that the number of regions in the original image.
Besides, it also keeps the neighborhood of the graph of the initial ima-
ge in separate sub-images. These two properties are usually necessary
for applying distributed graph-based morphological filters.
The data structure discussed above has been adapted in order to be
able to store an image in a distributed manner (see Section 3.2). Thus,
the sub-images obtained from the division algorithm can be stored se-
parately in the different databases that implement the data structure.
Thanks to this adaptation of the data structure the time required to
store an entire input image is reduced when using more than one da-
tabase. More specific details of the reduction of storage time can be
found in Section 5.1.
Some basic operations from mathematical morphology have been im-
plemented to be executed in a distributed manner. These operators
are explained in Section 3.2.3. A novel feature is that these algorithms
and operators can be applied directly to the data structure database.
This feature implies that, it is not necessary to recover the image in-
formation stored in the data structure (database) in order to perform
operations. Moreover, It facilitates the application of these operators
and algorithms on very large images, because volatile memory requi-
rements are significantly reduced.
3. A system prototype has to be created in order to facilitate the use and eva-
luation of the distributed methods that has been developed.
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A distributed multi-agent system has been created that uses: (i) the
distributed data structure, (ii) the dividing algorithm and, (iii) the
distributed methods and operators from the mathematical morphology
that have been developed in this thesis.
The architecture and functionalities of the system are presented in
Chapter 4. By using the proposed components and methods, the sys-
tem prototype is able of store and process very large images using
desktop computers.
The system prototype possesses a load balancing and task scheduler
that has been designed and developed for the prototype, and that
reduces the processing time needed for storing and processing very
large image.
For the developed prototype, a novel scheduling and load balancing
sub-system have been designed specifically in order to enhance storing
and processing tasks when dealing with very large image.
A Cloud Computing Software Service (SaaS) has been created for ma-
king methods and algorithms accessible to other people and institu-
tions. This software service is explained in Section 4.4, and provides
access to features developed in this thesis through a programming in-
terface.
To facilitate the utilization of the service by users that are not software
developers, a web portal has been created. This web portal acts as an
interface to the Cloud Computing Service; further details can be found
in Section 7.6. This Web client facilitates the evaluation of implemen-
ted system and methods, because, the state of the stored images and
the time required to apply different filters and operations on images
can be easily inspected.
4. The prototype system should be upgraded and maintained easily. It would be
desirable that the system does not require large computational resources.
The prototype has been deployed and tested using six desktop PCs.
These computers have medium-range computational resources. Spe-
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cifically, they have an Intel CoreQuad processor with 4 GB of RAM
memory.
A consequence of using distributed agents technology in the system
prototype development is that this system can be upgraded easily,
just adding new agents to the system, as discussed in Chapter 5.
Virtualization technology has been used for creating a generic ‘virtual
computer’ that contains a system agent. Virtualization has been achie-
ved using Oracle VirtualBox. The virtual computer has Ubuntu 11.04
Server as operating system, and the software needed for deploying a
system agent.
Thus, the process to upgrade the system by adding a new agent is
quite simple. Using the generic virtual machine, we have (i) to assign
an IP address to the virtual machine operating system, and, (ii) to
give a new ID to the agent for registration in the system resource
index agent (this is done by editing a configuration file). After these
two steps the new agent is included in the system.
Therefore, thanks to virtualization, increasing the number of agents of
the system can be achieved by adding a new virtual machine. Similarly,
the system backup is easily attainable.
7.2. Conclusions
This work presents a new distributed data structure and novel methods and
algorithms for dividing, segmenting, storing and processing very large images
in a distributed manner. As a test framework, a distributed multi-agent system
has been created as well, using these methods and algorithms. This system is
capable of dividing one input image into several sub-images, and storing the
regions contained in every sub-image distributedly into several different agents.
The sub-image distribution into different agents in the system, as commented
in Chapter 5, helps to reduce the time required for the region extraction and sto-
rage steps. Also, it has been shown in the experimentation that the performance
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of the implemented graph-based morphological operations (erosion, dilation, ope-
ning, closing and watershed) depends directly on the number of regions of the
image in which they are applied. As a result, when one image is distributed to
be processed, the processing time are reduced. This is so because the processing
time is divided among the different agents.
This applies similarly to information retrieval from regions of an image stored
in the system. The time required to retrieve some regions of an image that ac-
complish some constraints is reduced when the number of agents where the image
is distributed is increased. But, for both processing and information retrieval, it
is important that regions are balanced between the different agents.
An additional objective of this thesis was to provide the created storage, pro-
cessing and retrieval methods to other institutions and researchers that do not
have enough computational resources. Therefore, the system offers its functiona-
lities through a cloud computing service. So, by using this service, users could
manage, store and process large image collections (and especially composed of
very-large images) and to perform posterior region-information retrieval.
Additionally, the system allows users to publish and share their own images
with other users of the system. With this feature, shared public image collections
can be created. These collections in fields such as medicine are very useful, for
example for teaching or diagnostic purposes.
7.3. Difficulties during the PhD research
The focus of the thesis’ work on very large images imposes difficult constraints
when personal computers are used.
The main difficulties encountered in this thesis’ research have been the follo-
wing:
Usually, processing very large images using personal computers is not pos-
sible because this kind of computers does not have enough RAM memory




To solve this problem, the data structure has been implemented using a
relational database management system. Thus, the information from an
image is stored in the hard disk into the database instead of being stored
in main memory.
Once images are stored in the data-structure inside a database, in order to
process them, methods capable of applying filters and operations directly on
the database have been created. This feature solves the problem of needing
a great amount of volatile memory for the processing of very-large images.
In some areas, such as in medicine, images should not be pre-processed
in order to preserve all information and details available. There exists an
enormous amount of information contained in the regions of the images
that have to be inserted in the data-structure. Therefore, it is necessary
some time for storing all these information, moreover, when using personal
computers with conventional hard drives (nowadays at 7200 r.p.m.) that
limit database performance.
Solution:
The database management system has been configured for using the capa-
bility of working with table partitioning. By using table partitioning, one
table in the database is stored in several sub-tables, and each table is a
different physical file in the hard disk. Hence, files in the hard disk that
contain tables become smaller and easier to manage. However, in the other
hand, all these sub-tables are still stored in the same physical hard disk,
and this affects negatively to the performance when storing data.
Consequently, the data-structure has been modified for working in a dis-
tributed manner. One image could divided in several sub-images and those
sub-images could be stored in different distributed computers. Thus, storing
and retrieving information from images is done parallelly among different
computers. This fact aids to reduce the time needed for storing, processing
and retrieving information from images.
Input images have to be divided for storing them in a distributed manner.
In this thesis, graph-based mathematical morphology filters and operators
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for processing images are used. Thus, neighbor information has to be preser-
ved when images are divided. But, lineal dividing algorithms only preserves
neighbor information at the pixel-level, so a new region-based dividing al-
gorithm has to be created.
Solution:
A novel dividing algorithm has been designed since no similar algorithm
has been found in literature. This new dividing algorithm divides one input
image into multiple sub-images preserving the region-level neighborhood
and the original number of regions in the image.
The process for testing the created methods gets more complex when the
number of agents in the system augments. Obtaining execution times from
different agents is also a complex task.
Solution:
A multi-agent system has been created. One component of this system is a
directory index where information from the agents in the system is stored.
This information includes the execution times of algorithms.
In order to inspect the results and execution times, a graphical web interface
has been developed.
It is not easy to find open-access to collections of very-large images for
testing data structure, methods and algorithms that have been proposed.
Solution:
Some images from the NASA image gallery have been used for testing the
developed methods and algorithms developed. Also, some high-resolution
digitized images from scanners have been used.
7.4. Future work
Currently, the proposed system prototype is capable of storing very large
images. A possible extension of the system and the data-structure is to adapt
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them for storing image sequences. These image sequences could be seen as three-
dimensional images where the third dimension is referred, for example, to the
time such as in videos, or to the space as in digital tomography.
Also, the multi-agent system could be upgraded for creating a 3-D projection
streaming system where each agent sends relevant data contained in its database.
Thus, the client will receive data from several different agents and it will be able
to reproduce 3-D sequences. This extension would be similar to peer-to-peer (p2p)
television channels in the Internet.
The prototype created in this thesis is capable of regenerating the original
image from the stored region information. However, it is not always necessary
to rebuild the original image. In order to reduce the time needed for visualizing
images, some concepts from Geographical Information Systems, such as pyra-
midal representation, could be implemented. Following this line of work, pixel
representation and storage in the data-structure could be optimized in different
ways, such as: (i) deleting pixels belonging to the image background (or simply,
not storing them); (ii) changing the current raster representation of regions and
use a vectorial representation instead, for reducing the amount of data stored
and speeding up region visualization; and (iii) storing in the database only those
regions that accomplish some pre-defined patterns or restrictions, limiting this
way the amount of regions stored in the system.
Although the data structured has been created mainly focused in supporting
graph-based methods mathematical morphology, it could be used for developing
and applying other new filters on very-large images, such as, for example lineal
filters, or pixel-level mathematical morphology filters.
Regarding database insertion optimization, some new database paradigms like
object oriented databases or XML databases could be tested. Some comparisons
exist, that intend to demonstrate that, when storing objects from object-oriented
programming languages, object-oriented databases are generally faster than tra-
ditional relational databases (jpab, 2011). Thus, a possible upgrade of the sys-
tem could be adapting the data-structure and implementing it inside an object-
oriented database for using it from Java (for example using hibernate). After
that, a performance comparison could be made between different data structure
implementations (relational versus object-oriented).
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When talking about Cloud Computing and transferring private information
over the Internet, questions about security commonly appear. Some of those issues
are legal, and they often vary for each country.
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Anexo A : Implementacio´n de un
portal web como cliente del
servicio de Cloud Computing
Con el fin de ofrecer a usuarios finales el acceso al sistema de administracio´n de
ima´genes de gran taman˜o, se ha creado un interfaz gra´fico basado en la tecnolog´ıa
web. Como se ha comentado en la seccio´n anterior el servicio software de Cloud
Computing es privado, por lo que so´lo pueden acceder al e´l, a trave´s del interfaz
gra´fico, aquellos usuario con clave en el sistema, como se muestra en la figura 1.
Una vez que un usuario se ha autenticado, se le ofrece el poder utilizar el
sistema multi-agente de almacenamiento y procesamiento de ima´genes de gran
taman˜o, a trave´s del servicio software de Cloud Computing. El primer paso para
usar el sistema es introducir sus ima´genes en el servidor del interfaz gra´fico. El
usuario puede subir sus ima´genes a trave´s de un formulario (en la parte superior
del listado en la imagen 2) o si tienen un taman˜o demasiado grande, a trave´s de
una conexio´n sftp. El usuario autenticado puede ver el listado de sus ima´genes y
puede eliminarlas o pedir que sean procesadas para ser introducidas en el sistema
multi-agente, y por lo tanto, en la estructura de datos distribuida. En la figura
2 se puede ver el listado de ima´genes subidas por un usuario y los botones de
eliminar y procesar (a la derecha del nombre de las ima´genes).
El usuario tambie´n puede obtener el listado de todas las ima´genes que ha
almacenado en el sistema multi-agente. Dichas ima´genes ya esta´n insertadas en
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Figura 1: Pantalla de inicio para entrar al servicio de administracio´n de ima´genes
de gran taman˜o.
la estructura de datos desarrollada y esta´n listas para aplicarles algu´n filtro u
operacio´n. Un listado de ima´genes almacenadas de ejemplo se muestra en la figura
3.
Las ima´genes que ya esta´n introducidas en el sistema pueden ser accedidas por
medio del listado mostrado en la imagen 3. Accediendo a una imagen concreta, se
da la posibilidad de aplicar los filtros y operaciones disponibles sobre la imagen
en el sistema.
As´ı mismo, se obtiene toda la informacio´n de las sub-ima´genes componen la
imagen, do´nde se encuentran almacenadas y se muestran dichas sub-ima´genes.
Tambie´n se obtiene informacio´n de los filtros y operaciones que se han efec-
tuado sobre la imagen, mostrando los tiempos de ejecucio´n de los filtros en los
distintos agentes.
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Figura 2: Ima´genes que el usuario ha introducido en el sistema pero que esta´n
au´n sin procesar.
Figura 3: Ima´genes que han sido procesadas y almacenadas distribuidamente en
el sistema.
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Figura 4: Descripcio´n de la imagen de usuario y posibles operaciones a ejecutar
sobre ella.
Figura 5: Conjunto de sub-ima´genes que componen la imagen original.
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Figura 6: Desglose de tiempos de ejecucio´n de la imagen.
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