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Abstract 
Space-Time Finite Element Computation of the 
Aerodynamics of Flapping Wings 
by 
Bradley J. Henicke 
The details of the aerodynamics of flapping flight continue to pose a consider-
able challenge to a complete understanding of flight. Advanced computational fluid 
mechanics technology coupled with experimental data offers a unique perspective 
into these aerodynamics. The difficulty of computing such complex aerodynam-
ics is mostly related to the presence of moving and deforming solid surfaces. The 
finite element method with the Deforming-Spatial-DomainjStabilized Space-Time 
(DSD jSST) formulation, which was developed by the Team for Advanced Flow Sim-
ulation and Modeling for the computation of flow problems involving moving bound-
aries and interfaces, is well-suited for this type of problem. The DSD jSST method 
is further enhanced with a variational multiscale turbulence model and other special 
techniques, which were developed in the context of the DSD jSST method for flapping 
flight computations and involve temporal NURBS basis functions. These techniques 
are applied to the computation of locust flapping flight, where the prescribed motion 
and deformation of the wings are based on digital data extracted from wind tunnel 
experiments. This forms a foundation upon which further study may reveal additional 
insight into flapping flight aerodynamics. 
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Chapter 1 
Introduction 
Inspiration from nature offers tremendous potential for innovation in many fields, 
including flight. In nature, flight is often achieved by means of flapping wings, which 
has fascinated man for much of history; one may be reminded of the mythological 
story of Icarus who achieved winged flight-though his flying exploits were admit-
tedly short-lived. This curiosity, however, is more than simply a fleeting thought; 
rather, as noted by Wu, such curiousity is essential to the "formation of sound phys-
ical conceptions, successful developments of required mathematical tools, and novel 
engineering" [84]. 
While such curiousity is important, today's technology has made the need for 
a broader knowledge of nature's means of flight more immediate. Such knowledge 
is now directly applicable to the development of micro air vehicles (MAVs), which 
are defined as air vehicles that have no length dimension greater than 15.24 cm and 
an approximate gross takeoff weight of 200 g or less [36]. According to Mueller, 
MAVs have the capability of accomplishing special, limited-duration military and 
civil missions that would be impractical for larger aircraft; MAVs may even assist 
with hostage rescue and counter-drug operations [34]. The design of these vehicles 
poses a new set of obstacles, which may potentially be overcome by learning from 
nature. 
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Though much knowledge has been gained about flapping flight, the means by 
which in-flight collision is avoided in nature remains an area of ongoing research. 
To avoid collisions, a flying insect or other animal must not only sense the pending 
stimulus, but it must also respond appropriately in a very short period of time. In 
addition to MAV applications, enhancing our knowledge of this behavior may lead 
to advancements in other aerospace and biomedical applications, such as artificial 
vision. 
The collision avoidance response is quite complex in that it must bridge the neural 
and muscular systems to produce mechanical and thus, aerodynamic effects. Studying 
collision avoidance, therefore, necessitates a highly-integrated approach if we hope to 
gain a further understanding of in-flight collision avoidance behavior. Working in col-
laboration with the Baylor College of Medicine (BCM) and the University of Arizona, 
the Team for Advanced Flow Simulation and Modeling (T* AFSM) is using computa-
tional fluid mechanics to better understand the mechanical and aerodynamic aspects 
of collision avoidance behavior. Specifically, this computational analysis is based on 
the Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST), which was intro-
duced by T*AFSM for flow problems with moving boundaries and interfaces and 
has been applied to a 3D computation of flow past a pair of flapping wings [33]. 
For improved accuracy, T*AFSM has recently developed a number of improvements 
to this formulation. These improvements include the addition of an advanced turbu-
lence model, which is a space-time version of the residual-based variational multiscale 
method (VMS), and an increase in polynomial power for the basis functions of the 
spatial discretization and time integration through the use NURBS. 
Prior to delving further into the details of the computational method, it is worth-
while to review flapping flight aerodynamics and the broader context of this research 
effort. These reviews will be covered in Sections 1.1 and 1.2. Additionally, for the 
reader who may be unfamiliar with NURBS, an overview of NURBS and associated 
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terminology is provided in Section 1.3. 
1.1 A Brief Introduction to Flapping Flight 
Even the reader who is being introduced to flapping flight for the first time may 
be familiar with the well-known story that has circulated since at least the 1930s 
of the aerodynamicist who "proved" over a dinner conversation that a bumblebee is 
incapable of flight. The aerodynamicist's quick calculations were based on the as-
sumption that the bee's wings would behave like smooth, flat plates at low Reynolds 
numbers over which flow is likely to separate early due to its laminar nature, generat-
ing insufficient aerodynamic forces for flight. As when first proposed, life experience 
should quickly cause one to question the outcome of this "proof," and there now 
exists a much better understanding of flapping flight that disproves the validity of 
these assumptions [32]. Nevertheless, this story illustrates an important point re-
garding flapping flight: flapping flight is more complex than it may initially seem. 
Despite this complexity, a basic understanding of the subject may still be acquired 
by reviewing the results of previous research. 
It should be noted that this section is not meant to serve as an extensive review 
of the flapping flight aerodynamics. Entire books have been written on this topic and 
an attempt to provide a comprehensive review would not be appropriate here. Thus, 
this section is meant to provide only a basic working knowledge of flapping flight to 
better understand the content of this thesis. The remainder of this section is largely 
a summary of Chapter 4 in [4]. For a more information, the reader is encouraged to 
refer to this book or another one of numerous other works available on this topic. 
For simplicity, let us begin by restricting this discussion to the case of steady, level, 
unaccelerated flight of an animal capable of flapping flight. In this case, the flapping 
wing must generate both a lift force to oppose the force of gravity and thrust to oppose 
the drag force caused by the animal's motion through the air. This differs from most 
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fixed-wing aircraft, where in general terms, the lift force is generated by the wings 
and the thrust is generated by one or more engines, and such an integrated approach 
to flight suggests that the wing motion is much more complicated than a simple up-
and-down flapping. A trace of wingtip motion relative to the body will reveal that 
this motion varies significantly among different animals. Upon further examination, 
it can also be observed that the wing is not, in fact, a flat plate; instead, the wing 
generally deforms throughout the motion of a single flap cycle. Moreover, the relative 
wind felt at a point on the leading edge of the wing is also a combination of the 
wind due to the animal's forward velocity and the velocity due to the wing's flapping 
motion. 
The motion of a single flap cycle can be further divided into a downstroke and 
an upstroke. The downstroke, when the wing is moving down and forward, generally 
produces most of the lift and thrust. During this part of the cycle, the section of the 
wing near the body tends to produce more lift while the tip produces more thrust 
due to the varying angle of attack and relative wind across the span. The degree to 
which lift and thrust are generated on the upstroke (when the wing moves up) varies 
by animal. In general, however, the downstroke motion and deformation are different 
from that of the upstroke. 
It is also important to consider the flight regime of these animals and the effects 
of unsteady aerodynamics. Flapping flight generally occurs at relatively low speeds 
with fairly small length scales; thus, the Reynolds number of a bird is much lower 
than that of modern transport airplanes. In addition to the kinematic differences of 
flapping £light, this lower Reynolds number results in potentially different flow behav-
ior compared to most aircraft. Previous research has also suggested the importance 
of unsteady aerodynamic effects, such as the clap-fling mechanism and dynamic stall. 
The clap-fling mechanism, which is attributed to Weis-Fogh in [4], helps to overcome 
the Wagner effect, or the initial delay in lift production. The wings are clapped to-
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get her at the end of the upstroke and then are peeled apart beginning at the leading 
edges to start the downstroke. Air rushing between the wings creates a bound vortex 
and results in almost immediate lift production. Rotational dynamic stall generally 
occurs when the wings quickly rotate to higher angles of attack. Similarly, in the case 
of translational dynamic stall, the wing begins the flapping motion at an angle much 
greater than its stall angle. These effects result in much greater, albeit transient, 
aerodynamic force generation, and it is expected that they play an important role in 
collision avoidance maneuvers. 
1.2 Project Overview 
While many species exhibit flapping flight in nature, the locust has been selected as 
the subject of this collision avoidance behavior study. The locust, which can be seen 
in Figure 1.1, is readily-available, possesses strong flying skills as noted in [80] and 
has previously served as the subject of well-documented experiments. For this study, 
the locusts' ability to fly in large swarms is also important, which can be seen in 
Figure 1.1. 
Figure 1.1: Sketch of a locust and photograph of a locust swarm from [19, 31]. 
The locust possesses two sets of wings, designated the hindwings and forewings, 
that are each capable of wide range of motion and simultaneous deformation during 
flight. Wing deformation, particularly in the hindwing, is also not trivial in that it 
varies along the chordwise and spanwise-directions of the wing and is time-dependent. 
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Additionally, a phase-lag exists between the motion of the hindwing and forewing. 
The locust's forewing and hindwing can be seen in Figure 1.2. 
Figure 1.2: Photograph of locust forewing and hindwing from [37]. 
In 1956, Weis-Fogh and Martin Jensen published an extensive study of locust 
flight [82, 80, 27, 81]. In their study, they concluded "neither the kinematics nor 
the dynamics are sufficiently well known to permit a theoretical treatment of the 
energetics of natural flapping flight" [82]. Since that time, a number of studies have 
been conducted through which we have gained a better understanding of locust flight. 
More recently, Wootton et al. and Herbert et al. conducted experimental and com-
putational studies to better understand the structure and function of the locust hind-
wing [83, 20]. Walker et al. studied locust wing kinematics and deformation to better 
understand the importance of these characteristics [79]. In 2009, Young et al. used 
experimental data in computations to study locust straight-flight behavior. In this 
study, it was shown that "the details of insect wing topography and deformation are 
important aerodynamically" [85]. Photos of wind tunnel smoke visualizations from 
this study, which clearly show vortex structures in the wake of the locust, can be seen 
in Figure 1.3. The nature of the collision avoidance response requires an integrated 
approach for which a collaborative research effort is appropriate. Experimentation 
is being conducted at the University of Arizona and the Baylor College of Medicine. 
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Figure 1.3: Wind tunnel smoke visualizations of locust flight from [1 , 35]. 
Efforts at the University of Arizona, led by Dr. Sergey Shkarayev, focus on the 
aerodynamics of straight flight; meanwhile, efforts at the Baylor College of Medicine, 
led by Dr. Fabrizio Gabbiani, focus on the linked neurological and aerodynamic 
aspects of collision avoidance behavior. T* AFSM at Rice University is using the 
data collected by the other collaborators to conduct computational fluid mechanics 
simulations to better understand these behaviors. This National Science Foundation 
research project , entitled "Collaborative Research: Integrated Analysis of In-Flight 
Collision Avoidance Systems," began in September 2009. 
The potential for asymmetric motion and deformation in the collision avoidance 
response contributes additional complexity to these simulations. Thus , prior to study-
ing collision avoidance behavior , T* AFSM had to first construct and validate a flap-
ping flight computational model. Based on previous research, it is clear that a reliable 
means of replicating wing motion and deformation is crucial for achieving an accu-
rate fluid dynamics simulation from which conclusions regarding locust flight may 
be drawn. While simple mathematical models may be used to describe the motion 
and deformation of the wings, they are quite difficult to generate at the desired level 
of accuracy. Therefore, even for initial testing , it is preferable to use experimental 
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data to describe wing kinematics. Additionally, using experimental data as an input 
to computational simulations represents an effort to integrate the experimental and 
computational fields of research in aeronautics. 
For generating the computational model and testing of techniques, T*AFSM cre-
ated test cases based on experimental data provided by collaborators at the Baylor 
College of Medicine. Although the gathering of experimental data is largely under 
the purview of our collaborators, it is useful to provide an overview of the source of 
this data as it contributes directly to the degree to which the simulations accurately 
represent locust flight. Experimental data is acquired by placing a live locust, which 
has been collected from the wild, in a low-speed wind tunnel using a tether system. To 
simulate forward flight, the velocity of the wind tunnel is then increased to 2-5 m/s 
during which time the locust begins flapping. A tether system is used, which includes 
a counterweight and allows for 6-degree-of-freedom motion. However, to collect the 
data to be used in simulations, a rigid tube is added to the tether system for increased 
stability keeping the locust in the camera field of view. Two high-speed video cameras 
placed above the tunnel record the motion of the wings at 500 frames/so Based on 
the data collected from these cameras, the movement of tracking points on the locust 
in 3D space can be attained using a process known as photogrammetry. Additional 
smoothing may be applied to the data prior to its being provided to T*AFSM for 
simulations. This data forms the basis of the computational efforts presented in this 
thesis. 
1.3 A Brief Introduction to NURBS 
As discussed in Section 1.2, previous research has shown the importance of wing 
kinematics and deformation in accurately simulating locust flight. Thus, an accurate 
representation is also essential to obtaining an accurate fluid dynamics simulation 
based on a prescribed motion of the wing structure. Non-uniform rational B-splines, 
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or NURBS, are one tool that can be used to obtain an accurate prescribed motion 
in flow computations. Although NURBS have existed for some time, their use in 
analysis, such as in computational mechanics, is relatively new and is currently being 
advanced in the developing field of isogeometric analysis. 
Similar to the preface given in Section 1.1, this section is not meant to serve as 
an exhaustive explanation of NURBS. The interested reader is encouraged to seek 
additional information from the many books and papers, such as [23, 9, 8, 11, 18], 
published on the topic. The information presented in this section is largely a summary 
of Section 1.4 and Chapter 2 of [18]. Despite the limited nature of this summary, it 
should still prove useful to the reader as an introduction or review of NURBS and 
associated terminology. 
NURBS have historically been used to create representations of geometric objects 
and perhaps it is in this context that they may be most easily introduced. Let us 
begin by assuming a geometric object, such as a curved surface, exists for which there 
is a need to create a model. This model may be created by defining the location of 
points on the surface of that object, connecting those points, and interpolating to 
create a continuous surface. If the original object existed in 2D, such as in the case of 
the curved surface, and linear interpolation functions are employed, then the model 
is a faceted surface where the accuracy with which the model represents the original 
object is partly determined by the number of points used. While this representation is 
often times only an approximation, the geometric object may be represented exactly 
using far less points using NURBS. NURBS offers a number of advantages in terms of 
continuity, refinement, and increased accuracy as demonstrated in [18]. However, the 
means by which this model is generated using NURBS may seem less straightforward. 
A basic understanding of NURBS must also include an introduction to NURBS 
terminology. In NURBS, an object is defined by control points. However, these con-
trol points in many cases do not lie on the surface of the object meaning they are not 
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interpolatory. The control mesh connects and interpolates the control points. Each 
control point also has an associated weight that may be thought of as representing the 
effect on the surface of that particular control point . If all control points are equally 
weighted, then the representation is referred to as a B-spline, or Bezier-spline, rather 
than a NURBS representation. The representation defined by the control points can 
be divided by knots which appear as points , lines or surfaces in 1D, 2D or 3D, respec-
tively, and the area between the knots is known as the knot span. The set of knots 
in one parametric direction is called the knot vector. Multiple sets of control points , 
or patches, appear as rectangles in 2D and cuboids in 3D and may be combined to 
represent more complex shapes. These terms are illustrated for a multiple patch, 
quadratic B-spline surface in Figure 1.4. 
Figure 1.4: Two quadratic B-spline surface patches (blue and green) in physical space 
with knots (orange) as defined by control points (red), which also define the cont rol 
mesh (black). Note: Additional space added between patches for emphasis. 
In the interest of simplicity, these terms have been described in physical space, but 
the reader should also be aware that there exists a corresponding parameter space and 
index space. A few additional concepts should be introduced for which the existence 
of parameter space must be established. The interpolation of the control points occurs 
in parameter space with basis functions of polynomial order, p. Knots, though they 
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may be represented in physical space, are defined in parameter space where they may 
be repeated thereby increasing that knot's multiplicity, m. An entry appearing twice, 
for example, in the knot vector is said to have a multiplicity of 2. Continuity of the 
basis functions, one of the previously mentioned advantages of NURBS, is a function 
of both p and m. Within the knot spans, the basis functions are COO-continuous, but 
across knots, the basis functions are only Cp-m-continuous. 
To illustrate, this means that second-order basis functions, which are also referred 
to as quadratic basis functions, are C1-continuous (C2- 1 ) across knots, or continu-
ous on the function and its first derivative. If a knot is repeated, thereby appearing 
twice in the knot vector, then the function is only C°-continuous (C2- 2 ) and con-
tinuity is only retained on the function-all derivatives are discontinuous. However, 
if repeated three times, the second-order basis functions are fully discontinuous, or 
( C-1 )-continuous, and that makes a patch boundary. 
It is possible to insert additional knots and change the location and number of 
control points in such a way that it does not change the representation of the surface. 
This is in contrast to a faceted surface where including additional points may make 
the surface approximation closer to the original geometric object but will also change 
the representation of that surface. Although limited in scope, the reader should now 
have a sufficient NURBS background as it relates to the content of this thesis. 
1.4 Content Overview 
The following chapters will present the work completed on this project to date. 
Chapter 2 presents the problem in terms of the applicable governing equations 
and the finite element formulation, The DSD /SST formulation is presented with a 
VMS turbulence model, which is used in these computations. 
Chapter 3 discusses the various special modeling techniques developed for this 
problem, namely a NURBS-based temporal interpolation and the Simple-Shape De-
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formation Model (SSDM). 
Chapter 4 provides the relevant details of a preliminary computation, including 
setup and results. 
Chapter 5 presents a computation with improved temporal representations. 
Chapter 6 describes a test computation demonstrating a flapping wing computed 
using NURBS for both temporal and spatial representations. 
Chapter 7 proposes conclusions which may be drawn. 
Chapter 2 
Governing Equations and Finite 
Element Formulations 
The study of flapping flight aerodynamics is fundamentally a fluid and structural 
mechanics problem. Specifically, it is a fluid-structure interaction (FSI) problem, 
where the air, a fluid, flows over the locust's wings and body, a structure. In this 
study, the motion of the structure is prescribed from experimental data, which allows 
the fluid mechanics and structural mechanics aspects of the problem to be decoupled. 
The problem is, therefore, reduced to a fluid mechanics problem governed by the 
Navier-Stokes equations. It should be noted, however, that the process of accurate 
structural motion reconstruction is far from trivial, and it will be covered in detail in 
Chapter 3. 
This chapter begins by presenting the governing equations of fluid mechanics ap-
plicable to this problem in Section 2.1. Next, the DSD/SST formulation with the 
VMS turbulence model is described in Section 2.2. Section 2.3 closes this chapter 
with a discussion of the new generation space-time formulations used in these com-
putations. This information is presented almost entirely as it appears in [49] where 
it was first introduced. 
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2.1 Fluid Mechanics Equations 
The governing equations of fluid mechanics applicable to this problem are the N avier-
Stokes equations of incompressible flow. Let Ot c lRnsd be the spatial domain with 
boundary f t at time t E (0, T). The subscript t indicates the time-dependence of the 
domain. The Navier-Stokes equations of incompressible flows are written on Ot and 
\:It E (0, T) as 
p(: +v.(uu)-r) -V·tT - 0, 
V· u - 0, 
(2.1) 
(2.2) 
where p, u and r are the density, velocity and the external force, respectively. The 
stress tensor tT is defined as tT(p, u) = -pI + 2J.tE( u), with e( u) = ((V u) + (V u l) /2. 
Here p is the pressure, I is the identity tensor, J.L = pv is the viscosity, v is the 
kinematic viscosity, and e(u) is the strain-rate tensor. The essential and natural 
boundary conditions for Eq. (2.1) are represented as u = g on (ft)g and n· tT = h on 
(ft)h, where (ft)g and (ft)h are complementary subsets of the boundary ft, n is the 
unit normal vector, and g and h are given functions. A divergence-free velocity field 
uo(x) is specified as the initial condition. 
2.2 DSD /SST Formulation of Fluid Mechanics 
The DSD/SST method introduced in [53, 57, 58, 54] may be applied to a variety 
of problems. These problems include computations of flows governed by the Navier-
Stokes equations, which are given for incompressible flows in Section 2.1, with moving 
boundaries and interfaces. The DSD /SST method was applied to a variety of prob-
lems including free-surface and two-fluid flows, fluid-structure and fluid-particle in-
teractions, and flows with mechanical components in fast, linear or rotational relative 
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motion (see, for example, [53, 57, 58, 51, 12, 33, 5, 28, 13, 29, 52, 41, 54, 67, 72, 73, 56, 
63,62,74,65,64,66,39,75,68,76,42,45,70,77,78, 71,47,46, 50, 69,49,44,48]). 
As stated in [43], the space-time computations in the DSD /SST method are car-
ried out for one space-time "slab" at a time, where the "slab" is the slice of the 
space-time domain between the time levels nand n + 1. While the basis functions 
are continuous within a space-time slab, they are discontinuous from one space-
time slab to another. The formulation uses the Streamline-Upwind/Petrov-Galerkin 
(SUPG) [14] and Pressure-Stabilizing/Petrov-Galerkin (PSPG) [53,59] stabilizations. 
New generation DSD /SST formulations, with emphasis on increasing the robustness 
and lowering the computational cost, were introduced by the T*AFSM in [62]. 
This section begins by describing the space-time variational formulation with the 
VMS turbulence model used in these computations in Section 2.2.1. After discussing 
scale separation in 2.2.2, the DSD /SST formulation is extended to arrive at the VMS 
DSD /SST formulation in Section 2.2.3. A comparison of the final VMS formulation 
to the original formulation is also provided in Section 2.2.3. The sections that follow 
are nearly identical to those presented in [49]. 
2.2.1 Space-time variational formulation 
A space-time variational formulation of incompressible flows (see for example [53, 57, 
58, 54]) is written over a sequence of N space-time slabs Qn, where Qn is the slice 
of the space-time domain between the time levels tn and tn+1, and Pn is the lateral 
boundary of Qn. The trial and test function spaces are denoted for the velocity and 
pressure as u E Su, P ESp, W E Vu and q E Vp. Deriving the variational formulation, 
starts with multiplying Eqs. (2.1) and (2.2) with the corresponding test functions, 
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integrating them over Qn, and setting it equal to zero: 
1 w· p (':;; + V . (uu) - f) dQ - 1 w· V . udQ 
Qn Qn 
+ r qV. udQ = O. (2.3) JQn 
All the terms are integrated by parts except for the external force and enforce the 
essential (i.e. strong Dirichlet) and natural boundary conditions over (Pn)g and (Pn)h' 
the complementary subsets of Pn . That gives us the following variational formulation: 
find u E Su and p E Sp such that 'V wE Vu and 'V q E Vp 
r w~+1 . pU~+1 dO - r w~· pu~ dO Jnn+l Jnn 
- r aw. pudQ _ r (w . pu)(n . v) dP 
J Qn at J(Pn)h 
+ r (w.pu)(n.u)dP- r Vw:puudQ 
J(Pn)h J Qn 
-1 W· pfdQ - r w . hdP + 1 e(w): udQ 
Qn J(Pn)h Qn 
+ r qn. udP - r Vq· udQ = 0, (2.4) Jpn JQn 
where the notation (.);;- and (.);t denotes the values at tn as approached from below 
and above, and v = : is the velocity of the spatial-domain boundary. 
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2.2.2 Scale separation 
In the variational multiscale techniques [22, 25, 26, 7] the "coarse-scale" and "fine-
scale" are separated as follows: 
Su - I (2.5) - Su EElSu, 
Sp - I Sp EEl Sp, (2.6) 
Vu - I Vu EEl VU' (2.7) 
Vp - Vp EEl V;. (2.8) 
The coarse-scale part of Eq. (2.4) is written as follows: 
r w~+1 . pu~+ldn - r w~. pu~dn 
Jnn+l Jnn 
-1 Ow. pUdQ - r {w . pu)(n . v) dP 
Qn at J(Pn)h 
+ r (w. pu) (n· u) dP - r Vw: puudQ 
J(Pn)h J Qn 
- r W· pfdQ - r w . hdP + 1 e{W): udQ 
J Qn J(Pn)h Qn 
+ r qn· udP -1 Vq· udQ = O. (2.9) Jpn Qn 
From [22, 25, 26, 7], the fine-scale solutions are represented by the strong-form 
residuals of the coarse-scale: 
I 7M ( __ ) 
u - --rM U,p , 
P 
p' -pvcrc (u), 
(2.10) 
(2.11) 
where 
rM(u,p) - p(~~ +U.VU-f) +Vp 
-2V· p,e(u) , 
re (u) V· u, 
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(2.12) 
(2.13) 
and 1"M and lie are stabilization parameters measured in units of time and kinematic 
viscosity, respectively. 
Remark 1 More on the fine-scale approximation in conjunction with the Green's 
opemtor can be found in [22, 25, 26, 7]. 
2.2.3 VMS DSD /SST formulation 
As previously noted, in the DSD/SST method [53, 57, 58, 54, 62], the space-time 
finite element interpolation functions are continuous within a space-time slab, but 
discontinuous from one space-time slab to another. The finite-dimensional trial and 
test functions spaces for the velocity and pressure are denoted as u h E (S~)n' ph E 
(S;)n' w h E (V~)n and qh E (V;)n. 
Fine-scale discretization 
The fine-scale solutions are evaluated over each element from Eqs. (2.10) and (2.11) 
with u h E (S~)n and ph E (S;)n: 
u' _ - 1"MrM (uh,ph) , 
p 
p' -pllere(uh). 
(2.14) 
(2.15) 
Remark 2 When the polynomial order of the shape functions is less than two, the 
last term in Eq. {2.12} vanishes. 
19 
There are various ways of defining TM and Ve. For TM in this thesis, the following 
definition is used: 
TM = T SUPG , (2.16) 
where TSUPG comes from [54], specifically the definition given by Eqs. (107)-(109) 
in [54], which can also be found as the definition given by Eqs. (7)-(9) in [62]. For 
Ve, the V LS1C definition is considered as given in [62]: 
where v h is the mesh velocity, and the definition from [6]: 
where 
Gij = I: O~k O~k, 
k=l OXi OXj 
(2.17) 
(2.18) 
(2.19) 
and ~ is the vector of element coordinates. In our computations the stabilization 
parameters are evaluated at ~ = O. For more ways of calculating TSUPG, see [60, 2, 54, 
55, 3, 56, 38, 15, 16, 21, 17]. 
Remark 3 The TSUGN12 component of the TSUPG definition given by Eqs. (107)-(109) 
in [54] is the space-time version of the original definition in [61]. These definitions 
sense the order of the interpolation functions in addition to the element geometry. 
While some T definitions do this, others do not. The definitions in Sections 3.3.1 and 
3.3.2 of [40], for example, are among those that do not. 
Remark 4 Remark 3 is also applicable when the interpolation functions are NURBS 
functions. This includes classical p-refinement and also k-refinement, except when 
used in conjunction with periodic B-splines. 
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Remark 5 In meshes made of NURBS, for quadrilateral (or hexahedral) elements 
that degenerate to triangles (or tetrahedra), we calculate TSUGNlS, TSUGNI when applica-
ble, and "hRGN" embedded in the TSUGN3 definition in a special way. Instead of letting 
the sum of the magnitudes involved in the expression degenerate, we first add together 
the basis functions associated with the coalescing control points, and then apply the 
expression using the modified basis functions. In other words, we do not degenerate 
the expression, but instead apply the expression to the degenerated basis functions. 
This special way is applicable also in the context of finite element meshes. 
Coarse-scale discretization 
Spatially discretized version of Eq. (2.9) is written as follows: find u h E (S~)n and 
ph E (S;)n such that 'V w h E (V~)n and 'V qh E (V;)n: 
r (wh)~+1' p ((uh)~+1 + (u')~+1) dO Jnn +l 
- r (wh)~. p ((uh)~ + (u')~) dO Jnn 1 awh (h ') - _'pu +u dQ Qn at 
+ r (wh.p(Uh+u')) (nh.(uh+u'-vh))dP 
J(Pn)h 
-1 Vwh : p(uh + u')(uh + u')dQ -1 w h . pfhdQ 
Qn Qn 
- r w h . hhdP + 1 e(wh): (tT(ph, u h) + tT') dQ 
J(Pn)h Qn 
+ r qhnh. (uh + u')dP Jpn 
- r Vqh. (uh + u')dQ = O. JQn (2.20) 
Here u' = tT - tTh is introduced temporarily. The fine-scale solution is set to zero at 
the spatial and temporal boundaries, and then the assumption e(wh ) : 2J.LVu' = 0 
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(see [26, 24]) is applied to obtain the following form: 
Comparison with the original DSD /SST formulation 
The terms in the formulation given by Eq. (2.21) can be further rearranged to compare 
it with the original DSD /SST formulation (with the advection term retained in the 
conservation-law form) and obtain the following: 
(2.22) 
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Here each Qn is decomposed into elements Q;, where e = 1,2, ... ,(nel)n. The sub-
script n used with nel is for the general case where the number of space-time elements 
may change from one space-time slab to another. 
Remark 6 The last two terms correspond to the Reynolds stress and cross-stress, 
respectively. This formulation is called DSD/SST- VMST (i.e. the version with the 
variational multiscale turbulence model). 
Remark 7 If the last two terms are excluded, the formulation is the same as the 
original DSD/SST formulation (with the advection term retained in the conservation-
law form) under the conditions that'TpsPG = 'TSUPG and Vc = VLSW. The 6th and 7th 
terms are the SUPG/PSPG and LSIC (least-squares on incompressibility constraint) 
stabilization terms, respectively. This is named DSD/SST-SUPS (i.e. the version 
with the SUPG/PSPG stabilization). 
Remark 8 One of the main differences between the ALE and DSD/SST forms of the 
variational multiscale method is that the DSD/SST formulation retains the fine-scale 
time derivative term ~' Ie. Dropping this term is called the "quasi-static" assumption 
(see [1 OJ for the terminology). This is the same as the WTSE option in the DSD/SST 
formulation (see Remark 2 of [62]). It is believed that this makes a significant differ-
ence, especially when the polynomial orders in space or time are higher (see Section 
6 of {49J}. 
2.3 New Generation Space-Time Formulations 
The flapping flight computations in this thesis utilize the new generation space-
time formulations, namely the formulations' extension to NURBS. Thus, from the 
DSD/SST-VMST formulation, it is useful to show the extension of these formulations. 
The information in this section is nearly the same as it is presented in [49]. For more 
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information, such as the results of stability and accuracy analysis, the interested 
reader should see this reference. 
New generation DSD /SST formulations, with emphasis on increasing the robust-
ness and lowering the computational cost, were introduced by the T*AFSM in [62]. 
The new versions were named "DSD/SST-SP", "DSD/SST-TIP1" and "DSD/SST-
SV" to differentiate them from the original version introduced in [53, 57, 58], which 
was named "DSD/SST-DP" in [62]. In this section, additions to the new-generation 
space-time formulations developed in [62] are introduced, mainly the extension to 
the space-time formulations with NURBS, and the original DSD/SST formulation 
(Le. DSD/SST-DP) is redeployed. A space-time basis function can be written as a 
product of its spatial and temporal parts: 
a = 1,2, ... ,nen , 
a = 1,2, ... ,nent, (2.23) 
where () E [-1, 1] is the temporal element coordinate, and nen and nent are the 
number of spatial and temporal element nodes (see Figure 2.1 for an example of 
temporal basis functions). In general, the values 
lim q} (t), 
t-+t;;: 
lim c/>h (t) , 
t-+t;t 
(2.24) 
(2.25) 
do not need to be equal to C/>~~i and c/>~ (coefficients of the basis functions T;::"'it and 
T~). However, for the test cases considered in [49], the basis functions are interpola-
tory at () = -1 and () = 1 and therefore c/>:;; = C/>~~i and c/>"i; = c/>~. 
While all components (i.e. unknowns) and the corresponding test functions are 
discretized with the same set of spatial basis functions N a , they may be discretized 
with different sets of temporal basis functions T" where ( indicates the component. 
/ 
/ 
/ 
/ 
'" 
'" 
.... 
.... 
, 
, 
, 
, 
Figure 2.1: Example of temporal basis functions. 
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Another mapping, 8((8) E [-1 , 1], is introduced for representing the temporal func-
tions , where 8( (8) is a strictly increasing function. The generalized space-time basis 
function for the element indices (a, a) can then be rewritten as follows: 
(NC:)( = rr (8((8)) Na (() . (2.26) 
For mesh motion, 8 (8) i=- 8 is allowed (see Section 5.1 of [49]). Prescribed and 
unknown variables can be represented over different space-time slabs because only 
there is only a need to supply the prescribed values at the integration points. Most of 
the time, higher-order basis functions can represent complex functions with a fewer 
number of control points. This is very helpful in decreasing the I/O intensity, such 
as in computations with the multiscale SCFSI techniques (see Section 3 of [49]) . 
Chapter 3 
Special Modeling Techniques 
To more accurately compute flapping flight aerodynamics, various special model-
ing techniques have been developed to supplement the DSD/SST-VMST formulation 
presented in Chapter 2. These special modeling techniques leverage the benefits of 
higher-order functions, such as NURBS, and were first discussed in [43]. Section 3.1 
describes a means of conducting temporal interpolation with NURBS, which is used 
in describing the prescribed motion of the locust. Section 3.2 provides a description of 
the SSDM, which can be used to convert experimental data into data suitable for pre-
scribed motion in a computation. Sections 3.3 and 3.4 further explain the application 
of temporal NURBS in mesh update techniques and fluid mechanics computations, 
respectively. Below is a discussion of these techniques that has been slightly-modified 
from the version in [43]. 
Recently there has been an even better understanding and articulation [50, 49] 
of the desirable features of the DSD/SST formulation as a moving-mesh technique. 
For example, as pointed out in [50, 49], using higher-order basis functions for the 
temporal representation in a space-time computation gives us better solution accu-
racy, and would be essential in getting full benefit out of using higher-order, such as 
NURBS [23, 9, 8, 11], basis functions in space. As also pointed out partly in [49], 
in the space-time flow computations, using NURBS basis functions for the tempo-
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ral representation of the motion and deformation of the solid surfaces and also for 
the motion and deformation of the volume meshes computed provides a better tem-
poral representation of the solid surfaces and a more effective way of handling the 
volume-mesh motion. 
3.1 Temporal Interpolation 
3.1.1 Time Representation 
As described in Section 5 in [49], NURBS basis functions can be used for both spatial 
and temporal discretization. The focus in this section is on the temporal part. Time 
t E (0, T) is represented with with pth order NURBS basis functions. The pth order 
NURBS basis functions R{:J (f3 = 0, ... , nc -1) are defined on the parametric space, 
which is defined by the open knot vector {'I?l' ... , 'l?nt}' where nc and 1tt are the 
number of control points and knots. Then, time t is represented as follows: 
nc-l 
t = L t~R{:J('I?), (3.1) 
(:J=O 
where t~ represents the temporal-control point. In the case of the space-time for-
mulation there is a mesh corresponding to each temporal-control point t~. Elements 
in the time direction and the element coordinate 0 E [-1, 1] are defined; another 
mapping 8(0) E [-1,1] is introduced with a strictly increasing function, which is 
also described in [49]. This element coordinate and the NURBS parametric space are 
related as follows: 
'I? = (1 - 8(O»'I?e+p+1 + (1 + 8(O»'I?e+p+2 
2 ' 
(3.2) 
where e represents the element index (e = 0,··· ne - 1, where ne is the number of 
elements). It is assumed that there is no knot multiplicity inside the knot vector, and 
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the following condition is satisfied: ne = nt - 2p - 1 and nc = nt - p - 1. The element 
local shape functions are defined as follows: 
(3.3) 
In the time interval of element e, t can be represented with the local shape functions 
as follows: 
p+l 
t (8 (0)) = L t~+a-lT: (8(0)). (3.4) 
a=l 
Remark 9 In the discussion above, 0 is used as the element coordinate within the 
corresponding temporal element; i. e. the coordinate for the numerical integration. 
The function 8(0) re-parametrizes the element coordinate. This adds flexibility to 
temporal representation, which is attractive in some cases. For example, an arc can be 
represented by NURBS, however, in this case, a constant speed cannot be represented 
on the arc. The re-parametrization allows for a constant speed on the arc (see Section 
3.1.5). 
3.1.2 Time Marching Problem 
Consider a set of NURBS basis functions that is being used in representing data 
that we will work with. Figure 3.1 shows an example. Starting from this, we can 
form a new basis set by knot insertion with the objective that all elements become 
patches as shown in Figure 3.2. After that, we can use this basis set in our space-time 
computation while representing exactly the data. 
Instead, we propose an alternative process that will have the same functionality, 
but without the need to explicitly represent the data we are working with using the 
new basis set. In that process, we simply form a new basis set where each element 
is a patch, and the data is represented in our formulation in terms of its own basis 
set. In general, the basis set that we simply form does not need to be the same as 
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the one that could be obtained by the process described earlier, but if it is, then the 
two processes result in equivalent solution methods. Figure 3.3 shows the new basis 
functions that we simply form. 
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Figure 3.1: Data represented with NURBS with the data and control variables (top) 
and the basis functions corresponding to each of the control variables (bottom). 
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Figure 3.2: Data represented with basis functions after knot insertion with data and 
control variables (top) and the basis functions corresponding to each of the control 
variables (bottom). 
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Figure 3.3: The data and control variables (top) with the simply-formed basis func-
tions for a given interval for the space-time computation (bottom). To integrate 
over the interval in the NURBS representation of the data, it is necessary to search 
for the corresponding element and parametric coordinate for the time t( 1)g) of each 
quadrature point 1)g, and interpolate the value from the data. 
the other through physical time t. With the function defined by Eq. (3.1), time t can 
be obtained from the parametric space '13. Here we consider the inverse functionality; 
i.e., t ~ '13. We find the parametric space coordinate as follows: 
1. Find the element e that is represented by the knot span (7Je+p+1 , 7Je+p+2)' The 
process requires only time values at each element boundary, and the element 
index e can be quickly obtained by using a binary search technique. 
2. Solve fJ for a given t by using Newton-Raphson iterations as follows: 
(3.5) 
where superscript "i" is the iteration counter, t(fJ i ) can be calculated from 
Eq. (3.4), and 
~ = Lt~+a-l _e_ ~. d 
I
i p+l dTa I de I 
dfJ a=l de 8((Ji) dfJ (Ji 
(3.6) 
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For the initial guess, 0° = 0 is used. 
3. Compute iJ from Eq. (3.2). 
3.1.3 Design of Temporal NURBS Basis Functions 
The previous section described how to find the parametric space value corresponding 
to physical time. In this section, some specific temporal representations are described. 
The time interval of the space-time slab is restricted for implementation conve-
nience and computational efficiency such that the time interval does not step over a 
time corresponding to a temporal knot. Thus, the supporting set of meshes during the 
time integration consists of only specific p + 1 meshes. Because of this requirement, a 
uniform element size, i.e. t(iJe+p+2 ) - t(iJe+p+1) = f:1t, where f:1t = ~, is convenient. 
Moreover, the following requirement may also be imposed: 
dt f:1t 
dO 2 (3.7) 
In the case of B-spline basis functions with the identical mapping 9(0) = 0, the 
condition expressed by Eq. (3.7) can be obtained by selecting the control points as 
follows: 
t!3 = t!3-1 + iJ!3+p+1 - iJ!3+1 T 
C C p(iJnt-iJd' (3.8) 
for f3 = 1, nc - 1 and t~ = o. 
3.1.4 Approximation in Time 
Let x~ be the sampling values of a time-varying spatial position vector XA at sampling 
times t S (8 = 0, ... , nsp - 1, where nsp is the number of sampling points). For 
example, XA could be the position vector for spatial node A, or it could be the 
position vector for a point on a surface geometry extracted from video data. For each 
A, we want to represent the path corresponding to the sampling points with NURBS. 
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Figure 3.4: NURBS representation for a time-varying spatial position vector. The 
circles are the spatial position vector at each sampling time. The squares are the 
temporal-control points, which represent the smooth curve. 
This serves two purposes: bringing smoothness to the temporal representation, and 
better representation accuracy for less control points. First , a linear finite element 
mesh is formed consisting of two-node elements. Then, the linear finite element mesh 
is translated to a NURBS representation using the following least-squares projection: 
(3.9) 
where R~ and x1 are the respective test function and NURBS representation in time 
and x1 is the linear representation in time. Thus , the control point x~ corresponding 
to each time control point t~ is obtained. Figure 3.4 is an example. 
Remar kID This is a simple projection. However) the concept is applicable to more 
complicated formulations to obtain smoother motion. 
3.1.5 An Example: Circular-Arc Motion 
Path Representation 
NURBS temporal basis functions would be useful in representing a particle path on 
a circular arc. Let us select as the origin the center of the circle to which the arc 
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Figure 3.5: A circular arc represented by quadratic NURBS. 
belongs. The particle travels from Xl to x3 , Ilxlll = IIx3 11 as shown in Figure 3.5. 
It is known that a circular arc can be represented exactly by three control points 
with quadratic NURBS basis functions (it is valid only for q < ~). The weights are 
WI = W3 = 1, and W2 = cosq, where 
cos2q 
r 
This results in the following temporal basis functions: 
and the control points are Xl, 
2 (( 1 + 8 2 ) + W2 (1 - 8 2)) , 
w2(1 - 8 2 ) 
(1 + 8 2 ) + W2 (1 - 8 2 ) ' 
(1 + 8)2 
2 (( 1 + 8 2 ) + W2 (1 - 8 2 )) . 
r Xl + x3 
W2 Ilxl + x3 11 
1 
-2 2 (Xl +x3 ) , 
w2 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
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and X3. Thus, the arc can be represented as follows: 
(3.17) 
Constant Angular Velocity 
First, by using Eq. (3.16), Eq. (3.17) is rearranged as follows: 
x (8) - (Tl{8) + 2~~ T2(8)) Xl 
, I 
'" Q1(9) 
+ (T3 (8) + 2~~ T2 (8)) x3, 
, ~ 
'" 
(3.18) 
Q3(9) 
where Ql and Q3 are introduced for notation convenience. Taking the cross product 
with the unit vector along X2 results in 
Xl + x3 Xl X X3 . 
II 1 311 x x(8) = 2 . (2 {sm{wt), X +X r sm q (3.19) 
where _~t ~ t ~ ~t and wt:J.t = 2q for notation convenience. From Eq. (3.19), this 
leads to 
Xl + x3 Xl X X3 
-- x x(8) =. sin{wt). 2r cos q 2rsmqcosq (3.20) 
From Eqs. (3.18) and (3.20), we get 
(3.21) 
From Eq. (3.21), it can be shown that 
8 _ sin q sin{wt) 
- 1- cosq 1 + cos(wt)' (3.22) 
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Different mappings, ex and 8 t , are used for the particle path and time. From 
Eq. (3.22), the mapping for the path is 
e _ sin q sin(wt) 
x-I - cos q 1 + cos(wt) . (3.23) 
It is assumed that time is represented with the same basis functions, and therefore 
and, 
t(8t) - ~t(T3(8t)-Tl(et)) 
Iltet 
1 + e~ + (1 - 8~) cos q' 
dt = tl.t 1- eF + (1 + eF) cosq det 
dO (1 + 8~ + (1- 8~) cosq)2 dO . 
• If e t = 0 is selected: 
(3.24) 
(3.25) 
Equation (3.23) is evaluated by substituting Eq. (3.24). On the other hand, the 
derivative ~~ becomes 
and 
dt = tl.t 1 - 02 + (1 + 02) cos q 2 
dO (1 + 02 + (1 - 02 ) cos q) , 
d8x 
dO 
2qsinq 1 + cos(wt) 
1- cosq (1 + coS(wt))2 
1 - 02 + (1 + 02 ) cos q 
X 2. (1 + 02 + (1 - 02) cosq) 
• If ~~ = ~t is selected: 
From Eq. (3.25): 
det 1 (1 + eF + (1- 8n cosq)2 
dO -"2 1 - e~ + (1 + en cos q . 
(3.26) 
(3.27) 
(3.28) 
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The mapping for the particle path becomes: 
ex = sin q sin( qO) , 
1 - cosq 1 + cos(qO) (3.29) 
and 
dex qsinq 1 
dO = 1 - cos q 1 + cos(qO)· (3.30) 
3.2 SSDM 
Suppose we want to track the motion/deformation of an object with surface shape that 
is too complex to track in full detail, giving us just the option of tracking only a finite 
number of points belonging to this complex shape. In the simple-shape deformation 
model (SSDM), it is assumed that those tracked points are associated with a simple 
shape (SS) instead of the actual, complex shape. NURBS will be used for the spatial 
representation of the SS, and we note that the SS will be larger than the complex 
shape. 
Starting with the reference configuration, the SS, the complex shape and the 
tracked points all can be seen in a common parametric space (Figure 3.6). The 
Figure 3.6: Example of SSDM. Complex shape is shaded. Circles are tracked points. 
SS is represented by squares (control points). 
complex shape can be represented by finite elements or NURBS. Control points of 
the SS at different times during tracking are determined by a least-squares fit. The 
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fit minimizes the difference between the positions on the SS (with respect to the 
reference configuration) of the tracked points and the positions of the actual tracked 
points. The complex shape at a given time is determined by interpolation from 
the parametric space in the case of the finite element representation, and by least-
square projection in the case of NURBS representation. The least-squares integration 
is over the parametric space of the complex shape, and the difference between the 
complex-shape and simple shape representations is minimized with respect to the 
control points of the complex shape. In the full space-time representation, the method 
described above is applied to temporal-control values that are determined as described 
in Section 3.1.4 instead of the actual physical locations. 
3.3 Mesh Update Technique 
3.3.1 Mesh Computation and Representation 
Given the surface mesh, the volume mesh is computed using the mesh moving tech-
nique described in [51]. Here this technique is applied to computing the meshes that 
will serve as temporal control points. This allows for a longer time in between mesh 
computations, but we get the meshes from the temporal representation whenever and 
at whatever frequency is required. Obviously, this also reduces the storage amount 
and access associated with the meshes. However, because of the longer time between 
the control meshes, sub-iterations might be needed in computing those meshes with 
the mesh moving technique mentioned. 
Remark 11 We note that obtaining the meshes used in the computations from the 
temporal representation can be done independent of which time direction was used in 
computing the control meshes. 
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3.3.2 Remeshing Technique 
In many computations, remeshing becomes unavoidable. When it is necessary to 
remesh, there are two choices. To explain those two choices, let us assume that when 
trying to move from control mesh M~ to M~+1, it is found that the quality of M~+1 
is less than desirable. In the first choice, which is called "trimming", we remesh going 
back to M~-P+1. Then, whenever our solution process needs a mesh, depending on 
the time, the control meshes belongs to either only the un-remeshed set or only the 
re-meshed set (Figure 3.7) are used. 
In the second choice, knot insertion is performed p times in the temporal repre-
sentation of the surface at the right-most knot before the maximum value of the basis 
function corresponding to t~+1, making that knot a new patch boundary. Then we 
do the mesh moving computation for the control meshes associated with the newly-
defined basis functions- not only the one at the new patch boundary, but also going 
back (p - 1) basis functions (Figure 3.8). 
The second choice is used in these computations because we believe that in many 
cases the need for remeshing is generated by a topological change, which can be 
avoided going over with a large step if the knot insertion process is used. 
3.4 Fluid Mechanics Computation with Temporal 
NURBS Mesh 
We solve the fluid dynamics equations with the DSD /SST formulation. Here we 
explain two techniques related to the moving-mesh problem. 
3.4.1 No-Slip Condition on a Prescribed Boundary 
Suppose we have a prescribed mesh motion, and no-slip conditions on part of the 
boundary of that mesh. Those Dirichlet conditions can be obtained from the mesh 
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Before Remesh 
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Figure 3.7: Remeshing and trimming NURBS. A set of un-remeshed meshes (top). 
A set of remeshed meshes (middle). Common basis functions (bottom). 
boundary motion. 
Prior to solving the equations using a space-time slab Qn, we use a least-squares 
projection for each prescribed node A as follows: 
l. tn+ 1 ( dxh ) tn R~. u~ - d: dt = 0, (3.31 ) 
where R~ represents the test function, u~ is represented by temporal-control veloci-
ties (unknown) and the corresponding basis functions in time, and the mesh velocity 
is obtained by the derivative of the mesh displacement, which is also represented by 
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Figure 3.8: Remeshing with knot insertion. For the set of un-remeshed meshes, there 
are p newly-defined basis functions and the corresponding control points are marked 
"New" . We carry out the mesh moving computations for those meshes. 
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temporal-control positions and their basis functions. We note that u~ at time tn 
approaching from below and above might be different. 
3.4.2 Starting Condition 
Starting a fluid dynamics computation is not always easy, especially in the pres-
ence of moving boundaries. For example, we have developed pre-FSI computation 
techniques to build a starting condition for FSI computations. Here we propose a 
new technique as a pre-computation sequence for flow computations with prescribed 
boundary motion. 
Suppose we want to compute with a mesh temporally represented with NURBS 
(Mg, M;, ... ). We generate two additional meshes as follows: 
M-1 _ 
c 
M-2 
c 
MO-aM1 
c c 
I-a 
M-1 c , 
(3.32) 
(3.33) 
where ° < a < 1 is an extrapolation parameter. The mesh M;1 is an extrapolation. 
The corresponding temporal-control point for Mc- 1 is 
-1 t~ - at~ 
tc = 1 ' 
-a 
(3.34) 
with the only requirement being t-;2 < t-;1, which determines the length of the pre-
computation. For the computations reported in this paper, in temporal representation 
of the mesh, as NURBS basis functions, we use quadratic B-spline functions defined 
by the knot vector {O, 0, 0,1,1,1}. 
Remark 12 Based on our preliminary computations, we propose using even higher-
order NURBS basis junctions, so that the acceleration is continuous. 
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IE 
t<O O<t 
Figure 3.9: Mesh representation for the starting condition. 
Chapter 4 
Preliminary Computation 
This chapter reports a preliminary flapping flight computation based on the method 
presented in Chapter 2 and the techniques presented in Chapter 3. The semi-
empirically-based motion in this computation serves to represent a simplified straight-
flight behavior. Mesh generation, motion representation and mesh motion are dis-
cussed in Sections 4.1,4.2 and 4.3, respectively. Results from this computation can be 
found in Section 4.4. The contents of this chapter are nearly identical those reported 
by this author in Section 6 of [43]. 
4.1 Surface and Volume Meshes 
Based on a digital, scanned copy of locust wings, we construct a surface mesh of 
the forewing (FW) and hindwing (HW) using NURBS. The FW is modeled with a 
single, degenerated patch. The HW is modeled with two patches - one with and 
one without degeneration. There are 21 and 51 control points for the FW and HW, 
respectively (see Figure 4.1). 
We also generate a surface mesh of the locust body using 16 NURBS patches. 
We base the mesh on empirical height and width measurements provided at five 
cross-sectional positions and estimate the axial curvature of the body using video of 
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Figure 4.1: Forewing (FW) and hindwing (HW) surfaces represented by NURBS and 
the control points. 
the locust flying. After the wing spatial-control meshes are deformed to the various 
positions in the flapping motion as we will describe in Section 4.2, we discretize them 
at each temporal-control point. The triangular surface mesh used in the computation 
is shown in Figure 4.2. 
Figure 4.2: Wing and body surface meshes with triangular elements. 
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For automatic volume mesh generation, the wings have a finite thickness of 1% of 
the FW root chord, which tapers to zero thickness at the wing edges. We generate a 
one-layer refinement region near the wing surface. In this region, the element height 
is 10% of the FW root chord. In addition, we have a cylindrical region of increased 
refinement around the locust. We also specify increased volume mesh refinement in 
the region between the FW and HW. The volume mesh within this cylindrical region 
is then generated with tetrahedral elements using an automatic mesh generator. Next 
we define a box that contains the cylindrical region, and we generate a tetrahedral 
mesh in that; again using an automatic mesh generator. We rotate this mesh to an 
angle representing the approximate body angle of the locust within the full compu-
tational domain. A volume mesh within the full domain is then also automatically 
generated with tetrahedral elements. The number of nodes and elements in the vol-
ume mesh varies between each temporal patch. The average number of nodes and 
elements in these meshes are approximately 430,000 and 2.6-million, respectively. The 
volume mesh and refinement regions are shown in Figure 4.3. 
4.2 Flapping-Motion Representation 
We must also provide a prescribed motion that is representative of straight-flight 
flapping. Here we face the challenge of reconciling data acquired through photogram-
metry with data that is suitable as an input for computational analysis. We use 4, 
1 and 10 wind-tunnel-acquired tracking points for the body, HW (wingtip) and FW 
(1 common with the body). This motion is reflected across the sagittal plane of the 
locust to create symmetric flapping motion. We generate additional HW "tracking 
points" to deform the wing in a similar manner to that observed in wind tunnel 
videos. In total, we use 76 tracking points to represent the desired wing motion. 
Next, we temporally interpolate our representative data set. For each tracking 
point, we apply a temporal NURBS representation, as discussed in Sections 3.1.3 
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Figure 4.3: Volume mesh shown for the full computational domain (top), cylindral-
refinement region (middle), and refinement region near the wing surface (bottom). 
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and 3.1.4. We use quadratic B-splines with temporal-control points as defined by 
Eq. (3.8) , and we reduce 171 sampling points to 60 temporal-control points by using 
Eq. (3.9). 
Then, we spatially represent the tracking points at each temporal-control point. 
Spatial interpolation is accomplished using the SSDM described in Section 3.2. The 
FW and HW SS consist of 6 and 9 control points , respectively. An illustration of this 
process for the left HW is shown in Figure 4.4. 
Figure 4.4: Deformed SS and associated control points along with the projected HW 
NURBS surface. 
In the least-squares fit from tracking points to SS control points, the control points 
nearest to the body are fixed. To minimize the effect of an unrealistic least-squares 
fit due to the single tracking point at the tip , additional points are generated using 
linear extrapolation between the outermost tracking points. These additional points 
are included in the 76 total points mentioned earlier. At each temporal-control point , 
a final least-squares projection is then performed between each SS and corresponding 
wing surface defined by the NURBS mesh. Now, we have a NURBS-represented data 
set in both space and time for each wing as illustrated for the FW in Figure 4.5. 
The mot ion of the wings requires that we remesh at some time during the flapping 
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Figure 4.5: FW control mesh and corresponding surface at three temporal-control 
points. 
cycle. To facilitate remeshing, we use temporal knot insertion (see Section 3.3.2) to 
create multiple equally-spaced temporal patches prior to volume meshing. Each tem-
poral patch contains 5 control points. We note that the spatial position corresponding 
to the last control point of each temporal patch is identical to that of the first control 
point in the next patch. Within each temporal patch, we select the middle control 
point and generate a volume mesh. 
4.3 Mesh Motion 
To capture the wing motion and deformation within each temporal patch, the volume 
mesh inside the box must be deformed to the corresponding temporal-control surface 
mesh. Due to the relatively large change in deformation between each temporal-
control point, we use subiterations for the mesh computation to divide the steps 
between temporal-control points into 20 smaller steps. We move the mesh , which 
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corresponds to the middle control point, backward and forward through each smaller 
step using 1,500 GMRES iterations. Using this approach, as shown in Figure 4.6, the 
worst mesh quality occurs at the beginning and end of each temporal patch. 
Figure 4.6: The volume mesh obtained by the automatic mesh generator (top) and 
after being moved to the first temporal-control point of that patch (bottom). 
We use a fluid dynamics starting condition as described in Section 3.4.2. We 
obtain the temporal-control meshes M;l and M;2 by using Eqs. (3.32) and (3.33). 
This starting condition can be seen in the gray region of Figure 4.7. 
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Figure 4.7: FW and HW tip position in time with the shaded regions showing the 
extrapolation region (gray) and section used for results visualization (green). Dashed, 
vertical lines indicate the points in the cycle used in Figures 4.8, 4.9, and 4.10. 
4.4 Fluid Computation 
Prior to beginning the prescribed flapping motion, we compute for 200 time steps 
to develop the flowfield with the mesh M;2. Over the first 100 time steps of this 
computation, we use a Cosine form to smoothly increase the inflow velocity from 0 to 
2.4 m/s, which represents the average wind tunnel velocity. We then begin prescribing 
the motion using the method described in Section 3.4.2. 
For this computation, we use 25 space- time slabs (with linear basis functions) for 
each of the 3 knot spans in the temporal representation of the mesh, which results 
in a remeshing frequency of every 75 time steps. This results in a time-step size of 
2.2x 10-4 s. We use 4 nonlinear iterations per time step. The DSD/SST-SUPS and 
DSD/SST-VMST techniques (as described in [49]) are used for the first two and last 
two nonlinear iterations, resepectively. The stabilization parameters are those given 
by Eqs. (7)- (11) in [62] for TM = TSUPG , and Vc is defined as follows: 
Vc (-2 -2)-~ VLSIC + V HRGN , ( 4.1) 
VLSIC T SUPG Iluh - v h11 2, (4.2) 
V HRGN 
h~GN (4.3) , 
T SUPG 
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where hRGN is given by Eqs. (10) and (11) in [62]. We compute the stabilization 
parameters after the predictor step and after the first two nonlinear iterations. The 
number of GMRES iterations for the nonlinear iterations are 30, 60, 60 and 120. 
Remark 13 Eq. (4.3), which comes from {6j, has been modified for compatiblity with 
other stabilization parameters. 
Remark 14 We have seldom observed close-to-zero or negative diagonal terms when 
the time-step size is large. This occurs when the fine-scale velocity is much larger 
than the coarse-scale (discrete) velocity. We believe this is due to the predictor, which 
assumes all velocities are the same from the previous time step except those with 
Dirichlet conditions. 
Because the wing velocity varies during the stroke, the Reynolds number range is 
1,000-2,500 as calculated at 75% ofthe wing span (measured from root chord to tip). 
Figures 4.8-4.10 show the results form the preliminary computations. 
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Figure 4.8: Streamlines colored by velocity at the time indicated by the vertical , 
white dashed line in Figure 4.7. 
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Figure 4.9: Voriticty at eight points during the flapping cycle (left to right , top to 
bottom) indicated by the vertical lines in Figure 4.7. 
53 
Figure 4.10: Surface pressures at eight points during the flapping cycle (left to right , 
top to bottom) indicated by the vertical lines in Figure 4.7. 
Chapter 5 
Computation with Improved 
Temporal Representations 
The preliminary computation presented in Chapter 4 served as a step toward achiev-
ing an accurate fluid simulation of flapping flight aerodynamics, and a number of 
lessons were learned in the process of completing this computation. Building upon 
these lessons, Chapter 5 presents the next step toward this goal. While similar to the 
simulation presented in Chapter 4, this computation includes higher-order basis func-
tions in the temporal interpolation as well as a more realistic and periodic flapping 
motion. 
5.1 Setup 
As previously noted, the setup for the computation presented in this chapter is very 
similar to that of the computation presented in Chapter 4. The major differences, 
which are explained in detail in Sections 5.1.1, 5.1.2, and 5.1.3, occur in the wing 
flapping motion representation. Additionally, a summary of the computational setup 
is provided in Section 5.1.4. 
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5.1.1 Higher-Order Interpolation 
As stated in Remark 12 in Section 3.4.2, higher-order basis functions should be used 
in temporal interpolation to achieve a continuous acceleration. In this computation, 
we use third-order, or cubic, basis functions for temporal interpolation. Based on in-
formation presented in Section 1.3, cubic basis functions will maintain C2--continuity 
across knots. Thus, acceleration will be continuous across temporal knots. 
The process of moving from quadratic to cubic basis functions for temporal inter-
polation is fairly straightforward. We design the temporal B-spline basis functions to 
satisfy Eq. (3.8). As in the case of quadratic basis functions, we utilize a least-squares 
projection to translate from a linear finite element mesh consisting of two-node ele-
ments to a B-spline representation. 
5.1.2 New Motion 
When the flapping motion of the Chapter 4 computation was compared with video of 
a locust flying in a wind tunnel, we observed that some of the details of the flapping 
motion in our model, especially in the HW, were significantly different from the video. 
A variety of improvements were made to the flapping motion used in this chapter to 
make it better represent locust flight. 
For this computation, we use a more recent data set provided by our collaborators 
at BCM. This new data set includes 2 more tracking points for each HW than the data 
used in the previous computation. The tracking points provided in this data set can 
be seen in Figure 5.1 With the help of these tracking points, we generate additional 
"tracking points" to more closely represent locust flight characteristics observed in the 
video. As done in Chapter 4, one side is selected and reflected to create a symmetric 
flapping model. 
We also automate our technique for mapping to the SS by using the Newton-
Raphson method. For mapping the tracking points to the SS, this involves finding 
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Figure 5.1: Tracking points in data set provided by BCM used in Chapter 5 compu-
tation. Image provided by BCM collaborators. 
the location in parametric space that corresponds to a given location in physical 
space; for mapping between the wing surface and the SS, we use the physical location 
of the wing quadrature points. The mapping between the tracking points and the SS 
and the mapping between the SS and the wing surface for the FW and HW can be 
found in Figure 5.2. Unlike the technique used in Chapter 4, we specify the control 
points of the SS near the wingtip as prescribed conditions for the least-squares fit of 
the tracking points and the SS. This is in addition to prescribing the control points 
of the SS near the root chord. This technique provides a better representation of the 
SS motion. 
5.1.3 Periodic Motion 
While flapping motion kinematics are inherently cyclical, they are not necessarily 
periodic. This can be seen in the wingtip trace shown in Figure 4.7 in that for the 
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Figure 5.2: Tracking points, SS, and wing surface from the new mapping used in this 
computation shown at one temporal control point. 
FW, the vertical position at the start of the first downstroke does not correspond to 
exactly the same position for subsequent strokes. This, of course, adds to the difficulty 
of computing flapping flight aerodynamics. It is beneficial to have a periodic data 
set for a single flap cycle, where the first and last points of the cycle are co-located. 
Thus, a single set of deformed meshes can be appended to produce as many flapping 
cycles as are required. Additionally, rather than using the procedure discussed in 
Section 3.4.2 for obtaining a starting condition, because of the periodicity of the 
motion we can build a starting condition by performing starting- point computations 
over a desired number of cycles. 
To achieve the most realistic periodic data set, the following procedure was used. 
From the data set provided by our BCM collaborators, which was discussed in Sec-
tion 5.1.2, we extract a single flapping cycle and match two points at the end of the 
cycle by averaging. This cycle is repeated twice to form a motion of three identi-
cal cycles and then used as the input for the least-squares projection described in 
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Section 5.1.1. 
We now extract one cycle by inserting knots at the top of the hind wing cycle (end 
of the upstroke and beginning of the downstroke). To maintain continuity, the three 
control points, which correspond to the knot at which we intend to insert additional 
knots should be co-located. Thus, we average the positions of these three control 
points for the cycle of interest. Finally, we insert knots to extract a single cycle. 
These steps can be seen in Figure 5.3. 
( a) Original control points for 3 identical 
flapping cycles (enlarged view of top of cy-
cle) 
(c) The three sections of path defined by (a) 
after knot insertion (expanded for emphasis) 
(b) Control points after averaging at top of 
cycle (enlarged view showing averaged con-
trol points) 
(d) A single, periodic cycle after extrac-
tion with control points 
Figure 5.3: Process used to make a single periodic cycle. 
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5.1.4 Summary of Setup 
Like in Chapter 4, knot insertion is used to divide the flapping cycle into temporal 
patches and meshes are generated as before. We note one difference from the mesh 
generation in the previous computation: in this computation, body angle, the angle 
between the locust's body and the freest ream velocity, is accounted for by rotating 
the cylindrical refinement region instead of the "box mesh" (see Section 4.1) as done 
before. This eliminates the need for the box volume mesh used previously. The 
cylindrical refinement region and domain boundaries are shown in Figure 5.4. We 
Figure 5.4: Computational domain boundaries and cylindrical refinement regIon , 
which has been rotated to account for in-flight body angle. 
note that the computational domain used in this computation is slightly smaller than 
the one used in Chapter 4. The additional elements in the original domain are not 
essential to the solution and add to cost of the computation. 
We use knot insertion to divide the cycle into 4 temporal patches for remeshing. 
The path of the HW wingtip through each of these temporal patches and the relevant 
parameters within each patch are shown in Figure 5.5 and Table 5.1 , respectively. As 
shown in Figure 5.5 , we select the temporal patch boundaries in such a way that the 
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distance traveled by the HW in each patch is approximately equal. This , however , 
results in an unequal number of temporal cont rol points in each temporal patch as 
shown in Table 5.1. 
Figure 5.5: HW wingtip trajectory with temporal patches and control point number-
ing (local to each patch). Co-located control points, which exist at the end of one 
patch and start of the next , are indicated by parentheses. 
Temporal Figure 5.5 Control Knot Meshing Number Number of 
Patch Color Points Spans Point of Nodes Elements 
1 Blue 7 4 4 355,229 2,115,916 
2 Orange 6 3 3 389,981 2,323,144 
3 Purple 5 2 2 346,993 2,066,797 
4 Green 5 2 3 380,034 2,264,324 
Table 5.1: Summary of computat ional setup. In each temporal control patch (differ-
entiated by color in Figure 5.5) , we indicate the number of temporal control points 
and at which point we generate the tetrahedral volume mesh with the number of 
nodes and elements shown. 
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With only the few exceptions, which we note here, mesh motion and the fluid 
computation were accomplished with the same parameters as those described in Sec-
tions 4.3 and 4.4. In this simulation, we compute mesh motion for only the cylindrical 
refinement region and then merge with the rest of the volume mesh. This is in con-
trast to what was done in Chapter 4, where mesh motion was computed for the 
cylindrical and box volume mesh regions after they had been merged. This approach 
is more computationally efficient and is supported by the preliminary computation 
mesh motion, where mesh deformation appeared to be mostly limited to the cylindri-
cal refinement region. 
Prior to the beginning of the prescribed flapping motion, as done in Chapter 4, we 
compute 200 time steps to develop the flowfield. We use a time-step size of 1. 7x 10-4 s 
and 4 nonlinear iterations per time step. The DSD jSST -SUPS and DSD jSST -VMST 
techniques are used for the first two and last two nonlinear iterations, with the stabi-
lization parameter as given in Chapter 4 for the prescribed-motion part. The number 
of GMRES iterations for the nonlinear iterations are 30, 60, 60 and 60 for the first 
115 time steps and 30, 60, 60 and 120 for the last 85. As previously mentioned, the 
temporal periodicity of this computation allows us to use the output of one cycle as 
an initial condition for the next. Thus, we compute for one complete cycle to establish 
a starting condition for the results reported in Section 5.2. In this first cycle, we use 
the same parameters as those used in the second stage of developing the flowfield. 
Although not discussed in Chapter 4, we partition this mesh in the same way as 
done in the previous computation to enhance parallel efficiency. Mesh partitioning 
is based on the METIS [30J algorithm. We partition for 128 processors and compute 
on Rice's BlueBioU - IBM POWER 7 Bioscience Computing Core using either 128 
or 256 processors. 
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5.2 Results 
We compute two periodic flapping cycles and present the results of that computation 
in this section. As done in Section 4.4, for this computation, we use 4 nonlinear 
iterations per time step and a time step size of 1. 7 x 10-4 s. The DSD /SST -SUPS 
and DSS/SST-VMST techniques are used for the first two and last two nonlinear 
iterations, respectively. We also compute stabilization parameters as discussed in 
Section 4.4. However, the number of GMRES iterations for the nonlinear iterations 
are 30, 60, 120, and 180 GMRES iterations. 
As previously noted, prescribing an accurate wing motion and deformation is 
important to achieving an accurate fluid simulation. Thus, we begin by comparing 
the motion of our model to that of photographs recorded from the wind tunnel upon 
which our model's motion is based. We compare our model to these photos at eight 
approximately equally-spaced points during the flapping cycle in Figures 5.6 and 5.7. 
We note that some differences should exist between our model and the photos due to 
the process used to make the flapping motion symmetric and periodic. 
The flapping period in this computation is 0.047 s, which corresponds to a flapping 
frequency of 21.4 Hz. We show the wingtip position and lift and drag forces (pressure 
component only) in Figures 5.8 and 5.9. Although we compute for two complete flap 
cycles, we show visualizations of only the last flap cycle in Figures 5.10-5.14. 
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Figure 5.6: Comparison of computational model and wind tunnel photographs at 
first four points in time. Viewing angles are matched approximately. Wind tunnel 
photographs provided by BCM collaborators. 
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Figure 5.7: Comparison of computational model and wind tunnel photographs at 
last four points in time. Viewing angles are matched approximately. Wind t unnel 
photographs provided by BCM collaborators. 
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Figure 5.8: Forewing and hindwing wingtip displacement from the root chord (top) , 
total locust lift force generated over two cycles (middle) , total locust drag force , where 
a negative value indicates that thrust exceeds drag at that time (bottom) . Note that 
the scales are different in the last two plots. 
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of each wing (bottom). 
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Figure 5.10: Surface pressure difference from freestream in kPa at the first four 
equally-spaced points during the second flapping cycle (top view on left, bottom 
view on right). 
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Figure 5.11: Surface pressure difference from freestream in kPa at the last four 
equally-spaced points during the second flapping cycle (top view on left , bot tom 
view on right). 
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Figure 5.12: Volume rendering of vorticity for the first four approximately equally-
spaced points during the second flapping cycle (top to bottom). Red indicates higher 
vorticity. 
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Figure 5.13: Volume rendering of vorticity for the last four approximately equally-
spaced points during the second flapping cycle (top to bottom). Red indicates higher 
vorticity. 
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Chapter 6 
Test Computation with Temporal 
and Spatial NURBS 
Representation 
As discussed in [49], greater accuracy can be obtained through the use of higher-
order basis functions, the advantages of which cannot be fully realized without their 
application to both the spatial and temporal representations. While the computa-
tions presented in Chapters 4 and 5 utilize higher-order basis functions for temporal 
interpolation, they use linear tetrahedral elements for the spatial representation. In 
contrast, the computation in this chapter uses higher-order basis functions for both 
spatial and temporal representation. 
We preform a test computation that is representative of a flapping wing. To create 
a representative flapping wing, we use multiple 3D patches for spatial representation of 
the volume mesh, which is considerably different from unstructured volume meshes 
often used in finite element computations. While this test case is much simpler 
than those presented in previous chapters, it provides a model for testing of various 
parameters and forms a framework for future developments. 
The setup for this test computation is presented in Section 6.1, and initial results 
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are then presented in Section 6.2. 
6.1 Setup 
While similar to previous chapters in that this computation also models a flapping 
wing, the setup, specifically the mesh, is quite different from that presented in previous 
chapters. In this section, the setup for this test computation is discussed beginning 
with the mesh generation in in Section 6.1.1. The wing motion for this computation 
is also discussed briefly in Section 6.1.2. 
6.1.1 Mesh Generation 
In this computation, we base our simple flapping-wing model on the FW of the 
locust. For simplicity, the curvature of the wing near the tip is eliminated resulting 
in a rectangular surface. We use quadratic B-splines to generate this surface with 
3 control points in both spanwise and chordwise directions. Hexahedral patches are 
generated to form the volume mesh around the simple wing. In generating these 
patches, we once again seek to use the minimum number of control points necessary; 
for a quadratic B-spline volumetric patch without degeneration, this results in 27 
control points in each patch. The simple (left) wing surface and 12 spatial patches of 
this mesh can be seen in Figure 6.1. We increase the refinement of the mesh by spatial 
knot insertion. After inserting knots, we arrive at the spatial-control mesh shown in 
Figure 6.2. This mesh consists of 1,536 control points, which includes control points 
that are co-located among patches, and is used as an input to both the mesh motion 
and fluid computations. For mesh motion and fluid computations, only one control 
value is used for the co-located control points. After knot insertion, the simple wing 
surface is defined by 6 and 4 control points in the spanwise and chordwise directions, 
respectively. 
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Figure 6.1: Un deformed mesh showing (left) wing surface and 12 spatial patches. 
Figure 6.2: Undeformed control mesh after knot insertion used for mesh motion and 
fluid computations. 
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6.1.2 Prescribed Periodic Motion 
The wing motion for this computation is based on the motion of the FW SS from 
Chapter 5. We elevate the order of the SS to 2nd order in both parametric directions 
to match the simple wing surface, which we previously generated. We insert knots as 
done in Section 6.1.1 to make the knots and number of control points of the surface we 
prescribe consistent with that of the simple wing surface. At each temporal-control 
point, the mesh is rotated to an angle of 27.4 degrees to account for the angle of the 
wing with respect to the freest ream velocity. 
After mesh motion, we use a similar process to that described in Section 5.1.3 to 
extract a single, periodic cycle. We perform this process on all control points in the 
mesh. Thus, continuity for all control points is maintained between cycles. 
6.2 Results 
This section presents results from this computation. In Section 6.2.1, the input pa-
rameters and results are shown. The fluid computation is presented in Section 6.2.2. 
6.2.1 Mesh Motion 
We compute the motion of the spatial-control points of the domain for all temporal-
control points. As done in Chapters 4 and 5, we use subiterations to divide the steps 
between temporal-control into 20 smaller, linear steps. We then use 100 GMRES 
iterations for each subiteration to compute mesh motion. 
We note that the number of control points used in knot insertion is not strictly 
required to be the same number of control points used for the fluid computation. 
Thus, less control points could be used to compute mesh motion and then knots 
could be inserted to increase spatial refinement for the fluid computation. We observe 
that if we over-reduce the degrees of freedom in the mesh motion, we increase the 
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potential for invalid solution-mesh motion. We overcome this problem by ensuring 
that a sufficient number of control points are used for the mesh motion computation. 
6.2.2 Fluid Computation 
After extracting a periodic cycle from the mesh computed in Section 6.2.1 with the 
process described in Section 6.1.2, we begin the fluid computation. For this fluid 
computation, we begin prescribed motion on the first time step. Meanwhile, we 
use a linear form to smoothly increase the inflow velocity from 0 to 2.4 m/ s over 
the first 50 time steps. All parameters for this computation are the same as those 
described for Chapter 5 except that we use 30, 60, 30 and 60 GMRES iterations 
for each nonlinear iteration, respectively. Once we reach the full freest ream velocity, 
we continue computing for the remainder of the cycle (225 steps more) to develop 
the flowfield to serve as a starting condition. As in the previous computation, the 
periodicity of the prescribed mesh motion allows us to use the output of one cycle as 
the input for the next. 
After computing this starting condition, we increase the GMRES iterations to 30, 
60 90 and 120 for each nonlinear iteration and continue to compute. The results , 
from these computations are shown in Figures 6.3 and 6.4. 
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Figure 6.3: Wingtip displacement from the root chord (top) , total lift force generated 
over two cycles (middle), total drag force , where a negative value indicates that thrust 
exceeds drag at that time (bottom). Note that the scales are different in the last two 
plots. 
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Figure 6.4: Streamlines colored by velocity in mls at approximately 50% (top) and 
75% (bottom) of the second flapping cycle period. 
Chapter 7 
Conclusions 
This thesis has presented the special space-time computational techniques introduced 
recently by the T*AFSM for computation of flow problems with moving and deform-
ing solid surfaces. The techniques have been designed in the context of the DSD /SST 
formulation, which is a general-purpose moving-mesh technique developed earlier by 
the T* AFSM for computation of flow problems with moving boundaries and inter-
faces. The main thrust of the special space-time techniques is using, in the space-time 
flow computations, NURBS basis functions for the temporal representation of the mo-
tion and deformation of the solid surfaces and also for the motion and deformation of 
the volume meshes computed. This provides a better temporal representation of the 
solid surfaces. It is also a more effective way of handling the volume-mesh motion as 
the solid surfaces deform. 
These techniques have been applied in this thesis to computation of the aero-
dynamics of flapping wings, specifically locust wings, with prescribed motion and 
deformation. The time-dependent prescribed geometry of the wings comes from dig-
ital data extracted from the videos of the locust in a wind tunnel. Results from the 
preliminary computations and improved versions of those computations with even 
better temporal representation have been presented. Additionally, a flapping wing 
test computation with NURBS representation in both time and space has been pre-
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sented. Using higher-order basis functions increases the accuracy, scope and efficiency 
of space-time computations, and how that can be done has been successfully demon-
strated in this thesis, with emphasis on temporal representation. 
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