LLVM-kääntäjäarkkitehtuuri ja sen soveltuvuus Java-virtuaalikoneen toteutuspohjaksi by Vuori, Arto
LLVM-ka¨a¨nta¨ja¨arkkitehtuuri ja sen soveltuvuus Java-virtuaali-
koneen toteutuspohjaksi
Arto M. A. Vuori
Helsinki 11.6.2009
Pro gradu –tutkielma
HELSINGIN YLIOPISTO
Tietojenka¨sittelytieteen laitos
Matemaattis-luonnontieteellinen tiedekunta Tietojenka¨sittelytieteen laitos
Arto M. A. Vuori
LLVM-ka¨a¨nta¨ja¨arkkitehtuuri ja sen soveltuvuus Java-virtuaalikoneen toteutuspohjaksi
Tietojenka¨sittelytiede
Pro gradu –tutkielma 11.6.2009 84 sivua + 6 liitesivua
ohjelmointikielien ka¨a¨nta¨ja¨t, virtuaalikoneet, optimointi, va¨likielet, LLVM, JVM, Java, roskienkeruu
Low Level Virtual Machine (LLVM) on moderni koko ohjelman elinkaaren optimointeihin keskit-
tyva¨ ka¨a¨nta¨ja¨arkkitehtuuri. Java-virtuaalikone on puolestaan suosittu korkean tason virtuaalikone,
johon monien ohjelmointikielten toteutus nykya¨a¨n perustuu. Tutkielmassa esitella¨a¨n alun perin suo-
rituskykyisen C- ja C++-ka¨a¨nta¨ja¨n toteuttamiseksi luotu LLVM-ja¨rjestelma¨ ja arvioidaan, miten
hyvin LLVM-infrastruktuuri tukee Java-virtuaalikoneen toteuttamista. Ta¨ma¨n lisa¨ksi tutkielmassa
pohditaan, miten dynaamisten kielten usein tarvitsemaa suoritusaikaista ja la¨hdekieliriippuvaista
optimointia voidaan tukea la¨hdekieliriippumattomassa LLVM-ja¨rjestelma¨ssa¨. Lopuksi tutkielmassa
esitella¨a¨n kehitysehdotelma yleisen roskienkeruuinfrastruktuurin toteuttamiseksi LLVM:ssa¨, mika¨
tukisi dynaamista muistia automaattisesti hallitsevien kielten, kuten Javan ja sen virtuaalikoneen
toteuttamista.
ACM Computing Classification System (CCS): D.1.0, D.3.4
Tiedekunta — Fakultet — Faculty Laitos — Institution — Department
Tekija¨ — Fo¨rfattare — Author
Tyo¨n nimi — Arbetets titel — Title
Oppiaine — La¨roa¨mne — Subject
Tyo¨n laji — Arbetets art — Level Aika — Datum — Month and year Sivuma¨a¨ra¨ — Sidoantal — Number of pages
Tiivistelma¨ — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Sa¨ilytyspaikka — Fo¨rvaringssta¨lle — Where deposited
Muita tietoja — o¨vriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
ii
Sisa¨lto¨
1 Johdanto 1
2 Ohjelmointikielten toteuttaminen ja ohjelmien suorittaminen 2
2.1 Tyypillisen ka¨a¨nta¨ja¨n rakenne ja toiminta . . . . . . . . . . . . . . . 3
2.2 Tulkki ja virtuaalikone . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Pino- ja rekisteripohjaiset virtuaalikoneet . . . . . . . . . . . . . . . . 10
2.4 Virtuaalikoneen suoritusympa¨risto¨t . . . . . . . . . . . . . . . . . . . 13
3 Va¨likielet 19
3.1 Java-virtuaalikoneen pinokieli . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Staattinen yhden sijoituksen esitysmuoto . . . . . . . . . . . . . . . . 22
3.3 LLVM-va¨likieli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Ka¨a¨nta¨jien sisa¨iset va¨liesitysmuodot . . . . . . . . . . . . . . . . . . . 28
4 Java-virtuaalikoneen toteuttaminen LLVM-ka¨a¨nta¨ja¨infrastruktuu-
rilla 36
4.1 Abstrakti Java-virtuaalikone . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 LLVM-ka¨a¨nta¨ja¨arkkitehtuuri . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Ka¨a¨nta¨ja¨optimoinnit . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Java-virtuaalikoneen LLVM-pohjainen toteutus . . . . . . . . . . . . 52
5 LLVM:n arviointi JVM:n toteuttamisen na¨ko¨kulmasta 60
5.1 LLVM:n tuki JVM-toteutukselle . . . . . . . . . . . . . . . . . . . . . 60
5.2 La¨hdekielikohtainen optimointi ja analyysi . . . . . . . . . . . . . . . 65
5.3 LLVM-kehitysehdotus: roskienkeruuinfrastruktuuri . . . . . . . . . . . 71
5.4 Yhteenveto kritiikista¨ . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6 Yhteenveto 78
La¨hteet 80
iii
Liitteet
A.1 LLVM:n analyysi- ja transformaatiokomponentit
A.2 LLVM-ka¨skykanta
11 Johdanto
Virtuaalikoneista on tullut yleinen tapa toteuttaa uusia ohjelmointikielia¨. Vaikka
virtuaalikoneen idea on jo useita vuosikymmenia¨ vanha, vasta Java-ohjelmointikie-
len virtuaalikoneeseen perustuva toteutus aloitti 1990-luvulla virtuaalikoneiden laa-
jan ka¨yto¨n ja popularisoi virtuaalikoneen ka¨sitteen. Virtuaalikoneiden merkitta¨vin
hyo¨ty on, etta¨ ne mahdollistavat tietokoneohjelmien levitta¨misen alustariippumatto-
massa muodossa. Alustariippumattomuuden ansiosta samat ohjelmat toimivat kai-
kissa erilaisissa laitteistokokoonpanoissa ja ka¨ytto¨ja¨rjestelmissa¨, kunhan alustalle on
toteutettu sopiva virtuaalikone.
Java-virtuaalikone (JVM) on nimensa¨ mukaisesti Java-ohjelmia suorittava virtuaa-
likone. Nykya¨a¨n myo¨s monet muut ohjelmointikielet on toteutettu JVM:lle, mika¨
tarkoittaa, etta¨ hyvin eri na¨ko¨isilla¨ ohjelmointikielilla¨ kirjoitettuja ohjelmia voidaan
suorittaa missa¨ tahansa ympa¨risto¨ssa¨, jonne on asennettu toimiva JVM. Java-kielta¨
on yleisesti pidetty hitaana virtuaalikoneen aiheuttaman lisa¨taakan takia erityisesti
verrattuna C- tai C++-kieliin, joiden toteutukset perustuvat perinteiseen ka¨a¨nta¨mi-
seen. JVM:n toteutukset ovat pyrkineet eliminoimaan tehokkuusvajetta siirtyma¨lla¨
tulkitsemisesta JIT-ka¨a¨nta¨miseen ja ehostamalla koodia erilaisin ka¨a¨nta¨ja¨optimoin-
nein.
Low Level Virtual Machine (LLVM) on moderni koko ohjelman elinkaaren aika-
na tehta¨viin optimointeihin keskittyva¨ ka¨a¨nta¨ja¨arkkitehtuuri. LLVM tarjoaa perin-
teisen ka¨a¨nta¨ja¨n toiminnot uudelleenka¨ytetta¨vina¨ komponentteina ja ohjelmointi-
kieliriippumattoman va¨likieliformaatin. LLVM on alun perin luotu suositun GCC-
ka¨a¨nta¨ja¨n kilpailijaksi ja se keskittyy ohjelmien suorituskyvyn parantamiseen op-
timointien avulla. LLVM:n vieha¨tys perustuu sen yksinkertaiseen arkkitehtuuriin,
voimakkaisiin interproseduraalisiin optimointeihin ja koko ka¨a¨nta¨ja¨infrastruktuurin
vapaaseen saatavuuteen ja ka¨ytto¨o¨n.
LLVM:n yleinen va¨likieliformaatti mahdollistaa mielivaltaisten ohjelmointikielten
kuvaamisen va¨likielen avulla. LLVM pyrkii tarjoamaan yleisen ja tehokkaan alus-
tan erilaisten ohjelmointikielten toteuttamiselle. LadyVM on Java-virtuaalikoneen
LLVM-pohjainen toteutus. Se haastaa LLVM:n yleisena¨ ohjelmointikielialustana,
koska Java on hyvin eri tyyppinen kieli kuin C tai C++, joiden staattiseksi ka¨a¨nta¨-
ja¨ksi LLVM on alun perin rakennettu. Java on suunniteltu tyyppiturvalliseksi kie-
leksi, kun taas C ja C++ ovat tyyppiturvattomia kielia¨. Lisa¨ksi Javassa dynaamista
muistia hallitaan automaattisesti roskienkera¨a¨ja¨n avulla, kun taas C- ja C++-kie-
2lissa¨ muistin hallinta on ja¨tetty ohjelmoijan vastuulle.
Ta¨ssa¨ tutkielmassa esitella¨a¨n LLVM-ka¨a¨nta¨ja¨arkkitehtuuri ja arvioidaan sen sovel-
tuvuutta Java-virtuaalikoneen toteuttamiseen. Tutkielman tavoite on LLVM:n ar-
vioinnissa Java-virtuaalikoneen toteuttamisen na¨ko¨kulmasta ja sita¨ tukevien LLVM-
kehitysehdotusten kuvaamisessa.
Tutkielman rakenne on seuraava. Toisessa luvussa seliteta¨a¨n perinteisen ka¨a¨nta¨ja¨n ja
virtuaalikoneen rakenne ja toimintaperiaate. Kolmannessa luvussa vertaillaan kahta
erilaista va¨likielta¨, JVM-tavukoodia ja LLVM-va¨likielta¨, ja erilaisia ka¨a¨nta¨ja¨n si-
sa¨isia¨ esitysmuotoja. Nelja¨nnessa¨ luvussa kuvataan Java-virtuaalikoneen ja LLVM:n
arkkitehtuuri ja era¨s tapa toteuttaa LLVM-pohjainen Java-virtuaalikone. Viidennes-
sa¨ luvussa arvioidaan LLVM:n soveltuvuutta JVM:n toteutuspohjaksi ja kuvaillaan
Java-virtuaalikoneen toteuttamista tukevia LLVM-kehitysehdotuksia. Lopulta kuu-
des luku sisa¨lta¨a¨ yhteenvedon tutkielmasta.
2 Ohjelmointikielten toteuttaminen ja ohjelmien
suorittaminen
Tietokoneen keskeinen tehta¨va¨ on automatisoida ihmisille hankalia tehta¨via¨. Ohjel-
moija on ihminen, joka luo tietokoneelle toimintaohjeita erilaisten tehta¨vien suoritta-
miseksi. Ohjelmointikielet ovat ihmisille ja koneille tarkoitettuja notaatioita lasken-
nan kuvaamiseen [ALS07, s. 1]. Tietokoneen laitteisto ymma¨rta¨a¨ ainoastaan hyvin
yksinkertaisia ohjeita, kuten “summaa muistipaikasta 313 lo¨ytyva¨ arvo rekisterin 1
arvon kanssa niin, etta¨ lopputulos lo¨ytyy rekisterista¨ 1”. Na¨ma¨ yksinkertaiset oh-
jeet syo¨teta¨a¨n tietokoneen suorittimelle konekielella¨, joka on ainoa kieli, jota kone
ymma¨rta¨a¨. Konekieli koostuu rajallisesta ma¨a¨ra¨sta¨ yksinkertaisia peruskomentoja,
jotka esiteta¨a¨n koneelle ykko¨sina¨ ja nollina.
Ihmiselle konekieli on hyvin vaikeaselkoista. Konekielesta¨ tulee ihmiselle ymma¨rret-
ta¨va¨mpa¨a¨, kun numeroille annetaan helposti muistettavat nimet. Konekielen sym-
bolista versiota kutsutaan assembly-kieleksi. Koska tietokone ei ymma¨rra¨ kuin ko-
nekielta¨, myo¨s assembly-kielinen ohjelma ta¨ytyy muuttaa konekieliseksi, jotta se oli-
si suoritettavissa. Muunnostyo¨ on juuri sellainen tarkkuutta vaativa tehta¨va¨, jossa
tietokone on erityisen hyva¨ verrattuna ihmiseen. Ta¨llaista muunnosohjelmaa kutsu-
taan assembleriksi. Ensimma¨inen assembler kirjoitettiin suoraan konekielella¨, koska
muuta mahdollisuutta ei ollut. Ohjelmoinnista tuli entista¨ vaivattomampaa, kun as-
3sembler oli luotu. Assemblerin myo¨ta¨ ohjelmia alettiin kuvata aikaisempaa korkeam-
malla abstraktiotasolla. Kun aikaisemmin toimintaohjeet oli koodattu ykko¨sten ja
nollien avulla, nyt voitiin siirtya¨ kuvaileviin ja helpommin muistettaviin symbolei-
hin.
Vaikka assembly toi helpotusta ohjelmointityo¨ho¨n, pian huomattiin, etta¨ monimut-
kaisia ohjelmia on vaikea kuvata symbolisella konekielella¨, joka on vain hieman kor-
keammalla abstraktiotasolla kuin konekieli. Nykyiset ohjelmointikielet kuvaavat oh-
jelmia huomattavasti korkeammalla tasolla kuin symbolinen konekieli, mika¨ tekee
ohjelmoinnista ihmiselle helpompaa. Lisa¨ksi olennainen korkean tason kielia¨ ma¨a¨rit-
televa¨ ominaisuus on myo¨s niiden laitteistoriippumattomuudesta seuraava ohjelmien
siirretta¨vyys. Korkean tason ohjelmointikielet ovat jo kaukana konekielesta¨, ja vaa-
dittava muunnostyo¨ sisa¨lta¨a¨ muutakin kuin symbolien muuntamista niita¨ vastaa-
ville koneka¨skyille. Ta¨ta¨ korkean tason ohjelmointikielen muuntamista konekielel-
le kutsutaan ka¨a¨nta¨miseksi. Ka¨a¨nta¨misen suorittavaa tietokoneohjelmaa kutsutaan
vastaavasti ka¨a¨nta¨ja¨ksi (engl. compiler).
Ka¨a¨nta¨ja¨ (ks. kuva 2.1) on ohjelma, joka lukee ohjelman yhdella¨ kielella¨ (la¨hde-
kieli) ja muuntaa sen toiselle kielelle (kohdekieli) sa¨ilytta¨en ohjelman alkupera¨isen
merkityksen [ALS07, s. 1]. Usein ka¨a¨nta¨ja¨ tuottaa konekielisen ohjelman, jota voi
suorittaa tietokoneella.
Toinen tapa suorittaa ohjelmia on ka¨ytta¨a¨ tulkkia (ks. kuva 2.4). Tulkki (engl. in-
terpreter) on ohjelma, joka ottaa syo¨tteena¨ ohjelman la¨hdekoodin ja ohjelman
syo¨tteen, suorittaa ka¨skyja¨ suoraan tai sopivassa sisa¨isessa¨ esitysmuodossa ja tuot-
taa ohjelman tulosteen. Ohjelman suorituksen aikana tulkki sa¨ilytta¨a¨ hallinnan siita¨,
mita¨ tehda¨a¨n.
2.1 Tyypillisen ka¨a¨nta¨ja¨n rakenne ja toiminta
Tyypillisen ka¨a¨nta¨ja¨n toiminta voidaan jakaa analyysi- ja synteesiosaan. Analyysi-
osaa kutsutaan usein ka¨a¨nta¨ja¨n etuosaksi (engl. front end) ja synteesiosaa ka¨a¨nta¨-
ja¨n takaosaksi (engl. back end) [ALS07, s. 4]. Ka¨a¨nta¨ja¨n etuosan tehta¨va¨ on ana-
lysoida la¨hdekielinen ohjelma ja luoda koodista sopiva va¨liesitysmuoto. Vastaavasti
takaosan tehta¨va¨ on tuottaa va¨liesitysmuodosta kohdekielinen ohjelma.
Matalammalla tasolla ka¨a¨nta¨misprosessi jakaantuu useampaan vaiheeseen
(engl. phase). Jokainen vaihe muuttaa ohjelman yhdesta¨ esitysmuodosta toiseen esi-
tysmuotoon (ks. kuva 2.2). Perinteisesti ka¨a¨nta¨misprosessin vaiheet ovat sisa¨lta¨neet
4Kuva 2.1: Ka¨a¨nta¨ja¨ ja ohjelman syo¨te ja tuloste.
leksikaalisen analyysin (engl. lexical analysis), syntaksin analyysin (engl. syn-
tactic analysis), semanttisen analyysin (engl. semantic analysis), va¨liesitys-
muotoisen koodin generoinnin (engl. intermediate code generation), koneriip-
pumattoman optimoinnin, koodin generoinnin ja optimoinnin jollekin todelliselle
koneelle [ALS07, s. 4–5]. Ka¨a¨nta¨ja¨n eri vaiheita yhdisteta¨a¨n tavallisesti la¨pika¨yn-
neiksi (engl. pass) [Sco00, s. 766]. La¨pika¨ynnissa¨ ka¨a¨nta¨ja¨ lukee ohjelman jonkin
esitysmuodon kerran la¨pi ja tuottaa siita¨ toisen esitysmuodon.
Analyysin alussa, leksikaalisessa analyysissa¨, la¨hdekielinen ohjelma pilkotaan perus-
yksiko¨ihin — lekseemeihin (engl. lexeme). Lekseemi on kielen atominen yksikko¨, jo-
ten sita¨ ei voida ena¨a¨ jakaa pienempiin osiin. Perusyksiko¨ihin jaon suorittavaa ka¨a¨n-
ta¨ja¨n osaa kutsutaan selaajaksi (engl. scanner). Selaaja tuottaa tekstialkiovirran
(engl. token stream), jossa tekstialkio koostuu lekseemista¨ ja lekseemin alkeistyy-
pista¨. Seuraava analyysiosan tehta¨va¨ on ja¨senta¨ja¨n (engl. parser) suorittama syn-
taksin analyysi. Syntaksi kuvaa kielen sallimien ohjelmien oikean muodon [ALS07,
s. 40]. Syntaksin tarkistusta seuraa semanttinen analyysi. Ohjelman semantiikka
ma¨a¨rittelee, mita¨ kielen kuvaamat ohjelmat tarkoittavat, so. mita¨ ohjelma tekee,
kun se suoritetaan [ALS07, s. 40]. Semanttinen analyysi varmistaa, etta¨ ohjelma on
kielen ma¨a¨ritelma¨n mukaan semanttisesti oikein. Jos ohjelma on virheellinen, ka¨a¨n-
ta¨ja¨n tehta¨va¨na¨ on antaa selkeita¨ ohjelmoijaa auttavia virheilmoituksia. Analyysiosa
tuottaa lopulta ohjelmasta sopivan va¨liesitysmuodon (engl. intermediate repre-
sentation) ja symbolitaulun, joka sisa¨lta¨a¨ tietoa ohjelmassa ka¨ytetyista¨ rakenteista.
Na¨ista¨ tuotetaan ka¨a¨nta¨ja¨n synteesiosassa ohjelman kohdekielinen versio.
5Kuva 2.2: Ka¨a¨nta¨misen vaiheet.
Leksikaalinen ja syntaktinen analyysi
Leksikaalisessa analyysissa¨ selaaja etsii la¨hdekoodista lekseemeita¨, joihin se liitta¨a¨
mukaan lekseemin alkeistyypin. Ja¨senta¨ja¨ rakentaa selaajan tuottamista tekstial-
kioista syntaksipuun, joka kuvaa ohjelman syntaktista rakennetta. Ja¨senta¨ja¨n tuot-
tama esitysmuoto on abstrakti syntaksipuu, joka kuvaa vain ohjelman kannalta oleel-
liset rakenteet. Tyypillisesti abstraktin syntaksipuun solmut esitta¨va¨n kielen operaa-
tiota ja solmun lapset operaationsa argumentteja [ALS07, s. 8].
Semanttinen analyysi
Semanttisen analyysin [Sco00, s. 25-28] tuottama esitysmuoto on koristeltu abstrakti
syntaksipuu. Ka¨a¨nno¨saikana tarkistettavia semanttisia sa¨a¨nto¨ja¨ ja rajoituksia kutsu-
taan kielen staattiseksi semantiikaksi. Staattisissa semanttisissa sa¨a¨nno¨issa¨ voi olla
muun muassa vaatimus, ettei muuttujiin viitata ennen niiden esittelya¨, tai vaatimus,
etta¨ funktioiden ta¨ytyy aina palauttaa arvo. Tyypillisesti kaikkia kielen semantti-
6sia sa¨a¨nto¨ja¨ ei ole kuitenkaan mahdollista tarkistaa ka¨a¨nno¨saikana. Na¨ita¨ sa¨a¨nto¨-
ja¨ kutsutaan kielen dynaamiseksi semantiikaksi. Ta¨llaisia sa¨a¨nto¨ja¨ voi olla muun
muassa aritmeettisten operaatioiden ylivuotamattomuus tai vaatimus, etta¨ tauluk-
koviittaukset pysyva¨t taulukon rajojen sisa¨puolella. Dynaamiset semanttiset sa¨a¨nno¨t
tarkistetaan ohjelman suorituksen aikana.
Oleellinen osa ohjelman semanttista yhtena¨isyytta¨ on tyyppien oikeellisuus. Tyyppi-
tarkistuksessa ka¨a¨nta¨ja¨ ma¨a¨rittelee tyypin la¨hdekielisen ohjelman jokaiselle kompo-
nentille, minka¨ ja¨lkeen se tarkistaa, etta¨ tyypit noudattavat la¨hdekielen tyyppija¨r-
jestelma¨a¨ [ALS07, s. 386–399]. Tyyppitarkistuksen tuloksena on uusi syntaksipuu,
jossa syntaksipuun solmut on koristeltu tyyppitiedolla. Lisa¨ksi tyyppitarkistuksessa
syntaksipuuhun lisa¨ta¨a¨n mahdollisia tyyppimuunnoksia. Tyyppitarkistuksen avulla
on mahdollista lo¨yta¨a¨ tyyppivirheita¨ ohjelmista ka¨a¨nno¨saikana. Kielen toteutusta
kutsutaan vahvasti tyypitetyksi, jos ka¨a¨nta¨ja¨ takaa, etta¨ sen hyva¨ksymissa¨ ohjel-
missa tietoa ei suoritusaikana voida ka¨sitella¨ muilla kuin sen tyypin sallimilla ope-
raatioilla. Ta¨llaista kielta¨ kutsutaan myo¨s tyyppiturvalliseksi. Tyyppiturvallisuus on
kuitenkin laajempi ka¨site, koska kieli voi olla tyyppiturvallinen myo¨s suoritusaikana
suoritettavien tyyppitarkistusten ansiosta.
Va¨liesitysmuotoisen koodin generointi
Monet ka¨a¨nta¨ja¨t tuottavat la¨hdekoodista eksplisiittisen matalan tason va¨liesitys-
muodon syntaksin tarkistuksen ja semanttisen analyysin ja¨lkeen [ALS07, s. 9]. As-
sembly-kielta¨ muistuttavaa va¨liesitysmuotoa voidaan ajatella ohjelmana abstraktil-
le koneelle. Va¨liesitysmuodon tuottamisen ja sen ka¨a¨nta¨misen kohdekoneelle pita¨isi
olla helppoa. Sopivan va¨liesitysmuodon avulla voidaan rakentaa m × n ka¨a¨nta¨ja¨a¨
kirjoittamalla m ka¨a¨nta¨ja¨n etuosaa ja n ka¨a¨nta¨ja¨n takaosaa. Ka¨a¨nta¨ja¨ kielelle i ja
koneelle j voidaan rakentaa yhdista¨ma¨lla¨ ka¨a¨nta¨ja¨n etuosa kielelle i koneen j ka¨a¨nta¨-
ja¨n takaosan kanssa. Va¨liesitysmuotoja ka¨yteta¨a¨nkin ka¨a¨nta¨ja¨n monimutkaisuuden
hallintaan.
Optimointi
Optimointi ka¨a¨nta¨ja¨suunnittelussa viittaa ka¨a¨nta¨ja¨n yrityksiin tuottaa koodia, jo-
ka on tehokkaampaa kuin saman toiminnon suoraviivainen toteutus [ALS07, s. 15].
Optimoinnin tulee sa¨ilytta¨a¨ ka¨a¨nnetyn ohjelman merkitys ja parantaa yleisesti ohjel-
mien suorituskykya¨ samoin kuin suoriutua tehta¨va¨sta¨a¨n kohtuullisessa ajassa [ALS07,
7s. 15–17].
Ka¨a¨nta¨ja¨ optimoi koodia kahdessa eri vaiheessa. Ensimma¨ista¨ vaihetta kutsutaan ko-
neriippumattomaksi ja toista koneriippuvaiseksi optimoinniksi. Va¨liesitysmuotoisen
koodin optimointia kutsutaan koneriippumattomaksi optimoinniksi [Sco00, s. 762–
764].
Koneriippumaton optimoija muun muassa poistaa koodista turhia muisti- ja arit-
meettisia operaatioita. Na¨ma¨ optimoinnit suoritetaan koodista erotetuille perusloh-
koille (engl. basic block), so. jonoille ka¨skyja¨, jotka suoritetaan aina pera¨kka¨in
ilman haaraumia.
Yhta¨ peruslohkoa kerrallaan huomioivaa optimointia kutsutaan paikalliseksi op-
timoinniksi. Yksinkertaisimpia peruslohkoon kohdistuvia optimointeja kutsutaan
kurkistusaukko-optimoinneiksi (engl. peephole optimization), joissa tarkastellaan
vain muutamaa ka¨skya¨ kerrallaan ja pyrita¨a¨n vaihtamaan tarkasteltava ka¨skysarja
tehokkaammaksi ka¨skysarjaksi [McK65]. Peruslohkot ylitta¨va¨a¨ optimointia kutsu-
taan puolestaan globaaliksi optimoinniksi. Seka¨ globaalit etta¨ paikalliset optimoinnit
suoritetaan yhden alirutiinin sisa¨lla¨ ja niita¨ kutsutaan myo¨s intraproseduraalisiksi
optimoinneiksi.
Interproseduraalinen optimointi [ALS07, luku 12] on optimointia, joka ylitta¨a¨ ali-
rutiinirajat. Koska suuret ohjelmat ka¨a¨nneta¨a¨n erillisissa¨ ka¨a¨nno¨syksiko¨issa¨, inter-
proseduraalinen optimointi voidaan tavallisesti suorittaa vasta linkitysaikana. Lin-
kityksessa¨ ohjelman erilliset ka¨a¨nno¨syksiko¨t yhdisteta¨a¨n yhdeksi ohjelmaksi. Inter-
proseduraalinen optimointi vaatii kielen va¨liesitysmuodolta riitta¨va¨n korkean tason
tietoa ohjelmasta, jotta tehokkaat optimoinnit olisivat mahdollisia [Lat02].
Koneriippuvainen optimointi [Sco00, s. 766] viittaa ka¨a¨nta¨ja¨n takaosan suorittamiin,
tietylle koneelle sidottuihin optimointitekniikoihin. Na¨ihin kuuluvat muun muassa
koodin va¨liesitysmuodossa ka¨ytettyjen virtuaalisten rekistereiden muuntaminen oi-
kean koneen rekisteriviittauksiksi ja koneka¨skyjen (ohjelman merkityksen sa¨ilytta¨-
va¨) uudelleenja¨rjesta¨minen suorittimen ka¨skyliukuhihnan tehokasta hyo¨dynta¨mista¨
varten.
Eri optimointitekniikat vaativat koodin esitysmuodolta hyvin erilaisia ominaisuuk-
sia. La¨hella¨ konetta olevat optimoinnit vaativat la¨hella¨ konetta olevan koodin esi-
tysmuodon. Esimerkiksi rekistereiden ka¨ytto¨o¨n liittyva¨ optimointi ei ole mahdollista
ilman rekisterin ka¨sitetta¨.
Yksi merkitta¨va¨ optimointien luokka on ohjelman tietovuosta riippuvat optimoin-
8nit. Tietovuoanalyysi viittaa tekniikoihin, joissa etsita¨a¨n tietoa ohjelman eri suo-
rituspolkujen la¨pi virtaavasta tietovuosta [ALS07, s. 597–705]. Ka¨a¨nta¨ja¨ voi tieto-
vuoinformaation avulla esimerkiksi pa¨a¨tella¨, ettei muuttujaan sijoitettua arvoa ka¨y-
teta¨ myo¨hemmin ohjelmassa, jolloin ohjelmaa voidaan optimoida poistamalla turha
sijoitus kokonaan. Tietovuosta riippuvat optimoinnit ovat mahdollisia ainoastaan,
jos ohjelman esitysmuoto paljastaa tietovuoinformaation.
Koodin generointi
Koodin generoija [ALS07, luku 8] ottaa syo¨tteena¨ va¨liesitysmuotoisen koodin ja tuot-
taa siita¨ kohdekielista¨ koodia. Kohdekieli voi olla jonkin oikean koneen tai vaihtoeh-
toisesti abstraktin koneen kielta¨. Jos ohjelma ka¨a¨nneta¨a¨n kielelle, jolle on olemassa
tulkki, kohdekielta¨ kutsutaan virtuaalikoneen kieleksi.
2.2 Tulkki ja virtuaalikone
Ohjelman suorituksen aikana ka¨a¨nta¨ja¨lla¨ ei ole ena¨a¨ aktiivista vaikutusmahdolli-
suutta tapahtumiin. Tulkki sen sijaan toimii suorituksen aikana aktiivisena kontrol-
lin ja resurssien hallintakeskuksena. Jos korkean tason kieli ka¨a¨nneta¨a¨n ensin vir-
tuaaliselle ka¨skykannalle eli abstraktin koneen kielelle, jota tulkki sitten suorittaa,
kutsumme ta¨llaista ja¨rjestelma¨a¨ virtuaalikoneeksi. Virtuaalikone on abstrakti kone,
jolla on oma ka¨skykanta seka¨ muisti- ja suoritusmalli. Se on kuin oikea kone, joka
on toteutettu ohjelmistona. Ohjelmistokehityksessa¨ on pyritty jatkuvasti nostamaan
abstraktiotasoa piilottamalla laitteiston yksityiskohtia yleisempien ka¨sitteiden taak-
se. Virtuaalikoneet tarjoavat yhden tason lisa¨a¨ ta¨ssa¨ abstraktiokerrosten sarjassa.
Virtuaalikoneet peitta¨va¨t laitteiston arkkitehtuuririippuvaisia yksityiskohtia kuten
suorittimen ka¨skykannan ja lukujen koneensisa¨iset esitysmuodot.
Virtuaalikoneet voidaan jaotella ja¨rjestelma¨- ja prosessivirtuaalikoneisiin [SN05].
Ja¨rjestelma¨virtuaalikoneet tarjoavat kokonaisen ympa¨risto¨n, jossa ka¨ytto¨ja¨rjestel-
ma¨ ja mahdollisesti monien ka¨ytta¨jien prosessit toimivat vuorovaikutuksessa. Ja¨r-
jestelma¨virtuaalikoneet tukevat monen eri ka¨ytto¨ja¨rjestelma¨n yhta¨aikaista suoritta-
mista yhdella¨ isa¨nta¨koneella. Prosessivirtuaalikone puolestaan tarjoaa virtuaalisen
ympa¨risto¨n yhdelle prosessille. Prosessivirtuaalikone luodaan prosessin ka¨ynnista¨-
misen yhteydessa¨ ja lopetetaan, kun prosessi pysa¨htyy. Ta¨ssa¨ tutkielmassa virtuaa-
likoneella viitataan prosessivirtuaalikoneeseen.
Koska virtuaalikoneet tarjoavat vaihtoehtoisen tavan toteuttaa ohjelmointikielia¨, on
9hyo¨dyllista¨ vertailla ka¨a¨nta¨misen ja tulkitsemisen eroja. Virtuaalikoneen ohjelmia
leviteta¨a¨n virtuaalikoneen eli abstraktin koneen kielella¨. Na¨ita¨ va¨likielisia¨ ohjelmia
voidaan suorittaa oikealla koneella tulkin avulla tai ka¨a¨nta¨ma¨lla¨ ne ensin isa¨nta¨ko-
neen kielelle. Kuva 2.3 na¨ytta¨a¨ korkean tason ohjelmointikielen kaksi eri ympa¨risto¨a¨.
Kuvassa 2.3a on tavallinen ka¨a¨nta¨ja¨ympa¨risto¨, jossa korkean tason ohjelmointikie-
lesta¨ tuotetaan va¨liesitysmuodon kautta konekielinen ohjelma jollekin tietylle suorit-
timelle ja ka¨ytto¨ja¨rjestelma¨lle. Kuvassa 2.3b korkean tason kielinen ohjelma ka¨a¨nne-
ta¨a¨n arkkitehtuuririippumattomalle virtuaalikoneen kielelle, jota arkkitehtuuririip-
puvainen virtuaalikone suorittaa joko tulkitsemalla tai ka¨a¨nta¨ma¨lla¨ ohjelman ensin
isa¨nta¨koneen kielelle.
Kuva 2.3: Korkean tason kielen ympa¨risto¨t. (a) Tavanomainen ympa¨risto¨, jossa
ka¨a¨nta¨ja¨ tuottaa konekielisen ohjelman. (b) Virtuaalikoneeseen perustuva ympa¨-
risto¨, jossa virtuaalikone suorittaa va¨likielista¨ koodia.
Virtuaalikoneet voivat tukea useampaa kuin yhta¨ ohjelmointikielta¨ monen eri ka¨a¨n-
ta¨ja¨n etuosan avulla. Ohjelman toteutukseen liittyvien pa¨a¨to¨sten viiva¨stytta¨mista¨
kutsutaan myo¨ha¨iseksi sidonnaksi. Tulkitsemiseen perustuvat kielet ovat tavallisesti
ka¨a¨nnettyja¨ kielia¨ tehottomampia, koska ka¨a¨nno¨saikana pystyta¨a¨n tekema¨a¨n monia
sellaisia pa¨a¨to¨ksia¨, joihin tulkin on mahdollista reagoida vasta ohjelman ka¨ynnistys-
hetkella¨ tai suoritusaikana [Sco00, s. 106].
Tulkitseminen johtaa yleensa¨ parempiin virheilmoituksiin ja suurempaan joustavuu-
teen kuin ka¨a¨nta¨minen [Sco00, s. 14]. Koska tulkki ka¨sittelee ohjelman la¨hdekoodia
tai konekielta¨ korkeamman tason va¨likielta¨, silla¨ on tyypillisesti saatavilla enemma¨n
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tietoa ohjelmasta verrattuna konekielelle ka¨a¨nnettyyn ohjelmaan. Suurempi jousta-
vuus tarkoittaa, etta¨ ohjelman ka¨ynnistyshetkella¨ ja suoritusaikana voidaan tehda¨
pa¨a¨to¨ksia¨ ka¨ytta¨en apuna ohjelman nykyista¨ ympa¨risto¨a¨, jolloin ohjelmat pystyva¨t
paremmin reagoimaan ympa¨risto¨n nykyiseen tilaan.
Kuva 2.4: Tulkki ja ohjelman syo¨te ja tuloste.
2.3 Pino- ja rekisteripohjaiset virtuaalikoneet
Virtuaalikoneet voidaan luokitella kahteen pa¨a¨haaraan sen mukaan, perustuvat-
ko niiden suoritusympa¨risto¨t (engl. runtime system) rekisteri- vai pinokonemal-
liin [Cra05, s. 201]. Suoritusympa¨risto¨ on virtuaalikoneen ka¨skyja¨ suorittava osa.
Pinokoneet
Pinokone [Cra05, s. 202–209] on suosituin tapa toteuttaa virtuaalikoneen suori-
tusympa¨risto¨. Pinokoneen suorittama koodi on pinokoodia. Pinokoodissa aliohjel-
makutsu tai operaatio tapahtuu tyo¨nta¨ma¨lla¨ ensin operaation argumentit pinoon ja
sen ja¨lkeen kutsumalla operaatiota. Operaatio ottaa argumenttinsa pinon pa¨a¨lta¨ ja
tyo¨nta¨a¨ tuloksensa pinon pa¨a¨lle. Tarkastellaan esimerkiksi lauseketta a = b+c, jossa
summausoperaatio saa argumenteikseen b:n ja c:n ja tallettaa tuloksen muistipaik-
kaan a. Pinokoodina lauseke voidaan ilmaista seuraavasti:
LOAD c
LOAD b
ADD
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STORE a
Ylla¨ olevassa koodissa operaatio LOAD hakee argumenttina saamastaan muistipaikas-
ta arvon ja tyo¨nta¨a¨ sen pinon pa¨a¨lle. Operaatio ADD ottaa ja poistaa pinon pa¨a¨lta¨
kaksi argumenttia, laskee ne yhteen ja tallettaa tuloksen pinon pa¨a¨lle. Lopulta ope-
raatio STORE ottaa pinon pa¨a¨lla¨ olevan arvon ja tallettaa sen argumenttinaan saa-
mansa muistipaikkaan. STORE-operaatio voi lopulta tyo¨nta¨a¨ pinon pa¨a¨lle totuusar-
von, joka kertoo operaation onnistumisesta tai epa¨onnistumisesta, tai se voi olla
operaatio, joka ei palauta mita¨a¨n arvoa.
Alla on tyypillinen pinokoneen toteutuksen pa¨a¨silmukan runko [Cra05, s. 202]:
while not halt loop:
instr := code[ip]
opcd := opcode(instr)
switch opcd:
....
case ADD: ...
....
case RSHIFT: ...
....
case HALT: halt := true
....
default: ...
....
halt := true
....
Pinokone hakee ensin ka¨skyosoittimen (ip) osoittaman ka¨skyn. Ta¨ma¨n ja¨lkeen ka¨s-
kysta¨ puretaan ka¨skykoodi (opcode), jolla indeksoidaan hyppytaulua, josta pa¨a¨s-
ta¨a¨n kunkin ka¨skyn toteutuksen koodiin. Virtuaalikone pyo¨rii silmukassa, kunnes se
lo¨yta¨a¨ pysa¨htymiska¨skyn (HALT) tai tuntemattoman ka¨skyn. Edella¨ kuvattua suo-
ritusympa¨risto¨n toteuttamistapaa voidaan kutsua suoraksi toteutukseksi, koska ka¨s-
kykoodeja ka¨yteta¨a¨n suoraan hyppytaulun indeksina¨ [Cra05, s. 202]. Muita suori-
tusympa¨risto¨n toteuttamistapoja on kuvattu luvussa 2.4.
Rekisterikoneet
Vaihtoehtoinen tapa rakentaa virtuaalikoneita on rekisterikonemalliin perustuva.
Useimmat fyysiset suorittimet perustuvat rekisterikonemalliin. Suosituimmat vir-
tuaalikoneet eli JVM [LY99] (Java Virtual Machine) ja CLR [MR03] (Common
Language Runtime) on toteutettu pinokoneina. Merkitta¨vimpia¨ rekisterikonemal-
liin perustuvia virtuaalikoneita ovat dynaamisille kielille suunniteltu ja erityisesti
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Perl6-kielen [Per] toteuttava Parrot [Cra05, s. 165–170] ja peliohjelmoinnissa suosit-
tu Lua [IdF07].
Pino- ja rekisterikonemallien eroja voidaan tarkastella vertailemalla niille kirjoitet-
tua koodia. Luvussa 2.3 esitettiin pinokoodi lausekkeelle a = b+ c. Rekisterikoneella
ta¨ma¨ voidaan ilmaista esimerkiksi seuraavasti:
LOAD r0 c
LOAD r1 b
ADD r0 r0 r1
STORE r0 a
Ka¨sky LOAD α β hakee muistipaikan β sisa¨lta¨ma¨n arvon rekisteriin α.
Ka¨sky ADD α β γ summaa rekisterien β ja γ sisa¨lta¨ma¨t arvot ja tallettaa tulok-
sen rekisteriin α. Ka¨sky STORE α β tallettaa rekisterin α sisa¨lta¨ma¨n arvon muisti-
paikkaan β.
Ta¨ma¨ yksinkertainen rekisterikoodi paljastaa joitakin rekisterikonemallin ominais-
piirteita¨. Rekisterikoneessa on joukko rekistereita¨, joihin ka¨skyt viittaavat ekspli-
siittisesti. Ta¨sta¨ johtuen rekisterikoneen ka¨skyt vaativat enemma¨n operandeja kuin
vastaavat pinokoneen ka¨skyt. Luvun 2.3 pinokoodissa vastaavat operaatiot ovat nol-
lan tai yhden operandin ka¨skyja¨, koska ka¨skyihin sisa¨ltyy implisiittisia¨ oletuksia.
Pinokoodissa muistinoudossa arvo kopioidaan aina pinon pa¨a¨lle. Vastaavasti muis-
tiin talletettaessa talletettava arvo lo¨ytyy aina pinon pa¨a¨lta¨. Rekisterikoodissa samat
ka¨skyt voivat ka¨sitella¨ useita eri rekistereita¨, joten eksplisiittinen tieto rekistereista¨
on tarpeellista. Summauska¨skyyn pa¨tee sama edella¨ mainittu logiikka. Pinokoodissa
ADD on operanditon ka¨sky, koska se lo¨yta¨a¨ argumenttinsa pinon pa¨a¨lta¨ ja tallettaa
tuloksensa pinon pa¨a¨lle. Rekisterikoodissa summauska¨sky vaatii kolme operandia.
Keskeinen kysymys virtuaalikonesuunnittelussa on, onko pinokone- vai rekisterimalli
tehokkaampi tulkille [SCE08]. Pinokonearkkitehtuurit johtavat pienempa¨a¨n koodin
kokoon kuin rekisterikonearkkitehtuurit, joten pienempi ma¨a¨ra¨ koodia ta¨ytyy hakea
suoritettavaksi jokaista virtuaalikoneen korkean tason toimintoa kohden. Toisaal-
ta pinokoneet vaativat keskima¨a¨rin enemma¨n ka¨skyja¨ laskennallista toimintoa koh-
den kuin rekisterikoneet. Ensimma¨isessa¨ suuren mittaluokan kvantitatiivisessa tut-
kimuksessa koskien edellista¨ kysymysta¨ Davis et al. muunsivat JVM-pinokoodia vas-
taavalle rekisterikoneen koodille [DBC03, GBC05]. Rekisterikoodi sisa¨lsi noin 35 %
va¨hemma¨n virtuaalikoneka¨skyja¨ saman laskennan suorittamiseen kuin vastaava pi-
nokoodi. Rekisterikoodi vei kuitenkin noin 45 % enemma¨n tilaa kuin alkupera¨inen
pinokoodi. Jokainen virtuaalikoneen ka¨sky aiheuttaa kalliin ja usein ennustamatto-
man epa¨suoran haarautumisen, kun virtuaalikone siirtyy ka¨skyn toteuttavaan koo-
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diin [SCE08]. Davis et al. tekiva¨t johtopa¨a¨to¨ksen, jonka mukaan tulkin kanssa re-
kisterikone voidaan toteuttaa tehokkaammin kuin pinokone, koska rekisterikoneiden
ka¨ytto¨ va¨henta¨a¨ ka¨skyjen ma¨a¨ra¨a¨ laskentayksikko¨a¨ kohden.
Rekisterikonemallin haasteena on monimutkainen koodingenerointi, jossa rekisterien
allokointi on merkitta¨vin tekija¨ [Cra05, s. 159]. Rekisterimalliin perustuvat virtuaa-
likoneet ovat lisa¨ksi tavallisesti vaikeampia toteuttaa, monimutkaisempia ja suurem-
pia kuin vastaavat pinokoneeseen perustuvat virtuaalikoneet [Cra05, s. 160–161].
2.4 Virtuaalikoneen suoritusympa¨risto¨t
Virtuaalikoneen suoritusympa¨risto¨n pino- ja rekisteripohjaisia toteutuksia voidaan
la¨hestya¨ usealla eri tavalla. Alla kuvatut la¨hestymistavat sopivat kumpaankin mal-
liin.
Luvussa 2.3 kuvatun suoritusympa¨risto¨n suoran toteutuksen lisa¨ksi suoritusympa¨-
risto¨ voidaan toteuttaa ka¨a¨nta¨ma¨lla¨ virtuaalikoneen kieli johonkin toiseen formaat-
tiin. Ta¨ha¨n on useita eri la¨hestymistapoja. La¨hdekieli voidaan ka¨a¨nta¨a¨ jollekin toi-
selle ohjelmointikielelle tai toisen virtuaalikoneen kielelle. Vaihtoehtoisesti voidaan
ka¨ytta¨a¨ Just-In-Time -ka¨a¨nta¨mista¨ (JIT) [Ayc03].
Ka¨a¨nta¨minen toiselle kielelle
Kun la¨hdekieli ka¨a¨nneta¨a¨n toiselle ohjelmointikielelle, virtuaalikoneen alkeisoperaa-
tiot voidaan toteuttaa kohdekielen makroina tai aliohjelmina [Cra05, s. 203–206].
La¨hdekielen kontrollirakenteet voidaan vastaavasti muuntaa kohdekielen kontrolli-
rakenteiksi.
Ta¨ssa¨ la¨hestymistavassa la¨hdekieli ka¨a¨nneta¨a¨n ensin kohdekielelle ja tuotettuun koo-
diin lisa¨ta¨a¨n kutsut virtuaalikoneen alkeisoperaatiot toteuttaviin aliohjelmiin. Ta¨-
ma¨n ja¨lkeen kohdekoodinen ohjelma ka¨a¨nneta¨a¨n ja linkiteta¨a¨n tarvittavien kirjas-
tojen kanssa. Lopputuotteena saadaan suoritettava ohjelma.
Ta¨ma¨n la¨hestymistavan etuna on, etta¨ tuotettu ohjelma hyo¨tyy kaikista kohdekielen
ka¨a¨nta¨ja¨n tekemista¨ optimoinneista. Toinen etu on, etta¨ kielen toteuttaminen on
suhteellisen vaivatonta, koska toteutuksessa pa¨a¨sta¨a¨n hyo¨dynta¨ma¨a¨n kohdekielen
valmista toteutusta ja kirjastoja [Cra05, s. 205].
La¨hestymistavan haittana on, etta¨ vaaditaan erilliset ka¨a¨nta¨mis- ja linkitysvaiheet,
jotka eiva¨t liity milla¨a¨n tavalla la¨hdekieleen itseensa¨ [Cra05, s. 205]. Ta¨ma¨n takia
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on mahdollista joutua ka¨sittelema¨a¨n virheita¨, jota eiva¨t liity la¨hdekieleen vaan koh-
dekieleen. Ta¨ma¨n johdosta ei riita¨, etta¨ ohjelmoija tuntee vain la¨hdekielen — myo¨s
kohdekielen tuntemusta vaaditaan. Toinen ongelma on, etta¨ la¨hdekielen semantiikka
voi erota hyvin paljon kohdekielen semantiikasta, jolloin la¨hdekielen ka¨sitteiden ek-
sakti kuvaaminen kohdekielella¨ voi olla vaikeaa tai jopa mahdotonta [Cra05, s. 206].
Muuntaminen toiselle virtuaalikoneelle
Ta¨ssa¨ la¨hestymistavassa yhden virtuaalikoneen kieli ka¨a¨nneta¨a¨n toisen virtuaaliko-
neen kielelle [Cra05, s. 206]. Suoritettava muunnos on analoginen ka¨a¨nta¨ja¨n tekema¨n
kahden va¨liesitysmuodon va¨lisen muunnoksen kanssa. Muunnoksen ja¨lkeen ohjelma
on suoritettavissa kohdevirtuaalikoneella.
Koodin muuntaminen toiselle virtuaalikoneelle on perusteltavissa silloin, kun kohde-
virtuaalikone on jollakin tasolla tehokkaampi kuin la¨hdevirtuaalikone tai kun koh-
devirtuaalikone tarjoaa jotakin muuta arvokasta, jota la¨hdevirtuaalikone ei tarjoa.
Kohdevirtuaalikone voi esimerkiksi olla tuettu useammilla alustoilla kuin la¨hdevirtu-
aalikone. Muuntaminen toiselle virtuaalikoneelle voi olla myo¨s nopea tapa toteuttaa
kokonaan uusi virtuaalikone, koska kaikkia virtuaalikoneen tarvitsemia komponent-
teja ei tarvitse silloin toteuttaa lainkaan kohdevirtuaalikoneen tarjoamien palvelujen
ansiosta. Toisaalta muuntaminen toiselle virtuaalikoneelle monimutkaistaa ka¨a¨nta¨-
misprosessia, koska normaalin ka¨a¨nno¨ksen lisa¨ksi tarvitaan kahden virtuaalikoneen
va¨linen muunnos.
Muunnoksen haasteellisuus riippuu virtuaalikoneosapuolten keskina¨isesta¨ erilaisuu-
desta. Kahden pinokoneen va¨linen muunnos on yksinkertaisempi kuin pinokoneen ja
rekisterikoneen va¨linen muunnos.
Just-In-Time -toteutus (JIT)
JIT-ka¨a¨nta¨minen on tekniikka, jolla yriteta¨a¨n saavuttaa seka¨ ka¨a¨nta¨misen etta¨ tul-
kitsemisen parhaat puolet [Ayc03]. Ka¨a¨nnetyt ohjelmat ovat tehokkaampia kuin
tulkitut ohjelmat, kun taas tulkitut ohjelmat on kuvattu korkeammalla abstraktio-
tasolla, joten ne ovat usein pienempia¨ ja sisa¨lta¨va¨t enemma¨n semanttista tietoa.
Lisa¨ksi tulkitut ohjelmat ovat yleensa¨ helpommin siirretta¨vissa¨ eri alustojen va¨lilla¨
kuin ka¨a¨nnetyt ohjelmat. Tulkit tarjoavat myo¨s joustavuutta, koska niilla¨ on pa¨a¨sy
suoritusaikaiseen ympa¨risto¨o¨nsa¨, kuten ohjelman syo¨tteeseen ja isa¨nta¨koneen omi-
naispiirteisiin.
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Naiivissa JIT-toteutuksessa ohjelman osa ka¨a¨nneta¨a¨n, kun siihen ensi kerran viita-
taan ohjelman suorituksen aikana [Cra05, s. 206–207]. JIT-ka¨a¨nta¨ja¨ ka¨a¨nta¨a¨ ohjel-
man viitatun osan isa¨nta¨koneen natiiville kielelle ja tallettaa ka¨a¨nnetyn koodin kes-
kusmuistiin. Kun samaan osaan viitataan myo¨hemmin uudelleen, muistista lo¨ytyva¨
konekielinen versio koodista suoritetaan.
JIT-tekniikan haaste on ka¨a¨nta¨misen ja optimoinnin aiheuttama ohjelman suori-
tuksen hidastuminen, kun ka¨a¨nta¨ma¨tto¨ma¨a¨n koodiin viitataan ensimma¨ista¨ kertaa.
Hansen [Han74] on esitta¨nyt JIT-ka¨a¨nta¨misen kolme ta¨rkea¨a¨ kysymysta¨:
• Mika¨ osa koodista pita¨isi optimoida?
• Milloin optimointi tulisi suorittaa?
• Miten koodin optimointi pita¨isi suorittaa?
Hansen vastaa ensimma¨iseen kysymykseensa¨ frekvenssimallilla, jossa jokaisen koo-
dilohkon suorituskerroista pideta¨a¨n laskurin avulla kirjaa; koodilohkolla viitataan
yleisesti johonkin koodin yksikko¨o¨n. Yleisimma¨t koodilohkot valitaan optimoita-
viksi. Suorituskertalaskurit antavat vastauksen myo¨s toiseen kysymykseen. Hansen
ma¨a¨rittelee koodilohkon laskureille raja-arvon, jonka ylittyessa¨ koodilohko nostetaan
optimoitavaksi. Kolmanteen kysymykseensa¨ Hansen vastaa optimoinnin jakamisella
eri tasoihin. Jokaisella optimointikerralla koodilohkoon kohdistetaan eri osajoukko
optimointitekniikoita, jolloin yksitta¨inen optimointikerta ei hidasta ohjelman suori-
tusta liian paljon.
Tavallisesti JIT-optimoinnit rajoittuvat paikallisiin optimointitekniikoihin [Cra05,
s. 206]. Jotkut ja¨rjestelma¨t suorittavat kuitenkin raskaita interproseduraalisia opti-
mointeja ohjelman suorituskertojen va¨lilla¨, koska suoritusaikana ei ole aikaa suorit-
taa raskasta analyysia¨ ohjelmasta [LA04]. Suorituskertojen va¨lista¨ optimointia kut-
sutaan oﬄine-optimoinniksi. Oﬄine-optimointi va¨ltta¨a¨ suoritusaikaisen ohjelman hi-
dastumisen ongelman.
Automaattinen dynaaminen muistinhallinta
Lukuisat ohjelmointikielet sallivat ohjelmoijan varata muistia olioille, joiden elinika¨
ei ole ma¨a¨ritelta¨vissa¨ ohjelman leksikaalisen rakenteen perusteella. Ta¨llaisia olioita
kutsutaan dynaamisesti allokoiduiksi. Dynaamista muistia hallitaan joko manuaali-
sesti ohjelmoijan tekemien eksplisiittisten muistinvaraus ja -vapautuskutsujen kaut-
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ta tai automaattisesti ohjelman suoritusympa¨risto¨n toimesta. Automaattisessa muis-
tinhallinnassa ohjelmoijan ta¨ytyy edelleen tehda¨ muistinvarauspyynto¨ja¨, mutta vas-
tuu muistin vapauttamisesta on siirretty automaattiselle roskienkera¨a¨ja¨lle. Dynaa-
misesti varatun muistin automaattista hallintaa kutsutaan roskienkeruuksi [Jon96,
s. 1–2]. Korkean tason virtuaalikoneiden suoritusympa¨risto¨t tarjoavat usein tuen
automaattiselle muistinhallinnalle.
Dynaamisen muistin vapauttamisen vastuun siirta¨misesta¨ ihmiselta¨ koneelle on usei-
ta hyo¨tyja¨. Ensinna¨kin se poistaa pa¨a¨osin kaksi klassista virhela¨hdetta¨ ohjelmista:
riippuvat osoittimet ja muistivuodot. Osoitinta kutsutaan riippuvaksi osoittimek-
si (engl. dangling pointer), jos sen viittauksen kohteena ollut olio on poistettu,
mutta osoitin on ja¨tetty viittaamaan olion aikaisemmin ka¨ytta¨ma¨a¨n muistialueeseen.
Riippuva osoitin viittaa siis mielivaltaiseen muistin sisa¨lto¨o¨n, ja osoittimen seuraa-
minen johtaa epa¨deterministiseen lopputulokseen. Muistivuoto on puolestaan ilmio¨,
jossa oliolle varataan muistia, mutta sita¨ ei ikina¨ vapauteta, vaikka oliota ei ena¨a¨
tarvita. Jatkuvat muistivuodot valtaavat lopulta koko ja¨rjestelma¨n muistiresurssit,
mika¨ johtaa ja¨rjestelma¨n tukehtumiseen ja lopulta ohjelman kaatumiseen.
Dynaamisen muistinhallinnan automatisointi yksinkertaistaa ohjelmistomoduulien
va¨lisia¨ rajapintoja ja va¨henta¨a¨ moduulien va¨lisia¨ riippuvuuksia [Jon96, s. 9]. Manu-
aalisessa muistinhallinnassa olioiden elinkaarta koskeva kirjanpito sisa¨llyteta¨a¨n mo-
duulien rajapintoihin. Ta¨ha¨n kirjanpitoon voi kuulua esimerkiksi tieto siita¨, mika¨
ohjelman osa on vastuussa olion muistin vapautuksesta. Muistinhallintakirjanpito li-
sa¨a¨ moduulien va¨lista¨ kommunikaatiota ja heikenta¨a¨ na¨in moduulien abstraktiota ja
laajennettavuutta. Olioiden elinkaari on globaali ominaisuus [Wil92]. Ta¨sta¨ seuraa,
etta¨ paikalliset muutokset yhdessa¨ moduulissa voivat vaikuttaa odottamattomal-
la tavalla muihin moduuleihin. Automaattinen roskienkeruu vapauttaa rajapinnat
muistinhallinnan kirjanpitovastuusta.
Roskienkeruuseen on 1960-luvun alusta la¨htien kehitetty lukuisia eri tekniikoita.
Roskienkeruustrategiat voidaan jakaa tarkkoihin ja konservatiivisiin tekniikoihin
[Jon96, luvut 2 ja 9.2]. Konservatiivinen roskienkeruu on likima¨a¨ra¨inen strategia,
jossa kaikkea vapautettavissa olevaa muistia ei pystyta¨ luotettavasti vapauttamaan.
Konservatiivinen roskienkeruu ei vaadi erityistukea ka¨a¨nta¨ja¨lta¨ tai ohjelmointikielel-
ta¨, mika¨ on seka¨ etu etta¨ likima¨a¨ra¨isyyden syy. Koska konservatiivinen roskienkeruu
toimii ilman ka¨a¨nta¨ja¨n tai kielen erityistukea, roskienkera¨a¨ja¨ voidaan toteuttaa ul-
koisena kirjastona ja liitta¨a¨ helposti jo olemassa oleviin ohjelmiin. Toisaalta koska
konservatiivisilla roskienkeruualgoritmeilla ei ole luotettavaa tietoa osoittimien si-
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jainneista tai va¨ltta¨ma¨tta¨ edes tyyppitietoa siita¨, tarkoittaako tietty arvo osoitinta
vai ei, tieto aktiivisista edelleen ka¨ytetta¨vista¨ olioista perustuu likima¨a¨ra¨iseen ar-
vioon. Konservatiiviset roskienkeruualgoritmit ovat likima¨a¨ra¨isyydesta¨a¨n huolimat-
ta hyo¨dyllisia¨, koska niilla¨ automaattinen dynaaminen muistinhallinta pystyta¨a¨n hel-
posti lisa¨a¨ma¨a¨n C- ja C++-kielen tapaisilla tyyppiturvattomilla ohjelmointikielilla¨
toteutettuihin ohjelmiin.
Tarkat roskienkeruualgoritmit pystyva¨t tunnistamaan ohjelman kaikki olioviitteet
luotettavasti, mika¨ vaatii tukea ka¨a¨nta¨ja¨lta¨ kaikkien mahdollisesti osoittimia sisa¨l-
ta¨vien sijaintien paikallistamiseksi ja lisa¨ksi riitta¨va¨a¨ tyyppitietoa osoittimien tun-
nistamiseksi. Tarkkaa roskienkeruuta voidaan ka¨ytta¨a¨ riitta¨va¨n tyyppitiedon tarjoa-
vien tyyppiturvallisten ohjelmointikielten kanssa. Tarkat roskienkeruualgoritmit pys-
tyva¨t luotettavan olioviitetiedon ansiosta vapauttamaan kaikkien sellaisten olioiden
muistin, johon ei ole viitteita¨. Viittaamattomat oliot eiva¨t ena¨a¨ pysty vaikuttamaan
ohjelman kulkuun, joten ne voidaan vapauttaa.
Roskienkeruustrategiat voidaan edelleen jakaa suoriin ja epa¨suoriin algoritmeihin.
Suorissa algoritmeissa pideta¨a¨n kirjaa keko-olioista, jotka ovat ohjelman suorituksen
kannalta aktiivisia eli viitattavissa. Ta¨llainen kirjanpito voidaan toteuttaa viitelas-
kuritekniikalla, jossa jokaisesta keko-oliosta ylla¨pideta¨a¨n laskuria, joka kertoo olioon
osoittamien viitteiden lukuma¨a¨ra¨n [Col60]. Viitelaskurin na¨ytta¨essa¨ nollaa on var-
maa, etta¨ olion varaama muisti voidaan vapauttaa, koska ulottumattomissa oleva
olio ei voi vaikuttaa ohjelman kulkuun.
Ja¨ljitta¨va¨t roskienkeruualgoritmit noudattavat epa¨suoraa roskienkeruustrategiaa.
Epa¨suorassa strategiassa keko-olioista ei pideta¨ aktiivisesti kirjaa. Sen sijaan roskien-
keruualgoritmi ka¨y aika-ajoin viitattavat oliot la¨pi merkiten ne aktiivisiksi. Merkin-
na¨n ja¨lkeen tiedeta¨a¨n, etteiva¨t merkitsema¨tto¨ma¨t oliot ole viitattavissa, joten niiden
varaama muisti voidaan vapauttaa.
Ensimma¨inen roskienkeruualgoritmi oli ja¨ljitta¨va¨ mark-sweep-algoritmi, jonka Mc-
Carthy kehitti Lisp-ohjelmointikielen tarpeisiin [McC60]. Myo¨hemmin on kehitetty
joukko erilaisia ja¨ljitta¨miseen perustuvia roskienkeruualgoritmeja, jotka ovat kukin
pyrkineet vastaamaan vaihteleviin tila- ja aikavaatimustarpeisiin. Na¨ista¨ nykya¨a¨n
merkitta¨vimpia¨ on sukupolviin perustuva roskienkeruu, jossa pyrita¨a¨n hyo¨dynta¨-
ma¨a¨n olioiden tyypillista¨ elinaikaa keventa¨ma¨a¨n olioiden merkitsemiseen kuluvaa
tyo¨ta¨ [LH83].
Vahvasti empiiristen todisteiden tukeman heikon sukupolvihypoteesin mukaan enem-
misto¨ olioista kuolee nuorena [DB76, Ung84, Wil92]. Ta¨ta¨ huomiota hyo¨dynta¨en su-
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kupolviin perustuvat algoritmit luokittelevat oliot ia¨n mukaan eri sukupolviin ja tar-
kastelevat nuoria sukupolvia useammin kuin vanhoja sukupolvia. Sukupolviin perus-
tuva roskienkeruu on tehokasta, koska siina¨ va¨lteta¨a¨n koko keon jatkuva la¨pika¨ynti,
kun tarkastelu painotetaan nuoriin olioihin, joista saavutettava hyo¨ty on roskien-
keruun kannalta suurinta. Hyva¨ roskienkeruualgoritmi pita¨a¨ ohjelman suorituksen
aikaiset pysa¨hdykset minimissa¨a¨n ja pystyy vapauttamaan tehokkaasti turhien olioi-
den varaamaa muistia.
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3 Va¨likielet
Ka¨a¨nta¨ja¨ rakentaa ohjelmista erilaisia va¨liesitysmuotoja helpottamaan staattista
analyysia¨, koodin generointia ja optimointia. Konkreettiset va¨likielet ovat va¨liesi-
tysmuotojen erikoistapauksia — ne toimivat korkean tason ohjelmointikielten ka¨a¨n-
ta¨jien kohdekielina¨. Joitakin ohjelmointikielia¨ ka¨yteta¨a¨n va¨likielena¨, vaikka niita¨ ei
olisi siihen alun perin suunniteltu. Esimerkiksi ka¨ytto¨ja¨rjestelma¨kieleksi suunniteltu
C-kieli toimi va¨likielena¨ C++-kielen varhaisissa versioissa [Str94, luku 3.3]. Ta¨ssa¨
luvussa keskityta¨a¨n Java-virtuaalikoneen tavukoodiin seka¨ LLVM-va¨likieleen. Kum-
matkin kielet sopivat va¨likieleksi hyvin heterogeenisille korkean tason la¨hdekielille.
Kummankin kielen ka¨skykannat ovat tyypitettyja¨, mika¨ helpottaa koodin staattis-
ta analyysia¨ ja optimointia. Kuitenkin ne ovat kielina¨ hyvin erilaisia, silla¨ niiden
esitysmuodot edustavat vastakkaista filosofiaa. Java-virtuaalikoneen kieli on pino-
koneen kielta¨, kun taas LLVM-va¨likieli on rekisteripohjaista SSA-koodia (ks. luku
3.2). Luvun lopussa tarkastellaan ka¨a¨nta¨jien sisa¨isia¨ va¨liesitysmuotoja ja vertaillaan
esitettyjen va¨liesitysmuotojen ominaisuuksia.
3.1 Java-virtuaalikoneen pinokieli
Java-virtuaalikone (JVM) [LY99] on suosittu pinokonemalliin perustuva virtuaali-
kone. JVM on abstrakti kone ja sita¨ ei pida¨ sekoittaa lukuisiin JVM-toteutuksiin.
JVM yhdisteta¨a¨n tavallisesti Java-ohjelmointikieleen [GJS00], mutta virtuaalikonet-
ta ei ole sidottu Javaan. JVM ei tunne Java-kielta¨ vaan ainoastaan oman ka¨skykan-
tansa [LY99, luku 6] ja sen bina¨a¨risen class-tiedostomuodon [LY99, luku 4].
Java-virtuaalikoneen tavukoodi on tyypitettya¨ pinokoneen kielta¨. Tavukoodi on alus-
tariippumatonta, mika¨ tekee koodista siirretta¨va¨a¨. Pinokonemallinsa ansiosta Java-
tavukoodia suorittavan tulkin rakentaminen on suoraviivaista. Tavallisesti modernit
JVM-toteutukset kuitenkin JIT-ka¨a¨nta¨va¨t tavukoodin paikalliselle konekielelle pa-
remman suorituskyvyn saavuttamiseksi [KWM08].
Tyypitys on toteutettu tavukoodissa siten, etta¨ pa¨a¨asiassa1 jokaisesta dataa ka¨sit-
televa¨sta¨ ka¨skysta¨ on olemassa oma versionsa jokaista tyyppia¨ kohden. Ta¨ma¨ tekee
JVM:n ka¨skykannasta verrattain ison (200 ka¨skya¨). Esimerkiksi kokonaislukujen va¨-
hennyslaskuoperaatiolle on ka¨sky isub ja liukulukujen va¨hennyslaskulle ka¨sky fsub.
1JVM:n tyypeille byte, char , short ja boolean ei pa¨a¨asiassa ole omia ka¨skyja¨, koska JVM ka¨-
sittelee na¨ita¨ tyyppeja¨ sisa¨isesti tyypilla¨ int. Lisa¨ksi jotkut suorituspinoa ka¨sitteleva¨t ka¨skyt ovat
tyyppiagnostisia.
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Java-tavukoodin erityispiirre on, etta¨ se tukee suoraan oliokielille tyypillisia¨ ominai-
suuksia eli perinta¨a¨ [LY99, s. 93–99], kapselointia [LY99, s. 113–117] ja myo¨ha¨ista¨
sidontaa [LY99, s. 291–293]. Perinna¨n avulla voidaan ma¨a¨ritella¨ uusia ka¨sitteita¨ ole-
massa olevien ka¨sitteiden avulla. Kapselointi on puolestaan modularisointitekniik-
kaa, jossa ohjelmayksiko¨n sisa¨isia¨ tietorakenteita sallitaan muokattavan vain val-
votun rajapinnan kautta. Myo¨ha¨isella¨ sidonnalla viitataan ta¨ssa¨ yhteydessa¨ tapaan,
jolla suoritusympa¨risto¨ sitoo kutsuttavan metodin vastaanottajan tyypin perusteella
vasta metodin kutsuhetkella¨.
Esimerkki
Tarkastellaan Euclidin algoritmia [AS96, s. 48–49] kahden kokonaisluvun suurim-
man yhteisen tekija¨n selvitta¨miseksi. Kuvassa 3.1 algoritmi on kuvattu iteratiivises-
ti pseudokielella¨. Ohjelma gcd ottaa argumentikseen kaksi positiivista kokonaislu-
def gcd(int a, int b):
while (a != b):
if (a > b):
a := a - b
else:
b := b - a
return a
Kuva 3.1: Euclidin algoritmin iteratiivinen toteutus.
kua a ja b. Mika¨li a ja b ovat arvoltaan samoja, ohjelma palauttaa tuloksenaan a:n
arvon, joka on lukujen suurin yhteisin tekija¨. Mika¨li luvut eroavat toisistaan, tut-
kitaan, kumpi luvuista on suurempi, ja va¨henneta¨a¨n vertailun perusteella suurem-
masta luvusta pienemma¨n luvun arvo. Ta¨ta¨ jatketaan, kunnes a ja b ovat arvoltaan
samoja.
JVM:n tavukoodilla gcd voidaan esitta¨a¨ kuten kuvassa 3.2. Ensimma¨isella¨ rivilla¨
esitella¨a¨n aliohjelman tyyppi ja nimi. Tavukoodit on numeroitu tavujen mukaan.
Useimmat ka¨skyt ottavat argumenttinsa implisiittisesti pinon pa¨a¨lta¨ ja ovat ta¨-
ma¨n johdosta yhden tavun kokoisia. Eksplisiittisia¨ argumentteja ottavat ka¨skyt ovat
useamman tavun kokoisia.
Kaksi ensimma¨ista¨ iload_<n>-muotoista ka¨skya¨ tyo¨nta¨va¨t ohjelman kokonaislu-
kuargumentit a ja b pinon pa¨a¨lle. Ensimma¨inen argumentti a lo¨ytyy indeksista¨ 0
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static int gcd(int, int);
Code:
0: iload_0
1: iload_1
2: if_icmpeq 24
5: iload_1
6: iload_0
7: if_icmple 17
10: iload_1
11: iload_0
12: isub
13: istore_1
14: goto 0
17: iload_0
18: iload_1
19: isub
20: istore_0
21: goto 0
24: iload_0
25: ireturn
Kuva 3.2: Euclidin algoritmi Java-tavukoodilla.
ja toinen argumentti b indeksista¨ 1. Koodissa argumentteihin viitataan ainoastaan
indeksien kautta, silla¨ JVM ei tunne muuttujien symbolisia nimia¨. Ka¨sky if_icmpeq
vertailee pinon pa¨a¨lla¨ olevia lukuja ja hyppa¨a¨ tavukoodiin 24, jos luvut ovat saman
arvoisia. Tavukoodin 24 kohdalla ka¨sky iload_0 tyo¨nta¨a¨ ensimma¨isen argumentin
pinon pa¨a¨lle, ja seuraava ka¨sky ireturn palauttaa ohjelman lopputuloksen, joka lo¨y-
tyy pinon pa¨a¨lta¨. Mika¨li kokonaislukujen yhta¨suuruusvertailussa ei pa¨a¨dyta¨ hyppa¨a¨-
ma¨a¨n ohjelman loppuun, tavukoodeilla 5–8 tyo¨nneta¨a¨n argumentit ja¨lleen pinoon ja
tehda¨a¨n uusi vertailu, jossa selviteta¨a¨n, kumpi luvuista on suurempi. Tavukoodit
10–16 ka¨sitteleva¨t tapauksen, jossa b > a. Vastaavasti tavukoodit 17–23 ka¨sitte-
leva¨t tapauksen, jossa a > b. Kummankin edellisen tapauksen lopussa hypa¨ta¨a¨n
iteratiivisen prosessin alkuun, minka¨ ja¨lkeen prosessi alkaa alusta uusilla a:n ja b:n
arvoilla.
Rajoitteet
Java-tavukoodi sopii heikosti ka¨a¨nta¨ja¨n sisa¨iseksi va¨liesitysmuodoksi, koska se ei pal-
jasta eksplisiittisesti ohjelman la¨pi virtaavaa tietovuota. Sen sijaan tietovuo virtaa
operandipinon kautta. Ilman eksplisiittista¨ tietovuoinformaatiota monet ka¨a¨nta¨ja¨-
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optimoinnit ovat vaikeita tai mahdottomia toteuttaa. Lisa¨ksi, koska operandipinon
muistipaikat ovat polymorfisia — ne voivat ajan eri hetkilla¨ sisa¨lta¨a¨ eri tyyppisia¨
arvoja — JVM-toteutusten ta¨ytyy ennen suoritusta varmistaa tietovuon tyyppitur-
vallisuus, so. operandeja ka¨sitella¨a¨n operandipinossa johdonmukaisesti ja va¨liaikaiset
arvot luetaan pinosta saman tyyppisina¨ kuin ne alkupera¨isesti oli kirjoitettu.
Perinteisesti JVM-toteutukset ovat toteuttaneet tietovuoanalyysin abstraktin tul-
kitsemisen avulla, jossa pinoon ja paikallisiin muuttujiin tallennetaan tyyppeja¨ ar-
vojen sijaan [Ler03]. Abstraktiin tulkitsemiseen perustuva tarkistus vie ylima¨a¨ra¨i-
sia¨ resursseja verrattuna tekniikoihin, joissa hyo¨dynneta¨a¨n tietovuon eksplisiittisesti
paljastavia koodin esitysmuotoja [GPF08].
JVM on alun perin suunniteltu Java-kielta¨ varten, minka¨ takia sen tavukoodi ei
ole la¨hdekieliriippumatonta. La¨hdekieliriippuvaisuutensa takia JVM ei tarjoa paras-
ta mahdollista toteutuspohjaa kielille, joissa tarvitaan sellaisia ominaisuuksia, joi-
ta JVM ei suoraan tue. JVM ei esimerkiksi tue C-kielessa¨ tarvittavaa mielivaltaista
osoittimien manipulointia [Sin03]. JVM:sta¨ puuttuu kokonaan muistiosoittimen ka¨si-
te. JVM:n olioviitetyyppi tarjoaa ainoastaan polun sen osoittaman olion ka¨sittelyyn.
JVM ei myo¨ska¨a¨n tarjoa suoraa tukea parametriselle polymorfismille eli geneerisyy-
delle tai funktionaalisissa kielissa¨ vahvasti ka¨ytetyille funktioargumenteille ja tehok-
kaalle ha¨nta¨rekursiolle [Gou01]. Vertailun vuoksi mainittakoon, etta¨ alun perin mo-
nia la¨hdekielia¨ tukemaan suunniteltu Microsoftin Common Language Infrastructure
(CLI) [MR03] tarjoaa tuen kaikille edella¨ mainituille ominaisuuksille [Sin03, Gou01].
Toisaalta geneerisyys on toteutettu myo¨hemmin Javaan ilman erityistukea JVM:lta¨
— samoin kuin funktioargumentit JVM-pohjaisessa Clojure-kielessa¨ [Clo]. Java-ta-
vukoodin tasolla tieto na¨ista¨ korkean tason ka¨sitteista¨ on kuitenkin jo kadonnut,
mika¨ esta¨a¨ na¨ita¨ ka¨sitteita¨ tarvitsevien analyysien ja optimointien suorittamisen
tavukooditasolla.
3.2 Staattinen yhden sijoituksen esitysmuoto
Era¨s optimoinnin kannalta hyo¨dyllinen rekisteripohjainen koodin esitysmuoto on sel-
lainen, jossa kuhunkin muuttujaan voidaan sijoittaa arvo ainoastaan yhdessa¨ kohtaa
koodia. Ta¨ta¨ kutsutaan staattiseksi yhden sijoituksen esitysmuodoksi (engl. static
single assignment form, SSA) [CFR91]. Lukuisat optimointitekniikat hyo¨tyva¨t
SSA-muodon tarjoamasta tietovuoinformaatiosta. SSA-muodosta hyo¨tyvia¨ optimoin-
teja ovat muun muassa vakioiden levitta¨minen (engl. constant propagation), koo-
din siirta¨minen (engl. code motion), osittaisten pa¨a¨llekka¨isyyksien poistaminen (engl.
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partial redundancy elimination) ja kuolleen koodin poistaminen (engl. dead
code elimination).
Ka¨a¨nta¨misen aikana va¨liesitysmuotoinen koodi muunnetaan SSA-muotoon ja opti-
moidaan eri tekniikoita ka¨ytta¨en. Optimoinnin ja¨lkeen koodi muunnetaan pois SSA-
muodosta.
Haarautumaton koodi on yksinkertaista muuttaa SSA-muotoon. Jokainen sijoitus
muuttujaan saa oman nimen. Lisa¨ksi jokainen uudelleennimettyyn muuttujaan viit-
taava ka¨sky korjataan viittaamaan uuteen nimeen. Muuttujia kutsutaan virtuaa-
lirekistereiksi, joita on a¨a¨reto¨n ma¨a¨ra¨. Kuvassa 3.3 on esitetty sama koodi seka¨
normaalissa muodossa (vasemmalla) etta¨ SSA-muodossa (oikealla).
V := 2 V0 := 2
PRINT V PRINT V0
V := V * V V1 := V0 * V0
PRINT V PRINT V1
Kuva 3.3: Haarautumaton koodi normaalissa muodossa (vasemmalla) ja SSA-muo-
dossa (oikealla).
Yleensa¨ ohjelmat sisa¨lta¨va¨t haaraumia. SSA-muodossa haaraumien yhtyma¨kohdissa
ka¨yteta¨a¨n erikoista φ-funktiota. φ-funktion argumentit ma¨a¨ritta¨va¨t, mitka¨ sijoituk-
set muuttujaan voivat saavuttaa yhtyma¨kohdan. Kuvassa 3.4 esitetyssa¨ ohjelmassa
tulostetaan predikaatin P perusteella eri arvoja.
IF P
THEN V := 1
ELSE V := 2
PRINT V
Kuva 3.4: Yksinkertainen haarautuva koodi.
Kuvassa 3.5 na¨kyy vasemmalla kuvan 3.4 koodin kontrollivuokaavio ja oikealla sa-
ma kaavio SSA-muodossa esitettyna¨. Ehdon haarojen viittaukset muuttujaan V on
korvattu viittauksilla muuttujiin V0 ja V1. Lisa¨ksi PRINT-ka¨sky saa argumentikseen
φ-funktion, joka saa argumentteinaan V :n kaikki ne ilmentyma¨t, jotka voivat saa-
vuttaa yhtyma¨kohdan — ta¨ssa¨ tapauksessa V :n kummatkin ilmentyma¨t V0 ja V1.
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φ-funktio on ka¨a¨nta¨ja¨n hyo¨dynta¨ma¨ a¨lyka¨s virtuaalifunktio, joka osaa palauttaa
argumenteistaan oikean sen mukaan, mista¨ ohjelman kontrolli saapuu yhtyma¨sol-
muun. Lopullinen tietokoneen suorittama koodi ei ole SSA-muodossa eika¨ sisa¨lla¨
φ-funktioita. φ-funktio on ka¨a¨nta¨misvaiheessa hyo¨dyllinen ka¨site, jota ei sa¨ilyteta¨
suoritusaikaan asti. Esimerkkiohjelma tulostaa V0:n arvon, jos P on tosi. Muutoin
ohjelma tulostaa V1:n arvon.
Kuva 3.5: Saman koodin kontrollivuokaavio (a) normaalissa muodossa ja (b) SSA-
muodossa.
3.3 LLVM-va¨likieli
LLVM-va¨likieli [LA04] on symbolisia konekielia¨ muistuttava matalan tason alus-
tariippumaton RISC-tyyppinen [ALS07, s. 21] kieli. Va¨likielen suurimpana erona
tyypillisiin assembly-kieliin on sen tyypitetty ka¨skykanta ja staattinen yhden sijoi-
tuksen esitysmuoto. Tyyppitiedon ja SSA-muodon tarjoaman tietovuoinformaation
yhdistelma¨ mahdollistaa monien voimakkaiden optimointitekniikoiden ka¨yto¨n, jois-
ta osa on mainittu luvussa 3.2. LLVM-va¨likieli on kolmen osoitteen koodia [ALS07,
s. 99–105]. Kolmen osoitteen koodi on jono ka¨skyja¨, jotka ovat muotoa
x = y op z,
jossa x, y ja z ovat nimia¨, vakioita tai ka¨a¨nta¨ja¨n generoimia va¨liaikaisia muuttujia
ja op viittaa suoritettavaan operaatioon.
LLVM-va¨likielen sanotaan olevan matalan tason kieli, koska se on abstraktiotasol-
taan la¨hella¨ symbolista konekielta¨. Va¨likielen suunnittelumotiivina oli mielivaltais-
ten korkean tason la¨hdekielien kuvaaminen matalamman tason LLVM-va¨likielel-
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la¨ [LA04]. LLVM-va¨likieli on siis kahteen suuntaan riippumaton: se on seka¨ la¨hdekie-
liriippumaton etta¨ kohdearkkitehtuuririippumaton. Ta¨ma¨ erottaa sen muun muassa
Java-tavukoodista, joka on kohdearkkitehtuuririippumaton mutta sisa¨lta¨a¨ oliokiel-
ten ka¨sitteita¨, mika¨ tekee siita¨ osittain la¨hdekieliriippuvaisen. Korkean tason la¨h-
dekielten ka¨sitteet kuvataan LLVM-va¨likielella¨ matalamman tason rakenteita ka¨yt-
ta¨en. Esimerkiksi la¨hdekielien monimutkaiset tyypit kuvataan LLVM:n tarjoamien
yksinkertaisten tyyppien yhdistelmina¨, kun taas korkean tason kontrollirakenteet
kuvataan LLVM:n yksinkertaisina hyppyka¨skyina¨ ja vertailuoperaatioina.
Tyyppija¨rjestelma¨
Monipuolinen, mutta suhteellisen matalan tason tyyppija¨rjestelma¨, on LLVM-va¨li-
kielen keskeinen ominaisuus. Tyypit esiteta¨a¨n LLVM-va¨likielessa¨ eksplisiittisesti jo-
kaiselle operaatiolle ja argumentille. LLVM-va¨likielen operaatiot ovat kuormitettu-
ja. Operaatiot parametrisoidaan tyypilla¨ sen sijaan, etta¨ jokaiselle operaatio–tyyppi-
yhdistelma¨lle olisi oma operaationsa, kuten esimerkiksi JVM:ssa¨. Ta¨sta¨ seuraa, et-
ta¨ LLVM:n ka¨skykanta (liite A.2) on selva¨sti JVM:n ka¨skykantaa pienempi. Kuor-
mittamisesta seuraa, etta¨ esimerkiksi va¨hennyslaskuoperaatio on sama kokonais- ja
liukuluvuille. Va¨hennyslaskuoperaatiota kokonaisluvuille parametrisoidaan tyypilla¨
iN, jossa N on kokonaisluvun koko bitteina¨. Vastaavaa operaatiota liukuluvuille
parametrisoidaan tyypilla¨ float tai muilla LLVM:n tarjoamilla liukulukutyypeilla¨.
Kuva 3.6 listaa kaikki LLVM-va¨likielen tyypit.
Luokittelu Tyypit
integer i1, i2, i3, ... i8, ... i16, ... i32, ... i64, ...
floating point float, double, x86 fp80, fp128, ppc fp128
first class integer, floating point, pointer, vector, structure, array, label
primitive label, void, floating point
derived integer, array, function, pointer, structure, packed structure, vector,
opaque
Kuva 3.6: LLVM-tyypit [Lat09].
Monimutkaisemmat tyypit esiteta¨a¨n LLVM-va¨likielessa¨ yksinkertaisten tyyppien avul-
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la. Esimerkiksi taulukkotyyppi array esiteta¨a¨n muodossa [N x T ], jossa N on koko-
naislukuvakio ja T on mika¨ tahansa LLVM-tyyppi, jolle on ma¨a¨ritelty koko. Na¨in
taulukko, joka sisa¨lta¨a¨ 42 kappaletta 32-bittisia¨ kokonaislukuja esiteta¨a¨n LLVM-va¨-
likielen tyyppija¨rjestelma¨ssa¨ muodossa [42 x i32]. Koska taulukon tyyppi on va-
paasti valittavissa, moniulotteisen taulukon tyypin ma¨a¨ritelma¨ on yhta¨ suoraviivai-
nen: Esimerkiksi taulukko, joka sisa¨lta¨a¨ 4 ∗ 2 kappaletta liukulukuja, saa tyypikseen
[4 x [ 2 x float ]].
Esimerkki
Kuva 3.7 na¨ytta¨a¨ luvussa 3.1 esitellyn gcd-algoritmin LLVM-va¨likielella¨. Ensimma¨i-
sella¨ rivilla¨ esitella¨a¨n aliohjelman tyyppi. Aliohjelma palauttaa 32-bittisen kokonais-
luvun. Aliohjelman argumenttilistassa luetellaan argumenttien tyypit ja nimet.
define i32 @gcd(i32 %a, i32 %b) {
entry:
br label %loop
loop: ; preds = %entry, %then, %else
%a.1 = phi i32 [ %a, %entry ], [ %a.2, %else ], [ %a.3, %then ]
%b.1 = phi i32 [ %b, %entry ], [ %b.2, %then ], [ %b.3, %else ]
%comp.1 = icmp eq i32 %a.1, %b.1
br i1 %comp.1, label %done, label %body
body: ; preds = %loop
%comp.2 = icmp sgt i32 %b.1, %a.1
br i1 %comp.2, label %then, label %else
then: ; preds = %body
%a.3 = phi i32 [ %a.1, %body ]
%b.2 = sub i32 %b.1, %a.1
br label %loop
else: ; preds = %body
%b.3 = phi i32 [ %b.1, %body ]
%a.2 = sub i32 %a.1, %b.1
br label %loop
done: ; preds = %loop
ret i32 %a.1
}
Kuva 3.7: Euclidin algoritmi LLVM-va¨likielella¨.
Koodi on jaettu nimettyihin peruslohkoihin. LLVM-va¨likielen peruslohkon ma¨a¨ri-
telma¨ on sama kuin luvussa 2.1 esitelty. Peruslohkojen va¨liset suhteet na¨kyva¨t ku-
van 3.8 kontrollivuokaaviossa. Ensimma¨isesta¨ peruslohkosta hypa¨ta¨a¨n ehdottomalla
hyppyka¨skylla¨ br peruslohkon %loop alkuun. Peruslohkojen nimet ovat ensimma¨isen
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Kuva 3.8: Kontrollivuokaavio LLVM-va¨likielella¨ esitetysta¨ gcd-algoritmista.
luokan arvoja, joten niita¨ voi esiintya¨ ka¨skyjen operandeina, aliohjelman argument-
teina ja paluuarvoina ja niita¨ voi tallettaa tietorakenteisiin. Luvussa 3.2 esitellyn
SSA-koodin φ-ka¨skylle on LLVM-kielessa¨ varattu phi-ka¨sky. Peruslohkon %loop en-
simma¨isessa¨ φ-ka¨skyssa¨ virtuaalirekisteri %a.1 saa arvokseen virtuaalirekisterin %a
sisa¨lta¨ma¨n arvon, mika¨li peruslohkoon on saavuttu %entry-lohkosta. Vastaavasti jos
on saavuttu %else- tai %then-lohkoista, virtuaalirekisteri %a.1 saa arvokseen virtu-
aalirekisterin %a.2 tai %a.3 sisa¨lta¨ma¨n arvon. Peruslohkon %loop lopussa tehda¨a¨n
a:n ja b:n va¨linen yhta¨suuruusvertailu ja hypa¨ta¨a¨n tuloksen perusteella %body- tai
%done-lohkoon. Peruslohkossa %body tehda¨a¨n a:n ja b:n va¨linen suuruusja¨rjestys-
vertailu ja hypa¨ta¨a¨n sen perusteella %then- tai %else-lohkoon. Edellisen ehtolauseen
ka¨sittelevissa¨ lohkoissa tehda¨a¨n a:n tai b:n muokkaus sub-ka¨skylla¨ ja hypa¨ta¨a¨n sil-
mukan alkuun. Yksihaaraiset φ-ka¨skyt suorittavat ehdottoman sijoitusoperaation,
missa¨ kontrollin kululla ei ole merkitysta¨. Lopuksi aliohjelma pa¨a¨ttyy %done-perus-
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lohkossa aliohjelman paluuarvon palauttavaan ret-ka¨skyyn.
Luontaisfunktiot
LLVM:n ka¨skykantaa on laajennettu niin sanottujen luontaisfunktioiden (engl. in-
trinsic functions) avulla. Luontaisfunktiot ovat nimettyja¨ toimintoja, joille on
annettu tarkka semantiikka ja rajoitteet. Luontaisfunktioiden tarkoitus on toimia
va¨likielen laajennuspisteena¨ siten, etta¨ uuden luontaisfunktion lisa¨a¨minen ei aiheu-
ta muutospaineita LLVM-infrastruktuurin yleisissa¨ tyo¨kaluissa, kuten esimerkiksi
koodin optimointi- ja analyysimoduuleissa tai va¨likielen ja¨senta¨ja¨ssa¨.
Kolme esitysmuotoa
LLVM-koodilla on kolme ekvivalenttia esitysmuotoa: tekstuaalinen, bina¨a¨rinen ja
ka¨a¨nta¨ja¨n sisa¨inen muistissa pidetta¨va¨ esitysmuoto. LLVM-va¨likieli on suunniteltu
tukemaan seka¨ ka¨a¨nta¨ja¨n tekema¨a¨ koodin analyysia¨ ja transformaatioita etta¨ ihmis-
ten va¨lista¨ kommunikaatiota. Esitysmuodon muuttaminen toiseksi ei vaadi semant-
tisia muunnoksia, eika¨ tietoa katoa muunnoksessa [LA04]. Esimerkiksi tyypillisissa¨
JVM-toteutuksissa pinopohjainen tavukoodi muunnetaan optimointia varten sopi-
vampaan esitysmuotoon [PVC01]. LLVM-va¨likieli on jo valmiiksi sopivassa muodossa
optimointia varten, joten ylima¨a¨ra¨isilta¨ muunnoksilta va¨ltyta¨a¨n.
3.4 Ka¨a¨nta¨jien sisa¨iset va¨liesitysmuodot
Ka¨a¨nta¨ja¨n sisa¨lla¨ ohjelman va¨liesitysmuotoja ka¨yteta¨a¨n monimutkaisuuden hallin-
taan. Esimerkiksi ja¨senta¨ja¨ ei ka¨sittele la¨hdeohjelman raakaa tekstuaalista versiota,
vaan selaajan tuottamaa abstraktiotasoltaan hieman korkeampaa tekstialkiovirtaa,
mika¨ yksinkertaistaa ja¨senta¨mista¨. Semanttinen analysoija puolestaan saa syo¨ttee-
na¨a¨n ohjelman rakenteen paljastavan puumaisen esitysmuodon, joka sopii mainiosti
semanttisen analysoijan suorittamiin tehta¨viin. Va¨likielisen koodin generoija taas ka¨-
sittelee abstraktia syntaksipuuta, joka sisa¨lta¨a¨ enemma¨n tietoa ohjelman rakenteis-
ta kuin yksinkertainen syntaksipuu. Optimoija lukee tyypillisesti joko verkkomaista
rakennetta tai va¨likoodingeneroijan tuottamaa konekielta¨ la¨hella¨ olevaa va¨likielta¨.
Verkkoesitysmuoto sopii mainiosti ohjelman kontrolli- ja tietovuosta riippuvaisiin
optimointeihin, kun taas va¨likielinen esitysmuoto sopii paremmin konetta la¨hempa¨-
na¨ oleviin optimointeihin. Oikean suorittimen koodia tuottavalle koodingeneroijalle
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sopiva esitysmuoto on juuri oikean koneen kielta¨ la¨hella¨ oleva va¨likieli.
Ta¨ssa¨ luvussa esitella¨a¨n GCC-ka¨a¨nta¨ja¨n ja luvussa 4.3 esitelta¨va¨n Java Hotspot
-virtuaalikoneen JIT-ka¨a¨nta¨ja¨n sisa¨isia¨ va¨liesitysmuotoja. Lisa¨ksi pohditaan, mitka¨
tavoitteet ovat johtaneet kunkin esitysmuodon rakenteeseen ja miten eri tavoitteet
voidaan mahdollisesti yhdista¨a¨ yhdessa¨ esitysmuodossa.
Register Transfer Language
GCC-ka¨a¨nta¨ja¨n sisa¨inen va¨liesitysmuoto on rekisterikonemalliin perustuva Register
Transfer Language (RTL) [Sco00, luku 14.2.2-CD]. GCC:ssa¨ on tuki lukuisten kor-
kean tason kielien ka¨a¨nta¨miseen viela¨kin lukuisammalle joukolle kohdearkkitehtuu-
reja. Kuvassa 3.9 na¨kyy GCC:n tukemien la¨hdekielten ja kohdearkkitehtuureiden
osajoukko. GCC:n etuosat ka¨a¨nta¨va¨t ensin la¨hdekielen abstraktiksi syntaksipuuk-
si, joka puolestaan muunnetaan edelleen RTL-muotoon staattista analyysia¨ ja opti-
mointia varten. RTL-va¨liesitysmuoto yksinkertaistaa GCC-ka¨a¨nta¨ja¨n laajentamista
uusilla la¨hde- ja kohdekielilla¨. Uusi la¨hdekieli vaatii ainoastaan muunnoksen la¨hde-
kielesta¨ RTL-muotoon. Uusi kohdekieli puolestaan vaatii ainoastaan uuden koodin-
generoijakomponentin RTL-muodosta uudelle kohdekielelle.
RTL on varsinaisesti C-kielen struct-tyypilla¨ ja niiden va¨lisilla¨ osoittimilla toteutet-
tu muistin sisa¨inen listaesitysmuoto. Ka¨a¨nta¨ja¨n sisa¨lla¨ RTL-kielta¨ ka¨sitella¨a¨n ainoas-
taan edellisessa¨ muodossa. RTL-esitysmuodosta on kuitenkin olemassa myo¨s Lisp-
kielen S-lausekkeita muistuttava tekstuaalinen esitysmuoto ihmisten va¨lista¨ kommu-
nikaatiota varten. Jokainen RTL-lauseke koostuu lauseketyypista¨ ja jonosta operan-
deja. RTL-kielen tekstuaalisessa muodossa lauseketyyppi on sulutetun listan ensim-
ma¨inen alkio, jota operandialkiot seuraavat.
Kuvassa 3.10 on esitetty yksinkertaistettu RTL-esitysmuoto lausekkeelle
d = (a+ b) ∗ c. Operaatiotyyppi insn tarkoittaa tavallista (ordinary) RTL-lauseket-
ta. Muita operaatiotyyppeja¨ ovat jump_insn hyppyka¨skyille, call_insn aliohjel-
makutsuille, code_label hyppyjen kohdemerkiksi, barrier merkitsema¨a¨n kontrol-
livuon rajoituksia ja yhdeksa¨n note-tyyppista¨ operaatiotyyppia¨ merkitsema¨a¨n vaih-
televaa metatietoa ohjelmasta.
Kolme operaatiotyyppia¨ seuraavaa tunnistenumeroa merkitseva¨t operaation yksi-
ka¨sitteista¨ tunnistetta seka¨ operaatiota edelta¨va¨n ja seuraavan operaatioiden tun-
nisteita. Lisa¨merkinta¨ SI on viittaustilamerkinta¨, joka tarkoittaa ta¨ssa¨ tapauksessa
nelja¨n tavun kokoista kokonaislukua. Viittaustilaa tarvitaan tunnistamaan ka¨skyt,
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jotka haluavat viitata rekisterin tai muistipaikan osaan. Muuten koodi on suoravii-
vasta. Muuttujan a arvo kopioidaan rekisteriin 2, kun taas muuttuja b kopioidaan
rekisteriin 3. Ta¨ma¨n ja¨lkeen rekisterit 2 ja 3 lasketaan yhteen tuloksen ja¨a¨dessa¨
rekisteriin 2. Ta¨ta¨ seuraa muuttujan c kopiointi rekisteriin 3 ja rekisterien 2 ja 3
kertominen yhteen tuloksen ja¨a¨dessa¨ ja¨lleen rekisteriin 2. Lopulta tulona saatu luku
kopioidaan rekisterista¨ 2 muuttujaan d.
Kuva 3.9: RTL va¨likielena¨ korkean tason kielten ja konekielten va¨lisessa¨ muunnok-
sessa.
RTL ei ole SSA-muodossa, mika¨ tekee siita¨ kilpailukyvytto¨ma¨n va¨likielen monille op-
timointitekniikoille ja staattiselle analyysille. Lisa¨ksi optimoinnit, jotka vaativat tie-
toa la¨hdekielen korkean tason rakenteista, ovat hankalia tai mahdottomia toteuttaa,
koska korkean tason tieto katoaa, kun la¨hdekielinen koodi muunnetaan abstraktio-
tasoltaan symbolista konekielta¨ la¨hella¨ olevaan RTL-muotoon [Nov03]. RTL-va¨liesi-
tysmuodon tasolla ei pystyta¨ esimerkiksi kuvaamaan la¨hdekielen taulukkoviittauksia
eika¨ korkeamman tason tietotyyppeja¨ tai kontrollivuorakenteita.
Edella¨ mainittujen vajavaisuuksien takia GCC:n nelja¨nnessa¨ versiossa on siirrytty
RTL-kielesta¨ uuteen SSA-muodossa olevaan kieliriippumattomaan Tree SSA -muo-
toon, joka tukee kontrolli- ja tietovuosta riippuvaisia SSA-optimointeja ja yksinker-
taistaa monia RTL:lle heikosti sopivia optimointeja [Nov03]. RTL-esitysmuoto on
edelleen la¨sna¨, silla¨ optimointien ja¨lkeen Tree SSA -muotoinen koodi muunnetaan
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(insn 8 6 10 (set (reg:SI 2)
(mem:SI (symbol_ref:SI ("a")))))
(insn 10 8 12 (set (reg:SI 3)
(mem:SI (symbol_ref:SI ("b")))))
(insn 12 10 14 (set (reg:SI 2)
(plus:SI (reg:SI 2)
(reg:SI 3))))
(insn 14 12 15 (set (reg:SI 3)
(mem:SI (symbol_ref:SI ("c")))))
(insn 15 14 17 (set (reg:SI 2)
(mult:SI (reg:SI 2)
(reg:SI 3))))
(insn 17 15 19 (set (mem:SI (symbol_ref:SI ("d")))
(reg:SI 2)))
Kuva 3.10: Yksinkertaistettu tekstuaalinen versio RTL-esitysmuodosta lausekkeelle
d = (a+ b) ∗ c [Sco00, s. 194-CD].
RTL-muotoon konetta la¨hella¨ olevia optimointitekniikoita ja koodingenerointia var-
ten.
GCC:n ka¨ytta¨ma¨t va¨liesitysmuodot ovat la¨hentyneet LLVM-va¨likielen ka¨ytta¨ma¨a¨
optimointia tukevaa kontrolli- ja tietovuon eksplisiittisesti paljastavaa esitystapaa.
GCC joutuu kuitenkin tekema¨a¨n ylima¨a¨ra¨isia¨ esitystapamuunnoksia, silla¨ pitka¨n
historiansa aikana sille on kirjoitettu lukuisia RTL-riippuvaisia ka¨a¨nta¨ja¨n takaosia
ja lukemattomia RTL-riippuvaisia optimointeja, minka¨ takia GCC:ta¨ ei voida ka¨y-
ta¨nno¨ssa¨ helposti siirta¨a¨ kokonaan uudelle modernille va¨likielelle.
HIR-va¨liesitysmuoto
Sun-yhtio¨n Java Hotspot -virtuaalikone on Java-virtuaalikoneen JIT-pohjainen to-
teutus [KWM08]. Java Hotspot -ka¨a¨nta¨ja¨t ovat Hotspot-virtuaalikoneen JIT-ka¨a¨n-
ta¨misesta¨ vastaavia komponentteja. Koska luvussa 3.1 esitelty Java-tavukoodi ei ole
optimointeja suosivassa SSA-muodossa, Hotspot-virtuaalikone muuntaa tavukoodin
SSA-pohjaiseen HIR-va¨liesitysmuotoon (high-level intermediate representa-
tion) optimointia varten.
HIR on alustariippumaton verkkomainen muistin sisa¨inen tyypitetty va¨liesitysmuo-
to [KWM08]. HIR koostuu yhteen linkitetyista¨ ka¨skysolmuista. Kaikki ka¨skysolmut
periva¨t yleisen ka¨skyluokan (Instruction), joka sisa¨lta¨a¨ ka¨skyn yksika¨sitteisen tun-
nisteen, ka¨skyn tyypin ja osoittimen seuraavaan ka¨skysolmuun. LLVM-va¨likielen ta-
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paan HIR-koodi koostuu peruslohkoista.
Kuva 3.11 na¨ytta¨a¨ HIR-va¨liesitysmuodon peruslohkojen rakenteen. Kontrollivuo esi-
teta¨a¨n BlockBegin- ja BlockEnd-ka¨skysolmujen avulla. Peruslohkon ensimma¨inen
ka¨sky on aina BlockBegin, joka edustaa peruslohkon alkua. Peruslohkojen viimei-
nen ka¨sky on aina jokin BlockEnd-luokan konkreettinen aliluokka, kuten Goto, If
tai Return. Kontrollivuo on esitetty eksplisiittisesti siten, etta¨ peruslohkon aloitus-
solmu sisa¨lta¨a¨ listan osoittimia edelta¨vien peruslohkojen BlockBegin-ka¨skyihin ja
peruslohkon lopetussolmu sisa¨lta¨a¨ vastaavasti listan osoittimia seuraavien perusloh-
kojen BlockBegin-ka¨skyihin. Peruslohkosolmut sisa¨lta¨va¨t lisa¨ksi osoittimet oman
peruslohkonsa vastapariin, mika¨ mahdollistaa nopean peruslohkojen la¨pika¨ynnin.
Peruslohkojen runko muodostetaan linkitetylla¨ listalla ka¨skysolmuja. Ka¨skysolmut
viittaavat argumentteihinsa osoittamalla argumentteja edustaviin ka¨skysolmuihin.
Ta¨ma¨ tekee tietovuosta eksplisiittista¨: sen lisa¨ksi, etta¨ ka¨skysolmu edustaa tulosta,
se edustaa myo¨s tuloksen laskentatapaa ja paljastaa ka¨skyjen va¨lisen tietovuon.
Esimerkiksi kuvassa 3.11 peruslohko n + 1 sisa¨lta¨a¨ summauska¨skyn, joka viittaa
argumentteihinsa x ja y, jotka edustavat seka¨ arvoja etta¨ niiden laskentatapaa. Sama
ekvivalenssi pa¨tee itse summauska¨skyyn.
Kuva 3.11: HIR-va¨liesitysmuodon peruslohkojen rakenne.
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HIR sopii SSA-muotonsa ansiosta tietovuoriippuvaisiin optimointeihin. Kryptisen
tekstuaalisen esitysmuotonsa takia kieli sopii kuitenkin heikosti ihmisten va¨liseen
kommunikaatioon. Esimerkiksi ka¨skyt esiteta¨a¨n HIR:n tekstuaalisessa muodossa nu-
merokoodeina helposti muistettavien nimien sijaan.
LIR-va¨liesitysmuoto
Verkkomainen HIR-va¨liesitysmuoto ei muistuta oikean suorittimen kielta¨, minka¨ joh-
dosta se sopii heikosti konetta la¨hella¨ olevalle analyysille ja optimoinnille. Ta¨ma¨n ta-
kia optimoitu HIR-koodi muunnetaan Hotspot-ka¨a¨nta¨ja¨n takaosassa oikean suoritti-
men symbolista konekielta¨ muistuttavaan rekisteripohjaiseen LIR-va¨liesitysmuotoon
(low-level intermediate representation) [KWM08]. LIR ei ole SSA-muodossa
ja se sisa¨lta¨a¨ joitakin kohdearkkitehtuurikohtaisia ominaisuuksia, mika¨ erottaa sen
esimerkiksi LLVM-va¨likielesta¨ ja HIR-va¨liesitysmuodosta.
LIR-va¨liesitysmuodon ka¨skyt ja ka¨skyjen operandit ovat alustariippumattomia. LIR
ei kuitenkaan ole ta¨ysin alustariippumaton esitysmuoto. Esimerkiksi tiettyja¨ rekis-
tereita¨ tarvitsevat koneka¨skyt kuvataan LIR-koodissa fyysisilla¨ rekisterioperandeil-
la, joiden tyyppi ja ma¨a¨ra¨ riippuvat kohdearkkitehtuurista. Alustariippuvaisuutensa
takia LIR-koodi ei tue siirretta¨vyytta¨ samalla lailla kuin esimerkiksi Java-tavukoodi.
Kolmen osoitteen LIR-koodi sopii HIR-koodia paremmin ihmisten va¨liseen kommu-
nikaatioon, koska ka¨skyt esiteta¨a¨n helposti muistettavilla nimilla¨. Kuvassa 3.12 na¨-
kyy, miten ehtolauseke on muunnettu hieman yksinkertaistetuksi LIR-koodiksi. LIR
muistuttaa symbolista konekielta¨, mutta LLVM-va¨likielen tavoin se sisa¨lta¨a¨ tyyppi-
tietoa. Esimerkiksi rakenne cmp [stack:0|I] [int:5|I] tarkoittaa vertailua pinon
indeksista¨ 0 lo¨ytyva¨n kokonaislukuarvon ja kokonaislukuvakion 5 va¨lilla¨.
LIR-va¨liesitysmuodon merkitta¨vimpia¨ tehta¨via¨ on toimia rekisterien allokoinnin syo¨t-
teena¨. LIR sopii HIR-va¨liesitysmuotoa paremmin rekisterien allokointiin, koska kaik-
ki rekistereita¨ tarvitsevat operandit ovat LIR-koodissa eksplisiittisesti na¨kyvilla¨. Toi-
nen LIR-va¨liesitysmuodon eduista liittyy koodingenerointiin: koska LIR-koodi on hy-
vin la¨hella¨ fyysisten suorittimien symbolista konekielta¨, koodingenerointi LIR-koo-
dista natiiville konekielelle on suoraviivaista.
Va¨likielten arviointi
Ta¨ssa¨ luvussa on tarkasteltu erityyppisia¨ virtuaalikoneen va¨likielia¨ ja ka¨a¨nta¨ja¨n si-
sa¨isia¨ va¨liesitysmuotoja. Esitysmuotojen alkupera¨iset tarkoituspera¨t ovat varsin eri-
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Kuva 3.12: Ehtolauseke esitettyna¨ hieman yksinkertaistettuna LIR-koodina.
laisia, mika¨ na¨kyy hyvin kielten ominaisuuksien eroja tarkasteltaessa.
Pinopohjainen Java-tavukoodi tarjoaa siirretta¨vyytta¨ alustariippumattomuutensa
ansiosta ja sille on helppo rakentaa tulkki, mutta se ei ole ihanteellinen esitysmuo-
to ka¨a¨nta¨jien suorittamalle staattiselle analyysille ja optimoinneille. Tavukoodilla
pystyta¨a¨n kuvaamaan monia oliokielille tyypillisia¨ ominaisuuksia, mika¨ on seka¨ etu
etta¨ taakka. Olio-ominaisuudet tekeva¨t siita¨ pa¨a¨sa¨a¨nto¨isesti sopivan oliokielten ku-
vaamiselle, mutta toisaalta ne tekeva¨t siita¨ osittain la¨hdekieliriippuvaisen. Ta¨ma¨
riippuvaisuus rajoittaa muiden kielten — myo¨s muiden oliokielten — toteuttamista
JVM:lla¨. JVM ei esimerkiksi tarjoa suoraa tukea oliokielissa¨ hyo¨dylliselle geneerisyy-
delle, jota esimerkiksi monille la¨hdekielille alun perin suunniteltu CLI tukee. CLI:ta¨
ei ka¨sitella¨ tarkemmin ta¨ssa¨ tutkielmassa.
GCC-ka¨a¨nta¨ja¨n RTL-va¨liesitysmuodon suunnittelumotiivi oli monia la¨hde- ja koh-
dekielia¨ tukevan ka¨a¨nta¨ja¨n monimutkaisuuden hallinta, ja sen ominaisuudet tukevat
huonosti tietovuosta riippuvaisia optimointeja.
Java Hotspot -ka¨a¨nta¨ja¨n HIR-va¨liesitysmuoto on SSA-muotonsa ansiosta sopiva mo-
nille ka¨a¨nta¨ja¨optimoinneille, mutta se sopii heikosti konetta la¨hella¨ olevaan analyy-
siin ja optimointiin korkean abstraktiotasonsa takia. Lisa¨ksi HIR-koodi sopii heikosti
ihmisten va¨liseen kommunikaatioon.
Java Hotspot -ka¨a¨nta¨ja¨n LIR-va¨liesitysmuoto sopii hyvin rekisterien allokointiin ja
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konetta la¨hella¨ oleviin optimointeihin, mutta heikosti moniin muihin optimointeihin,
koska LIR-koodi ei ole SSA-muodossa. Lisa¨ksi LIR sisa¨lta¨a¨ joitakin kohdearkkiteh-
tuurikohtaisia ominaisuuksia, mika¨ tekee siita¨ osittain alustariippuvaisen.
LLVM-va¨likieli on suunniteltu tukemaan optimointia, minka¨ ansiosta se sopii hyvin
ka¨a¨nta¨ja¨n sisa¨iseksi esitysmuodoksi. LLVM-va¨likieli on konetta la¨hella¨ oleva esitys-
muoto, mika¨ tekee siita¨ sopivan konetta la¨hella¨ olevalle analyysille, optimoinnille ja
muunnoksille, kuten rekisterien allokoinnille ja koodin generoinnille. Matalasta ab-
straktiotasostaan huolimatta LLVM-va¨likieli paljastaa koodin tyyppitiedon seka¨ tie-
to- ja kontrollivuon eksplisiittisesti, mika¨ helpottaa monia ka¨a¨nta¨ja¨n ja optimoijan
tehta¨via¨. Matalan tasonsa ansiosta LLVM-va¨likielta¨ voidaan ajatella jonkinlaisena
“universaalina va¨likielena¨”, koska se tarjoaa yleisen kieliriippumattoman infrastruk-
tuurin kuvaamaan mielivaltaisia la¨hdekielia¨.
On huomion arvoista, etta¨ LLVM-va¨likieli tukee Java-tavukoodin tapaan siirretta¨-
vyytta¨ alustariippumattomuutensa ansiosta, toimii yhta¨ hyvin ka¨a¨nta¨ja¨n monimut-
kaisuuden hallinnassa kuin RTL-va¨liesitysmuoto, tukee tieto- ja kontrollivuoriippu-
vaisia optimointeja kuten HIR-va¨liesitysmuoto ja tukee LIR-koodin tapaan konetta
la¨hella¨ olevia tehta¨via¨. Lisa¨ksi LLVM-va¨likielen kolme ekvivalenttia esitysmuotoa te-
keva¨t siita¨ sopivan seka¨ ihmisten va¨liseen kommunikaatioon etta¨ koneen luettavaksi
ja muokattavaksi. LLVM-va¨likielessa¨ yhdistyva¨t siis monen muun esitysmuodon hy-
va¨t ominaisuudet.
Todellisen universaalin va¨likielen suunnittelu on vaikeaa la¨hdekielten heterogeeni-
syyden takia. LLVM:n la¨hdekieliriippumattomuuden luonnollinen seuraus on, etta¨
monia la¨hdekielikohtaisia analyyseja ja optimointeja ei voi suorittaa sen ja¨lkeen kun
koodi on muunnettu LLVM-va¨likielelle, koska tieto la¨hdekielen korkean tason ra-
kenteista — esimerkiksi Javan olioka¨sitteista¨ — katoaa muunnoksessa. Lisa¨ksi jos
tavoitteena on pelka¨n tulkin rakentaminen, LLVM-va¨likieli ei rekisterikonemallinsa
takia tue ta¨ta¨ tavoitetta yhta¨ hyvin kuin pinokonemalliin perustuvat esitysmuodot.
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4 Java-virtuaalikoneen toteuttaminen LLVM-ka¨a¨n-
ta¨ja¨infrastruktuurilla
Java-virtuaalikone (JVM) [LY99] on Java-ohjelmointikielen [GJS00] ydinkompo-
nentti. Se on vastuussa Javan laitteisto- ja ka¨ytto¨ja¨rjestelma¨riippumattomuudesta
ja ka¨ytta¨jien tietokoneen suojelemisesta ilkea¨mieliselta¨ koodilta.
Java-kielesta¨ tuli vuosituhannen vaihteessa eritta¨in suosittu ohjelmointikieli seka¨ yli-
opisto- etta¨ yritysmaailmassa. JVM:sta¨ on myo¨s muodostunut yleinen alusta uusien
ohjelmointikielten toteuttamiselle, joista tunnettuja esimerkkeja¨ ovat Lisp-murre
Clojure [Clo] ja funktionaalisten kielien ominaisuuksia oliokielten piirteisiin yhdis-
televa¨ Scala [Sca].
Low Level Virtual Machine (LLVM) [LA04] on University of Illinois
Urbana–Champaign -yliopistossa kehitetty — nykyisin Apple-yhtio¨n tukema — mo-
derni optimointeihin keskittyva¨ virtuaalikone. LLVM on matalan tason virtuaaliko-
ne, joka eroaa yleisista¨ korkean tason virtuaalikoneista, silla¨ se ei ma¨a¨rittele mi-
ta¨a¨n tiettya¨ suoritussemantiikkaa, muistinhallintamekanismia (kuten automaattista
muistinhallintaa) tai muistimallia sille, miten sa¨ikeet kommunikoivat keskena¨a¨n.
JVM on ka¨sitteellisesti LLVM-virtuaalikonetta korkeamman tason virtuaalikone,
koska JVM ma¨a¨rittelee tarkasti suoritussemantiikkansa, kuten mita¨ tapahtuu, kun
kutsupino vuotaa yli. Lisa¨ksi JVM kielta¨a¨ olioiden eksplisiittisen muistinvapautuk-
sen ja vaatii, etta¨ keon muistia hallitaan sen sijaan automaattisesti [LY99, s. 68].
LLVM puolestaan tarjoaa yleiset staattisen ka¨a¨nta¨ja¨n ka¨a¨nta¨ja¨komponentit, mutta
ja¨tta¨a¨ suoritussemantiikan avoimeksi. Edelleen JVM on korkeamman tason virtu-
aalikone, koska se sisa¨lta¨a¨ tuen oliokielten yleisten ominaisuuksien esitta¨miselle ta-
vukoodi- ja tyyppitasolla. LLVM:n tyyppija¨rjestelma¨ puolestaan sisa¨lta¨a¨ ainoastaan
matalan tason la¨hdekieliriippumattomia tyyppeja¨ — ei esimerkiksi oliokielten luokan
ka¨sitetta¨. LLVM-va¨likieli ei myo¨ska¨a¨n tue suoraan korkean tason ohjelmointikielten
kontrollirakenteita. LLVM tarjoaa sen sijaan assembly-kielen kaltaisen yleisen kielen,
jonka avulla korkean tason rakenteiden semantiikkaa on mahdollista imitoida.
Ta¨ssa¨ luvussa kuvataan, miten Java-virtuaalikone voidaan toteuttaa LLVM:n tar-
joamia ka¨a¨nta¨ja¨komponentteja hyo¨dynta¨ma¨lla¨. Ennen sita¨ tutustutaan tarkemmin
abstraktin Java-virtuaalikoneen ma¨a¨ritelma¨a¨n, era¨a¨seen moderniin JVM-toteutuk-
seen, LLVM-ka¨a¨nta¨ja¨arkkitehtuuriin ja useisiin Java-koodille hyo¨dyllisiin optimoin-
titekniikoihin.
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4.1 Abstrakti Java-virtuaalikone
Java-virtuaalikone on Sun-yhtio¨n ma¨a¨rittelema¨ abstrakti pinokone. JVM:n ma¨a¨ritel-
ma¨ssa¨ kuvataan virtuaalikoneen ka¨skykanta [LY99, luku 6] ja sen bina¨a¨rinen class-
tiedostomuoto [LY99, luku 4]. Na¨ma¨ JVM:n julkisen rajapinnan muodostavat kom-
ponentit ovat oleellisia JVM:n laitteisto-, ka¨ytto¨ja¨rjestelma¨- ja toteutusriippumat-
tomuuden saavuttamiseksi.
JVM:n abstrakti ma¨a¨ritelma¨ antaa sen toteutuksille vapaat ka¨det sisa¨isen toiminnan
toteuttamisessa. Jokaisen JVM-toteutuksen ta¨ytyy pystya¨ lukemaan class-tiedos-
toja ja toteuttamaan tarkalleen niiden sisa¨lta¨mien tavukoodien semantiikat. Na¨iden
ehtojen sisa¨lla¨ JVM-toteutukset voivat toimia vapaasti. Esimerkiksi suoritusaikais-
ten tietorakenteiden esitysmuoto, roskienkeruualgoritmi ja ka¨ytetyt ka¨a¨nta¨ja¨opti-
moinnit ovat JVM-ma¨a¨ritelma¨n ulkopuolisia suunnitteluratkaisuja.
JVM-toteutukset voivat hyo¨dynta¨a¨ JVM-ma¨a¨ritelma¨n tarjoamaa joustavuutta vaih-
televien tavoitteidensa saavuttamiseksi. Virtuaalikoneen toteutus voi esimerkiksi
pyrkia¨ minimoimaan muistin ka¨ytto¨a¨, mika¨ voi olla hedelma¨llista¨ pienissa¨ kannetta-
vissa laitteissa, tai maksimoimaan tehokkuutta, mika¨ voi puolestaan olla hyo¨dyllista¨
palvelinsovelluksia suoritettaessa. Toteuttajalla on erityisesti vapaat ka¨det virtuaali-
koneen suoritusympa¨risto¨n toteutuksessa. Suoritusympa¨risto¨ voi esimerkiksi perus-
tua tavukoodin tulkitsemiseen, mutta vaihtoehtoisesti tavukoodi voidaan JIT-ka¨a¨n-
ta¨a¨ paikalliselle konekielelle tai jonkin muun virtuaalikoneen kielelle ennen suoritusta
tai suorituksen aikana.
Arkkitehtuuri
Kuva 4.1 na¨ytta¨a¨ abstraktin JVM:n arkkitehtuurin. JVM koostuu bina¨a¨rimuotoisten
tavukooditiedostojen lataajasta, suoritusmoottorista, dynaamisen muistin hallinta-
komponentista ja useista suoritusaikaisista tietorakenteista: keosta, metodialueesta,
ka¨skyosoittimista, suorituspinosta, natiivipinoista ja vakioaltaista.
Tavukooditiedostojen lataaja verifioi luokkien ja tavukoodien oikean formaatin JVM-
ma¨a¨ritelma¨n mukaisesti ja tallettaa luokkien sisa¨lta¨ma¨n koodin, datan ja metatiedon
suoritusaikaa varten [LY99, luku 4].
Dynaamista muistia hallitaan roskienkera¨a¨ja¨komponentilla, joka varaa keosta olioi-
den tarvitseman muistin ja ka¨ytta¨a¨ muistinvarauksen apuna metodialueen sisa¨l-
ta¨mien class-tiedostojen metatietoa. Aika-ajoin roskienkera¨a¨ja¨ vapauttaa ohjelman
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kannalta turhien olioiden muistin uudelleenka¨ytto¨a¨ varten.
Metodialueella sijaitsevat vakioaltaat sisa¨lta¨va¨t eri tyyppisia¨ vakioarvoja, kuten eri-
laisia literaaliarvoja ja luokkien kenttien symbolisia nimia¨. Ka¨skyosoitinalue sisa¨lta¨a¨
jokaisen sa¨ikeen ka¨skyosoittimen arvon, joka viittaa kullakin hetkella¨ suoritettavissa
olevaan tavukoodiin. Lisa¨ksi JVM ma¨a¨rittelee kaksi pinoa, jotka ovat natiivikoo-
dipino “C stack” ja Java-pino. Natiivikoodipinoa ka¨yteta¨a¨n virtuaalikoneen itsensa¨
toteuttamiseen ja mahdollisesti muilla kielilla¨ kirjoitettujen, natiivikoodille ka¨a¨n-
nettyjen aliohjelmien suorittamiseen. Java-pinoa ka¨yteta¨a¨n ohjelmien suorittamisen
(evaluoinnin) apuna. Esimerkiksi aliohjelmien aktivaatiotietueet allokoidaan Java-
pinoista [LY99, s. 71].
Suoritusmoottori (suoritusympa¨risto¨) on vastuussa ohjelman suorittamisesta. Lu-
vussa 2.4 kuvattiin erilaisia virtuaalikoneen suoritusympa¨risto¨ja¨. Modernien JVM-
toteutusten suoritusympa¨risto¨ on usein toteutettu tulkitsemisen ja JIT-ka¨a¨nta¨misen
yhdistelma¨na¨ [KWM08, ABB07].
Kuva 4.1: Abstraktin Java-virtuaalikoneen arkkitehtuuri.
JVM:n ma¨a¨ritelma¨ ja¨tta¨a¨ JVM:n sisa¨isen toteutuksen pitka¨lti toteuttajan vastuul-
le. Kaikkien JVM-ma¨a¨ritelma¨a¨ noudattavien toteutusten tulee kuitenkin huomioida
va¨hinta¨a¨n seuraavat seikat:
Class-tiedostomuoto Ohjelmat syo¨teta¨a¨n JVM:lle bina¨a¨risessa¨ class-tiedostomuo-
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dossa. Kaikkien JVM-toteutusten tulee pystya¨ lukemaan class-tiedostoja ja
verifioimaan, etta¨ niiden rakenne noudattaa JVM-ma¨a¨ritelma¨a¨.
Suorittaminen Kaikkien JVM-toteutusten tulee suorittaa bina¨a¨rimuodossa annet-
tua Java-tavukoodia JVM-ka¨skykannan ma¨a¨ritelma¨n semantiikkoja noudat-
taen. Suoritustapa on vapaa.
Muistinhallinta JVM-toteutusten tulee hallita kekomuistia automaattisesti. Ros-
kienkeruualgoritmi on vapaa. Ta¨sta¨ seuraa, etta¨ roskienkera¨a¨ja¨ voi a¨a¨rimma¨i-
sessa¨ tapauksessa olla algoritmi, joka ei ikina¨ vapauta varaamaansa muistia.
Java-luokkakirjasto Java-ohjelmien suorittamiseen vaaditaan JVM-ka¨skykannan
lisa¨ksi Java-luokkakirjaston toteutus [LY99, s. 91]. Jotkut luokkakirjaston pa-
keteista, kuten reflektiotuen tarjoama java.lang.ref, tarvitsevat erityistukea
JVM-toteutukselta.
Luvussa 4.3 tarkastellaan, miten Sun-yhtio¨ toteuttaa JVM:n tehokkaasti. Luvus-
sa 4.4 tarkastellaan puolestaan, miten JVM voidaan toteuttaa LLVM-ka¨a¨nta¨ja¨ark-
kitehtuurin ja muiden yleisten ohjelmistokomponenttien avulla. Ensiksi tutkitaan
kuitenkin tarkemmin, mita¨ LLVM tarjoaa.
4.2 LLVM-ka¨a¨nta¨ja¨arkkitehtuuri
LLVM-ka¨a¨nta¨ja¨arkkitehtuuri on ma¨a¨ritelta¨vissa¨ kolmella eri identiteetilla¨ [LA04].
Ensinna¨kin LLVM on koko ohjelman elinkaaren optimointiin suunniteltu ka¨a¨nta¨-
misstrategia. Toisaalta LLVM on luvussa 3.3 esitelty virtuaalikoneen va¨likieli. Kol-
manneksi LLVM on ka¨a¨nta¨ja¨infrastruktuuri, joka tarjoaa C- ja C++-kielten ka¨a¨nta¨-
jien etuosat, monipuolisen linkitysaikaisen optimointikehyksen, staattisia ka¨a¨nta¨ja¨n
takaosia suosituimmille suoritinarkkitehtuuriperheille seka¨ JIT-ka¨a¨nta¨ja¨n X86- ja
PowerPC-arkkitehtuurien 32- ja 64-bittisille suorittimille.
LLVM-arkkitehtuurin ydin on matalan tason LLVM-va¨likieli. Va¨likieli tukee mieli-
valtaisia la¨hdekielia¨ yhteisen matalan tason tyyppija¨rjestelma¨n kautta. Matalan ta-
son tyyppija¨rjestelma¨ tarkoittaa, etta¨ korkean tason kielien ominaisuudet kuvataan
va¨likielen matalan tason rakenteilla, jotka koostuvat perustietotyypeista¨ ja niiden
koosteista. Esimerkiksi Javan luokka, joka sisa¨lta¨a¨ seka¨ datakenttia¨ etta¨ aliohjelmia,
voidaan kuvata LLVM-va¨likielen struct-tietotyypilla¨. Struct voi sisa¨lta¨a¨ kiintea¨n
ma¨a¨ra¨n erilaisia LLVM-tyyppeja¨, joille on ma¨a¨ritelty koko. Java-luokan primitiivi-
tyyppiset kenta¨t, esimerkiksi kokonais- ja liukulukutyypit, voidaan kuvata LLVM:n
40
vastaavilla tyypeilla¨. Olioviitteen sisa¨lta¨va¨t kenta¨t voidaan kuvata LLVM:n osoitin-
tyypilla¨ ja luokan aliohjelmat eli metodit voidaan kuvata funktio-osoittimina. Va¨li-
kielen matala taso tekee LLVM-arkkitehtuurista la¨hdekieliriippumattoman.
Korkean tason kuvaus
LLVM-infrastruktuuri voidaan jakaa loogisesti ka¨a¨nta¨misaikaisiin, suoritusaikaisiin
ja suoritusten va¨lisiin toimintoihin. Na¨ma¨ toiminnot on edelleen jaettu useaan itse-
na¨iseen komponenttiin (kuva 4.2). Ensimma¨iset komponentit vastaavat normaaleista
staattisen ka¨a¨nta¨ja¨n tehta¨vista¨, jotka on kuvattu luvussa 2.1. Viimeiset komponen-
tit vastaavat luvussa 2.4 kuvatusta ohjelman suoritusympa¨risto¨sta¨ ja uudelleenopti-
moinnista. LLVM-ka¨a¨nta¨misstrategian tavoite on mahdollistaa ohjelmien koko elin-
kaaren optimointi. Optimointikomponentit ovat la¨sna¨ ohjelman koko elinkaaren ajan
ka¨a¨nta¨ja¨n etuosasta suoritukseen samoin kuin suoritusten va¨lissa¨.
Yleensa¨ staattinen ka¨a¨nta¨ja¨, esimerkiksi GCC-ja¨rjestelma¨ [Gou04], tuottaa natiive-
ja objektikooditiedostoja, jotka linkitta¨ja¨ yhdista¨a¨. LLVM-infrastruktuurissa staat-
tiset ka¨a¨nta¨ja¨n etuosat tuottavat LLVM-va¨likielimuodossa olevia objektitiedostoja
(va¨likielen bina¨a¨rinen esitysmuoto). Lisa¨ksi etuosat voivat suorittaa kielikohtaisia
optimointeja ja tehda¨ LLVM-infrastruktuurin tarjoamia interproseduraalisia opti-
mointeja moduulitasolla.
LLVM-infrastruktuurin optimoiva linkitta¨ja¨ [LA04] yhdista¨a¨ ka¨a¨nta¨ja¨n etuosan tuot-
tamat va¨likielimuotoiset objektitiedostot ja tekee muutkin normaalin linkityksen vai-
heet, kuten viittausten osoitteiden selvitta¨misen ja kirjastorutiinien linkitta¨misen.
LLVM-linkitta¨ja¨ suorittaa interproseduraalisen optimoinnin, koska linkitysvaiheessa
suurin osa ohjelmasta on saatavilla. Jos kirjastot ovat saatavilla va¨likielimuodossa,
interproseduraalinen optimointi kattaa laajemman osan koodia verrattuna konekie-
listen kirjastojen ka¨ytto¨o¨n. Linkitta¨ja¨ tuottaa konekielisen ohjelmatiedoston, johon
se liitta¨a¨ mukaan va¨likielisen version ohjelmasta suoritusaikaista ja suoritusten va¨-
lista¨ analyysia¨ ja optimointia varten. Lisa¨ksi linkitta¨ja¨ liitta¨a¨ mukaan kevyen pro-
filointiva¨lineisto¨n. Profilointiva¨lineisto¨n tarjoamien aitojen suoritustietojen ansiosta
myo¨ha¨isen optimoinnin on mahdollista nojata tarkimpaan mahdolliseen ka¨ytto¨pro-
fiiliin, joka on kunkin loppuka¨ytta¨ja¨n oma tapa ka¨ytta¨a¨ ohjelmaa.
Suoritusaikana profilointiva¨lineisto¨n mittatulosten perusteella voidaan suorittaa oh-
jelman osittaista uudelleenka¨a¨nta¨mista¨ [LA04]. Raskaammat optimoinnit suorite-
taan suoritusten va¨lilla¨ levylle tallennetun profilointitiedon perusteella. Na¨in voi-
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daan tuottaa kokonaan uudelleenka¨a¨nnetty ja -optimoitu ohjelmatiedosto.
Kuva 4.2: LLVM-infrastruktuurin komponentit.
Ka¨a¨nta¨misaikaiset toiminnot
LLVM-arkkitehtuuri on suunniteltu voimakkaaksi staattiseksi ka¨a¨nta¨ja¨ksi. LLVM-
infrastruktuurin tarjoamat staattisen ka¨a¨nta¨ja¨n tyo¨kalut on suunniteltu tekema¨a¨n
mahdollisimman paljon ka¨a¨nta¨mis- ja optimointityo¨ta¨ ka¨a¨nno¨saikana mahdollisim-
man tehokkaan ohjelman suorituksen saavuttamiseksi. LLVM-infrastruktuurin ka¨a¨n-
ta¨misaikaiset komponentit ovat ka¨a¨nta¨ja¨n etuosat ja staattinen optimoija seka¨ lin-
kitta¨ja¨ ja interproseduraalinen optimoija.
Ka¨a¨nta¨ja¨n etuosa ja staattinen optimoija
Tavanomaisen ka¨a¨nta¨ja¨n etuosa tuottaa la¨hdekielesta¨ va¨liesitysmuodon, josta ka¨a¨n-
ta¨ja¨n takaosa tuottaa kohdekielista¨ koodia. LLVM-infrastruktuurissa ka¨a¨nta¨ja¨n etu-
42
osa tuottaa la¨hdekielesta¨ LLVM-va¨likielta¨. Jokaiselle tuetulle la¨hdekielelle on oma
ka¨a¨nta¨ja¨n etuosa, joka muuntaa la¨hdekielen korkean tason rakenteet LLVM-va¨likie-
len matalan tason rakenteiksi. Ka¨a¨nta¨ja¨n etuosat optimoivat ka¨a¨nno¨syksiko¨ita¨ mah-
dollisimman paljon, mika¨ keventa¨a¨ linkitysaikaisen optimoijan tyo¨ta¨. Kaikkien etu-
osien ei tarvitse toteuttaa yleisia¨ optimointeja itsena¨isesti, koska LLVM-infrastruk-
tuurin modulaarisuus sallii etuosien ka¨ytta¨a¨ kaikkia LLVM:n tarjoamia transfor-
maatioiden ja staattisen analyysin tyo¨kaluja. La¨hdekielikohtaiset optimoinnit ja¨a¨va¨t
ka¨a¨nta¨ja¨n etuosan staattisen optimoijan vastuulle, koska la¨hdekielen korkean tason
ominaisuudet abstrahoituvat pois, kun alkupera¨inen ohjelma muunnetaan LLVM-
va¨likielelle.
Linkitta¨ja¨ ja interproseduraalinen optimoija
Linkitysaika on ka¨a¨nta¨mistyo¨n ensimma¨inen vaihe, jossa koko ohjelmakoodi on saa-
tavilla analysointia varten suoritusaikana linkitetta¨via¨ kirjastoja lukuun ottamatta.
On siis luonnollista, etta¨ LLVM suorittaa interproseduraalisen optimoinnin linkitys-
vaiheessa.
Ohjelman esitysmuodon abstraktiotasolla on suora vaikutus interproseduraalisen op-
timoijan vaikutusmahdollisuuksiin. Perinteisesti interproseduraalinen optimointi on
toteutettu joko hyvin matalalla, konekielen, tai hyvin korkealla, abstraktin syntak-
sipuun tasolla [Lat02]. Konekielen tason optimoinnissa suurin ongelma on korkean
tason tiedon puuttuminen — vain matalan tason transformaatiot ovat mahdollisia,
kuten interproseduraalinen rekisterien allokointi ja aliohjelmakutsujen korvaaminen
aliohjelman rungolla. Voimakkaat interproseduraaliset optimoinnit vaativat tietoa
ohjelman korkean tason rakenteista, kuten tyypeista¨. Optimointien parantamiseksi
ohjelman korkean tason tietoa on ruvettu sa¨ilytta¨ma¨a¨n linkitysaikaan asti. Joskus
ohjelma on siirretty linkitta¨ja¨lle abstraktin syntaksipuun sarjallistetussa muodos-
sa [Fer95, AdJ98]. Ta¨ssa¨ mallissa linkitta¨ja¨ lukee sarjallistetut abstraktit syntak-
sipuut, yhdista¨a¨ ja optimoi ne ja suorittaa kaiken koodingeneroinnin. Korkean ta-
son tieto mahdollistaa voimakkaat interproseduraaliset optimoinnit, mutta mallin
kustannuksena on, etta¨ la¨hes koko raskas ka¨a¨nta¨mistyo¨ viiva¨styy linkitysaikaiseksi
toiminnoksi, jolloin yhdenkin la¨hdekoodimoduulin muuttaminen vaatii miltei koko-
naisen uudelleenka¨a¨nta¨misen.
LLVM-ka¨a¨nta¨misstrategiassa korkean tason ohjelmointikieli ka¨a¨nneta¨a¨n matalan ta-
son va¨likieliformaattiin, jossa on mukana korkean tason tyyppitieto. Suuri osa ka¨a¨n-
no¨styo¨sta¨ on mahdollista suorittaa staattisessa ka¨a¨nta¨ja¨ssa¨ ka¨a¨nno¨saikana, koska
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ohjelman esitysmuoto on riitta¨va¨n matalalla tasolla. LLVM-va¨likieliformaatin tyy-
pitetty ka¨skykanta sa¨ilytta¨a¨ ohjelman korkean tason tyyppitiedon (operaatioiden
operandien ja paluuarvojen LLVM-tyypit) linkitta¨ja¨lle, joka suorittaa interprosedu-
raalisen optimoinnin.
Linkitysaikaisen optimoinnin ja¨lkeen LLVM-va¨likieli muunnetaan jonkin alustan na-
tiiville kohdekielelle. LLVM tukee myo¨s suoritusaikaisia optimointeja, joita varten
linkitta¨ja¨ voi sisa¨llytta¨a¨ korkean tason va¨likielimuodon pakatussa muodossa tuotet-
tuun suoritustiedostoon. Kun va¨likielinen versio ohjelmasta sisa¨llyteta¨a¨n suoritus-
tiedostoon, varmistetaan, ettei suoritusaikainen optimoija joudu hakemaan tietoa
jostain muualta, jolloin olisi vaarana, etta¨ haettu versio ohjelmasta on va¨a¨ra¨a¨ ver-
siota tai muuten viallista [Lat02].
Suoritusaikaiset ja suoritusten va¨liset toiminnot
LLVM-ka¨a¨nta¨misstrategia on suunniteltu mahdollistamaan koko ohjelman elinkaa-
ren optimoinnit. Ta¨ta¨ tehta¨va¨a¨ varten LLVM-infrastruktuuri tarjoaa profilointikom-
ponentin seka¨ suoritusaikaisen ja suoritusten va¨lisen optimoijakomponentin.
Suoritusaikainen profiloija ja uudelleenoptimoija
Yleensa¨ ka¨a¨nta¨ja¨n suorittamat optimoinnit rajoittuvat ka¨a¨nno¨s- ja linkitysaikaiseen
staattiseen optimointiin [LA04]. LLVM hyo¨dynta¨a¨ luvussa 2.4 kuvattua dynaamista
JIT-ka¨a¨nta¨mista¨ optimointien tekemiseen suoritusaikana.
Dynaamisessa ka¨a¨nta¨misessa¨ ka¨a¨nta¨miseen kuluva aika hidastaa ohjelman suoritus-
ta, koska normaalisti staattisen ka¨a¨nta¨ja¨n tekema¨ tyo¨ viiva¨styteta¨a¨n ohjelman suo-
ritusaikaiseksi toiminnoksi. Suoritusaikaista ka¨a¨nta¨mista¨ tekeva¨t ja¨rjestelma¨t jou-
tuvat tasapainoilemaan ka¨a¨nta¨misnopeuden ja ohjelman suoritusnopeuden va¨lil-
la¨ [SYK05]. Generoidun koodin halutaan olla mahdollisimman tehokasta, mutta sa-
malla ka¨a¨nno¨styo¨n halutaan olla riitta¨va¨n kevytta¨, jotta ohjelman ka¨ynnistysviive
pysyisi kohtuullisena. Lisa¨ksi halutaan minimoida suoritusaikaisen ka¨a¨nta¨misen ai-
heuttamat pysa¨hdykset.
LLVM yritta¨a¨ va¨ltta¨a¨ JIT-ka¨a¨nta¨misen viiveongelman tuottamalla valmiiksi voi-
makkaasti optimoitua natiivia konekielta¨. Ohjelman suoritus voidaan aloittaa ilman
raskasta ka¨a¨nta¨mista¨, ja suoritusaikaista optimointia suoritetaan suoritustiedostoon
liitetyn profilointiva¨lineisto¨n avulla silloin kun se havaitaan tarpeelliseksi.
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Perinteinen ratkaisu ohjelman optimointiin profilointitiedon perusteella on ollut ke-
hitta¨ja¨la¨hto¨inen [LA04]. Kehitta¨ja¨ on ka¨a¨nta¨nyt ohjelman, etsinyt kuumia kohtia
ohjelmasta suorittamalla ennalta ma¨a¨ra¨ttyja¨ testiajoja ja ka¨a¨nta¨nyt sitten ohjel-
man uudelleen ka¨ytta¨en hyva¨kseen kera¨ttya¨ profilointitietoa. Perinteiseen la¨hesty-
mistapaan liittyy kaksi vakavaa ongelmaa [LA04]: Ensinna¨kin profilointitieto ei pe-
rustu aitoon ka¨ytto¨profiiliin, koska sen ma¨a¨rittelee ohjelman kehitta¨ja¨ loppuka¨ytta¨-
ja¨n sijaan. Lisa¨ksi profilointiajojen ma¨a¨ritys ja suorittaminen lisa¨a¨ kehitysaikaista
taakkaa, joten se ja¨a¨ helposti tekema¨tta¨. LLVM:n suoritusaikainen profiloija pyr-
kii tekema¨a¨n profiloinnista kehitta¨jille la¨pina¨kyva¨a¨ kera¨a¨ma¨lla¨ automaattisesti tie-
toa ohjelman aidosta ka¨ytto¨profiilista. Profilointitietojen hyo¨dynta¨misen lisa¨taakka
pyrita¨a¨n poistamaan suorittamalla automaattisesti suoritusaikaista ja suoritusten
va¨lista¨ optimointia.
Perinteisesti suoritusaikaiset optimoinnit ovat rajoittuneet matalan tason optimoin-
teihin, koska suoritusaikana ohjelman korkean tason tietoa ei ole ollut ena¨a¨ saata-
villa [LA04]. Ongelma on identtinen perinteisen linkitysaikaisen optimoinnin kans-
sa. LLVM-ka¨a¨nta¨misstrategiassa pyrita¨a¨n laajentamaan mahdollisten suoritusaikais-
ten optimointitekniikoiden joukkoa sa¨ilytta¨ma¨lla¨ ohjelman korkean tason tietoa ai-
na suoritusaikaan asti. Suoritusaikainen optimoija voi tehda¨ kevyita¨ optimointeja
muuttamalla suoraan ennalta ka¨a¨nnettya¨ konekielista¨ ohjelmaa ka¨ytta¨en apunaan
korkean tason tiedon sisa¨lta¨va¨a¨ va¨likielista¨ versiota ohjelmasta ja kone- ja va¨likieli-
sen ohjelman keskina¨ista¨ vastaavuustietoa. Toisaalta suoritusaikainen optimoija voi
suorittaa kertaluokkaa aggressiivisempia optimointeja muuttamalla va¨likielista¨ ver-
siota ohjelmasta ja tuottamalla kokonaan uuden version konekielisesta¨ ohjelmasta.
Hyvin raskaita optimointeja ei haluta suorittaa lainkaan suoritusaikana, jotta suori-
tuksen aikaisista pysa¨hdyksista¨ ei tulisi ha¨iritsevia¨. Raskaimmat optimoinnit LLVM
tekee ohjelman suorituskertojen va¨lilla¨.
Suoritusten va¨linen uudelleenoptimointi
LLVM-ka¨a¨nta¨misstrategian viimeinen optimoinnin vaihe on suorituskertojen va¨linen
optimointi. Oﬄine-uudelleenoptimoijalla on ka¨ytetta¨vissa¨a¨n ohjelman korkean tason
tieto ja profilointiva¨lineisto¨n kera¨a¨ma¨ ohjelman aito ka¨ytto¨profiili. Se voi reagoida
ka¨ytta¨ja¨n muuttuvaan ka¨ytto¨profiiliin uudelleenoptimoinnilla. Lisa¨ksi se voi suo-
rittaa kohdearkkitehtuurikohtaisia optimointeja. Oﬄine-optimoijan merkitta¨vin etu
verrattuna LLVM:n suoritusaikaiseen optimoijaan on mahdollisuus tehda¨ aggressii-
visia, raskaita optimointeja ja ka¨a¨nta¨a¨ koko ohjelma uudelleen, koska tyo¨ suoritetaan
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silloin, kun tietokoneella ei ole muuta ka¨ytto¨a¨ [LA04].
4.3 Ka¨a¨nta¨ja¨optimoinnit
Pelkka¨ natiivikoodille ka¨a¨nta¨minen ei riita¨, jos halutaan toteuttaa suorituskykyinen
JVM. Suorituskykya¨ tavoittelevien toteutuksen on hyo¨dynnetta¨va¨ myo¨s ka¨a¨nta¨ja¨-
optimointeja. Toisaalta ka¨a¨nta¨ja¨optimoinnit voivat hyo¨dytta¨a¨ myo¨s va¨ha¨n muistia
sisa¨lta¨ville laitteille ra¨a¨ta¨lo¨ityja¨ toteutuksia, koska jotkut optimoinnit voivat suori-
tuskyvyn tavoittelemisen sijaan korostaa koodin koon pienenta¨mista¨. Usein na¨ma¨
kaksi tavoitetta tukevat toisiaan. Ta¨ma¨ luku on rajattu suorituskykya¨ parantaviin
optimointeihin.
Ta¨ssa¨ luvussa tarkastellaan ensin, mita¨ ka¨a¨nta¨ja¨optimointeja Sun-yhtio¨n Java Hot-
spot -virtuaalikone hyo¨dynta¨a¨. Koska Hotspotin ka¨a¨nta¨ja¨optimoinnit ovat vahvasti
riippuvaisia virtuaalikoneen arkkitehtuurista, esitella¨a¨n arkkitehtuuri ja optimoinnit
lomittain. Lopuksi tarkastellaan joitakin LLVM-infrastruktuurin tarjoamia Java-oh-
jelmille hyo¨dyllisia¨ optimointitekniikoita.
Java Hotspot -virtuaalikoneen arkkitehtuuri ja optimoinnit
Java Hotspot -virtuaalikone on suosittu JIT-ka¨a¨nta¨miseen perustuva JVM-toteu-
tus, joka hyo¨dynta¨a¨ useita ka¨a¨nta¨ja¨optimointeja [KWM08]. Kuva 4.3 esitta¨a¨ Hot-
spot-virtuaalikoneen arkkitehtuurin. Java-ohjelmien suoritus alkaa tulkissa, minka¨
ansiosta ohjelmien suorituksen aloittaminen on kevyempi operaatio kuin kokonaan
ka¨a¨nta¨miseen perustuvissa virtuaalikoneen toteutuksissa, joissa koko Java-tavukoo-
di ka¨a¨nneta¨a¨n konekielelle ennen suorituksen alkua.
Tulkin lisa¨ksi Hotspot-virtuaalikoneessa on kaksi JIT-ka¨a¨nta¨ja¨a¨: asiakaska¨a¨nta¨ja¨
(engl. client compiler) ja palvelinka¨a¨nta¨ja¨ (engl. server compiler) [PVC01].
Ohjelman suorituksen aikana eniten suoritetut metodit eli kuumat kohdat (engl.
hot spots) JIT-ka¨a¨nneta¨a¨n konekielelle joko asiakas- tai palvelinka¨a¨nta¨ja¨lla¨ virtu-
aalikoneen ka¨ynnistysargumenttien perusteella. Asiakaska¨a¨nta¨ja¨ on vuorovaikuttei-
sille sovelluksille suunnattu kokoonpano, jonka tavoitteena on minimoida ohjelmien
ka¨ynnista¨miseen kuluva aika ja jolle ohjelmien huippusuorituskyky ei ole ta¨rkeysja¨r-
jestyksessa¨ ensimma¨isena¨. Palvelinka¨a¨nta¨ja¨ sen sijaan on voimakkaammin optimoi-
tu, palvelinsovelluksia varten suunniteltu kokoonpano, jolle ka¨ynnista¨miseen kuluva
aika ei ole oleellisinta mutta jolle hyva¨ suorituskyky on ta¨rkeinta¨.
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Kuva 4.3: Hotspot-virtuaalikoneen arkkitehtuuri.
Kuva 4.4 na¨ytta¨a¨ Hotspot-ka¨a¨nta¨ja¨n va¨liesitysmuodot ja optimointipisteet. Aluk-
si tavukoodi muunnetaan luvussa 3.4 esiteltyyn HIR-va¨liesitysmuotoon, joka sopii
SSA-muotonsa ansiosta Java-tavukoodia paremmin optimoijan syo¨tteeksi.
Paikallisia optimointeja suoritetaan HIR-muodon luomisen aikana, kun taas glo-
baaleja optimointeja suoritetaan HIR-muodon luomisen ja¨lkeen. Suoritettuihin op-
timointitekniikoihin lukeutuvat muun muassa vakioiden yhdista¨minen (engl. con-
stant folding), arvojen numerointi (engl. value numbering), metodikutsun kor-
vaaminen metodin rungolla (engl. method inlining), null-tarkistusten poistami-
nen ja globaali kuolleen koodin poistaminen.
Kuva 4.4: Hotspot-ka¨a¨nta¨ja¨n ka¨ytta¨ma¨t va¨liesitysmuodot ja muunnokset.
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Vakioiden yhdista¨misessa¨ optimoija yhdista¨a¨ vakioarvoista riippuvaisia operaatioita.
Esimerkiksi lauseke 2∗3∗5 voidaan korvata lausekkeen tuloksella 30, jolloin va¨ltyta¨a¨n
suoritusaikana turhien kertolaskuoperaatioiden suorittamiselta.
Arvojen numeroinnissa optimoija poistaa pa¨a¨llekka¨isia¨ operaatioita ja levitta¨a¨ sopi-
vasti pa¨a¨llekka¨isten operaatioiden tuloksia sa¨ilytta¨en laskennan alkupera¨isen merki-
tyksen.
Metodikutsun korvaaminen metodin rungolla poistaa metodikutsun aiheuttaman
yleisrasitteen liitta¨ma¨lla¨ metodin koodin suoraan metodin kutsukohtaan. Koska Ja-
vassa metodikutsut ovat tyypillisesti virtuaalisia eli varsinainen kutsuttava meto-
di selvia¨a¨ vasta suoritushetkella¨, Java-ka¨a¨nta¨ja¨n ta¨ytyy varoa laajentamasta va¨a¨ria¨
metodeja.
Hotspot-ka¨a¨nta¨ja¨ ka¨ytta¨a¨ luokkahierarkia-analyysia¨ [DGC95] selvitta¨ma¨a¨n metodin
varsinaisten toteutusten lukuma¨a¨ra¨n. Jos mahdollisia metoditoteutuksia on vain yk-
si kappale, optimoija voi huoletta tehda¨ metodikutsun korvauksen. Jos myo¨hemmin
dynaamisesti ladattu metodi lisa¨a¨ mahdollisten toteutusten ma¨a¨ra¨a¨, Hotspot-virtu-
aalikoneen suoritusympa¨risto¨ peruu optimoinnin poistamalla metodin rungon koo-
dista ja korvaamalla sen ja¨lleen varsinaisella dynaamisella metodikutsulla, mika¨ ta-
kaa koodin oikean toiminnan [KWM08].
Null-tarkistusten poistossa optimoija poistaa suoritusaikaisen null-tarkistuksen, jos
on staattisesti todistettavissa, ettei kyseessa¨ oleva olioviite voi olla viittaushetkella¨
null. Null on JVM:n erityinen arvo, joka on erityisen null-tyypin ainoa arvo [LY99,
s. 7]. Kaikki olioviitteet viittaavat aina joko varsinaiseen olioon tai null-arvoon.
Globaalissa kuolleen koodin poistossa optimoija poistaa ohjelmakoodia, joka ei vai-
kuta ohjelman suorituksen kulkuun. Kuolleen koodin poisto pienenta¨a¨ ohjelman ko-
koa ja va¨henta¨a¨ turhan koodin suorittamista. Esimerkiksi peruslohkot, joilla ei ole
yhta¨a¨n edelta¨ja¨a¨, tai metodit, joita ei ikina¨ kutsuta, ovat poistettavissa olevaa kuol-
lutta koodia.
Jotkut Java-ohjelmille tyypilliset toiminnot ovat luonteeltaan sellaisia, etta¨ yleises-
sa¨ tapauksessa toiminto onnistuu nopeasti ja kevyesti, mutta poikkeustapaukses-
sa joudutaan turvautumaan raskaampiin toimenpiteisiin toiminnon suorittamisek-
si. Ta¨llaisissa tapauksissa Hotspot-virtuaalikone ka¨ytta¨a¨ ns. fast/slow-tekniikkaa
suorituskyvyn lisa¨a¨miseksi [PVC01]. Ta¨ssa¨ tekniikassa ka¨a¨nta¨ja¨ tuottaa timantin
muotoisen kontrollivuokaavion, jossa ensimma¨inen, nopea polku suorittaa kevyita¨
tarkistuksia tuloksen varmistamiseksi. Jos nopea polku epa¨onnistuu, kontrolli siir-
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reta¨a¨n hitaalle polulle, joka tekee raskaampia tarkistuksia ja mahdollisesti lisa¨tyo¨ta¨
toiminnon loppuun saattamiseksi. Esimerkiksi olion muistia varattaessa nopealla po-
lulla tarkistetaan keko-osoittimia vertaamalla, etta¨ keossa on riitta¨va¨sti tilaa oliolle,
ja vapaan tilan riitta¨essa¨ tehda¨a¨n muistivaraus. Toisaalta, jos keossa ei ole riitta¨-
va¨sti tilaa, kontrolli siirreta¨a¨n hitaalle polulle, mika¨ aiheuttaa ensin roskienkeruun
vapaan tilan lo¨yta¨miseksi ja vasta sen ja¨lkeen varsinaisen muistivarauksen.
HIR-koodin optimoinnin ja¨lkeen koodi muunnetaan matalan tason LIR-va¨liesitys-
muotoon. LIR-koodille suoritetaan erityisesti rekisterien allokointi ka¨ytta¨en teho-
kasta lineaarisen la¨pika¨ynnin rekisteriallokointialgoritmia [PS99], mutta myo¨s kur-
kistusaukko-optimointi suoritetaan konekielta¨ la¨hella¨ olevan esitysmuodon tasolla.
Hotspotin kurkistusaukko-optimoija on rajoittunut tarkastelemaan vain yhta¨ ka¨s-
kya¨ kerrallaan, mika¨ mahdollistaa vain kaikkein yksinkertaisimmat yhden ka¨skyn
korvaukset [PVC01]. Lopulta rekisteriallokointitiedoilla pa¨ivitetty LIR-koodi muun-
netaan kohdesuorittimen natiiville konekielelle suorittamista varten.
LLVM-ka¨a¨nta¨ja¨infrastruktuurin optimoinnit
LLVM-infrastruktuuri tarjoaa koodin analyysi- ja optimointitekniikat erillisina¨ uu-
delleenka¨ytetta¨vina¨ komponentteina. Na¨ita¨ komponentteja kutsutaan myo¨s la¨pi-
ka¨ynneiksi, koska jokainen komponentti ka¨y vuorollaan koodin la¨pi kera¨ten siita¨
tietoa tai muuttaen sita¨ jollain tapaa. La¨pika¨ynnin tuloksena saatu koodi siirreta¨a¨n
seuraavalle optimointikomponentille. La¨pika¨ynteja¨ voidaan suorittaa vapaassa ja¨r-
jestyksessa¨ ja mahdollisesti monta kertaa. Jotkut optimoinnit voivat tuottaa kuollei-
ta haaroja koodin kontrollivuoverkkoon, jolloin voi olla hyo¨dyllista¨ siivota verkosta
ylima¨a¨ra¨iset solmut ennen seuraavaan optimointila¨pika¨ynnin aloittamista parhaan
lopputuloksen saamiseksi.
LLVM:n komentorivityo¨kalu opt tarjoaa rajapinnan optimointien suorittamiseksi bi-
na¨a¨rimuodossa olevalle LLVM-koodille. Tekstuaalisessa muodossa oleva LLVM-va¨li-
kielinen koodi voidaan optimoida seuraavalla komentorivika¨skysarjalla:
cat ohjelma.ll | llvm-as | opt [options] | llvm-dis > ohjelma-optimoitu.ll
Ylla¨ olevassa koodissa tyo¨kalu llvm-as on assembler, joka muuntaa tekstuaalisen
LLVM-va¨likielisen ohjelman LLVM-va¨likielen bina¨a¨riseen muotoon. Tyo¨kalu opt ot-
taa argumentteinaan listan la¨pika¨ynteja¨, jotka on kuvattu liitteessa¨ A.1, ja suorittaa
la¨pika¨ynnit annetussa ja¨rjestyksessa¨. La¨pika¨yntien tuloksena saatu bina¨a¨rimuotoi-
nen LLVM-koodi syo¨teta¨a¨n llvm-dis-tyo¨kalulle (disassembler), joka muuntaa bi-
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na¨a¨risen LLVM-koodin takaisin tekstuaaliseen muotoon. Lopuksi optimoitu koodi
ohjataan viela¨ uuteen tiedostoon tarkastelua varten.
Tarkastellaan seuraavaksi seuraavia LLVM-infrastruktuurin tarjoamia optimointi-
komponentteja, jotka ovat hyo¨dyllisia¨ Java-ohjelmien suorittamisen kannalta: pre-
dikaattien yksinkertaistaminen, globaali arvojen numerointi (engl. global value
numbering), muistiviittauksien nostaminen rekisteriviittauksiksi, silmukkainvariant-
tien poisto ja vakioiden levitta¨minen.
Predikaattien yksinkertaistaminen
Predikaattien yksinkertaistamisessa optimoija tunnistaa polut, joissa x = y ja korvaa
kaikki viittaukset x:a¨a¨n viittauksella y:hyn. Predikaattien yksinkertaistamisesta seu-
raa muun muassa, etta¨ joistakin ehtolausekkeista voi tulla tautologioita, mika¨ mah-
dollistaa saavuttamattomien koodipolkujen poistamisen. Javan semantiikka vaatii,
etta¨ suoritusaikana valvotaan, ettei virheellisia¨ taulukkojen ohi menevia¨ viittauksia
tapahdu [LY99, s. 39]. Paljon taulukkoja ka¨ytta¨vissa¨ ohjelmissa tarkistuksiin ku-
luu paljon suorittimen tyo¨ta¨. Predikaattien yksinkertaistamisella optimoija poistaa
turhia taulukkoviittausten tarkistuksia, silloin kun on staattisesti mahdollista pa¨a¨-
tella¨, ettei viittaus mene taulukon ohi. Kuvassa 4.5 ylha¨a¨lla¨ vasemmalla na¨kyy Ja-
va-ohjelma, joka viittaa taulukkoon array . Taulukko on staattisesti allokoitu, joten
sen alkioiden ma¨a¨ra¨ (2) on tiedossa ka¨a¨nno¨saikana. Myo¨s taulukon indeksin i arvo
(1) on staattisesti pa¨a¨telta¨vissa¨. Kuvassa ylha¨a¨lla¨ oikealla on esitetty Java-koodina,
miten JVM-toteutus voisi lisa¨ta¨ suoritusaikaisen tarkistuksen taulukkoviittauksen
yhteyteen. Kuvassa alhaalla oikealla on esitetty edellinen koodi naiivissa LLVM-va¨-
likielimuodossa. Optimoija voi tietojensa perusteella muuttaa taulukkotarkistuspre-
dikaatin muotoon:
(i ≥ 0 ∧ i < array.length) ≡ (1 ≥ 0 ∧ 1 < 2) ≡ ⊤
Optimoijan on helppo todeta edellinen tautologiaksi ja poistaa koko tarkistus, kuten
kuvan 4.5 alhaalla vasemmalla on tehty.
Globaali arvojen numerointi
Globaali arvojen numerointi on optimointi, jossa muuttujat ja lausekkeet numeroi-
daan sen perusteella, mika¨ niiden arvo on staattisen analyysin perusteella. Todis-
tettavasti samaa arvoa edustavat muuttujat ja lausekkeet saavat saman numeron.
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Kuva 4.5: Predikaattien yksinkertaistaminen. Taulukkoviittauksen tarkistus on ko-
konaan poissa optimoidussa koodissa.
Samaa arvoa edustavien lausekkeiden tuottavien ka¨skyjen keskina¨inen pa¨a¨llekka¨i-
syys voidaan numerointitiedon perusteella poistaa. Optimointitekniikkaa kutsutaan
globaaliksi, koska se huomioi muuttujat ja lausekkeet yli peruslohkorajojen.
Esimerkiksi kuvassa 4.6 esitetyn ohjelman muuttujat numeroituvat seuraavasti:
[a 7→ 1, b 7→ 2, c 7→ 2, d 7→ 3, e 7→ 4, f 7→ 5]
Ta¨ma¨n numerointitiedon perusteella lauseke, joka laskee rekisterin %c arvon, voi-
daan poistaa, koska sen arvo lo¨ytyy jo rekisterista¨ %b.
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Kuva 4.6: Globaali arvojen numerointi. Toinen yhteenlaskuoperaatio on ylima¨a¨ra¨i-
nen aliohjelman lopputuloksen kannalta, joten se voidaan poistaa.
Muita optimointeja
Muistiviittauksien nostaminen rekisteriviittauksiksi on optimointi, jossa aliohjelman
paikalliset muuttujat nostetaan muistista nopeisiin rekistereihin (kuva 4.7).
Kuva 4.7: Muistiviittauksien nostaminen rekisteriviittauksiksi.
Silmukkainvarianttien poistossa koko silmukan suorituksen aikana saman arvon pi-
ta¨va¨t lausekkeet siirreta¨a¨n silmukan rungon ulkopuolelle (kuva 4.8).
Vakioiden levityksessa¨ ka¨a¨nta¨ja¨ tunnistaa aliohjelman sisa¨lla¨ vakioista riippuvat ka¨s-
kyt ja korvaa ka¨skyt vakioarvoilla (kuva 4.9).
Ta¨ssa¨ luvussa esitellyt ka¨a¨nta¨ja¨optimointitekniikat edustavat vain pienta¨ joukkoa
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Kuva 4.8: Silmukkainvarianttien poisto. Kertolaskuoperaation tulos pysyy muuttu-
mattomana, joten riitta¨a¨, etta¨ se lasketaan kerran ennen silmukan suorittamista.
Kuva 4.9: Vakioiden levitta¨minen. Vakioista riippuva operaatio voidaan suorittaa
ka¨a¨nno¨saikana ja ka¨ytta¨a¨ suoraan operaation lopputulosta muuttujan sijaan.
LLVM-infrastruktuurin tarjoamista tekniikoista. Liite A.1 sisa¨lta¨a¨ kaikki LLVM:n
(versio 2.5) tarjoamat la¨pika¨ynnit ja niiden tunnisteet.
4.4 Java-virtuaalikoneen LLVM-pohjainen toteutus
LadyVM [GTC08] on Java-virtuaalikoneen toteutus, jossa on pyritty toteuttamaan
kokonainen JVM mahdollisimman pienella¨ vaivalla valmiita hyva¨ksi havaittuja va-
paan la¨hdekoodin ohjelmistokomponentteja hyo¨dynta¨en. Valittujen komponenttien
on ta¨ytynyt olla virtuaalikoneagnostisia ja tarjota siisti ohjelmointirajapinta kehit-
ta¨jille. Lisa¨ksi komponenteilta on vaadittu laajaa ka¨ytta¨ja¨yhteiso¨a¨ ja niiden on ta¨y-
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tynyt aikaisemmin osoittautua suorituskykyisiksi muissa projekteissa.
LadyVM-arkkitehtuuri
Kolme kolmannen osapuolen ohjelmistokomponenttia (kuva 4.10) muodostavat suu-
rimman osan LadyVM-ja¨rjestelma¨sta¨. Java-peruskirjaston toteutuksena ka¨yteta¨a¨n
suosittua GNU Classpath -kirjastoa [GNU]. Automaattiseen dynaamiseen muistin-
hallintaan ka¨yteta¨a¨n Boehm-roskienkera¨a¨ja¨a¨ [BW88]. Suoritusympa¨risto¨ toteute-
taan ka¨a¨nta¨ma¨lla¨ ensin Java-tavukoodit LLVM-va¨likielelle ja JIT-ka¨a¨nta¨ma¨lla¨ LLVM-
kieliset metodit ennen suoritusta LLVM-ka¨a¨nta¨ja¨infrastruktuurin tarjoamien kom-
ponenttien avulla. Kuvassa 4.11 esiteta¨a¨n LadyVM-arkkitehtuurin peruskomponen-
tit ja komponenttien va¨liset interaktiot.
Kuva 4.10: LadyVM:n perusarkkitehtuuri [GTC08].
LadyVM tekee kaksi muunnosta: class-muotoiset Java-luokat muunnetaan LLVM-
va¨likielen tyypeiksi ja luokkien sisa¨lta¨ma¨t metodit (aliohjelmat) ka¨a¨nneta¨a¨n LLVM-
va¨likielelle.
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Kuva 4.11: LadyVM:n peruskomponentit ja komponenttien va¨liset interak-
tiot [GTC08].
LadyVM luo Java-luokille dynaamisen ja staattisen tyypin. Dynaaminen tyyppi
edustaa luokan ilmentyma¨n kenttia¨. Staattinen tyyppi edustaa staattista osaa luo-
kasta, kuten luokan kaikkien olioiden jakamia luokkamuuttujia. Kuva 4.12 na¨ytta¨a¨
prosessin, jossa Java-luokka muunnetaan LLVM-va¨likielen tyypeiksi. Java-luokasta
Lista luodaan dynaaminen tyyppi vtype ja staattinen tyyppi stype .
Lista-luokan dynaaminen tyyppi koostuu Object-tyypilta¨ (kuva 4.13) perityista¨ ken-
tista¨ ja kolmesta omasta kenta¨sta¨: olioviitteesta¨ Lista-olioon (tyyppi {i8*, i8*,
i8*}*), kokonaislukukenta¨sta¨ i (tyyppi i32) ja levea¨sta¨ liukulukukenta¨sta¨ d (tyyp-
pi double). Object-tyyppi koostuu kolmesta kenta¨sta¨: osoittimesta virtuaalifunk-
tiotauluun, osoittimesta Java-luokan tyyppitiedon sisa¨lta¨va¨a¨n LadyVM:n sisa¨iseen
metatietueeseen ja lukko-osoittimesta synkronisaatiota varten. Kaikki olioviiteken-
ta¨t esiteta¨a¨n aluksi viitteena¨Object-tyyppiin, koska JIT-ka¨a¨nta¨misen johdosta Lady-
VM:lla¨ ei va¨ltta¨ma¨tta¨ ole tyyppimuunnoshetkella¨ pa¨a¨sya¨ viitatun olion luokan tyyp-
pitietoon. Olioviitekenttien tyypit muunnetaan oikean tyyppisiksi viimeista¨a¨n kent-
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Kuva 4.12: Java-luokan tyyppimuunnos ja alustaminen LadyVM:ssa¨ [GTC08].
tiin viitattaessa. Lista-luokan staattinen tyyppi koostuu puolestaan Object-tyypil-
ta¨ perityista¨ kentista¨ seka¨ liukuluku- (float) ja kokonaislukutyypista¨ (i16), jotka
edustavat Lista-luokan staattisia kenttia¨ phi ja s.
%struct.java_lang_Object = type { i8*, i8*, i8* }
Kuva 4.13: Java.lang.Object-luokan LLVM-tyyppi LadyVM:ssa¨.
Suoritusaikainen metodien myo¨ha¨inen sidonta on toteutettu LadyVM-ja¨rjestelma¨ssa¨
virtuaalifunktiotaulujen avulla. LadyVM luo jokaiselle luokalle virtuaalifunktiotau-
lun ja alustaa taulun osoittimilla metoditynkiin (engl. method stubs). JVM:n vir-
tuaalimetodikutsuka¨sky invokevirtual toteutetaan lataamalla kyseisen olion vir-
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tuaalifunktiotaulu, hakemalla funktio-osoitin taulusta ja kutsumalla metodia. Jos
metodia ei ole viela¨ ka¨a¨nnetty, varsinaisen metodin sijasta kutsutaan tynka¨a¨, mika¨
aiheuttaa metodin JIT-ka¨a¨nta¨misen, tynga¨n korvaamisen varsinaisella funktio-osoit-
timella virtuaalifunktiotaulussa ja lopulta varsinaisen metodikutsun.
Toinen LadyVM:n suorittama muunnos on Java-tavukoodin muuntaminen LLVM-
va¨likielelle. LadyVM ka¨ytta¨a¨ apunaan LLVM:n C++-ohjelmointirajapintaa ja ka¨a¨n-
no¨saikaista pinoa tuottaessaan pinopohjaisesta Java-tavukoodista SSA-muotoista
LLVM-va¨likielta¨. Alla olevassa C++-koodissa on esimerkki JVM-ka¨skyjen iload_0,
iadd ja ireturn ka¨a¨nta¨misesta¨ LLVM-va¨likielelle: Esimerkiksi iadd-ka¨skyn ka¨sit-
telija¨koodissa ka¨a¨nno¨saikaisesta pinosta noudetaan funktion kaksi kokonaislukuar-
gumenttia ja kutsutaan summauska¨skyn luontimetodia. Lopputulos tyo¨nneta¨a¨n lo-
puksi ka¨a¨nno¨saikaisen pinon pa¨a¨llimma¨iseksi.
case ILOAD_0 : {
push(new LoadInst(arg[0], "", currentBlock));
break;
}
case IADD : {
Value* val2 = popAsInt();
Value* val1 = popAsInt();
Value* res = BinaryOperator::createAdd(val1, val2, "", currentBlock);
push(res, AssessorDesc::dInt);
break;
}
case IRETURN : {
Value* res = popAsInt();
ReturnInst::Create(res, currentBlock);
break;
}
Suurin osa JVM-ka¨skyista¨ ka¨a¨ntyy yhdeksi, kahdeksi tai kolmeksi LLVM-ka¨skyk-
si [GTC08]. Kuvassa 4.14 on kuvattu, miten Javalla esitetty yhteenlaskumetodi add
ka¨a¨nneta¨a¨n ensin Java-tavukoodille ja sitten tavukoodista LLVM-va¨likielelle.
Java-peruskirjaston toteuttaminen vaatii erityistukea virtuaalikoneelta. GNU Class-
path -kirjastolla ei esimerkiksi ole tietoa suoritusaikaisen Java-olion rakenteesta,
koska abstrakti JVM ei ma¨a¨rittele olioiden sisa¨ista¨ esitysmuotoa eli oliomallia. GNU
Classpath tarjoaa virtuaalikonerajapinnan toteutusriippuvaisten yksityiskohtien liit-
ta¨miseksi. Esimerkiksi Java-peruskirjaston ma¨a¨rittelema¨ Object.getClass()-metodi,
joka palauttaa olion luokan, toteutetaan LadyVM:n puolella, jossa Java-luokkien
rakenne tunnetaan.
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Kuva 4.14: Javalla esitetyn add -metodin ka¨a¨nta¨minen LLVM-tavukoodiksi [GTC08].
Automaattinen muistinhallinta
LadyVM ka¨ytta¨a¨ Boehm-roskienkera¨a¨ja¨a¨ automaattisen dynaamisen muistinhallin-
nan toteuttamiseen. Boehm-roskienkera¨a¨ja¨ on tyyppiturvattomille kielille suunnitel-
tu konservatiivinen roskienkera¨a¨ja¨ [BW88]. Vaikka Java ja LLVM tarjoavat riitta¨va¨n
tyyppitiedon tarkan roskienkeruun toteuttamiseksi, Boehm-roskienkera¨a¨ja¨n ka¨ytto¨
rajoittaa LadyVM:n roskienkeruun konservatiiviseen roskienkeruustrategiaan. Mo-
dernit Java-virtuaalikoneen toteutukset sen sijaan ka¨ytta¨va¨t tyypillisesti tarkkaa
sukupolviin perustuvaa roskienkeruuta [Sun06].
Optimointikehyksen laajennokset
LadyVM ka¨ytta¨a¨ lukuisia LLVM-infrastruktuurin tarjoamia optimointikomponent-
teja suorituskykyisen koodin tuottamiseksi. Java-koodille hyo¨dyllisia¨ jo luvussa 4.3
kuvattuja LLVM-optimointeja, jotka LadyVM suorittaa aina, ovat muun muassa
predikaattien yksinkertaistaminen, globaali arvojen numerointi, muistiviittauksien
nostaminen nopeiksi rekisteriviittauksiksi, silmukkainvarianttien poisto ja vakioiden
levitta¨minen.
LLVM-arkkitehtuuri sallii omien optimointikomponenttien joustavan lisa¨a¨misen ja
suorittamisen. LadyVM laajentaa LLVM:n optimointi-infrastruktuuria kolmella omal-
la optimointikomponentilla: tyyppiperustaisella aliasanalyysilla (engl. type-based
alias analysis, TBAA), pakoanalyysilla¨ (engl. escape analysis) ja kolmannel-
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la komponentilla, joka varmistaa, etta¨ taulukkojen kokokyselyt, luokkien virtuaali-
taulukyselyt ja olioiden luokkakyselyt suoritetaan ainoastaan kerran aliohjelmassa.
Seuraavaksi kuvataan tarkemmin kaksi ensin mainittua LadyVM-optimointikompo-
nenttia.
Tyyppiperustainen aliasanalyysi
Kahta muuttujaa kutsutaan toistensa aliaksiksi, jos ne viittaavat samaan muisti-
paikkaan [ALS07, s. 35]. Jos muuttujat x ja y ovat toistensa aliaksia, siita¨ seuraa,
etta¨ sijoitus x:a¨a¨n on samalla implisiittinen sijoitus y:hyn. Aliasanalyysissa opti-
moija pyrkii pa¨a¨ttelema¨a¨n, mitka¨ muuttujat voivat olla keskena¨a¨n aliaksia [ALS07,
luku 12.4]. Hyo¨dynta¨a¨kseen tehokkaasti modernien suorittimien ka¨skyliukuhihnoja
ja monia ytimia¨, optimoijan ta¨ytyy uudelleenja¨rjestella¨ koneka¨skyja¨. Aliasanalyy-
silla on suora vaikutus optimoijan kykyyn uudelleenja¨rjestella¨ ka¨skyja¨. Esimerkiksi
alla olevassa C-koodissa optimoijan on oletettava, etta¨ ka¨skyt ta¨ytyy suorittaa ja¨r-
jestyksessa¨, ellei voida osoittaa varmasti, ettei p voi osoittaa a:han.
a = 1;
*p = 2;
x = a;
Tyyppiperustaisessa aliasanalyysissa ka¨yteta¨a¨n hyva¨ksi la¨hdekielen tyyppitietoa ja
semantiikkaa aliassuhteiden selvitta¨miseen [DMM98]. Ta¨llainen aliasanalyysi olet-
taa, etta¨ la¨hdekieli on tyyppiturvallinen siten, ettei kieli mahdollista mielivaltaisia
tyyppimuunnoksia osoittimilla (esimerkiksi Java, muttei C). Tyyppiperustaisessa
aliasanalyysissa nojataan la¨hdekielen tyyppisemantiikkaan siten, etta¨ ka¨a¨nta¨ja¨n on
mahdollista poissulkea kahden eri muuttujan v0 ja v1 aliassuhde, jos muuttujien tyy-
pit ovat epa¨yhteensopivia, so. muuttujien tyyppien alityyppien joukkojen leikkaus
on tyhja¨. Formaalimmin ilmaistuna tyypit ovat epa¨yhteensopivia, jos ja vain jos
Alityypit(Tyyppi(v0)) ∩ Alityypit(Tyyppi(v1)) = ∅ (1)
missa¨ Tyyppi(v) on muuttujan v staattinen tyyppi ja Alityypit(T) on tyypin T ali-
tyyppien T :n sisa¨lta¨va¨ joukko. LadyVM:n toteuttama tyyppiperustainen aliasana-
lyysi ei ole ta¨ydellinen, koska LLVM-va¨likieli ei tarjoa riitta¨va¨a¨ tyyppitietoa ta¨ydel-
lisen analyysin toteuttamiseksi (ks. luku 5.2).
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Pakoanalyysi
Pakoanalyysi on analysointimenetelma¨, joka mahdollistaa alla kuvattuja optimoin-
timenetelmia¨. Pakoanalyysissa¨ pa¨a¨tella¨a¨n, ovatko aliohjelman varaamat oliot alioh-
jelmalle paikallisia, so. olioon ei voida viitata aliohjelman ulkopuolelta [CGS03].
Mika¨li olio ei pakene aliohjelman ulkopuolelle, sen tarvitsema muisti voidaan vara-
ta aliohjelman pinokehyksesta¨. Pinoallokointi va¨henta¨a¨ roskienkeruutaakkaa, koska
pinosta varattu muisti vapautetaan automaattisesti aliohjelman suorituksen pa¨a¨tyt-
tya¨. Tieto olion paikallisuudesta mahdollistaa myo¨s muita optimointeja: ka¨a¨nta¨ja¨
voi esimerkiksi pa¨a¨tella¨, etta¨ olion luonti on kokonaan tarpeetonta. LadyVM:n pa-
koanalyysikomponentti muuttaa kekovaraukset pinovarauksiksi suorittamansa pa-
koanalyysin perusteella.
Choi et al. [CGS03] esittelee toisen merkitta¨va¨n sovelluksen pakoanalyysille: tarpeet-
toman synkronisaation poistamisen Java-ohjelmista. LadyVM ei kuitenkaan hyo¨dyn-
na¨ ta¨ta¨ mahdollisuutta.
Rajoitteet
LadyVM-projekti on osoitus siita¨, etta¨ Java-virtuaalikone voidaan toteuttaa LLVM:n
tarjoaman suoritusympa¨risto¨n avulla ka¨a¨nta¨ma¨lla¨ Java-luokat LLVM-va¨likielelle ja
ka¨ytta¨ma¨lla¨ LLVM-infrastruktuurin tarjoamia staattisen ka¨a¨nta¨ja¨n tyo¨kaluja suo-
ritettavan koodin tuottamiseen. LadyVM:n merkitta¨vimma¨t rajoitteet ovat tarkan
roskienkeruutuen puuttuminen ja ka¨a¨nta¨misen ja tulkitsemisen yhdistelma¨n puut-
tuminen. Lisa¨ksi LLVM-va¨likielen matala abstraktiotaso vaikeuttaa joidenkin Javan
olioka¨sitteista¨ riippuvaisten suoritusaikaisten optimointi- ja analysointitekniikoiden
toteuttamista. Na¨ita¨ LLVM:sta¨ johtuvia rajoitteita tarkastellaan syvemmin seuraa-
vassa luvussa.
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5 LLVM:n arviointi JVM:n toteuttamisen na¨ko¨-
kulmasta
LadyVM-projekti osoittaa, etta¨ LLVM-va¨likielella¨ voidaan esitta¨a¨ Java-ohjelmia ja
etta¨ Java-tyyppeja¨ voidaan kuvata matalamman tason LLVM-tyyppija¨rjestelma¨n
avulla. Pelkka¨ ohjelmien esitta¨misen ja suorittamisen mahdollisuus ei kuitenkaan
viela¨ takaa, etta¨ LLVM-perustainen toteutus tarjoaisi lisa¨arvoa muihin JVM-toteu-
tuksiin verrattuna. Seuraavaksi tarkastellaan LLVM-ka¨a¨nta¨ja¨arkkitehtuurin etuja
ja puutteita JVM:n toteuttamisen na¨ko¨kulmasta. Ta¨ma¨n ja¨lkeen kuvaillaan, mik-
si metatietoa tarvitaan tukemaan la¨hdekieliriippuvaista optimointia ja analyysia
LLVM:ssa¨. Ennen kritiikin kokoamista esitella¨a¨n viela¨ LLVM:n nykyista¨ alkeellis-
ta tukea tarkalle roskienkeruulle ja pohditaan, mihin suuntaan LLVM:n roskienke-
ruuinfrastruktuuria voisi kehitta¨a¨.
5.1 LLVM:n tuki JVM-toteutukselle
Abstraktin JVM-ma¨a¨ritelma¨n mukaisesti JVM-toteutuksen tulee pystya¨ lukemaan
ja verifioimaan JVM-tavukoodia sisa¨lta¨via¨ class-tiedostoja ja tarjota Java-luokka-
kirjaston ma¨a¨rittelema¨n rajapinnan mukaiset kirjastorutiinit. Ta¨ma¨n lisa¨ksi JVM-
toteutuksen tulee suorittaa JVM-tavukoodia JVM-ka¨skykannan semantiikkoja nou-
dattaen ja hallita dynaamista muistia automaattisesti. Lopulta toteutuksen tulisi
olla suorituskykyinen. Tarkastellaan, miten LLVM tukee kunkin ominaisuuden to-
teuttamista.
Java-tavukooditiedostojen ka¨sittely ja Java-luokkakirjasto
La¨hdekieliriippumaton LLVM ei sisa¨lla¨ tukea class-tiedostomuodon lukemiselle tai
verifioimiselle. LLVM-ja¨rjestelma¨a¨ pohjanaan ka¨ytta¨va¨n JVM-toteutuksen ta¨ytyy
joko kirjoittaa oma ja¨senta¨ja¨ class-tiedostojen lukemiseksi ja oma verifioija tavukoo-
dien oikean sisa¨llo¨n varmistamiseksi tai vaihtoehtoisesti ka¨ytta¨a¨ vastaavan toimin-
non tarjoavia kolmannen osapuolen kirjastoja2. Joka tapauksessa Java-luokkien si-
sa¨lta¨ma¨ tavukoodi, data ja metatieto luokista ta¨ytyy tallettaa suoritusaikaa varten.
LLVM-pohjaisessa JVM-toteutuksessa JVM-tavukoodit ja -tietotyypit ka¨a¨nneta¨a¨n
LLVM-va¨likielelle ja LLVM-tyypeiksi, missa¨ LLVM:n tarjoama C++-ohjelmointira-
2Esimerkiksi Apachen BCEL-kirjasto, http://jakarta.apache.org/bcel/.
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japinta LLVM-va¨likielen tuottamiseksi on avuksi. LadyVM toimii juuri edella¨ kuva-
tulla tavalla.
Java-luokkakirjaston toteutuksessa LLVM ei ole avuksi. LLVM-pohjaisen JVM-to-
teutuksen on helpointa nojata johonkin vapaan la¨hdekoodin luokkakirjaston toteu-
tukseen, kuten GNU Classpath -projektiin [GNU] tai Apache Harmony -projek-
tiin [Apa]. LadyVM ka¨ytta¨a¨ GNU Classpath -kirjastoa luokkakirjastonsa toteutuk-
sena.
Suoritusympa¨risto¨
Luvussa 2.4 esiteltyjen suoritusympa¨risto¨jen luokittelujen avulla ilmaistuna LLVM-
pohjainen JVM:n suoritusympa¨risto¨ toteutetaan ka¨a¨nno¨ksena¨ Java-virtuaalikoneel-
ta toiselle virtuaalikoneelle eli LLVM:lle. Edellisen ka¨a¨nno¨styo¨n ja¨lkeen LLVM-va¨li-
kielinen ohjelma JIT-ka¨a¨nneta¨a¨n viela¨ kohdesuorittimen natiiville kielelle.
Edella¨ kuvatun la¨hestymistavan edut ovat seuraavia. Ensinna¨kin suoritusympa¨risto¨
on suhteellisen vaivattomasti toteutettavissa, koska sen sijaan, etta¨ jokainen JVM-
pinokoneen operaatio toteutettaisiin erikseen, LLVM tarjoaa valmiit toteutukset pe-
rusoperaatioille, joita pa¨a¨sta¨a¨n ka¨ytta¨ma¨a¨n, kun JVM-pinokieli muunnetaan LLVM-
va¨likielelle. Esimerkiksi JVM:n va¨hennyslaskuka¨skyt isub, fsub, jne. voidaan suo-
raan toteuttaa LLVM-va¨likielen sub-ka¨skylla¨.
Toinen, merkitta¨va¨ etu on LLVM:n voimakas, laajennettava, interproseduraalista op-
timointia tukeva optimointi-infrastruktuuri, jota kehiteta¨a¨n aktiivisesti. LLVM-poh-
jainen JVM-toteutus hyo¨tyy automaattisesti kaikista LLVM:n tarjoamista ka¨a¨nta¨ja¨-
optimoinneista. Lisa¨ksi optimointi-infrastruktuurista on hyo¨tya¨ myo¨s suoritusaikana
ja suoritusten va¨lissa¨. LLVM voi sa¨ilytta¨a¨ LLVM-va¨likielisen koodin suoritusaikaan
asti, jolloin ohjelmaa voidaan uudelleenoptimoida suoritusaikana ja suoritusten va¨-
lissa¨ yhta¨ voimakkaasti kuin varsinaisena ka¨a¨nno¨saikana, joka LLVM-pohjaisessa
JVM-toteutuksessa, kuten LadyVM:ssa¨, on sama kuin ohjelman ka¨ynnistyshetki.
Lisa¨ksi LLVM:n tarjoama profilointi-infrastruktuuri mahdollistaa ka¨ytta¨ja¨kohtaisen
optimoinnin. Aikaisemmat Java-virtuaalikoneiden toteutukset ovat joko kokonaan
ja¨tta¨neet toteuttamatta oﬄine-optimoinnin tai ovat toteuttaneet sen heikosti ilman
tietoa ohjelman tietovuosta, tyypeista¨ tai ka¨ytto¨profiilista [LA04]. LLVM kykenee
suoritusaikana tuottamaan ka¨ytta¨ja¨kohtaista, voimakkaasti optimoitua koodia ka¨yt-
ta¨en hyva¨kseen ohjelman tyyppitietoa, tietovuoinformaatiota ja profilointiva¨lineis-
to¨n paljastamaa ka¨ytta¨ja¨kohtaista tietoa ohjelman kuumista kohdista. LadyVM ei
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kuitenkaan hyo¨dynna¨ oﬄine-optimoinnin periaatteessa tarjoamia mahdollisuuksia.
Suoritusympa¨risto¨n LLVM-toteutuksella on seuraavat haasteet. Ensinna¨kin la¨hde-
kielisen Java-koodin ka¨a¨nno¨sprosessiin tulee ylima¨a¨ra¨inen vaihe, joka on Java-virtu-
aalikoneen pinokielen ka¨a¨nta¨minen LLVM:n rekisterikonemalliin perustuvalle va¨li-
kielelle. Ka¨yta¨nno¨ssa¨ muutkin JVM-toteutukset ka¨a¨nta¨va¨t JVM-tavukoodin johon-
kin toiseen muotoon ennen ka¨a¨nta¨mista¨ lopulliselle konekielelle, koska JVM-tavu-
koodi soveltuu heikosti optimointiin ja staattiseen analyysiin eksplisiittisen tieto- ja
kontrollivuotiedon puuttuessa.
Kahden virtuaalikoneen va¨lisen muunnoksen tekeva¨ LLVM-pohjainen toteutus ei siis
vaadi monimutkaisempaa ka¨a¨nta¨misprosessia kuin muutkaan JVM-toteutukset. Itse
asiassa Sunin Hotspot-toteutus tekee enemma¨n muunnoksia (JVM→ HIR→ LIR
∗
→
konekieli) kuin LLVM-pohjainen LadyVM (JVM → LLVM
∗
→ konekieli). Ylima¨a¨-
ra¨isilta¨ koodin esitystavoilta va¨ltyta¨a¨n, koska LLVM-va¨likieli sopii SSA-muotonsa
ansiosta hyvin seka¨ tieto- ja kontrollivuoriippuvaisille optimoinnille etta¨ konekielta¨
muistuttavan rekisteripohjaisen esitysmuotonsa ansiosta konekielta¨ la¨hella¨ olevalle
analyysille ja optimoinnille kuten rekisterien allokoinnille.
LLVM-koodin generointi on suoraviivaista LLVM-infrastruktuurin tarjoaman C++-
koodingenerointirajapinnan ja valmiiden transformaatiokomponenttien ansiosta. Eri-
tyisesti LLVM-koodin generoijan ei tarvitse tehda¨ vaativaa rekisterien allokointia
lainkaan, koska LLVM tarjoaa valmiin rekisterienallokointikomponentin. Virtuaali-
koneiden va¨lisen muunnoksen tekeva¨ komponentti voi tuottaa JVM-pinokoodista
naiivia LLVM-koodia ja olla hyvin suoraviivainen, koska LLVM:n optimointikom-
ponentit huolehtivat automaattisesti koodin laadun parantamisesta. Koodingeneroi-
ja voi esimerkiksi ka¨sitella¨ kaikkia aliohjelman paikallisia muuttujia muistiviittei-
na¨, koska LLVM:n tarjoama mem2reg-la¨pika¨yntikomponentti osaa nostaa muisti-
viittaukset nopeiksi rekisteriviittauksiksi silloin kun se on mahdollista. Koodinge-
neroijan ei myo¨ska¨a¨n tarvitse huolehtia itse SSA-muotoisen koodin tuottamisesta,
koska edella¨ mainittu la¨pika¨yntikomponentti osaa tehda¨ senkin automaattisesti.
Toinen haaste kahden virtuaalikoneen va¨liseen muunnokseen perustuvassa suori-
tusympa¨risto¨ssa¨ on erot la¨hde- ja kohdekielen semantiikassa. Esimerkiksi Javan olio-
ominaisuudet, kuten luokat, perinta¨, kapselointi ja metodikutsun myo¨ha¨inen sidonta,
eiva¨t ole suoraan kuvattavissa LLVM-va¨likielen tasolla, koska LLVM-kieli ei tunne
edella¨ mainittuja ka¨sitteita¨. Na¨ma¨ olio-ohjelmoinnille ominaiset piirteet voidaan to-
teuttaa LLVM-va¨likielen ja -tyyppija¨rjestelma¨n matalan tason rakenteita ka¨ytta¨en,
mutta la¨hdekielen korkean tason ka¨sitteet ja ka¨sitteiden semanttiset suhteet katoavat
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koodista, kun la¨hdekielinen ohjelma muunnetaan matalan tason LLVM-va¨likielelle.
Tiedon katoamisesta seuraa, ettei LLVM-va¨likieliselle ohjelmalle voida tehda¨ kaikkea
la¨hdekielikohtaista optimointia tai analyysia ilman lisa¨tukea LLVM-ka¨a¨nta¨ja¨n etu-
osalta. Pa¨a¨sa¨a¨nto¨isesti LLVM-pohjaisten ka¨a¨nta¨jien tulisi suorittaa la¨hdekielikoh-
tainen optimointi kieliriippuvaisessa ka¨a¨nta¨ja¨n etuosassa, missa¨ kaikki la¨hdekielen
ka¨sitteet ovat viela¨ olemassa. Kaikkea la¨hdekielikohtaista optimointia ei ole kuiten-
kaan aina mahdollista suorittaa ka¨a¨nta¨ja¨n etuosassa. Esimerkiksi Javassa luokkien
suoritusaikainen lataaminen voi johtaa luokkahierarkia-analyysin uudelleensuoritta-
miseen. Luokkahierarkia-analyysissa, samoin kuin tyyppiperustaisessa aliasanalyy-
sissa, optimoija tarvitsee tietoa Java-luokkien va¨lisista¨ perinta¨suhteista. LLVM-va¨-
likielen tasolla ei kuitenkaan tunneta luokan eika¨ alityypin ka¨sitteita¨.
Kolmas haaste on, etta¨ LLVM ei ta¨lla¨ hetkella¨ tue tulkitsemisen ja ka¨a¨nta¨misen yh-
distelma¨a¨n perustuvaa JIT-tekniikkaa, joka pienenta¨a¨ merkitta¨va¨sti ohjelman ka¨yn-
nistysviivetta¨ [GTC08]. Esimerkiksi Java Hotspot -virtuaalikoneen suoritusympa¨-
risto¨ aloittaa ohjelman suorittamisen tulkitsemalla JVM-tavukoodia ja JIT-ka¨a¨nta¨-
ma¨lla¨ ohjelmasta havaittuja kuumia kohtia suorituksen aikana [PVC01].
Java Hotspot -virtuaalikone jakaa JVM-toteutukset palvelin- ja asiakasversioihin.
Palvelinversiot on tarkoitettu suorittamaan pitka¨aikaisia palvelinprosesseja, jolloin
ohjelman ka¨ynnistysviive ei ole yhta¨ oleellista kuin lopullinen suorituskyky. Nykyi-
nen LLVM-pohjainen JVM voisi siis ka¨yta¨nno¨ssa¨ sopia vain palvelinvirtuaalikoneen
toteutukseksi. Tyo¨po¨yta¨ka¨ytta¨jien sovellukset vaativat nopeaa ka¨ynnistysaikaa ol-
lakseen kilpailukykyisia¨. Ennen kuin LLVM tukee tulkitsemisen ja ka¨a¨nta¨misen yh-
distelma¨a¨, se ei tarjoa kilpailukykyista¨ vaihtoehtoa asiakasvirtuaalikoneen toteutus-
pohjaksi.
Koodin muuntaminen toiselle virtuaalikoneelle on perusteltavissa silloin, kun kohde-
virtuaalikone on jollakin tasolla tehokkaampi kuin la¨hdevirtuaalikone tai kun koh-
devirtuaalikone tarjoaa jotakin muuta arvokasta, jota la¨hdevirtuaalikone ei tarjoa.
Muunnos LLVM:lle on houkutteleva suoritusympa¨risto¨n toteutustapa LLVM:n voi-
makkaan ja jatkuvasti kehittyva¨n optimointi-infrastruktuurin ansiosta. Jos LLVM
saa myo¨hemmin modernimman JIT-komponentin, joka taitaa ka¨a¨nta¨misen ja tulkit-
semisen yhdistelma¨n, LLVM-pohjaisesta suoritusympa¨risto¨sta¨ tulee varsin vakavasti
otettava kilpailija esimerkiksi Sunin Hotspotin suoritusympa¨risto¨lle.
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Roskienkera¨a¨ja¨
Dynaamista muistia automaattisesti hallitseva roskienkera¨a¨ja¨ on Java-virtuaaliko-
neen merkitta¨va¨ komponentti, jonka suorituskyky ja muistinvapautuskyky vaikut-
tavat koko ja¨rjestelma¨n suorituskykyyn. LLVM ei ta¨lla¨ hetkella¨ tarjoa roskienke-
ruuseen valmista komponenttia, jota dynaamisen muistin automaattista hallintaa
kaipaavat ohjelmointikielien suoritusympa¨risto¨t voisivat suoraan hyo¨dynta¨a¨. Lady-
VM turvautuu konservatiivisen roskienkeruun tarjoavaan Boehm-kirjastoon [BW88]
toteuttaakseen roskienkeruun. Tehokkaan ja tarkan roskienkeruun tarjoavan kom-
ponentin puuttuminen lienee merkitta¨vin puute LLVM-infrastruktuurissa Java-vir-
tuaalikoneen toteuttamisen na¨ko¨kulmasta.
Vaikka LLVM ei tarjoa valmista roskienkeruukomponenttia, LLVM-va¨likieli tarjo-
aa kuitenkin rajapinnan tarkan roskienkeruun toteuttamiseksi luontaisfunktioiden
kautta. Roskienkeruuluontaisfunktioiden avulla va¨likielella¨ pystyta¨a¨n ilmaisemaan
tarkan roskienkeruun vaatimia ka¨sitteita¨. Luvussa 5.3 kuvataan tarkemmin LLVM-
va¨likielen nykyista¨ tukea tarkalle roskienkeruulle ja pohditaan, miten LLVM-infra-
struktuuria voitaisiin laajentaa la¨hdekieliriippumattomalla roskienkeruukomponen-
tilla.
Suorituskyky
Suoritusympa¨risto¨n hyo¨dyllisyyden ratkaisee lopulta sen suorituskyky. LLVM:n suo-
ritusympa¨risto¨a¨ ka¨ytta¨va¨n JVM-toteutuksen suorituskykya¨ voidaan arvioida Lady-
VM:n avulla. LadyVM:n suorituskykya¨ on verrattu useisiin suosittuihin Java-vir-
tuaalikoneen toteutuksiin ja tulokset ovat osoittaneet, etta¨ LadyVM on kilpailu-
kykyinen ja jopa tehokkaampi kuin kilpakumppaninsa laskentaintensiivisissa¨ va¨ha¨n
dynaamista muistia ka¨ytta¨vissa¨ sovelluksissa [GTC08]. Toisaalta paljon dynaamista
muistia ka¨ytta¨vissa¨ sovelluksissa LadyVM ei pa¨rja¨a¨ kilpakumppaneilleen.
LadyVM ha¨via¨a¨ muisti-intensiivisissa¨ sovelluksissa, koska se ka¨ytta¨a¨ yleista¨ Boehm-
roskienkera¨a¨ja¨a¨ dynaamisen muistin hallintaan. Esimerkiksi Sunin Hotspot-toteu-
tuksen roskienkera¨a¨ja¨ on erityisesti ra¨a¨ta¨lo¨ity Java-virtuaalikoneelle. Tehokkaan ros-
kienkera¨a¨ja¨n puuttuminen vaikeuttaa suoritusympa¨risto¨jen va¨lista¨ suorituskykyver-
tailua LadyVM:n ja muiden JVM-toteutusten va¨lilla¨, silla¨ mahdollisesti optimoin-
nista saatava hyo¨ty hukkuu helposti roskienkeruussa ilmeneviin suorituskykyeroihin.
Dynaamisten kielien, kuten Javan, optimoinnilla on omat erityishaasteensa. Suori-
tuskykyiset JVM-toteutukset optimoivat koodia myo¨s suoritusaikana. Na¨ma¨ opti-
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moinnit ovat usein la¨hdekieliriippuvaisia. JVM:n tyyppija¨rjestelma¨ tukee suoraan
monia olio-ohjelmoinnin ka¨sitteita¨, kuten luokkia ja perinta¨a¨. Oliometatiedon sisa¨l-
ta¨va¨n JVM-tavukoodin suoritusaikaan asti sa¨ilytta¨va¨t JVM-toteutukset pa¨a¨seva¨t
siis suoritusaikana vaivatta ka¨siksi Javan korkean tason olioka¨sitteisiin, mika¨ mah-
dollistaa olioka¨sitteista¨ riippuvaisen suoritusaikaisen analyysin ja optimoinnin.
LLVM:ssa¨ va¨likielen ja tyyppija¨rjestelma¨n matala abstraktiotaso hankaloittaa la¨h-
dekieliriippuvaista optimointia. Esimerkiksi Javan olio-ohjelmoinnin ka¨sitteita¨ vaa-
tivaa analyysia, kuten luokkahierarkia-analyysia, ei ole mahdollista tarjota yleisina¨
la¨hdekielesta¨ riippumattomina LLVM-la¨pika¨yntikomponentteina, koska LLVM-va¨-
likieli ei tunne olio-ohjelmoinnin ka¨sitteita¨. Na¨issa¨ tapauksissa on mahdollista, et-
ta¨ LLVM-ka¨a¨nta¨ja¨n etuosa sisa¨llytta¨a¨ yleisella¨ metanotaatiolla koodiin tarvittavaa
metatietoa alkupera¨isista¨ korkean tason rakenteista, kuten luokista ja perinta¨hierar-
kioista. Ta¨llo¨in on mahdollista toteuttaa suoritusaikanakin toimivia la¨hdekieliriip-
puvaisia optimointi- ja analyysikomponentteja, jotka nojaavat toteutuksissaan etuo-
san tuottamaan metatietoon. Ta¨ta¨ aihetta ka¨sitella¨a¨n tarkemmin luvussa 5.2, jossa
kuvataan, miten la¨hdekieliriippuvainen tyyppiperustainen aliasanalyysi voidaan to-
teuttaa ka¨a¨nta¨ja¨n etuosan ja metatiedon tuella LLVM:ssa¨.
5.2 La¨hdekielikohtainen optimointi ja analyysi
LLVM-va¨likielen tasolla kadotetaan osa korkeamman abstraktiotason la¨hdekielien
ka¨sitteista¨. La¨hdekieliriippuvaisessa optimoinnissa ja analyysissa¨ tarvitaan LLVM-
va¨likielen ja LLVM-tyyppija¨rjestelma¨n lisa¨ksi tietoa la¨hdekielen alkupera¨isista¨ ka¨-
sitteista¨.
Kuten aikaisemmin on kuvattu, la¨hdekielikohtaisia optimointeja ei ole aina mahdol-
lista suorittaa la¨hdekielikohtaisissa ka¨a¨nta¨ja¨n etuosissa. Mainitun luokkahierarkia-
analyysin lisa¨ksi myo¨s tyyppiperustaisessa aliasanalyysissa kaivataan tietoa luokkien
tyypeista¨ ja perinta¨suhteista. LLVM-va¨likielen tasolla ei kuitenkaan tunneta luokan
eika¨ alityypin ka¨sitteita¨.
Seuraavaksi tarkastellaan esimerkin avulla, miten Java-koodille hyo¨dyllinen tyyppi-
perustainen aliasanalyysi on toteutettavissa LLVM-va¨likielen ilmaisuvoiman edella¨
kuvatuista rajoitteista huolimatta ka¨a¨nta¨ja¨n etuosan tuottaman LLVM-koodin lo-
maan liitetta¨va¨n metatiedon tuella.
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Esimerkki la¨hdekielikohtaisesta analyysista: tyyppiperustainen alias-
analyysi
Aliasanalyysissa optimoija selvitta¨a¨, mitka¨ muuttujat tai viitteet voivat osoittaa sa-
maan muistiolioon. LLVM:ssa¨ aliastietoa ka¨yteta¨a¨n muun muassa poistamaan alioh-
jelmakutsuja, joiden paluuarvoa ei ka¨yteta¨ ja joilla ei ole sivuvaikutuksia, ja aut-
tamaan silmukkainvarianttien poistossa. Lisa¨ksi aliasanalyysi mahdollistaa ka¨skyjen
uudelleenja¨rjestelemisen, jonka avulla voidaan paremmin hyo¨dynta¨a¨ modernien suo-
rittimien ka¨skyliukuhihnoja, mika¨ puolestaan parantaa ohjelmien suorituskykya¨.
Tyyppiperustaisessa aliasanalyysissa ka¨yteta¨a¨n la¨hdekielen tyyppitietoa ja seman-
tiikkaa aliassuhteiden selvitta¨miseen. Optimoijan on mahdollista poissulkea kahden
eri muuttujan aliassuhde muuttujien tyyppien perusteella. Ta¨ma¨ vaatii la¨hdekielelta¨
tyyppiturvallisuutta. Tyyppiturvallisessa kielessa¨, kuten Javassa, kaksi tyypeilta¨a¨n
epa¨yhteensopivaa muistiosoitinta eiva¨t voi ikina¨ osoittaa samaan muistiolioon. Ma¨a¨-
rittelemme Javan semantiikkaa mukaillen, luvussa 4.4 esitellyn ma¨a¨ritelma¨n mukai-
sesti, etta¨ tyypit ovat epa¨yhteensopivia, jos ja voin jos niiden alityyppien joukot
eiva¨t sisa¨lla¨ samoja tyyppeja¨.
Esimerkki metatiedon hyo¨dynta¨misesta¨ tyyppiperustaisen aliasanalyysin
toteutuksessa
Tyyppiperustainen aliasanalyysi voidaan toteuttaa seuraavasti ka¨a¨nta¨ja¨n etuosan
tuottaman metatiedon tuella. Etuosa voi tuottaa la¨hdekielikohtaisen perinta¨hierar-
kiajoukon tai -puun, jonka se liitta¨a¨ metatietona tuottamansa LLVM-va¨likielisen
koodin sekaan. Ta¨ma¨n lisa¨ksi LLVM:n muistia ka¨sittelevia¨ ka¨skyja¨ on parannettava
ottamaan argumenttinaan viite kyseessa¨ olevaan luokkaan luokkahierarkiapuussa.
Ta¨ma¨ on tarpeellista, jotta LLVM-va¨likielisessa¨ muodossa olevasta koodista, josta
luokan ka¨site on kadonnut, voidaan tunnistaa, minka¨ luokan ilmentyma¨a¨n kukin
muuttuja viittaa. Lisa¨ksi tarvitaan koodia, joka osaa lukea metatietona annettua
luokkahierarkiapuuta. Seuraavassa esimerkissa¨ tarkastellaan, miten kahden muuttu-
jan va¨linen aliassuhde voidaan poissulkea edella¨ mainittujen tietojen perusteella.
Tarkastellaan seuraavaa Java-koodia muistuttavaa pseudokoodinpa¨tka¨a¨, jossa muut-
tuja r on tyypilta¨a¨n Rational , muuttuja i tyypilta¨a¨n Integer ja muuttuja x tyypil-
ta¨a¨n Number . Tarvittava luokkahierarkia on puolestaan esitetty kuvan 5.1 UML-
kaaviossa.
...
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1: Number x;
2: Rational r = new Rational();
3: Integer i = new Integer();
...
4: r.setValue(1);
5: i.setValue(2);
...
6: x = r.getValue()
...
Ylla¨ olevassa koodissa optimoija tarvitsee tietoa muuttujien r ja i aliassuhteesta,
jotta se voisi tarvittaessa turvallisesti uudelleenja¨rjesta¨a¨ rivien 4 ja 5 ka¨skyt. Muut-
tujaan i rivilla¨ 5 kohdistuva setValue-metodikutsu voi muuttaa muuttujan r viit-
taaman olion tilaa, jos r ja i ovat keskena¨a¨n aliaksia. Ta¨ma¨ puolestaan vaikuttaa
rivilla¨ 6 x:n saamaan arvoon. Jos r ja i ovat aliaksia, x saa arvokseen 2. Jos taas
aliassuhdetta ei ole, arvoksi tulee 1.
Kuva 5.1: Luokkien perinta¨suhteet paljastava luokkahierarkiapuu.
Metatiedon kuvaaminen ja ka¨sittely LLVM:ssa¨
Ennen kuin etenemme syvemmin tarkastelemaan, miten tyyppiperustaisen aliasana-
lysoijan pa¨a¨ttely suoritetaan metatiedon perusteella, tarkastelkaamme yleisella¨ ta-
solla, mihin metatiedon ka¨site sijoittuu LLVM-ka¨a¨nta¨misstrategiassa. Esimerkissa¨
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ka¨ytetty metatietonotaatio on LLVM-va¨likieleen suunnitteilla oleva yleinen tapa ku-
vata metatietoa.
LLVM-va¨likielen tueksi tarvitaan yleinen metatietonotaatio Java-tavukoodin suo-
raan tukeman olioka¨sitteisto¨n — kuten luokkien — kuvaamiseksi, koska LLVM ei
tunne eika¨ la¨hdekieliriippumattomuutensa sa¨ilytta¨a¨kseen voi tuntea erityisia¨ la¨hde-
kielikohtaisia korkean tason ka¨sitteita¨. Kuvassa 5.2 on esitetty, miten LLVM-ka¨a¨n-
ta¨ja¨n etuosa voisi liitta¨a¨ JVM-koodista tuottamansa LLVM-koodin sekaan tiedon
luokkahierarkiapuusta metatietona. Lisa¨ksi etuosa voisi liitta¨a¨ Java-olioiden luontia
vastaaviin LLVM-muistinvarauska¨skyihin tiedon alkupera¨isista¨ Java-tyypeista¨ me-
tatietona.
Kuva 5.2: LLVM-ka¨a¨nta¨ja¨n etuosa koristelee LLVM-koodin metatiedolla Java-koo-
din luokan ka¨sitteella¨. Tyyppiperustaisessa aliasanalyysissa kyeta¨a¨n metatiedon
avulla tuottamaan muuttujien aliassuhdetieto, jota muut optimointikomponentit
voivat sen ja¨lkeen hyo¨dynta¨a¨.
Tarkastellaan tarkemmin kuvassa 5.2 na¨kyva¨a¨ metatiedolla koristeltua yksinkertais-
tettua LLVM-koodia. Koodissa muistinvarauska¨skya¨ malloc on laajennettu huo-
mioimaan la¨hdekielen korkean tason tyyppi. Muistinvarauska¨sky ottaa ensimma¨i-
sena¨ argumenttinaan Java-luokan toteuttavan LLVM-tyypin. Java-luokat voidaan
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toteuttaa LLVM:ssa¨ struct-tietotyyppina¨ ja funktio-osoittimina, kuten luvussa 4.4
kuvattu LadyVM tekee. Alkupera¨inen Java-tyyppi na¨kyy muistinvarauska¨skyjen toi-
sena argumenttina erityisena¨ metamerkkijononotaationa.
Metatiedon liitta¨mismahdollisuuden lisa¨ksi LLVM-infrastruktuurin C++-ohjelmoin-
tirajapinta on laajennettava sellaiseksi, etta¨ silla¨ pystyta¨a¨n vaivatta ka¨sittelema¨a¨n
koodiin liitettya¨ metatietoa. Olettaen, etta¨ ta¨ma¨ laajennos on tehty, esimerkkim-
me aliasanalysoijakomponentti voi vaivatta tuottaa tiedon muuttujien aliassuhteis-
ta, jota muut LLVM-optimointikomponentit, kuten silmukkainvariantin poistaja tai
ka¨skyjen uudelleenja¨rjestelija¨, voivat sen ja¨lkeen hyo¨dynta¨a¨ omassa analyysissaan.
Esimerkki tyyppiperustaisen aliasanalysoijan pa¨a¨ttelysta¨
Tarkastellaan optimoijan pa¨a¨ttelya¨ aliassuhteesta, kun silla¨ on saatavilla tarvittava
luokkahierarkiatieto. Optimoija voi poissulkea kahden muuttujan aliassuhteen, jos
havaitaan, etta¨ niiden tyypit ovat keskena¨a¨n epa¨yhteensopivia. Ta¨ha¨n rajoituseh-
toon saadaan vastaus tarkastelemalla sopivasti luokkahierarkiapuuta.
Olkoon muistihierarkiapuun ka¨sittelyyn kaksi luvussa 4.4 mainittua operaatiota:
Alityypit(Tyyppi T) ja Tyyppi(Muuttuja m). Operaatio Tyyppi palauttaa muuttu-
jan m staattisen tyypin. Operaatio Alityypit palauttaa puolestaan tyypin T alityyp-
pien T :n sisa¨lta¨va¨n joukon. Ta¨ma¨n lisa¨ksi olkoon tyyppiperustaisella aliasanalysoi-
jakomponentilla operaatio Aliassuhde(Muuttuja m0, Muuttuja m1), joka palauttaa
joko arvon Maybe tai No riippuen siita¨, voiko muuttujien kesken vallita aliassuhde.
Esimerkkimme suoraviivainen aliasanalysoija osaa varmuudella ainoastaan kielta¨a¨
kahden muuttujan aliassuhteen. Aliassuhde-operaatio voidaan ilmaista seuraavasti
kahden muuttujan funktiona:
Aliassuhde(m0, m1) =
8<
:
No, jos m0:n ja m1:n tyypit ovat keskena¨a¨n epa¨yhteensopivia,
Maybe, jos m0:n ja m1:n tyypit ovat keskena¨a¨n yhteensopivia.
(2)
Sama voidaan esitta¨a¨ formaalimmin seuraavasti luvussa 4.4 esitellyn ma¨a¨ritelma¨n
mukaisesti:
Aliassuhde(m0, m1) =
8<
:
No, jos Alityypit(Tyyppi(m0)) ∩ Alityypit(Tyyppi(m1)) = ∅,
Maybe, jos Alityypit(Tyyppi(m0)) ∩ Alityypit(Tyyppi(m1)) 6= ∅.
(3)
Esimerkissa¨mme optimoija pyrkii poissulkemaan muuttujien r ja i aliassuhteen tar-
70
kastelemalla niiden tyyppeja¨. Pa¨a¨ttely etenee kokonaisuudessaan seuraavasti:
Aliassuhde(r, i) =


No, jos Tr ∩ Ti = ∅,
Maybe, jos Tr ∩ Ti 6= ∅.
, jossa
Tr = Alityypit(Tyyppi(r))
= Alityypit(Rational)
= {Rational, F loat, Integer, SignedInteger, UnsignedInteger} ja
Ti = Alityypit(Tyyppi(i))
= Alityypit(Integer)
= {Integer, SignedInteger, UnsignedInteger}, joten
Tr ∩ Ti = {Integer, SignedInteger, UnsignedInteger}
6= ∅, jolloin saadaan
Aliassuhde(r, i) = Maybe.
Koska muuttujien r ja i tyyppien alityyppien joukot ovat osittain pa¨a¨llekka¨isia¨, on
mahdollista, etta¨ muuttujat viittaavat samaan olioon eli ne ovat keskena¨a¨n aliaksia.
Ta¨sta¨ johtuen operaatio Aliassuhde palauttaa arvon Maybe, joka tarkoittaa, etta¨ r
ja i voivat olla, mutta eiva¨t va¨ltta¨ma¨tta¨ ole, aliassuhteessa keskena¨a¨n. Ta¨sta¨ seuraa,
etta¨ esimerkissa¨mme optimoijan ei ole tyyppien perusteella mahdollista poissulkea
muuttujien r ja i aliassuhdetta.
Esimerkkimme suoraviivainen aliasanalysoija pa¨a¨ttelee ainoastaan olioviitteiden tyyp-
piesittelyn perusteella. Ta¨ta¨ yksinkertaista analyysia voidaan kehitta¨a¨ huomioimalla
sijoituslauseet ja ohjelman tietovuo [DMM98]. Sijoituslauseet huomioivassa analyy-
sissa kyeta¨a¨n poissulkemaan tyypin T ja sen alityypin S muuttujien aliassuhteita, jos
ohjelmassa ei ikina¨ sijoiteta S -tyyppista¨ osoitinta T -tyyppiseen muuttujaan. Edel-
linen analyysi on mahdollista toteuttaa LLVM:ssa¨ laajentamalla muistin luku- ja
kirjoituska¨skyja¨ (load, store) ottamaan argumenttinaan olio-osoittimen tyyppime-
tatietoa samalla tapaa kuin malloc-ka¨skya¨ laajennettiin esimerkissa¨mme. Edellis-
ta¨ analyysia voidaan edelleen kehitta¨a¨ huomioimaan ohjelman tietovuo. Ta¨llo¨in on
mahdollista poissulkea T - ja S -tyyppisten muuttujien aliassuhde, vaikka niiden va¨-
lilla¨ olisi sijoituksia, kunhan ne eiva¨t vaikuta tarkastelun kohteena olevaan osaan
koodissa. Ohjelman tietovuon eksplisiittisesti paljastava SSA-muotoinen LLVM-va¨-
likieli on nimenomaan suunniteltu tukemaan kuvatun kaltaista tietovuoanalyysia.
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5.3 LLVM-kehitysehdotus: roskienkeruuinfrastruktuuri
Roskienkeruun erilaiset strategiat painottavat vaihtelevia vaatimuksia. Mika¨a¨n stra-
tegia ei ole paras kaikissa mahdollisissa ka¨ytto¨tilanteissa [Jon96, luku 1.6]. Esimer-
kiksi interaktiiviset sovellukset vaativat nopeaa palautetta ka¨ytto¨liittyma¨lta¨, jolloin
pitka¨t roskienkeruutauot eiva¨t ole toivottuja. Toisaalta muistikriittiset laitteet ja
ympa¨risto¨t vaativat, etta¨ tarpeettomien olioiden muisti vapautetaan mahdollisim-
man nopeasti uudelleenka¨ytto¨a¨ varten. LLVM:n roskienkeruukehyksen tulisi siis olla
muokattavissa erilaisiin ka¨ytto¨vaatimuksiin.
Ongelmakuvaus ja nykytilanne
Kuten aikaisemmin on jo mainittu, LLVM ei tarjoa valmista roskienkeruukompo-
nenttia. Sen sijaan LLVM-va¨likieli tarjoaa rajapinnan tarkan roskienkeruun toteut-
tamiseksi luontaisfunktioiden avulla. Ka¨yta¨nno¨ssa¨ rajapinta tarjoaa keinon paikal-
listaa kekoviittaukset eli juuret pinossa ja mahdollisuuden liitta¨a¨ kekoviittauksiin
luku- ja kirjoituspuomeja (engl. read/write barriers).
Luku- ja kirjoituspuomit ovat ns. koukkuja, joissa on mahdollista tehda¨ tarkan ros-
kienkeruun vaatimaa kirjanpitoa, kun keko-olioviitetta¨ luetaan tai kirjoitetaan. Kir-
joituspuomia ka¨yteta¨a¨n muun muassa sukupolviin perustuvan roskienkeruun kirjan-
pidon tukena havaitsemaan eri ika¨isten sukupolvien va¨lille syntyvia¨ viitteita¨ [Jon96,
s. 165]. Lukupuomia puolestaan ka¨yteta¨a¨n muun muassa sovelluksen kanssa rinnak-
kain toimivien roskienkeruualgoritmien toteutuksissa synkronoimaan sovelluksen ja
roskienkera¨a¨ja¨algoritmin toimintaa [Jon96, luku 8.2].
Yleisen roskienkera¨a¨ja¨komponentin kehitta¨misen haasteena on myo¨s ohjelmointikiel-
ten vaihteleva oliomalli. Jotkut dynaamiset kielet sisa¨llytta¨va¨t olion tyyppitiedon
olioihin itseensa¨ jollakin erityisella¨ formaatilla. Toiset staattisemmin tyypitetyt kie-
let sallivat ka¨a¨nta¨ja¨n tuntea koko ohjelman rakenteiden tyypit jo ennen suoritusta.
Ta¨sta¨ heterogeenisyydesta¨ seuraa haasteita yleisen roskienkera¨a¨ja¨infrastruktuurin
kehitta¨miselle. LLVM ei voi pakottaa mita¨a¨n tiettya¨ oliomallia, koska se johtaisi
la¨hdekieliriippumattomuudesta luopumiseen. Vaihtoehtoinen tapa on jakaa roskien-
kera¨a¨ja¨infrastruktuuri yleiseen ja erityiseen osaan. Ta¨ssa¨ mallissa LLVM tarjoaisi
yleisen osan ja kehyksen, jolla yleinen ja erityinen saataisiin toimimaan yhdessa¨.
La¨hdekielten ka¨a¨nta¨jien etuosat toteuttaisivat puolestaan la¨hdekielikohtaisen erityi-
sen osan roskienkera¨a¨ja¨a¨. Viela¨ kolmas tapa on ja¨tta¨a¨ roskienkeruun toteuttaminen
kokonaan LLVM-infrastruktuurin ulkopuolelle. Ta¨llo¨in LLVM:n tuki roskienkeruul-
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le muodostuisi kokonaisuudessaan jo olemassa olevasta rajapinnasta. Itse roskienke-
ruualgoritmien ja -tietorakenteiden toteuttaminen ja¨tetta¨isiin ta¨llo¨in kokonaan kie-
len toteuttajan vastuulle.
Vaikka edella¨ mainittu argumentti osoittaakin la¨hdekielien ja roskienkera¨a¨ja¨n va¨lil-
la¨ vallitsevan riippuvuuden, on kuitenkin huomattava, etta¨ hyvin erilainen joukko
ohjelmointikielia¨ on toteutettu JVM:lle tehokkaasti ilman jokaiselle kielelle erik-
seen erikoistettua roskienkera¨a¨ja¨a¨. Vasta-argumentti la¨hdekieli–roskienkera¨a¨ja¨-riip-
puvuudelle voidaan esitta¨a¨ myo¨s toisin pa¨in: JVM:a¨a¨ on jo pitka¨a¨n ka¨ytetty me-
nestyksekka¨a¨sti roskienkeruututkimuksen alustana ilman, etta¨ on syntynyt erityisia¨
muutostarpeita tuettuihin la¨hdekieliin. Vasta-argumentit osoittavat, etta¨ seka¨ la¨h-
dekielta¨ etta¨ roskienkeruustrategiaa voidaan vaihdella toisistaan riippumatta varsin
joustavasti, mika¨ viittaa siihen, ettei la¨hdekielen ja roskienkera¨a¨ja¨n va¨linen riippu-
vuus ole ka¨yta¨nno¨ssa¨ erityisen vahva. Ta¨ma¨ havainto on rohkaiseva yleisen roskien-
kera¨a¨ja¨infrastruktuurin rakentamisen kannalta. Yleinen roskienkeruuinfrastruktuuri
madaltaisi kynnysta¨ ka¨ytta¨a¨ LLVM:a¨a¨ dynaamista muistia automaattisesti hallitse-
vien kielten toteutuksena.
Kohti yleista¨ roskienkeruuinfrastruktuuria
Vaihtelevien roskienkeruustrategioiden toteuttamista voidaan tukea yleisilla¨ uudel-
leenka¨ytetta¨villa¨ ohjelmakomponenteilla. Roskienkeruu on laaja aihe, joten ta¨ssa¨
luvussa ei ka¨sitella¨ minka¨a¨n tietyn roskienkeruustrategian toteuttamista, vaan ote-
taan sen sijaan esimerkin kautta kantaa siihen, miten roskienkeruuinfrastruktuurin
jako yleiseen ja erityiseen voidaan toteuttaa LLVM:ssa¨.
LLVM-va¨likielen tarjoamat tarkan roskienkeruun vaatimat ka¨sitteet (luontaisfunk-
tiot) eiva¨t viela¨ varsinaisesti auta toimivan roskienkera¨a¨ja¨n kirjoittamista. Luontais-
funktiot mahdollistavat luku- ja kirjoituspuomien liitta¨misen ohjelmakoodiin, mut-
ta erilaiset roskienkeruualgoritmit ja -tietorakenteet ja¨a¨va¨t ta¨lla¨ hetkella¨ pa¨a¨asiassa
LLVM-infrastruktuuria ka¨ytta¨va¨n ohjelmointikielen toteuttajan huoleksi.
Tarkkojen ja erityisesti varattua muistia uudelleenorganisoivien roskienkeruustrate-
gioiden — kuten sukupolviin perustuvan roskienkeruun — kannalta oleellinen teh-
ta¨va¨ on kekoviitteiden eli juurien paikallistaminen ja luotettava tunnistaminen. Ku-
ten ylla¨ on kuvattu, LLVM-va¨likieli tarjoaa keinon merkita¨ juuret eksplisiittisesti
ohjelmakoodiin. Ta¨ha¨n la¨hdekieliriippumattomaan tietoon nojaten on mahdollista
rakentaa LLVM-analyysikomponentteja, jotka tukevat tarkan roskienkeruun toteut-
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tamista.
Aliohjelman aktivaatiotietuepinossa olevien juurien paikallistamiseksi on erilaisia ta-
poja. Yksi tapa on rakentaa ka¨a¨nta¨ja¨ssa¨ pinokartta (engl. stack map), jonka kautta
pa¨a¨sta¨a¨n suoritusaikana ka¨siksi jokaisen aliohjelman paikallisiin kekoon viittaaviin
muuttujiin. LLVM:n roskienkera¨a¨ja¨infrastruktuuri sisa¨lta¨a¨ jo nykya¨a¨n tuen pino-
karttojen laskemiselle. Pinokartat edellytta¨va¨t ka¨a¨nno¨saikaista tietoa kaikista keko-
viitteista¨ eiva¨tka¨ siis va¨ltta¨ma¨tta¨ sovellu lo¨yha¨sti tyypitetyille kielille, kuten C:lle.
Java-virtuaalikoneen toteuttamisen na¨ko¨kulmasta pinokartan muodostava kompo-
nentti on varsin hyo¨dyllinen, koska Java-koodissa kaikki kekoviitteet voidaan paikal-
listaa jo ka¨a¨nno¨saikana.
Vaihtoehtoinen, tehottomampi tapa paikallistaa kekoviitteet on varjopinon (engl.
shadow stack) ylla¨pita¨minen. Varjopinotekniikassa ka¨a¨nta¨ja¨ tuottaa aliohjelmiin
ylima¨a¨ra¨isia¨ ka¨skyja¨, jotka aliohjelman alussa tyo¨nta¨va¨t varjopinoon tiedon omista
kekoviitteista¨a¨n ja lopussa vastaavasti poistavat tietonsa pinosta [Hen02]. Ja¨ljitta¨-
va¨ roskienkeruualgoritmi pystyy ka¨yma¨a¨n aktiivisen keon la¨pi varjopinon kautta.
Varjopino on pinokarttaa joustavampi vaihtoehto, koska aliohjelmiin lisa¨tty varjo-
pinon hallinnointikoodi voi olla kielen ka¨a¨nta¨ja¨n etuosan mielivaltaisesti ma¨a¨ritte-
lema¨a¨ koodia. Hallinnointikoodi voi muun muassa vasta suoritusaikana selvitta¨a¨,
mitka¨ muuttujat ovat tyypilta¨a¨n viitteita¨ ja voivat potentiaalisesti viitata kekoon.
Ta¨llainen hallinnointikoodi on juuri sita¨ erityista¨ ja mahdollisesti la¨hdekielen olio-
mallista riippuvaista roskienkeruukoodia, joka ta¨ytyy la¨hdekieliriippumattomuuden
sa¨ilytta¨miseksi ja¨tta¨a¨ yleisen LLVM-infrastruktuurin ulkopuolelle.
Kuvassa 5.3 on esitetty korkean tason hahmotelma siita¨, miten LLVM-roskienke-
ruuinfrastruktuurin jako yleiseen ja erityiseen voidaan toteuttaa, kun tarkastellaan
aikaisemmin kuvattua tarkan roskienkeruun vaatimaa toiminnallisuutta eli kekoviit-
teiden hallintaa ja luku- ja kirjoituspuomien ka¨sitteita¨. Kuvassa roskienkeruun eri-
tyinen osa viittaa ka¨a¨nta¨ja¨n etuosan sisa¨lta¨ma¨a¨n la¨hdekieliriippuvaiseen roskienke-
ruutoiminnallisuuteen ja yleinen osa LLVM-infrastruktuurin tarjoamaan la¨hdekieli-
riippumattomaan toiminnallisuuteen.
Erityisessa¨ osassa koodingeneroijakomponentti ka¨ytta¨a¨ yleisen osan tarjoamaa
llvm.gcroot-luontaisfunktiota merkitsema¨a¨n keko-olioviitteita¨. Ta¨ma¨n lisa¨ksi koo-
dingeneroija ka¨ytta¨a¨ normaalien muistinka¨sittelyka¨skyjen sijaan yleisen osan lu-
ku- ja kirjoituspuomirajapintaa: sen sijaan, etta¨ ka¨yteta¨a¨n store-ka¨skya¨, ka¨yteta¨a¨n
llvm.gcwrite-luontaisfunktiota, jonka avulla muistiin kirjoittamisen yhteyteen voi-
daan liitta¨a¨ roskienkeruun vaatimaa toiminnallisuutta. Vastaavasti ka¨sky load kor-
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Kuva 5.3: Hahmotelma roskienkeruuinfrastruktuurin yleisen ja erityisen va¨lisesta¨
jaosta ja kommunikaatiosta.
vataan llvm.gcread-luontaisfunktiokutsulla. Erityinen osa sisa¨lta¨a¨ luku- ja kirjoi-
tuspuomien toteutukset, koska ne voivat olla riippuvaisia la¨hdekielen oliomallista:
oliot voivat esimerkiksi sisa¨lta¨a¨ viitelaskuritiedon, jolloin ka¨a¨nta¨ja¨n etuosan ta¨ytyy
tuottaa koodi, joka osaa paikallistaa viitelaskurin olion sisa¨lta¨ ja kasvattaa sita¨. In-
frastruktuurin kehittyessa¨ voidaan luku- ja kirjoituspuomien la¨hdekieliriippumaton
osa siirta¨a¨ myo¨hemmin yleiselle puolelle: yleinen puoli voi esimerkiksi tarjota koo-
din viitelaskurin muokkaamiselle ja rajapinnan laskurin paikantamiseksi. Erityisen
osan ta¨ytyy toteuttaa luokkakohtaiset ja oliomallista riippuvaiset ja¨ljitysfunktiot:
erityisella¨ puolella tunnetaan olion luokan rakenne ja kyeta¨a¨n paikallistamaan sen
mahdollisesti sisa¨lta¨ma¨t kekoviitteet.
Yleinen roskienkeruuinfrastruktuurin osa sisa¨lta¨a¨ jo aikaisemmin mainitut luontais-
funktiot, mutta myo¨s la¨hdekieliriippumattomia apualgoritmeja ja -tietorakenteita
roskienkeruun toteuttamiseksi. Kuvassa 5.3 yleinen osa sisa¨lta¨a¨ pinokartan luomis-
koodin, joka lukee syo¨tteena¨a¨n LLVM-va¨likielta¨ ja tuottaa pinokartan. Lisa¨ksi ylei-
nen osa sisa¨lta¨a¨ toiminnallisuuden juurien paikallistamiseksi ja la¨pika¨ymiseksi. Juu-
rien paikallistamiskoodi ka¨ytta¨a¨ yleista¨ aktivaatiotietuepinon la¨pika¨yntikoodia ja
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osaa paikallistaa kunkin pinokehyksen sisa¨lta¨ma¨t juuret pinokartan avulla. Juurien
la¨pika¨yntikoodi ka¨ytta¨a¨ yleista¨ ja¨ljitysrajapintaa, johon erityinen osa tarjoaa varsi-
naisen toteutuksen.
Juurien paikallistamisessa la¨hdekieliriippumattoman LLVM-infrastruktuurin kan-
nalta kiinnostavia ka¨sitteita¨ ovat siis la¨hdekieliriippumattomat luontaisfunktiot, joil-
la ilmaistaan tarkan roskienkeruun ka¨sitteita¨ ohjelmakoodissa, ja rajapinnat, joiden
kautta pa¨a¨sta¨a¨n ka¨siksi kekoviitteisiin suoritusaikana.
Abstraktien rajapintojen lisa¨ksi LLVM voi tarjota valmiita komponentteja, kuten
pinokarttojen rakennuksen, kunhan komponentit ka¨sitteleva¨t LLVM-va¨likielta¨ ei-
va¨tka¨ ota kantaa mihinka¨a¨n erityisiin la¨hdekieliin. La¨hdekielesta¨ riippuvaiset toi-
minnot toteutetaan roskienkeruuinfrastruktuurin erityisessa¨ osassa, joka ei ole osa
LLVM-ka¨a¨nta¨ja¨infrastruktuuria, vaan sen erillinen laajennos.
Yleisen ja erityisen osien koodi saadaan toimimaan yhdessa¨ yleisen osan ma¨a¨rittele-
mien rajapintojen ja takaisinkutsuja tekevien komponenttien kautta. Tarkoitus on,
etta¨ roskienkeruun kontrolli sa¨ilyy yleisen osan kehyksessa¨. Yleisen osan rajapintojen
avulla LLVM ei tule riippuvaiseksi la¨hdekielikohtaisista ominaisuuksista.
Ta¨ssa¨ luvussa hahmoteltu ratkaisu yleisen roskienkeruuinfrastruktuurin jaosta ylei-
seen ja erityiseen on ehdotelma la¨hdekieliriippumattoman roskienkeruuinfrastruk-
tuurin toteuttamiseksi LLVM-infrastruktuurissa. Nykya¨a¨n LLVM ei tarjoa paljon-
kaan apua roskienkera¨a¨ja¨n toteuttamiseksi. Kuvailtu yleinen roskienkeruuinfrastruk-
tuuri helpottaisi roskienkera¨a¨ja¨n toteuttamista, mika¨ puolestaan parantaisi LLVM:n
asemaa dynaamista muistia automaattisesti hallitsevien kielten toteutuspohjana.
5.4 Yhteenveto kritiikista¨
Edella¨ on esitelty LLVM:n etuja ja puutteita Java-virtuaalikoneen toteuttamisen
na¨ko¨kulmasta. Kuvan 5.4 taulukossa kerrataan, missa¨ ma¨a¨rin LLVM tukee JVM:n
toteuttamista ja missa¨ on puolestaan puutteita.
LLVM tukee Java-virtuaalikoneen toteuttamista tarjoamalla voimakkaasti optimoi-
tuvan kahden virtuaalikoneen va¨liseen muunnokseen perustuvan suoritusympa¨ris-
to¨n. Kattavasta optimointi-infrastruktuurista huolimatta LLVM ei tarjoa Java-kie-
lesta¨ riippuvaisia, tehokkaan JVM-toteutuksen edellytta¨mia¨ optimointi- ja analy-
sointitekniikoita, kuten pakoanalyysia, tyyppiperustaista aliasanalyysia tai luokka-
hierarkia-analyysia. Lisa¨ksi ka¨a¨nta¨misen ja tulkitsemisen yhdistelma¨n puuttuminen
esta¨a¨ LLVM-pohjaisen suoritusympa¨risto¨n ka¨yto¨n tyo¨po¨yta¨virtuaalikoneen toteu-
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tuksessa, koska pelkka¨a¨n ka¨a¨nta¨miseen perustuva toteutus johtaa liian suureen ka¨yn-
nistysviiveeseen.
Muita JVM-toteutuksen tarvitsemia piirteita¨ eli tavukooditiedostojen ja¨senta¨ja¨a¨ ja
verifioijaa, Java-luokkakirjastoa tai tukea roskienkeruulle LLVM ei tue tai sen tar-
joama tuki on alkeellinen.
Ta¨ssa¨ luvussa on esitetty, miten LLVM-ka¨a¨nta¨ja¨infrastruktuuria voidaan laajentaa
tukemaan Javalle ta¨rkeita¨ la¨hdekieliriippuvaisia, suoritusaikana tehta¨via¨ optimointe-
Peruspiirteet
JVM-piirre LLVM:n tuki
Luokkalataaja (ja¨senta¨ja¨ ja verifioija) Ei tukea ja¨sennykselle tai verifioinnil-
le. LLVM:n C++-ohjelmointirajapinta
auttaa luokkien muunnoksessa LLVM-
kielelle.
Java-luokkakirjasto Ei tukea.
Suoritusympa¨risto¨ Tuki ka¨a¨nta¨ma¨lla¨ toiselle virtuaaliko-
neelle ja JIT-toteutus.
Roskienkeruu Ei valmista tukea, mutta va¨likieli sisa¨l-
ta¨a¨ tarkan roskienkeruun vaatimat ka¨-
sitteet, mika¨ mahdollistaa tarkan ros-
kienkeruutuen lisa¨a¨misen.
Suoritusympa¨risto¨n piirteet ja optimoinnit
Piirre LLVM:n tuki
Tulkitsemisen ja ka¨a¨nta¨misen yhdistelma¨ Ei tukea.
Intraproseduraaliset optimoinnit Kattavat.
Interproseduraaliset optimoinnit Kattavat.
Oﬄine-optimointi Tukee.
Profilointiperustainen optimointi Tukee.
Java-koodille hyo¨dyllinen analyysi ja optimointi
Tekniikka LLVM:n tuki
Luokkahierarkia-analyysi Ei tukea.
Tyyppiperustainen aliasanalyysi Ei tukea.
Pakoanalyysi Ei tukea.
Kuva 5.4: LLVM:n edut ja puutteet JVM:n toteuttamisen na¨ko¨kulmasta.
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ja metatiedon avulla. Lisa¨ksi luvussa on pohdittu, miten LLVM:n roskienkeruuinfra-
struktuuria voitaisiin kehitta¨a¨ la¨hdekieliriippumattomasti. Metatiedon avulla la¨hde-
kielen ka¨sitteet voidaan sa¨ilytta¨a¨ suoritusaikaan asti, mika¨ mahdollistaa la¨hdekieli-
riippuvaisten optimointien suorittamisen suoritusaikana. Yleinen roskienkeruuinfra-
struktuuri tukisi puolestaan dynaamista muistia automaattisesti hallitsevien kielien,
kuten Javan, toteuttamista.
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6 Yhteenveto
Virtuaalikoneet mahdollistavat ohjelmien siirta¨misen arkkitehtuuririippumattomas-
sa muodossa, mika¨ on johtanut virtuaalikoneiden laajaan ka¨ytto¨o¨n nykyajan ohjel-
mistokehityksessa¨. Java-virtuaalikone on yksi nykyajan merkitta¨vimpia¨ ja laajalle
levinneimpia¨ ohjelmiston suoritusympa¨risto¨ja¨. Java-kielen lisa¨ksi JVM:n ympa¨rille
on syntynyt suuri ja vaihteleva joukko ohjelmointikielia¨, joita kaikkia yhdista¨a¨ se,
etta¨ niita¨ suoritetaan Java-virtuaalikoneella. Na¨in JVM:sta¨ on tullut kiinnostava ja
kannattava kiintopiste ohjelmien suorituskyvyn parantamiseksi.
Ta¨ssa¨ tutkielmassa esiteltiin moderni ka¨a¨nta¨ja¨arkkitehtuuri LLVM, jonka va¨likieli,
optimointi-infrastruktuuri ja helppo laajennettavuus tekeva¨t siita¨ mielenkiintoisen
alustan ka¨a¨nta¨jien ja virtuaalikoneiden toteuttamiselle. LadyVM on ensimma¨inen
kokeilu toteuttaa toimiva JVM LLVM-komponenttien avulla. Vaikka LLVM on alun
perin suunniteltu staattiseksi C-/C++-ka¨a¨nta¨ja¨ksi, LadyVM osoittaa, etta¨ se sovel-
tuu myo¨s dynaamisemman kielen, Javan, ja sen virtuaalikoneen toteutuspohjaksi.
Java-virtuaalikoneen toteuttamisen na¨ko¨kulmasta LLVM:n vahvuus on sen voimakas
optimointi-infrastruktuuri, jonka avulla JVM:n suoritusympa¨risto¨ voidaan toteuttaa
tehokkaasti kahden virtuaalikoneen va¨lisena¨ muunnoksena. LLVM:n JIT-komponen-
tissa on kuitenkin viela¨ vakava puute, silla¨ se ei tue, toisin kuin monet muut mo-
dernit JVM-toteutukset, ka¨a¨nta¨misen ja tulkitsemisen yhdistelma¨a¨, joka pienenta¨a¨
merkitta¨va¨sti ohjelmien ka¨ynnistysviivetta¨. LLVM ei myo¨ska¨a¨n tarjoa muita JVM:n
toteuttamisessa vaadittuja peruspiirteita¨, kuten JVM-luokkalataajaa, Java-luokka-
kirjastoa tai roskienkeruuta. Roskienkeruutuen puuttuminen lieneekin merkitta¨vin
puute LLVM:ssa¨ JVM:n toteuttamisen na¨ko¨kulmasta. Tutkielmassa pohdittiin eri
vaihtoehtoja LLVM:n roskienkeruutuelle ja esitettiin ehdotus la¨hdekieliriippumat-
toman roskienkeruuinfrastruktuurin toteutukselle. Yleinen roskienkeruuinfrastruk-
tuuri tukisi dynaamista muistia automaattisesti hallitsevien kielten, kuten Javan,
LLVM-pohjaista toteuttamista.
LLVM:n matalan tason la¨hdekieliriippumaton va¨likieli aiheuttaa haasteita joillekin
la¨hdekielesta¨ riippuvaisille optimoinneille. Javan korkean tason olioka¨sitteet mene-
teta¨a¨n, kun ohjelma ka¨a¨nneta¨a¨n LLVM-va¨likielelle. Vaikka osa la¨hdekieliriippuvai-
sesta optimoinnista voidaan suorittaa ka¨a¨nta¨ja¨n etuosassa, jossa kaikki la¨hdekielen
ka¨sitteet tunnetaan, osa optimoinnista voidaan suorittaa vasta suoritusaikana Javan
dynaamisen luonteen takia. Tutkielmassa kuvattiin, miten LLVM-optimointi-infra-
struktuurista nykya¨a¨n puuttuva ja Javalle hyo¨dyllinen tyyppiperustainen aliasana-
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lyysi voitaisiin toteuttaa ka¨a¨nta¨ja¨n etuosan tuottaman metatiedon ja LLVM-va¨li-
kielen laajennosten avulla.
LadyVM-projekti osoittaa, etta¨ LLVM-ka¨a¨nta¨ja¨arkkitehtuuria voitaisiin jo nykya¨a¨n
ka¨ytta¨a¨ toimivan Java-virtuaalikoneen toteuttamisen apuna, vaikka LLVM ei vie-
la¨ tarjoakaan kaikkea toteuttamisen kannalta oleellista toiminnallisuutta. Erityisesti
JIT-komponentin parantaminen ja joustavan, eri tekniikoita tukevan tarkan roskien-
keruutuen lisa¨a¨minen parantaisi LLVM:n asemaa JVM:n toteuttamisen na¨ko¨kulmas-
ta. Voi kuitenkin olla, etta¨ LLVM pysyy uskollisena alkupera¨iselle tarkoitukselleen
staattisen ka¨a¨nta¨ja¨n tehokkaana ja helposti laajennettavana tyo¨kalupakkina.
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Analysis passes
Option for opt Name
-aa-eval Exhaustive Alias Analysis Precision Evaluator
-anders-aa Andersen‘s Interprocedural Alias Analysis
-basicaa Basic Alias Analysis (default AA impl)
-basiccg Basic CallGraph Construction
-basicvn Basic Value Numbering (default GVN impl)
-codegenprepare Optimize for code generation
-count-aa Count Alias Analysis Query Responses
-debug-aa AA use debugger
-domfrontier Dominance Frontier Construction
-domtree Dominator Tree Construction
-dot-callgraph Print Call Graph to ’dot’ file
-dot-cfg Print CFG of function to ’dot’ file
-dot-cfg-only Print CFG of function to ’dot’ file (with no function
bodies)
-globalsmodref-aa Simple mod/ref analysis for globals
-instcount Counts the various types of Instructions
-intervals Interval Partition Construction
-load-vn Load Value Numbering
-loops Natural Loop Construction
-memdep Memory Dependence Analysis
-no-aa No Alias Analysis (always returns ’may’ alias)
-no-profile No Profile Information
-postdomfrontier Post-Dominance Frontier Construction
-postdomtree Post-Dominator Tree Construction
-print-alias-sets Alias Set Printer
-print-callgraph Print a call graph
-print-callgraph-sccs Print SCCs of the Call Graph
-print-cfg-sccs Print SCCs of each function CFG
-print-externalfnconstants Print external fn callsites passed constants
-print-function Print function to stderr
-print-module Print module to stderr
-print-used-types Find Used Types
-profile-loader Load profile information from llvmprof.out
-scalar-evolution Scalar Evolution Analysis
-targetdata Target Data Layout
Transform passes
Option Name
-adce Aggressive Dead Code Elimination
-argpromotion Promote ’by reference’ arguments to scalars
-block-placement Profile Guided Basic Block Placement
-break-crit-edges Break critical edges in CFG
-codegenprepare Prepare a function for code generation
-condprop Conditional Propagation
-constmerge Merge Duplicate Global Constants
-constprop Simple constant propagation
-dce Dead Code Elimination
-deadargelim Dead Argument Elimination
-deadtypeelim Dead Type Elimination
-die Dead Instruction Elimination
-dse Dead Store Elimination
-gcse Global Common Subexpression Elimination
-globaldce Dead Global Elimination
-globalopt Global Variable Optimizer
-gvn Global Value Numbering
-gvnpre Global Value Numbering/Partial Redundancy Elimina-
tion
-indmemrem Indirect Malloc and Free Removal
-indvars Canonicalize Induction Variables
-inline Function Integration/Inlining
-insert-block-profiling Insert instrumentation for block profiling
-insert-edge-profiling Insert instrumentation for edge profiling
-insert-function-profiling Insert instrumentation for function profiling
-insert-null-profiling-rs Measure profiling framework overhead
-insert-rs-profiling-framework Insert random sampling instrumentation framework
-instcombine Combine redundant instructions
-internalize Internalize Global Symbols
-ipconstprop Interprocedural constant propagation
-ipsccp Interprocedural Sparse Conditional Constant Propaga-
tion
-jump-threading Thread control through conditional blocks
-lcssa Loop-Closed SSA Form Pass
-licm Loop Invariant Code Motion
-loop-deletion Dead Loop Deletion Pass
-loop-extract Extract loops into new functions
-loop-extract-single Extract at most one loop into a new function
-loop-index-split Index Split Loops
-loop-reduce Loop Strength Reduction
-loop-rotate Rotate Loops
-loop-unroll Unroll loops
-loop-unswitch Unswitch loops
-loopsimplify Canonicalize natural loops
-lowerallocs Lower allocations from instructions to calls
-lowerinvoke Lower invoke and unwind, for unwindless code genera-
tors
-lowersetjmp Lower Set Jump
-lowerswitch Lower SwitchInst’s to branches
-mem2reg Promote Memory to Register
-memcpyopt Optimize use of memcpy and friends
-mergereturn Unify function exit nodes
-predsimplify Predicate Simplifier
-prune-eh Remove unused exception handling info
-raiseallocs Raise allocations from calls to instructions
-reassociate Reassociate expressions
-reg2mem Demote all values to stack slots
-scalarrepl Scalar Replacement of Aggregates
-sccp Sparse Conditional Constant Propagation
-simplify-libcalls Simplify well-known library calls
-simplifycfg Simplify the CFG
-strip Strip all symbols from a module
-strip-dead-prototypes Remove unused function declarations
-sretpromotion Promote sret arguments
-tailcallelim Tail Call Elimination
-tailduplicate Tail Duplication
Utility passes
Option Name
-deadarghaX0r Dead Argument Hacking (BUGPOINT USE ONLY; DO
NOT USE)
-extract-blocks Extract Basic Blocks From Module (for bugpoint use)
-preverify Preliminary module verification
-verify Module Verifier
-view-cfg View CFG of function
-view-cfg-only View CFG of function (with no function bodies)
Liite A.2. LLVM-ka¨skykanta
La¨hde: http://llvm.org/docs/LangRef.html, huhtikuu 2009.
Terminator Instructions
Operation Overview
ret The ’ret’ instruction is used to return control flow (and optionally
a value) from a function back to the caller.
br The ’br’ instruction is used to cause control flow to transfer to a
different basic block in the current function. There are two forms
of this instruction, corresponding to a conditional branch and an
unconditional branch.
switch The ’switch’ instruction is used to transfer control flow to one of
several different places. It is a generalization of the ’br’ instruction,
allowing a branch to occur to one of many possible destinations.
invoke The ’invoke’ instruction causes control to transfer to a specified
function, with the possibility of control flow transfer to either the
’normal’ label or the ’exception’ label. If the callee function returns
with the ”ret”instruction, control flow will return to the ”normal”la-
bel. If the callee (or any indirect callees) returns with the ”unwind”
instruction, control is interrupted and continued at the dynamically
nearest ”exception” label.
unwind The ’unwind’ instruction unwinds the stack, continuing control flow
at the first callee in the dynamic call stack which used an invoke
instruction to perform the call. This is primarily used to implement
exception handling.
unreachable The ’unreachable’ instruction has no defined semantics. This in-
struction is used to inform the optimizer that a particular portion
of the code is not reachable. This can be used to indicate that the
code after a no-return function cannot be reached, and other facts.
Binary Instructions
Operation Overview
add The ’add’ instruction returns the sum of its two operands.
sub The ’sub’ instruction returns the difference of its two operands.
mul The ’mul’ instruction returns the product of its two operands.
udiv The ’udiv’ instruction returns the quotient of its two operands.
sdiv The ’sdiv’ instruction returns the quotient of its two operands.
fdiv The ’fdiv’ instruction returns the quotient of its two operands.
urem The ’urem’ instruction returns the remainder from the unsigned
division of its two arguments.
srem The ’srem’ instruction returns the remainder from the signed di-
vision of its two operands. This instruction can also take vector
versions of the values in which case the elements must be integers.
frem The ’frem’ instruction returns the remainder from the division of
its two operands.
Bitwise Binary Operations
Operation Overview
shl The ’shl’ instruction returns the first operand shifted to the left a
specified number of bits.
lshr The ’lshr’ instruction (logical shift right) returns the first operand
shifted to the right a specified number of bits with zero fill.
ashr The ’ashr’ instruction (arithmetic shift right) returns the first
operand shifted to the right a specified number of bits with sign
extension.
and The ’and’ instruction returns the bitwise logical and of its two
operands.
or The ’or’ instruction returns the bitwise logical inclusive or of its
two operands.
xor The ’xor’ instruction returns the bitwise logical exclusive or of its
two operands.
Vector Operations
Operation Overview
extractelement The ’extractelement’ instruction extracts a single scalar element
from a vector at a specified index.
insertelement The ’insertelement’ instruction inserts a scalar element into a vector
at a specified index.
shuﬄevector The ’shuﬄevector’ instruction constructs a permutation of elements
from two input vectors, returning a vector with the same element
type as the input and length that is the same as the shuﬄe mask.
Aggregate Operations
Operation Overview
extractvalue The ’extractvalue’ instruction extracts the value of a struct field or
array element from an aggregate value.
insertvalue The ’insertvalue’ instruction inserts a value into a struct field or
array element in an aggregate.
Memory Access Operations
Operation Overview
malloc The ’malloc’ instruction allocates memory from the system heap
and returns a pointer to it.
free The ’free’ instruction returns memory back to the unused memory
heap to be reallocated in the future.
alloca The ’alloca’ instruction allocates memory on the stack frame of the
currently executing function, to be automatically released when this
function returns to its caller.
load The ’load’ instruction is used to read from memory.
store The ’store’ instruction is used to write to memory.
getelementptr The ’getelementptr’ instruction is used to get the address of a
subelement of an aggregate data structure. It performs address
calculation only and does not access memory.
Conversion Operations
Operation Overview
trunc .. to The ’trunc’ instruction truncates its operand to given type.
zext .. to The ’zext’ instruction zero extends its operand to given type.
sext .. to The ’sext’ sign extends value to given type.
fptrunc .. to The ’fptrunc’ instruction truncates value to given type.
fpext .. to The ’fpext’ extends a floating point value to a larger floating point
value.
fptoui .. to The ’fptoui’ converts a floating point value to its unsigned integer
equivalent of given type.
fptosi .. to The ’fptosi’ instruction converts floating point value to given type.
uitofp .. to The ’uitofp’ instruction regards value as an unsigned integer and
converts that value to given type.
sitofp .. to The ’sitofp’ instruction regards value as a signed integer and con-
verts that value to given type.
ptrtoint .. to The ’ptrtoint’ instruction converts the pointer value to the given
integer type.
inttoptr .. to The ’inttoptr’ instruction converts an integer value to the given
pointer type.
bitcast .. to The ’bitcast’ instruction converts value to the given type without
changing any bits.
Other Operations
Operation Overview
icmp The ’icmp’ instruction returns a boolean value or a vector of boolean
values based on comparison of its two integer, integer vector, or
pointer operands.
fcmp The ’fcmp’ instruction returns a boolean value or vector of boolean
values based on comparison of its operands.
vicmp The ’vicmp’ instruction returns an integer vector value based on
element-wise comparison of its two integer vector operands.
vfcmp The ’vfcmp’ instruction returns an integer vector value based on
element-wise comparison of its two floating point vector operands.
The output elements have the same width as the input elements.
phi The ’phi’ instruction is used to implement the φ node in the SSA
graph representing the function.
select The ’select’ instruction is used to choose one value based on a con-
dition, without branching.
call The ’call’ instruction represents a simple function call.
va arg The ’va arg’ instruction is used to access arguments passed through
the ”variable argument” area of a function call.
