Assuming oscillation, a connection between the decreasing and increasing solutions of (1) (ry")"=PV is established. With this result, it is shown that if r = 1 and p positive and monotone the decreasing solution of (1) is essentially unique. It is also shown that if p > 0 and r = 1 the decreasing solution tends to zero.
It will also be assumed that p and r are positive and continuous and at times continuously diίferentiable on [α, + ©o). By an oscillatory solution of (1) will be meant a solution y(x) such that there is a sequence {% n }n=ι diverging to + oo such that y(x n ) = 0 for every n. Equation (1) will be called oscillatory if it has an oscillatory solution.
Equation (1) has been studied previously by Ahmad [1], Hastings and Lazer [3] , Leighton and Nehari [8] and Keener [7] .
Hastings and Lazer [3] have shown that if p > 0, r == 1 and p' |> 0 then (1) has two linearly independent oscillatory solutions which are bounded on [a, + <χ>). They further show that if lim^ p(ί) = + oo then all oscillatory solutions tend to zero. Our result will show that there is a nonoscillatory solution which goes to zero "faster" than the oscillatory ones.
Keener [7] shows the existence of a solution y of (1) such that sgn y = sgn y" Φ sgn y' = sgn (ry")'. Under the additional hypothesis that lim inf p(t) Φ 0 he shows that y(t) -* 0 as t -* oo. We will give a condition for y(t)-+O where lim inf p(t) can be zero.
Ahmad [1] shows that if (1) is nonoscillatory then every solution z of (1) with the properties of y above satisfy z -cy for some constant c.
The following lemmas due to Leighton and Nehari [8] will be basic in our investigation. We will also use the following theorem of Keener [7] . THEOREM 1. There exists a solution w(x) of (1) which has the following property:
We will first show a connection between the decreasing solution of (1) given by Theorem 1 and the solution that tends to oo given by Lemma 1. We will use the fact that if y lf y 2 and y 3 are solutions of (1) 
is a three dimensional subspace of (1). Proof. Using Lemma 4, choose solutions y l9 y 2j y 3 of (1) such that kz = rW(y l9 y 2 , y 3 ), where k Φ 0. Then = 0 is equivalent to (2) . Thus, the first part of the lemma follows. It follows from Lemma 1 that if z satisfies the conclusion of the lemma and if y is a solution of (2) (ry'Ύ is C n (Ci). It then follows, using the methods of Hanan [2] that (3) is oscillatory if and only if (4) is oscillatory. Since z satisfies (2), choose a basis for the solution space of (2) Proof. Let ^ be a solution of (1) that satisfies (P). Then (2) is C 7 and oscillatory. Thus there is a basis for the solution space of (2), say {u u u 2 , u z ), with all oscillatory elements [5]. Since iVdoes not satisfy (2), there is a constant 0 < k < 1 such that u + kN is not in the solution space of (2). Since u + N is oscillatory, u + kN is oscillatory. Thus {u + kN, u lf u 2j u z ) is a basis for the solution space of (1). solutions n 1 and n 2 of (1) which satisfy (P). We will now use the above theorems to prove the following results for
Proof
THEOREM 5. Suppose (6) is oscillatory, peC'[a, +^o) cmd p is monotone. Then there is a unique solution of (6) (up to constant multiples) which satisfies (P). Further, a basis for the solution space of (1) has at most three oscillatory elements.
Proof. Suppose there are two solutions of (6) that satisfy (P) and are linearly independent. Then by Theorem 1, there is a c ^ a and an oscillatory solution u of (6) is a solution of (6) and integrating from a to x, we obtain
Assuming that p'(x) <: 0, G[y(x)] is bounded. Let {#X =1 be the sequence of maximum points of u"(x). Then u m (x n ) <:
. But since u + N is oscillatory and AT" is unbounded, ^/ /2 is unbounded, contradicting the boundedness of G[y(x)]. The second part of the conclusion follows from Theorem 4.
If p'(χ) ^ 0, Lazer and Hastings [3] have shown that all oscillatory solutions are bounded. The results then follow from the above theorems.
Whether or not the conclusion of Theorem 5 is true without the monotone condition on p is an open question.
We conclude with the following observation. 
