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ABSTRACT
Galaxy clustering data from current and upcoming large-scale structure surveys can provide
strong constraints on primordial non-Gaussianity through the scale-dependent halo bias. To
fully exploit the information from galaxy surveys, optimal analysis methods need to be
developed and applied to the data. Since the halo bias is sensitive to local non-Gaussianity
predominately at large scales, the volume of a given survey is crucial. Consequently, for such
analyses we do not want to split into redshift bins, which would lead to information loss due to
edge effects, but instead analyse the full sample. We present an optimal technique to directly
constrain local non-Gaussianity parametrized by f locNL , from galaxy clustering by applying
redshift weights to the galaxies. We derive a set of weights to optimally measure the amplitude
of local non-Gaussianity,f locNL , discuss the redshift weighted power spectrum estimators, outline
the implementation procedure and test our weighting scheme against lognormal catalogues for
two different surveys: the quasar sample of the Extended Baryon Oscillation Spectroscopic
Survey (eBOSS) and the emission line galaxy sample of the Dark Energy Spectroscopic
Instrument (DESI) survey. We find an improvement of 30 per cent for eBOSS and 6 per cent
for DESI compared to the standard Feldman, Kaiser, and Peacock weights, although these
predictions are sensitive to the bias model assumed.
Key words: cosmology: observations – inflation – large-scale structure of Universe.
1 IN T RO D U C T I O N
Primordial non-Gaussianity (PNG) is one of the most promising
probes to distinguish between different models of inflation, a theory
to describe an era of exponential expansion of the very early
Universe that was first introduced to solve problems within the
big bang model. Inflation can solve the horizon problem as well as
the flatness problem, and can also explain the origin of structure
formation through the creation of initial fluctuations. Currently,
the best constraints on PNG are provided by measurements of the
cosmic microwave background (CMB) with the Planck satellite
(Planck Collaboration XVII 2016).
Even though current constraints from large-scale structure (LSS)
data (e.g. Ross et al. 2013) are weaker than the CMB results, future
galaxy surveys have the potential to significantly improve upon
these limits (see e.g. Carbone, Verde & Matarrese 2008; Fedeli
et al. 2011; Becker, Huterer & Kadota 2012; Giannantonio et al.
 E-mail: eva.mueller@physics.ox.ac.uk
2012; Giannantonio et al. 2012; de Putter & Dore´ 2014; Byun &
Bean 2015; Camera, Santos & Maartens 2015; Ferraro & Smith
2015; Raccanelli, Dore´ & Dalal 2015) by constraining the scale
dependent halo bias induced by PNG (Dalal et al. 2008; Matarrese
& Verde 2008; Slosar et al. 2008; Desjacques & Seljak 2010).
Upcoming spectroscopic surveys such as the extended Baryon
acoustic Oscillation Spectroscopic Survey (eBOSS) (Zhao et al.
2016), the Euclid mission (Amendola et al. 2013), as well as the
Dark Energy Spectroscopic Instrument (DESI) (Font-Ribera et al.
2014) survey are expected to constrain the amplitude of local non-
Gaussianity, f locNL , around a few (from here on we will drop the
subscript ‘loc’ for simplicity); however, to achieve that level of
accuracy, analysing techniques need to be optimized to fully exploit
the LSS information. Indeed, most galaxy redshift survey analyses
fall short of their expected results predicted using Fisher matrix
techniques.
It was recently realized (Zhu, Padmanabhan & White 2015)
that that some of the missing signal is lost because analyses are
generally performed after splitting a galaxy sample into redshift
shells. Instead, they proposed adopting an analysis strategy that
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relies on assigning weights to the galaxies over a broad redshift
range, showing that this retains more information provided that the
weights take the redshift evolution of the underlying physical theory
into account. This has the potential to notably improve cosmological
constraints from LSS surveys.
Zhu et al. (2015) focussed on optimizing LSS surveys for BAO
measurements, and their method was shown to work using mock
catalogues in Zhu et al. (2016). In subsequent work, redshift weights
were derived to constrain modified gravity through redshift space
distortions (RSD) in Ruggeri et al. (2017). These weights can be
interpreted as a natural extension of the Feldman, Kaiser, and
Peacock (FKP) weights (Feldman, Kaiser & Peacock 1994), that
balance galaxies according to their number densities, for the case
that the cosmological observables of interest evolve with time.
If the underlying physical theory is independent of redshift then
the weights reduce to the standard FKP weights. In the future,
multiple galaxy surveys will cover a large redshift range, 0 < z <
3, making the redshift weighting technique particularly efficient as
well as necessary to avoid information loss due to edge effects
and disjoint bins. Furthermore, the computational time can be
reduced significantly since the redshift weighting technique only
requires a single analysis instead of measuring each redshift bin
separately. Redshift weighting also removes the need to define
an effective redshift of a survey by providing measurements with
known variation over the redshift range.
In this paper, we derive and assess the redshift weights for opti-
mizing LSS surveys for local fNL measurements. Avoiding redshift
binning is particularly relevant for non-Gaussianity measurements
since the effect of the scale dependent bias dominants on very
large scales. Breaking the survey into redshift bins (for example,
considering the clustering in bins of width z = 0.1) removes
large-scale clustering signal. For the correlation function it is clear
that such binning removes pairs of galaxies, where galaxies lie in
different bins. For the power spectrum, the binning introduces a
window function, correlating large-scale modes, and decreasing the
effective number of modes.
The paper is organized as follows. In Section 2, we summarize
modelling of the power spectrum as well as the observable effects of
non-Gaussianity on the power spectrum. We introduce the concept
of redshift weighting in Section 3.1 and derive the optimal weights
for fNL measurements in Section 3.2. We outline the procedure of
how to apply the weights to the data in Section 3.3. In Section 3.4,
we discuss the modelling of the redshift weighted power spectrum
and in Section 4, we estimate the improvement of using fNL weights
compared to FKP weights by simulating the redshift weighted power
spectrum estimators using lognormal catalogues. Finally, Section 5
contains the discussion of our results and conclusions.
2 PH Y S I C A L M O D E L
In this section, we provide a brief summary of the scale dependent
halo bias induced by non-Gaussianity. In the framework of local
non-Gaussianity, i.e. a type of non-Gaussianity that only depends
on the local value of the potential, the primordial potential can be
parametrized as (Gangui et al. 1994; Komatsu & Spergel 2001)
 = φ + fNL(φ2 − 〈φ2〉), (1)
where φ is a gaussian random field and fNL describes the amplitude
of the quadratic correction to the potential. The potential can then
be related to the density field via δ(k) = α(k)(k), with
α(k) = 2k
2T (k)D(z)
3m
c2
H 20
g(0)
g(∞) (2)
with the transfer function T(k), the linear growth factor D(z) normal-
ized to be unity at z = 0, the matter density today m, the speed of
light c, and the Hubble parameter today H0. The factor g(∞)/g(0),
with g(z) = (1 + z)D(z), arises due to our normalization of D(z) and
can be omitted if D(z) is normalized to equal the scale factor during
the matter dominated era. Here we are using the CMB convention for
fNL assuming  is the primordial potential. Note that some authors
have previously adopted a ‘LSS convention’ that assumes  is
extrapolated to z = 0, with f LSSNL = g(∞)/g(0)f CMBNL ≈ 1.3 f CMBNL .
We do not do this as we consider it unnecessary and potentially
confusing.
The scale dependent halo bias b(k) in the local Ansatz is then
given by (Dalal et al. 2008; Slosar et al. 2008)
b(k) = 2(b − p)fNL δcrit
α(k) , (3)
where δcrit = 1.686 and 1 < p < 1.6 depending on the type of tracer.
Here we follow Slosar et al. (2008) assuming p = 1 for luminous
red galaxies (LRGs) and emission line galaxies (ELGs) and p = 1.6
for quasars. The total bias, including local non-Gaussianity is then
btot = b + b(k).
In the limit of the plane parallel approximation, the linear matter
power spectrum P in redshift space is (Kaiser 1987)
P (k, μ) = (btot + fμ2)2 PM(k), (4)
where f is the linear growth rate, μ is the cosine of the angle between
the wavevector k and the line of sight, and PM(k) is the linear matter
power spectrum. The effect of fNL is included in the definition of the
total bias. From an observational point of view it is more convenient
to consider the power spectrum multipoles defined as
Pl(k) = 2l + 12
∫ 1
−1
dμP (k, μ)Ll(μ), (5)
where Ll(μ) are the Legendre polynomials, instead of the linear
power spectrum given by equation (4). Even though the power
spectrum is fully defined by its first three moments at linear order,
only the monopole
P0(k) =
(
b2tot +
2
3
f btot + 15f
2
)
PM(k) (6)
as well as the quadrupole
P2(k) =
(
4
3
btotf + 47f
2
)
PM(k) (7)
depend on the bias. Therefore we focus our analysis to these
multipoles.
3 O PTI MAL WEI GHTS
3.1 Redshift weights
Following the procedure outlined in Ruggeri et al. (2017) and
Zhu et al. (2016) we can derive the optimal redshift weights by
maximizing the Fisher information matrix F defined as
Fij ≡
〈
∂2L
∂θi∂θj
〉
, (8)
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with the likelihood function L and the parameters θ i. Assuming a
Gaussian likelihood, the Fisher matrix for a single parameter of the
weighted data set can be calculated as
Fii = 12
(
wT C,iw
wT Cw
)2
+ (w
T μ,i)2
wT Cw (9)
with the covariance matrix C, the mean μ, the weights w, and the
index , i denoting the partial derivative ∂/∂θ i with respect to the
parameter θ i (see e.g. Vogeley & Szalay 1996; Tegmark, Taylor
& Heavens 1997). Note, that both the covariance C as well as the
weights w here relate to the observables with their dimension given
by the number of observables.
The first term in equation (9) vanishes assuming the covariance
matrix is known and independent of the cosmological parameters.
The second term is maximized for
wT = C−1μ,i . (10)
Defining wi = μT,i as well as dW ≡ C−1 the weights for parameter
θ i can be written as
w = wi dW . (11)
The factor dW takes the statistical uncertainty of the observable
into consideration whereas wi factors in the redshift evolution of
the theoretical model. The normalization of the weights is arbitrary
and does not affect the cosmological constraints.
3.2 Redshift weights for local non-Gaussianity
For the power spectrum P(k), the inverse covariance matrix in each
redshift slice can be approximated by
dW ≡ C−1 =
(
n¯
n¯P + 1
)2
dV (12)
depending on the galaxy density n¯ as well as the survey volume
dV. Since in this analysis we are interested in using measurements
of the power spectrum monopole and quadrupole to constrain the
non-Gaussianity parameter fNL, the part of weights referring to the
redshift evolution of fNL are given by
wl,fNL =
∂Pl
∂fNL
. (13)
The total weights
w = wl,fNL dW (14)
are then a combination of the volume factor dW and the fNL weights.
We choose the normalization
Ni =
∫
wi dW (15)
leading to normalized weights wˆ defined as
wˆ ≡ 1
Ni
wi dW . (16)
Note first, that the index i refers to the same cosmological parameter
but does not imply Einstein summation and second, that our
normalization differs from the one in Zhu et al. (2016) by a factor of
wi. Here we have derived the formalism of redshift weighting for a
single parameter. To include multiple parameters one could derive
and apply a sets of weights, each optimized for a different parameter
and then consider multiple redshift weighted power spectra and their
correlation as the observable.
For simplicity we have assumed in the derivation of the weights
that the covariance is diagonal and does not include covariances
between the multipoles and redshift slices which makes the weights
not perfectly optimal but does not bias the results. In the following,
we will use the term ‘redshift weights’ to refer to wl,fNL but one
should keep in mind that the total weights also include the volume
factor dW . For wi = 1 the weights reduce to the commonly used
FKP weights. However, if one is interested in a theory that is more
sensitive at high redshifts, for instance, more total weight will be
given to galaxies at higher redshifts than in the case of FKP weights.
Using equations (2) and (3) together with equation (6), the weight
of the monopole reads as
w0,fNL =
(
2btot + 23f
)
∂btot
∂fNL
PM(k, z) (17)
and furthermore assuming a fiducial value for fNL, fid = 0 simplifies
to
w0,fNL =
(
2b + 2
3
f
)
2(b − p) δcrit
α(k, z)PM(k, z). (18)
Factoring out the explicit redshift dependency as α(k, z) = α(k,
z0)D(z) and PM(k, z) = PM(k, z0)D(z)2 as well as normalizing the
weights according to equation (15), the normalized weights can
be written independent of the wavevector k. Without the loss of
generality, the weights can be redefined as
wˆ0,fNL =
1
N0,fNL
w0,fNL , (19)
where
w0,fNL =
(
b + 1
3
f
)
(b − p)D(z) (20)
N0,fNL =
∫
w0,fNL dW . (21)
Similarly the quadrupole weight can be defined as
w2,fNL =
4
3
f (b − p)D(z). (22)
It should be emphasized the scale independence of these weights
significantly simplifies their application (see Section 3.3).
Fig. 1 shows the weight for the monopole w0,fNL (left-hand
panel) and the quadrupole w2,fNL (right-hand panel) as a function
of redshift z assuming a bias of b(z) = 0.53 + 0.29(1 + z)2 (blue
dashed lines) as well as b(z) = 0.84/D(z) (green lines), bias models
previously proposed for eBOSS quasars (Zhao et al. 2016) and
DESI ELGs (DESI Collaboration 2016), respectively, and with
solid (dashed) lines for p = 1 and dotted (dashed–dotted) lines
for p = 1.6. The weights at low redshifts, z < 0.75, are similar
assuming the same value for p, but deviate for higher redshifts due
to increasing differences in the bias models, with a strong high-
redshift bias leading to larger weights at high redshifts. In general,
the fNL weights are also larger for higher redshifts since the fNL
model is also sensitive to the redshift evolution of the growth rate.
3.3 Implementation procedure
The implementation procedure was outlined in Zhu et al. (2015)
analysing the real space correlation function as well as in Ruggeri
et al. (2017) for the power spectrum in Fourier space. For com-
pleteness, we summarize some of the keypoints here. The redshifts
weights can be applied to the data and randoms as an extension
MNRAS 485, 4160–4166 (2019)
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Figure 1. Optimal redshift weights for local non-Gaussianity, fNL, measurements as a function of redshift for the power spectrum monopole (left-hand panel)
and quadrupole (right-hand panel). Blue lines assume a bias model b(z) = 0.53 + 0.29(1 + z)2 referring to quasars as tracer of the underlying matter density,
while green lines are for b(z) = 0.84/D(z), referring to ELGs. The solid (dashed) lines correspond to p = 1, while dotted (dashed–dotted) lines are for p = 1.6.
The assumptions on the fiducial value of fNL have an negligible effect on the weights. For these plots we assume a fiducial of fNL = 0.
of the usual FKP weighting scheme following the prescription of
Feldman et al. (1994)
wFKP = 11 + n¯(z)P (k0) , (23)
where n¯(z) is the mean number density at the galaxies’ redshift z,
and k0 is commonly assumed to be approximately the BAO scale.
The redshift dependent weights are applied in the following way.
In real space, each galaxy pair (or pair of randoms) is weighted by
wl,fNL as well as wFKP
X˜Y =
∑
z
wl,fNLw
2
FKPXY, (24)
where X˜Y = {DD, DR, RR} refer to the data–data, data–random,
and random–random pairs of the sample. The standard Landy &
Szalay (1993) estimator
ξl,fNL =
D˜D − 2D˜R + R˜R
RR
(25)
can then be used to calculate the weighted correlation function,
where RR are the unweighted random–random pairs.
In Fourier space the procedure is similar. Each galaxy is weighted
by a product of FKP weight and the fNL specific weights as derived
in Section 3.1
w =
√
w2FKP × wl,fNL . (26)
Note, that even though we derived the weights within the framework
of the power spectrum, following the assumption that the clustering
evolves over larger scales than those being measured, we can
approximate the weights applied to the galaxies as the root of the
power spectrum weights wg = √wP.
3.4 Modelling the weighted power spectrum
The model to be fitted to the measured, weighted power, also
depends on the weights. i.e. we need both the data and model to be
sensitive to the same redshifts. We model the theoretical weighted
power spectrum multipoles by compressing them into the redshift
direction as
Pl,w(k) ≡ 1
Ni
∫
dW(z)wl,i(z)Pl(k, z) (27)
with
wunweighted = 1 (28)
w0,fNL =
(
b + 1
3
f
)
(b − p)D(z) (29)
w2,fNL =
4
3
f (b − p)D(z) (30)
with the normalization Ni given by the equation (15).
In general, the theoretical power spectrum includes a convolution
with the survey window function. However, considering the galaxy
power spectrum as an evolving quantity requires a redefinition of
the survey window function (for details see Ruggeri et al. 2018).
4 TESTI NG THE REDSHI FT WEI GHTS
In order to test the weights, we generate an ensemble of mock
catalogues, based on overdensities drawn from a lognormal distri-
bution (Coles & Jones 1991). In order to avoid a sharp cut-off in the
power, we introduce a smooth turn over at 0.1 times the minimum
Nyquist frequency, fNy, which cuts the input power at 0.25fNy.
Lognormal-random fields were used for convenience because they
approximate the present-day non-linear fluctuation field, and they
obey the physical limit δ > −1, which means that they can be
Poisson sampled to provide a galaxy distribution with shot-noise
and sample variance matching those expected. Although both the
assumptions of a lognormal overdensity field and Poisson-sampled
galaxies are crude approximations, they are fit for our purpose of
testing the weights.
We generate 10 000 mock catalogues in redshift shells of δz =
0.025 with the number densities, redshift range, sky coverage, and
bias model as expected for the eBOSS quasar sample and DESI
ELGs. A summary of the survey specifications can be found in
Table 1. We assume a box size of L = V1/3 with the volume referring
to the shell of a given survey calculated as
V (z) = 4π
3
fsky
(
χ (zmax)3 − χ (zmin)3
) (31)
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Table 1. We are modelling the eBOSS quasar sample and the DESI ELG sample with the number of galaxies given
in tabel 2 of Zhao et al. (2016) and table 2.3 in DESI Collaboration (2016), respectively. We are not considering the
complete surveys but rather select specific samples to highlight the range of results that can be expected for different
survey specification.
Survey Tracer Redshift range Sky coverage Bias model
eBOSS Quasars 0.6 < z < 2.2 7500 deg2 b(z) = 0.53 + 0.29(1 + z)2
DESI ELGs 0.6 < z < 1.8 14 000 deg2 b(z) = 0.84/D(z)
Figure 2. Redshift weighted power spectrum monopole for eBOSS (left-hand panel) and DESI (right-hand panel). Blue dashed lines correspond to the
‘unweighted’ (or FKP)-weighted monopole (assuming w0 = 1) and green lines represent the fNL-weighted monopole. Details on the survey assumptions are
summarized in Table 1.
with the sky coverage fraction fsky and the comoving distance
χ . Within each redshift shell we assume no density gradient,
simplifying our analysis to avoid a detailed modelling of survey
window function. The simulations assume a flat CDM cosmology
with m = 0.3, b = 0.045, h = 0.7, ns = 1.0, σ 8 = 0.8, and fNL =
0 as our fiducial cosmology. We compute the spherically averaged
power-spectrum monopole in 23 bins of width k = 0.005 h Mpc−1
from 0.005 h Mpc−1 < k < 0.12 h Mpc−1 using
P0(k, z) = 12
∑
| ˜δ(k)|2L0(μ(k)), (32)
where L0(μ) is the 0th order Legendre polynomial and | ˜δ(k)|2 is
the squared modulus of the Fourier transform of the overdensity
δ(r) at position r and the sum is over all wavevectors in the range
|k| ± k/2 (see e.g. Pearson, Samushia & Gagrani 2016). For each
mock we then calculate the weighted and unweighted power spectra
via equation (27). Note, that we assume the same binning for the
weighted and unweighted analysis and thus keep the same number
of modes for both analysis. The improvement on measuring fNL is
therefore only due to the weighting technique and not an increase
in the number of modes.
In the following analysis we only consider constraints from the
monopole as a proof of concept and do not consider constraints from
the quadrupole since most of the information on fNL is contained in
the monopole (Ross et al. 2013). For each mock the weighted power
spectrum is then calculated using equation (27). We calculate the
covariance matrix as
Cij = 1
Nm − 1
Nm∑
n=1
[
dn(ki) − ¯d(ki)
] [
dn(kj ) − ¯d(kj )
]
, (33)
where Nm is the total number of mocks, dn(k) is the power spectrum
monopole from the nth mock.
Fig. 2 shows the fNL-weighted and ‘unweighted’ power spectrum
monopole for eBOSS (left-hand panel) and DESI (right-hand
panel). The effect of the fNL-weights is greater for eBOSS due
to the adaption of a bias model that evolves more strongly with
redshift as well as due to the larger redshift range of the survey.
Note, that the normalization factor for both surveys is different.
The redshift weighting scheme takes the redshift evolution of
the underlying theory into account, potentially shifting the weights
towards regions with higher noise in the clustering signal. Therefore,
applying redshift weights does not automatically lead to higher
signal to noise in the power spectrum itself. Instead, redshift
weighting leads to the observable that can constrain the underlying
theory the most. In the case of local non-Gaussianity, more weight
is given to galaxies at higher redshifts despite the larger statistical
uncertainty at these redshifts, because the effect of fNL on the powers
spectrum is greater at higher redshifts. Fig. 3 depicts the noise to
signal as a function of scale for the fNL-weighted and ‘unweighted’
power spectrum monopole for DESI (left-hand panel), as well as the
effect of a non-zero fNL on P0, w (right-hand panel). The difference in
the redshift weighted power spectrum for a non-zero fNL compared
to zero fNL with respect to the overall error on the monopole is
greater in the fNL-weighted case than the ‘unweighted’ one. Hence,
even though the statistical noise is larger for the fNL-weighted power
spectrum, it has a greater capability to constrain fNL than the FKP-
weighted power spectrum because it is more sensitive to the fNL.
To get an estimate on the error achievable on a measurement of
fNL from both surveys, we calculate the χ2 surface
χ2 = ( 	m − 	d)T C−1( 	m − 	d), (34)
MNRAS 485, 4160–4166 (2019)
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Figure 3. Noise to signal of the weighted power spectrum monopole (left-hand panel) and effect of fNL on the weighted power spectrum, i.e. the difference
of the weighted power spectrum assuming fNL = 10 and fNL = 0 over the noise, P0, w /σ (P0, w) = (P0, w(fNL = 10) − P0, w(fNL = 0))/σ (P0, X), (right-hand
panel). Blue dashed lines refer to the ‘unweighted’ power spectrum monopole and green lines to the fNL-weighted monopole. The lower panel shows the ratio
between the fNL-weighted and ‘unweighted’ case. Even though the fNL-weighted monopole has a higher statistical noise compared to the unweighted case
(left-hand panel), the sensitivity to measure fNL is higher for the fNL-weighted monopole than the unweighted monopole because the effect of non-zero fNL on
the estimator P0, w is larger (right-hand panel).
Figure 4. Projected likelihood for fNL measurements from eBOSS quasars (left-hand panel) and DESI ELGs (right-hand panel) for an ‘unweighted’ (blue
dashed lines) and fNL-weighted (green lines) power spectrum monopole. The redshift weighting technique can improve the constraints on fNL by 30 per cent
for eBOSS quasars and 6 per cent for DESI ELGs. The improvement is larger for eBOSS due to the strong redshift evolution of the assumed bias model as
well as a larger redshift range.
where 	d is the data vector calculated from the mocks and 	m is the
model vector. For both surveys we can then calculate the expected
likelihood. For simplicity we only vary fNL here while holding all
other parameter fixed. For eBOSS we find an uncertainty on fNL
of σ (fNL) = 21.63 at 68 per cent C.L. for the FKP-weighted case
and σ (fNL) = 16.66 for the fNL-weighting scheme, an improvement
of 30 per cent. The improvement for DESI is slightly lower at
around 6 per cent. Our analysis currently uses a scale-dependent
FKP weight (i.e. P is allowed to vary with k in the weights). If
the FKP weight were fixed, as is often assumed when analysing
data for simplicity, then we would expect less good constraints
on fNL because of increased cosmic variance and/or shot noise. We
would also have a different fractional improvement from the redshift
weights, with the improvement increasing if the FKP weights are
fixed for P(k) with k on larger scales: those where the fNL signal is
stronger and the redshift-weights more effective. For example if the
FKP weight is fixed at k0 = 0.0475 the improvement increases to
42 per cent for eBOSS.
The Fisher matrix forecasts for eBOSS quasars are σ (fNL) =
15.74 (Zhao et al. 2016) with fixing the bias. The redshift weighting
technique yields results closer to the predicted uncertainty compared
to the unweighted analysis. We do not quite reach the Fisher forecast
accuracy because we only consider the monopole and assume a
slightly smaller k-range. The Fisher forecasts for DESI are σ (fNL)
= 3.8 (Font-Ribera et al. 2014), yet these constraints are for the full
DESI survey and not just the ELG sample.
The difference between the improvement for eBOSS and DESI
from adding the new weights is driven by the range of bias assumed
across the sample under consideration, and so will not be fully
known for DESI until the survey starts. Even so, this analysis is a
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proof of principle that the fNL-redshift weighting can lead to stronger
constraints on fNL than a simple FKP-weighted power spectrum.
5 C O N C L U S I O N S
The scale dependent bias is a strong probe of non-Gaussianity and
upcoming LSS surveys will put tight constraints on the amplitude
of the primordial fluctuations, fNL. Since these surveys cover large
redshift ranges, redshift weighting, a new analysing technique that
does not rely on binning in redshift slices, provides a promising
way of fully exploiting LSS information. Redshift weighting is in
particular important for studying the primordial Universe since non-
Gausssianity alters large scales more strongly than small scales. Not
splitting the sample into small redshift slices therefore increases the
effective number of relevant scales modes that are included in any
analysis. Indeed, applying redshift weights will be crucial to reach
the accuracy predicted by Fisher forecasts, which implicitly assume
that all of the information is extracted, in effect assuming optimized
weights are used.
The optimal weights we have derived to measure fNL balance
sample variance, shot noise, and the redshift evolution of the
scale dependent halo bias induced by non-Gaussianity. The weights
depend on the properties of the galaxy sample through the evolving
bias of the sample. As the bias is generally increasing with redshift,
we end up weighting galaxies at high redshift more strongly than at
low redshifts, even if the signal to noise of the clustering signal is
weaker.
We assessed the potential of the fNL weights using mock catalogs
generated though a lognormal code simulating the upcoming
eBOSS and DESI surveys. We find that the uncertainty on fNL
is minimized when applying the fNL redshift weights, yielding
an improvement of 6 per cent up to 30 per cent for DESI and
eBOSS, respectively, compared to analysing an FKP-weighted
power spectrum.
There are a few caveats to our analysis. First, the redshift weights
to optimally measure local non-Gaussianity depend strongly on the
assumed galaxy bias. If the fiducial bias model is inaccurate, then
the weights will not be optimal and lead to looser constraints on fNL
than expected. However, the redshift weighted power spectrum will
still be unbiased. Secondly, for tracers with no strongly evolving bias
the underlying theory is only mildly redshift dependent limiting the
overall improvement of the redshift weighting technique. In general,
the improvement from the fNL-weighting increases with the redshift
range of the survey but also depends on the tracer of the sample,
with the improvement being stronger where the range of bias across
a sample is larger.
We have discussed the potential of redshift weighting to constrain
fNL for eBOSS and DESI, but there are also other future surveys
for which this technique is highly relevant, for instance the Euclid
mission (Amendola et al. 2013) and SPHEREx (Dore´ et al. 2014).
Euclid is a space based, spectroscopic survey of H α-selected
emission line galaxies with galaxies in redshift range 0.7 < z < 2.0,
expected to constrain local non-Gaussianity in addition to BAO and
RSD measurements. SPHEREx is an all-sky spectroscopic satellite
survey covering a very wide redshift range that was particularly
designed to measure non-Gaussianity. It has an evolving redshift
accuracy up to σ z/(1 + z) < 0.2 with low redshifts being more
accurately measured than high redshifts. However, we expect the
lower redshift accuracy not to be problematic when applying the
redshift weights as long as the uncertainty in redshift is taking
into account as an additional contribution to the covariance when
calculating the weights.
In this work, we have only considered weights optimized to
measure non-Gaussianity in the local framework. We leave the
study of weights for more complex models, such as equilateral or
orthogonal shapes, models with non-zero running of fNL, or shapes
with specific angle dependency for future work. Additionally, a
natural extension of this work is to apply the redshift weighting
technique to multiple tracer samples, therefore combining the
optimal redshift weights with weights designed to optimally exploit
the additional information through multitracer methods (Hamaus,
Seljak & Desjacques 2011; Pearson et al. 2016).
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