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Abstrat
Aslam presents an algorithm he laims will ount the number of per-
fet mathings in any inomplete bipartite graph with an algorithm in
the funtion-omputing version of NC, whih is itself a subset of FP .
Counting perfet mathings is known to be #P -omplete; therefore
if Aslam's algorithm is orret, then NP = P . However, we show
that Aslam's algorithm does not orretly ount the number of per-
fet mathings and oer an inomplete bipartite graph as a onrete
ounter-example.
1 Introdution
We provide preliminary denitions from Aslam's paper, whih are neessary
to understanding Aslam's algorithm and what it purportedly proves. After
presenting these denitions, laims and examples, we look at an overview
of the algorithm and why it purports NP = P . In Setion 2, we refute
some major arguments of his paper whih, under his urrent onstrution,
invalidate his urrent laim that NP = P . Then in Setion 3, we provide a
sound ounter-example whih demonstrates his algorithm does not orretly
1
enumerate all perfet mathings in any bipartite graph. In order to avoid
onfusion, our denitions, theorems, and lemmas are labeled ontiguously,
without regard to the setion in whih they appear. Unless noted otherwise,
it an be assumed that all other theorems and lemmas are from Aslam's
paper [1℄.
We would also like to note that we are ritiquing version 9 of Aslam's paper.
Although at time of writing this ritique, Aslam has released two additional
versions, 10 and 11, both of those versions are simply summaries of version
9. As a result, they rely heavily on the laims made in version 9 and thus it
is suient to analyze version 9. Whenever we ite Aslam as [1℄, we refer to
version 9 of his paper.
Aslam represents perfet mathings in bipartite graphs as permutations.
These permutations are elements of the symmetri group Sn, the group of all
permutations of n elements. A review of general group theory an be found
in any introdutory abstrat algebra book suh as [2℄.
Perfet Mathings as Permutations
A perfet mathing in a bipartite graph BGn with verties V ∪W is a set
of edges represented as
n⋃
i=1
ij,
where eah ij represents the edge viwj in BGn with eah wj ∈W and vi ∈ V
ouring exatly one and |V | = |W | = n. We an also represent a perfet
mathing as a permutation pi = (a1, a2, . . . , an), 1 ≤ ar ≤ n for all r; in
other words, every element in the permutation yle is an be represented
as number between 1 and n, inlusive. Letting apir = ar+1 and a
pi
n = a1, the
perfet mathing orresponding to pi is
E(pi) =
n⋃
i=1
iipi.
For instane, the permutation (2, 3, 1) orresponds to the perfet mathing
{12, 23, 31}, and (2, 3, 1, 5, 4) orresponds to {15, 23, 31, 42, 54}. Futhermore
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we an deompose eah permutation pi into a produt of transpositions pi =
ψnψn−1 . . . ψ1 where ψi is the transposition (i, k) and i ≤ k ≤ n. From the
previous example, (2, 3, 1, 5, 4) = (5, 5)(4, 5)(3, 5)(2, 3)(1, 5). Note that every
unique ψnψn−1 . . . ψ1 represents a unique permutation, i.e., a unique perfet
mathing for all n! perfet mathings in a omplete bipartite graph.
Perfet Mathings from the Generating Graph Γ(n)
A generating graph Γ(n) is a DAG (direted ayli graph) dened by Aslam
to have O(n) verties alled nodes. Eah node ontains a unique pair of
edges (ik, ji) suh that 1 ≤ i < k, j ≤ n or 1 ≤ i = j = k ≤ n. The
graph Γ(n) is designed so that traversal of speial paths alled omplete
valid multipliation paths, CVMPs [1, Denition 4.33℄, will enumerate every
n! perfet mathing in a bipartite graph with 2n verties. There are two ways
to nd the orresponding perfet mathing given a CVMP . If p = a1a2...an
is a CVMP in Γ(n), then one way to nd the perfet mathing is from the
permutation pi given by
pi = ψ(an)ψ(an−1) . . . ψ(a1).
where ψ(ai) = ψ(ik, ji) = (i, k). The seond way to nd a perfet mathing
is through the union of all edge pairs in eah ai without the surplus edges
(SE ), whih will be jk from eah edge aiaj in p, whih written formally is
E(p) = EP (p)− (SE(p) ∩EP (p))
=
(⋃
ai∈p
EP (ai)
)
−



 ⋃
ai,aj∈p
SE(aiaj)

⋂(⋃
ai∈p
EP (ai)
)
where EP (ik, ji) = {ik, ji} and SE ((ik, ji)(jk, qj)) = {jk}, i < k, j < q or
i < k = j = q. As an example, onsider the following CVMP from the graph
Γ(9) in Figure 1:
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Figure 1: A subgraph of Γ(9) ontaining a CVMP along the dark single-
arrowed edges. Dotted edges are refered to as S-edges, solid edges are R-
edges, and the edges between nonadjaent nodes with double-arrows are jump
edges. Eah node is labeled with a pair of edges (ik, ji). Surplus edges along
the CVMP are indiated with a +jk above them.
A CVMP an only be along S-edges or R-edges whih are not jump edges,
so the CVMP pitured above is p = c1a2c3c4d5d6d7c8c9. For eah node we
an easily nd ψi, e.g. ψ(c1) = ψ(19, 31) = (19), giving the permutation
pi = (99)(89)(78)(69)(57)(49)(39)(24)(19)
= (1, 9, 5, 7, 8, 6, 2, 4, 3).
We an also easily ompute E(p) from the set of all edges in all the nodes
minus all of the surplus edges as
E(p) = EP (c1) ∪ EP (a2) ∪ ... ∪EP (c9)− SE(c1) ∪ SE(a2) ∪ ... ∪ SE(c9)
= {19, 31, 24, 62, ..., 98, 99} − {39, 64, ..., 99}
= {19, 24, 31, 43, 57, 62, 78, 86, 95}.
Clearly, E(pi) = E(p) so both methods have arrived at the same perfet
mathing.
CVMPs in Inomplete Graphs
Eah of the n! CVMPs in Γ(n) orresponds to a unique perfet mathing in
a omplete bipartite graph BGn. Of ourse, given an inomplete bipartite
graph BG′n only a subset of all the CVMPs will ontain edges not in BG
′
n
whih annot be ounted as a perfet mathings. These edges not in BG′n
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are refered to as the edge requirements (ER) of a CVMP and are formally
dened for a CVMP p as
ER(p) =
(⋃
ai∈p
ER(ai)
)
−



 ⋃
ai,aj∈p
SE(aiaj)

⋂(⋃
ai∈p
ER(ai)
) ,
where ER(ai ) = {e|e ∈ EP (ai), e /∈ BG
′
n}. Clearly, the ER of a CVMP will
be the empty set if and only if the CVMP orresponds to a valid perfet
mathing in BG′n. In other words, ER(p) = ∅ ⇐⇒ E(p) ⊆ BG
′
n. Perform-
ing a valid enumeration of CVMPs in Γ(n) given a orresponding BG′n, i.e.
enumerating every CVMP with ER(p) = ∅, is equivalent to ounting every
valid perfet mathing.
Obviously, naive valid enumeration of the n! possible CVMPs annot be done
in polynomial time. However, if Aslam's algorithm is orret, the speial
properties of Γ(n) allow it to be redued to sets of subpaths whih an be
joined while preserving the ER of all CVMPs.
Algorithm Overview
A generating graph Γ(n) ontains O(n3) nodes [1, Property 4.21℄ and an
be reated in polynomial time. VMPSet(ai, aj) is a data struture repre-
senting a subset of VMPs between nodes ai and aj that have the same ER.
Within the algorithm, all of the VMPSet(ai, ai+1) are initializated rst and
all possible VMPSet(ai, aj) are stored in a matrix.
During eah iteration, the algorithm performs two redution operations:
adding and multiplying VMPSets. If one multiplies two VMPSets,
VMPSet(a, b) and VMPSet(b, c), eetively doubles the length of the paths
they represent to get VMPSet(a, c) = VMPSet(a, b) × VMPSet(b, c), and
inreases the number of VMPs in the new VMPSet(a, c) to
|VMPSet(a, c)| = |VMPSet(a, b)| × |VMPSet(b, c)|.
When two sets VMPSet(a, b) and VMPSet ′(a, b) an be ombined so as to
satisfy onditions for multipliation they are added together, and the number
of VMP in the new VMPSet ′′(a, b) = VMPSet(a, b) ∪ VMPSet ′(a, b) is
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|VMPSet ′′(a, b)| = |VMPSet(a, b)| + |VMPSet ′(a, b)|.
Sine every iteration doubles the length of VMPs represented in the
VMPSets, after O(log(n)) iterations the entire generating graph Γ(n) is
redued to several disjoint sets of VMPSet(1, n) representing all CVMPs.
Summation over all |VMPSet(1, n)| that have ER = ∅ then gives the total
number CVMPs and likewise perfet mathings. The summation step is
what neessitates keeping ER the same for all VMPSets.
Sine the problem of ounting perfet mathings in any bipartite graph is
#P -omplete and the lass of parallel algorithms running in (log n)O(1) on
a polynomial number of proessors, whih is analogous to and ommonly
referred to as NC , is a subset of FP , the algorithm Aslam purports to have
will be able to solve any#P problem in polynomial time, meaning #P = FP
and NP = P .
2 Refutation
The main aw in Aslam's reasoning is that the ER of every CVMP an be
preserved during deomposition and subsequent redution operations over
VMPSets. However, the ER of a VMPSet does not apture the SE of the
VMPs it ontains, and ultimately SE will determine ER. We will show that
multipliation and addition of VMPSets does not always give a VMPSet
with the same ER for all VMPs. As proof this problem is inherent in all
suiently large generating graphs we give a ounter-example in Setion 3.
Lemma 1. The produt VMPSet AC found from multiplying two VMPSets
A = VMPSet(a, b) and C = VMPSet(b, c) must be a single set and ontain
only VMPs with the same ER.
Proof. The ondition on ER follows from the denition of VMPSet and
the indutive result of the algorithm itself. Sine after the nal iteration
all VMPSets with ER = ∅ will be ounted, if multipliation resulted in a
VMPSet ontaining some CVMPs with ER = ∅ (valid perfet mathings)
and some with ER 6= ∅ (invalid), then summation would result in an inorret
number of perfet mathings.
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By Aslam's denition of multipliation, AC must be a single VMPSet . We
note, however, even if we allowed multipliation to produe more than one
VMPSet , the number of sets produed would have to be onstant with re-
spet to |A| × |C|, sine multipliation is what allows the fast enumeration
in O(log(n)) iterations.
Theorem 2. The onditions for multiplying VMPSets A×C = AC given in
Lemma 5.8 and Lemma 5.9 of Aslam's proof are insuient onditions for
multipliation. Lemma 5.9 is not a neessary ondition for multipliation.
Proof. Lemma 5.8 states that ∀p ∈ A and ∀q ∈ C, p must multiply (form a
VMP) with q. Obviously, this is a neessary ondition sine we are onsid-
ering all pq to be VMPs in AC. Lemma 5.9 states that every node overed
by a VMP in C from the same partition must have the same ER. Note
that partition number is equal to the depth in Γ(n), so for every xi, x
′
i ∈ q
we must have ER(xi) = ER(x
′
i
). The proof of this lemma is onspiuously
omitted and we found it to be inorret. Assume the only nodes with un-
equal ER in C are xi ∈ q and x
′
i ∈ q
′
, all the VMPs in A have the same SE ,
and let ER(xi) = e and ER(x
′
i
) = ∅. If e /∈ SE(A) the resultant AC will
not have every VMP with the same ER violating the ondition laid out in
Lemma 1. However, if e ∈ SE(A) then ER(pq ′) = ER(pq) = ∅ and AC is a
VMPSet with valid VMPs all with ER = ∅, so Lemma 5.9 is not a neessary
ondition for multipliation. Note we use the following denitions:
e ∈ SE(A) ⇐⇒ (∀p ∈ A) [e ∈ SE(p)] .
e ∈ ER(A) ⇐⇒ (∀p ∈ A) [e ∈ ER(p)] .
Now we will show these lemmas are insuient onditions for multipliation.
Let p and p′ be VMPs in A suh that e ∈ SE (p) and e /∈ SE (p′). Let the
node xi overed by all VMPs in C have ER = e and all other nodes have
ER = ∅. Note that C satises Lemma 5.9 sine every VMP in C overs
xi there is no node x
′
i in C and every other node has the same ER = ∅.
Proof that A and C an satisfy Lemma 5.8 (every path through a and c is a
VMP) relies on properties of the generating graph Γ(n) itself and so we will
demonstrate that in our ounter-example in Setion 3. For now we assume
Lemma 5.8 is satised.
After multipliation of A and C, we have ER(pq) = ∅ and ER(p′q) = e for
every q ∈ C. The resultant VMPSet AC does not ontain VMPs with the
same ER, violating the onditions for multipliation set forth in Lemma 1.
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We see this is beause the VMPSet representation does not apture ases
where SE (p) 6= SE (p′).
Further Disussion
Although Aslam does not give the suient onditions for performing multi-
pliation to redue all VMPSets in O(log(n)) iterations, if his proof is valid
until that point, then proving whether suh onditions exist or do not exist
may be equivalent to proving whether P = NP . In the rest of the setion we
explore why performing multipliation while preserving ER over VMPSets
is diult. In the following lemma we show why the various SE s of all the
paths in a VMPSet are signiant.
Lemma 3. There are at least (n − 1)! CVMPs where SE (p) ( EP (p) for
every CVMP p. In these CVMPs, if ai ∈ p and all edges SE (ai) are not
present in the bipartite graph BG′n, then hanging any one node in p results
in ER(p) 6= ∅.
Proof. Eah CVMP p in Γ(n) is n nodes long. For simpliity, we only on-
sider the (n − 1)! ases where p is omposed of non-identity nodes (exept
the last node). Reall
E(p) = EP (p)− (SE(p) ∩ EP (p))
=
(⋃
ai∈p
EP (ai)
)
−



 ⋃
ai,aj∈p
SE(aiaj)

⋂(⋃
ai∈p
EP (ai)
) .
Every node ai = (ik, ji), 1 ≤ i < j, k < n ontributes two unique edges ik, ji
to EP (p) and the last node ontributes one so that |EP (p)| = 2n−1. Every
node exept the last ontributes an edge to SE(p) so |SE(p)| = n− 1. Sine
|E(p)| = n, every edge in SE (p) must be unique in p, eliminate one edge
from EP (p), and SE (p) ( EP(p). Note that eah ai = (ik, ji) ∈ Γ(n) is
unique, so for all nodes SE (ai) 6= SE(bi). Therefore if the edge SE(ai) is
not present in the bipartite graph BG′n, then hanging the node ai ∈ p to
any bi ∈ Γ(n) results in an ER(p) 6= ∅, where
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ER(p) =
(⋃
ai∈p
ER(ai)
)
−



 ⋃
ai,aj∈p
SE(aiaj)

⋂
(⋃
ai∈p
ER(ai)
)
 .
It follows there are at least (n − 1)! CVMPs with orresponding BG′ns in
whih satisfying ER = ∅ may be dependent on the SE of every node in p.
If we are onerned with satisfying the onditions on multipliation outlined
in Lemma 1, we an keep all VMPs with diering SE in separate VMPSets,
but this leads to a large number of VMPSets.
Lemma 4. The number of VMPSets with the same SE from partition 1 to
i is at least
(
n
i
)
.
Proof. By denition, the generating graph Γ(n) ontains n!/(n − i)! VMPs
from partitions 1 to i. Note this is neessary for Γ(n) to be able to enumerate
n! perfet mathings. Sine all these VMPs are unique, for any two VMPs
p1 and p2, eah will ontain at least one dierent node xi ∈ p1 and yi ∈ p2,
with SE (ai ) 6= SE (bi). Consequently, no two VMPs have surplus edges
ouring in exatly the same order, so the maximum size of any VMPSet
with the same set of SE edges from 1 to i will be i! whih is the number of
permutations of SE edges from i nodes. To get a lower bound on the number
of VMPSets with the same SE we divide the number of VMPs by the upper
bound on set size:
n!
(n− i)!i!
=
(
n
i
)
.
3 Counter-example
We present γ, a subgraph of every Γ(n) with n ≥ 9, whih enumerates
ve perfet mathings. We then oer an inomplete bipartite graph BG′n
and show that Aslam's algorithm will inorretly ount some number of
perfet mathings in BG′n using γ. This serves as an example that the graph
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Figure 2: The above gure represents graph γ. Double-arrowed solid-lines
are jump edges, single-arrowed solid-lines are R-edges, and dotted-lines are
S-edges.
desribed in Theorem 2 an be realized in Γ(n), satisfying Lemma 5.8 of
Aslam's paper.
Graphial Representation of the Example In Figure 2 we provide a
graphial representation of the ounter-example.
Lemma 5. γ, in Figure 2, represents a subgraph of every Γ(n), where n ≥ 9.
Proof. The generating graph Γ(n) is dened over all 1 ≤ i < k ≤ n, where
verties are ai ∈ g(i), R-edges are aiaj suh that |aiRaj| = 1, jump edges
are R-edges suh that j 6= i + 1, and S-edges are aiai+1 suh that aiSai+1
[1, Denition 4.12℄. From this denition we should note that the generating
graph Γ(n) is a subgraph of Γ(n+ 1).
Now we will show that γ from is a valid subgraph of Γ(9). It an be easily
veried every node ai = (ik1, k2i) in γ has either k1, k2 > i or i = k1 = k2,
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so ai ∈ g(i) is true for all nodes. Any relation R in γ between nodes ai
and aj = (jt1, t2j) appears i t1 = k2, t2 = k1, and i < j, whih satises
|aiRaj| = 1. The relation appears as an R-edge if j = i + 1, otherwise it
appears as a jump-edge. Any S-edge appears if and only if j = i + 1, and
either k1, t2 < k2, t1, k2, t1 < k1, t2, or k1 = k2 < t1, t2. The disjointness
of aiSaj given these onditions is made lear from Remark 4.5 [1℄ sine no
R-yle Caiajan be onstruted whih has a stritly inreasing or dereasing
traversal.
Sine for all nodes in γ we have ai ∈ g(i), and all edges appear if and only if
they satisfy their respetive denitions (at least for the nodes appearing in
γ), γ is a subgraph of Γ(9) and every Γ(n), where n ≥ 9.
CVMPS in γ. Let P (a, b) denote the path in γ starting at c1 going through
a, b and ending at c9. Then γ only ontains ve CVMPs: paa = P (a2, a5),
pab = P (a2, b5), pba = P (b2, a5), pbb = P (b2, b5), and pad = P (a2, d5) whih
orrespond to ve unique perfet mathings.
Proof. By denition the permutation pi(p) that realizes the perfet math-
ing orresponding to CVMP p is given by ψn . . . ψ1, where for every node
xi = (ik, ji) ∈ p, ψi = (ik). The set of edges in the perfet mathing orre-
sponding to CVMP p is given by E(p) = (
⋃
{e|e ∈ xi})− (
⋃
SE(xi)), where
SE (xi) gives the surplus edges in p.
It is trival to verify pi(p) and E(p) are onsistent:
pi(paa) = (99)(89)(79)(69)(57)(49)(39)(24)(19)
E(paa) = {19, 24, 31, 43, 57, 62, 76, 85, 98}
pi(pab) = (99)(89)(79)(69)(58)(49)(39)(24)(19)
E(pab) = {19, 24, 31, 43, 58, 62, 76, 87, 95}
pi(pba) = (99)(89)(79)(69)(57)(49)(39)(26)(19)
E(pba) = {19, 26, 31, 43, 57, 64, 72, 85, 98}
pi(pbb) = (99)(89)(79)(69)(58)(49)(39)(26)(19)
E(pbb) = {19, 26, 31, 43, 58, 64, 72, 87, 95}
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pi(pad) = (99)(89)(78)(69)(57)(49)(39)(24)(19)
E(pad) = {19, 24, 31, 43, 57, 62, 78, 86, 95}.
Note that P (b2, d5) is not a CVMP beause it does not ontain the mdag
MDG(b2, c3, c6).
Choosing BG′ The initialization of PTM , whih Aslam denes as the
matrix ontaining all VMPSets, is vague regarding how it inorporates infor-
mation from the adjaeny matrix BGX of the bipartite graph, onsidering
there is no lear relation between removal of S-edges or R-edges, and edges
from the bipartite graph. To allow this ambiguity, we have hosen a BG′ so
that no edge might be removed from γ without losing a perfet mathing.
Formally,
BG′ =
(⋃
E(p)
)
− {76}
In other words, all CVMPs in γ are valid mathings with ER(p) = ∅ exept
for those ontaining the edge {76} whih will have ER(p) = {76}. Clearly
only pba, pbb, and pad are CVMPs whih represent valid perfet mathings
so the result of enumerating with γ should be 3. In addition, these CVMPs
over every edge of γ, so no edge may be removed without losing at least
one CVMP .
Iterations of Add and Join on γ
During the rst iteration of the algorithm, the VMPSets VMPSetA(c1, c3),
VMPSetB(c1, c3), VMPSetA(c4, c6), VMPSetB(c4, c6), and VMPSets over
all other pairs of nodes are reated. In the next iteration two addi-
tions between the orresponding A and B sets our: VMPSetA(c1, c3)
and VMPSetB(c1, c3) are added together, and VMPSetA(c4, c6) and
VMPSetB(c4, c6) are added. So we have
VMPSet(c4, c6) = VMPSetA(c4, c6) + VMPSetB(c4, c6)
VMPSet(c1, c3) = VMPSetA(c1, c3) + VMPSetB(c1, c3).
Cruially, |VMPSet(c4, c6)| = |VMPSet(c1, c3)| = 2 and the set of surplus
edges SE of VMPSet(c4, c6) equals the ER of VMPSet(c1, c3) whih is {76}.
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One these two sets are multiplied to get 4 and the additional VMPSet
representing pad is ounted, the number of perfet mathings the algorithm
will return will be 2 more than the atual number of perfet mathings
beause the SE of the VMPs in VMPSet(c4, c6) was ombined.
Thus, as the above example demonstrates, Aslam's algorithm does not or-
retly enumerate all perfet mathings for all ases. Therefore, his urrent
proof that #P ⊆ FP (and hene that P = NP and the polynomial-time
hierarhy ollapses) does not validly establish that laim.
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