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Abstract 
Dynamic responses of structures are random in nature due to the uncertainties in geometry, 
material properties, and loading. The random dynamic responses can be represented fairly well 
by stochastic analysis. The methods used for stochastic analysis can be grouped into statistical and 
non-statistical approaches. Although statistical approaches like Monte Carlo simulation is 
considered as an accurate method for the stochastic analysis, computationally less intensive yet 
efficient, simplified non-statistical methods are necessary as an alternative. The present study is 
an evaluation of a relatively new non-statistical metamodel-based approach known as, High 
Dimensional Model Representation, with reference to existing response surface methods such as 
Central Composite Design, Box Behnken Design, and Full Factorial Design, in a dynamic response 
analysis. The geometry of a reinforced concrete frame is chosen to conduct free vibration and 
nonlinear dynamic analysis to study the stochastic responses using High Dimensional Model 
Representation method. This method was found to provide results as good as other methods with 
less computational effort with regard to the selected case studies.  
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1. INTRODUCTION 
Structural behavior cannot be predicted deterministically in the case of disastrous loadings 
such as earthquakes, blasts, tsunamis, and hurricanes, where there is uncertainty associated with 
both the loading and structural resistance [1]. The structural responses associated with these 
disastrous events can be predicted in a probabilistic manner using a stochastic approach. This 
approach can account for the uncertainties associated with the loading and structural response. 
The stochastic approaches can be classified into two categories: statistical approaches and non-
statistical approaches. Monte Carlo Simulation (MCS) [2], Latin Hypercube Sampling (LHS) 
[3] and Stratified Sampling [4] are some of the commonly used statistical approaches [5]. MCS 
is a powerful technique which consists of repeated sampling process to obtain the responses 
but becomes computationally expensive [6] for problems having small probabilities.  
In the case of non-statistical approaches, the responses are determined at selected 
sampling points, and a functional relationship is generated between the input and output 
variables [5, 7]. This functional relationship is usually known as a metamodel. Response 
surface method (RSM) [8] is the most widely used non-statistical approach. The selection of 
sampling points for the functional evaluation of the responses can be done by different 
techniques for design of experiments (DOE) such as Central Composite Design, (CCD) [9], 
Box-Behnken Design, BBD [10] and Factorial Designs (for example full factorial design, FFD 
[7]). CCD has been used in conjunction with metamodel for RSM by various studies such as 
time-invariant reliability of reinforced concrete (RC) frames [11], seismic fragilities of RC 
frames [12], seismic fragilities of irregular steel frames [13] and seismic fragilities of railway 
bridges [14, 15]. 
A high dimensional model representation (HDMR) [16] is an emerging method of 
stochastic analysis to represent the response surface in terms of a metamodel. It has been applied 
recently for the studies of structural behavior [17] and seismic fragilities [18]. However, its 
application has not yet been fully explored in the problems involving stochastic seismic response 
analysis in the context of other response surface methods, such as CCD, BBD, and FFD.  
The objective of this paper is to investigate the effectiveness of the relatively new HDMR 
method, to problems involving free vibration analysis, nonlinear dynamic response analysis and 
fragility analysis of RC buildings, with reference to established response surface methods.  
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2. REVIEW OF METAMODEL BASED APPROACHES  
The present study considers two problems for stochastic analysis. The first problem is to 
obtain the random natural frequency and the second one is to predict the random nonlinear seismic 
response of a RC symmetric bare framed building. Stochastic analysis of the selected problems 
requires the evaluation of metamodel functions of HDMR, and RSM using different sampling 
techniques such as CCD, BBD, and FFD. This section provides a review of the above methods. 
 
2.1 RSM based on DOE approaches 
The response surface metamodel can be represented by its general form as shown in Eq. (1) 
   ixfy               (1) 
Here, y represents the response (output), xi represents the input variables, and ε represents the 
error in estimation. The error term can be neglected in the case of computer analysis [19]. The 
response surface input variables are the parameters whose uncertainty or randomness can cause 
an uncertainty in the output or response. The response can be modelled by a polynomial 
function. For a linear system, the first order polynomial can be used, whereas polynomials of 
higher orders are required to represent the system with curvature [20]. A second-order (quadratic) 
function proposed b y Towashiraporn [19] is selected in the present study to represent the response. 
The form of such a function is shown in Eq. (2).  
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where β is unknown coefficients or constants, and k is the total number of input variables. To 
determine the unknown constants (β), the design of experiment should be carried out at the chosen 
sampling points to obtain the response. The unknown constants in the polynomials can be 
estimated with the specific set of variables to obtain the metamodel. Thus, the functional 
relationship is established between the random input parameters and output responses.  
The specific input values at the sampling or design points for the metamodel formulation 
are usually determined by DOE. Depending on the type of polynomial function selected, a variety 
of DOE can be used. Each method gives a different combination of the input variables. The 
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different design or sampling methods adopted in this work are CCD, BBD, and FFD. Details on 
the various DOE sampling methods can be found in the literature [20, 21]. 
 
2.2  HDMR based RSM metamodel approach 
HDMR method is used for the representation of input-output relationships, which are 
complex in nature and involves a considerable amount of computations. Such a model can be used 
to epitomize probability analysis of a system which needs a large computational cost and effort. 
In other words, tedious processes like the MCS can be carried out on this compact model 
effectively and efficiently [18]. 
The input variables and the output function in HDMR can be conveniently represented as 
the N-dimensional vector  Nxxxx ,..., 21  and  xf  respectively. The value of N can vary up to the 
order of 100-1000 or more. Similar to other response surface methods, the effect of input variables 
on the output function can be independent and/or correlated. These effects can be incorporated 
in the expression for output by considering the terms of higher order for the input variables. HDMR 
expresses the output  xf  as a hierarchical correlated function expansion in terms of the input 
variables as in Eq. (3).  
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 (3) 
where, 0f  is the constant obtained by the response  xf  at a selected reference point (mean point), 
 i if x  is the first order term representing the individual contribution of the variable ix  on the 
output, 
1 2i i
f  is the second order term for the co-operative effects of the variables 
1i
x  and 2ix  on the 
output,  
1 2 1 2...
, ,...
N Ni i i i i i
f x x x  is the residual dependence of all the input variables that influence the 
output  xf . The functions of HDMR metamodel expressed in Eq. (3) can be determined by any 
suitable method. In the present study, finite element analysis (FEA) of the structure is carried out 
at the reference points  Nccccc ,,, 321  consisting of the mean values of the selected variables and the 
component functions of the Eq. (3) are reduced as: 
0 ( )f f c                  (4) 
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In Eq. (5),  1 2 -1 1( , ) , ,..., , , ,...
i
i i i i Nf x c f c c c x c c represents the response of the structure 
when all the input variables except 
ix  are at their mean points, similarly the function 
   
1 2 1 2 1 1 1 2 2 21 2 -1 1 -1 1
, , , , ,... , , ,... , , ,...,i i i i i i i i i i Nf x x c c f c c c x c c x c c   indicate that the random variables except 
 
21
, ii xx  are at their reference or mean values. The value 0f  is obtained as the output when all the 
random variables are at their mean values,  Nccccc ,,, 321 . The higher order terms are evaluated as 
per standard methods in the input variable space around the reference point. The lower order 
expansion functions are subtracted off to remove the dependency.  
 
Figure 1. Two-dimensional schematic representation of sampling in HDMR. 
 
A three-point sampling is used in the current study for the development of HDMR metamodel. 
The sampling process using three-point sampling method for two (n = 2) random parameters, 1x  
and 2x  is explained in Fig. 1. The horizontal and vertical axis represents the random parameters 1x  
and 2x  respectively. The sampling points to be considered are represented by grid points. There are 
five grid points (2n + 1 = 5) for the two random parameters, 1x  and 2x . The center sampling point 
at  21, xx  is represented by mean values of parameter 1x  and 2x . When a parameter 1x  is considered, 
two sampling points,   211 , xxx   and   211 , xxx   on either side of mean of 1x  shall also be 
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considered. Similarly, three sampling points (with a common center point) are to be considered for 
the random variable, 2x . The output value at the five sampling points is required to solve the five 
constants of the metamodel function involving two random variables.  When there is higher 
number of random variables, the grid will have that many dimensions in space. 
 
3. DESCRIPTION OF THE STRUCTURE 
An RC frame with four storeys and two bays in both of the two horizontal directions is 
selected for the present study as shown in Fig 2. Bay width and column height in this study are 
taken uniformly as 5 m and 3.2 m respectively. The building geometry is adopted from published 
literature [22]. The building frame is designed for the highest seismic zone of India (Zone V with 
PGA of 0.36 g) as per relevant Indian standards [23, 24, 25] considering medium soil conditions 
(N-value in the range 10 to 30).  
 
Figure 2. Details of the selected building with mean values of dimensions. 
The mean values of the characteristic strength of concrete in compression and reinforcement steel 
are taken as 25 MPa and 415 MPa, respectively for design. The mean value of storey weight 
including an appropriate portion of the live load is calculated to be about 700 kN which is 
considered uniformly for all storeys. The column ends are assumed to be fixed at the support.  
 
 
 
 
   B1        B2         B3 
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Selected frame is modelled for (i) elastic free vibration analysis and (ii) nonlinear time history 
analysis. Open System for Earthquake Engineering Simulation (OpenSees) Laboratory tool [26] 
is used for all the above analyses. The force-based nonlinear beam-column element that considers 
the spread of plasticity along the element is used for modelling the beams and columns for 
nonlinear time history analyses. The confined core and unconfined cover concrete section are 
modelled using the Kent and Park material model [27]. Steel reinforcing bars are modelled using 
uniaxial Giuffre-Menegotto-Pinto steel material model [28] with isotropic strain hardening of 
1.5%. The in-plane stiffness of the floor is modelled using rigid diaphragm constraint. The beam 
column joints are assumed to be rigid. 
 
4. FREE VIBRATION RESPONSE OF RC FRAME 
The fundamental natural frequency of a building is an important response parameter for its 
dynamic behavior. The fundamental frequency is uncertain in reality due to the possible 
uncertainties in the geometry and elastic material properties of the structure. Stochastic free 
vibration analysis of selected RC building frame using non-statistical (metamodel based) methods 
(HDMR, CCD, BBD, and FFD) is conducted to verify the accuracy of the results with reference 
to statistical (MCS and LHS) methods and presented in this section.  
 
4.1 Modelling of uncertainties 
The following material and geometrical parameters selected from the previous studies [29-42] 
are considered as input random variables to model the uncertainties in the structure: modulus of 
elasticity of concrete  cE , storey weight (W), storey height (h), beam depth  dB , beam width 
 wB , column depth  dC  , and column width  wC . The statistical details for each of the selected 
random variables are shown in Table 1. The COV of the random variable, W, is taken as 10% 
considering different previous literature [43, 44, 45]. It is to be noted here that some of the data 
associated with the statistical details presented in Table 1 relies on local data, which may or may 
not be proper for general consideration. 
 
 
 
 
  9 
4.2 Development of metamodel using HDMR 
The random output variable, fundamental natural frequency    of the selected frame is 
represented as a function of all the input random variables (given in Table 1). In order to construct 
the metamodel, the computational model of the frame is generated at selected sampling points of the 
input parameters to conduct the free vibration analysis.  The values of the seven random variables 
obtained at the sampling points  (refer to Fig 1) are presented in Table 2.  
 
Table 1. Statistical details of random variables  
Sl. 
No 
Property Mean COV (%) 
Probability 
Distribution 
Source 
1 Modulus of elasticity (Ec) 29 kN/mm
2 15 Lognormal [38] 
2 Storey Weight (W) 700 kN 10 Normal [43,44,45] 
3 Storey Height (h) 3200 mm 8 Lognormal [46] 
4 Beam Depth (Bd) 350 mm 1.5 Normal [42] 
5 Beam Width (Bw) 300 mm 3 Normal [42] 
6 Column Depth (Cd) 400 mm 1.5 Normal [42] 
7 Column Width (Cw) 400 mm 3 Normal [42] 
 
Table 2. Values of input variables obtained by 3-point sampling for HDMR 
Variable Unit         
Ec kN/mm
2 24.65 29.00 33.35 
W kN 630 700 770 
h mm 2944 3200 3456 
Bd mm 369.37 375.00 380.62 
Bw mm 291 300 309 
Cd mm 344.75 350.00 355.25 
Cw mm 339.50 350.00 360.50 
(   and   are mean and standard deviation of the random variables) 
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The metamodel representing random fundamental frequency of the frame    using HDMR 
method can be obtained from Eq. (3) as follows: 
0 4 4( ) ( ) ( ) ( ) ( ) ( ) ( )c L w wf f E f w f h f B f B f C f C            (7) 
The functions ( )cf E , ( )Lf w , ( )f h , ( )df B , ( )wf B , ( )df C and ( )wf C  in Eq. (7) are 
assumed as second-order functions of the respective random variables as, 
2
0 1 2( )f z a a z a z                (8) 
The coefficients 0a , 1a and 2a  are established by taking the input-output combinations of the 
three sampling points where all the random variables, except the considered random variable )(z  
are at their mean values.  
Table 3. Comparison of fundamental frequencies at sampling points 
Sl. 
No 
Ec 
(kN/mm2) 
W (kN) 
h  
(mm) 
Bd 
(mm) 
Bw 
(mm) 
Cd 
(mm) 
Cw 
(mm) 
ω (Hz) 
Calculated 
using FEA 
Predicted 
from 
Metamodel 
1 29 700 3200 375 300 350 350 1.441 1.441 
2 24.65 700 3200 375 300 350 350 1.328 1.328 
3 33.35 700 3200 375 300 350 350 1.545 1.545 
4 29 630 3200 375 300 350 350 1.489 1.489 
5 29 770 3200 375 300 350 350 1.397 1.397 
6 29 700 2944 375 300 350 350 1.603 1.603 
7 29 700 3456 375 300 350 350 1.305 1.305 
8 29 700 3200 369.375 300 350 350 1.426 1.426 
9 29 700 3200 380.625 300 350 350 1.455 1.455 
10 29 700 3200 375 291 350 350 1.435 1.435 
11 29 700 3200 375 309 350 350 1.447 1.447 
12 29 700 3200 375 300 344.75 350 1.437 1.437 
13 29 700 3200 375 300 355.25 350 1.454 1.454 
14 29 700 3200 375 300 350 339.5 1.433 1.433 
15 29 700 3200 375 300 350 360.5 1.468 1.468 
 
The number of sampling points required in the HDMR method depends on the number of 
random variables chosen in the problem. For the three-point sampling method, it requires about 
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three equations to evaluate the three coefficients (a0, a1 and a2) for each random variable. For the 
seven (n = 7) random variables taken here, the number of sampling points is (2n + 1 = 15) fifteen. 
Therefore, the number of FEA required for the solution of unknown coefficients are also fifteen. 
The fifteen equations are solved to obtain the unknown coefficients that define the metamodel. 
The output fundamental frequencies at each sampling points are predicted from developed 
metamodel using HDMR. Table 3 compares the fundamental frequencies obtained from FEA with 
those predicted using HDMR. 
The coefficients computed for each random variable for the formation of overall metamodel 
are presented in Table 4. It can be seen that the coefficients 
1a  and 2a  representing the metamodel 
for the random variables, Ec and W are found to be small (with reference to that of other variables). 
This means that the sensitivity of these parameters on the frequency of the frame is less compared 
to that of other random variables. Hence, neglecting these parameters may not affect the output 
frequency significantly.  
 
Table 4. Metamodel coefficients obtained for HDMR. 
Coeffi
cients 
Ec W h Bd Bw Cd Cw 
a0 -0.904 0.685 3.902 -1.713 -0.411 20.949 9.962 
a1 3.74E-02 -1.30E+05 -1.86E-03 6.56E-03 2.07E-03 -1.21E-01 -5.86E-02 
a2 -2.16E-04 4.53E+09 1.99E-07 -5.31E-06 -2.35E-06 1.76E-04 8.61E-05 
 
To evaluate the accuracy of the metamodel expressions, the frequencies at the sampling 
points obtained from FEA and metamodel are plotted graphically and presented in Fig. 3 for 
various selected metamodels. The evaluation of unknown coefficients representing the HDMR 
metamodel involves the solution of simultaneous equations having a number of variables equal to 
the number of unknowns. The other metamodel methods, CCD, BBD, and FFD, involve 
minimization of error to evaluate the unknown coefficients. Due to this reason the R2 values 
observed for the methods, CCD, BBD, and FFD are not exactly unity, while that for HDMR it is 
exactly unity. 
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 (a) HDMR (b) CCD 
 
 (c) BBD (d) FFD 
Figure 3. Comparison of natural frequency responses at sampling points obtained from FEA and 
metamodel methods. 
 
4.3 Comparison of the performance of HDMR with other methods 
The stochastic fundamental frequencies of the frame are obtained as per various metamodel 
expressions (HDMR, CCD, BBD, and FFD) using the values of random input variables (Ec, W, h, 
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Bd, Bw, Cd, Cw) generated considering their statistical properties. It is to be noted that once the 
metamodel is formulated, it can be used for simulations of output frequencies without the need of 
further FEA. Each simulations using the metamodel can be done with the less computational effort 
by eliminating the FEA.  
However, to have a reasonably accurate estimation of the output frequency, a minimum 
number of simulations shall be conducted on the metamodel. A convergence study is conducted 
considering the mean frequency response by varying the number of simulations of metamodel 
from 10 to 100,000. The variation of the mean frequency versus the number of simulations 
obtained for all the metamodel methods is plotted in the Fig. 4. The MCS is also conducted for a 
various number of samples of the same range as a reference. It can be seen that the mean frequency 
is converged to a stable value corresponding to the number of simulations of 100,000 for all the 
methods. Hence, 100,000 simulations are conducted for further studies. The number of simulations 
that yield convergence can only be valid for the demand parameters used in the study. This number 
may change for other demand parameters. 
 
Figure 4. Convergence of mean fundamental frequency from different metamodel methods. 
 
The effectiveness of each metamodel method is studied from the mean and standard 
deviation of the output frequency responses obtained as well as the number of FEA required to 
establish the metamodel. These results are summarized in Table 5. It shows that the HDMR method 
requires the lowest number of FEA (i.e., 15) compared to the other methods to build the 
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metamodel. The mean frequencies and associated standard deviations are calculated using each 
metamodel method considering 100,000 different set of input values. Results are also obtained 
from MCS and LHS methods for reference. The same set of 100,000 input values are used for the 
MCS method. LHS results are obtained for two different number of input variable set: 15 (LHS - 
15) set of input variables to check the performance of HDMR as it required 15 number of finite 
element analyses and 100 (LHS - 100) set of input variables for better accuracy. 
Table 5 shows that mean frequency results of both HDMR and FFD metamodels are in 
close agreement with MCS results (with less than 0.5% error). In the case of CCD and BBD, the 
error reaches up to 1%. However, considering that the HDMR requires the lowest number of FEA 
to generate the metamodel, it can be concluded that the performance of HDMR is better than the 
other metamodel methods. Table 5 shows that the accuracy of the results is found to be marginally 
affected by the sample size chosen for the LHS. The error in the estimate of the mean for a sample 
size of 15 is found to be negligible compared to that of a sample size of 100. Table 5 also shows 
the effectiveness of LHS method over the MCS method as LHS method with sample size of 100 
predicts mean frequencies with a similar accuracy of MCS with sample size of 100,000.  
 
Table 5. Statistical parameters of natural frequency obtained from different methods 
Methods Mean (Hz) Std. Dev. (Hz) 
No. of  samples 
required to create 
metamodels 
HDMR 1.466 0.190 15 
CCD 1.446 0.191 100 
BBD 1.450 0.192 62 
FFD 1.461 0.193 128 
MCS - 100,000 1.460 0.193 - 
LHS - 15 1.465 0.190 - 
LHS - 100 1.459 0.192 - 
 
The fundamental frequency responses obtained from all the metamodel methods, HDMR, 
CCD, BBD, and FFD, are compared with the corresponding values obtained by MCS in Figs. 5a, 
5b, 5c, and 5d respectively. It can be seen that the HDMR method performs better compared to 
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other metamodel methods as evident from the R2 values. Fig. 6 shows the comparison of 
probability distributions of output fundamental frequencies simulated by various metamodel 
approaches along with MCS and LHS - 100 methods. The statistical difference between the 
probability distributions of natural frequencies obtained by the various methods is found to be 
negligible, and the frequencies are found to be normally distributed. 
  
(a) HDMR (b) CCD 
  
(c) BBD  (d) FFD 
Figure 5. Comparison of fundamental frequencies (Hz) predicted by metamodel methods with 
MCS 
 
  16 
 
Figure 6. The probability distribution of natural frequencies obtained by different methods 
 
4.4 Effect of ignoring the less significant random variables on the output frequency  
It is found that the coefficients 
0a  is comparatively smaller (less than unity) for Ec, W and 
Bw. However, values of 1a  and 2a  representing the metamodel for W is considerably higher among 
the three variables. Hence, it can be inferred that the contribution of dispersion of Ec and Bw to the 
output frequencies may not be very significant compared to that of other parameters. Therefore, 
the stochastic natural frequencies are re-calculated by all the metamodel methods, HDMR, CCD, 
BBD and FFD considering the mean values of Ec and Bw and corresponding uncertainty of the 
remaining five random variables. The mean and standard deviation of the output frequency 
responses obtained are summarized in Table 6. The values in the parenthesis represent the mean 
frequencies and the standard deviation of the output frequencies estimated considering all seven 
random variables. Table 6 shows that there are no substantial changes in the output frequencies 
after ignoring the uncertainty of less significant random variables. Table 6 also supports the 
conclusions drawn earlier from the results with all seven random variables. It is to be noted here 
that the dispersions in the output natural frequencies are reduced with the reduction of number of 
input random variables as evident from the standard deviation values. The frequency responses 
obtained from all the metamodel methods, HDMR, CCD, BBD and FFD considering five 
significant random variables are compared with the corresponding values obtained by MCS in 
Figs. 7a, 7b, 7c, and 7d respectively. 
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Table 6. Statistical parameters of natural frequency considering five significant random variables 
Methods Mean (Hz) Std. Dev. (Hz) 
HDMR 1.469 (1.466) 0.157 (0.190) 
CCD 1.450 (1.446) 0.159 (0.191) 
BBD 1.445 (1.450) 0.158 (0.192) 
FFD 1.465 (1.461) 0.159 (0.193) 
MCS - 100,000 1.463 (1.460) 0.160 (0.193) 
LHS -15 1.475 (1.465) 0.179 (0.190) 
LHS - 100 1.467 (1.459) 0.174 (0.192) 
 
  
(a) HDMR (b) CCD 
  
(c) BBD (d) FFD 
Figure 7. Comparison of responses predicted by different metamodel methods considering five 
significant random variables with MCS. 
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It can be seen that the HDMR method perform better compared to other methods as evident from 
the R2 values. The results ignoring the less significant parameters affects the random output 
frequencies only marginally. Therefore, it can be concluded that one can exclude the less 
significant parameters to reduce the computations without much loss of accuracy.  
 
5. NONLINEAR RESPONSE OF RC FRAME 
The response of an RC frame subjected to the earthquake force is random due to uncertainty 
in loading, material and geometric properties of the building frame. Various metamodel based 
approaches described in previous sections are used in this study to obtain stochastic time history 
response of the selected RC frame. Further, the seismic fragilities of the frame for various 
performance levels are computed using the selected metamodel-based approaches considering 
maximum inter-storey drift (ISD) as the damage parameter.  
 
5.1. Modeling of uncertainties and selection of ground motions 
The random variables representing the material properties of the building frame, concrete 
compressive strength (fc), yield strength of steel (fy) and damping ( ), are selected for this study 
and their statistical properties are tabulated in Table 7. Uncertainty in the seismic load is accounted 
in the study by taking PGA as a random variable. Twenty-two pairs of far-field natural ground 
motion records collected from published literature [47] are considered in this study for fragility 
analysis. These natural ground motions are scaled to match the design spectrum of Indian Standard 
[24] with PGAs ranging from 0.1g to 1.0g for non-linear time history analyses using a computer 
program WavGen [48].  
 
Table 7. Random variables for stochastic nonlinear time history analysis of RC frame 
Random variables Mean COV (%) 
Probability 
distribution  
Source 
Concrete compressive 
strength (fc) 
33.66 MPa 21 Normal [49] 
Steel yield strength (fy) 483.47 MPa 10 Normal [49] 
Global damping ratio ( ) 5% 76 Lognormal [34] 
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5.2. Development of metamodel using HDMR 
In line with the free vibration example presented earlier, the metamodel expression is 
considered as a polynomial relationship between the input random variables (fc, fy,   and PGA) 
and the output ISD responses of the frame. Using Eq. (3), the metamodels for mean and standard 
deviation of the output response, ISD can be written in terms of individual metamodel functions 
of each random variables (fc, fy,   and PGA) as: 
0 ( ) ( ) ( ) ( )c yISD f f f f f f f PGA               (9) 
 
0 ( ) ( ) ( ) ( )c yISD g g f g f g g PGA                (10) 
The functions ( )cf f , ( )yf f  ( )f   and ( )f PGA  in Eq. (9) and others in Eq. (10) are 
assumed to be quadratic functions as given in Eq. (8) with coefficients, a0, a1 and a2. The solution 
of three unknown coefficients, a0, a1 and a2, in the assumed quadratic functions require three 
equations for each random variable. The left-hand side of the Eq. (8) shall be obtained from the 
output response at the sampling points (represented by the combination of all input variables as 
per the chosen metamodel method) by conducting finite element analyses. The total number of 
sampling points required in the HDMR method depends on the number (n) of random variables, 
which is four (fc, fy,   and PGA) in this example. Therefore, the total number of sampling points 
for the solution of unknown coefficients for all the random variables are nine (2n+1 = 9). The nine 
sampling points are selected as per the scheme explained in Fig. 1. The values of input variables 
(considered at the sampling points) and the combinations of the input variables at the sampling 
points are as shown in Table 8 and 9, respectively.  
 
Table 8. Input variables used in 3-point sampling in HDMR 
Variable    

    
cf  (MPa) 26.59 33.66 40.73 
y
f  (MPa) 435.13 483.48 531.82 
  (%) 1.2 5.0 8.8 
PGA (g) 0.10 0.55 1.00 
(   and σ are mean and standard deviation of the random variables) 
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It can be seen from Table 8 that fc, fy and   are random variables representing the 
characteristics of the building frame and the variable, PGA denotes the peak value of the 
acceleration of the ground motions.  
 
Table 9. Random variables at sampling points in HDMR method and FEA analysis 
Sl. No fc (MPa)  fy (MPa)   (%) PGA (g) ISD  (%) ISDσ (%) 
1 33.66 483.48 5.0 0.55 2.35 1.24 
2 40.73 483.48 5.0 0.55 2.26 1.23 
3 26.59 483.48 5.0 0.55 2.47 1.26 
4 33.66 531.82 5.0 0.55 2.35 1.23 
5 33.66 435.13 5.0 0.55 2.35 1.26 
6 33.66 483.48 1.2 0.55 3.17 1.74 
7 33.66 483.48 8.8 0.55 1.91 0.99 
8 33.66 483.48 5.0 1.00 5.03 2.65 
9 33.66 483.48 5.0 0.10 0.35 0.14 
 
The computational models (at sampling points) of the building corresponding to the first 
three random variables (fc, fy and ) are developed to conduct nonlinear time history analyses using 
selected 22 pairs of ground motions. Mean (ISDµ) and standard deviation (ISDσ) of the ISD 
responses for each computational model are recorded. The unknown coefficients for input random 
variables (refer to Eq. 8) are obtained using the nonlinear time history results, and HDMR 
metamodels for ISDµ and ISDσ are developed. Overall metamodel that represents the stochastic 
ISD response is expressed by combining the metamodels for ISDµ and ISDσ as: 
[0, ]ISD ISD N ISD
 
               (11) 
Where ISD = Maximum inter-storey drift obtained from the overall metamodel, ISDµ = Metamodel 
representing mean of the inter-storey drift (Eq. 9), ISDσ = Metamodel representing the standard 
deviation of the inter-storey drift (Eq. 10) and [0, ]N ISD = Normal probability distribution with 
mean zero and standard deviation, ISDσ. The coefficients (a0, a1, and a2) computed for each random 
variable to form the overall metamodel is presented in Table 10. 
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5.3. Development of metamodel using CCD and BBD methods 
The input random variables are sampled to construct the metamodel for other response 
surface methods (CCD and BBD) as per the corresponding DOE technique. The general 
metamodel relationship connecting the input random variables and output ISD can be obtained by 
considering the linear and quadratic terms (neglecting the effect of interaction terms of the random 
variables) from Eq. (2).  
 
Table 10. Coefficients of input random variables for HDMR metamodel 
Metamodel coefficients cf  yf    PGA 
For ISDµ 
a0 0.922 0.200 1.157 -2.355 
a1 -0.040 -0.001 -29.752 3.363 
a2 0.0004 0.0000 132.1000 1.6702 
For ISDσ 
a0 0.264 0.588 0.710 -1.305 
a1 -0.013 -0.002 -18.512 1.953 
a2 0.0002 0.0000 86.2340 0.7648 
 
The metamodels for mean and standard deviation of ISD can be expressed as given in Eq. 
(12) and Eq. (13). 
2 2 2 2
0 1 2 3 4 11 22 33 44c y c yISD f f PGA f f PGA                               (12) 
2 2 2 2
0 1 2 3 4 11 22 33 44c y c yISD f f PGA f f PGA                                (13) 
The coefficients of these metamodel relationships are found out in this study using 
conventional DOE methods.  
The accuracy of the metamodel expressions can be studied by comparing the output ISD 
values predicted by different metamodel methods with those obtained from nonlinear time history 
analysis  at sampling points as presented in the Figs. 8a, 8b, and 8c respectively for HDMR, CCD, 
and BBD. R2 values show that the HDMR method predicts ISD response more accurately in 
comparison with other metamodel methods (CCD and BBD). 
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(a) HDMR  (b) CCD (c) BBD 
Figure 8. Comparison of ISD ratio (%) responses obtained from different metamodels with FEA. 
 
5.4. Comparison of probability distributions of ISD 
In order to understand the effectiveness of HDMR method over the conventional 
metamodel methods, a comparison of the probability distribution of simulated ISD values from 
HDMR, CCD and BBD are presented in Fig 9. The probability distributions of ISD responses from 
the three methods (HDMR, CCD and BBD) are found to be overlapping.  
 
 
Figure 9. Comparison of probability distributions of ISD responses 
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The mean and standard deviation of the ISD responses and the number of nonlinear time history 
analysis required for developing the metamodel in each method are presented in Table 11. Table 
11 shows that the HDMR metamodel method requires nonlinear time history analyses only at nine 
set of sampling points in comparison with 37 for CCD and 28 for BBD. However, mean and 
standard deviations of ISD responses obtained from three selected methods do not differ 
significantly. This means that the three methods could predict the ISD responses with the similar 
accuracy although HDMR method needs less number of sampling points compared to others. 
 
Table 11. Comparison of ISD responses obtained from different methods 
Method Mean (%) 
Standard deviation 
(%) 
Number of sample 
points required 
HDMR 2.63 2.09 9 
CCD 2.61 2.12 37 
BBD 2.66 2.17 28 
 
6. FRAGILITY CURVES USING DIFFERENT METAMODEL BASED METHODS  
A fragility function represents the probability of ISD exceeding a selected performance 
level at a specific intensity level. Fragility curve presents a cumulative probability distribution 
which indicates the probability that a building will be damaged to a given damage state or a more 
severe one, as a function of intensity level. Many previous studies use nonlinear dynamic analyses 
to develop the fragility curves of RC structures using a closed form equation [50-52]. However, 
metamodel based approaches, HDMR, CCD, and BBD are used to develop the fragility curves for 
various performance limit states in this study. The limit states corresponding to various 
performance levels required for the fragility analysis are taken from standard guidelines [53] and 
presented in Table 11.  
 
Table 11. ISD limits associated with various structural performance levels 
Performance level ISD (%) 
Immediate Occupancy (IO) 1 
Life Safety (LS) 2 
Collapse Prevention (CP) 4 
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6.1. Convergence studies 
The number of simulations required to produce a reasonably accurate and consistent 
estimation of the probability of exceedance using various metamodel based approaches (HDMR, 
CCD, and BBD) is determined by carrying out a convergence study. A specific value of PGA of 
0.55g is selected as the intensity measure, and the number of simulations of the metamodel is 
varied from 10 to 100,000 to obtain the probability of exceedance at CP limit state. The variation 
of the probabilities of exceedance with the number of simulations is presented in Fig. 10. It is 
found that the number of simulations required to yield reasonably good converged estimation of 
the probability of exceedance is about 100,000. The same number of simulations are considered 
further to obtain the fragility curves. 
 
 
Figure 10. Convergence study for various metamodel methods. 
 
6.2. Fragility curves using selected Metamodels 
The mean and standard deviation of the output responses in each metamodel method 
(HDMR, CCD, and BBD) are expressed in terms of the input random variables as per the assumed 
metamodel. The values of input variables are randomly generated using MCS based on their 
respective probability distributions to obtain corresponding output ISD responses. 100,000 number 
of simulations are conducted for each PGA level, and the number of simulations with ISD 
responses exceeding each of the performance limit states, IO, LS, and CP are found out. This is 
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expressed as a fraction of the total number of simulations at each PGA to obtain the exceedance 
probability at each limit state. Accordingly, the fragility functions are obtained for selected PGA 
using each metamodel approaches. Comparison of fragility curves obtained from each metamodel 
method is presented in Figs. 11, 12 and 13 respectively for the IO, LS and CP performance limit 
states. The fragility curves developed using the three methods (HDMR, CCD, and BBD) are found 
to overlap, which indicates that the three methods could predict the ISD responses almost with the 
same accuracy, while HDMR method takes less number of sampling points and computations 
compared to others. 
 
 
Figure 11. Fragility curves for IO limit state. 
 
 
Figure 12. Fragility curves for LS limit state. 
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Figure 13. Fragility curves for CP limit state. 
 
Once the metamodel is obtained in the HDMR method, further FEA of the computational 
model can be eliminated, which is an advantage of metamodel-based methods. Out of all other 
metamodel-based methods, HDMR is found to be more effective with less computation. It is to be 
noted that the fragility curves developed in this study assume a deterministic value of limit state 
capacity. However, uncertainties may exist in the limit state capacity [54], which can be 
incorporated by considering the limit state capacity as a random variable. The formulation of 
response surface (using HDMR, CCD, and BBD) metamodel expression and its simulation, 
incorporating the limit state capacity as a random variable is possible for the development of 
fragility curves. This process requires only the statistical properties of the limit state capacity. 
Therefore, the metamodel method is more convenient for this purpose than other methods of 
evaluating the fragility curves. 
 
7. Conclusions 
Randomness exists in the responses of reinforced concrete structures due to the 
uncertainties in geometry, material properties, and loading. A stochastic analysis incorporating the 
uncertainties in the input properties is essential to study the random dynamic responses. Statistical 
or non-statistical approaches can be employed to conduct such stochastic analysis. Monte Carlo 
Simulation is an accurate statistical method for stochastic analysis. Non-statistical approaches 
based on metamodel concepts have been reported as an alternative to computationally intensive 
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statistical approaches. The present study explores the application of non-statistical high 
dimensional model representation (HDMR) metamodel for the dynamic analysis of buildings. The 
effectiveness of non-statistical HDMR is evaluated in the current study by comparing its results 
with those of the traditional approaches such as response surface method using the design of 
experiments (DOE). For this purpose, the current study selected typical RC building with material 
and geometric uncertainties. Salient conclusions noted from the case studies are as follows.  
 HDMR method found to yield output responses with similar accuracy with lowest 
computational effort compared to other metamodel-based approaches for both the examples 
considered in this study. 
 The results show that the insignificant random parameters can be excluded from the analysis 
using HDMR metamodel to reduce the computational effort further without much loss of 
accuracy. 
 This paper attempted to use the HDMR metamodel approach for the first time to develop 
seismic fragility curves of RC framed buildings. This approach is found to be promising as it 
involves much lesser computation compared to other traditional methods. 
Although the results are deduced based on the selected case studies, the methodology is 
applicable and relevant to other structures also. The significance of the HDMR lies in the less 
number of sampling points compared to the traditional response surface methods. 
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