Abstract: We are interested in the harmonic analysis on p-adic homogeneous spaces based on spherical functions. In the present paper, we investigate the space X of unitary hermitian matrices of size m over a p-adic field k and give unified description including dyadic case, which is a continuation of our previous papers on non-dyadic case. The space becomes complicated when e = v π (2) > 0. First we introduce a typical spherical function ω(x; z) on X, and study their functional equations, which depend on m and e, we give an explicit formula for ω(x; z), where Hall-Littlewood polynomials of type C n appear as a main term with different specialization according as m = 2n or 2n + 1, but independent of e. By spherical transform, we show the Schwartz space S(K\X) is a free Hecke algebra H(G, K)-module of rank 2 n , and give parametrization of all the spherical functions on X and the explicit Plancherel formula on S(K\X). The Plancherel measure does not depend on e, but the normalization of G-invariant measure on X depends.
§0 Introduction
We have been interested in harmonic analysis on p-adic homogeneous spaces based on spherical functions. We have considered the space of p-adic unitary hermitian matrices of even size in [HK1] and [HK2] mainly for odd residual case, and in the present paper we will give the unified description including even residual case. All the results for odd residual case have been proved in [HK1] (resp. [HK2] ) for even (resp. odd) size matrices. When the matrix size is even, the space has a natural close relation to the theory of automorphic functions and classical theory of sesquilinear forms (e.g. [H3] , [HS] ), where we didn't need to distinguish the dyadic case.
We fix an unramified quadratic extension k ′ of p-adic field k, and consider hermitian and unitary matrices with respect to k ′ /k, and for a ∈ M mn (k ′ ) we denote by a * ∈ M nm (k ′ ) its conjugate transpose. Let π be a prime element of k and q the cardinality of the residue class field O k /(π). Denote by j m ∈ GL m (k) the matrix whose all anti-diagonal entries are 1 and others are 0, where and henceforth m is an integer such that m ≥ 2. Set
where Φ y (t) is the characteristic polynomial of matrix y. We note that X is a single G(k)-orbit over the algebraic closure k of k. We fix K = G ∩ GL m (O k ′ ), which is a maximal compact open subgroup of G satisfying the Iwasawa decomposition G = KB = BK with Borel subgroup B of G consisting of all the upper triangular matrices in G. For dyadic case, i.e. v π (2) > 0, there are K-orbits in X which have no diagonal element (cf. Theorem 1 below); while for the space of unramified hermitian matrices in GL m (k ′ ), each GL m (O k ′ )-orbit has a diagonal representative ( [Ja] ). It is known in general that the spherical functions on various p-adic groups Γ can be written in terms of the specialization of Hall-Littlewood polynomials of the corresponding root structure of Γ (cf. [M2, §10] , also [Car, Theorem 4.4] ). For the present space X, the main term of spherical functions can be written by using Hall-Litllewood polynomials of type C n with different specialization according to the parity of m, independent of the residual characteristic (cf. Theorem 3 below). By using spherical functions we study the Schwartz space S(K\X), and show its H(G, K)-module structure, parametrization of all the spherical functions on X and Plancherel formula and Inversion formula on S(K\X)(cf. Theorem 4 below).
We will explain the results in some more details. Set n = m 2 , e = v π (2) (≥ 0) (0.1) and denote the corresponding groups G, B, K and space X with subscript and superscript if necessary, as G (ev) n , X (ev) n for m = 2n, and G
(od)
n , X (od) n for m = 2n + 1, etc. According to the parity of m, G has the root structure of type C n for even m or type BC n for odd m. We fix a unit ǫ ∈ k for which {1,
} forms an O k -basis for O k ′ , where v π (1 − ǫ) = 2e (cf. [Om, §64] ). Set and understand x λ = y λ if r = 0, where and henceforth we write simply as x λ or y λ , if there is no danger of confusion. Here and henceforth empty entries in matrices should be understood as 0.
Theorem 1 (1) The map Λ + n −→ K\X, λ −→ K · x λ is surjective. Further, it is bijective if m is even, m = 3, or e = 1.
(2) There are precisely two G-orbits in X represented by x λ with λ = 0 and (1, 0, . . . , 0).
It is known that each x λ , λ ∈ Λ + n , gives a different K-orbit, since it gives a different GL m (O k ′ )-orbit in the space of hermitian matrices in GL m (k ′ ), where m = 2n or 2n + 1. Hence, when e = 0, it is enough to show that any K-orbit has a representative of the shape x λ , λ ∈ Λ + n , which has been done in [HK1] for even m and [HK2] for odd m. For e > 0, we have to prove also the non-redundancy within the above representatives, which will be done as a corollary of the explicit formula of spherical functions on X for n ≥ 2, i.e., m ≥ 4 (cf. Theorem 3).
A spherical function on X is a K-invariant function on X which is a common eigenfunction with respect to the convolutive action of the Hecke algebra H(G, K), and a typical one is constructed by Poisson transform from relative invariants of a parabolic subgroup. We take the Borel subgroup B consisting of upper triangular matrices in G. For x ∈ X and s ∈ C n , we consider the following integral
where | | is the absolute value on k normalized by |π| = q −1 , q = ♯ (O k /(π)), d i (y) is the determinant of the lower right i by i block of y, 1 ≤ i ≤ n, and dk is the normalized Haar measure on K. Then the right hand side of (0.3) is absolutely convergent for Re(s i ) ≥ 0, 1 ≤ i ≤ n, and continued to a rational function of q s 1 , . . . , q sn , and we use the notation ω(x; s) in such sense. Since d i (x)'s are relative B-invariants on X such that
we see ω(x; s) is a spherical function on X which satisfies
where dp is the normalized left invariant measure on B with modulus character δ. The Weyl group W of G relative to B acts on rational characters of B, hence on s. It is convenient to introduce the new variable z ∈ C n related to s by
Then W = S n , τ acts on z by permutation of indices as for the elements of S n and τ (z 1 , . . . , z n ) = (z 1 , . . . , z n−1 , −z n ). Keeping the above relation (0.4), we denote ω(x; z) = ω(x; s) and λ s = λ z . Then λ z gives the Satake isomorphism
We will give the functional equation of ω(x; z) with respect to W . We set
where e i ∈ Z n is the i-th unit vector, and define a pairing
Theorem 2 Assume e ≤ 1 if m is odd.
(1) For any σ ∈ W , one has
where
and α runs over the set
(2) The function q − e, z G(z) · ω(x; z) is holomorphic and W -invariant, hence belongs to
Here
and α runs over the set Σ + s for m = 2n and Σ + for m = 2n + 1.
As for the explicit formula of ω(x; s) it suffices to give for x λ by Theorem 1 (1).
where G(z) is given in Theorem 2, z 0 is the value in z-variable corresponding to s = 0,
We see the main part
by Theorem 2. It is known that Q µ (z; {t}) is a constant multiple of Hall-Littlewood polynomial P µ (z; {t}) and the set { P µ (z; {t}) | µ ∈ Λ + n } forms a C-basis for R (for more details, see Remark 3.2). Hence we see the non-redundancy for the representatives in Theorem 1-(1). The influence of the residual characteristic of the base field k in the explicit formula of ω(x λ ; z) appears as shifting λ + e in Q λ or P λ and the factor q e, z . We modify the spherical function by using the value at x (−e) , (−e) ∈ Λ + n as
and define the spherical Fourier transform on the Schwartz space S(K\X) by
where dx is a G-invariant measure on X. Then it satisfies
where λ z is the Satake isomorphism given in (0.5).
Theorem 4 Assume e ≤ 1 if m is odd.
(1) The above spherical Fourier transform is an H(G, K)-module isomorphism and S(K\X) becomes a free H(G, K)-module of rank 2 n .
(2) All the spherical functions on X are parametrized by z ∈ C 2π √ −1 log q n W through λ z , and the set Ψ(x; z + u) u ∈ {0,
where dz is the Haar measure on a * . By the normalized G-invariant measure dx on X (explicitly given in Lemma 4.3), one has
(4) (Inversion formula) For any ϕ ∈ S(K\X), one has
The spherical function Ψ(x; z) and the G-invariant measure dx on X depend on m and e = v π (2), while the Plancherel measure dµ(z) depends only on m. A key point to establish Theorems 2, 3 and 4 for e > 0 is the functional equation of ω(x; z) for n = 1, i.e., m = 2 and 3 (cf. Proposition 2.3 and Proposition 2.4 ). If (2.14) in Proposition 2.4 is true for general e > 0, then we may erase the assumption e ≤ 1 for odd m in Theorems 1, 2, 3 and 4 (cf. Remark 2.5). §1 The space X 1.1. Let k ′ be an unramified quadratic extension of a p-adic field k and consider hermitian and unitary matrices with respect to k ′ /k, and for a ∈ M mn (k ′ ) we denote by a * ∈ M nm (k ′ ) its conjugate transpose. Let π be a prime element of k and q the cardinality of the residue class field O k /(π), and we normalize the absolute value on k by |π| = q −1 and denote by v π ( ) the additive valuation on k. We set e = v π (2). We fix a unit ǫ ∈ O × k for which {1,
We denote by N the norm map N k ′ /k , and set
where and henceforth empty entries in matrices should be understood as 0.
We consider the unitary group for m ≥ 2
and the spaces of hermitian matrices in G
where Φ y (t) is the characteristic polynomial of a matrix y, and we see det(x) = 1 for any x ∈ X. The group G acts on X and X by
This action can be extended to the algebraic closure k of k, and the set X(k) is decomposed into G(k)-orbits as follows (cf. [HK1, Appendix A]) : , and X = X(k) ∩ G. It is easy to see the following:
We fix a maximal compact subgroup K of G by
(cf. [Sa, §9] ), and take a Borel subgroup B of G consisting of all the upper triangular matrices in G. Then the group G satisfies the Iwsawa decomposition G = BK = KB. We are interesting in K-orbit decomposition of X. To state the results we prepare some notation. We set n = m 2 (1.5) and denote the corresponding groups G, B, K and the space X with subscript and superscript if necessary, as G for m = 2n + 1, etc. We set 6) and for each λ ∈ Λ + n such that
for m = 2n and
for m = 2n + 1 as follows
and understand x λ = y λ if r = 0, where and henceforth we write simply as x λ or y λ , if there is no danger of confusion.
The above map is bijective if m = 2n, m = 3, or e = 1. (3) There are precisely two G n -orbits in X n represented by x 0 = 1 m and
We recall some classical results on unramified hermitian forms (cf. [Ja] ). The group
Remark 1.2 As for (1), we have shown for even m in [HK1, §1] and for odd m with e = 0 in [HK2, §1] . In §1.2 (resp. §1.3), we will show the statement (1) for m = 3 (resp. general odd m). The non-redundancy of the representatives for e = 0 follows from (1.9). For e > 0, we see there are K-orbits without any diagonal element by Proposition 1.3 below, and non-redundancy for m = 2, 3 follows from this and the value ℓ(x − j m ) (cf. (1.11) below). We will see the non-redundacy for general m as a corollary of the explicit formula of spherical functions in §3 (See Remark 3.3). The property (3) is independent of the residual characteristic and we may prove in a similar way as in [HK1] and [HK2] , so we omit the proof. We note here the stabilizer of G(k) at x = 1 m is isomorphic to
, and explicitly given as follows ([HK1, (1.5) 
where j = j n and ν ∈ k such that νν * = 2. Here, we may take ν within k ′ if e = 0, while for e > 0, we understand * as an extended automorphism of k.
Proof. If K · x contains a diagonal element, it must contain 1 m . On the other hand, since any k ∈ K fixes j m , we have 1 m ≡ j m (mod (π)), which is a contradiction. 11) and say an entry of a to be minimal if its v π -value is −ℓ(a).
and the equalities hold if a ∈ GL m (O k ′ ).
(2) For any g ∈ G, one has ℓ(g) ≥ 0, and the equality holds if and only if g ∈ K.
Proof.
, and similarly we have
, we have the opposite inequalities and then
1.2. In this subsection we consider the case m = 3 and prove the following proposition. 
The set R − 1 is non-empty only if e > 0. In that case, for x ∈ X 1 , K 1 ·x has a representative in R − 1 if and only if x ≡ j 3 (mod (π)), and then r = ℓ(x − j 3 ).
We write down the group K 1 = K (od) 1 explicitly for convenience. Lemma 1.6
Proof of Proposition 1.5. The strategy is similar to [HK-II]- §1.2.We take an element x ∈ X 1 , write it as 12) and show that the orbit K 1 · x has an element x ℓ with ℓ ≥ −e as in the statement.
By the fact x ∈ G and Φ xj 3 (t) = (t 2 − 1)(t − 1), we obtain the following equations
By the action of j 3 , it suffices to consider the case a = 0. By the action of an element of
we may assume b = 0 in (1.12). Then, by (1.13) and (1.14), we have
Thus, we may assume
( 1.16) where g = 0 follows from ǫ / ∈ k ×2 . We consider two cases according to v π (g).
(ii) Assume that v π (g) > 0. Since an element of k square modulo 4πO k is a square in k, the relation c
By the equation
which yields b = 0 and a = π −r (1 − ǫ). Hence
(1.18)
We note x −r appears only if e > 0 and cannot be diagonalized by Proposition 1.3.
[Case 2] ag = 0. We may assume a = 0. By (1.13) and (1.14), we see b = 0, c = 1, d = −1, and 2g + f f * = 0. Hence we see
′ satisfies the assumption of Case1, and we have done. If h = 0 and
Hence we have only to consider h = 0 in (1.19). i.e.
For an element k in K 1 given by
which is K 1 -equivalent to
If e > 0, the above x −e cannot be diagonalized by Proposition 1.3 and one of the required representatives. If e = 0, x −0 reduces to Case 1-(i), and actually one has
( 1.21) By (1.13b) and (1.13d), we have aN(f ) = N(b)g, which implies
We show v π (c) ≥ 0. If it was not, by (1.13a) and the assumption of Case 3, we had
which is a contradiction. Hence v π (c) ≥ 0, and again by (1.13f) and the assumption of Case 3, we have
Then by (1.13f)
hence we see
Setting v π (b) = m(≥ r), one has v π (a) = 2m − e by (1.13c). We may take the unit part of a off, and assume x becomes 23) and the set of equations (1.13) becomes π 2(m+r−e) w + π m+r uv + c 2 = 1,
Then together with (1.23), we have
Now we have
We will show there exists some k ∈ K 1 for which the second entry (ky) 2 of ky =0. Then
, which reduces to Case 1 or Case 2 (if e > 0, x is equivalent to some x −ℓ , 1 ≤ ℓ ≤ e, by Proposition 1.3). Set 24) and solve
Since r > e, we may choose µ ∈ O k for which the latter factor in the left hand side of (1.27) becomes a unit in O k , then for suitable α ∈ O × k ′ we establish the identity (1.27). Finally taking β such as N(α) + β + β * = 0, we obtain k ∈ K 1 for which (ky) 2 = 0, which establishes (1.25).
Thus we have shown that any K 1 -orbit in X 1 has a representative in R + 1 ⊔ R − 1 and K 1 · x ∩ R − 1 = ∅ if and only if e > 0 and x ≡ j 3 (mod (π)). It is known that each
forms a set of complete representatives of K 1 \X 1 .
1.3. In this subsection we will show Theorem 1.1-(1) for the case m = 2n + 1 with n ≥ 2. Our strategy is similar to HK-II (we have to be careful for e > 0.) Lemma 1.7 Let n ≥ 2. Then every x ∈ X n has a minimal entry except (n + 1, n + 1)-entry.
Proof. Assume x had unique minimal entry
which is impossible.
The following lemmas can be shown in the same way as in [HK-II] , so omit the details of proofs. Lemma 1.8 Let n ≥ 2 and assume that (A1, n) : x ∈ X n has a minimal entry in the diagonal except the (n + 1, n + 1)-entry.
Outline of a proof. By the action of W , we may assume that (2n + 1, 2n + 1)-entry of x is minimal, and then we may arrange it into the above shape by the suitable K-action. Lemma 1.9 Let n ≥ 2 and assume one of the following conditions hold:
(A2, n) : x ∈ X n has a minimal entry outside of the diagonal, the anti-diagonal, the (n + 1)th row, and the (n + 1)th column.
(A3, n) : x has a minimal entry and a non-minimal entry in the anti-diagonal except the (n + 1, n + 1)-entry.
Outline of a proof. Write ℓ = ℓ(x). Under the condition (A2, n), such minimal entries appear in pair, since x is hermitian. Then, through the action of W and GL 2 (O k ′ ), we may assume that the lower right 2 by 2 block of x is π −ℓ 0 0 π −ℓ , then we may arrange it into the above shape by the suitable K-action. As for y, it is clear that y = y * and ℓ(y) ≤ ℓ. Considering the characteristic function of xj 2n+1 , we see y ∈ X n−2 if n ≥ 3 and y = 1 if n = 2.
As for the condition (A3, n), together with the action of W , we may assume the upper right 2 by 2 block of x is a ξ b c such that v π (ξ) = −ℓ and a, b, c ∈ π
the (1, 2n)-entry becomes a + b − c − ξ, and its v π -value is ℓ = ℓ(x). Thus it reduces to the case (A2, n).
We have to consider the remaining case, which is the assumption (A4, n) below. The statement for the non-dyadic case is a refinement of [HK-II, Lemma 1.9]. Lemma 1.10 Let x ∈ X n with n ≥ 2. Assume that (A4, n) : any minimal entry of x ∈ X n stands in the anti-diagonal, the (n + 1)th row, or the (n + 1)th column, and that all the anti-diagonal entries except (n + 1, n + 1) are minimal. Then ℓ(x) = 0, and
Proof. By the action of W and suitable K-action, we may assume x has the shape
Since xj 2n+1 xj 2n+1 = 1 2n+1 , by its (1, 2n + 1)-entry and (2n + 1, 1)-entry, we have
hence α nor κ is not minimal, which means any entry outside of the anti-diagonal is non-minimal. Setting
First we consider the non-dyadic case, where 1 ≡ −1 (mod (π)). By the characteristic polynomial, we have
hence we may assume ξ 1 ≡ ξ 2 (mod (π)), after suitable W -action if necessary. For
where Cj 2n−3 = Diag(ξ 3 , . . . , ξ n , u, ξ n , . . . , ξ 3 ) and ξ 1 − ξ 2 ≡ 0 (mod (π)). Since h · x satisfies (A2, n) with ℓ = 0, we see
Then, we see inductively K · x contains 1 2n+1 .
Now we assume k is dyadic. Then x ≡ j 2n+1 ( mod (π)) and x is not diagonalizable, by Proposition 1.3.
[Case 1] We assume that there is a non-zero entry of x outside of the anti-diagonal, (n+1)-th row and (n+ 1)-th column, i.e. within * -places of (1.29). Let ℓ be the minimal v π -value within those entries. Then, after suitable K-action, we may assume the (2n + 1, 2n + 1)-entry of x is π ℓ . Further, after suitable K-action, we may assume
, and "κ = 0 or v π (κ) < ℓ". By (i, 1)-entry with i = n + 1 of xj 2n+1 xj 2n+1 = 1 2n+1 and hermitianess of x, we have
From the above x, we set
and see z or −z is an element of X 1 with ℓ(z) = 0 (cf. (1.4) ). By the action of
we may change z in x of (1.30) into ±x
−r for some r with 1 ≤ r ≤ e, where the superscript (1) indicates the size (m, n) = (3, 1). When −x
(1) −r appears as z, by the action of K 0 := U(j 2 )(O k ′ ) (tentative naming) through the embedding
we may change z = −x
where r 1 might be changed from r but still 1 ≤ r 1 ≤ e. Anyway, we see
Since Φ xj 2n+1 (t) = (t 2 − 1)Φ yj 2n−1 (t), we see y ∈ X n−1 , and y satisfies (A4, n − 1). By an inductive procedure, we see the K-orbit of x contains a matrix of type (1.28).
[Case 2] We consider the remaining situation of Case 1, i.e. any entry of * -places of x in (1.29) is 0. Then α = κ = 0 follows from xj 2n+1 xj 2n+1 = 1 2n+1 , and we have
in stead of z of (1.30). By the same procedure as Case 1, we see K · x contain a matrix of type (1.28).
By Proposition 1.5, Lemma 1.8, Lemma 1.9 and Lemma 1.10, we see for every x ∈ X, K · x has a representative of shape x λ for some λ ∈ Λ + n , which completes the proof of Theorem 1.1-(1). §2 Spherical function on X 2.1. We consider m = 2n or 2n + 1, and write X = X n , G = G n , B = B n , K = K n . For g ∈ G, we denote by d i (g) the determinant of the lower right i by i block of g. Then d i (x), 1 ≤ i ≤ n, are relative B-invariants on X associated with rational character ψ i of B, where
We set
For x ∈ X and s ∈ C n , we consider the integral
where | | is the absolute value on k normalized by |π| = q −1 , dk is the normalized Haar measure on K. The integral in (2.1) is absolutely convergent if Re(s i ) ≥ 0, 1 ≤ i ≤ n, and continued to a rational function of q s 1 , . . . .q sn , and we use the notation ω(x; s) in such sense. We call ω(x; s) a spherical function on X, since it becomes an H(G, K)-common eigenfunction on X (cf. [H1, §1] , [H2, §1] ). Indeed, H(G, K) is a commutative C-algebra spanned by all the characteristic functions of double cosets KgK, g ∈ G, by definition, and we see
where dg is the Haar measure on G normalized by K dg = 1, and λ s is the C-algebra homomorphism (Satake transform) defined by
, dp is the left-invariant measure on B such that B∩K dp = 1, and δ(p) is the modulus character of dp (d(pq) = δ(q) −1 dp).
It is convenient to introduce a new variable z which is related to s by
and denote ω(x; z) = ω(x; s) and λ z = λ s .
Remark 2.1 For the case m = 2n, we have slightly changed the shift of invariants in (2.1) and (2.4) from those in [HK1] , where we set s n = −z n − 1 2
. By the explicit formula of ω(x; z) (Theorem 3.1), we will see the present ω(x; z) takes the same value as before on G · x 0 and the multiple by (−1) on G · x 1 , and we will explain the reason of this change in Remark 3.4.
Keeping the relation (2.4), we see
where W is the Weyl group of G with respect to the maximal k-split torus in B. Then W ∼ = S n ⋉ (±1) n acts on s and z through rational characters of B, where W is generated by S n and τ , S n acts on z by the permutation of indices and τ (z) = (z 1 , . . . , z n−1 , −z n ). The functional equation with respect to S n is reduced to the case of unramified hermitian forms as follows. Define an embedding
Then, as is considered in [HK1] and [HK2] , we have
where D(k · x) is the lower n by n block of k · x, and ζ (h) * (y; s) is a spherical function on hermitian matrices H n (k ′ ). Since the behaviour of ζ 
2.2.
In this subsection we study ω(x; s) for the case (m, n) = (2, 1) and show the following. As a result, we see again the set X ev 1 = x λ λ ∈ Λ + 1 forms a set of complete representatives of K 1 \X 1 , since ω(x λ ; z) takes different value for each λ for generic z.
.
In particular, for any
We have proved for e = 0 in [HK1, Proposition 2.4], but we give a unified proof for e ≥ 0 here. It is easy to see
and vol(K 1,1 ) = 1 1+q −1 and vol(K 1,2 ) = q −1 1+q −1 with respect to the measure on K 1 normalized by vol(K 1 ) = 1.
(1) The case x λ = Diag(π λ , π −λ ) with λ ≥ 0.
and for r ≥ 0
Hence we see
On the other hand, for h = πu
By (2.7) and (2.8), we obtain for
with −e ≤ λ < 0, only when e > 0.
Since e > 0 and v π (1 − ǫ) = 2e, we see
We have
and, for j > 0,
Hence, for λ = −r < 0,
(2.10)
On the other hand, for h = πu √ ǫ 1 + πuv
Hence we obtain
By (2.10) and (2.11), we obtain for λ = −r with 1 ≤ r ≤ e and s = −z − 1 2 ∈ C,
We have established the explicit formula of ω(x; s) by (2.9) and (2.12), from which the property (2.6) follows.
2.3.
In this subsection we study ω(x; s) for (m, n) = (3, 1) under the assumption e ≤ 1 and show the following. The odd residual case (e = 0) has been proved in [HK2, Proposition 2.3] . As a result, we see again the set X
forms a set of complete representatives of K 1 \X 1 , since ω(x λ ; z) takes different value for each λ for generic z.
Proposition 2.4 Assume e ≤ 1. Then, for x λ ∈ X od 1 , one has
(2.13)
In particular, for any x ∈ X (od) 1
,
Remark 2.5 We expect Proposition 2.4 holds for every e ≥ 0. If the property (2.14) holds for any e ≥ 0, then all the statements in this paper will hold for any e ≥ 0. At the moment, because of the calculation of (2.13), for odd m, we establish only for e = 0, 1.
Recall the expression of K 1 given in Lemma 1.6. We see
Lemma 2.6 We normalize the Haar measures on k ′ by vol(O k ) = 1. (1) For r ∈ N and c 1 ∈ O k with v π (c 1 ) < r, one has
(2) For any c 1 ∈ O k , one has
for odd r = v π (c 1 )
Since the norm map induces the surjective group homomorphism
As for (2), the result is clear except for the case r = v π (c 1 ) is even. We see
Lemma 2.7 By the Haar measures on k and k
and by the Haar measure on G 1 normalized by vol(K 1 ) = 1, one has
Proof. By Lemma 2.6, we obtain
(
Now we see the volume of K 1,1 and K 1,2 as above, by the explicit description of K 1 in Lemma 1.6.
In the rest of this subsection we assume e = 1, i.e., 2 is a prime element in k. As for the calculation of |d 1 (h · x λ )| , λ ≥ −1 , only the third row of h ∈ K 1 is concerned.
(1) The case λ ≥ 0.
Here, since we have
we see
By Lemma 2.7, we have
For simplicity of notation, we set t = q −1 and X = q −s . We calculate the value µ(λ, r) case by case by using Lemma 2.6. the case even r with 0 ≤ r ≤ λ − 1:
the case odd r with 0 ≤ r ≤ λ − 1:
the case r = λ is even:
the case r = λ is odd:
the case r = λ + 1 and λ is even:
the case r = λ + 1 and λ is odd:
µ(λ, r) = 0 if r ≥ λ + 2 and λ is even.
the case r ≥ λ + 2 and λ is odd:
By these data, we obtain the value
If λ is even,
if λ is odd,
Together with (2.15), we continue the calculation, where we recall the relation s
which is the same with (2.17), and we obtain the same expression (2.18) for odd λ. Thus we have proved the formula (2.13) for e = 1 and λ ≥ 0.
(2) We consider the remaining case for e = 1, i.e. λ = −1, π = 2, and
Here, since we have (2.16) and
Then we have
and for r ≥ 2,
Hence we have
and together with (2.19), we obtain 20) which coincides with (2.13) for e = 1 and λ = −1. Thus we have established the explicit formula of ω(x; s) by (2.18) and (2.20), from which the property (2.14) follows.
2.4.
In this subsection we give the functional equation with respect to τ for general n.
Theorem 2.8 Assume e ≤ 1 if m is odd. For general size n, the spherical function satisfies the functional equation
where τ (z) = (z 1 , . . . , z n−1 , −z n ).
For n = 1 the statement has been shown in Proposition 2.2 and Proposition 2.3. Hereafter we assume n ≥ 2, i.e., m ≥ 4, and set
Then the standard parabolic subgroup P of G attached to τ is given as follows, keeping r as above, 21) where B n−1 (k ′ ) is the Borel subgroup of GL n−1 (k ′ ) consisting of all the upper triangular matrices. Here d i (x) is a relative P -invariant for 1 ≤ i ≤ n − 1, but d n (x) is not. We enlarge the group and the space and consider the action of
where ρ(p) = h ∈ U(j r ) for the decomposition of p as in (2.21). Set
where x (n−1+r) is the lower (n − 1 + r) × (n − 1 + r)-block of x, and the matrix inside of [ ] is of size n. Though we have slightly changed the definition of g(x, v) when m = 2n, we have the following similar results as in [HK1] and [HK2] .
Lemma 2.9 (1) The function g(x, v) is a relative P ′ -invariant on X ′ associated by the character
and satisfies g(x, v 0 ) = d n (x) where v 0 = t (1, 0) or t (1, 0, 0), according to the parity of m.
Here, for diagonal
n , x 0 , x n ), according to the parity of m, where x n is the n-th diagonal entry and x 0 is the (n + 1)-th diagonal entry for odd m.
By the embedding from K 1 to K = K n defined by
Since we obtain, for
we have
Hence we obtain, for m = 2n, by the property (2.6), ω(x; s) = q 2ezn ω(x; s 1 , . . . , s n−2 , s n−1 + 2s n , −s n − 1) = q 2ezn ω(x; τ (z));
and for m = 2n + 1, by the property (2.14),
which completes the proof of Theorem 2.8.
2.5.
To describe the functional equation with respect to W , we prepare some notation. Set
where e i is the i-th unit vector in Z n , 1 ≤ i ≤ n. We note here that Σ is the set of roots of G (ev) n and Σ ∪ { e i | 1 ≤ i ≤ n} is the set of roots of G (od) n . We consider the pairing
Theorem 2.10 Assume e ≤ 1 if m is odd. The spherical function ω(x; z) satisfies the following functional equation
Outline of a proof. The Weyl group W is generated by {σ i = (i i + 1) ∈ S n | 1 ≤ i ≤ n − 1} and τ . As for the Gamma factor, we have Γ (e)
e i −e i+1 (z) by Proposition 2.1, which is independent of e, and Γ σ (z) is the same as Γ σ (z) in [HK1] or [HK2] , according to the parity of m.)
The following theorem can be proved in the same way as in [HK1, Theorem 2.7] based on Theorem 2.10, where the function G(z) below is the same as in [HK1] or [HK2] , according to the parity of m.
Here e, z = e(z 1 + · · · + z n ) and
where α runs over the set Σ + s for m = 2n and Σ + for m = 2n + 1. In particular, each Gamma factor in Theorem 2.10 is given as
(2.22) §3 The explicit formula for ω(x; z)
As for the explicit formula of ω(x; z), it suffices to determine at a representative of each K-orbit, hence at x λ , λ ∈ Λ + n by Theorem 1.1-(1).
Theorem 3.1 Assume e ≤ 1 if m is odd. For each λ ∈ Λ + n , one has the explicit formula
where λ + e = (λ 1 + e, . . . , λ n + e) ∈ Λ + n , G(z) is given in Theorem 2.10 (depending on the parity of m), z 0 ∈ C n is the value in z-variable corresponding to 0 ∈ C n in s-variable,
by Theorem 2.10, and related to Hall-Littlewood polynomial P λ+e (z; {t}) of type C n as follows (cf. [M2] , in general):
where W µ ({t}) is the Poincaré polynomial of the stabilizer W µ of W at µ, and with the present choice of t α , it is given precisely as follows
with n ℓ = n ℓ (µ) = ♯ {i | µ i = ℓ}. It is known (cf. [M2] , [HK1, Proposition B.3] ) that the set {P µ (z; {t}) | µ ∈ Λ + n } forms an orthogonal C-basis for R for each t α ∈ R, |t α | < 1, and Then, for each λ ∈ Λ + n and generic z, we have the following identity: 
and B (e) (σ, z) is a matrix of size 2 n determined by the functional equation
(ω u (x λ ; z)) u∈U = B (e) (σ, z) (ω u (x λ ; σ(z))) u∈U .
We note here c and γ(z) are determined by the group G = U(j m ) ( [Car, Theorem 4.4] ) and γ(z) coincides with c(λ) there for the character λ(p) = (−1)
, where p i is the n-th diagonal entry of p ∈ B. We don't need to calculate the constant c in advance, since it is determined by the property ω(x; s) | s=0 = P 0 (z) = 1. We have to be careful the second equality in (3.7) especially when λ / ∈ Λ + n , where we should consider the integral associated with the decomposition U = (U ∩ B)U N , U N = u ∈ U u t ∈ B, u ≡ 1 m (mod (π)) .
We explain how B (e) (σ, z) is obtained by Theorem 2.9. We regard a character χ of U as a character of k × by χ(a) = χ(v π (a)), a ∈ k × . Then for any χ ∈ U, we see We may take σχ ∈ U such that ω(x; σ(z χ )) = ω(x; σ(z) σχ ), where (σχ)(u) = χ(σ −1 (u)), u ∈ U. Thus we obtain χ(u) We set the first row for (χ, u) ∈ U × U as the trivial character 1. Then the first entry in the left hand side of (3.8) is equal to ω(x; z), and we note z 1 = z and (σ1)(u) = 1, u ∈ U.
Hence we have by (3.6), (3.8), and (3.9), ω(x; z) = c where t α is given as in (3.1). By (3.10), we have, taking λ = (−e) and z = z 0 , c = 1
which is the same as in case e = 0, and c −1 = c n in (3.1). §4 The structure of the Schwartz space
We keep the assumption that e ≤ 1 if m is odd. We define the Schwartz space S(K\X) = { ϕ : X −→ C | left K-invariant, compactly supported} , and study H(G, K)-module structure and Plancherel formula about it. Based on the explicit formula in §3, we modify the spherical function by using the value at x (−e) as Ψ(x; z) = ω(x; z)/ω(x (−e) ; z) ∈ R = C[q ±z 1 , . . . , q ±zn ] W . Here the value Ψ(x λ ; z) for dyadic case, i.e., the case e = v π (2) > 0, coincides with the value Ψ(x λ+e ; z) for odd residual case. Hence all the results of this section are parallel to odd residual case ( [HK1, §4] or [HK2, §4] ).
We define the spherical Fourier transform on S(K\X) by
where dx is a G-invariant measure on X, and we fix the normalization of dx later. The Hecke algebra H(G, K) acts on S(K\X) by convolution product
where dg is the Haar measure on G, and on R through Satake isomorphism λ z . Then the map F is compatible with H(G, K)-action as follows F (f * ϕ)(z) = λ z (f )ϕ(z), (f ∈ H(G, K), ϕ ∈ S(K\X)).
(4.5)
The space S(K\X) is spanned by ch λ λ ∈ Λ + n , where ch λ is the characteristic function of K · x λ , and we have by (4.3) F (ch λ )(z) = q λ+e, z 0 6) where v(K ·x λ ) the volume of K ·x λ with respect to dx. Since the set { P µ (z; {t}) | µ ∈ Λ + n } forms a C-basis for R, the map F is an H(G, K)-module isomorphism. Thus we see the following. Each spherical functions on X is associated with some λ z like as (4.2), and it is determined by the class of z in C 2π √ −1 log q Z n W . The dimension of spherical functions associated with the same λ z is at most 2 n by Theorem 4.1, and we can give a basis as below. We will give the Plancherel formula on S(K\X). Recall the notation c(z; {t}), P µ (z; {t}) and w µ (−q −1 ) given in Theorem 3.1 and Remark 3.2. We define an inner product on R by P, Q R = a * P (z)Q(z)dµ(z), (P, Q ∈ R),
where a * = √ −1 R 2π log q Z n , dµ(z) = 1 n!2 n · w 0 (−q −1 ) (1 + q −1 ) m ′ · Since S(K\X) is spanned by the set ch λ λ ∈ Λ + n , we obtain following theorem. 
