Abstract
Introduction
Nowadays the comparison and the alignment of characters taken from a finite alphabet is a fundamental task in many applications, ranging from full-text search to computational biology. In particular, string comparison is a critical issue in the field of molecular biology. In fact, both DNA fragments and proteins can be represented as sequences of characters (taken from alphabets of 4 and 20 symbols, respectively) and sequence similarities provide useful information about the functional, structural and evolutionary relationships between the corresponding molecules. Biological sequences may differ because of local substitutions, insertions and deletions of one or more characters. The complexity of string comparison comes from the large number of possible combinations of these three basic mutations. The similarity between two strings can be evaluated either in terms of edit distance or in terms of similarity score. The edit distance is a measure of the minimum number of mutations that may have transformed the first string in the second, or, in other terms, of the minimum number of edit operations required to make the two strings equal to each other. The similarity score is a measure of the maximum number of residual matches between the two strings [3] . Both metrics can be evaluated in polynomial time by means of dynamic programming techniques. The key algorithm for evaluating the similarity between two strings of length N and M was developed by Needleman and Wunsh and takes O(N × M ) steps to complete execution [3] . The structure of the algorithm makes it suitable for a parallel implementation on a systolic array [1] . In particular, hardware parallelism can be exploited to perform string comparison in O(N + M ) steps. In this paper we present a parallel implementation of the Needleman-Wunsh algorithm on a giant bio-inspired computational tissue made of 3200 FPGAs: the BioWall [6] . The BioWall has several peculiarities that make it suitable as a platform for prototyping bio-inspired cellular computational systems: it has a regular structure that provides only local connections between adjacent cells, it is composed of reconfigurable computational elements, the same configuration stream is provided to all computational elements (recalling the genome that is the same for all the cells of the same organism), computational elements can be differentiated by enabling only part of their potential capabilities. The BioWall cannot compete in performance with existing parallel implementations of the NeedlemanWunsh algorithm, since it suffers from the typical performance limitations of a large prototyping platform. Nevertheless, the implementation of the Needleman-Wunsh algorithm on the BioWall is a significant design experiment in the field of reconfigurable computing because of the peculiarities of the target architecture. The rest of the paper is organized as follows: in Section 2, we introduce a few main concepts about the alignment of DNA sequences; in Section 3, we provide a brief description of the Needleman-Wunsh algorithm; in Section 4, we describe the main features of the BioWall; in Section 5, we present the cellular implementation of the Needleman-Wunsh algorithm on the BioWall; in Section 6, we draw conclusions.
Alignment of DNA sequences
Deoxyribonucleic acid, or DNA [4] , is the molecule of life. It is the chemical code specifying our function, appearance and lineage, and it is unique for each individual. DNA can be seen as the molecular blueprint for the cell: in fact, it contains all the instructions needed to direct cellular activities. It is a linear polymer that is made up of nucleotide units. A nucleotide unit consists of a base, a deoxyribose sugar, and a phosphate. There are four types of bases: Adenine (A), Thymine (T), Guanine (G) and Cytosine (C). Bases belonging to different DNA strands tend to form pair-wise bindings: A with T, and G with C. Bases that can form a pair are said to be complementary. A doublestranded DNA is composed of two complementary chains, which form a right-handed helix.
The complete set of DNA of an organism is called genome. Human and mouse genomes have more than 3 billion DNA base pairs. Only in the last few years, biologists have been able to compile a map of the whole human genome (Human Genome Project started to do that in the 90's [7] ), but the characterisation of the functionality of all human genes is still a work in progress. This huge amount of data is stored in several databases (EMBL, GenBank, Ribosomal Database, etc) whose size is growing exponentially. As the quantity of data is exploding, retrieving meaningful information is increasingly difficult and efficient tools are required. In particular, the key operation performed on genomic and proteomic databases is a sequence comparison, since similar sequences usually have similar functionalities and may come from common ancestors. Differences among DNA sequences come both from the crossover between parental genomes and from random mutations possibly occurring during DNA replications involved in cell division [4] . With respect to a given original sequence, there are three different kinds of mutations:
Since mutations and crossovers can be regarded as independent random processes, the joint probability of a given set of mutations decreases exponentially with the number of mutations in the set, so that the larger the number of differences between two sequences, the lower the probability of their correlation. On the other hand, gene expression depends on the 3-D structure of bio-molecules, which in turn depends on the DNA and protein sequences. The closer the sequences, the closer the corresponding 3-D structures and functionalities. That's why sequence comparison is the key approach to genomic and proteomic research.
Sequence comparison can have two main goals: i) computing a similarity score, ii) finding the best alignment between the two sequences. Both goals can be achieved either globally, taking into account all characters of the two sequences, or locally, looking at the best alignment between sub-sequences ( Fig. 1) . Since the similarity score of two (sub)sequences refers to their best alignment, computing similarity scores and finding the best alignment are closelyrelated problems that allow unified solutions. The basic algorithm for global alignment was proposed by Needleman and Wunsh [3] and then extended by Smith and Waterman [5] to deal with local alignments.
LGPSSKQTGKGS-S R I WDN The value stored in the last entry represents the global similarity score between X and Y . Once the matrix has been completely filled up, the best alignment can be obtained by means of trace-back from (N, M ) to (0, 0). The three steps of the algorithm (namely, initialization, score computation and trace-back) are outlined in the rest of this section.
Initialization
The first step is the creation of a matrix with M + 1 columns and N + 1 rows, where M and N are the lengths of the two sequences to be aligned. The first row and the first column of the matrix are initialised to zero as depicted in Fig. 2 . The computation complexity of the initialisation step is O(M + N ). 
Matrix filling
The second step is the incremental computation of the score to be stored in each entry of the matrix: we denote by M i,j the element (i, j) of the scoring matrix. M i,j is defined as the maximum of the similarity scores computed in positions (i − 1, j − 1), (i, j − 1) and (i − 1, j), augmented by the similarity score associated with the i-th character of string X and the j-th character of string Y , or by the penalty associated to character insertions and deletions. To this purpose, it is worth noting that a diagonal move in the matrix represents either a match or a mismatch, while vertical and horizontal moves represent insertions and deletions. Also, a deletion in sequence X can be viewed as an insertion in sequence Y , so that insertions and deletions can be regarded as generic "gaps" of the same nature.
(1) M i−1,j + w (gap in the second sequence) } where:
• S i,j = 1 if the character at position i of the first sequence is equal to the character at position j of the second sequence (MATCH score); otherwise S i,j = 0 (MISMATCH penalty);
• w = 0 (GAP penalty);
We remark that different values could be used as match score, and mismatch and gap penalty. Using 1 as a reward and 0 as a penalty is the simplest solution that leads to significant results and simple implementations. Fig. 3 shows the first step of the algorithm. 
Trace-back
Trace-back is the third and last step of the algorithm. It is used to find a path in the matrix that corresponds to the best global alignment between the strings. Trace-back starts from the bottom-right cell. At each step, the next cell to be added to the path is chosen among the three input cells by looking for the cell with the highest similarity score. Notice that, at some point, the same similarity score can be found in more than one input cell. In this case, the best alignment is not unique. For our implementation we decided to trace the diagonal path in case of equivalence. Trace-back steps are repeated until the upper-left cell is reached. The optimum path in our example is shown in Fig. 5 . It corresponds to the following alignment:
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Parallel implementation of the algorithm
The complexity of the Needleman-Wunsh algorithm is dominated by the quadratic complexity of matrix filling. However, all matrix entries along a diagonal (i.e., all matrix entries whose indexes have the same sum) can be computed in parallel as shown in Fig. 6 , since they do not depend on each other. 
Figure 6. Inherent parallelism
In principle, the inherent parallelism of the algorithm could be exploited to speed-up computation. In particular, the number of parallel steps required to compute all matrix entries reduces to O(N + M ) [2] . A hardware implementation providing the required degree of parallelism is a systolic array of processing elements associated with matrix entries. All processing units perform the same computation, specified by equation (1), and are locally connected to their three neighbours.
The BioWall as a systolic array
The concept of systolic architecture was introduced by Kung and Leiserson in 1978 [1] . The principle is to decompose a problem in many simple identical Processing Elements (PE), locally interconnected only with their neighbours. The study of this kind of architecture in the Logic System Laboratory at the EPF of Lausanne [6] has resulted in the realisation of the BioWall (Fig. 7) .
Figure 7. Frontal view of the BioWall
The BioWall is a giant reconfigurable computing tissue developed to implement prototypes of bio-inspired computing cellular systems. The BioWall is also equipped with a giant touch screen that enables the realization of effective graphic user interface that allows the user to directly interact with the cells (computational elements) of the system. The structure of the BioWall is like a two dimensional tissue composed of units (Fig. 9) consisting of an input element (a touch-sensitive membrane), an output element (an array of 8x8 two-colours LEDs), and a programmable computing element (a Spartan XCS10XL Xilinx FPGA (Fig. 8)) . The BioWall contains 3200 units arranged on a matrix of 20 rows and 160 columns. Each unit is locally connected to its four neighbours. According to the biological metaphor of cells of the same organism that share the same genome, all Xilinx FPGAs can only be programmed with the same configuration. This makes the BioWall a true cellular system that imposes tight implementation constraints.
The BioWall has a global clock which has frequency that is limited to a few hundred MHz because of propagation delay over distances measured in meters. The software tools developed for the BioWall are rudimentary but complete. A simple interface on a PC allows the user to define a set of files that will be used to configure the tissue. 
Hardware implementation of NeedlemanWunsh algorithm
As observed in Section 3.4, the Needleman-Wunsh algorithm can be mapped onto a systolic array whose processing units are associated with matrix entries. Matrix filling requires each unit to be locally connected to three input units and to three output units, as shown in Figure 10 .
In our implementation on the BioWall, each FPGA implements a single element of the scoring matrix. Units of the first row and column are used to display the DNA strings that will be compared. We can insert these strings using a simple software application that runs on a PC connected to the BioWall. At the beginning, the matrix is empty and the display connected to the first cell is lit in red. Matrix filling starts when the user touches the display associated with the first cell. Computation proceeds as a diagonal wave moving After matrix filling, the last cell (displaying the global similarity score) has to be touched to start the trace-back. The optimum path is traced back by highlighting the matrix entries which form the path and the corresponding characters on the two strings.
FPGA configuration and initialization
All FPGAs in the BioWall share the same configuration bit stream, so that all cells have the same computation capability. However, the role of each cell can be further specified by means of a serial bit stream provided to the BioWall at initialization time. Each FPGA implements a shift register that is part of the scan chain used to provide the serial bit stream. The length of the shift register implemented within each unit should be equal to the maximum number of bits required to specialize the role of the unit. In the systolic implementation of the Needleman-Wunsh algorithm there are 5 kinds of cells (Fig. 11 ) whose specification requires 3 bits per cell:
A Side cells: used to store and display the DNA sequences to be compared.
B Triggering cell (touch-sensitive): used to trigger matrix filling by touching the screen.
C Last cell (touch-sensitive): used to show global similarity score and to trigger back tracing by touching the screen. Moreover, the characters of the two sequences have to be provided to the side cells at initialization time. Since DNA bases are taken from an alphabet of 4 characters, 2 additional bits are required to specialize side cells. The entire initialization stream is automatically generated by a C program that runs on the PC that provides the serial input for the BioWall. The two strings under comparison form the input for the C program.
Matrix filling
Every inner cell takes in input the three partial scores provided by its input elements, adds to the partial scores the match/mismatch/gap score or penalty, and stores in an internal register the maximum value obtained. The computation performed by each cell is triggered by a "data valid" signal (START) coming from the three input cells. In its turn, the cell generates an output "data valid" signal (STOP) as soon as the local score has been computed. Figure 12 represents the scheduled data-flow graph used to implement score computation. In the diagram:
• M i−1,j−1 is the score stored in the diagonal input cell that is added with the match score/mismatch penalty S i,j ;
• M i−1,j is the score stored in the upper input cell that is added with the gap penalty w;
• M i,j−1 is the score stored in the left input cell that is added with the gap penalty w;
• M i,j is the new score of the current cell.
Resource sharing reduces hardware requirements to an adder, a maximum operator and a register. Three clock cycles are needed to find the new score. The corresponding RTL implementation is shown in Figure 13 , where the controller is made with a simple counter that feeds two decoders used to select the input signals to be provided to the Score S(i, j) is provided by a MUX whose select signal is generated by a comparator that takes in input characters X(i) and Y (j). 0 and 1 are used as mismatch penalty and match score. The two bits needed to encode each character are stored in the registers of the corresponding side cells, so that two global connections are needed to distribute character codes to all elements on the same row/column. Since only local connections are available in the BioWall, global data needs to be serially forwarded by the computational units. The output register REG is initialised to zero. At every clock cycle, it stores the maximum score computed so far. On the 3rd cycle the new score M (i, j) is computed and stored in the register. At this time, the STOP signal is raised to trigger the output cells. Score M (i, j) is shown on the display of the cell in green. The first cell is touchsensitive: its START signal is directly provided by the touch screen, triggering matrix filling. When the last (bottomright) cell completes its computation, the global score is displayed and it becomes touch-sensitive: touching its display triggers trace back.
Trace-back
During trace-back, an optimum path is highlighted across the matrix, and the side cells whose characters take part in a match change their colour to provide a visual representation of the alignment between the two DNA sequences.Each cell has a separate section that implements back tracking functionality (Fig. 14) . This is activated by the input signal STARTBACK. For the bottom-right cell, the triggering signal is provided by the touch screen. A counter is used to select the three input scores. The maximum input score is stored in a register together with a pointer to its position. Output STARTBACK signals are selectively generated, triggering only the input cell with the highest score for trace-back. When the diagonal input elements are chosen and there is a match between characters X(i) and Y (j), a signal is sent to the corresponding side-cells, in order to highlight the characters using a different colour.
Conclusions
We have presented a bio-inspired cellular implementation of the Needleman-Wunsh algorithm for string comparison. The algorithm has been mapped onto a reconfigurable computational tissue composed of 3200 FPGAs, called BioWall. Like the cells of an organism, the FPGAs that compose the BioWall are locally connected to each other and share the same genome (i.e., the same configuration bit stream). These architectural constraints raise implementation issues that have been addressed in this paper. The proposed solution is a significant design experiment in the field of reconfigurable computing and demonstrates the feasibility of a bio-inspired cellular implementation of a fundamental computational-biology algorithm.
