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ABSTRACT
Nanocrystalline silicon is an attractive material for solar cells. It has very small
grains, about 20 nm, and yet its electronic properties are very similar to those of crys-
talline silicon. The material exhibits smaller mobilities than crystalline Silicon, but the
minority carrier lifetimes are reasonable. It is known that the properties of the material
depend critically upon deposition parameters, in particular ,the degree of grain bound-
ary passivation achieved during growth and grain size. Previous work has shown that as
the material grows, the grains tend to agglomerate into a cluster, and the development of
this cluster leads to poorer electronic properties. The traditional method for overcoming
such clustering has been to change the hydrogen to silane dilution ratio as the material
grows, keeping the material near its crystalline to amorphous transition zone. However,
this method is dependent upon the precise growth chemistry and is not suitable for mass
production.
In this project, we develop a new device design, a superlattice comprising alternating
layers of amorphous and nanocrystalline silicon, which allows one to precisely control
the agglomeration of grains without having to resort to hydrogen profiling techniques.
We study structural properties such as grain size and the degree of crystallnity, and
electronic properties such as carrier diffusion lengths and defect densities. We show that
an appropriate design of the superlattice allows one to minimize defect densities and
maximize carrier diffusion lengths. We also study how to reduce series resistance in
solar cells, and show that an appropriate combination of superlattice and contacts can
xix
lead to devices with high fill factors and good solar cell efficiencies.
We also report on a new discovery, namely that the optical absorption itself depends
critically upon grain size. Larger grain sizes, up to 50 nm, lead to increased optical
absorption, a totally unexpected and very useful discovery for devices, since higher ab-
sorption translates into larger current densities. We show that such grain sizes can
be achieved using deposition at higher temperatures. We develop a new technique,
post-deposition annealing, to help passivate the grain boundaries in devices prepared at
higher temperatures. Without such annealing, the device properties for devices grown
at higher temperatures with larger grains are very poor. We show that when the devices
are grown with larger grains, and then passivated using this new annealing technique,
the current and efficiencies increase by 40% compared to similar devices prepared at
lower temperatures.
We also propose the concept of a Multiphase cell by alloying germanium with silicon
in the back layer of the device. Since germanium has a stronger absorption co-efficient
than silicon, we show that we can enhance the infrared spectral response and also achieve
good IV curves by optimally grading the germane flow.
Finally, we implement these concepts on textured backreflectors to further enhance
the efficiencies by light trapping.
1CHAPTER 1. INTRODUCTION
1.1 Motivation
With oil prices predicted to exceed $100 a barrel again, polar ice caps melting and
global warming awareness at its peak, the urge to further the research on photovoltaics
has become all the more essential. Solar energy is predicted by many as the most sus-
tainable alternative energy source [53] . Photovoltaics is the science of converting the
energy from the sun to electricity. The term photovoltaic comes from the Greek phobos
meaning light, and voltaic, meaning electrical, from the name of the Italian physicist
Volta, after whom the measurement unit volts are named. While they’re operating, PV
systems produce no air pollution, hazardous waste, or noise, and they require no trans-
portable fuels. Because of these benefits, PV can play an important role in mitigating
environmental problems like air pollution, global warming etc. The earth receives about
1kW/m2 per hour of energy from sunlight and we have about 3000 hours of sunlight
per year. This corresponds to about 3000kWhr/m2/year of solar energy. Currently the
industry produces about 6GW of solar power every year. This is equivalent to the out-
put of seven nuclear plants. The solar industry, currently having a market capital of 17
billion dollar is growing at 50% a year. In order for solar energy to become a large part of
the world’s energy future, the costs of producing solar panels has to go down by a factor
of 2. One possibility for achieveing such a taget is use of thin film semi-conductors. In
this thesis I discuss the science and technology of thin film nanocrystalline silicon solar
cells.
21.2 Fundamentals of Solar cells
The first solar cell was discovered by Russel Ohl by accident when he noticed a large
electrical voltage from a ’rod of silicon’ [54] when he shone a flashlight on it. This
was followed by the semiconductor revolution during 1950’s when a lot of research was
done on doped semiconductors. The first commercial use of solar cells was in 1958
for spacecrafts and it further developed during the oil embargoes of the 1970’s when
the first amorphous silicon solar cell was developed. Given below is a schematic of a
simple solar cell with a load resistor attached. A basic solar cell is made up of a
Figure 1.1 A simple solar cell [1]
p and n doped semiconductor with a intrinsic layer ’i’ in between. Thus a p-i-n diode
is the basic structure of a solar cell. When light shines on the devices, charge carriers
are generated in the intrinsic layer. Due to space charge conditions, there exists an
internal field in the diode which assists the carriers to be collected. The holes, i.e. the
positively charged carriers move towards the p region while the electrons move towards
the n region. When an electrical load like the lamp in this case is connected across the
device, the charges flow out constituting an electric current. Ideally there is a charge
carrier generated for every photon, but due to trap recombination, reflection of the
incoming photon without getting absorbed, the one to one correspondence never exists.
3The output power generated by the cell is given by the voltage across the cell multiplied
by the current flowing through the circuit.
1.3 Solar cell technologies
1.3.0.1 Crystalline Silicon solar cells
Like the microelectronics industry, silicon became the preferred material for photo-
voltaics too. Silicon is one of the most commonly occurring material on the earth. It
mainly occurs as SiO2 in quartz and sand. Its synthesis has been familiar for decades.
Silicon source material is extracted from quartz and then refined to a very high purity
and melted. From the melt a large single cylindrical crystal is drawn and sliced into
wafers typically 500 microns thick. This process is also known as the Czokralski process
wherein the silicon crystal is slowly pulled out and cooled simultaneously.
Figure 1.2 Growth of cylindrical silicon crystal [1]
A few other methods also exist in manufacturing crystalline silicon. Another novel
approach employed by Evergreen Solar [55] is to grow silicon ribbons from specialized
4string puller furnaces. They claim to be able to produce thinner cells without machining
waste plus the resulting cells are naturally rectangular in shape. Crystalline silicon
solar cells are the main constituents of first generation photovoltaics. First-generation
photovoltaic cells are currently the dominant technology in the commercial production
of solar cells, accounting for more than 86% of the solar cell market. But the major
drawback is that crystalline silicon being an indirect bad gap material, atleast 30µm
thick devices are needed to absorb 80% of the incident sunlight. The primary objective
of the PV industry will be to reduce the cost of PV modules and systems to an extent
that they will be competitive with the conventional energy sources. To do this it will be
necessary to reduce the cost of PV from $7/Wp to $1.5/Wp. Even with greatly increased
production volume and significant reduction of cost, it is doubtful that crystalline silicon
solar cells will meet the long term cost of utility-scale power generation. The drive to
reduce cost even at the expense of efficiency has the led the industry to explore Thin
Film technologies.
1.3.1 Thin film technologies
Thin film technologies are also known as Second Generation Photovoltaics [56]. Thin
film solar cells have the potential for substantial cost reduction when compared to first
generation crystalline silicon solar cells because of factors such as lower material usage,
fewer and cheaper processing steps and the ability to be mass manufactured. Since
the thickness of the semiconductor material required may only be of the order of 1µm,
almost any semiconductor is inexpensive enough to be a candidate for use in the cell
(silicon is one of the few that is cheap enough to be used as a self-supporting wafer-based
cell). Currently thin film technology is based on alloys of amorphous and nanocrystalline
silicon, cadmium telluride and copper indium selenide.
51.3.1.1 Amorphous silicon alloys
Amorphous silicon is probably one of the most widely researched materials in thin film
technologies. Amorphous silicon as the name suggests has no or very little crystallinity
in the structure. It offers a variety of advantages such as a bandgap around 1.7eV where
maximum solar energy efficiencies are expected and also a high absorption coefficient
in this region of more than 105 cm−1. Amorphous silicon is also easy to alloy with
Germanium and a variable bandgap ranging 1.4 eV to 1.8 eV can be engineered. a-Si
solar cells can easily be fabricated at low deposition temperatures over large areas. a-Si is
usually represented by a-Si:H, the ’H’ indicating its hydrogenated. The device structure
is mainly a p-i-n diode and carrier collection is mainly by drift. The defect densities
usually are very large in amorphous silicon and this in turn leads to a few limitations.
One of the main bottlenecks in the usage of amorphous silicon to be manufactured on
a large scale commercially is the Staebler-Wronski effect The performance of a-Si solar
cells degrades between 10 - 20% in efficiency upon prolonged exposure to sunlight. The
instability of the amorphous silicon is due to the presence of multiply bonded SiH2
radicals. New deposition techniques like chemical annealing using Helium by V.Dalal
and N.Wang [57], have shown lesser degradation under light illumination, the process
may not be cost viable in the industry.
1.3.1.2 Micro/Nanocrystalline silicon
Microcrystalline silicon was first discovered in the late sixties by Veprel and Marecek
[58] by a low temperature plasma assisted process. In 1979, Usui and Kikuchi [59] contin-
ued to work on it, but because of the initial n-type character of the films it was believed
that it wasn’t a good candidate for solar cells. But ever since 1996, when pioneering
work was done on microcrystalline silicon by IMT Neuchatel by A.Shah et al. [60] re-
search in this field has progressed at a rapid pace as a potential material in photovoltaics
6and thin film transistors [61, 62]. The absorption coefficient of nanocrystalline silicon is
twice that of crystalline silicon. This can be clearly seen in the figure below, and the
manufacturing costs are much more cheaper when compared to crystalline silicon. Thus
nanocrystalline silicon has inherent advantages. Since nanocrystalline silicon forms the
crux of this thesis it will be explained in much more detail in the subsequent chapters.
Figure 1.3 Absorption coefficients for different silicon based photovoltaic
materials[2]
1.3.1.3 CdTe and Cu2S
Next to amorphous silicon CdTe thin film solar cells are closest in terms of commercial
readniess. It is cheaper than silicon, especially in thin-film solar cell technology, but not
as efficient. The establishment of a ohmic contact with p-type CdTe has been a major
challege. The disposal of cadmium telluride could become an issue in the large scale
commercialization of cadmium telluride solar panels. After a couple of decades, research
7on Cu2S was abandoned because of the insurmountable problems associated with the
stability of Cu2S. Further discussion on these materials is beyond the scope of this thesis.
Figure 1.4 Todays solid state semiconductors materials for solar cell appli-
cation, their availability and costs.[3]
The table clearly shows that a-Si and nc-Si have the potential to develop into com-
mercial photovoltaic materials. Though GaAs solar cells have higher efficiencies, the
costs are too high for terrestrial solar panels.
1.3.1.4 Third and Fourth Generation Photovoltaics
Third-generation photovoltaics are very different from the previous semiconductor
devices as they do not rely on a traditional p-n junction to separate photogenerated
charge carriers. These new devices include photoelectrochemical cells [63, 64], polymer
solar cells [65], and nanocrystal solar cells [66]. Dye-sensitized solar cells [67, 68] are
now in production. Third generation also include tandem or multiple junction solar
cells [69]. Fourth-generation solar cells are a composite photovoltaic technology which
makes use of polymers with nano particles [70], which can be mixed together to make
8a single multispectrum layer. These thin multispectrum layers can be stacked to make
multispectrum solar cells more efficient and cheaper based on polymer solar cell and
multi junction technology used by NASA on Mars missions.
1.4 Objective
The objective of this work is to develop high efficiency nanocrystalline silicon solar
cells, and also ensure that the techniques are amenable to large scale production. We
propose three new alternative designs.
1. The usage of superlattice structures composed of nanocrystalline and amorphous
silicon for the intrinsic layer
2. Fabrication of devices at high growth temperatures
3. Implementation of a SiGe back layer - Multiphase cell to enhance infrared Quantum
Efficiency (QE)
1.4.1 Superlattices
Since nanocrystalline silicon is an indirect bandgap material, thicker intrinsic layers
are required to effectively absorb all the photons. But, thicker intrinsic layers lead to the
formation of large grain boundaries. The large grain boundaries collide with neighboring
ones and continue to grow parallel to each other till the top of the surface [71, 72].
These boundaries act as major source of recombination. Unwanted dopants like Oxygen,
Nitrogen tend to segregate to the these boundaries, and provide electrons which trap
the minority carriers (holes). Thus, prevention of the formation of the grain boundaries
are critical in the process of enhancing the efficiency of single junction nanocrystalline
silicon solar cells. Currently a technique known as hydrogen profiling [73] is employed by
most research groups in controlling the crystallinity of the material. But the technique is
9not suitable for mass production and depends critically on chamber size and geometry.
To circumvent the grain boundary problem we propose the concept of superlattices.
Unlike earlier techniques [74, 75], where the superlattice were fabricated by changing
the gas flow rate to deposit alternating layers of amorphous and nanocrystalline silicon,
we modulated the input power to the electrode. Thus a high power input leads to the
formation of nanocrystalline, while low power results in amorphous. The growth times
of each layer can be varied independent of each other. Thus by limiting the thickness of
the nanocrystalline layer to less than 100 nm, we prevent the formation of large grain
boundaries. Also the amorphous layer also needs to be carefully designed. Too thick
a layer will result in tunneling problems for holes and leads to drop in fill factor. By
systematically studying devices made at different times, we propose an optimal design
for superlattice solar cells.
1.4.2 High temperature devices
So far in literature, devices have never been fabricated beyond 350 - 400 C. Most
groups claimed a loss of hydrogen from the device, which leads to poor crystalline prop-
erties. Some groups [17] also claim a loss of crystallinity in increasing the growth tem-
perature beyond 400 C. In this work we were able to fabricate nanocrystalline silicon
devices all the way upto 550 C. And by fabricating at 550 C we show devices with grain
size 5x times larger can be grown with good fill factors.
1.4.3 Fabrication of high temperature devices
We were able to fabricate high temperature devices by treating device post deposition
to a hydrogen plasma treatment, while rapidly cooling down. We refer to this technique
as the hydrogen anneal. This technique helps preserve the properties of the intrinsic
layer and we were able to fabricate devices with high fill factors. Also the devices
fabricated at higher temperatures showed upto 40% increase in the short circuit current.
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From work done earlier by Dan Stieler [76], we have shown that mobility increases with
increasing grain size. We also noticed that the absorption effect increases with growth
temperature/grain size. This is an unexpected discovery which has a significant impact
on the efficiency of solar cells.
1.4.4 SiGe back layer - Multiphase solar cell
We implemented a SiGe back layer to improve the QE and short circuit current of
the device. Ge has a lower bandgap and hence can be used to capture photons in the
longer wavelengths. For our standard nanocrystalline devices, the intrinsic layer is grown
on a amorphous silicon seed layer. In a series of experiments, we incorporated Ge in
the seed layer. In some devices, the Ge was incorporated by using a constant flow rate
of germane while in other devices the germane flow was gradually increased. We show
that using a constant flow rate of germane leads to poor fill factors, while grading the
germane flow rate produces much better results. We explain the same with the help of
band diagrams.
These three techniques form the crux of this thesis. We show that both the QE and
short circuit currents can be significantly improved. We also systematically studied the
fundamental properties like diffusion length, defect density and lifetime of these devices
in order to further understand the physical mechanisms. Finally we implemented these
designs on silver and etched ZnO back reflectors.
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CHAPTER 2. REVIEW OF LITERATURE
2.1 Nanocrystalline silicon
As was discussed earlier, thin film technologies are gaining more importance due
to the cost effective manufacturing process when compared to crystalline silicon pho-
tovoltaics. Nanocrystalline silicon is an attractive material for solar cells. It seems to
combine the properties of amorphous as well as nanocrystalline silicon and yet is also
stable under light illumination. It was discovered by Veprek and Marecek in 1968 by a
low temperature plasma assisted process. But the poor quality of the initial microcrys-
talline layers (because of the high defect densities) as well n-type nature due to oxygen
contamination, it was originally branded unsuitable a solar cell material. It was in the
mid-1990’s when the group from IMT Neuchatel reported a microcrystalline silicon so-
lar cell of efficiency of 7.7% [60]. Since then, research on nanocrystalline silicon has
progressed rapidly.
2.1.1 Morphology
Nanocrystalline silicon as the name suggests, is crystallinity of the order of nanome-
ters. It is made up of grains with diameter in the order of 10-50 nms. The nanocrystalline
grains are passivated by amorphous tissue at the grain boundaries.
The grain boundaries are rich in hydrogen. Simulations done by Rana Biswas [4]
show this. The simulation considers a crystallite of 10A in diameter containing 455
silicon atoms which was generated using molecular dynamics simulation. The bulk H
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Figure 2.1 Nanocrystalline silicon grains passivated by amorphous tissue
(in red)
content of the crystallite phase is about 14%. There is an excess density of H at the
grain boundaries. [4]
Figure 2.2 Distribution of H atoms as a function of distance from the center
of simulation cell [4]
A lot of work in studying the incubation thickness, nucleating density and dcontact
has been done by R.W.Collins.
In describing the evolution of the microstructure, the two main parameters that are
studied are the linear nuclei density and heterophase thickness density. ’Heterophase’
refers to the mixed phase material consisting of mainly amorphous layer with some crys-
tallites growing out conically. The thickness of heterophase layer refers to the height at
which the grains coalesce. By definition the inversion of nucleating density nd is referred
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Figure 2.3 Schematic of cone growth model used to estimate microcrys-
talline nucleating density and cone angle[5]
Figure 2.4 Cross sectional TEM of a microcrystalline film.[5]
to as the mean distance between two nuclei. The linear nuclei density is the average
number of nuclei per micrometer. As can be seen in the figure 2.6, the heterophase
thickness is about 300nm while the nucleating density is about 5µm−1. The gap be-
tween the nuclei is filled with amorphous material. From basic geometry one can deduce
the following relationship between h and nd.
14
Figure 2.5 Schematic representation of microcrystalline growth[6]
nd = 1/[2h ∗ tan(α)]
α here refers to the cone angle.
Figure 2.6 XTEM image of a n-i-p solar cell showing the nuclei and het-
erophase thickness[7]
Thus lower the nd, higher the h and this leads to more amorphous phase volume
fraction in the intrinsic layer. The effect of this can be observed in the figure 2.7 of the
open circuit voltage Voc which is an indicator of the crystallinity of the material vs. the
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Figure 2.7 A lower nuclei density indicates a higher volume fraction of
amorphous phase[7]
nuclei density. The Voc clearly decreases with increasing nuclei density indicating more
amorphous phase material. The nuclei density is a function of the dilution ratio and will
be explained in the subsequent chapters of growth conditions.
2.1.1.1 Transport
Kocka et al showed that the transport of microcrystalline silicon is limited by the large
grain boundaries. The structure consists of small grains which agglomerate together to
grow into bigger grains. As can be seen in Figure 2.8 initially there is a small incubation
layer and then the small grains start growing out. Crystallinity increases with the
increasing the number of small grains. Since there about 1018 cm−3 small grains and
1016cm−3 defects, the small grains and also their boundaries are nearly defect free. The
surrounding a-Si:H also presents no barrier to band like transport. As one can observe
from the above figure, the conductivity prefactor drastically drops at thickness greater
than 0.6 microns. The reason for this is the formation of large grain boundaries. Most
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of the defects like Oxygen, Carbon and Nitrogen and also Hydrogen segregate to the
large grain boundaries and thus act as recombination centers. Therefore the reason for
the sharp decrease in the conductivity prefactor σo is because of the potential barrier
formed at the grain boundaries. These barriers limit band like transport and therefore
the dominant transport path is forced to hop through tail states below the mobility edge
Ec. An interesting way to control the large boundary formation is the use of a-Si/nc-Si
superlattices [77] which will be described later on.
Figure 2.8 Density of states in microcrystalline silicon [8]
2.1.1.2 Unintentional Oxygen doping
As deposited microcrystalline silicon tends in general to have a n-type character.
This was observed by Veprek et. al. [78] in the early 1980’s. The origin of this n-type
doping is due to the incorporation of oxygen in the films during growth. The oxygen
contamination can be offset by a concept called ”microdoping” [52] a technique initially
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Figure 2.9 Arrenhius values of dark conductivity on the left and Oxygen
concentration measured by SIMS on the right [9]
Figure 2.10 Comparison of Spectral response of cells made with and without
oxygen purifiers [9]
used by the group from Neuchatel. The microdoping technique involves adding ppm
levels of DiBorane into the gaseous mixture during deposition. But this is a delicate
compensation technique and not suitable for industrial applications. Another method
employed by the Dalal group is to bake the walls of the reactor before the deposition,
thus reducing the doping densities from oxygen by an order of magnitude.
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Another technique that has been utilized by the Neuchatel group is the usage of
Oxygen purifiers. They employed a SAES Getters Mono TorrTM room temperature
metallic alloy gas purifier which reduces the oxygen concentration in gas feed to about
sub-ppb range. Figure 2.9 shows the Arrenhius plot of dark conductivity of three mi-
crocrystalline silicon films, and on the right their corresponding Oxygen concentration
values as measured by SIMS. The layer deposited without purifier has a high conductiv-
ity at room temperature and slope is flat which indicates it has a doped character. The
oxygen content is estimated to be about 2.2*1020 atoms/cm3. A deposition under the
same conditions, but with the gas purifier leads to a reduction in the oxygen concen-
tration by two orders of magnitude to 2.5*1018 atoms/cm3, and the dark conductivity
drops to 10−7 S/cm. These values are similar to what is obtained from the microdoping
technique.
The spectral response is an important tool in helping us gauge how good the device
is. One of the main advantages of microcrystalline silicon over amorphous silicon is its
higher absorption coefficient in the infra-red region. As we can see from Figure 2.10 the
utilization of oxygen purifiers goes a long way in collecting the long wavelength carries
which is critical in establishing good microcrystalline silicon devices.
2.1.2 Growth Kinetics
Understanding the growth mechanism of microcrystalline silicon is essential to im-
prove the device performance through microscopic network structure control of materials.
Two families of growth models have been postulated for PECVD of thin film microcrys-
talline silicon [10].
1. Surface Models
2. Sub surface Models
Before explaining about the growth models, it is necessary to understand the plasma
process and species involved in PECVD deposition of microcrystalline silicon.
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2.1.2.1 Reactive species involved
Plasma deposition is the most commonly used technique to grow nanocrystalline
silicon, and in particular a RF driven discharge operating at pressures between 50 -
500 mT. As shown in Figure 2.11 there is a large set of precursors which determine the
growth of nanocrystalline silicon.
Figure 2.11 Plasma species involved in the growth of nanocrystalline silicon
[10]
Growth has been discussed mainly in terms of SiH3 and H2, while the role of SiH2,
SiH4 and Si2H5 has also been recognized. Film deposition starts with the decomposition
of source gases mostly SiH4 and H2. The gases are excited into their excited states by
inelastic collisions with energetic electrons. The excited molecules usually disassociate
into SiH3, SiH2, SiH and Si, H2 and H. Hydrogen molecule gets decomposed to atomic
hydrogen. The reactive species that are generated in the plasma undergo secondary
reactions mostly with SiH4 and H2. The possible reactions are shown in the Figure 2.12.
The steady state densities of the species are dependent on the difference between the
generation and annihilation rates. Most species have almost the same generation rate
but some species like SiH2, SiH and Si are more reactive than radicals like SiH3 and thus
have shorter life times. Figures 2.12 and 2.13 show some typical reactions that occur in
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a SiH4 and H2 plasma and the steady densities of the species present in the plasma.
Figure 2.12 Secondary reactions that take place in SiH4 and H2 plasma [11]
Figure 2.13 Steady state densities of species present in the plasma [11]
The generation of SiH3 has the lowest threshold energy, and also the reaction rate
constant with the parent molecule SiH4 is lower than that of SiH2 and SiH.
As mentioned earlier the growth models can be classified into
Surface Models
The surface model can further be classified into two models that are postulated into
1.Surface diffusion model. [79]
2.Etching model.[14]
Surface diffusion model
The surface diffusion model was proposed by A.Matsuda, and has been the more
plausible model until now. The model claims to explain trends like increase in crys-
21
Figure 2.14 Steady state densities of species present in the plasma [11]
Figure 2.15 Surface diffusion model for microcrystalline silicon [12]
tallinity with increasing dilution ratio and temperature. According to the model, the
surface diffusion length of the precursors (mainly SiH3) across the hydrogen covered
surface is enhanced by the increase in temperature and thus leads to more crystalline
volume fraction. The surface diffusion coefficient is also affected by the number of ions
impinging on the surface and number of dangling bonds present. The theory tries to
explain the observed deterioration in crystallinity at higher temperatures by showing
that the number of dangling bonds present at higher temperatures decreases the surface
diffusion co-efficient and thereby decreasing the crystalline volume fraction. Sufficient
atomic hydrogen flux density ensures a full surface coverage by bonded hydrogen thereby
reducing the number of dangling bonds and atomic hydrogen also produces local heating
through hydrogen recombination reactions. Thus the precursors are able to adsorb them-
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selves on suitable energetic sites leading to formation of a more ordered surface. The
model also states the cross linking between the adjacently bonded precursors is achieved
by the crosslinking of the adjacent hydrogen atoms. But V.Dalal [13] proposed that
Figure 2.16 Elimination of adjacent hydrogen unlikely according to
Dalal[13]
the excess Hydrogen atoms are abstracted by the incoming plasma ions rather than by
breaking the Si-H bonds which have an energy of 2.5 eV and thus not easily broken at
typical growth temperatures. This is shown in Figure 2.16.
Robertson [80] also stated that excess Hydrogen can be removed by the formation
of a H∗2 complex. This explains some of the observed phenomena as to why we get high
quality material when we bombard the surface with hydrogen. V.Dalal also states that
the H ions from the plasma also help in some sub surface reactions by removing weakly
bonded H. Also the use of inert gases like He and Ar breaks the surface H bonds thus
creating a dangling bond and thereby allowing the silyl radical to attach at these sites.
Etching Model
The etching model was proposed by C.C.Tsai et al.[14] in 1989. The model was based
on the fact that the film growth rate is reduced by an increase in Hydrogen dilution.
According to this model, atomic hydrogen impinging on the surface preferentially breaks
the weaker Si-Si bonds involved in the amorphous network structure, thereby providing
a more ordered structure. Figure 2.17 below shows a schematic representation of the
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Figure 2.17 Etching model for growth of microcrystalline silicon [14]
etching model. A.Matsuda through some experiments showed that etching is a not a
necessary condition for growth of microcrystalline silicon. Figure 2.18 shows the depo-
sition rate plotted against the Si* emission intensity. The Si* intensity is a measure of
the SiH3 flux density which in turn is a measure of the growth rate of the film. Since the
model is based on the removal of weak Si-Si bonds some deviation is expected in linear
relationship between flux density of precursors reaching the surface and the growth rate
as is seen in Figure 2.19.
Figure 2.18 Deposition rate as a function of Si* [12]
But Raman spectroscopy done on these films indicate the presence of crystallinity in
films with R as high a 2.5 thus showing clearly that the etching model is not a necessary
condition.
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Figure 2.19 Observed decrease in growth with increasing Hydrogen dilution
[12]
Sub-surface model
Figure 2.20 Schematic representation of the chemical annealing model [12]
Sub-surface models are based on the cross linking reactions take place starting from
a few monolayers to few tens of nms below the surface [81],[82] . These models are
also popularly called as chemical annealing or layer by layer (LBL) deposition tech-
niques. The model proposes that Hydrogen mediated reactions in the bulk promote the
rearrangement of silicon network by breaking weak Si-Si bonds and forming stable crys-
talline bonds. The model is based on experimental evidence that alternating depositions
of amorphous silicon and hydrogen plasma treatment promotes crystal formation. Dur-
ing the hydrogen plasma treatment permeating the sub-surface also called the growth
zone [83].
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2.1.3 Growth Conditions
Apart from the growth chemistry, nanocrystalline silicon is vastly influenced by the
growth conditions as well. The growth conditions can be classified into
• Input power
• Chamber Pressure
• Substrate Temperature
• Frequency of the RF source
• Ion density
• Ion energy
• Electrode distance
• Substrate dependence
2.1.3.1 Influence of input power
Power is one of the main criterion s for growth of microcrystalline silicon. Under
normal hydrogen dilutions R > 20, a higher power is required compared to a-Si.
Figure 2.21 shows the variation of activation energy with increasing RF power. Acti-
vation energy is an indicator of the crystallinity of the material. A low activation energy
corresponds to a high crystallinity. A higher input power manifests itself in higher ion
energies and the detrimental effects of this will be explained later.
Figure 2.23 , 2.22 shows the influence of power on the crystallinity. The crystallinity
is defined as the ratio of the nanocrystalline peak at 520 cm−1 to the amorphous peak
at 480 cm−1. As we increase the power the amorphous tends to decrease while the peak
at 520cm−1 becomes stronger with a slight shift towards higher wavenumbers.
26
Figure 2.21 Variation of Activation energy with input RF power[15]
Figure 2.22 X-Ray diffraction data of films grown at the same dilution ratio
but different VHF input power[16]
The chamber pressure is another important factor that governs the growth of mi-
crocrystalline silicon. The plasma potential is determined by the deposition pressure as
can be seen in Figure 2.24.
2.1.3.2 Influence of chamber pressure
Increasing the pressure has two advantages, decreasing the ion energy due to more
collisions and also increasing the deposition rate due to an increase in the ion flux near the
substrate. As shown in Figure 2.25 the OES intensity of Si* which is directly proportional
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Figure 2.23 Raman spectra of microcrystalline films deposited at different
RF powers.[17]
Figure 2.24 Influence of pressure on Ion density and plasma potential.[15]
to generation rate of the film precursor SiH3, increases with increase in pressure upto
about 4 Torr. The emission intensity of Hα and Si* is determined by the product of
gas density and energetic electron density. But the gas density tends to increase with
pressure while the electron energy tends to decrease with increasing pressure. These
two competing factors tends to influence the growth rate to peak around 2-3 Torr and
decrease beyond that.[17]
Figure 2.26 confirms the work done by the Kondo group. The OES intensity ratio of
Hα and Si* decreases with Pressure. The ratio decreases with increasing pressure cor-
responding to a decreasing crystallinity. Another possible explanation in the reduction
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Figure 2.25 Influence of pressure on the growth rate and Raman crys-
tallinity in a.Variation of OES intensities of Ha and Si* with
deposition pressure in b[18]
Figure 2.26 OES intensity ratio of Hα/Si* vs Pressure.[17]
of atomic hydrogen flux density is due to annihilation reaction of atomic hydrogen with
silane. This is more likely to happen at higher silane partial pressure.
H + SiH4 −→ H2 + SiH3
Thus if we require a higher growth rate at lower partial pressures we need to increase
the silane partial pressure or increase the plasma power density. But these factors lead
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to deterioration in crystallinity.
A way to circumvent this problem is to use a high pressure, high power deposition
technique which also leads to depletion of silane. G.Lihui et al. [19] showed that under
high pressure conditions it is possible to get good crystallinity. An increase in power
levels was required to get microcrystalline formation. As is observed in Figure 2.27 the
growth rate saturates with increase in power. This can be correlated to variation of
Si* intensity with power in Figure 2.28 . The Si* intensity is directly proportional to
the amount of density of SiH3 present. This indicates that the cause of saturation of
deposition rate is saturation of production of SiH3 radicals.
Figure 2.27 Power dependence of growth rate and crystallinity under 4 Torr
pressure.[19]
Another factor to note is that the Hα intensity increases with increase in power den-
sity. The higher the value of Hα, higher the dilution ratio. This is an indication of silane
depletion. This is because under high pressure conditions silane dissociation becomes
the larger contributor towards atomic hydrogen although hydrogen contribution also
plays a significant part. Thus, in Figure 2.28 beyond the region where SiH3 production
saturates, atomic hydrogen flux continually increases and the threshold value of atomic
hydrogen flux coverage for a monolayer is reached and microcrystalline growth begins.
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Figure 2.28 Power dependence of Si* and Hα intensity under 4 Torr
pressure.[17]
2.1.3.3 Substrate temperature
The influence of temperature has also been intensively studied though there very few
reports on successfully fabricated high temperature devices [84]. A lot of research is also
going on to understand low temperature growth kinetics. Clearly a higher temperature is
needed to promote crystallinity. This is because higher temperatures promote the surface
diffusion of radicals like SiH3 which is the main precursor for growth of microcrystalline
silicon.
Figure 2.29 Crystalline film volume fraction plotted against substrate tem-
perature for different dilution ratios.[17]
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Work done at AIST, Japan [17] shows that crystallinity decreases with increasing
growth temperature. This is clearly not the case, and in this thesis, the systematic
research done shows how high temperature devices can prove beneficial in improving the
efficiency of nanocrystalline silicon solar cells.
Figure 2.30 Effect of growth temperature on grain size and grain
orientation.[20]
Work done by other groups [20], [21] show that the grain size, and the orientation
ratio between the < 220 > and the < 111 > grains increases. The < 220 > grains are
more favorable towards transport. Later we will show an extension of this result till
550C. Mobility which is a function of grain size also increases with temperature and this
is seen in Figure 2.31.
2.1.3.4 Dilution Ratio
The dilution ratio is defined by most groups as the percentage of the ratio of flow of
silane (sccm or equivalent units) to the sum of the silane + hydrogen gas flows. i.e.
R = SiH4/(SiH4 +H2)%
The dilution ratio is one of the most critical parameters for control of microcrystalline
growth. With R = 100% i.e. with only SiH4 in the mixture, we get only the amorphous
phase. As we increase the hydrogen flow rate, crystallites tend to form as can be seen in
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Figure 2.31 Hall mobility and carrier density as a function of deposition
temperature [21]
Figure 2.32. Atomic hydrogen is essential for growth of microcrystalline silicon and thus
by increasing the dilution ratio we get more surface coverage as H is readily available
from the dissociation reactions. But there is a threshold limit for the dilution beyond
which the device properties tend to degrade. This limit depends on the reactor geometry.
Figure 2.33 shows an increase in the intensity of the < 220 > and < 111 > which can
be correlated to an increase grain size with decreasing dilution ratios.
Figure 2.32 Evolution of microstructure with changing hydrogen dilution
ratio. [22]
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Figure 2.33 XRD data for a series of samples with different dilution ratios.
[21]
Figure 2.34 Hydrogen content and compressive stress in films prepared with
varying dilution ratio. The shaded region denotes the transition
region [22]
Figure 2.34 a shows the Hydrogen content measured by IR spectroscopy as well
as ERDA (Elastic Recoil Detection Analysis). The ERDA involves measuring of the
spectrum of protons i.e. the hydrogen atoms which have been elastically hit by incident
alpha particles produced by a Van De Graff generator and which recoil in a forward
34
direction. The proton energy spectrum is a function of the hydrogen concentration
profile of the sample to be investigated and of the alpha beam intensity which is obtained
from the Si signal measured simultaneously by Rutherford Backscattering Spectroscopy
(RBS). As observed in Figure 2.34 a the Hydrogen content present in the samples is
measured using both IR and ERDA. ERDA shows higher hydrogen content because
it not only measures bonded hydrogen (like IR) but even molecular hydrogen present.
Thus there is a shift in the hydrogen content detected by these two methods, though
the overall tendency is the same. But in the transition (grey) region the difference in
hydrogen content seems a lot higher between the two methods. This is can attributed to
the presence of molecular hydrogen trapped in microvoids and cavities. The compressive
stress shown in Figure 2.34 b helps in reconfirming this. The compressive stress seems to
be higher for films which have higher molecular hydrogen content. This was explained by
Kroll et al. [85] by proposing that during the growth, some of the hydrogen penetrates
the top surface and etches away the weak bonds and satisfies the dangling bonds in the
sub-surface region. During this process molecular hydrogen is formed and trapped in
microvoids and not able to diffuse out.
The influence of silane concentration on nuclei density nd and heterophase thickness
h can be observed in Figure 2.35. As mentioned earlier the nuclei density increases with
increasing dilution ratio but the exact mechanism of nucleation is not very well under-
stood. Also with increasing dilution ratio, the heterophase thickness h also decreases
and this in agreement with the inverse relationship between nd and h which was talked
about in 2.1.1.
2.1.3.5 Plasma Conditions
During deposition, the plasma conditions critically determine the properties of the
film. Plasma conditions can be broadly classified into
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Figure 2.35 Nuclei density nd and heterophase layer thickness h as a func-
tion of silane concentration[7]
• Frequency of RF source
• Ion energy
• Ion flux
• Electrode gap
Why VHF PECVD?
Ion energy is very a critical parameter that affects the properties of the film. It was
shown way back in the 1930s by J.K.Robertson et al. that a high frequency discharge
sputters material better than a DC discharge. Later on, work was done by Levitski et
al. in 1957 in measuring the ion energies for sputtering using different gases. Ever since,
there has been a lot of interest in High frequency discharges particularly for deposition
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Figure 2.36 Influence of dilution ratio on the morphology of nanocrystalline
silicon. [23]
of amorphous and microcrystalline silicon.
VHF possesses many inherent advantages.
1. Lower ion energy
2. Higher ion flux density → Higher deposition rate
3. More efficient power coupling → Higher electron densities
4. Prevents plasma non uniformities like the skin effect and edge effect
Before understanding how VHF aids in microcrystalline silicon deposition, here is a
brief overview of plasma conditions in VHF PECVD.
Capacitively coupled plasma discharges are the most widely investigated systems.
The properties of capacitive systems are strongly influenced by the discharge intrinsic
system. It consists of a chamber where the discharge is ignited between two electrodes,
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the glow space or the bulk and most importantly the dark spaces known as the sheaths.
RF power at a certain frequency typically 13.56 MHz, a value reserved for industrial
applications is applied at one electrode while the other is generally grounded. Most of
the voltage gets dropped across the sheaths.
Figure 2.37 Sheath capacitance and corresponding calculated sheath thick-
ness vs frequency for a hydrogen plasma. [24]
Electrons having much higher mobility than ions are easily collected on an electrode
during the positive cycle. This in turn causes depletion of electrons from dark spaces
with a consequent rise in potential of glow space with respect to the electrodes. The
magnitude of the potential acquired by the glow space is such that during most of the
RF cycle no electrons can leave it. But the positive ions, because of their inertia tend
to reach the electrode after many cycles thus having a time averaged energy [86]. The
higher frequency thus leads to lower ion energy and also thinner sheaths. The higher
frequency thus leads to lower ion energy and also thinner sheaths. This is seen in Figure
2.37 and Figure 2.38.
Another advantage of VHF is the increased deposition rate. This mainly arises from
the increase in electron density with increasing frequency, as power is better coupled into
the plasma at higher frequencies. The higher electron density leads to higher density of
radicals and ions, thus increasing the deposition rate.
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Figure 2.38 Energy distribution of ions impinging on substrate for different
excitation frequencies. [25]
Figure 2.39 (a) Electron density vs. frequency.(b) OES intensity of SiH*
vs. freq.[26],[27],[28],[29]
By increasing the frequency from the standard 13.56 MHz to more than 100 MHz
the deposition rate can be increased by an order of magnitude.
Microcrystalline being an indirect band gap material requires larger thicknesses of
the intrinsic layer in order to absorb photons effectively in the visible region. Thus a
high growth rate is required. Recently the the Neuchatel group. and also AIST, Japan.
have been able to achieve growth rates greater than 25Ao/ sec.
Electrode Distance The electrode distance is another factor by which deposition
rate can be increased. Studies done by Y.Fukuda et al.[17] show that decreasing the
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Figure 2.40 Electron density vs. frequency [30]
electrode distance helps in improving the growth rate.
Figure 2.41 Variation of crystallinity (Raman spectra) and OES intensity
of SiH* and ratio of Hα/Si* with electrode distance
The OES intensity of SiH increases with decreasing electrode distance. This can
be attributed to higher electron temperatures at shorter electrode gap. But the OES
intensity ratio of Hα/Si* remains independent of electrode distance. This means that
the crystallinity changes with thickness of the films. This confirms the fact that the
depositions rates can be increased.
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2.1.3.6 Substrate Dependence
Nanocrystalline silicon is commonly prepared from Silane and Hydrogen mixtures
using Plasma Enhanced Chemical Vapor Deposition (PECVD) [87] . The plasma de-
position techniques will be discussed in the subsequent chapters. Since the device mi-
crostructure is considerably affected by the substrate used [88], it is essential to devote
time in understanding how the morphology changes with substrate. Even the conduc-
tivity of the substrate affects the microstructure of nanocrystalline silicon as shown in
the figure below.
Figure 2.42 Raman spectra for 500A thick films on different substrates
The work done by M.Kondo’s group in Figure 2.43 shows that the crystallinity is
dependent on the conductivity of the substrate. Conductive substrates like Al, Ge and
HOPG provide good crystallinity while the insulating substrates like SiO2, 7059 glass,
diamond and sapphire provide poor crystallinity. This can be attributed to the bombard-
ment of positive ions. When an insulating or floating substrate is used, the substrate is
charged up negatively owing to electron bombardment and acquires a negative charge.
This leads to a larger potential difference between the plasma and the substrate and
leads to higher ion energies which might be detrimental to the growing crystal lattice.
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Figure 2.43 Position dependence of the crystallinity for films of 500A on
Al-evaporated-glass substrate. The laser spot was scanned
across the Al islands. Al(G) indicates a grounded island, and
Al(F) is a floated island. The crystallinity is estimated from
the ratio of the peak height of TO-peak for crystalline;520 cm−1
and amorphous phases;480 cm−1 [31]
Another factor that can also be ascribed to changes in crystallinity is the presence of
Oxygen on the surface. ZnO and Mo substrates are both conducting but provide poorer
crystallinity which can be attributed to the chemical reactions on the surface.
2.1.4 Optical Properties
Nanocrystalline silicon has a bandgap of around 1.12 eV, which is similar to that of
crystalline silicon, but the absorption coefficient of nanocrystalline silicon seems to be
a factor of two higher. This can be observed in Figure 2.45. The increased absorption
coefficient is attributed to light trapping due to surface roughness and the also due to
the amorphous tissue present in the film. Nanocrystalline silicon is an indirect bandgap
material and therefore requires thicker intrinsic layers for effective absorption.
While the mobility band-gap of nanocrystalline silicon is around 1.12eV, the optical
band-gap is between 2.2 - 2.5 eV. This is shown in Figure 2.46 [32], where the optical
band-gap is plotted as a function of crystallinity of the film.
42
Figure 2.44 Sketches of growth of microcrystalline silicon on sputtered and
LPCVD deposited ZnO with different Silane concentrations
2.1.5 Electrical properties
2.1.5.1 Current-Voltage characteristics
The I-V curve is one of the most important tools for characterizing a solar cell. A
lot of information can be obtained from a single measurement. The I-V is typically
measured under a AM 1.5 solar lamp or a solar simulator. The open circuit voltage and
short circuit current is indicated in Figure 2.47.
The basic equations that define the functioning of the solar cell are given below.
Voc = Vtln(IL/IO)
FillFactor → FF = VmIm/VocIsc
Efficiency → η = VmIm/Pinc = FFVocIsc/Pinc
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Figure 2.45 Absorption coefficient, penetration depth of crystalline, micro-
crystalline and amorphous silicon.
Figure 2.46 Optical band-gap as function of crystallinity [32]
Open circuit Voltage Open circuit voltage is the maximum voltage generated
by the solar cell under illumination. It’s the voltage developed across the cell when
no current is flowing. In nanocrystalline silicon solar cells, Voc is mainly governed by
interface effects rather than by bulk recombination. This is seen in Figure 2.48 [33]. In
nanocrystalline silicon the open circuit voltage is primarily governed by the crystallinity
of the intrinsic layer.Typical open circuit voltages around 500mV. The open circuit
voltage can be increased by adding buffer layers and growing the film as close to the
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Figure 2.47 A typical I-V curve of a solar cell.
amorphous - crystalline regime. Figure 2.49 [34] shows a plot of Voc vs. dilution ratio.
Notice that the open circuit voltage increases with increasing dilution ratio. Beyond a
certain dilution ratio the films tend to become amorphous, yielding lower Jsc.
Figure 2.48 Non-variation of Voc for different I layer thicknesses [33]
Improving the Voc is key in enhancing the efficiency of nanocrystalline silicon solar
cells. Usage of buffer layers near the p/i interface aids in increasing the Voc. Currently
the Julich group [35] have been able to achieve an open circuit voltage of 600mV without
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Figure 2.49 Plot of open circuit voltage vs. dilution ratio [34]
losing much in Jsc. Figure 2.50 shows a plot of Voc achieved over the last couple of
decades.
Figure 2.50 Progress made in Voc over the years [35]
Short-circuit current Jsc
The short-circuit current Jsc is defined as the current generated by the solar cell under
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zero bias. The short-circuit current is influenced by the thickness,crystallinity and qual-
ity of the intrinsic layer. It can be improved by more than 30% by using light trapping
techniques. Currently most groups report around 24-30 mA/cm2. An upper limit for Jsc
can be arrived at by considering all photons above the badgap (1.12 eV) to be absrobed .
This results in a figure of 43.6mA/cm2. [89]. There is plenty of scope for enhancing the
short-circuit current, especially with the aid of back reflectors. Though the open-circuit
voltage of nanocrystalline silicon solar cells is lower than that of amorphous cells, the
short circuit currents obtained are much higher. Fig 2.51
Figure 2.51 Light J-V characteristics of an amorphous and nanocrystalline
silicon solar cell
Spectral response The spectral response can be analyzed form the Quantum
Efficiency (QE) measurement. The experimental setup will be discussed in detail later.
From the QE data, we can draw conclusions about interface matching, optical losses
and field distribution of the solar cell. The QE depends on the absorption co-efficient of
the material and the ability of the cell to effectively separate and collect the generated
carriers. The quantum efficiency is defined as
QE(λ) = Jph(λ)/q.φ(λ)
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where λ refers to the wavelength, Jph(λ) refers to photo current density per wavelength
interval, q is the charge of an electron and φ(λ) refers to number of photons absorbed
per unit area per sec per wavelength interval. The spectral response can be integrated
to obtain the short circuit current.
Jsc = q.
∫
QE(λ)φ(λ)
Fig 2.58 shows the spectral irradiance of the sun.
Figure 2.52 ASTM G 173-03 spectrum [36]
As was discussed in section 2.1.4 nanocrystalline silicon has a much higher absorption
co-efficient than amorphous silicon in the longer wavelengths. This makes it an ideal
candidate for a tandem junction solar cell with amorphous silicon on top. With the help
of light trapping techniques and thicker intrinsic layers the spectral response can pushed
all the way upto 1100nm.
Diffusion Length While the transport in amorphous silicon is purely based on
drift,nanocrystalline silicon solar cells use a combination of drift and diffusion. Thus
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Figure 2.53 Spectral response of amorphous and nanocrystalline silicon
thicker intrinsic layers can be fabricated. Transport is anisotropical so the diffusion
lengths in the direction of growth as well as in the perpendicular direction can be es-
timated. Typical diffusion lengths along the direction of growth are around 2 - 4µm.
Diffusion length can be estimated by different techniques namely steady state photocar-
rier grating (SSPG) [90], surface photo voltage (SPV) [37] and even directly using QE
[91].
Figure 2.54 (a) Experimental setup for SPV (b) Photon flux vs. α−1 for
different substrates [37]
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2.2 Back Reflectors
Transparent Conducting Oxide (TCOs) are essential in the advancement of thin film
solar cells. Though nanocrystalline silicon has a slightly higher absorption co-efficient
than crystalline silicon 2.1.4 typical diffusion lengths are only around 4 µm, which in turn
implies the intrinsic layer should be around the same thickness. But being an indirect
bandgap material thickness of more than 100 µms are need for efficient absorption to
have efficiencies comparable to that of crystalline silicon solar cells. Back reflectors help
in minimizing process time by utilizing thinner layers and also increase the absorption
by scattering the unabsorbed photons which leads to light trapping and thus increased
photo generation. TCOs also play a crucial role as the front contact for thin film solar
cells because the lateral conductance of p/n doped silicon layers is not high enough to
avoid resistive losses over typical distances of 1 cm or so [92]. Some of the TCOs used
as front contacts are Indium Tin Oxide (ITO) and Zinc Oxide (ZnO:Al). When used a
front contact the TCO needs to be highyly transparent in the region of the operation of
the solar cell as they need to effectively coouple the light into the silicon absorber layer
and also posses high conductivity and carrier mobility to enhance carrier collection.
The absorption losses need to be minimized.The conductivity depends on the carrier
concentration, mobility and thickness of the film. So to increase the conductivity we need
to increase all the above mentioned factors. But increasing the carrier concentration also
decreases the transmission, so a trade-off has to be arrived at. Also TCO’s while acting
as back reflectors need to posses chemical inertness. Nanocrystalline silicon is typically
grown in a hydrogen rich plasma and etching of the ZnO will lead to deterioration in
the light trapping abilities. Thus the requirements for a proper choice of TCo can be
summarised as
• High transperancy in the visible and infrared wavelengths
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• Effective light coupling into silicon
• High conductivity and carrier mobility
• Ability to be textured
• Chemical stability against hydrogen plasmas
• Abundant availability
• Low cost of processing
• Non-toxic
2.2.1 ZnO:Al2O3
ZnO is a an oxidic compound naturally occurring as the rare mineral zincite. ZnO
has grown to prominence in recent years because of its application in thin film solar cells
both as a front and back contact as well as it ability to be textured and also due to limited
availability of Indium (ITO). ZnO can be deposited using a variety of techniques like
RF magnetron sputtering [93], DC sputtering [94], LP - CVD [95] and spray pyrolysis
[96]. ZnO and its doped alloys have a high transparency in the region of operation for
solar cells because of their high optical bandgap ( > 3.3eV ). ZnO by itself has a ρ of
10−4cm−1, but when alloyed with Aluminum the resistivity drops to 2*10−5Ωcm−1.
Thus ZnO has proven to be a better alternative to ITO owing to its
• Lower absorption in UV
• Higher stability in hydrogen plasmas [97]
• Lower cost and higher availability
• Non-toxicity
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Figure 2.55 Treatment of ZnO film before (1) and after (2) 30mins of Hy-
drogen plasma [38]
Magnetron Sputtered ZnO:Al films are smooth after deposition [98] but can be tex-
tured using wet etching techniques. By doping with Al, the carrier mobility in ZnO:Al
films can be increased upto 42 cm2/V s [99] for a 0.5 wt % target. The target aluminum
concentration (TAC) determines the number of free carriers available in ZnO:Al films.
This is shown in Figure 2.57.
Figure 2.56 Dependence of mobility and FWHM of XRD < 002 > peak on
TAC [39]
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Figure 2.57 Carrier concentration and mobility as function of TAC and sub-
strate temp. in ZnO:Al films [40]
Figure 2.58 Spectral response of ZnO:Al films with different Al concentra-
tions, A - 0.2% and D - 2%
However heavily doping ZnO reflects light in the infrared region due to free electron
oscillations. For high doping levels, the parasitic free carrier absorption mechanism
significantly reduces the transmission in the infrared region. While a compromise has
to be arrived between the transmission and the conductivity, it is the surface roughness,
feature shape and size that are crucial for light scattering.
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2.2.2 Textured Back reflectors
While the electrical and structural properties are important in designing a back
reflector, the crucial aspect lies in the ability of the BR (back reflector) to texture. The
different kinds of back reflectors that are being used can be classified into
• Wet etched ZnO:Al/Ag
• LP-CVD ZnO:Al/Ag
• Hot silver/ZnO:Al
• Photonic band gap structures
Figure 2.59 Actual amount of light reaching the backreflector [41]
The need for light trapping can clearly be understood from Figure 2.59. It also aids
in reducing the overall production time.
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2.2.2.1 Wet Etching
Texturing ZnO:Al back reflectors using wet etching has been gaining popularity for
the last few years. Typically sputter deposited ZnO:Al films are very smooth. The
initial features and and duration of the etch, control the morphology of the etched
surface. Thus the morphology of the etched film can be controlled to provide enhanced
light trapping abilities for the thin film solar cell.
Figure 2.60 Etch rate dependence on deposition pressure [42]
ZnO crystals readily undergo chemical etching [100]. The etching behavior is de-
pendent on the cyrstal planes and the etching solution [101]. The etching model was
predicted by Mariano et al. [100] way back in 1969, using a model for polar III-V semi-
conductors. The etching takes place when the ions from the solution (OH− in the case
of a basic solution and H3O
+ in the case of an acidic solution) attach themselves to
the available dangling bond. It can be either Zn terminated bond which is positively
charged or an O terminated bond which is negatively charged. Etching may not happen
if the ions in the solution and the available dangling bonds are of the same polarity. The
etching mechanism is shown in 2.61.
Figure 2.62 shows the surface texture as a function of etching time. Initially deposited
ZnO:Al films are smooth and typical surface roughness δrms is around 10nm. After a
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Figure 2.61 Etching mechanism of polar ZnO faces in alkaline and acidic
solutions [43]
short dip in 0.5 % HCl the film starts developing small irregular pyramidal craters.
A few more seconds will texture the film to an optimum surface roughness and crater
diameters.
Figure 2.62 SEM micrographs of surface morphology with increasing etch-
ing time [43]
Typical root mean square surface roughness after texturing is around 100 - 150 nm
and the crater diameters around 400nm. These conditions are obtained with an acidic
solution etch. Etching in basic solutions like KOH does not produce a uniform surface
morphology, possibly due to the lesser number of Zn+ terminated bonds in RF magnetron
sputtered ZnO:Al films. The sputtering and the consequent wet etching of ZnO:Al films
can be linked to the Thronton model postulated by J.A.Thronton [102] in 1974. Kluth
et. al [103] have proposed a modified version of the Thornton model to accommodate
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the variations in ZnO:Al films.
Figure 2.63 Schematic distribution of etching behaviors in a substrate tem-
perature and TAC wt % matrix [40]
Originally the Thornton model was proposed to model the growth of sputtered metals
using two basic parameters, substrate temperature and deposition pressure. It uses a
normalized ratio of the substrate temperature to the melting temperature of the metal
(TS/TM). In the case of ZnO:Al TS is around 150 - 400 C, and so the ratio becomes
very small, instead the Julich group considers the substrate temperature instead of the
normalized ratio (TS/TM). Also it has been seen that the TAC wt % also plays an
important role. Shown in Figure 2.63
Pressure also seems to have a profound effect on the morphology produced after
etching. Figures 2.64 & 2.65 show the dependence of surface features on the sputtering
pressure.
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Figure 2.64 Dependence of surface morphology on pressure (a) 7Pa (b) 4Pa
(c) 0.6 Pa [44]
Figure 2.65 Surface features (δrms and opening angle )of ZnO:Al films sput-
tered at 270C as function of deposition pressure [42]
2.2.2.2 CVD ZnO
Textured ZnO films can also be deposited by Low pressure chemical vapor deposition
(LP-CVD). The CVD process directly leads to as grown rough surface, thus eliminating
the need for post deposition etching step and thus saving some process time. This can
be advantageous for large scale production of ZnO back reflectors. Initially the CVD
was carried out at 1 atmospheric pressure but later the pressure was reduced to less than
a Torr to control the chemical reactions as well as the homogeneity of the film [104].
Extrinsic doping of ZnO can achieved by using aluminum, boron, flourine, gallium or
indium. Diethyl Zinc and water vapor are used as precursors for texturing. Typical
deposition temperatures are around 150C and the total pressure is maintained at less
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than a Torr in LP-CVD The growth mechanism is kind of similar to nanocrystalline
silicon. The initial growth consists of an incubation with small grains, and as the
thickness increases columnar grains are formed and extend all the way upto the surface.
The upper ends appear as pyramids which can be beneficial in light trapping if optimized.
It was found that the surface morphology was a strong function of the thickness of the
ZnO layers deposited [45].This can be observed in Figure 2.66 (b)
Figure 2.66 (a) Total and diffuse transmission and function of thickness (b)
Surface morphology for films of two different thicknesses [45]
LP-CVD of ZnO is a viable option as a back reflector for nanocrystalline silicon solar
cells and recently the Neuchatel group [105] showed by using a novel plasma treatment
post deposition of ZnO, efficiencies upto 9.9% can be achieved. Hot silver and photonic
structures as back reflectors have not made as much of an impact as the techniques that
were previously described and will not be discussed here.
2.2.2.3 Comparing Back reflectors
A common benchmark has to be arrived at for comparing different back reflectors.
Comparing devices QEs would be the ideal technique, but a quick measurement which es-
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timates the light scattering capability of the BR can be useful in increasing the through-
put. Different methods have been proposed, the most common of them being the haze
value. There have also been other attempts to quantify the surface appearance and
morphology with the light scattering ability [106, 107, 108, 109].
Figure 2.67 Haze value as a function of surface roughness [46]
The haze value that is often reported is calculated as the ratio of total light scattered
(diffuse) and the total light reflected/transmitted (substrate/superstrate configuration).
Most groups [110, 111, 112, 113] have found the haze value to correlate with the surface
morphology (Figure 2.67).
Figure 2.68 Jsc as a function of haze at 700nm [46]
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But there seems to be no direct relation between the haze value and the short circuit
current density Jsc. This indicates that haze alone is not a sufficient parameter to
characterize the light trapping ability of the BR. This led to development of other
techniques like angular resolved light scattering and power spectral density calculations
[114]. These measurements showed that the most important criterions in judging the
ability of a BR to scatter light are the mean surface roughness δrms and the scattering
angles developed. The cross section of typical nanocrystalline silicon solar cell is shown
in Figure 2.69. The light that is not absorbed by the silicon can be back scattered by the
textured substrate. For the incident light to be trapped and undergo multiple reflections,
it needs to scattered outside the escape cone. The refractive index of nanocrystallin
silicon is around 3.5 (forλ = 800nm) while for ITO and ZnO its around 1.8. From this
we can estimate that the angle of escape must be greater than 30o for total internal
reflection to occur.
Figure 2.69 Cross section of a typical n-i-p nanocrystalline solar cell [47]
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2.2.3 Theoretical limits to light trapping
Different approaches exist in literature to estimate the theoretical light trapping
limits. In their work Cody and Yablonovitch [115, 116] adopted a statistical approach
towards treating the various shapes and sizes of textured surface present in a typical thin
film back reflector. They assumed the incident light to be ergodic; meaning a steady
state, temporally averaged, light intensity distribution will be identical with a statistical
phase-space intensity distribution. They considered a dielectric film of thickness d and
facing air and light was radiated on it from the front. The back end of film was assumed
to be completely reflective. Using this approach they derived the upper limit of 2n2
for light intensity enhancement in a transparent medium of refractive index n. In a
medium having bulk absorption the authors modified the upper limit to 4n2 attributing
the increase to angle averaging effects. This is mainly valid for thick films: nd >> λ/2.
Later Tiedje et. al [116] showed that in the case of a weakly absorbing layer where
αd << 1 and if its assumed that the multiple scattering surfaces act as Lambertian
surfaces [117] and that the thickness of the absorbing layer is greater than the incident
radiation, it can be shown that the absorption probability is the same as absorbance
α(E) = α(E)/(α(E) + 1/4n2d)
This equation can be regarded as the statistical mechanical upper limit for the quan-
tum efficiency of solar cells since it does account for parasitic losses. Later Deckman et
al. [118] calculated the theoretical absorption taking into account parasitic losses in the
front and back TCOs using an infinite geometric progression and under the assumption
of internal randomization and Lambertian scattering. Multiple reflections result in an
enhanced absorption co-efficient F enh of
F enh = 1−ηe
−2αd−(1−η)e−4αd
1−(1−η)e−4αd+[(1−η)/n2]e−4αd
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Clearly there exists a lot of scope for improvement in the short circuit current in
nanocrystalline silicon solar cells and with the help of efficient light trapping techniques
thin film solar cells can become as efficient as 20%.
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CHAPTER 3. MATERIAL GROWTH AND
CHARACTERIZATION
3.1 Fabrication
This chapter contains a detailed discussion of the methods employed in the fabrica-
tion of nanocrystalline silicon solar cells and a brief summary of textured back reflectors.
Also explained are the various techniques used to characterize the solar cells.
3.1.1 PECVD reactor
As mentioned earlier in section 2.1.3.5, very high frequency plasma enhanced chemical
vapor deposition has a lot of inherent advantages (VHF-PECVD), and keeping this in
mind all samples were deposited at a frequency of around 45.0 MHz. The solar cell
is basically a p-i-n diode. The doped layer i.e. p+ and n+ are deposited in reactor
R2, while reactor R1 is primarily used for intrinsic layer growth. This is done because
nanocrystalline silicon is extremely sensitive to the presence of dopants, and thus to
avoid cross contamination we transfer the sample to another chamber for the doped
layers. A schematic of the reactor used for fabricating nanocrystalline silicon intrinsic
layers is shown in Figure 3.1.
The volume of the chamber is 13.6 liters with the cap on. PECVD of silicon involves
a lot of toxic gases, and care must be taken to make sure there are no leaks. To
ensure safety, all gas cylinders are placed in a separate cabinet which is equipped with
an exhaust system. The line and cylinder pressures are monitored on a regular basis.
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Figure 3.1 Schematic of reactor used for intrinsic layer deposition
The gas flows can be varied using mass flow controllers. The gases are then fed into the
chamber through copper tubing into a shower ring which surrounds the substrate holder.
The function of the shower ring is to make sure the gases reach the substrate first, before
they make contact with the walls of the chamber. Thus any contamination/outgassing
of the walls will not make a profound impact on the growing film. The RF power supply
(8116A HP function generator) produces a sinusoidal wave of around 45-48 MHz which is
fed into a RF power amplifier (Model:3100LA), which is operable in the frequency range
between 250 kHz - 150MHz. The power is then coupled to a Bird wattmeter which
measures incident/reflected power. The wattmeter is connected to a tuning network
(Ameritron ATR-20 Antenna Tuner). The tuner is a L shaped network consisting of two
capacitances, and an inductance to ensure maximum power transfer into the system. The
maximum power is transferred into the system when the input impedance matches the
impedance of the plasma system. The power is then coupled to the electrode through a
waveguide. The RF voltages are sampled using a resistor divider network. The distance
between the electrode, and the substrate is around 5 cm . The substrate is loaded onto
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the substrate holder using a suitable mask. Three heating rods installed in the holder,
provide uniform heating for the sample. The thermocouple is hooked very close to the
substrate to ensure accurate measurement of temperature. The walls and the substrate
holder are grounded using copper strips. The thermocouple is also grounded to prevent
cross coupling of RF signals from the high frequency plasma. The walls of the chamber
can also be baked before the run to reduce the contamination from oxygen and moisture.
3.1.2 Sample preparation
Devices are typically grown on an electropolished stainless steel substrate. Prior to
being loaded, the substrate is cleaned in boiling acetone, and methanol, and also ultra-
sonicated in methanol to remove any unwanted organic and inorganic material on it.
This helps to prevent the device from flaking. In the case of a textured back reflectors,
substrates also cleaned in a boiling mixture of Ammonium Hydroxide and Hydrogen
Peroxide (NH4OH and H2O2). The extra clean is required as Silver is sensitive to
presence of impurities. A batch of substrates is cleaned and stored in methanol. Before
being loaded onto the substrate holder, the methanol is blown away using a high pressure
nitrogen stream. The substrate is fixed on the holder using a substrate mask. Since we
do not have a load lock system, care is taken to ensure the chamber is not open for more
than a few seconds. After loading, the chamber is purged with nitrogen to remove trace
quantities of moisture and oxygen. Once the chamber reaches a sufficiently low pressure
( 1*10−6 Torr), and there appears to be no leaks, the constituent gases are flown into
the chamber. The run starts off with a dummy plasma which coats the chamber with
a fresh layer of silicon thus preventing any unwanted outgassing. Also during this time
the sample heats up to the required temperature. The temperature is normally ramped
to 25 C higher than the required temperature, and allowed to cool down. The loading
and the purging procedures are similar in both R1 and R2.
The device deposition starts with an amorphous silicon n+ layer. This layer is highly
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Figure 3.2 Device structure of a standard nanocrystalline silicon solar cell
doped n-type using 1% PH3 and acts as the back contact. The deposition is done in
reactor R2. The n+ is typically deposited at pressures of 50mT, and temperature of
300 C. The input power is maintained at 3W while the reflected power is maintained
at the minimum possible. After the n+ is deposited, it is either directly transferred
to reactor R1 used for intrinsic layer deposition, or it is stored in a closed beaker of
methanol. This is done to increase the throughput of both the reactors. If the n+ is
stored in methanol, it is then etched in Buffered Oxide Etch solution which contains
14% NH4F, 1% HF and 4% deionized water. The etch is typically done for 30 seconds
to ensure all the oxide from the surface is removed. Due to the hydrophobic nature of
silicon, it’s easy to determine with the naked eye when the etch is complete. After the
etch, the n+ is dipped in DI water to remove the HF before placing it in the methanol
container while taking it to the reactor to be loaded. After the n+ is loaded into R1,
the chamber is cleaned of impurities by purging with nitrogen, typically 20 times. Once
this is done, the dummy plasma is started and the sample is heated up while doing the
dummy plasma. This also ensures that the current run is not influenced by previous
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runs. The dummy plasma is done for 60mins. The shutter remains closed during the
entire time. Once the temperature has stabilized, the shutter is opened and the run
begins. Most of the nanocrystalline runs begin with an amorphous silicon seed layer
followed by the main intrinsic layer. The deposition pressure used is 100mT. The reason
behind this is explained by previous work done in our group [119, 120, 121].The standard
operating temperature is 275C. The constituent gases are Silane and Hydrogen(SiH4
and H2). The nanocrystalline layer is initially grown at high dilution ratios. This is
to reduce the thickness of nucleating heterophase layer, and quickly start the onset of
crystallization. After the initial nucleation layer, for hydrogen profiled devices, the initial
dilution ratio is around 15:1, and then reduced gradually as the film grows to 8:1. This
helps in maintaining the intrinsic layer in amorphous/crystalline regime where the best
devices are produced. The intrinsic layer is also graded using ppm levels of PH3 and
TMB (Trimethyl Boron). This helps in improving the range of the carriers. Figure
3.5 shows the band diagram of the n+np+ device. The total run time of the intrinsic
layer varies with the thickness required for the particular experiment. Growth rates are
around 3 A/s and 1 µm films are achieved in 60 mins. The intrinsic layer is followed
by an amorphous silicon cap layer. The functionality of this layer is two-fold; it helps
in increasing the open circuit voltage Voc by decreasing the reverse saturation current
Io, and also prevents post deposition oxygen percolation through the grain boundaries.
Thus it also helps in improving the shut resistance of the device.
After the intrinsic layer is done, the device is cooled down to 150 C, before being
unloaded from R1, and loaded into R2. This is done to reduce the chances of oxidation
of the device, and also it’s easier to handle relatively cooler substrate holders and masks.
The p+ layer is deposited on the device after the customary purging and dummy layer.
The p+ consists of a nanocrystalline layer and an amorphous cap. The amorphous
cap is highly doped p-type using Diborane in a mixture of silane and hydrogen. The
nanocrystalline silicon is grown at high dilutions of 50:1 to ensure immediate onset of
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Figure 3.3 Band diagram
crystallinity. The p+ layers are grown at relatively lower temperatures of 200 C. This
prevents any kind of boron diffusion into the intrinsic layer. After the p+ layer, the
device is loaded into the sputtering system for top contact.
3.1.3 TCO
Indium Tin Oxide is used as the top contact for the nanocrystalline silicon solar
cells. The deposition is done using a DC plasma sputtering system. A schematic of the
sputtering is shown in Figure 3.4. DC sputtering is normally used to deposit conducting
films. Depositing on insulating materials leads to charging of the film, and prevents
growth.
For calibration purposes, ITO is sputtered onto a smooth 7059 glass, and the trans-
mission, and sheet resistance are measured. ITO after anneal at 200 C has a transmission
of more than 80% in the working wavelengths, and the sheet resistance that we typically
attain is around 4 Ω/sq for a thickness of 700nm. The work function of ITO is around
4.8 - 5.1 eV, while the work function of a heavily doped p+ silicon layer is around 5.6 eV,
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Figure 3.4 DC sputtering system
and thus the choice of ITO as a front contact is justified. To further reduce the series
resistance, thin Al bars can be evaporated onto the ITO. These bars help in reducing
the series resistance by 40% but the transparent contact area now becomes smaller.
3.1.4 Thin film characterization
Before analyzing devices it is essential understand the material properties of the film
for producing a good solar cell. The thickness of the film can be estimated by interfer-
ometry, and the crystallinity and grain size can be found out from Raman spectroscopy
and X-Ray diffraction. In this section we analyze the different film characterization
techniques.
3.1.4.1 Estimation of film thickness
The thicknesses of films were estimated using the Lambda 9 UV/NIS/NIR spec-
trophotometer. Depending on whether the film was made on stainless steel or glass the
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Figure 3.5 Transmission of ITO as function of wavelength
Figure 3.6 IV curves of the same contact with and without Al bars
reflectance, or the transmission method respectively is used to estimate the thickness.
In this dual beam setup one of the monochromatic beam travels unobstructed while the
other the beam falls on the sample through a mirror assembly. The interference pattern
from the top and bottom surfaces of the film is used in estimating the thickness. Typical
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reflection data obtained from a film is shown in Figure 3.7.
Figure 3.7 Reflection spectra of a film for thickness estimation [48]
The thickness can be estimated using the following equation.
t = (λ1λ2)/(2.(n1λ2 − n2λ1))
Here λ1&λ2 can be adjacent peaks or valleys and n1&n2 the refractive indices at the
corresponding wavelengths.
3.1.4.2 Raman spectroscopy
Raman spectroscopy is a useful diagnostic tool for evaluating the crystallinity of the
film. The technique is simpler and quicker in giving an estimate of the crystallinity
compared to XRD and TEM. When light is incident on a solid, a majority of the pho-
tons are scattered elastically where there is no difference between the incident and the
scattered radiation. This is known as Raleigh scattering. However a part of the energy
of the incoming photon can be used to excite a lattice vibration (which is known as a
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phonon) and a photon of lower energy. The shift in energy of the incident photon is
known as the Raman shift. Since the momentum of the incident photon is zero, the
law of conservation in crystalline solids dictates that only a phonon of zero momentum
be produced. In crystalline silicon only the optical phonon with an energy of 64meV
has zero momentum and this results in the sharp peak at 520 cm−1. In amorphous sili-
con, the momentum conservation is relaxed, and a variety of energy modes are allowed
[122, 123, 124]. The instrument used for Raman spectroscopy was a Via Flex Renishaw
Raman spectrometer. The laser wavelength used was 488nm, and the scattered photons
are collected by a CCD. The shift in wavenumber is plotted as a function of intensity of
scattered radiation. Figure 3.8 shows a typical Raman plot which is resolved into two
peaks. The crystalline peak is centered around 520 cm−1, while the amorphous peak is
around 490 cm−1.
Figure 3.8 Raman spectrum resolved into two peaks [48]
Different approaches exist in literature for resolving the number of peaks, and fitting
them. Most groups use two while a few groups use three peaks [125, 126] to resolve the
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curve. The extra peak is attributed to the mixed phase/grain boundaries, and surface
modes in the material. In our work we used two peaks to fit the Raman spectrum, a
Gaussian fit for the amorphous peak and a Lorentz fit for the crystalline fraction.
3.1.4.3 X-ray diffraction
XRD is a reliable technique for determining grain size in nanocrystalline films/devices.
Two kinds of grain orientations predominate in nanocrystalline silicon: < 111 > & <
220 >. The < 111 > plane is independent of growth conditions, while < 220 > plane
is dependent on the substrate temperature [127], pressure and template. The < 220 >
plane is thermodynamically more favorable, and the plane orients in the direction of
growth. It would be advantageous to increase the size of the < 220 > grains with
respect to transport.
Figure 3.9 Braggs diffraction on lattice planes separated by a distance d
XRD measurements were developed by W.H.Bragg and W.L.Bragg in 1913 for which
they received the Nobel Prize in 1915. Since then it has been popular tool for studying
crystalline solids [128]. According to Bragg’s diffraction, when the wavelength of incident
radiation is of the order of the distance between the spacing between planes, then under
certain conditions the reflected photons constructively interfere to produce a diffraction
pattern. The angle at which the diffraction pattern occurs can be used to estimate the
distance between the planes. For a crystalline solid with lattice planes separated by a
distance d , the reflected waves constructively interfere when the path length between
74
them is an integral multiple of λ. This is shown in Figure 3.9. The conditions for Bragg’s
diffraction is
2dsinθ = nλ
θ here refers to the angle of incident radiation, and n is an integer. To measure the grain
size on the devices, we used a Siemens X-ray diffractometer with a sealed copper anode.
A typical plot of XRD of nanocrystalline silicon is shown in Figure 3.10. An accelerating
voltage of 40kV and 25mA is used for producing CuKα1 radiation at a wavelength of
1.5406 Angstroms. The intensity of the reflected beam is plotted as function of 2θ.
Figure 3.10 XRD plot of intensity vs. angle 2θ for a nanocrystalline film
From the figure it can be seen that two peaks occur in the reflected spectra. The
peak at 28 degrees corresponds to the < 111 > plane, while the peak at 47 degrees
corresponds to the < 220 > plane. In highly crystalline films, the < 311 > plane can
also be observed around a 2θ value of 55 degrees. The sharp peak around 44 degrees
corresponds to the stainless steel substrate. The grain size can be determined using
Debye-Scherer’s formula [129] given below, where λ is the incident wavelength, β the
full width and half maximum (FWHM) and θ is the angle of incidence.
d = 0.9λ/(βcosθ)
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3.1.5 Device characterization
After the device has been fabricated, the contacts are sputtered on top, the device
is annealed before carrying out the various measurements. The anneal is done so as to
ensure the ITO forms a proper contact with the top p+ layer.
3.1.5.1 I-V analysis
The IV analysis is one of the most basic measurements, yet it provides a wealth of
information on the quality of the device. IV curves have been discussed in detail earlier
in section 2.1.5.1. The basic equations are
Voc = Vtln(IL/IO)
FillFactor → FF = VmIm/VocIsc
Efficiency → η = VmIm/Pinc = FFVocIsc/Pinc
In our setup we used a AM 1.5 solar lamp to test the devices. A reference calibration
using a commercial silicon photodiode is done before a device is measured. Also the
integrated QE current is also matched with the short circuit current for cross reference.
The open circuit voltage for microcrystalline silicon is typically around 0.4 - 0.55 V.
With the aid of back reflectors the Jsc can be increased to 25 mA/cm2. Figure 3.11
shows a typical IV curve.
3.1.5.2 Quantum Efficiency
External quantum efficiency (EQE) is defined as the ratio of number of carriers
collected, to the number of incident photons per unit area, per unit time, while internal
quantum efficiency (IQE) is defined as ratio of the number of carriers collected to, the
number of carrier generated.
A monochromator is used to shine light of different wavelengths on the sample.
Shorter wavelengths have a higher absorption coefficient and get absorbed within the
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Figure 3.11 IV curve of a nanocrystalline device
Figure 3.12 External QE [49]
first few 100 nms, while the longer wavelengths penetrate deeper and generates carriers
at the other end of the intrinsic layer. Thus interface problems can be understood using
the QE measurement. On nanocrystalline silicon devices the measurement is done at
zero bias and at a negative bias of -0.5 V or -1 V. Placing the sample under a negative bias
increases the collection of the carriers. So, for e.g. a high QE ratio of biased/unbiased
in the longer wavelengths implies there is an problem/interface mismatch near the base
(n+ in the case of p+nn+ device). The QE setup is shown in Figure 3.13
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Figure 3.13 QE experimental setup
The method is also known as a dual beam technique. The samples are soaked in a
DC light so as to fill the midgap states with photogenerated carriers, and fix the quasi
fermi levels. The light from the monochromatic source passes through a chopper rotating
at a frequency of 13.5 Hz. This AC beam is focused on the sample using a couple of
lenses and then reflected off a mirror onto the sample. The current generated from the
sample is converted into a voltage signal, and then detected by a phase lock amplifier
(PLA). The amplifier is programmed to lock in on a frequency of 13.5 Hz. Thus the
usage of a PLA removes the noise from other electronic instruments in the vicinity. The
wavelength emitted by the monochromator is varied and the signal is recorded. Filters
are used at 700nm and 900nm to reduce noise from the lower harmonics. The spectral
response of a commercial photodiode is then measured. This cell acts the reference. The
QE is known for the commercial photodiode. With the help of the QE of the commercial
silicon solar cell the QE of the DUT can calculated using the following equation
QEDUT = QEref
Aref
ADUT
VDUT
Vref
where Aref and ADUT refer to the area of the reference cell and DUT and Vref & VDUT
refer to the signal measured across the reference cell and DUT.
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Figure 3.14 EQE and ratio (biased/unbiased) of a nanocrystalline silicon
device
Figure 3.14 shows the QE of a nanocrystalline silicon device, Also plotted on the
right scale is the ratio of the biased(-0.5V) to the unbiased QE. The ratio indicates a
small collection problem in the long wavelength generated carriers. The integrated QE
current can be calculated from the expression
Jsc =
∑
q.φ.QE
where q is the basic unit of charge, φ is photon flux per unit area per second per
unit wavelength interval. The unit wavelength interval used was 20nm. The integrated
current helps us cross check the current obtained from our IV setup. After the absolute
QE is found, the maximum QE is normalized to 0.9 and then plotted.
Also a plot of QE vs. bias done at long wavelengths helps us understand more about
the quality of the intrinsic layer. This measurement is typically done at 900nm and the
samples bias is varied from -1.6 to +0.5. As we increase the positive bias the electric field
with in the device decreases and carrier collection drops. With increasing positive bias
the transport becomes primarily dependent on diffusion. The measurement is shown in
Figure 3.15.
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Figure 3.15 QE vs. bias of nanocrystalline device at 900nm
3.1.5.3 Capacitance-Voltage measurements
The capacitance-voltage measurements (C-V) help us estimate the doping and defect
densities in the device. The experiment is based on Kimerling’s model [130]. The
measurement is done at low frequencies of around 120Hz. A lower frequency gives more
time for the carriers to respond. Junction capacitance is measured as a function of
applied bias and (A/C)2 is plotted vs. bias. At low reverse bias only the shallow states
respond, while at higher reverse biases both the shallow and the deep states respond.
The shallow states can be interpreted as arising from impurities like Oxygen and Carbon,
while the deep states can be attributed to lattice dislocations and dangling bonds. A
plot of (A/C)2 vs. applied bias in Figure 3.16 shows two distinct slopes. From the
equation below defect density can be estimated
(A/C)2 α Vbias/Nd
The slope of the first line yields a defect density of 4*1015, while the second line
yields a slope of 7*1015. Therefore the deep defect density is 3*1015 [131]. The thickness
can also be estimated using a high frequency capacitance measurement. The thickness
estimation is typically done at a frequency of 100 kHz. The capacitance is recorded as a
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Figure 3.16 CV measurement on a nanocrystalline silicon device
function of reverse bias. As we increase the reverse bias, the depletion width increases,
finally saturating when the entire intrinsic layer has been depleted. The capacitance
value at the point of saturation can be used to determine the thickness using the basic
equation
d = A/C
where d refers to the thickness of intrinsic layer while  is the dielectric constant of
silicon. Figure 3.17 shows a plot of capacitance vs. applied reverse bias. The capacitance
saturates around 1nF which implies the thickness of the intrinsic later is 1.32 µm.
3.1.5.4 Diffusion Length
The diffusion length can be estimated using the CV and the QE measurements.
Figure 3.18 shows the schematic of a typical p+nn+ solar cell. The depletion width is
present near the p+ n interface. On applying a reverse bias diode, the depletion width
can be increased.
By progressively increasing the bias, the length that the carriers need to diffuse
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Figure 3.17 Thickness estimation using CV
Figure 3.18 Schematic of a typical p+nn+ diode [50]
decreases. The probability that a photon is absorbed at a certain depth x inside the
intrinsic layer is
prob of absorption = α e−αx
The probability that it will be collected is given by
prob of collection = e−x/Lp
Assuming a intrinsic layer of thickness T and depletion region of Wd, the photon can
either be absorbed in the depletion region or the undepleted region of the intrinsic layer
i.e. t −Wd. The probability of collection if absorbed in the depletion region is 1. In
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the undepleted region of the intrinsic layer the probability that a photon is absorbed
and collected is given by the product of above two equations, and if the expression is
integrated over the thickness of the undepleted region of the intrinsic layer, it yields the
QE, which is
QE α 1− e−αWd + α ∫ t0 e−αxe−x/Lpdx
where t = T −Wd For long wavelengths α is low ( < 1000 cm−1 ) and Wd is typically
around 0.2 µm. So αWd is << 1 . Expanding e
−αWd binomially, the first half of the
equation simplifies to αWd. The second term in the expression can integrated between
the limits 0 and t and t can be written as T −Wd. So after expanding the expression
becomes
QE α αWd + (αLp/(1 + αLp))(1− e(Wd−T )(Lp/(1+αLp)))
If αLp can be assumed to be << 1,the expression simplifies to
QE/α α Wd + (Lp)(1− e(Wd−T )(Lp))
After estimating the thickness and depletion width using capacitance measurements,
the normalized experimental QE is plotted vs. theoretical QE the and different values
of Lp are chosen to arrive at a proper fit. Figure 3.19 shows a plot of experimental vs.
theoretical QE.
Figure 3.19 Plot of theoretical and experimental QE as a function of bias
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CHAPTER 4. RESULTS
This chapter discusses the four major results of this thesis
1. Growth and properties of superlattices
2. Properties of devices prepared at high growth temperatures
3. Growth and properties of a novel multiphase solar cell
4. Influence of texturing of back substrate on device properties
4.1 Superlattice structures
4.1.1 Introduction
Superlattice devices were fabricated under conditions similar to that of hydrogen
profiled devices. The growth pressure was maintained at 100 mT, and the typical input
power was around 30 W, while the deposition was done at 275 C at a dilution ratio of 6%.
The main difference lies in the control of crystallinity. In hydrogen profiled devices the
dilution ratio is increased as a function of deposition time, whereas in superlattices we
alternate the growth with high plasma power and low plasma power while the dilution
ratio is maintained constant. The high power leads to crystalline growth while the low
power results in amorphous growth. The advantage in this kind of a setup is that it is
more amenable to large scale production, and is not dependent on the reactor shape,
and geometry.
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Figure 4.1 Process window for hydrogen profiled devices
The process window for hydrogen profiled devices is extremely narrow. Control of
crystallinity using the dilution ratio is a delicate technique and is not suitable for large
scale prodcution. The open circuit voltage and short circuit currents of a few devices
are shown in Figure 4.1. Under similar conditions of power, pressure and temperature
changing the dilution ratio by 0.5% can result in a device becoming amorphous or very
crystalline. Thus hydrogen profling does not offer a big process window for producing
device on a large scale reproducibly. Superlattice structures offer more control over the
crystallinity. The schematic of a typical superlattice device is shown in Figure 4.2. The
growth times for both the nano, and the amorphous phases can be varied independently
of each other.
The cones represent nanocrystalline silicon, while the regions in between represent
the amorphous phase. During the nano (nanocrystalline will henceforth referred to as
nano in this section) phase the incident power was maintained around 30 W, while
during the amorphous phase, the incident power was around 2.5 W; in both cases the
reflected power is maintained at less than 10% of the incident power. Both the starting,
and the finishing layer in the superlattice is the nanocrystalline phase, and at the end
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Figure 4.2 Schematic representation of superlattice device
of intrinsic layer, a thin amorphous silicon cap layer is added. The cap layer helps in
improving the open circuit voltage of the device, and prevents permeation of oxygen into
device after deposition.
4.1.2 Results on superlattice films
4.1.2.1 Influence of film thickness on crystallinity
The main objective behind superlattice structures is to maintain the crystallinity
without having to grade the hydrogen and silane flow rates. This is because in traditional
devices, increasing thickness the film tends to get more crystalline, and the number of
microvoids also increases, leading to deterioration in film properties. Use of a superlattice
structure circumvents this problem. Figure 4.3 shows the plot of crystalline fraction
measured as a function of film thickness using Raman spectroscopy. The films were
grown at 275 C under a dilution ratio of 6%. The results show that the crystalline to
amorphous ratio is maintained even for a thickness of 1.6 µm.
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Figure 4.3 Plot of crystallinity as a function of thickness obtained from
Raman spectroscopy
4.1.2.2 Influence of amorphous layer growth times on crystallinity and
grain size
Figure 4.4 Raman spectrum of films of varying amorphous growth times for
a given nanocrystalline silicon growth time
Figure 4.4 shows Raman spectrum of superlattice films plotted for varying amor-
phous growth time for a fixed nano growth time. 6001 refers to the thinnest amorphous
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Figure 4.5 < 111 > and < 220 > grain size(nm) plotted vs. amorphous
growth time(secs)
layer while 6004 is the thickest. Clearly for thicker amorphous layers the crystallinity
decreases, which indicates that, the nanocrystalline film nucleates again after every cycle.
In nanocrystalline silicon, two kind of crystal orientations predominate, i.e. the
< 111 > and < 220 > planes. While the < 111 > grains randomly nucleate, the < 220 >
grains are sensitive to growth conditions like pressure, temperature, and template of
growth. Figure 4.5 plots grain size of < 111 >and < 220 > planes vs. the amorphous
growth times. The nanocrystalline growth time was maintained at 60 secs for all the
films. What is very interesting to observe is the decrease in < 220 > grain size with
increase in amorphous growth time. It clearly indicates that a thicker amorphous layer
prevents the continued growth of nanocrystallites. Thus, the grain growth is stopped,
and starts all over again in the next cycle.
4.1.3 Results on Superlattice devices
Devices were fabricated using the superlattice structures, and the fundamental prop-
erties were studied as a function of both amorphous, and nanocrystalline growth times.
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4.1.3.1 Influence of nanocrystalline and amorphous layer growth times
on open-circuit voltage
A series of devices were grown starting with a constant nano time, and the amorphous
time was increased progressively for every device. The series again was repeated for
longer nano times. Some of the results obtained from this series are discussed in this
section. Other than the change in the amorphous or nanocrystalline growth times, the
rest of the parameters such as chamber pressure, input power, growth temperature,
dilution ratio etc. were kept the same. For all the devices, the total nanocrystalline
growth time was maintained constant. All the devices were fabricated at 275 C.
Figure 4.6 Plot of Voc as a function of amorphous growth times for different
nano growth times
Figure 4.6 shows a plot of open circuit voltage vs. the amorphous growth time for
different nano times. With increasing amorphous thickness, the Voc clearly seems to
increase. This is expected, as increasing the thickness of the amorphous layer would
reduce the reverse saturation current. Also it can be seen that a longer nanocrystalline
growth time results in lower open circuit voltage, which means the devices become more
crystalline with longer nano growth times. From the plot, we can also infer that shorter
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Figure 4.7 Diffusion length and defect density plotted against amorphous
growth time for 60sec nanocrystalline layer. The line is a mere
guide to the eye
Figure 4.8 Plot of Isc. vs. amorphous growth time for a 60 secs nanocrys-
talline superlattice device
times of nano growth lead to a more mixed phase material and a higher Voc. We will
illustrate this point later on.
But things get interesting when we look at the data of superlattices with higher
nanocrystalline growth times. As can be observed from Figure 4.6, the 120s and 180s
series are a little more crystalline due to longer nano growth times, and thus exhibit
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Figure 4.9 Lifetimes measured using RRT of different superlattices.
lower open circuit voltages.
But the diffusion lengths seem to be higher for longer amorphous growth times.
This indicates that as the grains begins to grow out, longer times of amorphous growth
are needed to either completely stop the grain growth, or to help passivate the grain
boundaries. At this juncture we can only make an educated guess about the passivating
nature of amorphous tissue.
4.1.3.2 Influence of nanocrystalline and amorphous layer growth times
on minority carrier lifetimes
Using the Reverse Recovery Technique (RRT) the life times of superlattice devices
were measured. The technique is outlined in [51, 132]. The lifetime values are plotted
in Figure 4.9. The lifetime values clearly correlate with the values of diffusion length
obtained.
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Figure 4.10 IV curves of 60s nano series for different amorphous growth
times
4.1.3.3 Influence of amorphous layer growth times on IV curves
Figure 4.10 show the IV curves of devices made under identical conditions, using
a 60s nano layer while varying the amorphous layer growth time. Initially the device
seems to improve on increasing the amorphous layer thickness from 30s to 60s, this
can attributed to the incomplete termination of the nanocrystalline grain growth. On
increasing the nano growth time, we find that the device characteristics improve. But
increasing the growth time to 90s degrades the device properties and leads to marked
loss in the fill factor. The thick amorphous layer prevents the holes generated in the
nanocrystalline layer from tunneling through the amorphous layer. Relative QE vs. bias
measurement at 900nm in Figure 4.11 confirms this model. Figure 4.12 shows the band
diagram of the superlattice structure. A thicker amorphous layer leads to hole tunneling
problems.
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Figure 4.11 Plot of Relative QE vs. Bias voltage at 900nm
Figure 4.12 Band diagram of superlattice structures with a) Thin b) Thick
amorphous layers
The Relative QE vs. Bias measurement is done at 900nm. The measurement is
done at long wavelengths to study the diffusion properties of the carriers. Applying a
positive bias to the device decreases the depletion width and increases the length, the
carriers need to diffuse, to be collected. Thus by comparing the relative QE under high
positive biases (around 0.4 V), one can determine how conducive the intrinsic layer is
93
to hole transport. A better device exhibits higher relative QE at high positive biases.
From Figure 4.11, we see that 60s nano/30s amorphous device has a much better QE
ratio when compared to the 60s nano/120s amorphous device. This clearly shows that
a thicker amorphous layer leads to a loss in hole collection and thus also losses in fill
factor. Also since the nanocrystalline growth occurs only for 60s, which is approximately
around 150A, the grain doesn’t grow out fully and this leads to mixed phase material
and thus poorer properties. To improve the device properties, we increased the growth
time of nanocrystalline silicon, while varying the amorphous time. We found quite a few
significant differences in these devices.
Figure 4.13 IV curves of 180s nano series for different amorphous growth
times
The devices were fabricated under identical conditions, and had the same growth
time of 180s for nanocrystalline silicon; the amorphous growth times were varied as 60s,
90s and 180s. The IV curves look similar except for a slight increase in current in the
180/180 s device which is from enhanced long wavelength response. The fill factors
are good. The experiments indicate that the amorphous passivating times differs for
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different nanocrystalline growth times.
Figure 4.14 Nor. QE at 640nm of devices plotted as function of amorphous
times, for different nano times
4.1.3.4 Influence of amorphous layer growth times on long wavelength
QE
Another interesting result is the increase in the long wavelength QE with increasing
amorphous time. A series of devices with superlattice structure of 60s,120s, and 180s
nanocrystalline growth time and varying amorphous time between 30 - 180s were grown
under identical conditions. The number of cycles was kept the same in all the devices.
Thus this enables us to compare devices having the same nanocrystalline thickness but
different amorphous passivating thicknesses. Figure 4.14 shows a plot of QE at 640 nm
against amorphous growth time for a 180s nanocrystalline superlattice. There is a clear
increase in QE with increasing amorphous growth time.
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Figure 4.15 Spectral response of different superlattice cells with increasing
thickness
4.1.3.5 Influence of superlattice thickness on QE
Another way to increase to the long wavelength QE is to increase the thickness of the
intrinsic layer. As discussed earlier, nanocrystalline silicon being an indirect bandgap
material requires thicker absorber layers and one of the primary advantages of having a
superlattice layer is its ability to maintain the crystallinity despite an increase in thick-
ness. To understand the thickness dependence of QE, three superlattice devices were
fabricated under identical conditions, the only difference being the increase in the thick-
ness of the intrinsic layer. The superlattice times used were 180s for the nanocrystalline
layer and 60s for the amorphous layer. Figure 4.15 shows the spectral response of these
cells. The QE plots show a progressive increase in the long wavelength response with
increase in the intrinsic layer thickness. Also notice the shift of the peak towards longer
wavelengths.
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4.1.4 Light soaking properties
One of the main advantages of using nanocrystalline silicon is its resistance to light
soaking. But nanocrystalline never exists by itself; it is always present in a matrix
of amorphous tissue. It is also well known that the best devices are grown when the
intrinsic layer is in the crystalline to amorphous transition regime. This is attributed to
the passivation properties of amorphous tissue which surround the grain boundaries. But
an increased amorphous concentration in the intrinsic layer leads to degradation in the
electronic properties of the device, under prolonged light exposure [133, 134, 135, 136].
Research conducted by other groups show that increasing the amorphous phase in the
microcrystalline silicon film shows light induced degradation in the lower wavelengths.
Figure 4.16 Spectral response before and after light soaking; 60s amorphous
layer
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Figure 4.17 Spectral response before and after light soaking; 240s amor-
phous layer
4.1.4.1 Effect of light soaking on devices with different amorphous growth
times
In the case of superlattices, we deliberately introduce amorphous tissue in the intrin-
sic layer to control the growth of nanocrystallites. To study the effect of light induced
degradation on superlattice solar cells, a series of devices were grown under identi-
cal conditions except for the increase in amorphous phase times for each device. The
nanocrystalline time was maintained at 240s for all the devices. The amorphous times
were varied as 60s, 120s, 180s and 240s. The QE and IV curves were measured before,
and after light soaking. The light soaking was done under a 50W, 3500K bulb which
simulates the AM 1.5 spectrum. A focusing lens was used to increase the light intensity
by 2X. The light soaking was done for 50 hrs.
The QE plots are shown in Figures 4.16 and 4.17. The device with the 60s amorphous
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layer does not show any light induced degradation, while the device with the thicker layer
shows a decrease in the QE near the short wavelengths, implying the degradation can
be attributed to the presence of the amorphous tissue. The light soaking experiments
also tell us how to optimize the structure of superlattice solar cells; while increasing the
thickness of the amorphous layer can be helpful in increasing the open circuit voltage
and the long wavelength QE, it degrades the device properties upon prolonged exposure
to light.
4.2 High temperature devices
4.2.1 Introduction
We have seen previously in literature that higher growth temperatures produce larger
grained material [84]. This can be attributed to an increased diffusion co-efficient for
the growth radicals. Larger grained material implies higher mobilities for carriers. But
until now, no one has been able to produce good devices at high temperatures. This is
probably due to the hydrogen desorption from film at higher temperatures. The loss in
hydrogen passivation leads to defect centers, which leads to reduced carrier collection,
and thus poorer devices. Also higher the growth temperature, higher the oxygen incor-
poration in the film. Oxygen tends to segregate to large grain boundaries and provides
electrons which fill the trap states to act as recombination centers. In this section we
explain a novel technique to solve this problem, and produce good devices at high tem-
peratures. Another unexpected outcome of this work is the dependence of absorption
co-efficient on the grain size in nanocrystalline silicon. This result contradicts what has
been claimed in literature so far.
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Figure 4.18 Grain size of < 111 > and < 220 > plotted vs. growth temper-
ature
4.2.2 Results on devices
A series of hydrogen profiled devices were grown at temperatures ranging from 275
C to 550 C. After the intrinsic layer was grown, the high temperature devices were
subjected to a Hydrogen plasma treatment while being rapidly cooled down from 550 C
to 250 C. The hydrogen annealing typically lasts for 15 mins.
4.2.2.1 Effect of growth temperature on grain size
Literature has shown us that grain size increases with increase in growth temper-
ature. But so far, grain size has been reported only till 400 C. We show data from
XRD done on devices grown at higher temperatures. As mentioned earlier, < 111 >
and < 220 > grains predominate in nanocrystalline silicon. The < 220 > grains are
thermodynamically more favorable, and are also conducive to carrier transport. The
< 111 > grains randomly nucleate, and are independent of the growth conditions. Fig-
ure 4.19 shows the grain size plotted vs. growth temperature. Clearly the grain size
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Figure 4.19 Mobility as function of grain size
of < 220 > increases with increase in growth temperature, while the < 111 > grains
remain constant around 10nm.
4.2.2.2 Effect of grain size on mobility
Figure 4.19 [137] is a plot of mobility measured using Space Charge Limited Current
(SCLC) technique as a function of grain size. Samples from different reactors were used
for the measurement. Most of the work was done on nanocrystalline silicon films grown in
Hot Wire CVD reactor. As can be clearly seen from the plot, the mobility increases with
increase in < 220 > grain size. We try to make use of this, on our devices, by increasing
the growth temperature in an effort to increase the grain size, thereby increasing the
mobility.
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Figure 4.20 IV curve of a hydrogen profiled device made at 275C
Figure 4.21 IV curve of a hydrogen profiled device made at 500C
4.2.2.3 Comparison of 275 and 500 C device
Figure 4.20 shows the IV curve of hydrogen profiled device grown at 275C, while
Figure 4.21 shows the IV curve of a device grown at 500C.Both the devices have the
same thickness, and similar fill factors but the device grown at 500C has a higher current.
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This can attributed to the larger grain sizes as well as higher absorption co-efficient in
the material.
Figure 4.22 Spectral response of cells grown at different temperatures
4.2.2.4 Effect of growth temperature on QE
The plot of Quantum Efficiency vs. wavelength agrees with the results from the
IV curves. As can be seen in Figure 4.23, the devices grown at higher temperatures
have an enhanced QE collection at long wavelengths. This can prove advantageous for
Tandem Junction Cells, where typically the short wavelength photons are absorbed by
the amorphous silicon cell, while nanocrystalline silicon absorbs the long wavelength
photons. All the devices were made under identical conditions, except for the growth
temperature, and also the thicknesses of the devices are maintained the same.
When we compare the relative QE plotted vs. applied bias for two devices, one grown
at 275C and the other at 500C we find that their QE ratios are very similar, especially
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Figure 4.23 Nor. QE comparison for 275 C and 500C devices
under forward bias. This clearly indicates that hydrogen annealed high temperature
devices don’t have any collection problems.
Figure 4.24 IV curve of device made at 500C with Hydrogen annealing
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Figure 4.25 IV curve of device made at 500C without Hydrogen annealing
4.2.2.5 Influence of hydrogen annealing on device properties
The next obvious experiment would be compare two devices made at 500C, one with
Hydrogen plasma treatment and the other without. This will help us understand the
importance of hydrogen annealing. Two devices were grown at 500C, with the other
conditions remaining identical, one of them underwent a hydrogen plasma treatment
after the intrinsic layer deposition, while the other did not.
Figure 4.24 shows the IV curve of a device made at 500C with Hydrogen plasma
treatment. As we can see it has a very good fill factor. Figure 4.25 shows the IV curve
of a device also grown at 500C, but without a hydrogen plasma treatment after the
intrinsic layer deposition. There seems to be marked loss in fillfactor which indicates
poor carrier collection. We can understand this by looking at the plot of relative QE
vs. applied bias for the two devices in Figure 4.26. Under forward bias there seems to
be a marked drop in collection efficiencies. This clearly indicates that without a post
deposition hydrogen anneal, the hole diffusion length suffers, and that causes a drop in
fill factor.
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Figure 4.26 Relative QE vs. Bias voltage for two devices with and without
hydrogen annealing
Figure 4.27 RRT waveforms for devices with and without hydrogen anneal-
ing [51]
The difference in the quality of the intrinsic layer is reflected in life time measurements
done using a reverse recovery transient (RRT) method [51]. The RRT waveforms can
be seen in 4.27. The device with hydrogen anneal has life time of around 320 ns while
the device without hydrogen anneal does not show a life time, which indicates it is very
short, which in turn implies a poorer quality of the intrinsic layer.
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4.2.3 Absorption co-efficient as a function of growth temperature
From the results shown previously on high temperature devices, it can clearly be
observed that high temperature devices produce a higher current when compared to
devices made at the normal growth temperature of 275 C. In this section we try to un-
derstand why this happens by estimating the absorption co-efficient of high temperature
devices as a function of growth temperature and grain size.
Figure 4.28 Diffuse reflectance of amorphous germanium n+
To study this, a series of devices were fabricated at different growth temperatures
ranging from 275 C to 550 C. Other than the growth temperature the devices were
fabricated under identical conditions. Also instead of the normal amorphous silicon n+
that is typically used as the back contact, these devices were made on an amorphous
germanium n+. The rationale behind using an amorphous germanium n+ is to prevent
any kind of back reflection from the substrate. The plot of diffuse reflectance from the
amorphous Ge n+ is shown in Figure 4.29. The diffuse reflectance is around 5% at
longer wavelengths. This ensures that the generated carriers are only from single pass
photons. This helps us to accurately estimate the absorption coefficient as a function
of grain size. After fabrication, the external quantum efficiency was measured on the
devices under strong reverse bias. This to maximixe the chances of all generated carriers
to be collected. Also the % reflection from ITO was measured to calculate the absolute
107
QE. The absolute QE can calculated as
QEabs = QEmeas/(1−R)
from which the absorption coefficient can be estimated using the equations
QEabs = e
−αt1 .(1− e−αt2)
since αt1 << 1
α = −ln(1−QEabs)/t2
where t2 represents the thickness of the intrinsic layer, while t1 is the thickness of p+
layer. The thickness of the intrinsic layer is measured from both CV measurements,
(section 3.1.5.3) as well as interferometry (section 3.1.4.1) to ensure accuracy. Figure
4.28 shows the plot of absorption co-efficient plotted as a function of energy for different
grain sizes. The long wavelength (low energy) clearly shows an increase in the absorption
co-efficient of the material with increase in grain size.
Figure 4.29 Absorption coefficient as function of photon energy for different
grain sizes
This is a major discovery, since all previous work has always assumed that α(E)
curves for all nanocrystalline silicon materials are identical. An increase in α with
increasing grain size has the potential to increase the efficiency of thin film solar cells.
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4.3 Si-Ge back layer - Multiphase solar cell
Another novel design that we worked towards was the use of SiGe back layer for
nanocrystalline silicon solar cells. The objective behind this idea is to increase the
optical absorption, since a-SiGe absorbs light more strongly than a-Si.By incorporating
germanium in the amorphous silicon back layer, we increased the QE around 540 - 640
nm. Appropriate attention must be paid to bandgap matching between the amorphous
silicon n+ and the a-SiGe back layer. In regard to this we used a bandgap graded back
layer to make sure there are no mismatches. The Ge flow was increased as the layer was
grown.
Figure 4.30 Banddiagrams of devices fabricated with a) constant SiGe back
layer b)graded SiGe back layer
Figure 4.32 shows the band diagram of the heterojunction interface between amor-
phous silicon n+ (a-Si n+) and amorphous silicon germanium back layer (a-SiGe). In
Figure a, the bandgap of the a-SiGe is not graded, and leads to the formation of a notch
which leads to collection problems of electrons. In figure b, the germanium flow rate is
graded starting from 0% to 20%, this leads to a more smoother band diagram.
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Figure 4.31 IV curve of a device with the back layer having a constant
germanium flow
Figure 4.32 IV curve of a device with the back layer having a graded ger-
manium flow
4.3.0.1 Effect of addition of germane in the back layer
In a series of experiments, a reference device having an amorphous silicon back layer
was followed by devices with GeH4 in the back layer. The devices were fabricated
under identical conditions and special attention was ensured to make sure the thickness
remained the same for all the devices. A couple of devices were fabricated using a
constant flow of germane (10% and 20%) in the back layer, while on another couple of
devices a graded flow of germane (0-10 % and 0-20%) was used. The results are shown
below. The IV curve of the device having a constant germane flow shows a poor fill
factor, while the IV curve of the graded germane device has a fill factor in the 50s.
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Figure 4.33 Nor. QE in the near infrared region for varying Germane flow
rates
Figure 4.34 Plot of Jsc vs. flowrate of GeH4 in the back layer
Fig4.33 shows the normalized QE of the devices having different GeH4 flow rates in the
back layer, the QE in the region between 560nm to 620nm clearly shows an improvement.
This is also reflected in the integrated current from the QE. This is shown in Figure 4.34.
The short circuit current obtained from the integrating the spectral response increases
with increasing the flow rate of GeH4 in the back layer.
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4.4 Back reflectors
After understanding the growth of superlattices, and high temperature devices, the
next step was to integrate them onto back reflectors. Fabricating devices on back reflec-
tors will improve the QE in the long wavelength, thus increasing the efficiency. In this
section we explain the work done on improving devices on back reflectors in a systematic
way.
4.4.1 Silver back reflectors
To start with, we simply deposited varying thicknesses of Silver using thermal evap-
oration onto our standard stainless substrates. The stainless steel substrates were also
cleaned in a boiling mixture of NH4OH & H2O2. This is to eliminate any organic im-
purities present on the surface of the substrates, which otherwise results in the silver
film flaking off. Different thicknesses of silver were tried out, and from previous research
done in our lab on amorphous silicon solar cells, it has been seen that 1000 A of silver is
sufficient to act as a back reflector. Most of the devices were made on substrates which
had one half of it covered by a back reflector, while the other half was just standard
stainless steel. This acted as control in all our experiments.
4.4.1.1 Effect of thickness of Silver on the QE
Figure 4.35 compares the QE of the two devices, one made on 1000 A of un-annealed
silver while the other was made on 200 A of un-annealed silver. The devices were
made under identical conditions. The 1000 A silver substrate shows a slightly higher
QE both in the short and the long wavelengths, but not by much. Silver tends to
agglomerate under higher temperatures [138] and a very thin film like 200 A leads to
improper coverage of the surface resulting in lesser reflectivity. Un-annealed silver does
not produce the surface roughness for optimal back reflection, so the next objective was
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Figure 4.35 Spectral response for different Silver thickness
to study annealed silver substrates.
4.4.2 Annealed silver back reflectors
Silver upon annealing forms hillocks and tends to scatter light in a diffuse fashion. It
has been shown repeatedly in literature that a rougher surface with large craters of the
order of a micron in diameter are optimal for back reflectors. In a series of experiments,
we annealed silver deposited on SS substrates at different temperatures, and times, and
studied the effect on the long wavelength QE. The silver was followed by 100nm of
ZnO:Al for effective light coupling.
4.4.2.1 Influence of annealing time on surface morphology of silver
Figure 4.36 shows SEM images of silver deposited on SS substrates, and annealed
at 400 C for different times. Silver agglomeration increases with time, and the hillocks
become bigger, but also with increasing annealing time, the surface of the SS substrate
113
Figure 4.36 Silver annealed at 400C for different times
is exposed which will lead to losses in reflectivity. An optimum time for anneal is 60
minutes.
Figure 4.37 Spectral response of devices on silver annealed at different times
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4.4.2.2 Influence of top ZnO layer on QE
Figure 4.37 shows the QE plot of two devices made under identical conditions, with
the only change being the annealing time of silver in the back reflector. The thickness of
the intrinsic layer of the devices is the same. The QE plot does not show much difference
between the two conditions. This indicates that annealing silver beyond a certain time
does not improve the light scattering properties. Also some groups [139] report the usage
of ZnO as diffusion barrier which prevents the silver from entering the silicon. So far
in our research we have not noticed any problems from silver diffusing into the intrinsic
layer. To confirm this we prepared a textured silver substrate, annealed at 400 C for
30 minutes, and deposited ZnO on only one half of the substrate. We then fabricated a
device on the substrate, and compared both the sides. The results are shown in 4.38 .
Figure 4.38 Spectral response of substrate with and without ZnO
The QE plots indicate that ZnO is helpful in coupling long wavelength light back
into the device. This is because the refractive index of ZnO is 2 while that of silicon 4,
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so this helps in efficient light trapping. But what is also interesting to note is that in
the short wavelengths the substrate without ZnO yields better results. This can either
be attributed to short wavelength absorption of ZnO or because the top surface (ITO)
loses its texture from annealed silver;ZnO might level the surface and thus prevents light
scattering near the p/i interface where short wavelength photons are collected. Looking
at the data from un-annealed, and annealed silver back reflectors, clearly annealing
helps in improving the texture of surface, and enhances the light trapping abilities of
the devices. But the maximum Jsc obtained with annealed silver was only around 19.5
mA/cm2.
4.4.2.3 Comparison of annealed and unannealed silver
Finally to compare annealed, and unannealed silver, two devices of identical thick-
ness were fabricated under similar conditions, and their spectral response is shown in
Figure 4.39. In the case of the annealed silver substrate, 1500 A of silver was thermally
evaporated, and was textured by annealing it at 400 C for 30 minutes, and then a layer of
ZnO was sputtered on it. In the case of unannealed silver, 1500 A of silver was thermally
evaporated, and was immediately followed by a layer of 70 nm ZnO, and then annealed.
The ZnO prevents the silver from agglomerating. The QE plot clearly shows an en-
hanced response for the annealed silver in both the long and short wavelengths. This is
also reflected in the integrated QE current measurement which shows up as difference
of almost 2 mA/cm2.
4.4.3 Etched ZnO:Al back reflectors
Clearly we needed to further improve the texture beyond what we were obtaining
from annealed silver. So we studied the effect of etched ZnO:Al back reflectors. To start
with, the ZnO were grown on cleaned SS substrates. Initially we grew around 700 nm of
ZnO:Al at different temperatures, and a deposition pressure of 5mT, and 40 W incident
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Figure 4.39 Spectral response comparison of annealed and unannealed sil-
ver
power. The system used for ZnO deposition is the RF magnetron sputtering system,
and the bombardment is done using Argon. After the deposition of the ZnO film on
SS, the film was etched in 0.185 % HCl solution for different times, and the surface
morphology was studied using SEM & AFM, and the diffuse reflectance was analyzed
using the Carey spectrophotometer. After characterizing the morphology, a thin layer of
silver was thermally evaporated on the ZnO to provide the reflectance. Two thicknesses
were studied, 200 nm and 50 nm. Results will be discussed later. On top of the silver
another layer of ZnO was deposited to provide efficient light coupling into the device.
4.4.3.1 Effect of silver thickness on QE
To optimize the thickness of silver, an etched ZnO:Al back reflector was prepared,
and one half of it was covered with 200 nm of silver, while other half had only 50 nm on
it. A thin layer of ZnO (70 nm) was then deposited on it, and a nanocrystalline silicon
device was fabricated. The spectral response of each half is shown in Figure 4.40.
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Figure 4.40 Spectral response comparison of different thicknesses of silver
The spectral response comparison yields data similar to the results obtained with
and without having a ZnO top layer. Here too the QE at lower wavelengths seems to be
higher for thicker layer of silver which might indicate loss of surface conformation near
the top of the device (p layer) or the other reason could be that a thicker silver layer
leads to loss of surface texture of the back reflector resulting in a more planar surface.
A schematic representation of this shown in Figure 4.41.
4.4.3.2 Variation of growth temperature of base ZnO
Figure 4.42 shows QE plots of devices made on ZnO substrates deposited at differ-
ent growth temperatures. The only difference in the process in these devices was the
temperature of deposition of ZnO. The growth temperatures were varied, after which,
all the substrates where etched in 0.185 % HCl for 10s, and then coated with a layer of
50nm silver. On top of the silver, a 70nm thick ZnO film was deposited. Superlattice
structured nanocrystalline devices were then fabricated on these substrates. Looking at
the results, there does not seem to be a huge variation in the spectral response, and the
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Figure 4.41 Schematic representation of silver coated etched ZnO substrates
Figure 4.42 Temp. variance of base ZnO on the spectral response
integrated QE currents were also found to be similar.
Figure 4.43 shows the QE plots of two devices fabricated under identical conditions,
except that one was grown at 275 C, and the other at 350 C. The same kind of BR
substrate was used in both cases. The QE clearly shows an enhanced response in the
long wavelengths for the 350 C device. Clearly high temperature devices can be used to
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Figure 4.43 Nanocrystalline devices fabricated at 275 C and 350 C on
etched ZnO BR
enhance the efficiencies of nanocrystalline silicon solar cells.
4.4.3.3 Comparison of open-circuit voltage on SS and back reflecting
substrates
Figure 4.44 Open circuit voltage comparison on BR and SS
Some groups report a loss in the open circuit voltage of microcrystalline solar cells
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when grown on back reflectors. The drop in the open circuit voltage is attributed to the
rough top surface from the texturing. Because of the rough surface, the contact area is
larger when compared to a non-textured surface. This increases the reverse saturation
current, which decreases the Voc, but the area that is exposed to light remains the same
because of shadowing. In our experiments, we have not seen any differences between the
open circuit voltage on the SS side, and the BR side. All devices were done in a single
run, where half of the substrate was covered with a BR while the other half, which acted
as control, was polished SS. This is seen in Figure 4.44, where the mean Voc on both
sides are almost the same.
4.5 Other device optimizations
The series resistance is critical in increasing the efficiency. Even a small increase in
Rs can affect the fill factor, which in turn leads to a drop in device efficiencies. Series
resistance can originate from different aspects of the device. The SS substrate might
have oxidized before depositing the n+, which increases the resistance. The top contact
i.e. ITO might have a high sheet resistance or a poor design of the device, like interface
mismatches and poorly doped contact layers, also cause a rise in the resistance.
4.5.0.4 Comparison of series resistance using different contacts
To improve this, the device was carefully designed, making sure there are no abrupt
jumps/kinks in the energy band diagram. The sheet resistance of ITO was studied under
different conditions, and it was found that sputtering ITO at higher temperatures like 300
C in the presence of Oxygen reduced the sheet resistance down to 3 Ω/sq for a thickness of
700nm. Also care should be taken to ensure that the transmission of ITO does not drop.
Also, using Aluminum bars on top of ITO helps to reduce the series resistance further,
as was seen earlier in Figure 3.6. The p+ needs to be carefully designed. Currently
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Figure 4.45 Series resistance on different substrates/contacts
we use a thin lightly doped nanocrystalline p+ and highly doped amorphous cap. If
the nanocrystalline p+ becomes thicker, the series resistance increases. The results are
shown in Figure 4.45, which shows that using a thin layer (around 200 A) of silver, and
Al bars on top of the ITO, reduces the series resistance down to 20 ohms.
4.5.0.5 Effect of doubling the thickness of p+ cap layer on Voc
We also found that by doubling the thickness of the p+ amorphous layer we were
able to increase the open circuit voltage by more than 50 - 60 mV. A thicker p+ layer
makes a better contact. Also we did not see any drop in the QE at 400 nm. Further
experiments can be done to see if the Voc can be increased further. The results are
shown in Figure 4.46.
4.6 Problems faced
One of the major problems that we faced during the course of this work, was the
formation of a buried junction in the nanocrystalline solar cells. Graded doping with
the help of ppm TMB was used to increase the range of the carriers. During the growth
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Figure 4.46 Open circuit voltage comparison for different p+
of the device, the flow rate was varied from 0% to 20%. This increased the effective
diffusion length and carrier collection. But initially we noticed that thicker devices were
showing lower currents. Also a change of the ppm TMB cylinder might have resulted
in a slightly higher TMB concentration. TMB is added to compensate for the oxygen
in the chamber. With increasing deposition time, the oxygen in the chamber reduces
sharply. Nanocrystalline silicon is extremely sensitive to the presence of dopants. This
is illustrated in the work done by the Neuchatel group [52].
They found that while microdoping nanocrystalline films the behavior quickly changed
from n to p type. This is what we observed in our devices. This is shown in the QE
curves in Figure 4.48.
The short wavelength collection is significantly affected because the junction forma-
tion happens in the middle of the intrinsic layer instead of forming near p/i interface.
Also since the intrinsic layer is p-type, the electron recombination increases.Thus the
carrier collection decreases and fill factor and Jsc drops. To avoid this, we used a con-
stant ppm TMB doping during the first ten minutes of the device deposition and turn
it down to 0%. This ensures initial compensation for the oxygen and ppm PH3 atoms
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Figure 4.47 Photo-conductivity and activation of microdoped nanocrys-
talline silicon films [52]
Figure 4.48 Spectral response at 0 V and -0.5 V of a device with excess
TMB
and does not turn the film p-type.
124
CHAPTER 5. SUMMARY
In this chapter the results that were obtained are briefly summarized, and some ideas
on how to proceed from here are proposed.
5.1 Conclusions
The objective of this thesis was to propose alternative designs for the fabrication of
nanocrystalline silicon solar cells that can enhance the efficiencies as well as reduce the
cost by making it more amenable to large scale production. In this regard three main
techniques were proposed, the results from which are summarized below.
1. Superlattice structures
• Superlattice structures are proposed as an alternative to hydrogen profiling for the
growth of nanocrystalline silicon solar cells. A technique for developing superlat-
tices was developed and implemented.
• The growth times of nanocrystalline and amorphous layers can be controlled in-
dependent of each other leading to far more control of the homogeneity of the
intrinsic layer than from hydrogen profiled films. Control of the crystallinity helps
in improving the transport properties, and prevents grain boundary recombination.
• Initial measurements on films confirmed that the material remained homogeneous,
despite increasing the thickness. Also increasing the nanocrystalline growth time
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increased the crystallinity of the material as was indicated from the Raman mea-
surements
• The thickness of the amorphous layer is essential in determining the structure of
nanocrystalline silicon films. A thick amorphous layer ensures re-nucleation of
grains, thus preventing the formation of large grain boundaries as the cauliflower
like structure develops.
• Device properties were systematically studied as a function of both amorphous and
nanocrystalline growth times. The optimal amorphous growth time varied with
the nanocrystalline layer thickness
• Fundamental properties like diffusion length, minority carrier lifetime and defect
density were studied as a function of different growth times and were also seen to
be a function of amorphous growth times.
• Both the QE(at 760nm) and the open circuit voltage increased with increasing
amorphous layer thickness, but the fill factor drops due to the thicker barrier for
the holes to diffuse through.
• Also light soaking studies showed that the devices with thicker amorphous layers
degraded upon prolonged light exposure. This is clearly seen in the drop in the
QE at shorter wavelengths.
• A nanocrystalline growth time between 180s to 240s, and an amorphous growth
time of 60 - 90s is proposed as the optimal conditions for achieving efficient devices.
• This is a process tolerant design which is much more suitable for large scale pro-
duction
2. High temperature devices
126
• To the best of our knowledge this is the first time high temperature devices with
large grains and good fill factors have been fabricated. The devices were treated
to a post deposition hydrogen plasma treatment, which we term as a Hydrogen
anneal while rapidly cooling down the device.
• XRD measurements show that we were able to achieve grain sizes of the order of
60nm (< 220 > plane)for devices fabricated at 550 C. The grain size systemati-
cally increases with growth temperature. Earlier work done in our group shows
mobilities of the order of 5 cm2/V-sec for 50nm sized grains
• High temperature devices show nearly 30 - 40 % increase in the short circuit current
when compared to devices fabricated at our base temprature (275 C). Most of the
enhancement comes from the long wavelenghts which is advantageous for tandem
cells.
• To understand the source of enhancement, we plotted the absorption co-efficient
(α) as a function of grain size. α clearly increase a function of grain size / growth
temperature for low photon energies (long wavelengths) which has a lot of potential
to produce high efficiency devices.
3. Si-Ge back layer - Multiphase solar cell
• In this work we also propose the implementation of a a-Si-Ge back layer to replace
the existing a-Si seed layer to enhance the long wavelength response.
• The spectral response of devices with an a-Si-Ge show a enhancement in QE in
wavelengths between 540 - 640 nm.
• Care should be taken to grade the GeH4 flow rate so as not to create any notches
in the energy band diagram which results in kinks in the IV curve.
4. Back reflectors
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• We developed back reflectors to further enhance the efficiencies of thin film solar
cells. We worked on different kind of surface texturing techniques to improve the
short circuit currents.
• Initially we studied non textured silver back reflectors. Clearly texturing was
required to boost the current.
• Thermally evaporated silver was then annealed at high temperatures to provide
the texture. Also experiments showed that a thin layer of ZnO:Al helped enhance
the long wavelength spectral response
• The texturing from silver back reflectors were clearly limited, and a surface with
higher degree of roughness (δrms), and larger angle was required. To this extent
we developed etched ZnO:Al back reflectors
• Of the three kinds of back reflectors, etched ZnO:Al provided the highest Jsc
enhancements. Results showed that a thinner layer of silver is more optimal in back
reflection. A thicker layer reduces the surface roughness and loss of conformality.
• We did not notice any difference between ZnO:Al back reflectors sputtered at
different growth temperatures.
5.2 Future Research Directions
• Mobility as function of grain size can also be estimated from varying the thickness
of nanocrystalline layers in superlattice structures. SCLC measurements can be
employed to calculate mobilities [76].
• Lifetime can be estimated from reverse recovery methods, and diffusion lengths
from QE methods. From these two experiments, mobility values can be cross
checked.
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• Cross sectional TEM and AFM images of superlattices will be very interesting to
look at. The images should help understand the large grain boundary formation.
• The study of superlattices can be extended to low temperatures as well (150 - 200
C). The doping density in these devices will be lower.
• More studies need to also be done on high temperature superlattices. Defect den-
sity comparisons between hydrogen profiled devices and superlattice cells need to
be studied more thoroughly. Electron spin resonance measurements can supple-
ment the existing capacitance measurements in the estimation of defect densities.
• Growth rates need to be increased; Currently the growth rate is around 3 A/s.
Using higher pressures, and power will help in decreasing the growth times, thereby
enhancing the throughput.Care should be taken to make sure < 220 > is still the
preferred orientation. Another approach would also be to increase the frequency
of deposition to 100 MHz or higher.
• Inadvertent oxygen doping needs to be minimized as much as possible especially in
high temperature devices. Microdoping (ppm TMB) is a delicate technique, and
cannot be used for thick devices as the intrinsic layer turns p-type. A load lock
chamber or baking of the walls and substrate overnight has shown to reduce the
doping density. Also the TMB needs to be added in the dummy layer to negate
the oxygen present.
• The hydrogen plasma treatment can also be better controlled by modeling it us-
ing a software like SIPDP-3D, SRIM which analyzes the depth of penetration of
hydrogen ions and the ion energy. Experiments can be done on intrinsic layers
deposited under identical conditions, and the hydrogen plasma conditions can be
varied to understand the influence of hydrogen anneal.
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• Estimating mobilities from lifetime and diffusion length measurements for high
temperature devices. Also measurement of hole mobilites using SCLC might yield
values higher than 1 cm2 / V-sec which will be one of the highest reported values
in literature for nanocrystalline silicon.
• While the etched ZnO:Al back reflectors have shown good enhancement, the tex-
ture needs to be improved more to further increase the Jsc. Development of back
reflectors while simultaneously studying AFM, SEM and diffuse reflectance will be
ideal in improving them. Also a method to quantify BRs needs to be developed.
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