A new algorithm for simulating the plunging breaker is described. The approach is a fully-implicit multigrid scheme which uses the generalized artificial compressibility approach to couple the incompressible Euler equation and continuity equation in a hyperbolic manner. Several techniques for convergence acceleration are also implemented. The kinematic boundary is formulated by the Eulerian description which can easily deal with the open boundary. A grid adaptation strategy is used to capture the wave motions as well as the wavemaker's oscillations. Comparisons are made between the numerical solutions and the tank measurements for the plunging breaker generated by a piston-type wavemaker. Excellent agreement in the wave profile up to and including overturning validates the new method.
Introduction
Wave breaking is a very important hydrodynamic phenomenon. The breaking process introduces air bubbles, sprays, and noise and is responsible for the generation of water surface droplets. Breaking waves threaten the offshore structures as well as erode the coast with their abundant kinetic energy. For decades, calculations for such problems have been a challenging objective of many research efforts. Successful approaches, however, must be able to approximate the kinematic free surface boundary condition and track the free surface movement. There are two approaches available for tracking the interface, the front tracking technique and the front capturing technique. The first approach is the front tracking technique which follows the interface directly. Two kinds of formulation, Lagrangian and Eulerian, are possible. The former seems to be the natural choice for describing the free surface location. However, it may develop a strong saw-tooth instability which was first reported by Longuet-Higgins and Cokelet [26] and, later, by several other investigators [18, 10, 41] describe wave height based on a fixed .r-position or on a reference point movin g in the ^-direction) become invalid when the waves start overturning. Therefore, a generalized Eulerian view point must be adopted to capture the breaking waves. One of the difficulties of the front tracking technique is that the numerical grid must be adapted (by moving the points, changing the connections between points, or altering the number of points). Nevertheless, the front tracking technique seems to be more accurate.
To implement this technique, suitable mesh movement and/or mesh-adaptation algorithms must be applied. Pure mesh movement can be achieved by a suitable mapping function or an artificial spring mechanism. For convenience, this is named the spring method to distinguish it from the particular adaptation method which means any adaptive mesh including reconnection, deletion, or addition of points. Details about meshadaptation strategies can be found in [4] and section 8.
The second approach is the front capturing technique which, instead of following the interface, constructs the free surface based on information such as the regions occupied by the fluids or updated scalar fields. The MAC method (Welch et al, 1965 [43] ), the VOF method (Hirt and Nichols, 1981 [16] ) and the level set formulation (Osher,1988 [38] ) are of this kind. This approach uses a fixed grid and thus is easier to implement. However, the front capturing technique is less accurate because it introduces some numerical viscosity near the interface.
We present a new scheme as follows. The front tracking approach is chosen owing to its accuracy. A new generalized Eulerian viewpoint is formulated to follow the free surface before plunging occurs. A fullyimplicit scheme which generalizes the very efficient dual time-stepping scheme originally proposed by Jameson [20] for compressible flow is implemented to relax the time step limit. In the present algorithm, fast convergence to a steady state of the inner-iteration is achieved by making use of the multigrid technique developed by Hino, Martinelli and Jameson [17] for steady freesurface calculations on triangular grids. Details on the space discretization and a comprehensive study of the artificial compressibility method for unstructured grids is given in [11] . The A-stable discretization in time allows the stability constraint on the physical time step to be relaxed, while standard convergence acceleration techniques such as local pseudo-time stepping and residual averaging are applied to the pseudo-transient iteration. Also, to alleviate the stiffness stemming from the unsteady source terms in the residuals, a point-implicit five-stage Runge-Kutta scheme is constructed, following the guidelines given in [33] . Finally, the range of the characteristic wave speeds associated with the hyperbolic pseudo-transient problem is optimized for better convergence by employing a suitable form of local preconditioning [39, 6] .
Two grid-adaptation techniques are also implemented. For plunging breakers, pure movement of the grid points seems inadequate. A procedure containing local remeshing, deletion of points and mesh enrichment must be used. In the literature, an adaptive-mesh technique was used by Lohner [28, 27] to follow the moving bodies in the flow. His enrichment procedure requires splitting triangles into two by putting points on their longest edges which might result in a locally high "aspect ratio" and have the tendency to have poor solution accuracy as reported in [24] . The adaptive scheme we used is based on Delaunay triangulation which maximizes the smallest angles of its triangles and usually results in better quality meshes [2, 3] ,
Governing Equations
Consider a general two-dimensional homogeneous incompressible inviscid free surface flow problem. The Cartesian coordinate system is chosen as the x axis being the still air-water interface while the y axis parallel to the gravitational force. Let the reference length, velocity and density be Lo, UQ and po-The dimensionless Cartesian velocity components, dimensionless pressure and the dimensionless density are denoted by u, v, p and p(= 1) respectively. Let p = p + -j% be the pressure minus the hydrostatic part, where the Froude number F = -j£=, h is height of the free surface, and g is the yahgravitational acceleration. The dimensionless governing equations which consist of the continuity equation and the time-dependent momentum equation are
and
where u is the velocity measured with respect to an inertial reference frame , u r = u -u& is the velocity of the fluid relative to the control surface with velocity u& , and n is the unit normal of the control surface. Note that the the body force is included in the pressure term in equation (2) . A more compact form of equations (1) and (2) is 
Initial and Boundary Conditions

Solid Surface
The free-slip condition on the solid bodies is implemented by u r • n = 0
which imposes no normal flow through solid boundaries.
Free Surface
The free surface condition consists of a dynamic and a kinematic condition. The former, which is known as the DFSBC (Dynamic Free Surface Boundary Condition ), states the continuity of normal stress on the air-liquid surface. For the inviscid case without considering surface tension, this is expressed as
where p 0 is the atmospheric pressure (assumed to be constant). The latter condition or KFSBC (the Kinematic Free Surface Boundary Condition) describes the free surface on a material surface and can be formulated either by the Lagrangian or the Eulerian viewpoints. The Lagrangian point of view is a natural extension of particle mechanics and describes the particle locations at the free surface by dx dt = u.
where u r = u -Ub is the x component of relative velocity, provided that Ub = ^f-is given. This particular eq uation is unable to follow overturning waves because h y will become multivalued for given h x . Nevertheless, equation (7) is widely used in steady problems.
There is a way to describe overturning waves using the Eulerian formulation. Suppose a general coordinate system, 0 -£ -77 is chosen with base (e^, e^). The free surface location h^e^ -f/i^e,, can be obtained by solving
where w^r -u^ -u^b is the £ component of relative velocity, provided that ugb = -gf-is given. There is no need to use a single (e^,e^) for all points and/or at all time. At a fixed time, each (e^e,,) is chosen at each point to guarantee single-valueness of h^.
Initial Condition
Initially, there is no flux, the free surface is undisturbed,
Discretization
The space domain is subdivided into a number of cells (triangles). The governing equations are solved for each control volume which consists of cells with a common point. Figure 1 shows the control volumes for interior and boundary points. The hollow circles represent the locations of residual collection, the solid circle circles are the contributing nodes, and the grey areas are the control volumes. For boundary control volumes, points where residuals are collected are also contributing nodes, and these are referred to as one-sided control volumes.
Alternatively, the Eulerian formulation, which is widely^1' 6 1: Control volumes for boundary and interior points used in fluid mechanics, describes a fixed point in space with respect to a reference frame. The free surface lo-A vertex-centered formulation of (3) yields the semication (h x ,h v ) is written as discrete equations
where the residual
is obtained by approximating convective fluxes with (12) is satisfied and one step in real It is easily seen that with the artificial dissipation time hag advancecL For most of this work) a very effi . terms constructed, the total space discretization dent five . stage Runge . Kut ta is used. (14) where where As i+ i = ||x; +1 -Xi|| is the length of the edge with end points i and i + 1 and r 1 -is a constant. . 2 No matter what viewpoint is taken, the time-marching equation for the KFSBC must be solved together with the bulk flow solver. It is discretized in space and then solved by implicit time stepping. A pseudo-time derivative term is then added to implement the dual time stepping method described earlier.
Convergence Acceleration
Several efficient techniques are employed to accelerate convergence at each time step. The most important one is the multigrid scheme, which also uses separately generated meshes. The details of the multigrid scheme can be found in [32, 21] . Another is called the local time stepping technique which allows each control volume to be advanced in pseudo-time by its own maximum local pseudo-time step. Residual averaging is also an effective method to increase the pseudo-time step by collecting information from residuals at neighboring points [21] . These techniques are performed on the subiterations and do not affect time accuracy.
Unstructured Multigrid
The multigrid method was first proposed by Fedorenko in 1964 [15] for elliptic equations, and some promising results were obtained later. The method we used here is based on Jameson's 1985 method [21] .
The multigrid procedure begins at the finest grid. Let the initial value w} be the flow value at pseudotime level n. The equation dt* is solved for n + 1 by a point-implicit Runge-Kutta method. The solution is transferred to a coarser grid by a transfer operator P£ +I where ft denotes the grids. The initial condition on the grid ft + 1 is 
Unstructured Grid Techniques
The four most popular unstructured mesh generation techniques are the advancing front, Delaunay triangulation, edge-face swapping and the octree-based techniques. The main feature of the advancing front method is that elements (i.e. triangles or tetrahedra) and points are generated at the same time. However, it poses some difficulties when the new point is very close to an existing point of the front, when the new triangle intersects with the nearby edges of the front, or when two edges of very different length come close to each other. The Delaunay triangulation method is supported in two dimensions by solid theoretical results and can easily handle a new point to be inserted at any time. The edge-face swapping technique needs an existing triangulation but can be utilized to convert a mesh to an ideal one. The octree-based technique uses repeated subdivisions of a given set of square elements.
dt*
Delaunay Triangulation
For a given set of N points {Pi} in a region D, the Delaunay triangulation is the unique triangulation which has the property that no points lie inside the circumcircle of any triangle. The method to generate a mesh is based on an initial triangulation of the boundary points followed by the insertion of new points inside the domain according to a prescribed rule. The complete algorithm is described in the next section.
Algorithm to Construct the Delaunay Triangulation
The algorithm presented below follows the work of Baker [2] which is a sequentially construction method and is readily applied to any dimensions.
STEP 1 Define the boundary points and surfaces.
STEP 2 Initially triangulate the boundary points.
STEP 3 Choose interior points to be inserted according to the threshold value.
STEP 4 Introduce the points chosen in STEP 3 to the domain by the Bowyer-Watson Algorithm and using quadtree data structure to enhance this process.
STEP 5 Repeat STEP 3 and STEP 4 until no points are to be inserted. STEP 6 Smooth the mesh.
Initial Triangulation
To start the mesh generation process, a given number of boundary points and its grid connections (edges, in planar case) are defined. (For the three-dimensional case, boundary grids can be constructed by using a two-dimensional triangular mesh generator.) It is convenient to define eligible triangles as the triangles whose edges do not intersect with the boundary edges and which lie internal to the domain (inside the external boundary and outside the internal boundaries). When a point can be connected to an edge to form a triangle which is eligible, this point is eligible. The initial triangulation implemented here is to assign a point on the boundary to each existing edge to form a triangle. For a given edge, the point is chosen based on the smallest circumradius of all the triangles formed by eligible points and the edge under consideration. It is possible, however, that degeneracies will occur. For a planar case, four or more points are cyclic, i.e. they are on a circle and no other points lie inside the circle. Degeneracies will make the triangulation nonunique. Even though uniqueness is not a concern for the generation of a computational grid, modifications must be made, otherwise the triangles could overlap. 
Mesh Refinement and Bowyer/Watson Algorithm
Once the initial triangulation is obtained, a mesh can be refined by introducing points inside the domain and reconstructing the triangulation to include the new points based on the Delaunay criteria. To achieve this, several algorithms have been developed. Among them, the Bowyer [7] and/or Watson [42] algorithm is straightforward and is easily extended to any number of dimensions. The procedure is as following. First all the triangles whose circumcircles contain a new point are removed. These removed triangles form a cavity in the domain. Second, the new point is connected with all the nodes on the boundary of the cavity to form new tri-angles.One can see that the procedure meets the properties of the Delaunay triangulation. Therefore, the resulting mesh is Delaunay. It should be noted that the algorithm can be implemented without difficulty for degenerate cases.
Point Selection
To complete the grid generation, points must be chosen and then inserted by the Bowyer-Watson algorithm. For many earlier applications, points were determined by some prescribed techniques somewhat like the selection of points on structured meshes. Recently, a different approach has been developed, which chooses points simultaneously with the construction of the grid. We use the method suggested by Rebay [40] which belongs to the latter category.
The new points are chosen as the circumcenters of all existing triangles if the triangles are acute, or as the midpoints of the longest edge if the circumcenters are outside their triangles. The points are sequentially inserted until some threshold value is larger than all circumradii. Typically the threshold value is location dependent in order to reflect the need for varying mesh size. For a boundary point P, the threshold value fp is selected as the average length of two boundary edges with the common end point P. When a new point is introduced, its threshold value is taken as the area average of the threshold values at the vertices of the triangle which contains the new point.
Mesh Point Smoothing
The unstructured grid generated in this manner can be smoothed to decrease grid skewness. A popular way is to use a Laplacian filter which smoothes each point K times according to
where XQ +I is a new smoothed position of point XQ, /j, is the relaxation parameter, and m is the total number of neighbors with coordinates Xj surrounding XQ .
After such a smoothing process, however, the mesh is not a Delaunay triangulation in general. Nevertheless, by implementing the adaptation method which will be described in the next chapter, the mesh can be restored to a Delaunay triangulation but with better grid quality.
Adaptive-Mesh Strategies
Adaptive-mesh strategies have been applied to problems either to follow movements of the boundaries or to improve the numerical solutions. Generally speaking, a strategy involves one or more of the following processes to modify the grids: by changing the number of points (/i-method), by rearranging the distribution of points (r-method) and by altering the connectivity of points (m-method).
For the current study, the main issue is the inevitable deformation of the physical domain due to the motion of the free surface. Two grid-adaptation strategies are implemented and tested. One is the spring method (r-inethod) which uses a spring mechanism to deform the mesh nodes. This method ignores the remeshing procedure and therefore takes into account only mesh deformations. When the mesh distorts too much, the accuracy of the numerical solution may suffer. The other strategy is the adaptation method which inserts points inside the domain when better resolution is required and deletes existing points when these points lie outside the domain. Therefore, point-mesh rearrangement is taken care of and the mesh quality can be guaranteed.
For unsteady flow problems with large movement of boundaries, i.e. breaking waves, the spring method was simply abandoned in this work. The reason is that a point which initially lies outside any triangle might move inside a triangle and therefore invalidate the mesh. Furthermore, even if this does not happen, when the rnesh distorts, the computational results will suffer [24] . Owing to such considerations, only the adaptation method is investigated here.
Adaptation Method (r,m,h-method)
This method contains the following steps.
Mesh movement (r-method)
Since the velocities of the boundary points are prescribed, the interior points are moved according to Laplace's equation
which guarantees the mesh velocities to be smoothly varying.
Addition of boundary points (/i-method)
A new boundary point is added at the center of the boundary edge when the slope of this edge is less than -1. After the wave overturns, points are added near the tip of the overturning wave until the spacing between two adjacent points are | of the original spacing.
Local remeshing (m-method)
• identify the regions to be regenerated (failed the Delaunay test)
• remove all the points inside these regions
• re-introduce the points into the domain
Deletion of points (/i-method)
• identify the points to be deleted according to the local threshold value
• remove the points and the edges connected to those points
• retriangulate the regions based on the algorithm of initial triangulation
Mesh enrichment (/i-method)
• identify the points to be added according to 7.3 • insert the points using the Bowyer-Watson algorithm 9 Results formulations. There is a significant difference. The wave is overturning with the former formulation while it is not with the latter formulation, and is not in the experiments. The earlier overturning is predicted with the Lagrangian description no matter how fine the grid and no matter what kind of time-stepping scheme is used. Earlier investigators, when using the Lagrangian approach, used a smoothing procedure to even out the velocities and wave height in order to damp the so-called saw-tooth instability and did not seem to have the same problems we observed. This is probably because the smoothing technique introduces dissipation terms in the calculation of the velocities and wave height just large enough to prevent this physically incorrect phenomena from happening. However, such a smoothing procedure cannot be easily applied to formulations other than the boundary integral method. This is because for a panel method smoothing the velocities at the free surface will affect the velocities inside the domain. On the other hand, for formulations with interior points, a suitable smoothing technique should smooth all the velocities in the domain and this is rather difficult (there is no indication of how to smooth them). Moreover, the calculation shown in reference [10] overpredicted the wave height at t -42. So, the Lagrangian formulation of the free surface motion was simply abandoned in this work. The calculations done hereafter are based on the Eulerian description of the kinematic free surface boundary condition. One advantage of this formulation is that it can describe problems with an open free surface boundary without addition and deletion of free surface nodes. Four levels of multigrid are used for the computation. Figure 7 shows the initial and final (t = 51.57) finest grid. It indicates that our grid adaptation method together with the unsteady flow solver can handle the flow after the plunging occurs. Figure 8 shows the four levels of grid at time t = 51.27. The finest grid at this instant holds 10476 points. Each grid is generated and adapted without reference to the other grids. Furthermore, the meshes shown are Delaunay triangulations which possess the max-min angle property and thus can prevent inaccuracies due to the grid skewness as reported in [24] .
The pressure distribution at t -51.27 is plotted in figure 9a and a close up view near the breaker is shown in figure 9b . The velocity vectors at time t -51.27 shown in figure 10 indicate that the maximum speed of the plunging wave is located in the cusp, which is approximately twice the phase speed, with the central frequency of w c = 1.4 based on the linear theory. The figure also indicates that the particles on the back of the breaker are moving away from it. Our numerical solutions predict wave heights in close agreement with the experiments. The maximum deviation occurs at t = 51.55, which, according to our calculation, is after the re-entry takes place. The computed plunging location and time differ from the experiments by about -0.16 and -0. 30 . Approximating the open far end by a solid wall in the simulation contributed to these errors. Dommermuth et a/. [10] surmised that another factor could be the dissipation effect in their experiments which will delay the breaking process. On the bottom of the breaker, the numerical solution exhibits some small-scale disturbances. These disturbances might be physical because in that part in the overturning wave, a Rayleigh-Taylor instability is observed in the experiments.
Comparison with Boundary-Integral Methods The free surface profiles at several different locations, i.e. x = 6.67 and 10.00, are compared with linear theory and measurements in figure 11 . It shows that our unsteady solver is able to capture the phase as well as the amplitude of the wave motion. The linear theory can follow the phase of the waves, but the discrepancies for the amplitude based on the linear theory become larger as the wave group propagates downstream.
The numerical free surface heights near the plunging location at times t = 51.11, 51.24, 51.34, and 51.55 are plotted in figure 12 The measured surface heights at x -11.83 at the same time instant are also shown. Prior to this work, boundary integral methods (BIMs) were considered to be the only successful method to simulate overturning waves. BIM methods have several nice properties. Because there are no internal grid points, BIM methods are thought to be the most efficient and accurate. Here we compare several results between our method and the BIM (for the same number of boundary points).
For the current test case, our computed results are compared with the boundary integral method by Dommermuth et a/. [10] . The deviation of the computed from measured free surface elevations at x=11.83 are plotted in figure 13 . It shows that our method predicts free surface locations closer to the experimental result than this boundary integral method. For t=51.55, the overturning wave predicted by the BIM has passed x = 11.83, and therefore the deviation goes up abruptly. For the present calculation, the upper fluid plunges into the lower one which may contribute to the increase in the deviation between the computed and measured heights.
Moreover, our method can handle problems with complex geometries and it can be extended to include viscous effects, which are difficult for the BIM approximation. Furthermore, if the interior velocity field or pressure is of interest, BIM approximations require additional calculations.
Conclusions
The combination of an adaptive-grid technique and fullyimplicit flow solvers for the time-dependent plunging breaker has been developed. Excellent agreement with the experiment validates the current algorithm. The proposed method is so general that can be easily extended to three dimensions and can be applied to transient flow problems with moving boundaries such as offshore structures.
