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Abstract
The development of new techniques in micro-manufacturing in recent years has enabled the fabri-
cation of material microstructures with essentially arbitrary designs, including those with multiple
constituent materials and void space in nearly any geometry. With an essentially open design space,
the onus is now on the engineer to design composite materials which are optimal for their purpose.
These new materials, called meta-materials or materials with architected microstructures, offer the
potential to mix and match properties in a way that exceeds that of traditional composites.
We concentrate on the thermal and elastic properties of isotropic meta-materials, and design
microstructures with combinations of Young’s modulus, Poisson’s ratio, thermal conductivity, ther-
mal expansion, and mass density which are not found among naturally-occurring or traditional
composite materials. We also produce designs with thermal expansion far below other materials.
We use homogenization theory to predict the material properties of a bulk meta-material com-
prised of a periodic lattice of unit cells, then use topology optimization to rearrange two constituent
materials and void space within the unit cell in order to extremize an objective function which yields
the combinations of properties we seek. This method is quite general and can be extended to con-
sider additional properties of interest. We constrain the design space to satisfy material isotropy
directly (2D), or to satisfy cubic symmetry (3D), from which point an isotropy constraint function
is easily applied. We develop and use filtering, nonlinear interpolation, and thresholding methods
to render the design problem well-posed, and as a result ensure our designs are manufacturable.
We have written two computer implementations of this design methodology. The first is for
creating two-dimensional designs, which can run on a serial computer in approximately half an
hour. The second is a parallel implementation to allow optimization in three dimensions with a
large number of parameters. When running on a high-performance computing cluster, it allows for
solutions in a few hours despite the greatly increased computational cost.
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Chapter 1
Introduction
This dissertation focuses on the design of meta-materials, that is, man-made materials assembled
at the microscale from two or more currently-existing constituent materials. The term is somewhat
synonymous with composite materials, but meta-materials connotes a much greater degree of mi-
crostructural detail and control than traditional particulate or fiber composite materials. Greater
control over the microstructure opens the design space, permitting meta-materials with macro-scale
properties, or with combinations of macro-scale properties, which do not appear naturally.
In particular, we are concerned with four bulk material properties: the mass density, the thermal
conductivity, the thermal expansion coefficient, and the Young’s modulus. Respectively, these
properties measure the mass per unit volume of the material, its ability to conduct heat, the
amount it dilates or contracts as its temperature changes, and its stiffness under mechanical loading.
In this dissertation we will be interested in designing only isotropic materials, but the techniques
presented work identically for anisotropic materials, with the caveat that in such cases, the thermal
conductivity, thermal expansion, and elasticity tensors may themselves be anisotropic.
As we will discuss in more depth later, we will be concerned with two different length scales in
this dissertation, namely the very small unit cells of our meta-material (well below millimeter size),
and the larger structures of the device, vehicle, etc. in which the meta-material will be employed
(centimeters through tens of meters). Throughout this dissertation, we will use the prefix micro-
to refer to the feature size of the meta-material’s unit cell, and will use bulk or the prefix macro-
to refer to features sizes on the structure, that is, engineering length scales. There is a large
separation between the micro and macro length scales. We will refer to the constituent materials
of a meta-material as its phases, and will use composite as an adjective when discussing the bulk
(i.e., averaged, effective, or apparent) properties of the material.
The plan of attack is as follows: first, propose an initial design for the microstructure of the
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unit cell, comprised of several candidate phases. Next, predict the bulk thermoelastic properties of
a meta-material built using that unit cell design. Typically, these bulk properties will not satisfy
various performance metrics we hope to meet, so we then update the unit cell design based on a
sensitivity analysis of the design; this analysis tells us what updates to make to the current design
to most effectively improve it. We then repeat these steps (predict properties / improve design)
until the unit cell design has converged to one that meets our goals.
We discuss each of these steps in more detail. In the remainder of Chapter 1, we review the
work of previous authors on bounding and predicting bulk properties of materials, and in optimally
re-arranging phases to meet design goals. We also discuss how this dissertation contributes to the
literature. In Chapter 2, we present the details of how we predict the bulk properties and perform
the sensitivity analysis, as well as the means by which we define a well-posed design problem. In
Chapter 3, we discuss the computational implementation of this algorithm, and in Chapter 4 we
present some example designs of this algorithm. We conclude in Chapter 5 and discuss future
directions for this work.
1.1 Background & Literature Review
This work builds on developments from several areas of research, which we discuss below. To design
meta-materials from several phases is to design composite materials, albeit generally ones with
more sophisticated microstructure than traditional composite materials (e.g. the fiber-reinforced
polymer composites common in the aerospace industry). We thus benefit from the large literature
concerning the design and analysis of such materials.
1.1.1 Bounds on properties
Because our microstructure is designed with relatively few constraints on its layout, we do not know
a priori what it will look like. Thus, we would like to compare its properties to bounds which are
valid for arbitrary microstructure, and for which only the material properties and volume fractions
of each phase are known.
For the elasticity tensor of the composite material, the easiest bounds are the Voigt and Reuss
bounds [26], which are the weighted arithmetic and harmonic means, respectively, where the weights
2
are the volume fractions of the phases. Hashin and Shtrikman [36] improved these bounds for
isotropic composites using variational approaches. Many improved bounds exist, but assume con-
straints on the microstructural morphology, e.g. spherical inclusions in a matrix, continuous-fiber
lamina, and so on. These are therefore not applicable to our problem.
Cribb [25] computed the coefficient of thermal expansion for a two-phase composite. Shapery
[58] and Rosen and Hashin [56] used energy methods to bound the coefficient of thermal expansion
for isotropic composite materials of n phases in terms of the bulk moduli, thermal expansion
coefficients, and volume fractions of the constituent phases. A key result is that there is a one-to-one
relationship between the composite bulk modulus and composite coefficient of thermal expansion
for isotropic composites of two phases of fixed volume fractions, but not for those of three or
more phases. In these latter such cases, an isotropic composite material of given volume fractions
and with a fixed bulk modulus may exhibit a range of possible values of the thermal expansion
coefficient. Gibiansky and Torquato [31] were able to improve on these bounds for multi-phase
composite materials using a translation method. Later work [64] was able to find microstructures
which lie on or very near to these bounds, suggesting that they are optimal.
1.1.2 Effective properties and homogenization
Given a heterogeneous composite material and the properties of its constituent phases, we would
like to know the effective properties of the bulk composite. This is so that a design of e.g. an
aircraft does not need to specifically model details of material microstructure, which would require
an intractably complex model. Instead, analysis of a small volume of the composite is used to find
the effective properties; this analysis volume is large with respect to the material microstructure,
but small with respect to the overall structure. Then the composite material is replaced with a
homogeneous material with the effective properties for the purpose of analysis of the greater struc-
ture. This process of detailed analysis at small scale, followed by abstraction of salient properties
for use at larger length scales, is typical of multi-scale analysis.
The approach of Huet [43] appears to be typical of the effective properties methodology. He
defines the effective elasticity tensor to be the one that maps the volume-averaged stress to the
volume-averaged strain over an ensemble of specimens (i.e., realizations), where each specimen
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volume is sufficiently large that the effective elasticity tensor does not change significantly for
different specimens. That is, the volume is at least the size of the so-called representative volume
element. To compute the effective elasticity tensor, displacement boundary conditions that vary
linearly in space are prescribed over the unit cell, such that the average strain is known a priori.
These boundary conditions satisfy the Hill condition [40], i.e. the volume-averaged strain energy
equals the product of the volume-averaged stress and strain. Since the volume-averaged strain
energy must equal the external work done by surface tractions normalized by the volume, and
since the boundary displacements are known, the effective elasticity tensor can be evaluated.
Homogenization theory is another approach to determine effective properties. Following discus-
sion by Allaire [3], the theory conjectures, and later proves [70] that the displacement fields in a
domain vary on different spatial scales due to the microstructure. The displacement fields are thus
approximated by an asymptotic expansion and substituted into the governing equations. Requiring
that the governing equations be satisfied at all length scales implies that certain matching condi-
tions must be satisfied between the length scales. The upshot is that the homogenized elasticity
tensor may be found by taking a volume average of the sum of the local elasticity tensor and its
action on characteristic strains which come from satisfying the governing equations at the short
(microstructure) length scale. Details are presented in Chapter 2.
Hollister and Kikuchi [42] give a review and comparison of computing effective and homogenized
properties. A key distinction is that the effective properties approach requires a finite-sized domain
to ensure sufficient volume for comparing effective properties, whereas homogenization uses a single
“infinitesimal” unit cell. (When too small a volume is considered, the effective properties method
will give composite properties that vary significantly depending on the specimen chosen. In Huet’s
nomenclature, these are called “apparent” properties rather than “effective” ones.)
1.1.3 Topology optimization
Topology optimization is a method to distribute two or more phases within a body to minimize
some cost function of interest while respecting imposed constraint equations. That is, if one defines
an integer-valued indicator function χ(x) over the entire domain Ω, where the value of χ at any
point x determines the phase at that point, then one seeks the optimizer χ∗(x) which minimizes a
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cost function f(χ) while respecting constraints gj(χ) ≤ 0. It should be clear based on the posing
of this problem that, by choosing χ at each point, the optimizer is free to choose designs in which
the set of points of each phase may be disjoint, contain tunnels or inclusions of another phase, and
so on. This stands in contrast to shape optimization, in which the genus of the domain is set, and
optimization only changes the geometry of the existing boundary and any holes.
Unfortunately, the topology optimization problem is often ill-posed, and needs relaxation or
regularization in order to render it well-posed, cf. the discussion in [46] and [51]. The ill-posed
nature of topology optimization was first encountered during the minimization of compliance of
an axisymmetric plate subject to a volume constraint [20]. The response for this problem was
computed via the finite element method, and whereas the finite element solution approaches the
true solution as one refines an approximation of an underlying “true” or “exact” geometry [13],
in topology optimization it was found that there is no underlying true geometry. Rather, refining
an approximation of the domain simply reduced the length scale of the features selected by the
optimizer. The relaxation and regularization methods define a well-posed approximation to the
topology optimization problem by either expanding the design space to include these so-called
“chattering” designs, or by imposing a length scale on the problem to limit the minimum feature
size.
A relaxation of an optimization problem allows certain constraints or assumptions of the prob-
lem to be loosened or ignored, yielding an approximation of the original problem which is well-posed
and, as such, tractable to solve. Careful choice of the relaxations used can result in an approximate
problem whose solution still provides useful solutions to the original ill-posed problem. In the topol-
ogy optimization context, relaxation formulations enlarge the set of possible designs by introducing
a multi-phase composite material at each point x ∈ Ω instead of a single phase. Homogenization
theory (as above) is used to determine the “average” material properties of the composite, and op-
timization is used to design the composite microstructure. The optimization then simultaneously
distributes the phase volume fractions and the composite microstructure. In some cases, including
ranked laminate structures, there is a closed-form analytical relationship between the laminate
volume fractions and orientations and the homogenized elasticity tensor, allowing for analytical
optimization of the morphology when the volume fractions are specified [2, 29, 54]. Another ap-
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proach is to separately consider the material distribution and microstructure problems, leading to
a hierarchical approach [51,55].
The regularization of an optimization problem is the application of additional information or
constraints to the problem, again yielding an approximate, but now well-posed, new optimization
problem which can be solved, and whose solution may be useful in the context of the original,
ill-posed problem. For topology optimization problems, regularization formulations limit the set of
possible designs by imposing a lower length scale constraint on features in the design through, e.g.,
the use of maximum perimeter constraints [34]. That is, the total length of the boundary between
phases in Ω is required to remain below some fixed value.
With the above restriction, the optimization problem becomes well-posed [73], but it is not
yet tractable for numerical solution. This is because the problem is both infinite dimensional and
non-differentiable. It has infinite dimension because we must specify the value of χ(x) for all x ∈ Ω,
and since χ is integer-valued, it is not possible to compute variations of the functions f(χ) and
gj(χ).
In order to render the objective and constraint functions differentiable with respect to χ, we
convexify the problem by replacing the integer-valued χ field with the real-valued volume fraction
field ν, e.g. ν(x) ∈ [0, 1]. Physically, this convexification means we allow mixtures of the constituent
phases at any point in the domain during the optimization. We can see a direct analogy here to the
practice of relaxing from the integer field Z to the reals R in interior point algorithms to solve integer
programming problems. In topology optimization, as in integer programming, this does not raise
an inconsistency so long as we have a reasonable way to interpolate for real-valued parameters (that
is, for mixtures of phases), and so long as we converge to an integer solution. That is to say that, in
the final design, each point of the microstructure should be only one material phase, since mixtures
are unphysical. Several techniques have been proposed to help ensure such convergence to integer
solutions; among these, the Solid Isotropic Material with Penalty (SIMP) model, which penalizes
intermediate mixtures during interpolation of material properties by making them inefficient, is
quite popular [10]. A number of other methods are used, including refinements of the SIMP idea
(e.g., [15]). One such method, the Rational Approximation of Material Properties (RAMP) [68] is
also commonly used, and may improve the ability of the optimization to return to integer solutions.
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Adopting the regularization allows for several other means to restrict the design space, i.e., the
feature size. In addition to the aforementioned perimeter constraints, one may alternatively impose
maximum slope constraints (e.g. [63]), or adopt filtration methods (e.g. [12]). We defer discussion
of the details of the restriction filters to the next chapter, as well as details of the method used to
ensure convergence to integer solutions.
Finally, we must render the topology optimization problem finite-dimensional to enable nu-
merical solution. A typical means to do so is to partition the domain Ω using a finite element
mesh (typically needed anyway for the computation of homogenized properties of the unit cell),
and to then control the volume fraction of each phase within each finite element. This yields an
approximation of ν which is piecewise constant over the domain.
Another popular method to parameterize the volume fraction field is via level set methods
(e.g. [76]), in which a higher-dimensional implicit function field is created and controlled by some
parameters, with the phase boundary given by the locus of points where the implicit function has
value zero. A topological derivative approach is used to determine the sensitivity of the objective
and constraint functions to the addition of an infinitesimal hole at any point in the domain [51,65].
The implicit function is often parameterized using the finite element basis functions, but other
methods are also used (e.g. [69]).
In this work, we use a restriction formulation of topology optimization to optimize the layout
of phases in the microstructure of a unit cell to extremize its homogenized macroscopic properties.
A restriction formulation is used since we are designing the unit cell microstructure directly; it
does not make sense to use a relaxation formulation which would lay out a microstructure material
inside the unit cell, which is already the microstructure for the bulk material. The use of a
restriction formulation of topology optimization to design a unit cell microstructure for homogenized
macroscopic properties is known as “inverse homogenization,” and is quite popular in the literature,
cf. [9, 21, 60]. Among the many extremal property design examples, Sigmund and Torquato [64]
used topology optimization to achieve the improved bounds on the coefficient of thermal expansion
of [31].
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1.1.4 Novelty
Several groups of authors, including Dasgupta and Agarwal [27], Song and Youn [66], and Asakuma
et al. [4] have successfully derived homogenized thermal conductivities, but these appear to be for
predominantly planar or lattice systems. We provide homogenization for arbitrary dimension and
microstructural geometry.
In regard to bounds on the thermal conductivity of isotropic composites of n isotropic phases,
Hashin and Shtrikman [35] considered an arbitrary layout of the phases, Torquato et al. [71] con-
sidered two-dimensional lattices, Nomura and Chou [53] considered uni-directional short-fiber com-
posites, Crane and Vachon [24] and Carson et al. [18] considered granular and porous media, and
Hasselman and Johnson [37] considered the case of two-phase composites with simple inclusion ge-
ometries. The bounds of Hashin and Shtrikman are easily achievable for composites of two phases.
Milton [49] was able to realize the lower (upper) bound in two dimensions for composites of n
phases, provided the Hashin and Shtrikman lower (upper) bound is between the least (greatest)
pair of phase conductivities, thus indicating that the Hashin and Shtrikman bounds are optimal.
Others have used topology optimization on thermoelastic problems, but relatively few have
specifically optimized for thermal conductivity. For example, Gersberg-Hansen et al. [30] apply
optimization for heat conduction problems, but are not designing a material with optimal thermal
conductivity. A similar formulation occurs in Sigmund’s [62] design of thermal actuators. Both
Torquato et al. [72] and Zhou and Li [78] do optimize specifically for thermal conductivity, but
these authors do not consider the elasticity problem. Mun˜oz-Rojas et al. [50] do simultaneous
optimization for stiffness and thermal conductivity, but do not address thermal expansion, nor do
de Kruijf et al. [28]. Neither do Challis et al. [19], though these authors do explicitly consider the
isotropy of their material, which they state others do not. Additionally, a survey of the literature
indicates many authors use “fictitious materials,” such that they can choose the combination of
physical properties of each. For example, they might choose to use one material with good stiffness
but zero thermal conductivity, and another material with zero stiffness and good thermal conduc-
tivity. We use real materials, with the intent that our collaborators will be able to fabricate and
validate our designs.
A number of authors have designed materials with low and zero coefficient of thermal expansion,
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but their designs typically consist of two-dimensional stretch-dominated lattices. These materials
are comprised of beam-like members meeting at nodes, and as a result have low thermal conductiv-
ity. Additionally, the design methodology consists of fixing the topology of a design, then adjusting
the orientation, lengths, and thickness of the beams. Steeves et al. [67] and Lehman and Lakes [47]
appear typical of this approach.
We emphasize that, while we may be seeking to design similar materials, our contribution
includes the development of a design methodology which is much more general than lattice methods,
as an optimal topology as well as geometry are selected to suit a user-definable objective function
which may consider any constants derived from the bulk elasticity, thermal expansion, and thermal
conductivity tensors.
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Chapter 2
Derivations
In this chapter we give the derivations and mathematical details that underpin the computational
algorithm described in the next chapter. Broadly, we show how we estimate the bulk properties of
the meta-material given its unit cell, how we compute the sensitivities of the bulk properties with
respect to the unit cell design, and how we regularize the topology optimization problem to render
it well-posed.
2.1 Assumptions
We make a number of assumptions regarding the physics of the meta-material we are designing.
These assumptions are no more limiting than those made by others working on similar problems
(see e.g. [64]), but may present problems if this work is extended without considering them.
The meta-materials we will design are in the form of a periodic lattice; that is, they are com-
prised of a single unit cell design which tessellates space by translations along fixed basis directions
in integer multiples of the unit cell size. As we shall see later in this chapter, we assume the
existence of a large separation between the microscale and the macroscale for the purposes of the
homogenization. The homogenization procedure is exact only when this separation is infinite, but
we will only be able to manufacture a meta-material with finite scale separation. We nevertheless
assume our predicted properties are correct, as we believe that discrepancies between predicted
and actual properties will be dominated by differences between actual phase properties and those
used in design, deviation of manufactured material from geometry of design, and so on. In the
finite scale separation setting, we assume that the microscale is still sufficiently large that it is
well-modeled by a continuum description.
For our thermoelastic model, we assume that the constituent phases exhibit linear thermoelastic
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behavior, i.e. that the material’s stress state depends linearly and only on the instantaneous strain
state and temperature, and that the deformation gradient is small. We also assume that the
constituent phases that comprise the unit cell are perfectly bonded, that is, they do not slip, gap,
or otherwise move freely with respect to each other as the unit cell deforms. More formally, we
assume the displacement field is continuous over the unit cell. For our thermal conduction model,
we assume linear behavior, i.e. that the heat flux at any point depends linearly and only on the
thermal gradient at that point, that the temperature gradient is small, and that the temperature
field is continuous over the unit cell.
We assume that all constituent phases are isotropic and homogeneous, having the same thermal
and thermoelastic properties at the microscale as they do at the macroscale, i.e. the continuum
assumption remains valid at the microscale. We further assume that when manufacturing the
meta-material, that nothing prevents any combination of materials in any geometry from being
fabricated, and that materials deposited in any micro-manufacturing process continue to exhibit
the assumed isotropy, homogeneity, and bulk properties.
As a result of our previous linear assumptions, and further assuming quasi-static behavior,
a one-way coupling exists between the thermal and elasticity problems [17]. Given boundary
conditions of interest for a given microstructure, we can first find the temperature field that satisfies
the conduction problem, then solve the elasticity problem using the temperature field to evaluate
thermal stresses. As we discuss in the next section, during the homogenization calculations we
impose a uniform unit temperature increase on the microstructure in order to determine its thermal
expansion. Since we assume this temperature field, and do not need to solve a conduction problem
to find it, the thermoelastic and conduction problems can be solved completely independently.
We use a one-field formulation of the continuum problem when we convert to the weak form,
which implicitly assumes that the constitutive and kinematic relationships are always strongly
enforced.
We assume that, for any problem we consider, we have three constituent phases to work with:
two solid phases, and void space. Using three phases allows the decoupling of the coefficient of
thermal expansion and bulk modulus of the composite material, but the methods developed herein
can be applied just as well to problems with two, or four or more phases. When solving any
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given problem, the three phases, and their properties, are fixed; we may not substitute properties
part-way through obtaining the solution.
Many authors (e.g. [64]) treat void space in a unit cell as a soft material with stiffness several
orders of magnitude lower than other materials. Instead, we treat void space as an actual absence
of material with zero elasticity, conductivity, etc.
While we defer the details of the numerical implementation to Chapter 3, we note here that,
while the derivations in this chapter are performed in a smooth setting, we ultimately will discretize
these equations via standard finite element techniques, as discussed in e.g. [73]. For now, it is enough
to note that we describe the design as a field, such that scalar fields ξ1 and ξ2 define the mixture
of phases present at any point in the design domain. Further discussion of the design variables is
presented in Section 2.3.
2.2 Homogenization
As discussed in Section 1.1.2, homogenization is used to predict the bulk properties of a meta-
material, given the properties of its constituent phases, and knowing their arrangement. Following
Allaire [2], the approach is to assume a separation of scales of  between the micro- and macrostruc-
ture, resulting in a similar separation in the displacement field and other field(s) of interest. The
fields are thus represented as a power series expansion in terms of  and substituted into the govern-
ing equation, which is then rearranged to group like terms of , resulting in a sequence of problems
to solve, ultimately yielding homogenized equations in terms of homogenized properties.
2.2.1 Thermoelasticity
Following Carlson [17], we begin with the standard linear thermoelastic equilibrium equation,
div (C[∇u]− θβ) + b = 0 , (2.1)
where C is the elasticity tensor, u is the displacement field, θ is the change in temperature from
some reference state, β is the thermal stress tensor field per unit temperature increase, and b is
the body load. That is, equilibrium requires that, within any body, the body loads must exactly
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balance the divergence of the stress field (given by the elasticity tensor acting on the strain field
∇u) less the thermal stress θβ. The thermal stress tensor is everywhere equal to the elasticity
tensor acting on free thermal strains, that is
θβ = C[θα] , (2.2)
where α is the thermal expansivity matrix. In isotropic materials, the thermal expansivity matrix
is simply α I, where I is the identity tensor and α is the coefficient of thermal expansion.
Next, we represent the separation in scales of the displacement field on a unit cell Ω of a periodic
lattice by a two-term asymptotic expansion, as
u(x) =
∞∑
i=0
i ui(x, y) =
∞∑
i=0
i ui(x, x /) , (2.3)
where x is the coordinate on the macroscopic length scale and y is the coordinate on the microscopic
length scale, related by the periodicity  as y = x /, and where ui are periodic vector fields on Ω.
We can take derivatives of this representation of u using the chain rule, so that its gradient and
divergence are
∇u(x) =
∞∑
i=0
i
(
∇x ui(x, y) + 1

∇y ui(x, y)
)
and (2.4)
div u(x) = divx u(x, y) +
1

divy u(x, y) , (2.5)
respectively, where the subscripts x and y indicate a derivative with respect to the macro- and
microscopic variables. We now substitute these representations of the displacement field u and its
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derivatives into the governing equation (2.1), then group terms by like powers of  to find
0 = div (C[∇u]− θ β) + b
= divx
(
C
[ ∞∑
i=0
(
∇x ui +1

∇y ui
)]
− θ β
)
+
1

divy
(
C
[ ∞∑
i=0
(
∇x ui +1

∇y ui
)]
− θ β
)
+ b
= −2
(
divy C[∇y u0]
)
+
−1
(
divxC[∇y u0] + divy
(
C[∇x u0 +∇y u1]− θ β
))
+
0
(
divx
(
C[∇x u0 +∇y u1]− θ β
)
+ divy C[∇x u1 +∇y u2] + b
)
+ · · · (2.6)
where we have neglected terms of order  higher than i = 0, as they will become negligibly small
as  → 0, that is, as the size of the unit cell becomes small with respect to the bulk size. By
requiring Equation 2.6 to be true for arbitrary , we require each term in parentheses to be zero
independently of the others, and as a result, we are left with a sequence of problems to find the
unknown periodic functions ui.
Before proceeding to find these terms, we first note that if one of these periodic functions ui is
a solution to the problem
divy C[∇y ui] + f = 0 , (2.7)
then we must have the condition that ∫
Ω
f dv = 0 . (2.8)
This follows from integrating Equation 2.7 over the unit cell, applying the divergence theorem, and
then using the periodicity of ui to show cancellation on the unit cell boundary ∂Ω, as
0 =
∫
Ω
(divy C[∇y ui] + f) dv
=
∫
∂Ω
C[∇y ui] · n da+
∫
Ω
f dv
= 0 +
∫
Ω
f dv . (2.9)
We now begin solving the sequence of problems for the unknown functions ui. The i = −2
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problem is
0 = divy C[∇y u0] , (2.10)
defined on the periodic unit cell Ω. It can be shown (see [2]) that the solution u0 is unique up to a
function of x which is independent of y; that is, the function u0 does not depend on the microscopic
coordinate y, and thus there exits some function u(x) such that u0(x, y) = u(x).
Using the fact that u0 is independent of y, we note that ∇y u0 = 0, which allows us to simplify
the i = −1 problem to
0 = divy
(
C[∇x u +∇y u1]− θβ
)
. (2.11)
This is an initial strain problem which we can solve on the periodic unit cell Ω for the unknown
function u1 in terms of u. We can rearrange this problem into a more standard form as
divy C[∇y u1] = −divy
(
C∇x u−θβ
)
, (2.12)
which we can solve for u1 once we know u. We can use the linearity of the problem to find u1 by
superposition, i.e. by expressing the derivatives ∇x u as
∇x u = ui,j Eij , (2.13)
where Eij = ei⊗ ej is the standard basis for the space of 2-tensors, and ui,j = Eij ·∇x u.
Then for a d-dimensional unit cell, we can then find d2 characteristic displacements χij as those
which balance the test strains, i.e. those that satisfy the so-called cell problems
0 = divy C[Eij +∇y χij ] (2.14)
on Ω subject to periodic boundary conditions. We must similarly find the characteristic displace-
ment Θ which balances a unit increase in temperature, i.e. that which satisfies the cell problem
0 = divy
(
C[∇y Θ]− β
)
(2.15)
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on Ω subject to periodic boundary conditions. Then we can evaluate u1 as
u1(x, y) = ui,j(x)χ
ij(x, y) + θ(x) Θ(x, y) + u˜(x) , (2.16)
where u˜(x) is an unknown rigid (on the unit cell) mode that depends only on x. We do not need
to find u˜, however, as only the derivative ∇y u1 will be needed later. Since we have represented
∇x u by superposition, we note that in the above expression we sum over the d2 ij contributions.
Finally we can consider the i = 0 problem,
0 = divx
(
C[∇x u0 +∇y u1]− θβ
)
+ divy C[∇x u1 +∇y u2] + b , (2.17)
which is an equation on the periodic unit cell Ω for the unknown function u2. We now apply the
condition of Equation 2.8 to Equation 2.17, with f = divx
(
C[∇x u0 +∇y u1] − θβ
)
+ b, which
requires that
1
|Ω|
∫
Ω
(
divx
(
C[∇x u0 +∇y u1]− θβ
)
+ b
)
dv = 0 , (2.18)
where we have multiplied both sides of the equation by 1|Ω| where |Ω| is the unit cell’s volume. The
solution u2 of Equation 2.17 can be shown to exist so long as the above condition is satisfied [2].
Now, substituting our result for u1 from Equation 2.16 into Equation 2.18, we have
0 =
1
|Ω|
∫
Ω
(
divx
(
C[∇x u +ui,j ∇y χij +θ∇y Θ]− θβ
)
+ b
)
dv . (2.19)
We can then use the linearity of the divergence operator to split terms, and use the definition of
ui,j to rearrange the above to obtain
0 =
1
|Ω|
∫
Ω
(
divxC
(
I+∇y χij ⊗Eij
)
[∇x u] + θ divx
(
C[∇y Θ]− β
)
+ b
)
dv , (2.20)
where I is the fourth-order identity tensor. Then, using the linearity and commutativity of the
integral and divergence operators, we can rearrange to find
0 = divx
(
1
|Ω|
∫
Ω
C
(
I+∇y χij ⊗Eij
)
dv [∇x u]+ θ|Ω|
∫
Ω
(
C[∇y Θ]−β
)
dv
)
+
1
|Ω|
∫
Ω
b dv , (2.21)
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which we can rewrite in the form of a homogenized governing equation,
0 = divx
(
Ch[∇x u]− θβh
)
+ b¯ (2.22)
by defining a homogenized elasticity tensor, a homogenized thermal stress tensor, and a homoge-
nized body load vector respectively as
Ch =
1
|Ω|
∫
Ω
C(I+∇y χij ⊗Eij) dv , (2.23)
βh =
−1
|Ω|
∫
Ω
(
C[∇y Θ]− β
)
dv , and (2.24)
b¯ =
1
|Ω|
∫
Ω
b dv , (2.25)
where in Equation 2.23 we again understand we sum over all test cases ij.
Equation 2.23 is more often shown in a different, but equivalent, form in the literature, e.g.
in [2] and [64]. We can show the equivalence by considering the weak form of the cell problem,
Equation 2.14, namely ∫
Ω
∇y χkl ·C[Eij +∇y χij ] dv = 0 , (2.26)
where we have chosen the smooth, periodic field χkl as the weighting function in the weighted
residual form of Equation 2.14, then converted it to the above expression by the standard application
of the divergence theorem. Since this expression equals zero, we can certainly add it to any
component of Ch without changing the result. Noting that
Chijkl = Ekl ·Ch[Eij ] (2.27)
and adding Equation 2.26, we find that
Chijkl =
1
|Ω|
∫
Ω
(Eij +∇y χij) · C[Ekl +∇y χkl] dv , (2.28)
which is the standard form for the homogenized elasticity tensor in the literature.
The homogenized governing equation depends only on the macroscopic coordinate x, and does
not depend on the choices of macroscopic domain, body loads, and boundary conditions [2]. In
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our modeling, we assume without loss of generality that we do not have body loads. Once we have
the homogenized elasticity tensor and thermal stress tensor, we can easily obtain the homogenized
thermal expansion tensor using Equation 2.2 as
αh = (Ch)−1[βh] . (2.29)
2.2.2 Thermal conductivity
Steady thermal conduction within a solid is governed by the scalar Poisson equation, in direct
analogy to the vector Poisson equation that governs elasticity. That is, rather than requiring the
divergence of the stress to balance body loads, we require the divergence of the heat flux q to
balance the internal heat generation r, where the heat flux vector is given by Fourier’s law i.e. by
the conductivity tensor κ acting on the gradient of the temperature field ϑ. Using this analogy,
the energy balance equation becomes
div κ[∇ϑ] + r = 0 . (2.30)
Per our assumption, there is no contribution to this thermal problem from the displacement field.
In homogenizing the conductivity problem, one proceeds precisely as in the thermoelastic prob-
lem, this time performing a two-term asymptotic expansion of the temperature field ϑ. The result
is the homogenized governing equation
0 = divx
(
κh[∇xϑ]
)
+ r¯ (2.31)
with the homogenized conductivity tensor and homogenized internal heat generation respectively
given by
κh =
1
|Ω|
∫
Ω
κ(I +∇yχi ⊗ ei) dv and (2.32)
r¯ =
1
|Ω|
∫
Ω
r dv , (2.33)
where I is the second-order identity tensor and, for a d-dimensional unit cell, each of the d χi terms
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is a characteristic temperature field satisfying
0 = divy κ[ei +∇yχi] (2.34)
in direct analogy to Equation 2.14. Continuing the analogy, note that we sum over the d contribu-
tions to κh in Equation 2.32. As in the thermoelastic case, we assume without loss of generality
that we have no body loading (that is, no internal heat generation).
Exactly as in the discussion surrounding Equation 2.26, Equation 2.32 can be re-written in the
standard form using the weak form of the cell problem (2.34) as
κhij =
1
|Ω|
∫
Ω
(ei +∇yχi) · κ[ej +∇yχj ] dv . (2.35)
2.2.3 Procedure
While the derivations are somewhat lengthy, the actual procedure to estimate the homogenized
properties are straightforward. For a d-dimensional problem, one solves Equation 2.14 d2 times
(once for each test strain Eij), solves Equation 2.15, and solves Equation 2.34 d times (once for
each test flux ei). Once one has the characteristic displacements χ
ij and Θ and the characteristic
temperatures χi in hand, one then evaluates Equations 2.23, 2.24, 2.29, and 2.32. The homogenized
mass density ρh is easily computed via the standard rule of mixtures [26].
2.3 Filters, Interpolation, and Thresholding
As we discussed in Chapter 1, the topology optimization problem is ill-posed, and requires either
relaxation or regularization to arrive at a well-posed problem whose solution closely approximates
that of the original problem. As mentioned, we have elected a regularization approach in which we
impose a minimum length scale on the design. The convexification of the problem we introduced
permits the use of filtration techniques to impose that length scale on the problem. We provide
the details of that filter here, as well as a description of two methods related to filtration that we
have used to ensure integer solutions.
Before we delve into the details of these filters, it is beneficial to consider the multiple steps
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that lie between the design fields ξ1 and ξ2, and the homogenized quantities Ch, αh, etc. that we
compute following the derivations in the preceding section. Consider Figure 2.1, which shows these
steps schematically. The first step (a) is to apply the filter mentioned in Chapter 1 to the design
fields ξ to obtain the filtered design field ξˆ, which we discuss in Section 2.3.1. The next step (b)
is to map the filtered design field ξˆ to the volume fractions νi of each constituent phase i at any
point. The mapping at a point x is given by
ν1(x, ξˆ1, ξˆ2) = ξˆ1(x) (1− ξˆ2(x)) (2.36)
ν2(x, ξˆ1, ξˆ2) = ξˆ1(x) ξˆ2(x) (2.37)
ν3(x, ξˆ1, ξˆ2) = 1− ξˆ1(x) . (2.38)
Note that the volume fractions at any point range from 0 to 1 (i.e., νi(x, ξˆ1, ξˆ2) ∈ [0, 1]) and
always sum to 1 by construction (i.e.,
∑
i νi(x, ξˆ1, ξˆ2) = 1); this formulation, also used in [64],
allows us to avoid imposing the partition of unity by constraint, which we would have to do if
we had controlled the volume fractions directly. The volume fractions have the same properties
as barycentric coordinates on a triangle, in which of the three coordinates one is redundant and
related to the others via partition of unity. We take advantage of this fact for visualizations (not
previously seen in the literature) as discussed in Chapter 3. We use the convention that phases 1
and 2 are the two solid phases, and phase 3 is always the void phase. Thus, ξ1 denotes the solid
fraction and ξ2 controls the mixture between the two solid phases at any point.
design
field
filtered
design field
volume
fractions
interpolated
properties
characteristic
solutions
homogenized
properties
(a) (b)
(c)
(d)(e)
Figure 2.1: Fields to Properties. This schematic shows the several layers of operations between the
raw design fields and the homogenized properties. The variations of the homogenized properties
are needed for optimization, and must take into account the mappings between each box in the
schematic. The mappings are labeled for reference. Objective and constraint functions used in the
optimization introduce a final mapping that must also be accounted for.
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Returning to Figure 2.1, the next step (c) is to use these volume fractions to interpolate from
the properties of the constituent phases to the microscopic properties at each point in the unit cell,
which we discuss in Sections 2.3.2 and 2.3.3. These interpolated properties are then used in step (d)
to solve Equations 2.14, 2.15, and 2.34 for the characteristic displacement and temperature fields.
Finally, in step (e), these characteristic values are used to compute the homogenized properties as
derived in the previous section.
2.3.1 Cone filter
As described in Section 1.1.3, regularization formulations of topology optimization impose an ex-
ternal length scale on the design. It is common in the literature [10, 16, 61] to do this by applying
a filter of fixed size with respect to the problem domain. The filter is defined such that the filtered
design fields ξˆ are the convolution of the original design fields ξ with a filter kernel K, i.e.
ξˆ(x) =
∫
K(x−y) ξ(y) dy . (2.39)
The simplest such filter (which we use) is a “cone filter” in which the kernel K decreases
linearly from a maximum at x = y to zero for ‖x−y ‖ ≥ t, where t is the (fixed) filter radius. The
maximum value of K is chosen so that
∫
K(y) dy = 1, e.g.
K(x) =

t−‖x ‖∫
(t−‖x ‖) dx if ‖x ‖ ≤ t
0 otherwise .
(2.40)
Under the convolution with K, the filtered design fields ξˆi at any point are a weighted average
of the design field in its neighborhood. The filter acts separately on the parameters ξ1 and ξ2 at
any point. Thus, even if a highly oscillatory design field ξ exists, the filtered design field ξˆ used to
define the volume fractions – and thus the microstructure – are smoothly varying over length scale
t.
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2.3.2 RAMP interpolant
A common problem in topology optimization is for the mixture of materials at a given point to
remain intermediate, rather than becoming one phase or another, i.e. νi ∈ (0, 1) rather than
the desired νi ∈ {0, 1}. A popular solution to this problem is the SIMP method [10] in which
the interpolation of properties from volume fractions (step (c) in Figure 2.1) is nonlinear, such
that intermediate values are less efficient than pure phases, causing them to be avoided during
an optimization with resource constraints. That is, the SIMP model interpolates properties (for
example, the elasticity tensor) by
C(ξˆ1, ξˆ2) = ξˆη1
(
(1− ξˆ2) C1 +ξˆ2 C2
)
, (2.41)
where the parameter η may be as high as 3 to 10 [64]. We can recast this expression in terms of
the volume fractions as
C(ξˆ1, ξˆ2) = ξˆη−11
(
ν1(ξˆ1, ξˆ2) C1 +ν2(ξˆ1, ξˆ2) C2
)
. (2.42)
We used an approach similar in intent, but with slightly different implementation. The volume
fractions are computed as in Equations 2.36-2.38, but the interpolation of properties have different
inefficiency functions, as
C(ξˆ1, ξˆ2) = fc(ξˆ1)
(
ν1(ξˆ1, ξˆ2) C1 +ν2(ξˆ1, ξˆ2) C2
)
and (2.43)
α(ξˆ1, ξˆ2) = fa(ξˆ1)
(
ν1(ξˆ1, ξˆ2) α1 +ν2(ξˆ1, ξˆ2) α2
)
, (2.44)
where fc and fa are RAMP functions [68]. These functions are given by
fc(ξˆ1) =
ξˆ1
1 + q − qξˆ1
and (2.45)
fa(ξˆ1) =
(1 + q)ξˆ1
1 + qξˆ1
, (2.46)
and are shown in Figure 2.2. RAMP functions differ from the SIMP function ξˆη−11 in that, while
they both have value 0 when ξˆ1 = 0, and value 1 when ξˆ1 = 1, the RAMP functions have symmetric
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ξˆ1
0 1
1 η = 3
η = 6
η = 9
ξˆ1
0 1
1 q = 2
q = 10
q = 50
ξˆ1
0 1
1
q = 2
q = 10
q = 50
Figure 2.2: SIMP and RAMP Functions. (Left) The SIMP function is shown with η = {3, 6, 9}.
(Center) The RAMP function fc is shown for q = {2, 10, 50}. (Right) The RAMP function fa is
shown for q = {2, 10, 50}. The SIMP function and fc approach the Dirac function δ(ξˆ1 − 1) as η
or q increase; fa approaches the Heaviside function H(ξˆ1) as q increases.
behavior in their derivatives at the endpoints of the interval [0 , 1], whereas the SIMP functions
do not. The symmetry of behavior can help improve the ability of an optimizer to return integer
solutions for the design fields [68].
While the RAMP function fc is familiar in the literature, the function fa is less so (although
see [15]). We need a separate function to make interpolation of the thermal expansion coefficient
inefficient, which, since we are trying to minimize this property, means it should be greater at
intermediate values of ξˆ1 than the linearly-interpolated value. The elasticity tensor and thermal
conductivity tensor, which we are trying to maximize, are rendered less efficient for intermediate
values of ξˆ1 with the standard RAMP function. The function fa is chosen to be symmetric to fc
about the 45◦ line.
2.3.3 Thresholding
We developed another approach to the problem of intermediate mixtures of phases. Instead of
a nonlinear interpolation between volume fractions and properties, as the SIMP and RAMP ap-
proaches use, we linearly interpolate properties, as
C(ξˆ1, ξˆ2) = νˆ1(ξˆ1, ξˆ2) C1 +νˆ2(ξˆ1, ξˆ2) C2 and (2.47)
α(ξˆ1, ξˆ2) = νˆ1(ξˆ1, ξˆ2) α1 +νˆ2(ξˆ1, ξˆ2) α2 , (2.48)
where we have modified the volume fractions ν to get νˆ using using a new three-way approximate
Heaviside function inspired by the work of Guest et al. [33]. That is, once we have evaluated
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νi
νˆi
0 1
1
 = 5
 = 10
Figure 2.3: Heaviside Approximation. The hyperbolic tangent-based approximation approaches
the true Heaviside function H(νi−T ), shown dotted, as  increases. Illustrated are approximations
for  = {5, 10} with T = 12 .
the volume fractions in Equations 2.36-2.38, we threshold these values to push the volume frac-
tions towards the pure phase they are closest to. Strictly speaking, we are not thresholding; our
thresholding function is not a true projection as is, e.g. the Heaviside function that we are approx-
imating. We avoid true projections since they are not smooth, meaning their derivatives are not
continuous and thus that they are not suitable for gradient-based optimization methods. Instead,
we use a modified hyperbolic tangent function to smoothly approximate the Heaviside function.
The thresholded volume fractions are defined by
νˆi(νi) =
1
2
(
exp
(
2(νi − T
)− 1
exp
(
2(νi − T )
)
+ 1
+ 1
)
, (2.49)
where  is a parameter used to control how closely the approximation follows the true Heaviside
function, cf. Figure 2.3, and T is the value of νi about which we threshold. As  approaches infinity,
the Heaviside approximation in Equation 2.49 approaches the true Heaviside function H(νi − T ).
Reasonable values for T in the three-phase setting range between 13 and
1
2 , respectively the centroid
of phase space and the boundary of the region of phase space of which phase i is the majority by
volume.
We perform the above thresholding on each phase, i.e. for i = 1, 2, 3. As we threshold the
volume fraction of each phase i, the value of νi changes to νˆi, so if we were to hold the other
two volume fractions fixed, in general we would find that νˆi + νj + νk 6= 1. So instead, as we
e.g. threshold ν1 to get νˆ1, we also adjust the values of ν2 and ν3 to get νˆ2 and νˆ3 such that
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ν3
ν1 ν2
◦ ν•νˆ(2)
•νˆ(1) • νˆ(3)
? νˆ
Figure 2.4: Heaviside Example. The open circle is the point ν in the phase space that we wish
to threshold. We threshold each phase i independently via Equation 2.49; the constraints that
νˆi + νˆj + νˆk = 1 and νˆj/νˆk = νj/νk mean that the thresholded value νˆ
(i) (filled circles) will lie on
the (dotted) line connecting pure phase i (triangle vertices) with the point ν. The three points
νˆ(1), νˆ(2), and νˆ(3) are averaged to find the final νˆ (star).
νˆ1 + νˆ2 + νˆ3 = 1 and νˆ2/νˆ3 = ν2/ν3. The first condition enforces partition of unity after the
thresholding; the second condition is the arbitrary but reasonable choice that the ratios of phases
2 and 3 remain the same after the thresholding of phase 1. Visually, we have constructed a line
on the volume fraction space simplex which passes through the vertex associated with phase 1 and
the point ν = (ν1, ν2, ν3); the thresholded point νˆ = (νˆ1, νˆ2, νˆ3) will lie somewhere on this line,
with the νˆ1 coordinate defined by Equation 2.49 above. See Figure 2.4 for an example.
Since we obtained νˆ1, νˆ2, and νˆ3 due to thresholding phase 1, let us denote these values νˆ
(1)
1 ,
νˆ
(1)
2 , and νˆ
(1)
3 , respectively. We will obtain νˆ
(2)
1 , νˆ
(2)
2 , and νˆ
(2)
3 when we threshold phase 2, and so
on. The three values νˆ
(1)
i , νˆ
(2)
i , and νˆ
(3)
i for each phase i = 1, 2, 3 are then averaged to yield the
final values νˆ1, νˆ2, and νˆ3 used for interpolating properties in Equations 2.47-2.48, cf. Figure 2.4.
Figure 2.5 shows an application of the thresholding with varying values of  to points uniformly
distributed across the phase space, illustrating the strong polarizing action of the filter.
While we have discussed the application of this projection in problems with three phases, it is
easily extensible to problems with greater or fewer phases, with the caveat that the details become
messier as the number of phases increases.
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Figure 2.5: Heaviside Application. (Left) A uniform grid of points on the phase space. (Center)
The points after application of the projection for  = 5 and T = 512 . (Right) The original points
after application of the projection for  = 10 and T = 512 . In both cases, the points are pushed
towards pure phases (the vertices of the triangle).
2.4 Sensitivity Analysis
In the proceeding sections of this chapter we have shown how, given the design fields ξi which
describe the design of the unit cell, we can estimate the bulk properties of the unit cell, e.g. Ch.
Upon rendering these fields finite-dimensional, it would be possible to optimize the design via
gradient-free methods, such as the Nelder-Mead algorithm [52]. However, since each evaluation of
the properties requires the assembly and solution of d2 + d+ 1 cell problems, it is computationally
expensive. We can get better convergence rates if we provide the variations (that is, the gradients,
or Jacobians) of the properties with respect to the design fields. We show how this is done in an
efficient manner. Still faster convergence could be obtained by providing second-order variations
of the properties (that is, their Hessians) with respect to the design fields, but it is not possible to
compute these efficiently [74] and generally the additional computational cost of providing Hessians
is not offset by faster convergence of the optimizer. Instead, sparse approximations of the Hessian
are used. See Chapter 3 for details of the optimization.
There are several ways to evaluate the variations of the properties with respect to the design
fields. In the most naive way, they can be estimated by finite differences, found by perturbing the
design fields’ basis functions (once if has been rendered finite-dimensional) independently of the
others by some small amount, and measuring the change in the properties. However, these values
are only approximations, and moreover this process is very computationally costly, since we must
solve the d2 +d+ 1 cell problems to obtain characteristic displacement and temperature fields, and
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evaluate the homogenized properties, as many times as we have basis elements, each time we wish
to find a single variation.
The crux of the problem is that we cannot write a closed-form expression for the variations
of the properties, because they are contain variations of implicitly-defined responses, i.e. the
solutions to the d2 + d+ 1 cell problems. There are two ways to address this issue [73]: the direct
differentiation method, and the adjoint method. In the former, we evaluate directional derivatives
directly, and in the latter we annihilate these variations. While both methods provide exact results,
the direct approach can only accommodate specific design changes, whereas the adjoint method
can accommodate any variation. Moreover, the direct approach requires the solution to a so-called
pseudo-problem (as costly as, in this context, a cell problem) for each design change, whereas the
adjoint method requires the solution to a so-called adjoint problem for each response function,
which is typically much more efficient.
Recall Figure 2.1 which shows the steps between the design fields ξi and the homogenized
properties. In order to evaluate the variations of the properties with respect to the design fields, we
use the chain rule, and work backwards around Figure 2.1. That is, we evaluate the variations of the
properties (e.g. Ch) with respect to the interpolated properties, the variations of the interpolated
properties with respect to the volume fractions, and so on back to the original design fields. In this
section, we will evaluate each of these variations, working backwards around Figure 2.1.
2.4.1 Elasticity
We begin by evaluating the variation of the homogenized elasticity tensor Ch with respect to the
interpolated properties, i.e. with respect to pointwise changes in the value of C; that is, we will
find δCh. To do this, we evaluate the variation δChijkl of the scalar components which comprise
Ch; the variation δCh can be found by assembling the component variations.
Let the scalar function ψ be an arbitrary component of Ch, that is,
ψ = Chmnpq . (2.50)
Then, using the definition of basis tensors, the definition of Ch from Equation 2.23, and the linearity
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of the integral, we can write
ψ(C) = Chmnpq
= Emn⊗Epq ·Ch (2.51)
= Emn⊗Epq · 1|Ω|
∫
Ω
C(I+∇y χij(C)⊗Eij) dv (2.52)
=
1
|Ω|
∫
Ω
Emn⊗Epq ·C(I+∇y χij(C)⊗Eij) dv (2.53)
=
1
|Ω|
∫
Ω
Emn ·C(I+∇y χij(C)⊗Eij) Epq dv (2.54)
=
1
|Ω|
∫
Ω
Emn ·C[Epq +∇y χpq(C)] dv . (2.55)
Using this result, we note that the variations to our scalar function ψ are given by
δψ(C; δC) = δChmnpq (2.56)
=
1
|Ω|
∫
Ω
Emn ·
(
δC[Epq +∇y χpq(C)] + C[∇yδχpq(C; δC)]
)
dv (2.57)
The variation δC is a term we can evaluate immediately; it is the variation of the local elasticity
tensor, which we can determine knowing the volume fractions and their variations as discussed in
Sections 2.4.5 and 2.4.6. The variation of the implicit term δχpq(C; δC) is unknown. This is the
term we could evaluate directly (for a given δC), but which we will instead choose to annihilate so
that we need not evaluate it. To do this, we will set up and solve an adjoint problem.
We start with Equation 2.14, the cell problems which the characteristic displacements χ satisfy.
Casting this equation into weak form, we know χpq also satisfies
∫
Ω
∇y w ·C[Epq +∇y χpq] dv = 0 , (2.58)
where the test function w is an arbitrary smooth periodic vector field on the unit cell Ω. Taking
the variation of this expression gives us
∫
Ω
∇y w ·
(
δC[Epq +∇y χpq(C)] + C[∇yδχpq(C; δC)]
)
dv = 0 . (2.59)
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Note that the left hand side of the equality equals zero. Thus we can add it to Equation 2.57
without changing the equality. After making this addition, we rearrange terms, so that we have
δψ = δChmnpq
=
1
|Ω|
∫
Ω
Emn ·
(
δC[Epq +∇y χpq(C)] + C[∇yδχpq(C; δC)]
)
dv+
1
|Ω|
∫
Ω
∇y w ·
(
δC[Epq +∇y χpq(C)] + C[∇yδχpq(C; δC)]
)
dv (2.60)
=
1
|Ω|
∫
Ω
(
Emn ·δC[Epq +∇y χpq(C)] +∇y w ·δC[Epq +∇y χpq(C)]
)
dv+
1
|Ω|
∫
Ω
(
Emn ·C[∇yδχpq(C; δC)] +∇y w ·C[∇yδχpq(C; δC)]
)
dv (2.61)
=
1
|Ω|
∫
Ω
(
Emn ·δC[Epq +∇y χpq(C)] +∇y w ·δC[Epq +∇y χpq(C)]
)
dv+
1
|Ω|
∫
Ω
∇yδχpq(C; δC) · C[Emn +∇y w] dv . (2.62)
Recall that the test function w is arbitrary; that is, the above expression must be true for any
choice of w which is a smooth periodic vector field on Ω. We thus choose
w = χmn , (2.63)
which satisfies these requirements. But then the final term in Equation 2.62 above becomes∫
Ω∇yδχpq(C; δC) · C[Emn +∇y w] dv, which must equal zero by Equation 2.58 because δχpq
is also a smooth periodic field on Ω. Thus, we have neatly eliminated the unknown variation
∇yδχpq(C; δC) from the expression for δψ. After making the substitution for w = χmn in the
first integral of Equation 2.62 and rearranging, we are left with
δψ = δChmnpq
=
1
|Ω|
∫
Ω
(Emn +∇y χmn) · δC[Epq +∇y χpq] dv . (2.64)
We can now evaluate the variation δCh in terms of the known variation δC. It is worth noting
that in general for an adjoint analysis, we must set up and solve a separate adjoint problem to find
a w which causes the unknown variation to be annihilated. In this case, however, we happened to
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know the adjoint response, as it is one of the characteristic displacements we found before. Thus,
evaluation of the variations δCh is remarkably efficient [64].
2.4.2 Thermal expansion
We now determine the variation δ βh of the thermal stress tensor, and use that to find the variation
δαh of the thermal expansion tensor. As in the elasticity case above, we determine the variation of
a single component δβij of this tensor, and assemble the variation of the entire tensor with respect
to any given variation δ β by assembling the variations of its components. We again use the adjoint
method to evaluate the variations; the procedure proceeds in direct analogy to the elasticity case.
Let the scalar function ψ equal
ψ = βhmn . (2.65)
Then, using the definition of basis tensors, the definition of βh from Equation 2.24, and the linearity
of the integral, we can write
ψ(β) = βhmn
= Emn ·βh (2.66)
= Emn ·−1|Ω|
∫
Ω
(
C[∇y Θ(β)]− β
)
dv (2.67)
=
−1
|Ω|
∫
Ω
Emn ·
(
C[∇y Θ(β)]− β
)
dv . (2.68)
Using this result, we note that the variations of the scalar function ψ are given by
δψ(β; δ β) = δβhmn (2.69)
=
−1
|Ω|
∫
Ω
Emn ·
(
δC[∇y Θ(β)] + C[∇yδΘ(β; δ β)]− δ β
)
dv . (2.70)
To annihilate the unknown variation ∇yδΘ(β; δ β), we refer to Equation 2.15, which we used
to find the characteristic displacement Θ. This displacement must then also be a solution to the
weak form, ∫
Ω
∇y w ·
(
C[∇y Θ(β)]− β
)
dv = 0 , (2.71)
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where as before w is an arbitrary smooth periodic vector field on the unit cell Ω. Taking the
variation of the above yields
∫
Ω
∇y w ·
(
δC[∇y Θ(β)] + C[∇yδΘ(β; δ β)]− δ β
)
dv = 0 (2.72)
which, since it equals zero, we can certainly subtract from Equation 2.70 without changing the
result. After performing this subtraction and rearranging terms, we have
δψ = δβhmn
=
−1
|Ω|
∫
Ω
Emn ·
(
δC[∇y Θ(β)] + C[∇yδΘ(β; δ β)]− δ β
)
dv−
1
|Ω|
∫
Ω
∇y w ·
(
δC[∇y Θ(β)] + C[∇yδΘ(β; δ β)]− δ β
)
dv (2.73)
=
−1
|Ω|
∫
Ω
(
Emn ·
(
δC[∇y Θ(β)]− δ β
)−∇y w ·(δC[∇y Θ(β)]− δ β )) dv−
1
|Ω|
∫
Ω
(
Emn ·C[∇yδΘ(β; δ β)] +∇y w ·C[∇yδΘ(β; δ β)]
)
dv (2.74)
=
−1
|Ω|
∫
Ω
(
Emn ·
(
δC[∇y Θ(β)]− δ β
)−∇y w ·(δC[∇y Θ(β)]− δ β )) dv−
1
|Ω|
∫
Ω
∇yδΘ(β; δ β)
(
C[Emn +∇y w]
)
. (2.75)
Since this expression is true for any smooth periodic vector field w on Ω, we choose
w = χmn , (2.76)
which causes the second integral in Equation 2.75 to vanish, due to Equation 2.71 and since
δΘ(β; δ β) is a smooth periodic field on Ω. After making the appropriate substitution w = χmn
in the first integral of Equation 2.75 and rearranging, we are left with
δψ = δβhmn
=
−1
|Ω|
∫
Ω
(
Emn ·
(
δC[∇y Θ]− δ β
)−∇y χmn ·(δC[∇y Θ]− δ β )) dv (2.77)
=
−1
|Ω|
∫
Ω
(Emn +∇y χmn) ·
(
δC[∇y Θ]− δ β
)
dv . (2.78)
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With this expression for the components of βh, we can now evaluate the variations of αh using
Equation 2.29, as
αh(C, β) =
(
Ch(C)
)−1[
βh(β)
]
so that
δαh(C, β; δC, δ β) = −(Ch(C))−1δCh(C; δC)(Ch(C))−1[βh(β)]
+
(
Ch(C)
)−1[
δ βh(β; δ β)
]
(2.79)
= −(Ch(C))−1[δCh(C; δC)[αh(C, β)]− δ βh(β; δ β)] . (2.80)
So, just as Ch and βh are used to evaluate αh, cf. Equation 2.2, we must first evaluate the variations
δCh and δ βh prior to computing the variation δαh.
2.4.3 Thermal conductivity
Given the direct analogy between the elasticity and thermal conduction problems, it is not a surprise
that the sensitivity analysis is very similar. While we provide the analysis for completeness, the
exposition is briefer.
Let ψ be defined as the mn component of κh. Then, we can write
ψ(κ) = κhmn (2.81)
= em⊗ en ·κh (2.82)
= em⊗ en · 1|Ω|
∫
Ω
κ(I +∇yχi(κ)⊗ ei) dv (2.83)
=
1
|Ω|
∫
Ω
em⊗ en ·κ(I +∇yχi(κ)⊗ ei) dv (2.84)
=
1
|Ω|
∫
Ω
em ·κ(I +∇yχi(κ)⊗ ei) en dv (2.85)
=
1
|Ω|
∫
Ω
em ·κ(en +∇yχn(κ)) dv . (2.86)
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Using this result, we note that the variations of ψ are given by
δψ(κ; δ κ) = δκhmn (2.87)
=
1
|Ω|
∫
Ω
em ·
(
δ κ[en +∇yχn(κ)] + κ[∇yδχn(κ; δ κ)]
)
dv (2.88)
To annihilate the unknown variation ∇yδχn(κ; δ κ), we start by writing Equation 2.34, which
the characteristic displacements satisfy, in weak form and differentiate to obtain
∫
Ω
∇yw · κ[en +∇yχn(κ)] dv = 0 and (2.89)∫
Ω
∇yw ·
(
δ κ[en +∇yχn(κ)] + κ[∇yδχn(κ; δ κ)]
)
dv = 0 , (2.90)
where w is an arbitrary smooth periodic scalar field over the unit cell Ω.
We then add the above result to Equation 2.88 and rearrange to give
δψ = δκhmn
=
1
|Ω|
∫
Ω
em ·
(
δ κ[en +∇yχn(κ)] + κ[∇yδχn(κ; δ κ)
)
dv+
1
|Ω|
∫
Ω
∇yw ·
(
δ κ[en +∇yχn(κ)] + κ[∇yδχn(κ; δ κ)]
)
dv (2.91)
=
1
|Ω|
∫
Ω
(
em ·δ κ[en +∇yχn(κ)] +∇yw · δ κ[en +∇uχn(κ)]
)
dv+
1
|Ω|
∫
Ω
(
em ·κ[∇yδχn(κ; δ κ)] +∇yw · κ[∇yδχn(κ; δ κ)]
)
dv (2.92)
=
1
|Ω|
∫
Ω
(
em ·δ κ[en +∇yχn(κ)] +∇yw · δ κ[en +∇uχn(κ)]
)
dv+
1
|Ω|
∫
Ω
∇yδχn(κ; δ κ) · κ[em +∇yw] dv . (2.93)
We then choose
w = χm , (2.94)
to annihilate the second integral of Equation 2.93, and after substituting and rearranging, are left
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with
δψ = δκhmn
=
1
|Ω|
∫
Ω
(em +∇yχm) · δ κ[en +∇yχn] dv . (2.95)
2.4.4 Cone filter
Recall from Equation 2.39 that the kernel of the cone filter is applied to the design fields ξi as
ξˆ(x) =
∫
K(x−y) ξ(y) dy .
Note that the kernel K itself has no dependence on the design fields ξi and thus is insensitive to
them. The variations of the filtered fields ξˆ are thus easily found as
δξˆ(x) =
∫
Ω
K(x−y) δξ(y) dy . (2.96)
2.4.5 RAMP interpolant
Unlike the cone filter, the use of the RAMP functions uses both design fields (ξ1 and ξ2), resulting
in different variations with respect to each field. Application of the product rule of derivatives to
Equations 2.43 and 2.44 gives us the variations of the RAMP-interpolated materials properties,
δ1C(ξˆ1, ξˆ2; δξˆ1) = δfc(ξˆ1; δξˆ1)
(
ν1(ξˆ1, ξˆ2) C1 +ν2(ξˆ1, ξˆ2) C2
)
+
fc(ξˆ1)
(
δ1ν1(ξˆ1, ξˆ2; δξˆ1) C1 +δ1ν2(ξˆ1, ξˆ2; δξˆ1) C2
)
, (2.97)
δ2C(ξˆ1, ξˆ2; δξˆ2) = fc(ξˆ1)
(
δ2ν1(ξˆ1, ξˆ2; δξˆ2) C1 +δ2ν2(ξˆ1, ξˆ2; δξˆ2) C2
)
, (2.98)
δ1α(ξˆ1, ξˆ2; δξˆ1) = δfa(ξˆ1 δξˆ1)
(
ν1(ξˆ1, ξˆ2) α1 +ν2(ξˆ1, ξˆ2) α2
)
+
fa(ξˆ1)
(
δ1ν1(ξˆ1, ξˆ2; δξˆ1) α1 +δ1ν2(ξˆ1, ξˆ2; δξˆ1) α2
)
, and (2.99)
δ2α(ξˆ1, ξˆ2; δξˆ2) = fa(ξˆ1)
(
δ2ν1(ξˆ1, ξˆ2; δξˆ2) α1 +δ2ν2(ξˆ1, ξˆ2; δξˆ2) α2
)
, (2.100)
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where the variations δfc and δfa of the RAMP functions (Equations 2.45 and 2.46) are given by
δfc(ξˆ1; δξˆ1) =
1 + q
(1 + q − qξˆ1)2
δξˆ1 and (2.101)
δfa(ξˆ1; δξˆ1) =
1 + q
(1 + qξˆ1)2
δξˆ1 (2.102)
and the variations of the volume fractions are found by differentiating Equations 2.36 and 2.37 by
the filtered design fields at any point to get
δ1ν1(ξˆ1, ξˆ2; δξˆ1) = (1− ξˆ2) δξˆ1 , (2.103)
δ2ν1(ξˆ1, ξˆ2; δξˆ2) = −ξˆ1 δξˆ2 , (2.104)
δ1ν2(ξˆ1, ξˆ2; δξˆ1) = ξˆ2 δξˆ1 , and (2.105)
δ2ν2(ξˆ1, ξˆ2; δξˆ2) = ξˆ1 δξˆ2 . (2.106)
2.4.6 Thresholding
Due to the slightly complicated application of the thresholding, the sensitivity analysis is a bit
messy. First, we note that when using the thresholded volume fractions, that the variations of the
properties interpolated in Equations 2.47 and 2.48 are simply given by
δ1C(ξˆ1, ξˆ2; δξˆ1) = δ1νˆ1(ξˆ1, ξˆ2; δξˆ1) C1 +δ1νˆ2(ξˆ1, ξˆ2; δξˆ1) C2 , (2.107)
δ2C(ξˆ1, ξˆ2; δξˆ2) = δ2νˆ1(ξˆ1, ξˆ2; δξˆ2) C1 +δ2νˆ2(ξˆ1, ξˆ2; δξˆ2) C2 , (2.108)
δ1α(ξˆ1, ξˆ2; δξˆ1) = δ1νˆ1(ξˆ1, ξˆ2; δξˆ1) α1 +δ1νˆ2(ξˆ1, ξˆ2; δξˆ1) α2 , and (2.109)
δ2α(ξˆ1, ξˆ2; δξˆ2) = δ2νˆ1(ξˆ1, ξˆ2; δξˆ2) α1 +δ2νˆ2(ξˆ1, ξˆ2; δξˆ2) α2 . (2.110)
To evaluate the variations of the thresholded volume fractions νˆ1 and νˆ2, recall that the thresh-
olded volume fraction is the average of three intermediate results, each of which results from apply-
ing Equation 2.49 to one phase and keeping the ratio of the other two fixed. Thus, to evaluate the
variations of the thresholded volume fraction, we need the variations of each of these intermediate
results.
Consider thresholding phase 1. Let us designate by γ(1) the ratio ν2/ν3 we wish to maintain
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after thresholding. Then we apply Equation 2.49 to ν1 to obtain νˆ
(1)
1 . We then compute
νˆ
(1)
3 (ν) =
1− νˆ(1)1 (ν)
1 + γ(1)
and (2.111)
νˆ
(1)
2 (ν) = γ
(1) νˆ
(1)
3 (ν) , (2.112)
where we recall that ν = (ν1, ν2, ν3). Because the value of νˆ
(1)
1 depends only on ν1, the varia-
tions δ2νˆ
(1)
1 (ν; δν2) = 0 and δ3νˆ
(1)
1 (ν; δν3) = 0, and the variation δ1νˆ
(1)
1 (ν; δν1) can be found by
differentiating Equation 2.49 to get
δ1νˆ
(1)
1 (ν; δν1) =

2
(
cosh
(
(ν1 − T )
))2 δν1 , (2.113)
where cosh is the hyperbolic cosine function. In contrast, the values of νˆ
(1)
2 and νˆ
(1)
3 depend on all
three values ν1, ν2, and ν3, and their variations are given by
δ1νˆ
(1)
2 (ν; δν1) =
−γ(1)δνˆ(1)1 (ν1)
1 + γ(1)
δν1 , (2.114)
δ2νˆ
(1)
2 (ν; δν2) =
ν3(1− νˆ(1)1 )
(ν2 + ν3)2
δν2 , (2.115)
δ3νˆ
(1)
2 (ν; δν3) =
−ν2(1− νˆ(1)1 )
(ν2 + ν3)2
δν3 , (2.116)
δ1νˆ
(1)
3 (ν; δν1) =
−δνˆ(1)1 (ν1)
1 + γ(1)
δν1 , (2.117)
δ2νˆ
(1)
3 (ν; δν2) =
−ν3(1− νˆ(1)1 )
(ν2 + ν3)2
δν2 , and (2.118)
δ3νˆ
(1)
3 (ν; δν3) =
ν2(1− νˆ(1)1 )
(ν2 + ν3)2
δν3 . (2.119)
We then proceed analogously to compute the variations δνˆ
(2)
i and δνˆ
(3)
i . These variations are then
averaged to determine the final variations, e.g.
δ1νˆ1(ν; δν1) =
1
3
(
δ1νˆ
(1)
1 (ν; δν1) + δ1νˆ
(2)
1 (ν; δν1) + δ1νˆ
(3)
1 (ν; δν1)
)
. (2.120)
Finally, to recover the variations of the thresholded volume fractions with respect to the filtered
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design fields ξˆ, we use the chain rule along with the variations of Equations 2.103-2.106, e.g.
δ1νˆ1(ξˆ1, ξˆ2; δξˆ1) = δ1νˆ1
(
ν; δ1ν(ξˆ1, ξˆ2; δξˆ1)
)
. (2.121)
As mentioned previously, Figure 2.1 does not show the extraction of scalar values from the
homogenized property tensors for use in the objective and constraint functions of the optimization
problem. We will defer discussion on this topic to Chapter 3.
2.5 Unit Cell Choice
The discussion in the proceeding sections of this chapter has assumed a unit cell Ω of the appropriate
dimension d, but has not specified much beyond this. Per our assumption, this unit cell is part of
an infinite lattice, which requires that any admissible unit cell tessellate space by pure translations
along fixed basis directions in integer multiples of the unit cell size.
While these conditions do place some restrictions on possible choices of the unit cell geometry,
there are many unit cell shapes which satisfy them. However, recall from our assumptions that
we wish to design isotropic materials, by which we mean materials whose thermal and mechanical
response remains the same regardless of its orientation with respect to any applied loading. While
we could impose isotropy via constraint functions on the components of Ch, αh, and κh during the
optimization, we would prefer to satisfy these conditions by construction rather than constraint;
that is, to set up the problem so that all materials we design will automatically be mechanically
and thermally isotropic, rather than having to add constraints to the optimization to enforce the
isotropy.
It turns out that this is possible to do in two dimensions, but not possible in three dimensions,
though in three dimensions it is possible to reduce the number of constraints which must be added
to the optimization to one.
2.5.1 Two dimensions
Here we give a quick demonstration that two planes of material symmetry oriented at 60◦ relative
to each other are sufficient to impose mechanical isotropy on a two-dimensional domain. Note that
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this is not a new result; Sigmund and Torquato [64] note but do not demonstrate this fact, leading
one to believe a proof exists in the literature and was known to these authors.
Consider the linear transformation in a vector space represented by the orthogonal 2-tensor R.
That is, a vector x′ is transformed as x′ = Rx. It is a standard result that 2-tensors (e.g. the
stress σ and strain ) defined on the vector space may be transformed themselves as σ′ = RTσR
and ′ = RT R.
Following Cowin and Mehrabadi [23], we use the linear transformation representing a reflection
about the plane with unit normal vector a, namely
R(a) = I−2a⊗ a = I−2aaT =
1− 2a21 −2a1a2
−2a1a2 1− 2a22
 . (2.122)
One can check that the orthogonal matrix R(a) satisfies R(a)a = −a and R(a)b = b for all b
orthogonal to a.
Purely for ease of writing and implementation, we now “vectorize” the stress and strain matrices,
which we do by simply stacking the columns of the matrix atop one another as shown below to
obtain the vector form of each. We use an underline here to represent the vectorized notation.
σ =
σ11 σ12
σ21 σ22
 → σ = {σ11 σ21 σ12 σ22}T . (2.123)
For the vectorized stress and strain matrices, we can obtain the same linear transformation for
any R as σ′ = R∗σ, where R∗ is the matrix formed by the Kronecker product [32] R R. For
the reflection matrix R(a), we have
R∗ =

1− 4a21 + 4a41 −2a1a2 + 4a31a2 −2a1a2 + 4a31a2 4a21a22
−2a1a2 + 4a31a2 1− 2a21 − 2a22 + 4a21a22 4a21a22 −2a1a2 + 4a1a32
−2a1a2 + 4a31a2 4a21a22 1− 2a21 − 2a22 + 4a21a22 −2a1a2 + 4a1a32
4a21a
2
2 −2a1a2 + 4a1a32 −2a1a2 + 4a1a32 1− 4a22 + 4a42

.
(2.124)
One can confirm that R∗ is itself orthogonal.
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Now we turn our attention to the constitutive response matrix C which represents the linear
mapping between the stress and the strain. Properly C is a fourth-order tensor, but in our vectorized
notation we can write the mapping as σ = C , where now C is a square matrix. C has major and
minor symmetries, meaning we have
Cijkl = Cjikl = Cijlk = Cklij . (2.125)
Note that by defining C in this way, we ensure that C  = C∇u; that is, we need not symmetrize
the displacement gradient to obtain the strain tensor. Hereinafter, we will thus use ∇u.
Keeping these symmetries of C in mind, and noting the minor symmetries arise from the
symmetry of the stress and strain tensors and the major symmetry arises from our assumption of
hyperelasticity, our vectorized notation gives us
σ = C∇u or

σ11
σ12
σ12
σ22

=

C1111 C1112 C1112 C1122
C1112 C1212 C1212 C1222
C1112 C1212 C1212 C1222
C1122 C1222 C1222 C2222


u1,1
u2,1
u1,2
u2,2

. (2.126)
We now wish to transform C. Note that
σ′ = R∗σ
= R∗(C∇u)
= R∗C(R∗−1(∇u)′)
= C′ (∇u)′ (2.127)
where we have defined the transformed constitutive response matrix
C′ = R∗CR∗−1 , (2.128)
which, due to the orthogonality of R∗, we can write as C′ = R∗CR∗T .
The orthogonal transformations R which satisfy C = C′ are known as material symmetry
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transformations. For isotropy, we require C = C′ for all orthogonal transformations. A consequence
of this in two-dimensional elasticity is that C must satisfy three conditions:
(1) C1112 = C1222 = 0 , (2.129)
(2) C1111 = C2222 , and (2.130)
(3) C1111 + C2222 = 2C1122 + 4C1212 . (2.131)
Our goal is to show that the imposition of two planes of material symmetry at 0◦ and 60◦ are
sufficient to satisfy these three conditions.
We now evaluate R∗ for the 0◦ and 60◦ planes of material symmetry, which have unit normals
a = {0, 1}T and a = {−
√
3/2,
1/2}T , respectively. Once we have these transformation matrices, we
can evaluate the transformed constitutive matrices C(0) and C(60), and require C = C(0) = C(60).
Due to the major and minor symmetries of C, it is enough to check the (1, 1), (1, 2), (1, 4), (2, 2),
(2, 4), and (4, 4) components of each of the matrices C, C(0), and C(60), cf. Equation 2.125.
Looking at the evaluated components, we have an easy result from equating C = C(0) that
C1112 = C1222 = 0 since we require C1112 = −C(0)1112 and C1222 = −C(0)1222. This satisfies the first
condition of isotropy (Equation 2.129).
For each of the other components of interest, in general the transformed component is a linear
combination of all the components of C. As an example, we have
C
(60)
1111 =
1
16
C1111 +
3
8
C1122 +
3
4
C1212 +
9
16
C2222 , (2.132)
which, due to our requirement that C(60) = C, must equal C1111. This leads to the first row in the
matrix equation below. Multiplying through by the common denominator and equating each of
the other three components (in order, C
(60)
1122 = C1122, C
(60)
1212 = C1212, and C
(60)
2222 = C2222), we have
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the requirement that the components of C must satisfy

−15 6 12 9
3 −6 −12 3
3 −6 −12 3
9 6 12 −15


C1111
C1122
C1212
C2222

=

0
0
0
0

. (2.133)
The coefficient matrix, which we will call A, is singular, meaning that A has a nontrivial kernel,
i.e. that we will have nonzero solutions for the components of C. Spectral decomposition of A
shows that there are two zero eigenvalues with associated eigenvectors
v1 =

−0.2527
−0.8798
+0.3135
−0.2527

and v2 =

+0.6708
+0.2236
+0.2236
+0.6708

(2.134)
which span the kernel of A. That is, any solution for the components of C will be a linear
combination of v1 and v2, which we will write as c1v1 + c2v2. In any such linear combination, the
first component of the resulting vector will be associated with C1111; the second with C1122; the third
with C1212; and the fourth with C2222. Note that for any (c1, c2), the values in the first and fourth
components will be equal. This shows C1111 = C2222, which is the second requirement for isotropy
(Equation 2.130). Finally, for any (c1, c2) one can easily check that C1111+C2222 = 2C1122+4C1212,
which is the third and final requirement for isotropy (Equation 2.131).
Thus we have demonstrated that these two planes of material symmetry are a sufficient condition
for mechanical isotropy. Note that they are not a necessary condition; Sigmund and Torquato [64]
enforced the isotropy conditions of Equations 2.129-2.131 without explicitly imposing symmetry
on the unit cell, and observed microstructures which had only one plane of symmetry. This plane
of symmetry arose as the optimizer sought to enforce the isotropy conditions. Note also that not
just any two planes are sufficient to ensure isotropy. For example, planes at 0◦ and 45◦ are enough
to satisfy the first two conditions for isotropy, but not enough to satisfy the third condition.
Now that we have shown that two planes of symmetry oriented at 60◦ to each other are sufficient
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Figure 2.6: Hexagonal Unit Cell. The reflectional symmetries of the unit cell are demonstrated by
the use of the F character. The original F is drawn in the master sector, outlined in solid lines,
and is reflected into the five slave sectors outlined with dotted lines.
to ensure isotropy in two dimensions, we need to construct a unit cell. With these two planes of
symmetry, another plane at 120◦ arises as their composition. A hexagon has exactly these planes
of symmetry, which divide it into six sectors in the shape of congruent equilateral triangles. In
addition, a regular lattice of hexagons tiles the plane, making the hexagon a suitable unit cell.
To ensure the isotropy of the hexagonal unit cell, we optimize the microstructure in one of its six
equilateral triangles; the microstructure in the other five is fixed by the symmetry relationships, as
illustrated in Figure 2.6. While the imposition of these planes of material symmetry does restrict
the design space, we are still able to produce designs which obtain the Gibiansky and Torquato [31]
lower bound on the coefficient of thermal expansion.
2.5.2 Three dimensions
Given that one can easily construct a unit cell in two dimensions to satisfy isotropy by construction,
one might naively hope that one could do the same in three dimensions. Unfortunately, this is not
the case. While one can find collections of planes of symmetry which satisfy the three-dimensional
analog of the isotropy conditions of Equations 2.129-2.131 [23], one cannot find a unit cell that
exhibits these planes of symmetry and their compositions while filling space. Working the other
way, one cannot show that any space-filling three-dimensional unit cell has sufficient or correct
planes of symmetry to satisfy the isotropy conditions.
The question then becomes which unit cell to choose in order to satisfy isotropy as nearly
as possible. It is well-known (e.g. [23], [45]) that the lattice unit cell with the highest degree of
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symmetries is the cube, or to be more precise, cubic symmetry is the highest order symmetry
compatible with a lattice unit cell. This technicality is necessary as several space-filling unit cells
beyond the cube have cubic symmetry, including the rhombic dodecahedron and the truncated
octahedron (which is actually a tetrakaidecahedron). Many other polyhedra have cubic symmetry
as well, including the octahedron and the rombicuboctahedron (the cantellated cube), but do
not themselves tessellate space, though they may in combination with other polyhedra, e.g. the
octahedron fills space with the tetrahedron.
The elasticity tensor C for cubic symmetry can be shown to have three elastic constants, that
is, three scalars whose values uniquely determine all of the components of C. This is one more than
the elasticity tensor for the isotropic case, and so we need impose only a single constraint equation
on a unit cell with cubic symmetry for it to exhibit isotropy. Specifically, cubic symmetry already
enforces the requirements that
(1) C1111 = C2222 = C3333 , (2.135)
(2) C1122 = C1133 = C2233 , (2.136)
(3) C1212 = C1313 = C2323 , and (2.137)
(4) all other Cijkl = 0 . (2.138)
These requirements state that (1) the normal responses are equal, (2) the normal-normal coupling
responses are equal, (3) that the shear responses are equal, and (4) that there are no normal-
shear or shear-shear coupling responses. To clarify, condition (4) means that any component of
C not listed explicitly in conditions (1)-(3) or implicitly via the symmetries of any C given in
Equation 2.125 must be zero. These components are any permutation of Ciijk or Ciiij where the
repeated index does not imply summation. From a cubic material, we need impose only the single
further condition that
C1111 = C1122 + 2C1212 (2.139)
to obtain an isotropic material. This is consistent with the statement that isotropy can be obtained
from a cubic material by imposing a single additional non-degenerate plane of symmetry [23].
While any of the space-filling unit cells with cubic symmetry would suffice for our purposes,
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Figure 2.7: Cubic Unit Cell. (Left) The cube’s nine planes of symmetry. Each face is bisected
horizontally, vertically, and on both diagonals. (Right) The cube’s master sector, an irregular
tetrahedron. It has one vertex each at the cube midpoint, a face midpoint, an edge midpoint, and
a cube vertex. Each face of the tetrahedron is an isosceles right triangle.
the cube has the simplest geometry, particularly when working within a Cartesian coordinate
system, and additionally has the fewest number of faces, which makes implementation of periodic
boundary conditions easier. The cube has nine planes of reflective symmetry, of which three can
form a basis. These planes divide the cube into 48 sectors, each of which is an irregular tetrahedron,
cf. Figure 2.7. As in the two-dimensional case, we will optimize the design of the microstructure in
one of these sectors, and the design of the other 47 sectors is fixed by the symmetry relationships.
2.5.3 Thermal isotropy
Our discussion of isotropy so far has been restricted to consideration of the elasticity tensor, but
now we consider the isotropy of the thermal expansion and thermal conductivity tensors.
Recall from Equation 2.29 that the homogenized thermal expansion tensor αh is found once the
homogenized elasticity tensor Ch and thermal stress tensor βh have been evaluated, and that we
have shown above that we can ensure that Ch is isotropic. To evaluate βh we find the characteristic
displacements which balance a homogeneous unit increase in temperature (Equation 2.15). But
since Ch is isotropic, the material response is independent of loading direction, and as a result βh
is also isotropic. Since αh is uniquely determined by the product of two isotropic tenors ((Ch)−1,
the homogenized compliance matrix, is isotropic if and only if Ch is isotropic), it follows that the
homogenized thermal expansion tensor αh will be isotropic.
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Now consider the thermal conduction problem. The thermal conductivity tensor κ maps tem-
perature gradients to heat fluxes. For κ to be isotropic, the temperature gradient and heat flux
should be parallel, that is, q = κ∇ϑ = κ I∇ϑ. Thus, to show isotropy, we should have κh = κh I.
We proceed as in the elasticity case, using the normal vectors a to the planes of symmetry of
the unit cells we have chosen, and use these to transform the thermal conductivity tensor via the
orthogonal transformation matrix R(a) defined in Equation 2.122 to get
κ(a) = R(a)T κR(a) . (2.140)
As before, we will require κ(a) = κ for any material symmetry transformation R(a) and determine
what constraints this places on the components of κ.
Even assuming that κ is a full matrix, we have quick results that κ must be diagonal. Indeed, in
two dimensions, the 0◦ plane is enough to show that κ12 = κ21 = 0. In three dimensions, the three
axis-aligned planes of symmetry, i.e. those with normal vector a = {1, 0, 0}T or a permutation
thereof, are enough to show that all κij = 0 for all i 6= j. All that remains is to show that the
diagonal components of these tensors are equal.
In two dimensions, the 60◦ plane gives us the condition that
√
3
4
κ11 −
√
3
4
κ22 = 0 (2.141)
which implies κ11 = κ22. In three dimensions, the inclined planes of symmetry, i.e. those with
normal vector a = {±1, ±1, 0}T /√2 or a permutation thereof, are enough to show that κ11 = κ22,
κ11 = κ33, and κ22 = κ33, i.e. κ11 = κ22 = κ33, demonstrating the isotropy of the thermal
conductivity tensor in both two and three dimensions.
Recall that the two-dimensional hexagonal unit cell has the 0◦ and 60◦ planes of symmetry, and
that the three-dimensional cubic unit cell has three {1, 0, 0}T and six {±1, ±1, 0}T /√2 planes of
symmetry. Thus, we have shown a priori isotropy of the homogenized thermal conductivity tensor
κh without the need for additional constraint equations; it is satisfied solely by our selection of the
unit cells.
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2.5.4 Domain symmetry
Due to the high degree of material and domain symmetry in both the two- and three-dimensional
unit cells (and their finite element meshes as described in Chapter 3), it should be possible to
solve the cell problems of Section 2.2 by considering only the master sector of each unit cell, with
appropriate boundary conditions applied. The full-field solution is then recovered via the symmetry
relations. This domain decomposition approach is often used in practice for symmetric objects,
wherein a number of sub-problems need to be solved to account for general loading. However, the
increased number of problems is more than offset by their reduced computational cost [11,73].
We did not use this technique in this work for reasons of simplicity, both in derivation and
coding. Due to the use of periodic boundary conditions, the simple application of symmetry
boundary conditions to the boundary of master sector described in many textbooks does not work
without substantial modification. However, the significant savings in computational cost such a
domain decomposition would provide argue for its incorporation in future work.
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Chapter 3
Implementation
In the previous chapter we derived the homogenized thermal and thermoelastic properties of a
periodic meta-material and additionally derived the variations of these properties with respect to
variations in the design fields which control the microstructure of the meta-material. However,
we must still implement these derivations in computer code in order to perform the optimizations
which will produce our designs.
In part this involves simply transcribing the equations of Chapter 2 into correct computer
syntax, and we will not dwell on details of this level. Instead, our aim in this chapter is to give a
sufficiently detailed overview of the process, and explanations of various choices made, to give the
reader sufficient understanding to reproduce the code.
In order to make the derivations of Chapter 2 tractable for computer solutions, we must shift
from the infinite-dimensional setting of smooth design fields do the finite-dimensional world of the
discrete. We discretize the unit cell with a uniform mesh of elements. Within any element i,
the design fields ξ1(x) and ξ2(x) have constant values ξ
i
1 and ξ
i
2, leading to a piecewise uniform
representation of the smooth fields. We will call ξi1 and ξ
i
2 parameters, since they control the design
of the microstructure, and are what the optimizer will adjust to improve our designs. We have
thus converted the infinite-dimensional design fields into a number of parameters equal to twice
the number of elements in the mesh (although we only directly control those of the master sector
of the unit cell; see the next section). We discuss this and other details of the implementation into
computer code in the rest of this chapter.
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3.1 Mesh Generation
As we discussed in Section 2.5, the choice of unit cell geometry was made carefully to ensure that
our designs will be isotropic – or as close as possible – by construction. This specifies the shape
(although not the size) of the domain Ω we must mesh to discretize the equations of Chapter 2.
It is assumed that the reader is familiar with the details of discretizing strong elliptic boundary
value problems via the finite element method; refer to [73] or any of the standard works in the field
(e.g. [44] or [79]) as needed.
The thermal and thermoelastic governing equations do not inherently have a length scale. We
impose a length scale on the optimization problem via a cone filter (see Section 2.3.1), but even
this size is relative to the mesh size. So we arbitrarily choose a size for the unit cell, select the cone
filter radius t relative to this, and have thus fixed the geometry of Ω.
Given the unit cell geometry, one might be tempted to use a standard meshing library (e.g. [59])
and be done with the meshing problem. However, recall that in addition to choosing the unit cell
shape in Section 2.5, we were also concerned with its planes of reflective symmetry. In particular,
we need to ensure that each element in the master sector of the unit cell is uniquely mapped to
exactly one element in each slave sector. Given this geometric restriction on the mesh, it seemed
easiest to simply mesh the unit cells as part of the overall work.
3.1.1 Two dimensions
The hexagonal unit cell is chosen to be inscribed a circle with center at the origin and radius 1.
An original coarse triangle mesh, comprising only the six equilateral triangles seen in Figure 2.6 is
defined manually. Then to refine the mesh, Loop subdivision [48] as implemented in the PyDEC
library [8] is performed recursively until the mesh is sufficiently refined. In Loop subdivision, each
triangle is divided into four smaller triangles by adding a node at the midpoint of each edge in the
mesh and joining these new nodes in the triangle with three new edges, as shown in Figure 3.1. Since
the original elements are equilateral triangles, every element generated by this method will likewise
be equilateral, which is beneficial from the standpoint of a priori error analysis [14]. Additionally,
the mesh is nested at every level of refinement, meaning that each element lies entirely inside an
element in any coarser mesh. This allows us to e.g. map from a fast design on a coarse mesh to a
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Figure 3.1: Loop Subdivision. (Left) An equilateral triangular element, as for example one of
the original elements in Figure 2.6. (Center) Loop subdivision is performed, generating three new
nodes, three new edges, and creating four smaller elements from the single coarse element. (Right)
Loop subdivision is performed again. From left to right, we would denote these as ` = 0, ` = 1,
and ` = 2 refinement.
finer mesh for more detailed optimization of the design. Let ` be the level of recursion. Then the
number of elements in the finite element mesh is given by
nelem = 6 · 4` . (3.1)
Recall that the mixture of phases in any element i is controlled by two parameters, ξi1 and
ξi2. Only these parameters in the elements of the master sector are free; those in the other five
sectors are slaved to the master parameters via the symmetry relationships. Thus, the number of
optimization parameters – those the optimizer must choose values for – is given by
nparam = 2 · 4` . (3.2)
In order to avoid potential accuracy and numerical issues associated with constant strain tri-
angle elements (so-named because their piecewise linear shape functions for the displacement yield
piecewise constant strains), we use quadratic triangular elements (see e.g. [79] for shape functions)
at any given level of mesh refinement. Thus, after we have finished refining the mesh, we perform
a single further subdivision of the mesh edges only, adding a node to the midpoint of each edge in
the mesh to provide the additional degrees of freedom for the quadratic shape functions. We can
determine the number of edges in the mesh recursively by noting that at each refinement each edge
becomes two edges, and three new edges are added per element, or we can evaluate this number
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directly as
nedge = 3
2`+1 + 2`+1−1∑
i=2`
2i
 (3.3)
With this result, and using the fact that the Euler characteristic [75] of a simply-connected disc (i.e.
our unit cell domain) is 1, we can use the planar graph interpretation of the Euler characteristic
to determine the number of nodes in the final mesh as
nnode = 1− nelem + 2nedge (3.4)
= 1 + 2`+2 +
2`+2∑
i=2`+1+1
2i , (3.5)
where the second line is equivalent to the first, though derived by counting the nodes directly.
3.1.2 Three dimensions
The cubic unit cell is chosen to have vertices at (x, y, z) = (±1, ±1, ±1). We wish to mesh the
irregular tetrahedron master sector of the cube with geometrically similar elements, and thus will
use tetrahedral elements; this permits a uniform mesh which respects the planes of symmetry,
which a mesh of cubic elements would not. As in the two dimensional case, we use a discrete
mesh refinement. The basic idea is to refine the cube via recursive octree subdivision, and once
the mesh is sufficiently refined, divide each of the smallest cubes thus generated into six pyramids
with common apices at the cube center, and then divide each pyramid into eight tetrahedra. This
divides each small cube into the 48 symmetry sectors, a process demonstrated in Figure 3.2. It can
be shown that so doing allows every element to lie entirely within one of the symmetry sectors of
the original cube. For ` octree subdivisions, the total number of elements in the mesh is given by
nelem = 48 · 23` . (3.6)
As in the two-dimensional case, each element has its mixture of phases defined by two param-
eters, which are free for those elements in the cube’s master sector, and fixed by the symmetry
relationships for the 47 slave sectors. Thus, the number of optimization parameters for a given
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Figure 3.2: Three Dimensional Meshing. (Left) The cubic unit cell domain is refined to the ` = 1
octree level, and a single smaller cube is extracted for closer examination. (Center) One of six square
pyramids has been extracted from the smaller cube. (Right) The square pyramid is subdivided into
eight tetrahedra which are all geometrically similar to the cube’s master sector seen in Figure 2.7.
refinement level ` is given by
nparam = 2 · 23` = 23`+1 . (3.7)
Also as in the two-dimensional case, we seek to avoid potential problems with linear tetrahedral
elements, and so use quadratic tetrahedral elements (see e.g. [79] for shape functions). Thus, after
the mesh refinement described above has been performed, a new node is placed at the midpoint of
every edge in the mesh. The total number of nodes in the mesh is thus given by
nnode = (4 · 2` + 1)3 = (2`+2 + 1)3 . (3.8)
Because the node spacing is regular, it is relatively easy to define node locations formulaically given
the size of Ω and the level of refinement `.
3.2 Preprocessing
While we are generating the mesh, there are several additional pieces of data we can gather to
facilitate tasks that we will need to perform later.
3.2.1 Periodic boundary conditions
Recall from Chapter 2 that we seek solutions to Equations 2.14, 2.15, and 2.34 which are periodic on
the unit cell Ω. In order to enforce this condition on the solutions to the finite element statements of
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these equations, we require the displacements (or temperatures) of two boundary nodes on opposite
sides of the unit cell to be equal, as shown schematically in Figure 3.3. The degrees of freedom
associated with one of each pair of nodes are then enslaved to those of its master, and may be
removed from the system of finite element equations (see e.g. [73]).
In two dimensions, where the boundary ∂Ω is one-dimensional and where we do not have direct
knowledge of the node numbering due to the Loop subdivision, obtaining the pairs of nodes on
opposite sides of the unit cell is accomplished easily by representing the mesh as a graph and using
Dijkstra’s method to obtain the path from one vertex of the hexagon to another. Since the mesh
is uniform, by orienting these paths correctly, one can easily generate ordered lists of nodes which
give the node pairs linked by periodicity.
In three dimensions, the boundary is two-dimensional, and the graph representation used for the
two-dimensional case does not work. However, since the node locations are computed formulaically
and numbering is orderly, it is straightforward to determine pairs of nodes on opposite sides of the
unit cell simply using the node numbers directly.
3.2.2 Symmetry of parameters
We must also identify each element in a slave sector with its master element in the unit cell’s master
sector so that we can use the optimization parameters to determine the mixtures of phases in every
element in the mesh.
In two dimensions, we first compute the centroidal location of each element. Then for each
• uB = uA
• uA
Figure 3.3: Periodic Boundary Conditions. Periodicity of the solution fields is enforced by requiring
the trace of the solutions to be equal on boundaries on opposite sides of the unit cell. In this
schematic, the displacement uB on the upper right is required to equal the displacement uA of its
counterpart on the lower left.
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element in the master sector, we use the reflection operators of Equation 2.122 to map its centroid
to one of the five slave sectors. The five slave elements (one per slave sector) associated with
each element in the master sector are then obtained by comparing the coordinates of the element
centroids to those reflected from the master element’s centroid.
In three dimensions the process is similar, but we use the greater knowledge of the element
numbering given by our manual mesh generation to make our searching more efficient. First we
determine which small cubes fall at least partially inside the master sector. We then proceed as in
the two-dimensional case, generating a list of slave small cubes associated with each master small
cube. Once we associate a master small cube with its slaves (note in some cases a small cube
may map to itself), then we need compare centroidal locations of the master sector tetrahedra
with the centroids of tetrahedra in the slave small cubes. Thus, the strategy is identical to the
two-dimensional case, but we have reduced the set of elements we must search.
3.2.3 Precomputation of element matrices
Consider Equation 2.14, the characteristic equation we solve to determine the characteristic dis-
placements χij . After converting it to the weak form and using our finite element shape functions
and the standard Galerkin approximation, we have the linear equation
Kχij = p , (3.9)
where K is the finite element stiffness matrix and p is the finite element load vector, respectively
given by
K =A
(∫
Ωˆ
GT CG det(J) dv
)
(3.10)
and
p =A
(∫
Ωˆ
GCEij det(J) dv
)
, (3.11)
where, following the notation of [73], A denotes the assembly of the element-level equations over
all elements into the global system of equations using the global equation numbering scheme, Ωˆ is
the reference finite element, G contains the gradients of the finite element shape functions, J is
the Jacobian of the mapping between the reference and physical finite elements, and Eij is the test
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strain in vectorized form, exactly as described in Equation 2.123. Gaussian quadrature rules over
the simplicial elements we use in both two and three dimensions are provided by [79].
Now recall that during the optimization, only the mixture of phases in each element changes,
while the mesh geometry remains fixed. That is, while the elasticity tensor in any element may
change via e.g. Equation 2.47 as the optimization parameters change, the element geometry is
constant. Thus, using the linearity of integration, we can replace the element-level stiffness matrix
Kel =
∫
Ωˆ
GT (νˆ1C1 + νˆ2C2)G det(J) dv (3.12)
with
Kel = νˆ1
(∫
Ωˆ
GT C1Gdet(J) dv
)
+ νˆ2
(∫
Ωˆ
GT C2Gdet(J) dv
)
(3.13)
where we can precompute and store the integrals before the optimization begins, since we know
the element geometry and the properties C1 and C2 as part of the problem statement. Similar
precomputation can be performed for the thermal problem, and for the finite element load vectors
we can analogously replace e.g.
pel =
∫
Ωˆ
GCEij det(J) dv (3.14)
with
pel =
(∫
Ωˆ
Gdet(J) dv
)
CEij (3.15)
where we precompute and store the integral.
Moreover, due to the uniformity of the mesh, we need not even precompute the integral terms of
Equations 3.13 and 3.15 for each element. In two dimensions there are only six “types” of element
with different element-level matrices and vectors. We can sort the elements into these types based
on whether they are point-up or point-down, and which of the nodes i, j, or k in the physical mesh
we map to the first node in the reference element. Thus, we need only precompute and store these
matrices and vectors for six elements for the two-dimensional case. For the three-dimensional case,
there are certainly no more than 48 types of element (one type per tetrahedral subdivision of a
small cube, cf. Figure 3.2), although there may be fewer. We need only precompute and store
the element-level matrices and vectors for these 48 types so long as we have properly sorted each
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element by its type, which is easy given the structured mesh generation scheme described above.
With the precomputation of these terms, assembly of the global system of equations is simply
an exercise in interpolation between precomputed matrices and vectors, rather than performing
quadrature on each element in the mesh each time an element’s parameters are changed.
3.2.4 Cone filter
Recall from Equation 2.39 that the cone filter performs a weighted average of the design fields within
a finite filter radius, t of each point x. Rather that explicitly evaluating this integral expression each
time we apply the filter, we instead take advantage our parameterization making the parameters
constant within any element, and replace the convolution with a linear mapping
ξˆ = Bξ , (3.16)
where here ξ and ξˆ are vectors containing the raw and filtered parameters for all elements in the
mesh, respectively, and B is a sparse square matrix defined such that
Bij =

t−‖xi−xj ‖∑
i(t−‖xi−xj ‖) , ‖xi−xj ‖ < t
0 , ‖xi−xj ‖ ≥ t
, (3.17)
which we implement by first computing the numerator of nonzero terms when the centroids xi and
xj of elements i and j are within distance t of each other, then normalizing each row of B by its
sum.
We can precompute B given the radius t, which is set at runtime. However, to avoid the delay
of computing this term (which can become prohibitive when the mesh is fine with respect to the
filter radius) we precompute and save B, only updating it at runtime if t has changed relative to
that used in the saved version of B.
In order to cut down on the n2elem/2 comparisons between element centroids we would have to
make in a naive implementation, we reduce the size of the set of elements we must test. In two
dimensions, we use the dual of the graph representation of the mesh (already created to find node
pairings to enforce periodic boundary conditions), augmented with additional edges connecting
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elements across the unit cell to impose periodicity. That is, in the dual graph representation, an
element e.g. on the top boundary of the unit cell is neighbors with its counterpart on the bottom
boundary. Then for any element i we need only search the neighbors N(i) of i, and their neighbors
N(N(i)) and so on recursively until we are more than t away from xi. In three dimensions, we
restrict the search set by small cube. That is, for element i in small cube ci, we check the elements
j in ci, then all elements j in N(ci), and so on. Due to the structured numbering of small cubes,
determining neighbors and enforcing periodicity is straightforward.
3.2.5 Other useful terms
A number of other necessary preprocessing and initialization is performed, for example determining
equation numbering, but this is standard for finite elements (see [73] for details) and we do not
discuss it here.
It is worth noting that, for a given level ` of mesh refinement, the mesh, node pairs for enforce-
ment of periodic boundary conditions and element pairs for enforcement of symmetry are fixed for
any design. We can thus need compute them only once. In contrast, the element-level matrices
and vectors described above are only fixed once the two solid phases are chosen giving us e.g. the
matrices C1 and C2. Since the choice of materials is typically changed at runtime, so we compute
these terms once per execution of the code.
3.3 Material Properties
We are now nearly ready to actually pose the optimization problems we wish to solve. First we
must review how we obtain scalar values from the homogenized tensors we compute as described
in Section 2.2. Recall that in Section 2.5.3 we showed that, in both two and three dimensions, the
thermal conductivity tensor will always be isotropic due to our choice of unit cell geometry, and as
a result κh = κh I. Extraction of the scalar thermal conductivity κh is therefore trivial.
The thermal expansion tensor αh will always be diagonal due to our choice of unit cell geometry,
but may not be a scalar multiple of the identity matrix I if Ch is not isotropic (i.e. if we are not
currently satisfying the constraint expressed in Equation 2.139). Therefore we extract the scalar
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thermal expansion coefficient as
αh =
1
3
tr(αh) =
1
3
αhii , (3.18)
where the repeated index denotes summation. Once the optimization is complete, we have αh =
αh I, although for simplicity we continue to extract αh this way.
There are several possible scalar quantities that can be extracted from the homogenized elas-
ticity tensor, including the shear and bulk moduli and the Lame´ parameters, but herein we will be
concerned only with Young’s modulus (E) and Poisson’s ratio (ν). For an isotropic material, one
can write the elasticity tensor C in terms of only these two properties, and, equivalently, one can
recover these two terms given only the components of C.
In the vectorized notation we introduced in Equation 2.123, C for an isotropic material may be
written in terms of E and ν as
C =
E
1− ν2

1 0 0 ν
0 1−ν2
1−ν
2 0
0 1−ν2
1−ν
2 0
ν 0 0 1

(3.19)
in two dimensions, and as
C =
E
1 + ν

1 + ν1−2ν 0 0 0
ν
1−2ν 0 0 0
ν
1−2ν
0 12 0
1
2 0 0 0 0 0
0 0 12 0 0 0
1
2 0 0
0 12 0
1
2 0 0 0 0 0
ν
1−2ν 0 0 0 1 +
ν
1−2ν 0 0 0
ν
1−2ν
0 0 0 0 0 12 0
1
2 0
0 0 12 0 0 0
1
2 0 0
0 0 0 0 0 12 0
1
2 0
ν
1−2ν 0 0 0
ν
1−2ν 0 0 0 1 +
ν
1−2ν

(3.20)
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in three dimensions. Thus, given an isotropic Ch, we can extract Eh and νh as
Eh = Ch1111 −
(Ch1122)
2
Ch1111
(3.21)
νh =
Ch1122
Ch1111
(3.22)
in two dimensions, where Ch1111 is e.g. the (1, 1) component of C and Ch1122 is e.g. the (1, 4)
component of C, cf. Equation 3.19, and as
Eh =
3Ch1122C
h
1212 + 2(C
h
1212)
2
Ch1111 + C
h
1212
(3.23)
νh =
Ch1122
2(Ch1122 + C
h
1212)
(3.24)
in three dimensions, where Ch1111, C
h
1122, and C
h
1212 are respectively e.g. the (1 1), (1, 9), and (2, 2)
components of C, cf. Equation 3.20.
The sensitivities of these expressions are straightforward to calculate using standard rules of
elementary calculus and the results of Section 2.4. For example, we can evaluate the sensitivity of
the two-dimensional Young’s modulus given by Equation 3.21 as
δEh = δCh1111 −
2Ch1122C
h
1111δC
h
1122 − Ch1111(Ch1122)2δCh1111
(Ch1111)
2
, (3.25)
where the sensitivities of the components of Ch are given by Equation 2.64.
The astute reader will note that the matrix form of C we use has linearly dependent columns.
This follows from the symmetry of the stress and strain matrices, and results in the matrix form of
C being singular. This presents a problem in computing the homogenized thermal expansion tensor
αh as in Equation 2.2, which uses (Ch)−1. However, we can instead use the pseudo-inverse (Ch)+,
which can be computed via library function, or manually using the singular value decomposition
of Ch.
The material properties for the pure phases used in this work are given in Table 3.1. Aluminum,
copper, silicon, zinc, nickel, and tungsten are pure metal(oid)s. Invar is an iron-nickel alloy with
very low thermal expansion. Poly(methyl methacrylate), abbreviated as PMMA, is a thermoplastic
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Material ρ [kg/m3] E [GPa] ν α [10−6/K] κ [W/m ·K]
Aluminum 2800 70 0.35 23.1 225
Copper 9000 120 0.34 16.5 400
Silicon 2350 185 0.28 2.6 150
Zinc 7140 108 0.25 30.2 116
Nickel 8900 200 0.31 13.4 91
Tungsten 19,250 411 0.28 4.5 173
Invar 8100 141 0.33 1.2 13.8
PMMA 1180 2.5 0.40 70 0.20
Cu-SiC 6000 160 0.34 5.5 150
Void 0 0 0 0 0
Table 3.1: Material Properties. The mass density, Young’s modulus, Poisson’s ratio, coefficient of
thermal expansion, and thermal conductivity of the phases used in this work.
polymer also known by a number of trade names, including Plexiglass and Lucite. Cu-SiC is metallic
copper reinforced with silicon carbide nanoparticles. These particles both increase the stiffness of
the copper and depress its thermal expansion. Additional materials and their properties are easy
to add to the simulation library; only the properties in Table 3.1 are needed to use a new material
in simulations.
We reiterate here that the void phase is treated as vacuum, with zero stiffness, conductivity,
etc., and not as a merely very compliant, very insulative material. This better models the actual
system, but has the potential to introduce numerical problems since solid regions surrounded by
void (so-called islands) destroy the uniqueness of solutions to the cell problems. In practice this
non-uniqueness is not often a problem, since we must have nearly pure void around a region to
form an island, and the cone filter often dilutes the void with some solid phase of nonzero stiffness
and conductivity. In a very small ( 1%) number of cases, solution of the finite element equations
failed due to near-singularity caused by islands. Explicit steps can be taken to try to exclude
islands from the design, as discussed in the following section.
3.4 Problem Statements
We now have all of the pieces in place to formally pose the optimization problems we will solve.
Understanding from previous sections how the parameters ξ are used to estimate the homogenized
scalar properties, we present the master design problem as given below. We do not actually solve
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this problem per se, as this master version is a union of all of the response functions we have used
at one time or another. Instead, we create simpler design problems by choosing objective and
constraint functions from those given here, while ignoring others. We will indicate exactly which
functions we used in Chapter 4 when we present results.
Problem 1 (Master Design Problem). Given the solid phases 1 and 2 and void phase 3, find
the element parameters ξ which minimize the objective function f(ξ) such that all constraints are
satisfied. That is, we seek the design ξ∗ for which
ξ∗ = argmin
ξ
f(ξ) (3.26)
s. t. Eh(ξ) ≥ ELB (3.27)
αh(ξ) ≤ αUB (3.28)
κh(ξ) ≥ κLB (3.29)
νLB1 ≤
1
nelem
∑
ν1(ξ) ≤ νUB1 (3.30)
νLB2 ≤
1
nelem
∑
ν2(ξ) ≤ νUB2 (3.31)
λmin(K(ξ)) ≥ λLBmin (3.32)
C1111(ξ) = C1122(ξ) + 2C1212(ξ) (3.33)
1
nelem
∑
i
(
νηi (ξ)
(
1− νi(ξ)
)η) ≤ v . (3.34)
This problem requires some explanation. First we consider the problem’s constraints. The
superscripts LB and UB indicate lower and upper bounds, respectively, on a quantity. The first
three constraint equations (3.27-3.29) are thus simply requirements that the homogenized properties
exceed some target values. The next two constraint equations (3.30 and 3.31) are requirements that
the volume fractions of the two solid phases over the whole unit cell (and thus the bulk material)
should lie within bounds that we specify1. Knowing the materials which form the two solid phases,
and thus their mass densities, these constraints allow us to satisfy constraints on the mass density
of the bulk material.
Equation 3.32 is a requirement that the least eigenvalue of the global stiffness matrixK lie above
1Note that since every element in the mesh has equal size, we can simplify the total volume fraction of phase i
over the unit cell, i.e. 1|Ω|
∫
Ω
νi(ξ) dv to a normalized sum of the element volume fractions,
1
nelem
∑
νi(ξ).
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some limiting value. While it is a standard result in finite element theory that K is positive definite
(after sufficient degrees of freedom are fixed to prevent zero-energy modes), and thus λmin(K) ≥ 0,
by setting λLBmin above 0, we are effectively increasing the deformation energy required to activate
the least-energy deformation mode of the design. We can see this by noting that the strain energy
E of an arbitrary deformation is given by
E =
∫
Ω
σ : ∇u dv (3.35)
=
∫
Ω
σT∇u dv (3.36)
=
∫
Ω
(∇u)TC∇u dv (3.37)
=
∑
el
∫
Ωˆ
uTel G
T CG uel det(J) dv (3.38)
= uT A
(∫
Ωˆ
GT CG det(J) dv
)
u (3.39)
= uT K u (3.40)
= (QT u)TΛQT u (3.41)
=
∑
i
λi(Q
T u)Ti (Q
T u)i , (3.42)
where we have vectorized the appropriate quantities (see Equation 2.123), used the constitutive
relationship between the stress and displacement gradient, introduced the finite element approx-
imation of the strain fields, and used the definition of the finite element stiffness matrix to get
Equation 3.40. We then perform the spectral decomposition of K to get QΛQT and rearrange to
see that the finite element approximation of the strain energy of an arbitrary deformation may be
found by projecting the finite element displacements of the deformation into the eigenbasis, and
using the eigenvalues λi of K to evaluate the contribution of each of these eigenmodes to the total
energy. We impose the constraint on λmin to suppress islands, i.e. pieces of solid matter surrounded
in the design by regions of void space. A “pure” island, surrounded by pure void, could be moved
rigidly with respect to the rest of the unit cell while generating no strain energy. Thus, by requiring
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λmin ≥ λLBmin > 0, we suppress islands in the final design. This constraint is actually trying to force
the number of connected components amongst the solid phases in the unit cell to be one. While we
could evaluate and enforce this constraint, its derivative would not be smooth, which disqualifies
it for use with a first-order sensitivity optimization algorithm. The least eigenvalue constraint is a
smooth workaround to this issue.
The next constraint (Equation 3.33) enforces isotropy in the three-dimensional case, and is
satisfied by construction in the two-dimensional case. Finally, Equation 3.34 is a constraint that
limits mixtures2 of phases in the global setting; in combination with the RAMP interpolant and/or
thresholding, it attempts to ensure the solution has a pure phase at every point in the domain.
This function is evaluated over the entire unit cell, rather than on each element; as in Equations
3.30 and 3.31, the identical element sizes allows us to replace integration over the unit cell with
summation over the elements. Values of the exponent η are typically in the range (0, 1), and the
bound v is set at a level depending on η to suppress mixtures.
Now we consider the objective function f(ξ). We have used several objective functions, de-
pending on whether we are trying to extremize a property, match properties to some target values,
and so on. Those we used most commonly in this work are
f1(ξ) = α
h(ξ) , (3.43)
f2(ξ) =
(
αh(ξ)− α∗
α∗
)
+
(
Eh(ξ)− E∗
E∗
)
, (3.44)
f3(ξ) = c1
(αh(ξ))2
Eh(ξ)
+
c2
nelem
∑
el
ξ1(ξ) , and (3.45)
f4(ξ) = c1(α
h(ξ))2 +
c2
Eh(ξ)
+
c3
nelem
∑
el
ξ1(ξ) . (3.46)
In the above, an asterisk indicates a target quantity, and ci are constants used to scale the terms
in objective function. Equation 3.43 seeks to minimize αh, subject to the previously-defined con-
straints; negative values of αh are acceptable, and indeed preferable. Equation 3.44 seeks to select
values of αh and Eh which, as nearly as possible, match selected target values. The two terms
are normalized by the target value so that each term is roughly of order 1. Equation 3.45 seeks
2Recall from Chapter 1 that, in analogy to a relaxation of an integer programming problem, we must strive to
return to integer solutions. In our context, this means a pure phase – no mixtures – on each element of the mesh.
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to minimize the magnitude of αh while maximizing Eh, with a separate term that increases the
cost of designs with additional solid phase; this is used in conjunction with the RAMP interpolant.
Equation 3.46 is quite similar, but the terms minimizing the magnitude of αh and maximizing Eh
have been separated so that they may be weighted separately.
The sensitivities δf of these objective functions, as well as those of the constraint equations
above, can all be evaluated with standard derivative rules of elementary calculus, the sensitivities
of the homogenized properties given in Section 3.3, and the sensitivities of the volume fractions
given in Chapter 2.
3.5 Coding
Here we briefly describe the actual implementation thus far described into executable computer
code. While we do not give sufficient detail here to reproduce the code, the structure of the
code closely resembles the structure described in [73] for topology optimization problems, and the
implementation of the homogenization computations follows, at least at a high level, the equations
provided in Section 2.2 using the techniques of Section 3.2. As discussed in Chapter 2, we could
obtain faster convergence of the optimization process if we provided second-order sensitivities of
the objective and constraint functions, but that in general the faster convergence does not offset
the increased computational effort to obtain these sensitivities. The optimization libraries used in
both two and three dimensions approximate the Hessians of these functions via limited-memory
secant-update methods.
3.5.1 Two dimensions
The two-dimensional code is written almost entirely in Matlab; the mesh generation function, writ-
ten in Python to take advantage of the PyDEC and NetworkX libraries, is a standalone subroutine
that can be called by Matlab by calling it via the system prompt. The optimization is driven
by the fmincon function in Matlab’s Optimization toolbox, using an interior point optimization
algorithm. The initial state of the optimization parameters are set randomly using the built-in
rand function. Visualization (described later) uses built-in plotting functions.
Using Matlab’s built-in code profiler, we determined that during execution, the code spent
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the majority of its time assembling the global stiffness matrices (Equation 3.10) and global load
vectors (Equation 3.11), and evaluating the homogenized properties and their sensitivities. This is
somewhat expected, since Matlab is notoriously slow evaluating nested loops, which unavoidably
appear in these functions. In order to speed up the code’s execution, we re-wrote these functions
as Matlab extension (MEX) files in ANSI C. These functions are then compiled, but are called as
standard Matlab functions, and substantially improve the time taken to optimize designs.
We typically ran the code with ` = 3 or ` = 4 refinement, resulting in problems of the sizes
given in Table 3.2. These problems took approximately 30 minutes to an hour to run to completion
on a single serial processor, often taking 500 or 600 optimization iterations.
` nelem nnode ndof nparam
2 96 217 434 32
3 384 817 1634 128
4 1536 3169 6338 512
5 6144 12,481 24,962 2048
Table 3.2: Two-dimensional Problem Sizes. ndof is the number of degrees of freedom in the
(thermo-elastic) linear systems (Equations 2.14 and 2.15) we must solve.
3.5.2 Three dimensions
The three-dimensional code was initially written in Matlab, using the two-dimensional code as a
template. However, execution of the code, even with MEX files, was unacceptably slow, even for
very coarse (` = 2) meshes.
In order to enable parallel execution of the code on a variety of clusters, it was decided to
rewrite the code in C++, using the PETSc library [6]. This library provides an API layer between
the user and the low-level commands of MPI, the message passing interface protocol which is
a standard method for parallel programming [7]. Some details of the parallelism of the resulting
program are discussed below. The IPOPT optimization library [77] was chosen to drive the topology
optimization problem because of its ability to handle general nonlinear constraint equations. This
library is dependent on the HSL library [1] for certain subroutines. The Hypre [22], SLEPc [39], and
Armadillo [57] libraries were also drawn on as part of the final three-dimensional code. Additionally
a number of standard libraries, such as BLAS, ATLAS, and LAPACK, and a standard compiler,
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gcc, were used to form the final executable. The NumPy library was also used during visualization.
Because there was not a simple, closed-form, tight bound for the number of nonzeros in the
filter matrix B found during mesh generation, that subroutine was written in Matlab to allow
dynamic reallocation of storage as necessary. (To preserve the open-source status of the code,
this subroutine may be executed without issue in Octave.) The initial state of the optimization
parameters are set randomly using the C++ built-in rand function, using the system date and time
to set the seed. Manually overwriting the initial seed value allows one to replicate an optimization
problem, allowing for parameter studies.
We typically ran the code with ` = 3 or ` = 4 refinement, resulting in problems of the sizes
given in Table 3.3. These problems usually took between 90 minutes and three hours to run to
completion on clusters of 96-256 processes, often taking 1000 or more iterations, though some
instances converged much more quickly. Although we did not perform extensive timing studies,
the code appears to exhibit superlinear scaling, with execution time dropping by a factor larger
than the factor of additional computational resources allocated to it.
` nelem nnode ndof nparam
2 3072 4913 14,739 128
3 24,576 35,937 107,811 1024
4 196,608 274,625 823,875 8192
5 1,572,864 2,146,689 6,440,067 65,536
Table 3.3: Three-dimensional Problem Sizes. ndof is the number of degrees of freedom in the
thermoelastic linear systems (Equations 2.14 and 2.15) we must solve.
3.5.3 Parallelism
The IPOPT optimization library does not appear to be written to work within a parallel environ-
ment. While one can evaluate the objective and constraint functions in parallel, IPOPT cannot
work with vectors distributed across many clusters. Thus, the code works as much as possible in
parallel, reverting to multiple serial instances for execution of IPOPT subroutines.
The code execution flows as follows. The program execution is begun on each process. The
precomputation of element matrices, initialization of global element and parameter numbering, and
so on, is performed independently by each process, and each process then creates an instance of the
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IPOPT optimizer. The random initial point is determined by one process, then sent to every other
process, so each begins from the same system state. IPOPT is then executed by each process.
Suppose that first IPOPT requests the value of the objective function, and supplies the values
of the optimization parameters. The processes then cooperate to build the global finite element
stiffness matrices and load vectors (e.g. Equations 3.10 and 3.11), and cooperatively solve the finite
element equations (e.g. Equation 3.9) via the preconditioned conjugate gradient algorithm. The
solutions to these equations – the characteristic displacements and temperatures – are then shared
amongst the processes and used to cooperatively evaluate the homogenized properties and their
sensitivities. These values are then shared amongst the processes, which then each independently
feed the values back to their own instance of IPOPT, which can then modify the system state and
proceed with the optimization. Since the IPOPT update is deterministic, each instance computes
the same update to the optimization parameters.
While it is possible that IPOPT would run faster if it were fully parallelized, a breakdown of
the execution time shows that IPOPT typically uses well less than 1% of the overall execution
time. This makes sense, as IPOPT works on matrices and vectors of size nparam, while evaluation
of the homogenized properties requires solutions of size ndof , which typically differ by a factor of
about 100.
3.5.4 Verification
Throughout this work, we have been careful to verify our code at each step. Verification measures
included comparing initial results with another student who had written homogenization software
independently; checking that the code recovered the properties of a pure phase when forcing all the
volume fractions to that phase; and checking the evaluated sensitivities against those estimated by
finite differences. Similar checks were also performed on the filters, finite element equations, and
mesh generation. When converting the three-dimensional code to C++, intermediate results in the
calculations were compared with the Matlab version, itself based on the two-dimensional code. We
have also benchmarked our results against those published in the literature [64].
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Figure 3.4: Two-dimensional Visualizations. (Left) Illustration of the unit cell design, with color
reflecting the mixture of phases in each element. (Center) The phase space, with the volume
fractions of each element equal to the barycentric coordinates of a point in the triangle. (Right)
Three-dimensional histogram showing the density of points in the phase space, as partitioned into
the sixteen smaller triangles.
3.6 Visualization
Visualization of the unit cells was performed as a post-processing step, once the converged solution
had been saved, and is separate from the optimization process. In two dimensions, we used the
Matlab triplot command to visualize the unit cells directly. Each element is drawn in a color
which reflects the mixture of phases in that element. The color choice is based on the RGB color
model, with the intensity of each color chosen to be the volume fraction of a given phase; thus,
pure phase 1 results in a pure red element, phase 2 in green, and phase 3 in blue. Mixtures of
the phases result in different colors, which provides an intuitive look both at the microstructure
generated, as well as areas where the optimization did not return a perfect separation of phases.
We can also visualize the phase space as a triangle (as noted in Section 2.3), on which we draw
points representing the mixture of phases in each element. Our convention is that on these ternary
plots, phases 1 and 2 are associated with the lower left and right vertices, respectively, while phase
3 is represented by the upper vertex. Another way to visualize the phase space is to determine the
density of points in the space by partitioning it into a finite number of bins, resulting in something
like a three-dimensional histogram. These visualizations give one a more quantitative feel for the
success of the optimizer in returning the convexified problem to integer solutions. Examples of
each of these visualizations are given in Figure 3.4.
In three dimensions, the large number of elements makes it impractical to draw and color them
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Figure 3.5: Three-dimensional Visualizations. (Left) The entire unit cell, showing only the solid
phases 1 and 2. The perspective is looking down on the top and front faces, with the nearest vertex
pointing off to the left. (Right) The same unit cell, exploded into sixteen layers, showing the hollow
interior and distribution of phases on the inner surface.
individually, as the very large number of facets that would have to be drawn overwhelms most
available visualization software. Instead, we threshold the phase space, so that each element is
identified as a pure phase. We then represent the elements of each phase as separate tetrahedral
complices on the same mesh and use PyDEC [8] to determine the boundary triangles of each phase’s
regions, and draw only these boundary triangles, which improves performance substantially. In
order to see the complexity that occurs through the depth of the unit cell, we omit drawing the
void phase, so that we may instead see through it (as we would be able to the manufactured
design). These three-dimensional images are rendered using the Mayavi engine. We typically also
make animations of the unit cells rotating so that the use of shadow helps exhibit the unit cell
geometry. We also use other visualization methods, such as drawing only one octant of the unit
cell, or exploding the unit cell into a number of layers, to understand the design of the interior,
which can be difficult to see. An example of a unit cell rendering and an exploded unit cell are
shown in Figure 3.5.
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Chapter 4
Results
In this chapter we present some of the results we obtained by solving the minimization problem
presented in Chapter 3. We begin with our initial work in two dimensions, but concentrate on our
three-dimensional results, and discuss our ability to design materials with novel combinations of
properties.
4.1 Two Dimensions
Our two-dimensional work was done to gain experience before moving to the more challenging
three-dimensional case, and hence we did not compute, or concern ourselves with, the thermal
conductivity of the materials we designed. Early on in our work we solved the matching formulation
of the objective function, that is, Equation 3.44, and found that we could match combinations of
properties fairly well, so long as the combination was not too extreme. As the combination of target
values became more extreme, we increasingly could match only one of the two desired properties.
In order to explore extremal properties, however, we primarily used the form of Equation 3.43
to minimize αh subject to a quite low lower bound on Eh; the constraints on αh and κh (that is,
Equations 3.28 and 3.29) were not enforced.
Using the fictitious materials of Sigmund and Torquato [64], we were able to reproduce their
success in achieving the negative lower bound of αh derived in [31]. This is noteworthy because
we were able to achieve the bounding value despite the restriction of the design space imposed by
the a priori imposition of isotropy of the hexagonal unit cell which were not present in [64]. This
leads us to believe that the a priori imposition of isotropy of the cubic unit cell will not preclude
extremal designs of the microstructure in three dimensions. We were also able to achieve negative
thermal expansion coefficients for composites of real (i.e. naturally occurring) materials in two
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Figure 4.1: Initial Two-Dimensional Design. (Left) The unit cell. (Right) Seven unit cells arranged
in a periodic lattice. The design is shown at the beginning of optimization iterations, after random
initialization. Most elements are an intermediate mixture of all three phases.
dimensions.
We now consider four designs (cf. Figures 4.2 – 4.5) for a microstructure composed of aluminum,
Invar, and void space and use them to illustrate some of our experiences in solving the design
problem. In the figures illustrating these designs, red (dark gray for black and white copies)
represents aluminum, green (light gray) represents Invar, and blue (black) represents void space.
Mixtures of these colors (e.g., red and blue giving purple) indicate a mixture of the constituent
phases (of aluminum and void in this example). Each of these designs is predicted to have a
negative coefficient of thermal expansion.
First, however, consider a typical random initial design, shown in Figure 4.1. The “muddy”
look of the design indicates that most elements are comprised of a mixture of phases (generally
a mixture of all three). As we look at the final designs, we can see that the thresholding step
defined in Chapter 2 performs well, with final designs containing mixtures of materials in each
element quite close to pure phases. We quantify this closeness, and experiment with the threshold
parameters to improve it, in Section 4.2.
Figure 4.2 is a solution to the optimization problem with the parameters given in Table 4.1.
While it displays excellent phase separation, it also exhibits a pathological design, in that it has
hinges in the solid phases. These are locations in the design where the solid phases are connected
only at points, rather than across element boundaries. This happens when finite elements which
share a node, but not an edge, are assigned solid phases, while other surrounding elements are
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Figure 4.2: Two-Dimensional Design with Hinges. (Left) The unit cell. (Right) Seven unit cells
arranged in a periodic lattice. Hinges appear where solid regions contact each other at only a point.
Such features are not manufacturable.
Param. Value Param. Value Param. Value Param. Value
` 3 f Eqn. 3.43 ELB 2.5 GPa λmin -
t 0.075 c1 - α
UB - η 0.5
q - c2 - κ
LB - v 0.8
 10 c3 - ν
LB
1 , ν
UB
1 0.25± 0.02
T 0.5 νLB2 , ν
UB
2 0.25± 0.02
Table 4.1: Parameters for Figure 4.2. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.2.
assigned void. In the finite element framework, loads can be transmitted between elements which
share a single node, but physically they cannot. Thus, if this design were manufactured, large strains
would concentrate at these points, causing large deformations which violate the assumptions we
made for this analysis. As a result, the bulk material would not behave as our analysis predicts.
We can eliminate hinges from the design by refining the mesh while keeping the filter radius t
fixed, resulting in smoother designs. Figure 4.3, a solution to the optimization problem with the
parameters given in Table 4.2, illustrates the success of this approach. While the overall design of
the Invar ligatures is similar to Figure 4.2, they are now smooth, and all hinges have been eliminated
from the design. Unfortunately, Figure 4.3 displays another pathological feature, the island. As
discussed in Chapter 3, these solid regions entirely surrounded by void are unmanufacturable, and
71
Figure 4.3: Two-Dimensional Design with Islands. (Left) The unit cell. (Right) Seven unit cells
arranged in a periodic lattice. Islands are solid regions surrounded by void, and are not manufac-
turable.
Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.43 ELB 3.5 GPa λmin -
t 0.075 c1 - α
UB - η 0.5
q - c2 - κ
LB - v 0.8
 10 c3 - ν
LB
1 , ν
UB
1 0.25± 0.02
T 0.5 νLB2 , ν
UB
2 0.25± 0.02
Table 4.2: Parameters for Figure 4.3. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.2.
additionally can cause numerical problems as they can reduce the positive definiteness of the system
of equations, e.g. Equation 3.9, to semi-definiteness or indefiniteness.
Adding the least eigenvalue condition (Equation 3.32) to the constraints of the optimization
problem effectively suppresses islands in two-dimensional problems. Figures 4.4 and 4.5 each show
the solutions to the optimization problem for relatively low and high values of λLBmin, respectively,
as shown in Tables 4.3 and 4.4.
It is interesting to note that the solution to the optimization problem displays very similar
designs, despite different random initial designs, different mesh refinement levels, and different (or
no) constraints on the value of λLBmin. This convergent evolution of designs gives us confidence that
we have identified a globally optimal design. This design is strikingly similar that developed by
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Figure 4.4: Connected Two-Dimensional Design (1). (Left) The unit cell. (Right) Seven unit cells
arranged in a periodic lattice. A low least eigenvalue constraint is applied to suppress islands,
resulting in a manufacturable design.
Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.43 ELB 3.5 GPa λmin 10
5
t 0.075 c1 - α
UB - η 0.5
q - c2 - κ
LB - v 0.8
 10 c3 - ν
LB
1 , ν
UB
1 0.25± 0.02
T 0.5 νLB2 , ν
UB
2 0.25± 0.02
Table 4.3: Parameters for Figure 4.4. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.2.
Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.43 ELB 3.5 GPa λmin 10
7
t 0.075 c1 - α
UB - η 0.5
q - c2 - κ
LB - v 0.8
 10 c3 - ν
LB
1 , ν
UB
1 0.25± 0.02
T 0.5 νLB2 , ν
UB
2 0.25± 0.02
Table 4.4: Parameters for Figure 4.5. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.2.
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Figure 4.5: Connected Two-Dimensional Design (2). (Left) The unit cell. (Right) Seven unit cells
arranged in a periodic lattice. A high least eigenvalue constraint is applied to suppress islands,
resulting in a manufacturable design.
Steeves et al. [67] for low thermal expansion, high stiffness materials, as seen in Figure 4.6.
Figure 4.6: Lattice of Steeves et al. Seven unit cells are arranged in a periodic lattice. The inner
triangle of each unit cell is aluminum, with higher thermal expansion coefficient than the titanium
alloy ligatures that surround it. Adapted from Figure 12 of [67]. Used with permission.
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Figure 4.7: Negative Thermal Expansion. In this schematic, the red (dark gray) material has
higher thermal expansion coefficient and lower stiffness than the green (light gray) material. The
dashed line represents the boundary of the unit cell. (Left) The unit cell design at some uniform
reference temperature. (Right) The design after a uniform increase θ in the temperature. The red
material has expanded into the void space near the unit cell boundary. The green material has
expanded less; continuity requires that it decrease its angle with respect to the red material. The
tabs which touch the unit cell boundary thus contract into the unit cell, shrinking it to the dotted
line. Since each unit cell shrinks by this amount, the bulk material shrinks as a result of heating.
We also note that our optimal design appears to be invariant to shifts of the design relative to
the unit cell; note that the unit cells Figures 4.2 and 4.4 are centered on the connection between
Invar ligatures, while those of Figures 4.3 and 4.5 are centered on the aluminum region, yet the
overall design remains the same, as seen in their periodic lattices.
In all of these designs, the positive thermal expansion of the constituent phases is accommo-
dated by the void space. Moreover, the more thermally expansive material works as an actuator
by expanding and pushing on the less thermally expansive material as the composite is heated.
Since the less thermally expansive material is the phase that is connected throughout the lattice,
contracting it collapses the lattice, leading to shrinkage of the bulk material and thus negative
coefficient of thermal expansion. This process is shown schematically in Figure 4.7.
4.2 Three Dimensions
Building on the experience we gained in two dimensions, we now turn to the three-dimensional
design problem. First we reconsider our choice of aluminum and Invar as the two solid phases we
design with. In this section and the next, we report the material properties of our designs after we
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have thresholded the volume fractions to obtain pure phases on each element of the mesh. Due to
the RAMP functions and/or the thresholding steps we take during the optimization, the difference
in predicted properties before and after thresholding is typically small, e.g. the predicted Young’s
modulus differs by less than 1%.
4.2.1 Material pairings
A parameter study of the bounds of Gibiansky and Torquato [31] indicate that the widest bounds
on the homogenized coefficient of thermal expansion αh are obtained by choosing a pair of materials
which have a large difference in their values α1 and α2, with min(α1, α2) being a small as possible.
Since lower coefficient of thermal expansion is roughly correlated with higher Young’s modulus,
this suggests that if α1 < α2, then we will also have E1 > E2. Although we are hoping to design
materials with near-zero thermal expansion, and thus may not need to worry about wide bounds
on αh (which may be negative), our experience indicates that we have greater success designing for
near-zero expansion when the two materials have these wide bounds. That is, in some sense wide
bounds indicates that the two materials have the ability to form thermally-actuated mechanisms.
Thus, aluminum and Invar are good candidates for low-αh designs. However, when we also
consider the homogenized thermal conductivity κh, we see that Invar is perhaps not the best
candidate (cf. Table 3.1), as its low conductivity will result in low κh, especially if it is the only
connected phase. It is also rather dense compared to other candidate materials.
Using this reasoning, we selected several pairs of solid phases for experimentation. In addition
to aluminum/Invar, we also used aluminum/copper, aluminum/nickel, silicon/zinc, silicon/nickel,
tungsten/zinc, and copper/Cu-SiC.
4.2.2 Problem forms
Initially we sought to minimize αh using Equation 3.43 as the objective function, using the thresh-
olding step to recover pure-phase solutions and using Equation 3.32 to suppress islands in the design.
However, we found that the computation of λmin(K) and its associated eigenvector (needed for
the sensitivity analysis of Equation 3.32) could become prohibitively slow as the optimization pro-
gressed. We suspect that this is due to the clustering of the small eigenvalues of K close to λmin as
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the optimization progressed, resulting in increasingly poor conditioning [38]. We tried eliminating
this constraint function, but without it small islands often formed in the designs.
We thus used the RAMP formulation (cf. Section 2.3.2) to help suppress islands. Recall that
the RAMP functions, in conjunction with a resource constraint, make intermediate mixtures of
phases inefficient. However, they also make islands inefficient, as the material contained within the
island does not contribute to the stiffness of the unit cell. After experimenting with the objective
function of Equation 3.45 which includes a material usage term to penalize inefficient designs, we
chose the alternative formulation of Equation 3.46 as our objective function, since the separation
of the αh and Eh terms allows for greater tuning of the objective function.
Since the αh and Eh terms appear in the objective function, we ignore the bounds on these
properties, although we do still impose a lower bound on κh. The isotropy constraint is also
imposed, though it is softened to allow deviations from equality of up to half a gigapascal. We
also impose the phase volume constraints. Details on the parameters used are provided in tables
as needed.
4.2.3 Parameter study
We use the same cone filter radius t for three-dimensional problems as we did in the two-dimensional
problems, as we found it suppressed hinges for ` = 4 as it did in the two-dimensional case. This is
reasonable as the domains are of similar size and mesh refinement works similarly in each dimension.
We experimented with the parameter q that controls the nonlinearity of the RAMP function,
cf. Equations 2.45 and 2.46, with the results given in Table 4.5. In these experiments, we fixed the
random seed used to generate the initial design so that each trial began with the same design, and
all other parameters in the problem were kept fixed to the values given in Table 4.6. After each
optimization finished, we looked at both the homogenized properties of the final design and at the
amount of phase mixture (as opposed to a single pure phase) in the unit cell.
We quantify the amount of mixture in the unit cell using two fractions, ζ50 and ζ75, which
measure the percentage of all elements in the unit cell in which one phase has a volume fraction
of at least 0.50 and 0.75, respectively. Consider the three-dimensional histogram visualization of
the phase space in Figure 3.4. The four small triangular bins at the center of the phase space
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q Eh [GPa] αh [10−6/K] κh [W/m ·K] ζ50 [%] ζ75 [%]
0 36.3 0.799 45.2 99.7 64.8
1 31.7 0.583 43.1 99.3 74.9
2 31.7 0.669 43.5 99.4 78.7
5 29.7 0.448 43.0 99.1 79.8
10 28.6 0.477 43.9 98.9 78.7
20 29.4 0.481 45.9 98.7 79.9
50 31.0 2.618 38.4 95.8 63.8
Table 4.5: RAMP Parameter Experiments. The value of the parameter q is varied, changing the
nonlinearity of the interpolation, cf. Section 2.3.2 and Figure 2.2. Each trial with different q has
all other parameters equal and begins from the same initial design.
Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.46 ELB - λmin -
t 0.075 c1 1.00× 1012 αUB - η 0.5
q (varies) c2 1.25× 1010 κLB 25 W/m ·K v 0.8
 - c3 0.01 ν
LB
1 , ν
UB
1 0.15± 0.05
T - νLB2 , ν
UB
2 0.50± 0.05
Table 4.6: Parameters for Parameter Study. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.3.
capture those elements in which no phase has volume fraction of at least 0.50. In the figure, there
are no such elements, so this design has a value of ζ50 of 100%. The small triangular bins which
include the vertices of the phase space capture those elements with volume fraction of at least 0.75
for the phase represented by the included vertex of the phase space. Summing up the elements in
these bins, we find that the design in the figure has a value of ζ75 of 94.2%. These scores indicate
substantial phase separation and a near return to integer solutions.
Our experimental results show good values of ζ50 regardless of the value of q chosen, but the ζ75
phase separation and the homogenized properties (particularly αh) are best when q is neither too
low nor too high. When q is too low, the interpolation of properties is nearly linear and does not
adequately penalize mixtures. Then q is too high, the interpolation becomes increasingly nonlinear,
approaching a non-smooth step function, which hampers the optimizer’s ability to select optimal
properties. Values of q in the range of 5 to 10 appear to deliver the best results.
We also considered combining the RAMP and thresholding approaches to see if there was a
synergistic effect in improving phase separation. There is no problem combining these two steps:
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q  T Eh [GPa] αh [10−6/K] κh [W/m ·K] ζ50 [%] ζ75 [%]
5
5
1/3 24.8 0.596 38.6 99.1 82.1
5/12 29.4 0.479 44.7 99.3 87.0
1/2 30.7 0.374 45.6 99.6 88.6
10
1/3 33.5 0.398 50.8 99.9 88.6
5/12 29.7 0.443 43.6 100.0 92.8
1/2 33.9 0.258 52.2 99.3 92.2
10
5
1/3 26.3 0.487 38.8 98.6 85.3
5/12 29.6 0.423 44.3 99.2 88.5
1/2 29.4 0.423 44.5 99.1 87.7
10
1/3 31.5 0.388 47.2 99.4 86.9
5/12 30.8 0.442 47.9 99.7 90.8
1/2 33.3 0.364 51.7 99.7 93.6
Table 4.7: Threshold Parameter Experiments. The values of the parameters  and T in the thresh-
olding are varied, changing the threshold point and the degree of nonlinearity, cf. Section 2.3.3 and
Figure 2.3. The RAMP parameter q is also varied. Each trial has all other parameters equal and
begins from the same initial design, which is the same used in the RAMP parameter experiments.
first the threshold is applied to obtain the thresholded volume fractions νˆ (cf. Section 2.3.3), then
these values are used in lieu of ν with the RAMP parameters in Equations 2.43 and 2.44.
We considered application of thresholding to the optimal values of q we identified above. For
these values, we tried different values of the threshold location T and intensity , with the results
given in Table 4.7. We began each trial at the same initial design as that used in our previous
experiments with the RAMP parameter, and again held all other parameters fixed.
Our results show a strong synergistic effect when the RAMP and thresholding steps are used
together. The values of ζ50 remain high or even improve when the thresholding is added, but the
more significant effect is the improvement in the ζ75 values. This indicates that the thresholding
step helps further eliminate mixtures in the unit cell. Additionally, the improvement in phase
separation is accompanied by improvements in the homogenized properties; that is, the objective
function was reduced compared to using the RAMP parameters alone. The combination of q = 5,
 = 5, and T = 512 give the best phase separation, though we obtained lower objective function
values for other threshold locations albeit with slightly increased amount of mixture in the unit
cell.
When the initial design is not fixed as it was in the above experiments, the final design returned
by the optimizer depends strongly on the initial design, which is common for nonlinear programming
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problems [73] and nonlinear problems in general [38]. As an illustration of this, consider the four
unit cell designs of Figure 4.8. Each is an outcome of an optimization problem with identical
parameters, as given in Table 4.8, differing only in the starting design, which was set randomly. In
addition to looking different, the designs also exhibit different homogenized properties. In order
to more fully sample the design space, we solve many optimization problems, each with a different
initial design.
4.3 Challenge Problem
Our work has been motivated by a DARPA challenge problem to design and manufacture a kilo-
gram of a material with novel properties deriving from an architected microstructure. As we have
discussed in previous chapters, we have focused on designing meta-materials with combinations of
thermoelastic properties not found in nature.
A potential application for a material with a novel combination of such properties is the mount-
ing hardware for the optics in airborne sensor pods, e.g. those used by drone aircraft. These devices
are exposed to large thermal variations in service, both ambient (e.g. as the air temperature changes
from 45 ◦C on airport tarmac to −55 ◦C at an altitude of 15 kilometers) and operational (e.g. as
active components heat up during use), which cause misalignment of the optical components. As
a result, current systems require motorized components that can actively correct the position and
orientation of the optical components to ensure functionality of the sensor pod.
As envisaged, these actively-controlled optical components would instead be fixed to mounting
hardware made of a new material with architected microstructure. This material would have
tailored thermal expansion coefficient and other properties such that optical alignment would be
achieved passively and automatically as the system experiences the temperature variations. The
properties suggested for such an application are listed in Table 4.9.
Obviating the need for motors and control systems to correct the optical path would reduce the
complexity and weight of the sensor pod. This would result in cost savings and greater reliability,
as well as improved performance of the aircraft hosting the sensor pod, as the reduced payload
mass would allow for greater weight of fuel.
In the material selection literature, it is common to generate scatter plots, called Ashby charts,
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fnord
Figure 4.8: Four Outcomes. Each subfigure shows the lower half and upper rear octant of the final
unit cell design of identical optimization problems differing only in initial design. Red (dark gray)
represents zinc and green (light gray) represents silicon. The two designs on the left have Eh <
30 GPa and αh ≈ 0.5×10−6/K. The two on the right have Eh > 45 GPa and αh > 2.5×10−6/K.
Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.46 ELB - λmin -
t 0.075 c1 1.00× 1012 αUB - η 0.5
q 10 c2 1.25× 1010 κLB 25 W/m ·K v 0.8
 - c3 0.01 ν
LB
1 , ν
UB
1 0.15± 0.05
T - νLB2 , ν
UB
2 0.50± 0.05
Table 4.8: Parameters for Figure 4.8. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.3.
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Property Target Value Comparisons
Thermal Expansion 0.3− 8.5× 10−6/K Range from silica to stainless steel
Young’s Modulus > 50 GPa Greater than tin, less than aluminum
Thermal Conductivity > 25 W/m ·K Greater than stainless steel
Density < 3000 kg/m3 Less than aluminum
Table 4.9: Target Properties. The desired ranges of thermoelastic properties for the challenge
problem material. These properties have been suggested as being useful for the the airborne optics
fixturing application.
displaying two material properties of a number of materials. As an example, one might plot the
mass density of materials against their Young’s modulus. Such plots are used to systematically
choose materials using a figure of merit for a given application [5]. One can draw envelopes around
each class of material, illustrating trends, e.g. metals tend to be both stiff and heavy, whereas
foams tend to be compliant and light. When one has drawn these envelopes, there may be areas
on the scatter plot which are empty. This “white space” indicates that no materials having these
combinations of these properties, e.g. density and stiffness, exist in nature.
While each property in Table 4.9 is in itself achievable, a single material exhibiting all of
these properties does not exist naturally – thus, we are exploring the white space of not one but
several Ashby charts. Given the bounds discussed in Chapter 1, we know that we can achieve each
property independent of the others, but nothing says we can achieve bounding properties on several
properties at once. Thus, this challenge problem is indeed challenging.
We used the thermoelastic design tool developed in Chapters 1 – 3 to attempt to meet these
properties. In so doing, we have created a large number of “white space materials,” as seen in
Figure 4.9. Among these materials are a number with thermal expansion below – in some cases,
orders of magnitude below – any naturally occurring material. This does not even consider the
many designs we created with negative thermal expansion (though with low stiffness), which are
literally off the chart due to its use of the logarithmic scale. The imposition of the lower bound
constraint on the thermal conductivity during the optimization problem is obvious on these charts,
as every material shown meets or exceeds the challenge problem value.
We have been able to create a number of designs which come very close to meeting the challenge
problem requirements. Of the candidate pairs of materials we considered, we had the most success
designing with the combination of with zinc and silicon, which have a large ratio of thermal expan-
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Figure 4.9: Ashby Charts. These charts show combinations of material properties. Shaded regions
denote the approximate envelope of the indicated class of materials. The plotted points are for the
three-dimensional materials we have designed. (Top) Young’s modulus and coefficient of thermal
expansion. (Bottom) Thermal conductivity and coefficient of thermal expansion.
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sion coefficients (cf. Section 4.2.1), high stiffness, and good thermal conductivity. In addition, the
low density of silicon compared to other stiff materials enables us to use a relatively large amount
in the design, which improves the bulk stiffness without increasing the bulk density beyond the
upper limit imposed by the challenge problem.
The real trade-off in properties is between the Young’s modulus and the thermal expansion.
We can meet the property goals for the density and thermal conductivity fairly easily, but can only
exceed the goals on one of the modulus or expansion. That is, we can produce meta-materials
with Young’s modulus above 50 GPa but whose thermal expansion is approximately 2× 10−6/K,
or materials with thermal expansion less than 0.3× 10−6/K but whose modulus is approximately
35 GPa. One such material, designed with the parameters given in Table 4.10 is shown in Figure
4.10.
If we were able to violate the upper bound on the bulk density, then we could use stiff but
dense materials such as tungsten (cf. Table 3.1) to meet the goals on Eh and αh. Still, meeting
three of four target properties and coming close on the fourth is not an inconsequential result, and
far exceeds what is possible with currently-existing materials.
Further, if the stiffness constraint is driven by a maximum deflection criterion in the mounting
hardware application, shape factors of the bulk component also come into play. That is, optimizing
the geometry of the hardware in addition its material properties may satisfy constraints coming
from operational considerations.
For an easy example, consider the deflections in the Timoshenko beam model (see e.g. [41]).
Each deflection mode – axial, shear, and bending – is governed by a term which combines a material
property and a geometric property. That is, for given loading, the axial deformation is controlled
by the term EA, the shear deformation is controlled by the term GA, and the bending deformation
is controlled by the term EI, where here E is the Young’s modulus, G is the shear modulus, A
is the cross-sectional area and I is the moment of inertia of the beam. Obviously these terms do
not apply directly to the optical mounting hardware (which we assume is not well-modeled as a
beam), but the beam model illustrates the influence the geometry of the hardware shares with the
material properties in controlling deformation, and which may compensate for a bulk Eh below the
target value.
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Param. Value Param. Value Param. Value Param. Value
` 4 f Eqn. 3.46 ELB - λmin -
t 0.075 c1 1.00× 1012 αUB - η 0.5
q 5 c2 1.30× 1010 κLB 25 W/m ·K v 0.8
 10 c3 0.01 ν
LB
1 , ν
UB
1 0.15± 0.05
T 0.5 νLB2 , ν
UB
2 0.50± 0.05
Table 4.10: Parameters for Figure 4.10. A dash indicates that the parameter is undefined and
the associated objective or constraint term is not used in this problem. Mesh statistics for the
refinement level ` may be found in Table 3.3.
A consideration of the component’s geometry would entail solution of another optimization
problem, this time on the actual component domain, rather than on the unit cell domain, and using
the homogenized properties already computed for the unit cell. Alternatively, the two optimization
problems (domain geometry and unit cell design) could be carried out simultaneously, leading to
the hierarchical approach mentioned in Chapter 1 and used by e.g. [51] and [55].
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Figure 4.10: Challenge Problem Material. Comprised of 18% zinc (red or dark gray), 55% silicon
(green or light gray), and 27% void space by volume, the material has these homogenized properties:
ρh = 2577 kg/m3, Eh = 35.6 GPa, νh = 0.114, αh = 0.228×10−6/K, and κh = 55.3 W/m·K, with
ζ50 = 99.6% and ζ75 = 93.8%. (Upper left) The full unit cell. (Lower left) The upper rear octant
of the unit cell. (Right) The upper half of the unit cell exploded to show the internal structure.
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Chapter 5
Conclusions
In this dissertation we have presented a design tool for designing meta-materials with isotropic
thermoelastic properties. After making the assumption that the material is a periodic lattice of
infinitesimal unit cells, we homogenized the pertinent governing equations to predict the bulk
material properties. We also performed a first-order sensitivity analysis in order to predict how
these bulk material properties would change with respect to changes in the microstructure of the
unit cell.
We discussed how to choose a unit cell in two and three dimensions which ensures mechanical
and thermal isotropy, or which reduces the number of constraints which must be applied to ensure
isotropy to one.
In addition to filters and RAMP interpolants which are standard in the literature, we also
used an inverse RAMP interpolant which is less common, and developed a novel thresholding step
designed to improve phase separation in the final solutions to the design problem; in other words, to
ensure that each point in the unit cell is assigned a single, unambiguous pure phase. We performed
numerical experiments to select suitable RAMP and thresholding parameters, and showed that
these two steps show synergistic effects when used together.
We described how to implement this design tool for two and three dimensions as computer
software, pointing out a number of places where the execution speed of the code may be improved by
taking advantages of various efficiencies. We also described how to parallelize the three-dimensional
code, which, when run on large computer clusters, makes solutions available in acceptable wall time.
Finally, we demonstrated the use of this design tool in two and three dimensions, designing
novel materials with negative coefficient thermal expansion, which do not occur naturally, and
with non-natural combinations of properties. Specifically, we were able to design a material which
exceeded three of the four target material properties for a DARPA challenge problem, and came
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close to meeting the fourth. No other material, including traditional composite materials, could
satisfy these properties. As a by-product of working on this design problem, we created a number
of other “white space materials” whose combinations of properties do not exist among natural
materials.
5.1 Future Work
This work could be advanced in several different directions. The first, easiest direction is to return
to the property-matching objective function form (cf. Equation 3.44) and use the currently-existing
design tool to attempt to fully span the white space shown in Figure 4.9, e.g. by generating a grid
of target points throughout the white space and attempting to match each of them. Given our
experience, we believe we could successfully design low-density, low-stiffness materials with thermal
expansion much lower than currently-existing materials such as foams. Another easy direction
would be to use the homogenized thermoelastic properties we already find to optimize other new
properties, e.g. by maximizing the mass density and minimizing the elastic moduli to minimize the
elastic wave speed in the meta-material
We already touched in Section 2.5.4 on a way to significantly improve the execution speed of the
design tool by taking advantage of the high degree of symmetry in the unit cell (imposed in order to
satisfy isotropy conditions) to perform domain decomposition. Especially in the three-dimensional
case, this has the potential for large speed-ups in the execution of the code, since the linear systems
which must be solved for the characteristic displacements would be many times smaller, and thus
much faster to solve. This approach requires reconciling the domain decomposition with the use of
periodic boundary conditions.
Alternatively, we could relax the isotropy requirement and instead design anisotropic mate-
rials. This would be similar to traditional composite materials, which typically are stiffer along
the direction of their reinforcing fibers. This approach might offer improvements over these tradi-
tional materials in applications where the anisotropic response is needed. By careful application
of different planes of symmetry in the unit cell, one could produce transversely isotropic materials,
orthotropic materials, etc. By appropriately crafting the objective function, one could also design
for tailorable anisotropy, e.g. obtaining target ratios of the longitudinal and transverse stiffnesses
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or conductivities, a directionally-variable Poisson’s ratio, and so forth. Note that by relaxing the
symmetries of the unit cell, one increases the number of optimization parameters (though not
the number of degrees of freedom in the finite element equations), which will lead to increased
computational cost.
Finally, the approach presented here of homogenization and topology optimization can be ap-
plied to design meta-materials with novel combinations of many other properties. As a simple
example, we did not tailor the Poisson’s ratio at all in this work. However, one could homogenize
many other governing equations to extract many other homogenized properties; indeed, Allaire
notes the method is applicable to any kind of second-order elliptical governing equations [2], of
which the canonical form is Poisson’s equation.
We saw in Chapter 2 how Fourier’s law describing the heat flux, in combination with conserva-
tion of energy, lead to the (steady) heat equation, which is Poisson’s equation, which we homoge-
nized to obtain the homogenized thermal conductivity tensor. Many other governing equations have
similar form, and we can obtain homogenized material property tensors from these equations as
well. Fick’s laws of diffusion in combination with continuity lead one to the homogenized diffusion
tensor. Darcy’s law of flow though porous media in combination with continuity lead one to the
homogenized permeability tensor. Gauss’s law of electricity in combination with the constitutive
law for dielectric materials leads one to the homogenized permittivity tensor. Other such examples
exist, and optimizing the resulting homogenized tensors would allow the meta-material designer to
consider many bulk properties, further enabling the creation of multi-functional materials.
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