In this paper, a class of time delay systems with nonlinear uncertainties is considered. A novel robust stability criterion of the system is derived by using the Lyapunov method. The criterion can be easily solved by efficient convex optimization algorithms. Two numerical examples are given to illustrate the superiority of our result to those in the literature.
Introduction
During the last three decades, the problem of stability analysis of delay differential systems has received considerable attention and many papers dealing with this problem have appeared because of the existence of delays in various practical problems and also because of the fact that the delay is frequently a source of instability and performance degradation of systems [1] . In the literature, various stability analysis techniques have been utilized to derive stability criteria for asymptotic stability of the systems by many researchers [2] [3] [4] [5] [6] [7] . The developed stability criteria are classified often into two categories according to their dependence on the size of the delay, namely, delay-independent criteria and delay-dependent criteria. In general, the delay-dependent criteria are less conservative than the delay-independent criteria when the delay is small. Recently, a new delay-dependent criterion based on the Hamiltonian matrix and a solvable algebraic Riccati equation has been presented by Cao and Wang [8] . Their result is shown to be less conservative than others in the literature [2] [3] [4] [5] [6] [7] .
Consider a class of delay differential systems of the form:
where x(t) ∈ R n is the state vector, A and A 1 are known constant real matrices of appropriate dimensions, τ is the positive constant time delay, φ(·) ∈ C 0 : [−τ, 0] → R n is the initial vector, and the unknown uncertainties f and f 1 represent the nonlinear parameter perturbations with respect to the current state x(t) and the delayed state x(t − τ ), respectively, and are bounded in magnitude:
where α and α 1 are known constants. In this article, using the Lyapunov functional technique combined with the matrix inequality technique, we present a less conservative stability criterion for asymptotic stability of the system. The criterion will be derived in terms of matrix inequality. The matrix inequality can be easily solved by various efficient convex optimization algorithms [10] .
Through the article, represents the elements below the main diagonal of a symmetric matrix, I denotes the identity matrix of appropriate dimension, diag{· · ·} denotes a block diagonal matrix, and C 0 is a set of all continuous differentiable functions on a given interval. The notation X > Y , where X and Y are matrices of the same dimensions, means that the matrix X − Y is positive definite.
Main result
Before proceeding further, we will state two well known facts and lemmas.
Fact 1. The linear matrix inequality
Z (x) Y (x) Y T (x) W (x) > 0, is equivalent to W (x) > 0 and Z (x) − Y (x)W −1 (x)Y T (x) > 0 where Z (x) = Z T (x), W (x) = W T (x) and Y (x) depend affinely on x.
Fact 2. For any vectors a, b ∈ R
n and scalar ε > 0, we have 2a
Lemma 1 ([11]). For any constant matrix
n such that the integrations concerned are well defined, then
Lemma 2 ([9]). For given τ > 0, the operator (3) is stable if there exist a scalar β and positive definite matrix M such that
Let A 0 = A + A 1 , and differentiating D(x t ) leads tȯ
Now, we establish a criterion in terms of matrix inequality, for asymptotic stability of system (1) using the Lyapunov method. 
Proof. For P > 0, R 1 > 0, and R 2 > 0, consider a legitimate Lyapunov functional candidate [1]
where
. Taking the time derivative of V along the solution of (5) gives that
where Fact 2 and Lemma 1 are utilized in (8) and (10), respectively. Here, let M = ε 0 α 2 I + τ R 1 + R 2 and from
Then, using (8)- (11), a new bound of the time-derivative of V is as follows:
Therefore, if Ω < 0, there exists the positive scalar λ such that
By applying Fact 1 to (13), Ω < 0 is equivalent to
2 , and pre-and post-multiplying the matrix Ω 1 by diag{X, Z 1 , Z 2 , I, I, I }, give that Ω 1 < 0 is equivalent to the following inequality:
Again, by Fact 1, the inequality (15) is equivalent to the matrix inequality (6) . This implies that both the systems (1) and (5) with stable operator D(x t ) are asymptotically stable by Theorem 9.8.1 in [1] . This completes our proof.
Remark 1.
The inequality problem of Theorem 1 is to determine whether the problem is feasible or not. It is called the feasibility problem. The solutions of the problem can be found by solving the generalized eigenvalue problem in X, Z 1 , Z 2 , ε 0 , and ε 1 , which is a quasiconvex optimization problem. Note that a locally optimal point of a quasiconvex optimization problem with strictly quasiconvex objective is globally optimal. For details, see Boyd et al. [10] . Various efficient convex optimization algorithms can be used to check whether the matrix inequality (6) is feasible. In this paper, in order to solve the matrix inequality, we utilize Matlab's LMI Control Toolbox [12] , which implements state-of-the-art interiorpoint algorithms, which is significantly faster than classical convex optimization algorithms [10] .
Remark 2.
The maximum allowable bound on the delay τ for guaranteeing the stability of system (1) can be obtained by solving iteratively the matrix inequality (6) with respect to τ . Now, two examples studied in Cao and Wang [8] to show the superiority of their result to those in [2] [3] [4] [5] [6] [7] are considered. Example 1. Consider the following nonlinear uncertain system with a delay [8] :
. In Cao and Wang's work [8] , it is shown that the system is stable if τ < 0.4332. However, by iteratively solving the matrix inequality (6) of Theorem 1 with respect to τ , we have the stability bound on τ as τ < 1. For reference, the solutions of the matrix inequality (6) For the system, the maximum allowable bound on τ for guaranteeing stability is given Table 1 . One can easily check that our stability bound for this example increases by 225% compared to that in [8] . 
