Abstract. The purpose of this research is to develop a research framework to optimize the results of hybrid ensembles in handling class imbalance issues. The imbalance class is a state in which the classification results give the number of instances in a class much larger than the number of instances in the other class. In machine learning, this problem can reduce the prediction accuracy and also reduce the quality of the resulting decisions. One of the most popular methods of dealing with class imbalance is the method of ensemble learning. Hybrid Ensembles is an ensemble learning method approach that combines the use of bagging and boosting. Optimization of Hybrid Ensembles is done with the intent to reduce the number of classifier and also obtain better data diversity. Based on an iterative methodology, we review, analyze, and synthesize the current state of the literature and propose a completely new research framework for optimizing Hybrid Ensembles. In doing so, we propose a new taxonomy in ensemble learning that yields a new approach of sampling-based Ensembles and will propose an optimization Hybrid Ensembles using Hybrid Approach Redefinition (HAR) Model that combines the use of Hybrid Ensembles and Sampling Based Ensembles methods. We further provide an empirical analysis of the reviewed literature and emphasize the benefits that can be achieved by optimizing Hybrid Ensembles.
Introduction
Class imbalance occurs when the classification process gives results where there is a class with a number of instances much higher than the other classes. This problem generates majority and minority class issues. This problem causes the pattern contained in the minority class to be neglected. In machine learning and pattern recognition, the patterns contained in the minority class are important enough to be noticed because they contain unusual behaviors that distinguish them from general access patterns [1] . Hartono et al. has proposed a method for determining the centroid of K-Means that can minimize the class imbalance problem [2] . In other cases, such as clustering, the focus given is on the majority class because it tends to affect the accuracy of the clustering results. In this case better predictive results will be given if a class has a large number of instances, while classes with few instances will have poor predictive results [3] . The research of Hartono et al. shows that the methods in overcoming class imbalance problem need to pay attention to diversity data [4] . In addition, class imbalance issues can also generate bias in the decision-making process when decisions are tended to focus on majority class [5] .
Alibeigi et al. groups approaches for handling class imbalance problems into four approaches: Feature Selection Approach, Level Approach Algorithm, Cost Sensitive Approach, and Ensemble Learning method [6] . Galar et al. Develop an ensemble learning based approach that combines a number of classifier to obtain single classifier. Ensemble learning methods are divided into 4 approaches arranged in the form of taxonomy, which consists of: cost-sensitive boosting, boosting-based ensembles, bagging-based ensembles, and hybrid ensembles [3] . Hybrid ensembles are an approach that combines the use of preprocessing stages with processing stages which are ensemble learning methods by combining the use of bagging and boosting, where in a number of stages of bagging a number of boosting processes are performed.
Galar et al. using UnderBagging and AdaBoost methods as processing steps in the proposed Hybrid Ensembles method and the research shows that the use of UnderBagging and AdaBoost methods requires a large number of classifier and also poorly generated data diversity. The preprocessing method used in this research is the SMOTEBoost method [3] . The taxonomy put forward by Galar et al. has been used extensively by a number of researchers. Galar et al. tried to throw taxonomy using the new Boosting approach using EUSBoost but the data diversity obtained was not good enough [7] . 197, 03003 (2018) https://doi.org/10.1051/matecconf/201819703003 AASEC 2018
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Related Works
Fernandez et al. uses hybrid ensembles in dealing with multi-class problems that combine the use of SVM Methods in making multi-class problems into two classes, but the resulting accuracy is low [8] . Zaki & Meira in a study conducted using the Sample Subset Optimization method and gave the result that the Hybrid Ensembles method should pay attention to the Diversity Data problem [9] .
The preprocessing method includes a number of stages such as: data extraction, data cleaning, data fusion, data reduction, and feature construction [9] . The preprocessing method can be done through the process of discretization of numeric attributes, subset attribute selection, and handling missing value [10] . Studies conducted by Krawczyk modified hybrid ensemble methods and incorporated feature selection processes at the bagging stage by using a genetic algorithm, but the method they proposed failed to address the problem of data accuracy and their results showed that diversity measurements need attention [11] .
The sampling-based Ensembles method began to develop since 2015, where Jose et al. proposed the Random Balance Ensemble Method that integrates random undersampling with SMOTEBoost [12] . According to Jian et al., the Random Balance Ensemble Method method can also be used as a preprocessing stage, where the stage itself is intended to reduce the size of training data and the diversity of data and then this research presents a new method of ensemble learning called Different Contribution Sampling (DCS), which can be said to be a sampling-based and Boosting method [13] . The DCS method, the Biased Support Vector Machine (B-SVM) used to generate Non-Support Vector (NSV) and Support Vector (SV) combined with SMOTE (SV-SMOTE) is used to increase the number of members of the minority class and NSV combined RUSBoost (NSV-RUS) is used to decrease the number of members of the majority class. The use of DCS methods based on their research results can improve the diversity of data.
Tang & He proposed the GIR-Based Ensemble Sampling Approach method to overcome the problem of class imbalance [14] . GIR-Based Ensemble Sampling Approach combines the use of Undersampling and Oversampling used to improve the quality of single classifier in overcoming class imbalance problems and this research focuses on improving classifier quality and reducing classifier size. Ren et al. proposes a samplingbased ensemble learning method with an Ensemble Based Adaptive Over-Sampling method that modifies the OverSampling method using Adaptive SMOTEBoost in overcoming class imbalance problem and this Research also focuses on training classifier issues [15] . Research conducted by Gong & Kim proposes RHBoost (Random Hybrid Sampling Boosting) method which combines RUSBoost method with ROSE Sampling in overcoming class imbalance problems and gives better results compared to RUSBoost with a much smaller number of classifier and performance, but performance Which is obtained poorly for large datasets [16] .
Further research on sampling-based ensemble learning was conducted by Lu et al. which proposed the Adaptive Ensemble Undersampling-Boost that incorporated the Ensemble of Undersampling (EUS), AdaBoost, and Cost-Sensitive Weight Modification methods for the class imbalance problem and provides good results for the number of classifiers but provides poor results for diversity data [17] .
With regard to the taxonomic model proposed by Galar et al. [3] , we propose a new taxonomic model that modifies the taxonomic model. We propose a taxonomy that yields a new approach of sampling-based Ensembles. We also put forward and apply the Hybrid Approach Redefinition (HAR) model that combines the use of Hybrid Ensembles and Sampling Based Ensembles methods. Where Random Balance Ensemble Method will be used for preprocessing stage while processing will be done by using DCS and Bagging method. Inside the DCS method itself is actually an ensemble of the sampling method with the Boosting method. There are 2 (two) major issues that will be answered that is about the problem of the number of a classifier and divesity data. The preprocessing method to be used is the Random Balance Ensemble Method [11] . The use of DCS methods coupled with UnderBagging is expected to reduce the number of classifiers and also increase the diversity of data [3] .
Methodology
The Hybrid Ensembles method proposed by Galar et al. is a method that combines the bagging process with boosting [3] . In every stage of bagging will be done a number of boosting process. The Hybrid Ensembles method has been pretty good at handling the imbalance class but has a disadvantage in terms of data diversity.
Datasets
More than 40 dataset from KEEL data-set repository has been used for proposed method [19] . Multi-class data-sets are converted into two classes by grouping the class into positive classes and negative classes [3] . The selected data-sets reflect the varying imbalance ratio.
Research Process
The phase of the research process can be seen in Figure 1 . In Fig. 1 , it can be seen that the dataset will be processed at the preprocessing stage. This preprocessing stage aims to reduce the number of a classifiers. This preprocessing stage will be done by using Random Balance method which is a combination of Random Undersampling and SMOTEBoost method. The result of this preprocessing step will result in a preprocessing dataset where the preprocessing dataset is smaller than the original dataset. The dataset generated from this preprocessing process subsequently undergoes processing using the HAR model. This HAR model consists of an Underbagging method in which each stage of bagging will be performed in a number of different stages of Different Contribution Sampling (DCS).
Random Balance Ensemble Method
Random Balance Ensemble Method stages in detail can be seen in Block Diagram as in Figure 2 [12] . Class c. Eject the data on the Minority Class with the lowest proximity level and enter it into the Majority Class The data used are 44 data-sets sourced from KEEL data-set repository. Multi-class data-sets are converted into two classes by grouping the class into positive classes and negative classes [3] . The selected data-sets reflect the varying imbalance ratio.
Different Contribution Sampling
The working process of DCS method can be seen in Figure 3 [13] . In Figure 3 . can be seen how the work method of Different Contribution Sampling (DCS) is covering a number of stages as follows. 1. Retrieve some data from minority class and majority class. Some data from the minority class are expressed as positive samples and some data from the majority class is expressed as negative samples. 2. Determine the hyperplane combination of positive samples and negative samples. Where the combined value of positive samples is 1 and the combined value of negative samples is -1.
Hyperplane is obtained by using Biased Support
Vector Machine which is done by minimizing the margin value from positive samples and negative samples using (1) and (2) [13]. 
In (1). it can be seen that half of the hyperplane equation is obtained from positive samples and half of the hyperplane equations are obtained from negative samples.
As for (2) . is an equation for the determination of Positive Samples and Negative Samples [12]  
If the sign function gives a result greater than 0 then it is included in the minority class and if the sign function gives a result smaller than 0 then it is included in the majority class. 4. Perform training for minority class and majority class based on hyperplane equation obtained. Training process can be done using (2). 5. The result for minority class must be positive and the result for majority class must be negative. If the training result for an instance in the minority class gives a negative result then move the instance into the majority class and if the training result for an instance in the majority class gives a positive result then move that instance into the minority class. 6. Retrieve some data back from minority class and make it as positive samples and retrieve some data back from majority class and make as negative samples. 7. Determine the hyperplane of each positive samples and negative samples using equations (1) and (2) 8. Perform training process on minority class. for the process of determining SV Sets and NSV Sets by using hyperplane from positive samples. If the calculation result gives then it is categorized into SV Sets and otherwise categorized as NSV Sets. 9. Do the training process on majority class. for the process of determining SV Sets and NSV Sets by using hyperplane of negative samples. If the calculation result gives then it is categorized into SV Sets and otherwise categorized as NSV Sets. 10. SV Sets on the Minority Class will be eliminated noise and then will experience the SMOTE process to then be combined with NSV Sets on the minority class to become a new minority class.
NSV Sets on Majority Class will experience Multiple
Random Under Sampling process and will then be combined with SV Sets on Majority Class to become the new majority class.
Research Framework
Proposed Taxonomy Model
Galar et al. presents the Ensemble Approach into a taxonomy consisting of 4 (four) groups: cost-sensitive boosting, boosting-based ensembles, bagging-based ensembles, and hybrid ensembles [3] . The complete taxonomy can be seen in Figure 4 . The taxonomic model expressed by Galar et al. [3] has evolved with respect to the introduction of samplingbased ensemble methods by a number of researchers [12] [13] [14] [15] [16] [17] .
The new taxonomic form after considering the sampling based ensembles method expressed by [12] [13] [14] [15] [16] [17] can be seen in Figure 5 . 
Hybrid Approach Redefinition (HAR) Mode
In this study, we will present the Hybrid Approach Redefinition (HAR) Model which combines Hybrid Ensembles and Sampling Based Ensembles methods. The Random Balance Ensemble Method will be used for the preprocessing stage while processing will be performed using DCS and Bagging methods. Hybrid Ensembles Optimization is done by combining Hybrid Ensembles and Sampling Based Ensembles methods. Where Random Balance Ensemble Method will be used for preprocessing stage while processing will be done by using Different Contribution Sampling (DCS) and Bagging method. The purpose of Hybrid Ensembles optimization is to reduce the size of the classifier and increase the diversity of data.
Conclusion
The conclusion of this research are as follows. First, in clustering, the class imbalance problem not only affects the accuracy of a prediction but also introduces bias in decision making process, it was indicated by decreasing the number of errors. Second, it is confirmed that the method in handling class imbalance problem must consider the size of the classifier and the data diversity. Third, This research framework aims to optimize hybrid ensembles so as to reduce classifier size and increase data diversity.
