We present an alternating direction scheme for the separable constrained convex programming problem. The predictor is obtained via solving two sub-variational inequalities in a parallel wise at each iteration. The new iterate is obtained by a projection type method along a new descent direction. The new direction is obtained by combining the descent directions using by
Introduction
Let A ∈ R l×n , B ∈ R l×m be given matrices, b ∈ R l be a given vector, and f : X → R n , g : Y → R m be given monotone operators. We consider the following variational inequality problem: Find u ∈ Ω such that (u − u) F(u) 0, ∀ u ∈ Ω, (1.1) with block-separated structure
and Ω = {(x, y) : x ∈ X, y ∈ Y, Ax + By = b} .
(1.
2)
It has several applications in network economics, transportation equilibrium problems and regional science, see, for example, [8, [11] [12] [13] [14] 20] and the references therein. By attaching a Lagrange multiplier vector λ ∈ R l to the linear constraint Ax + By = b, the problem The problem (1.3)-(1.4) is referred to as structured variational inequalities (in short, SVI). The alternating direction method (ADM) for solving the structured problem (1.3)-(1.4) was proposed by Gabay and Mercier [13] and Gabay [12] . They decomposed the original problem into a series of subproblems with lower scale. This method appears to be one of the most powerful methods. For ADM with logarithmic-quadratic proximal regularization we quoted references [1-5, 15, 24, 25, 28] . To make the ADM more efficient and practical some strategies have been studied, for more details, one can refer to [6, 7, 9, 16, 17, 22, 23, 25, 27] .
He et al. [17] proposed a modified PADM as follows: For given (x k , y k , λ k ) ∈ X × Y × R l , the new iterative (x k+1 , y k+1 , λ k+1 ) is obtained via the following steps.
Step 1. Solve the following variational inequality to obtain x k+1 :
for all x ∈ X.
Step 2. Solve the following variational inequality to obtain y k+1 : 6) for all y ∈ Y.
Step 3. Update λ k via
where {R k }, {H k }, {S k } are sequences of both lower and upper bounded symmetric positive matrices. A sequence of positive matrices {H k } is said to be both lower and upper bounded if inf k {λ k : λ k is the smallest eignevalue of matrix H k } = λ min > 0 and sup
The main disadvantage of the method in [17] is that solving (1.6) requires the solution of (1.5). To overcome this difficulty, He [18] proposed the following algorithm: For a given
is obtained via solving the following variational inequalities:
where H ∈ R l×l is symmetric positive definite. And the new iterate w k+1 (α k ) = (x k+1 , y k+1 , λ k+1 ) is given by:
In 2010, Jiang and Yuan [23] proposed a new parallel descent-like method for solving a class of variational inequalities with separate structures by using the same predictor as He's method [18] and the new iterate w k+1 (α k ) = (x k+1 , y k+1 , λ k+1 ) is given by:
Inspired by the above cited works and by the recent work going on this direction, we propose a descent alternating direction method for SVI. Each iteration of the above method contains a prediction and a correction, the predictor is obtained via solving two subvariational inequalities at each iteration and the new iterate is obtained by a projection type method along a new descent direction. The new direction is obtained by combining the descent directions using by He [18] and Jiang and Yuan [23] . Our results can be viewed as significant extensions of the previously known results.
Iterative method
This section states some preliminaries that are useful later. The first lemma provides some basic properties of projection onto Ω. Lemma 2.1. Let G be a symmetry positive definite matrix and Ω be a nonempty closed convex subset of R l , we denote by P Ω,G (.) the projection under the G-norm, that is,
Then, we have the following inequalities.
We make the following standard assumptions. Assumption A. f is monotone with respect to X and g is monotone with respect to Y, Assumption B. The solution set of SVI, denoted by W * , is nonempty.
We propose the following alternating direction method for solving SVI:
Step 0. The initial step: Given ε > 0,
Step 1. Prediction step:
by solving the following variational inequalities:
3)
Step 2. Convergence verification:
Step 3. Correction step: The new iterate w k+1 (α k ) = (x k+1 , y k+1 , λ k+1 ) is given by:
where
Set k := k + 1 and go to Step 1.
Remark 2.3. By using as special case of our method, we can obtain some alternating direction methods, for example:
• If β 1 = 0, β 2 = 1 and R = S = 0, we obtain the method proposed by He [18] .
• If β 1 = 1, β 2 = 0 and R = S = 0, we obtain the method proposed by Jiang and yuan [23] .
Remark 2.4. It is easy to check thatw
Hence, the stopping criterion adopted here is reasonable: if it is satisfied with a small , we can regard the current iterate as an approximate solution.
In the next theorem, we show that α k is lower bounded away from zero and it is useful for the convergence analysis. Theorem 2.5. For given w k ∈ X × Y × R l , letw k be generated by (2.2)-(2.4), then we have the following
Proof. It follows from (2.7) that
(2.10)
By using the Cauchy-Schwarz inequality, we have
Substituting (2.11) and (2.12) into (2.10), we get
Therefore, it follows from (2.6) and (2.8) that
and this completes the proof.
Basic results
In this section, we prove some basic properties, which will be used to establish the sufficient and necessary conditions for the convergence of the proposed method.
Lemma 3.1. For given w k = (x k , y k , λ k ) ∈ X × Y × R l , letw k be generated by (2.2)-(2.4). Then for any w * = (x * , y * , λ * ) ∈ W * , we have
Proof. By setting x = x * in (2.2), we get
Similarly, substituting y = y * in (2.3), we obtain
Since (x * , y * , λ * ) is a solution of SVI,x k ∈ X andỹ k ∈ Y, we have
and
Using the monotonicity of f and g, we obtain
Adding (3.3), (3.4) and (3.5), we get
where the last equality follows from (2.4). It follows from (3.6) that
and the first assertion of this lemma is proved. Similarly as in (3.3) and (3.4), we have
It follows from (3.7) and (3.8) that
By simple manipulation, we obtain
and the second assertion of this lemma is proved.
The following theorem provides a unified framework for proving the convergence of the new algorithm.
Theorem 3.2.
Let w * ∈ W * , w k+1 (α k ) be defined by (2.5), and
Proof. Since w * ∈ W * and w k+1 (
Using the definition of Θ(α k ) and (3.10), we get
It follows from (3.5) that
Thus,
Applying (3.1) and (3.12) to the last term on the right side of (3.11), we obtain
Applying (3.2) to the second term in the right side of (3.13) and using the notation of ϕ k in (2.7), we get
and the theorem is proved.
From the computational point of view, a relaxation factor γ ∈ (0, 2) is preferable in the correction. We are now in a position to prove the contractive property of the iterative sequence. Theorem 3.3. Let w * ∈ W * be a solution of SVI and let w k+1 (γα k ) be generated by (2.5). Then w k andw k are bounded, and
14)
where c :=
Proof. It follows from (3.9), (2.8), and (2.9) that
Since γ ∈ (0, 2), we have
and thus, {w k } is a bounded sequence. It follows from (3.14) that
which means that lim
Since {w k } is a bounded sequence, we conclude that {w k } is also bounded. Now, we are ready to prove the convergence of the proposed method.
Theorem 3.4. The sequence {w k } generated by the proposed method converges to some w ∞ which is a solution of SVI.
Proof. It follows from (3.15) that
Moreover, (2.2) and (2.3) imply that
We deduce from (3.16) 
Since {w k } is bounded, it has at least one cluster point. Let w ∞ be a cluster point of {w k } and the subsequence {w k j } converges to w ∞ , since W is closed set, we have w ∞ ∈ W. It follows from (3.17) and
which means that w ∞ is a solution of SVI. Now we prove that the sequence {w k } converges to w ∞ . Since
for any > 0, there exists an l > 0 such that
Therefore, for any k k l , it follows from (3.14) and (3.19) that
This implies that the sequence {w k } converges to w ∞ which is a solution of SVI.
Preliminary computational results
Let H L , H U , and C be given n × n symmetric matrices. In order to verify the theoretical assertions, we consider the following optimization problem with matrix variables:
The matrices H L and H U are given by:
Note that the problem (4.1) is equivalent to the following:
by attaching a Lagrange multiplier Z ∈ R n×n to the linear constraint X − Y = 0, the Lagrange function of
which is defined on S n + × B × R n×n . If (X * , Y * , Z * ) ∈ S n + × B × R n×n is a KKT point of (4.2), then (4.2) can be converted to the following variational inequality: For simplification, we take R = rI n×n , S = sI n×n and H = I n×n where r > 0 and s > 0 are scalars. In all tests we take γ = 1.8, β 1 = 0.01, β 2 = 0.01, C = rand(n), and (X 0 , Y 0 , Z 0 ) = (I n×n , I n×n , 0 n×n ) as the initial point in the test, and r = 0.5, s = 5. The iteration is stopped as soon as
All codes were written in Matlab. We compare the proposed method with those in [18] and [23] . The numerical results for problem (4.1) with different dimensions are given in Table 1 , which demonstrate that the proposed algorithm is effective and reliable in practice. 
Conclusions
In this paper, we proposed a new modified parallel alternating direction method for solving structured variational inequalities. Each iteration of the proposed method includes a prediction step where a prediction point is obtained by solving two sub-variational inequalities in a parallel wise, and a correction step where the new iterate is generated by searching the optimal step size along a new descent direction. Global convergence of the proposed method is proved under mild assumptions.
