Abstract. The degree of approximation by a single hidden layer MLP model with n units in the hidden layer is bounded below by the degree of approximation by a linear combination of n ridge functions. We prove that there exists an analytic, strictly monotone, sigmoidal activation function for which this lower bound is essentially attained. We also prove, using this same activation function, that one can approximate arbitrarily well any continuous function on any compact domain by a two hidden layer MLP using a xed nite number of units in each layer.
x1. Introduction
This paper is concerned with the multilayer feedforward perceptron (MLP) model. A lower bound on the degree to which the single hidden layer MLP model with n units in the hidden layer and a single output can approximate any function is given by the extent to which a linear combination of n ridge functions can approximate this same function. We prove that this lower bound is essentially attainable by an MLP model whose activation function is sigmoidal, strictly increasing, and analytic. We also prove, using this same activation function, that there is no theoretical lower bound on the error of approximation if we permit two hidden layers.
Ridge functions are multivariate functions of the form g(a 1 Here the w j = (w j 1 ; : : : ; w j d ) are the weights between the input and hidden layer, the j the bias or threshold (shift), and the c j the weights between the hidden and outer layer.
Each factor (w j x ? j ) is a ridge function. As such a lower bound on the extent to which this MLP model with n units in the single hidden layer can approximate any function is given by the approximation order from the manifold
g j (a j x) : a j 2 IR d ; g j 2 C(IR); j = 1; : : : ; ng:
In Maiorov 13 ] (see also Oskolkov 18] for the case d = 2) are determined upper and lower bounds on the degree of approximation from M n to some Sobolev type spaces of functions with derivatives of all orders up to r in L 2 , de ned on the unit ball in IR d . Without going into the details, as they are not relevant in what follows, they prove that for all functions in this set one can approximate in the L 2 norm from M n to within approximation error c 1 n ?r=(d?1) where c 1 is some constant independent of n. It is also proven that for each n there exists a function in the set for which one cannot approximate from M n with approximation error less than c 2 n ?r=(d?1) for some other constant c 2 independent of n. In Maiorov, Meir, Ratsaby 14] it is shown that the set of functions for which this lower bound holds is of large measure. See Maiorov 13] and Maiorov, Meir, Ratsaby 14] for details. The point we wish to make here is twofold. Firstly, in the single hidden layer MLP model, ridge function approximation is a lower bound on the degree of approximation. Secondly, ridge function approximation itself is bounded below (away from zero) with some dependence on n (depending on the set to be approximated).
In Section 2 we prove that there exists an activation function for which single hidden layer MLP approximation (i.e., approximation by functions of the form (1.1)) is essentially identical (same approximation order) to that of ridge function approximation. In other words the theoretical lower bound given by ridge function approximation can be attained. This is not in the least surprising. What is somewhat unexpected is that we are able to do this with an activation function which is analytic (as smooth as is possible), strictly increasing, and sigmoidal (i.e., lim t!?1 (t) = 0 and lim t!1 (t) = 1).
Lower Bounds for Approximation 3
In Section 3 we consider the MLP model with two hidden layers. (Two hidden layers are modeled by an iteration of (1.1).) We prove, using the above activation function, that in this situation there is no theoretical lower bound on the error of approximation. To be more precise, we prove that for our constructed activation function, any continuous function on the unit cube in IR d can be uniformly approximated to within any error by a two hidden layer MLP with 3d units in the rst hidden layer and 6d+3 units in the second hidden layer.
The activation function used in the above results is pathological, and this brings us to what we consider to be one of the implications of these results. It is that the properties of analyticity, strict monotonicity and sigmoidality are not truly signi cant in this context (although they may be for other purposes). That is, our pathologies may be hidden among these very nice properties, as translation and composition are very powerful tools.
MLP's with a single hidden layer have been much studied these last few years. There is now a fairly reasonable basic theoretical understanding of their approximation properties, although much remains to be done. This is not the case with this same model with more than one hidden layer. The results of Section 3 suggest that these multi-hidden layer models are well worth further study.
We do not, for one moment, suggest that one try to construct and use the above mentioned . This is wonderfully smooth but unacceptably complex. Theoretical results such as the above have a di erent purpose. They are meant to tell us what is possible and, sometimes more importantly, what is not. They are also meant to explain why certain things are or are not possible by highlighting their salient characteristics.
x2. Construction of
We prove two results in this section. The rst result, which may also be of interest, will be used to prove our main result. may be rewritten using at most d + 1 terms from the sum. This proves the proposition.
We now generalize the above construction to show how we may replace the C 1 function by an analytic function. We will prove: Theorem 2. There exists a function which is real analytic, strictly increasing, and sigmoidal satisfying the following. Given f 2 M n and " (If the original sequence fu k g 1 k=1 does not have this property then we can obtain such a sequence by a diagonalization process.) We also assume that to each k there exist reals a 1;k , a 2;k and a 3;k such that a 1;k (t ? 8k + 1) + a 2;k (t ? 8k + 5) + a 3;k (t + 4k + 1) = u k (t) for t 2 ?1;1]. This is a simple modi cation of the previous construction where we let be linear and linearly independent on each of ?8k;?8k + 2] and ?8k + 4; ?8k + 6] .
Thus to each g 2 C ?1;1] there exists a sequence of integers fn k g and sequences of real numbers (a 1;n k ; a 2;n k ; a 3;n k ) which depend on n k (but not on g) such that 
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We now apply an approximation theorem due to Whitney 22] . This result may be found in Narasimhan 15 (x) ? (x)j < h(x) ; x 2 IR (2:1) and j 0 (x) ? 0 (x)j < h(x) ; x 2 IR: (2:2) (This result is also contained in a generalization of Carleman's Theorem (Carleman 2]) due to Kaplan 6] .) Now, from property (a) and the fact that lim x!?1 (x) = 0 and lim x!1 (x) = 1 it follows that lim x!?1 (x) = 0 and lim x!1 (x) = 1. From property (b) and (2.2) it easily follows that 0 (x) 2 0 (x) ; x 2 IR :
As 0 > 0, we have that is strictly increasing. Thus is analytic, strictly increasing and sigmoidal.
Finally, given g 2 C ?1;1] let the sequence of integers fn k g and sequence of real numbers (a 1;n k ; a 2;n k ; a 3;n k ) satisfy Remark. If we are only interested in an analytic function whose (integer) shifts are dense in C ?1;1], without the above demands of sigmoidality and strict monotonicity, then we could also appeal directly to another result, namely Birkho 's Theorem 1]. An explicit function which has this property is given by the Riemann-zeta function restricted to the line Re(z) = 3=4 (this follows from work of Voronin 21] ). We have thus proven the following result which holds in many di erent normed linear spaces, but which for simplicity we state only for C(B d ). . In fact Kurkova 9] uses the Kolmogorov Superposition Theorem to construct approximations in the two hidden layer MLP model with an arbitrary sigmoidal function, where the number of units needed is dependent on the smoothness properties of the function approximated and the desired error of approximation (this number grows to in nity as the error decreases). Kurkova 9] and others (see Frisch, Borzi, Ord, Percus, Williams 3], Sprecher 20 ], Katsuura, Sprecher 7], Nees 16] , 17]) are interested in using the Kolmogorov Superposition Theorem to nd good algorithms for approximation. This is not our aim.
We will show, using the activation function of Section 2, that a nite number of units in both hidden layers is su cient to approximate arbitrarily well any continuous function.
The Kolmogorov Superposition Theorem answers (in the negative) Hilbert's 13th problem. It was proven by Kolmogorov in a series of papers in the late 1950's. We quote below an improved version of this theorem as this is, for us, a slightly more convenient form of this theorem (see Lorentz, v for some g 2 C 0; 1] depending on f.
Note that this is a theorem about representing (and not approximating) functions. There have been numerous generalizations of this theorem in various directions. Attempts to understand the nature of this theorem have also led to interesting concepts related to the complexity of functions. Nonetheless the theorem itself has had few, if any, direct applications.
