Abstract: Based on a 2-layer land surface model, a rather general variational data assimilation framework for estimating model state variables is developed. The method minimizes the error of surface soil temperature predictions subject to constraints imposed by the prediction model. Retrieval experiments for soil prognostic variables are performed and the results verified against model simulated data as well as real observations for the Oklahoma Atmospheric Surface layer Instrumentation System (OASIS). The optimization scheme is robust with respect to a wide range of initial guess errors in surface soil temperature (as large as 30 K) and deep soil moisture (within the range between wilting point and saturation). When assimilating OASIS data, the scheme can reduce the initial guess error by more than 90%, while for Observing Simulation System Experiments (OSSEs), the initial guess error is usually reduced by over four orders of magnitude. Using synthetic data, the robustness of the retrieval scheme as related to information content of the data and the physical meaning of the adjoint variables and their use in sensitivity studies are investigated. Through sensitivity analysis, it is confirmed that the vegetation coverage and growth condition determine whether or not the optimally estimated initial soil moisture condition leads to an optimal estimation of the surface fluxes. This reconciles two recent studies. With the real data experiments, it is shown that observations during the daytime period are the most effective for the retrieval. Longer assimilation windows result in more accurate initial condition retrieval, underlining the importance of information quantity, especially for schemes assimilating noisy observations.
Introduction
Many studies have shown, on virtually all spatial and temporal scales (see, e.g., Henderson-Sellers et al [1] ), the sensitivity of surface energy budgets and surface atmospheric conditions to land surface processes. However, our ability to accurately describe the land surface pro-cesses and to forecast their evolution, especially given the variations in soil moisture, is severely hindered by process uncertainties and limited availability of observations. There exists a continuing debate about the ways to properly harness the observations to improve land surface model (LSM) performance (e.g., GCIP3 report, 2002, http://ecpc.ucsd.edu/gcip). The direct soil temperature and moisture measurements needed for initializing land surface models are even more limited.
On the premise that the quality of LSM output is closely related to the meteorological forcing that drives it, the Land Data Assimilation System (LDAS) (e.g., [2, 3] ) continuously performs forced runs of a land surface model to assimilate atmospheric information to improve descriptions of land surface conditions. In a similar spirit, the Antecedent Precipitation Index (API) method [4, 5] uses weighted summation of past daily precipitation amounts to estimate the content of soil moisture. Ziegler et al. [6] used API to initialize soil moisture content for numerical weather prediction and simulation. Both approaches enjoy the advantage of relatively easy implementation, but are sensitive to systematic model error or bias. The estimated soil moisture state often deviates from the truth [7] . In the case of the API method, much tuning of the weighting parameter is usually needed for each location, while the lack of direct observations may prevent effective tuning at most locations. For the LDAS approach that involves extended model runs, the final analyses depend on the skill/quality of the land model [8, 9] and also on model forcing errors.
During the past two decades, various inverse methods have been proposed to indirectly infer land surface state variables and model parameters [10] [11] [12] [13] . In a feasibility study, Calvet et al. [11] investigated the issue of estimating root-zone soil moisture from time series of surface soil moisture observations, using a least square fit method. For a silt loam crop area, they demonstrated the feasibility of retrieving total soil water content from rather infrequent observations (five observations spread out over a 15-day period) of surface soil moisture. They also found that the link between surface temperature and deep soil moisture is significant only for relatively dry conditions. Observed atmospheric forcing was used in their study. Xu and Zhou [13] discussed a linear regression method for retrieving bulk soil moisture contents from soil temperature profile measurements, based solely on the soil heat capacity dependency on soil moisture content.
More recently, with the advancement of remote sensing techniques, schemes that infer other related land surface variables by assimilating ground surface/skin temperature have been developed (e.g., [14, 15] ). Boni et al. [14] proposed a scheme to assimilate skin temperature for the estimation of a surface soil moisture index. They found that the optimized surface soil moisture index also leads to a satisfactory description of the surface energy balance components. Through a series of sensitivity experiments, Li and Islam [15] , however, found that the initial soil moisture profile that optimizes the surface soil moisture description does not necessarily lead to optimal estimation of surface fluxes. The success of model inversion technique depends, to a large extent, on the successful retrieval of root zone soil moisture content instead.
Recent developments with in situ measurements of surface fluxes, soil temperatures and soil moisture contents by the Oklahoma Atmospheric Surface layer Instrumentation System (OASIS, 16) within the Oklahoma Mesonet provide a unique opportunity to verify LSMs and to test methods for estimating soil state variables as well as uncertain model parameters [17, 18] . As the first step towards developing a general framework for estimating or retrieving the land surface state variables and some uncertain model parameters, we present in this paper an adjoint based variational retrieval system that utilizes ground temperature observations, assumed to be available either from remote sensing satellites [19, 20] or as in situ surface observations. In other words, the system "retrieves" the unobserved soil state variables by assimilating skin temperature observations over a period of time, or over the assimilation window. When the scheme is applied to a 3-D soil model, it is commonly referred to as the four-dimensional variational (4D-Var) method. In addition, issues such as what soil properties can be effectively retrieved from only the surface temperature information are investigated.
Compared to more traditional methods such as 3D-Vars or optimal interpolations (O.I.s), the main advantages of the adjoint-based variational method lie with its ability to optimally utilize observations distributed over time and observations indirectly related to the variables can be determined or retrieved. For a relatively simple system, the method can be rather efficient. In addition, the adjoint model used by the scheme provides a powerful tool for studying sensitivities of the model output to input parameters, thereby providing physical insights into the behaviors of the land surface system. The disadvantage is the required computational resources. To retrieve the initial soil states (control variables), the optimization procedure needs the value of the cost function (a metric of goodness of model fit to observations to be defined) and the gradients of the cost function with respect to the control variables. To obtain the gradients of the cost function with respect to the control variable, a backward integration of the adjoint (inverse model) is needed. In addition to using the innovations (model-observation differences) as input, backward integration needs the forward model's trajectory in reverse order. It needs to store a huge amount of base states (also called reference states, or points on the forward model trajectory), or, as a tradeoff, one has to re-compute these parameters in the adjoint backward integration. This also contrasts adjoint based 4D-Vars from 3D-Vars, which obtains an updated analysis by applying the gain matrix to the innovations. In this sense, 3D-Vars are simply an innovation analysis.
Our data assimilation system is based on a relatively simple 2-layer force-restore land surface model, which is briefly presented in subsection 2.1. The variational scheme is discussed in subsection 2.2. Section 3 describes the OASIS data that are used for both assimilation and verification purposes. In section 4, in the absence of uncertainties about model or data error, numerical experiments using model simulated (synthetic) data are presented first, which test the effectiveness and robustness of the variational retrieval scheme. Analyses of the involved causal mechanisms are performed, including such issues as the relative sensitivity to initial land surface variables. We then discuss the effects of Gaussian noise of various magnitudes added to observations. The results provide us with guidance concerning assimilation experiments with real observations. With real data where model and observational errors are generally present, issues such as the temporal frequency and distributions of observations are discussed. The most informative periods during the daily cycle with respect to the information content of observations are identified and an explanation is offered. The effect of assimilation window length on the quality of retrieval is assessed. A summary is given in section 5.
Variational system for retrieving initial states of LSMs
A 4D-Var data assimilation or retrieval system seeks to minimize the misfit between observations distributed over a period of time (called the assimilation window) and the prediction of a forward model [21, 22] . A cost function, typically of a quadratic form, measures such a misfit. The initial condition of the forecast model is adjusted, starting from an initial guess, so as to minimize the cost function. When the variables defining the initial conditions, defined as the control variables, are not directly measured, such variables are said to be retrieved (from the observed quantities) and the entire procedure is often referred to as retrieval.
Efficient minimization algorithms, such as the conjugate gradient method [23] used in this study, require the gradient of the cost function with respect to the control variables. This gradient can be efficiently obtained by a backward-in-time integration of the adjoint model, which is mathematically defined as the transpose of the tangent linear approximation to the nonlinear forward prediction model [21, 24] . In the standard 4D-Var procedure, the forward prediction model is used as a strong constraint, i.e., it is strictly satisfied during the assimilation window. For this reason, the accuracy of the forward model does affect the accuracy of the retrieval. A basic requirement for a successful retrieval is the existence of a strong connection between the variables that are measured and those to be retrieved. This is referred to as the sensitivity of the cost-function to the control variables, and the sensitivity can be measured by the gradient of the cost function with respect to the particular control variable. As pointed out earlier, in this study we attempt to retrieve the initial state of the land surface variables by using skin temperature measurements. The model used is an improved version of the two-layer soil-vegetation model and the surface layer model from the Advanced Regional Prediction System (ARPS [25] ). For the current application, the atmospheric component is not necessary, except for the package that calculates the surface fluxes. In the following, we briefly describe the forward model. In other words, the LSM is run in a stand-alone mode, and in this particular study, we apply this model to individual OASIS sites; therefore the model is a 1D column model. The variational retrieval procedure shown here is more accurately called 1+1D-Var, with 1 spatial and 1 temporal dimension. To avoid confusion, we will simply refer to our scheme as variational.
Forward model
To estimate surface latent and sensible fluxes, land surface schemes need to solve energy conservation (for soil temperature) and mass conservation (for soil moisture) equations. The equations used in this study are given below.
Soil temperature prediction
The prediction equations for the ground surface temperature, T sfc , and the deep layer soil temperature, T dp , are, respectively:
T dp − πγd) ∂T dp ∂t = 1 τ (T dp − T sfc + πγd)
(1) where t is time, LE is latent heat flux, H is sensible heat flux, R n is net radiation flux and here is provided by OA-SIS observations, ω is the frequency of diurnal oscillation (2π/τ, with τ the period of daily cycle, i.e., 86 400 seconds), C T is inverse heat capacity (K m 2 J −1 ) of the surface layer, γ is the "lapse rate" of the mean temperature,
is the e-folding depth of surface temperature oscillations (with K T being the soil thermal diffusivity), and γd signifies the seasonal temperature trend. These equations are based on Noilhan and Planton ( [26] , NP89 henceforth), with additional πγd terms included as proposed by Ren and Xue [18] . Inclusion of these terms prevents systematic temperature drift when the mean temperatures at the surface and in the deep layer differ. More details can be found in Ren and Xue [18] . Another benefit from Ren and Xue's [18] modification is that both skin temperature (the temperature of the interface between the land surface and the atmosphere, Hu and Islam [27] ) and ground surface temperature are suitable as the prognostic variables of the force-restore land surface scheme. We thus use them interchangeably. In the LSM, a mixed heat budget is considered for the bare ground and the vegetation so that C T is given by
where veg is the fractional vegetation coverage and C V is the inverse vegetation heat capacity. The inverse of volumetric ground heat capacity C G is parameterized as
where C Gsat is the value of C G at saturation (when soil volumetric moisture content w dp equals w sat ), w dp is bulk soil moisture content, and b is the slope of the log-retention curve, i.e., 'b' parameter [28] . The retrieval of the soil wetness condition is possible from temperature measurements mainly because of the dependence of soil heat capacity on soil moisture, as indicated by Equations (2) and (3) . In this sense, the modification of C V by Pleim and Xiu [29] concerning densely vegetated sites is considered important for our retrieval experiments. At the same time, our dynamic system permits more sensitivity pathways such as transpiration from the deep layer, which represents another mechanism for deep soil moisture to influence surface energy partition and hence surface temperature evolution.
Soil moisture
The governing equations for the three water reservoirs also mostly follow NP89.
∂w dp ∂t
Here the three prognostic variables include the soil surface wetness w sfc , the deep-layer volumetric soil moisture w dp , and the canopy interception water w v . These parameters are forced by precipitation reaching the ground, P g , the bare ground evaporation E g , evaporation of the wet part of vegetation E v , the transpiration of the dry part of canopy E tr , and vegetation dripping R v . P g equals the total precipitation (mass per unit surface area,P) reaching the ground P (1 − veg) plus that dripping from the canopy R v , where ρ w is liquid water density. The diagnostic variable C 1 is a hydraulic property of the soil (affecting the infiltration at the surface) and C 2 is the subsurface conductivity. The second term on the right hand side of Equation (4a) tries to restore the surface moisture to equilibrium using moisture sources from the deep soil layer. The time scales at which these variables act are prescribed a priori in the form of the time constant τ and the two soil-layer depths (d 1 and d 2 ) for soil moisture. Because the two layers are nested, w dp is also the mean/bulk soil water content.
The formulations of the soil moisture equations generally follow NP89, but coefficient values are set according to Noilhan and Mahfouf [30] . Several recommended changes by Xiu and Pleim [31] are also included. They include the modifications to aerodynamic resistance R a , the functional form of surface water deficit h u , and F 1 through F 4 in the expression of stomatal resistance R s (Eqsuations 34-37 of NP89). The interested reader is referred to Ren [32] for additional details on the model.
The variational assimilation system
To establish a variational retrieval system, we developed the tangent linear counterpart (TLM) of the corresponding land surface model and then the adjoint. The development of TLM and adjoint models, especially the latter, by hand is a tedious process that is prone to error. Fortunately standard procedures exist that can be used to validate the codes. Our TLM code is validated by comparing the TLM solution with the difference of two nonlinear runs [24] . The adjoint code is hand-coded and verified using the inner product of TLM and adjoint solutions, which is a time invariant quantity [21] . The relative magnitude of the fluctuation of this time invariant quantity is verified to be less than 10 −7 during a two-day assimilation window cycle using reasonably small initial perturbations and double precision compilation.
Based on our assumed daa availability, the cost-function (J) used in this study is defined as the quadratic difference between the modeled and measured ground surface temperatures over the assimilation window, i.e.,
where N is the total number of observations within the assimilation window and i, the integer count of observations. Superscript 'o means observation and 'f means model forecast. σ T sfc is the standard deviation of the surface temperature observational errors. The magnitude of σ T sfc is actually trivial in this study since only one type of data is assimilated and we assumed strong forward model constraint. In the cost function, the usually seen background term in the 4D-Var system is less valuable and not included here, because we usually lack proper a priori background analyses for land surface parameters, especially for soil moisture. Further, the over-determination condition is easily met for our column model case because of the relatively small degree of freedom involved. The number of control variables, or the control variable dimension, is small relative to the number of observations. This is usually not the case for high-resolution atmospheric models when the background term is required to avoid the under-determination problem. We thus chose to trust the observations rather than the prior estimate.
Diagram 1.
Flow chart of the adjoint-based 4D-Var data assimilation procedure. Forward model is the usually seen prediction model (i.e., the numerical weather prediction model). Reverse modeling, once the control variable set is fixed, is a one-to-one projection to the forward model. The optimization procedure (e.g., conjugate gradient method) makes an adjustment of the control variables using the forward model and adjoint model integration results. This usually involves repeated forward model integration and recalculation of the cost-function. Renewed forward and inverse integrations are made starting from the updated control variables. If convergence criteria are met, the optimization procedure will terminate and the final control variable values are 'retrieved'. It is clear that the definition of the cost-function is a relatively independent pre-defined procedure. Actually, from different data availability, the same retrieval purpose can involve very different definitions of the cost-function. Control variables can be model parameters or initial values of forward model. The convergence criteria are set as the effectiveness of the cost function reduction:
) less than a small number (e.g., 10 −5 ), or equivalently as(J k+1 − J k /J k − J k−1 , for k>2) less than a small number, or, an iteration number exceeding the preset maximum iteration number. A retrieval system is robust, meaning it can find the 'correct states' within a reasonable number of iterations, given a reasonable initial guess vector.
In our retrieval system, the control variables are the surface and deep layer soil temperatures (T sfc and T dp ), the surface and deep layer soil moistures (w sfc and w dp ) and canopy water content (w v ) at the beginning of the assimilation window. The observations are the surface or skin soil temperatures distributed over this assimilation window. The cost function J is an implicit function of these control variables through Eqsuations (1) and (4). The retrieval of all control variables can be performed simultaneously if the over-determination condition is satisfied and the first guess error is not too large to invalidate the tangent linear approximation. Over-determination condi-tion requires that the observations at least outnumber the number of total control variables.
The sensitivity of the cost function to the control variable is also necessary for the retrieval to be successful. Once a correct adjoint model is available, the gradient of the cost function with respect to the control variables is conveniently obtained by backward integrations of this adjoint model [33] . Using a conjugate gradient optimization scheme, the error of the skin temperature prediction is then minimized by adjusting the initial control variables, subject to the constraints imposed by the model. In the minimization procedure, the control variables are properly scaled so that they are of similar orders of magnitude. The flow chart in Diagram 1 summarizes the adjoint based 4D-Var retrieval procedure. The interested reader is referred to Appendix 2 of Ren [32] for additional details.
OASIS measurements
In this paper, we test our retrieval system using soil moisture and temperature measurements from the Norman, Oklahoma super site for the Mesonet network (35°15' 20" N, 97°29' 00" W; shrub with dynamic roughness of 0.004 m and silty clay soil). Such a data set has been previously used to verify the ARPS soil model [17, 18] . The available meteorological measurements for the site include surface air temperature, water vapor mixing ratio, wind speed, surface pressure, and precipitation rate.
The OASIS provides year round continuous and direct measurements of soil moisture (using the 229-L sensors from Campbell Scientific, Inc.) at 5, 25, 60 and 75 cm depths and temperature at 5, 10 and 30 cm depths, and all four components of the surface energy fluxes (R n , LE, H and ground heat flux G). These measurements are available as half-hourly averages. Vegetation parameters (vegetation type and coverage, LAI and NDVI index) are estimated biweekly.
To test our retrieval, we chose the 4-28 August 2000 period from the OASIS data. This signifies a synoptically quiescent period with generally clear sky conditions. Forced by periodical (daily) radiative heat flux, the soil temperatures within the top 25 cm show clear daily cycles. In the absence of significant precipitation, this period shows a gradual drying down of the surface soil moisture. Soil moisture measurements at the other three depths show little changes on daily basis.
During the 24-day period, vegetation is at a slightly stressed stage of growth, although with a rather high vegetation coverage (0.75, according to [17] ) and leaf-area index (LAI) is 0.72. The soil moisture contents at 5 cm depth fall near the wilting point value (23% for silty clay soil) at the driest hours of the day. This is also shown by the Halstead coefficient, which is around 0.06 for this period. Considering the insignificant dew formation, the stomatal resistance is nearly 20 times that of aerodynamic resistance. Ground surface soil temperatures to be assimilated are directly measured by downward pointing infrared thermometers. The amplitudes of the ground temperature are estimated and the seasonal temperature trends (Table 1) are calculated according to the scheme described by Ren and Xue [18] . These parameters need to be updated on a weekly basis. The site-specific soil-vegetation parameters are listed in Table 2 . 
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Numerical experiments
One of the goals of this study is to determine the feasibility of retrieving initial values of the five prognostic variables of an Interactions Soil Biosphere Atmosphere (ISBA)-like land surface scheme by minimizing the difference between model-predicted and observed skin temperatures. As listed in Table1, we will perform two types of retrieval experiments: one uses synthetic and the other uses OASIS-observed T sfc data. The first set is from Observing Simulation System Experiments (OSSEs) which will determine the feasibility and robustness of the retrieval system (i.e., how big the initial guess errors are allowed on the control variables without sacrificing the convergence of the scheme); to examine the relative sensitivity to different control variables (e.g., the relative easiness of retrieving initial soil moisture versus soil temper-ature); and to examine the resistance to the noise level in T sfc data.
In real applications, the initial guess errors are carried over from the previous cycle of forward model prediction. Therefore, it is a natural requirement for our retrieval scheme to tolerate initial guess errors larger than model inaccuracies. For quantifying our initial guess errors, the forward model inaccuracies in temperature and soil moisture content are specified as 2 K and 0.01 m 3 m −3 (i.e., the Campbell Scientific 229-L heat dissipation instrument error magnitude for soil moisture detection) respectively, the same order as the measurement uncertainties for these two quantities. Before proceeding to the retrieval experiments, the soundness of the forward system is first discussed.
Forward model verification
A systematic verification study had been performed for our land surface scheme using the OASIS data [34] . Here we present the results of our forward model run that was initialized with observations. The surface skin temperature, superficial and deep soil moisture values are initialized with OASIS observations, while the deep soil temperature is initialized according to Ren and Xue [18] . The time step of integration is 30 minutes. Observed atmospheric forcing was used and the results for a 6 day period starting at 00Z, August 4, 2000 are shown in Figure 1 .
The skin temperature is predicted accurately, with peak value differences generally less than 2 K. The phase agreement is also good. However, for the superficial soil moisture, there is an apparent phase difference between the prediction and the observation. The model predicts drying in the afternoon for the skin soil, as one would expect for enhanced evaporation, while the measurements show moistening in the surface soil moisture instead. This out-of-phase behavior is absent during the wintertime or wet period of the growth season and is believed to be due to the absence of the hydraulic lift effects of vegetation [35] in the current model. The absolute difference is generally small. The deep soil moisture prediction is rather satisfactory, with the model-measurement difference less than 0.01 m 3 m −3 . For this period, during the daytime, our model systematically overestimates H with peak value differences as large as 50 W m −2 ( Figure 1e ). During nighttime, model-measurements differences are small for both H and LE (less than 15 W m −2 ) (Figure 1e and f), and well within the instrument error ranges for such measurements. ture (T sfc and T dp ), moisture (w sfc and w dp ), and surface energy fluxes (H and LE ). The curve labeled as 'original' is the model prediction before the revision of Ren and Xue [18] ).
Assimilation experiments with synthetic data
It is beneficial to test a data assimilation system using simulated data since uncertainties associated with model or measurement errors are known ahead of time and are able to be manipulated. Further, the truth is known with certainty. The synthetic ground temperature measurements are sampled at 30 minute intervals, from the model verification run as presented in the previous subsection; this run is considered as predicting the "truth" against which retrieval results will be compared. For such OSSE experiments, the prediction model is therefore perfect. The first OSSE experiment (OSSE1) assumes initial guess error in only one control variable (w 0 dp , superscript '0' means initial value). The OSSE2 assumes initial guess errors exist in all control variables. Initial guess errors are specified significantly larger than typical model errors for such quantities. For OSSE3, initial guess errors are twice those in OSSE2. Comparisons between OSSE2 and OSSE3 may yield the scheme robustness to initial guess error magnitudes. Equally important is the scheme resistance to Gaussian noise (OSSE4). Finally, in OSSE5, we design an experiment to reveal a shortcoming which has not yet been widely realized for retrieval using oversimplified land surface schemes. For the 'truth' run, the observed initial conditions used were T 0 sfc = 307.16 K, T 0 dp = 301. 25 To illustrate their relative sensitivities, we define the non-dimensionalized adjoint variable similar to Equation (42) of Margulis and Entekhabi [12] . However, we used the daily cycle magnitude (12.8 K) instead of the absolute temperature itself for normalizing the corresponding adjoint variables. This is because the soil temperature is on the order of 300 K. A one percent change of 3 K is small compared with 300 K itself, but is significant compared to the daily cycle magnitude. For a similar reason, the typical variation of soil moisture above the wilting point, (0.2 m 3 m −3 ), was used to normalize the soil moisture adjoint variables. Each normalized adjoint variable is denoted as its corresponding state variable with a prefix 'ad_'.
The time series of the normalized adjoint variables are plotted in Figure 2 for the first iteration in the minimization process, or, the first backward integration of the adjoint model. The adjoint variable corresponding to canopy interception is not presented because canopy intercept is always zero during this period. Except for ad_T sfc , which holds the last time level difference between the predicted and synthetically 'observed' surface temperature due to initial deep soil moisture error, all other adjoint variables are equal to zero at the end of the assimilation window of two days. Mathematically, this is a direct result of the terminal condition placed on the adjoint model. Physically, this represents the deterministic causal nature of the system, in that perturbations in the state variables beyond the assimilation window have no influence on the cost function. As the adjoint model proceeds backward in time from the end towards the beginning of the assimilation window, each adjoint variable accumulates information that influences the cost function in different ways depending on their respective roles in the forward dynamic system (Eqsuations (1) and (4)). In a sense, the backward marching of the adjoint model signifies an information collection process that marks the influence of each state on the trajectory fitness of T sfc over the assimilation window. Thus, the first usage of this diagram is to identify the relative sensitivity among different variables. For example, in Figure 2 we see that the most sensitive adjoint variable is the one corresponding to deep soil moisture. The positive feedback is accumulated all the way to about 25 (at the initial time), and is at least one order of magnitude larger than other adjoint variables. Since the minimization algorithm, such as that of steepest descent, bases its adjustment on the gradient information provided in terms of the adjoint variables, the adjustment to w 0 dp is expected to be the largest and this is indeed true both at the end of the first iteration (not shown) or when the minimization converges ( Figure 3, and discussions later) . In response to a perturbation on w 0 dp , the sensitivity pathways for T sfc and T dp are through the parameterization of LE and C G (Equations (1) and (3)), whereas the sensitivity for w sfc is primarily attributable to the capillary restore term (second term on the right hand side of Equation (4a)), which is proven more direct and effective for this relatively dry period. The second goal is to identify the positive or negative feedback that is triggered by the introduced initial condition error. Figure 2 indicates the feedback (to the innovation in w dp ) from T sfc is a negative one, which is especially significant during the daytime heating period. Thus, increased deep soil moisture increases LE and reduces the energy used for heating the ground. The response from deep soil temperature is similar but with phase shift resulting from the heat inertia of the deep soil layer. The feedback from w sfc is positive, since it may gain (or lose less) soil moisture from the capillary effect through exchanging with the deep soil reservoir. The most sensitive period for w sfc is also during the daytime, indicating that soil moisture exchange is passively forced by evapotranspiration. Without model error and with complete surface temperature measurements (30-min. sampling rate), the minimization is very effective; after three iterations, the cost function is reduced to only 0.1% the initial value. The iterations were carried out five times before termination, satisfying the preset convergence criteria, defined as the cost function difference between two adjacent iterations. For example, terminating the iteration when (1-J k /J k−1 , for iteration k >1) is less than 10 −5 . Upon convergence, the initial guess error in w dp was reduced to an insignificant amount of ∼ 2×10 −4 m 3 m −3 . With the retrieved initial states, we integrated the forward model one more time to obtain the time-dependent state estimate. Figure 3 illustrates the amount of improvement gained in the predictions by assimilating merely ground temperature observations. Once the convergence is reached, the assimilated T sfc trajectory nearly coincidences with the observed one as expected. Although no corresponding observations for them are assimilated, the two soil moisture values and the deep temperature values are also successfully updated using the model dynamics as a constraint. The trajectories resulting from erroneous initial w dp are all deviant from the corresponding true trajectories, with the deviations for both w sfc and w dp being about 0.02 m 3 m −3 during much of the 2 day period. Consequently, the surface fluxes are also significantly improved (e.g., by more than 50 W m −2 at the peak hours).
Because the LSM is run in stand-alone mode, the effects on PBL structure by soil moisture error cannot be shown here. In reality, because of the slow rate at which the deep soil moisture evolves and the limited number of in situ observations that can be anticipated, the start-up bias is likely to persist for weeks. As will soon be seen, the relative importance of superficial and deep soil moisture contents depends on site-specific land-cover conditions. For less vegetated areas, surface soil moisture may play a more important role than shown here based on Norman site characteristics. For a deeper understanding of the physics, we examined the contour of the cost function for the assimilation period (figures not shown). We found that the cost function sphere is very irregular. For example, for the cross-section of w sfc versus w dp , the contour of the cost function is elongated along w sfc , resulting from the relative strengths of the evaporation from layer one and transpiration from both layers (Eqsuations (2) and (3)). With the actual values of vegetation cover (veg=0.75 and root depth 1 m) and the atmospheric conditions of our selected period, the transpiration from layer 1 is negligible and transpiration from layer 2 is about 10 times that of the evaporation from layer 1. Thus the results are much more sensitive to w dp than to w sfc as long as vegetation growth is not extremely Observing OSSE1: Initial guess error exists in w 0 dp only. δU= ( stressed. The behaviors can be different for a different set of parameters. For instance, if the vegetation coverage is specified close to 0, w sfc could be more accurately determined while the retrieval of w dp would be degraded. Similar experiments are repeated in which errors are added to T 0 sfc , T 0 dp , and w 0 sfc in turn. The results are summarized in Table 4 . Because uncertainty in initial surface temperature has the least influence on the ensuing surface temperature evolution, it is most difficult for the minimization scheme to pinpoint its exact initial value. On the contrary, the deep soil moisture has the strongest influence on the surface temperature evolution, thus, it is the easiest one to retrieve. This is also consistent with our nonlinear sensitivity experiments which evaluated the influence of each surface parameter on surface fluxes and ground surface temperature. We found that LE, H and T sfc are very sensitive to the soil water contents. The influence of deep soil moisture error lasts longer than ten days, whereas the influence of superficial soil moisture lasts barely one day. In contrast to initial value uncertainties in soil moisture, which markedly affect the T sfc evolution, the influence of initial value uncertainty of T dp is much smaller and that of T sfc itself is minuscule. T 0 dp T dp +2. Figure 4 . The root mean squared error (rms) in surface temperature prediction within the assimilation period was reduced by over five orders of magnitude from its initial amount (Figure 4a T . However, the process of finding these true values is not monotonous (in this case for T dp ). Using assimilated initial land surface parameters, we integrated the forward model one more time to obtain the state estimates. Figure 5 illustrates how much improvement is gained in representing the states by assimilating merely the ground temperature observations. Upon convergence, errors for T 0 sfc and T 0 dp are less than 0.6 K, for w 0 sfc less than 0.013 m 3 m −3 and even accurate for w 0 dp (∼10 −4 m 3 m −3 ). As a result, the assimilated T sfc trajectory nearly coincides with the observed one as expected. The two soil moisture values and the deep temperature values, although no corresponding observations for them are assimilated, can also be successfully updated through the model dynamics. Although their initial guess trajectories all apparently deviate from the corresponding true trajectories, the retrieved trajectories are nearly indiscernible from the "true" ones. As a result, the surface fluxes are correctly reproduced. We double the initial guess error magnitudes and find the retrieval is still pretty successful. However, it takes more iteration to converge (Figsures 6 and 7) . In addition to the cases shown in Figsures 4 5 6 7, other scenarios were tested with different initial guess error magnitudes. In general, the retrieval procedure is robust for physically reasonable perturbations in the prior guess values. However, if the perturbations are too large, there can be other estimates that reproduce the measured ground temperature but are different from the actual state of the system (i.e., solution bifurcation). This ambiguity can be reduced in actual application for coupled runs by introducing other observations to the cost function, i.e., surface atmospheric measurements. Specifically, the initial guess errors in surface soil temperature can be as large as 35 K, or we can just put the initial guess at 320 K or 275 K without apparent effect on the performance of the optimization scheme. However, due to the manners in which C G (serving as denominator, thus precluding '0-guess' on w 0 dp ), C 1 , C 2 (numerical bounding), and h u (existence of plateau state) are parameterized, initial guesses of deep soil moisture values must lie within the range of wilting point and saturation. We found that our scheme works as long as the initial guess soil moistures lie between 0.235 m 3 m −3 and 0.4 m 3 m −3 . This range is large and practical considering that soil moisture usually lies within that range year round for the Norman site. Robustness to observational errors is more of an issue when using real data, where model error is usually also involved. We tested the robustness of the assimilation scheme by adding zero-mean Gaussian noises of different standard deviations (σ ) to the synthetic observations of T sfc . In Figure 8 , the final degree of closeness, as measured by the cost-function, degrades with increasing noise level. As expected, the larger the noise level becomes, the poorer the retrieval is. What is presented in Figure 8 is based on the experiment for retrieving initial conditions starting from initial guess errors δU=(-
Generally, the initial value retrieval does not work effectively when the noise level surpasses σ = 4 K. It also is a common feature that the minimization procedure stops with less iteration as noise level rises. In other words, errors in observations lower the cost function reduction effectiveness.
For some simplistic land data assimilation systems that do not involve deep soil moisture evolution, it is sometimes difficult to differentiate the error sources. To illustrate this situation, we performed a retrieval experiment starting with initial-guess values for T 0 sfc , T 0 dp and w 0 dp equal to 330 K, 285 K and 0.3 m 3 m −3 respectively. This time, however, only sensitivity channels for two soil temperature variables are open and the sensitivity channels of w sfc and w dp are closed (adjustments on w 0 sfc and w 0 dp are not allowed). Upon convergence, the rms error of T sfc time series was reduced to <5% of its initial value of 2.9 K (Figure 9a ). It takes only two steps for the optimization scheme to find two temperatures (T 0 sfc = 307.13 K, T 0 dp = 302 K) close to the corresponding true values (Figure 9b ). Although the initial values of T sfc and T dp experience proper adjustments to their true values and their time evolutions are hence accurately retrieved (see time series of T sfc and T dp in Figure 10 ), the simulations of soil moistures (w dp and w sfc ) as well as surface fluxes (LE and H) using the retrieved T 0 sfc and T 0 dp are poor and contain systematic errors ( Figure 10 ). This is because the initial guess errors associated with soil moistures (see time series of w sfc and w dp in Figure 10 ) cannot be effectively removed by adjusting initial soil temperatures.
For this synoptically quiescent assimilation period, as shown in Equation (4a), the evolution of w sfc is influenced by the ground evaporation and capillary redistribution. Because w geq is primarily a function of w dp , whether or not the capillary restore is significant depends on the difference between w sfc and w dp . The w dp also affects the transpiration rate through the deep soil moisture dependence of the stomatal resistance (in the form of F 2 in Figure 9 . Similar to Figure 4 but with a reduced control variable set that consists only of soil temperature states. This experiment is done using an initial guess state vector. Equation (A3) of Ren [32] ). Thus, deep soil moisture can be used to wet the surface soil and increase the surface evaporation. Neglecting the horizontal advection effect, which is justifiable for synoptically quiescent periods, elevated surface evaporation increases the surface air humidity and reduces the vapor deficit of the atmosphere. Meanwhile, the decrease in surface temperature resulting from increased surface evaporation further reduces the atmospheric vapor deficit. Because the effect of reduced atmospheric vapor deficit dominates, the reduction of the stomatal resistance (F 3 in Equation (A3) of Ren [32] ) and the total effect is a reduction in deep soil moisture used for transpiration.
In this case, the initial guessed big w 0 dp results in a strong forcing on w sfc through the restore term. The wetting phenomenon is especially apparent during the first day (Figure 10) , coincident with the most significant adjustments in T sfc and T dp time series. However, as analyzed above, the deep soil moisture used to moisten the surface soil has a negative feedback on transpiration. This explains why the LE, H and T sfc time series from the initial guess states do not deviate too much from the true. Otherwise, we do not expect such nice performance of the retrieval scheme. Our further experiments with the same initial-guess w 0 dp but a variety of initial guessed w 0 sfc values confirm that the smaller the restore term is, the poorer the simulated (using the retrieved initial values of T 0 sfc and T 0 dp ) surface temperature series are.
We tried also closing only the deep soil moisture sensitivity channel and found that the retrieval scheme tries to adjust mainlyw 0 sfc to obtain good T sfc estimation. When initial guess error in w 0 dp is less than 0.01 m 3 m −3 , this aliasing of the true causality does not sacrifice the retrieved T sfc , LE and H time series. However, as initial guess error in w 0 dp is greater than 0.025 m 3 m −3 , retrieval becomes poor. This is also the reason why Li and Islam [15] disagree with Boni et al. [14] on whether or not it is sufficient to have an accurate soil moisture profile to yield accurate surface fluxes. Boni et al. [14] , limited by their over-simplified forward model, could not establish possible sensitivity pathways between ground temperature and the deep soil moisture, and thus attributed all explained mechanisms to the surface wetness indicator or to the surface temperature itself. As mentioned above, their different accounts also arise from the characteristics of their respective sites. Specifically, Boni et al. [14] used a less vegetated SGP99 field campaign site [36] .
Assimilation experiments with real measurements
The basic experiment setting and the micrometeorological data are the same as those described in the previous section. This time, the scheme assimilates the OASISmeasured instead of the model-simulated surface ground temperature. We show one case initial guess on soil moisture contents at the wilting point (OASIS1). Experiments OASIS2 and OASIS3 examine the effects of sampling strategy and assimilation window length, respectively. Without proper climate background to initialize, a natural option is to give soil moisture an initial guess of either saturation or wilting point value. Here, we present a retrieval experiment with the initial guess of soil moisture at the wilting point (Figsures 11 and 12 (Figure 11b ). The resulted improvements to surface fluxes are significant. For example, the peak value LE from the initial guess can have a difference from the truth as large as 200 W m −2 , whereas the retrieved one has a maximum difference of only 40 W m −2 . The cost function is lowered by over one order of magnitude (Figure 11a ). Improvements in the forecasting time series for the state variables and surface fluxes are shown in Figure 12 .
Using this experiment as reference, here we address two extra issues for 4D-Var data assimilation: sampling strategy (i.e., are different times of day equally informative?) and the effects of the assimilation window length. We address these two issues because in contrast to using synthetic data, two more difficulties must be dealt with for real data assimilation, namely, data availability and model error. The ideal case of continuous sampling serves as the basis to evaluate the performance of the assimilation system when it is supplied with sparsely sampled observations of the surface ground temperature. Information from different times of day may be of quite different importance. It is thus of practical use to study the sampling strategy. For example, when remote sensing from low orbit satellites is used as the source for such observations, it is expected that only a few observations per day (usually no more than two from a single platform) are available.
In addition to the retrieval experiments assuming complete half-hourly observations (as the reference run), we also performed two other experiments assuming half-hourly OASIS data availability at a three-hour wide window centered on local noon (∼18Z at Norman site) and a 3-hour window centered on local midnight (06Z). The first is called daytimeassimilation and the second, nighttime assimilation. With complete observations after 5 iterations, the initial guess errors can be effectively removed, especially those associated with soil moisture. For these three sampling strategies, we compared the assimilation results of both soil temperatures and surface latent and sensible heat fluxes. The nighttime assimilation gives the worse estimate for all quantities ( Figure 13 ). It misrepresented the peak values of surface temperature and hence severely underestimated the sensible heat flux. However, we notice that the nighttime surface temperature is simulated rather well and the initial guess error decreased by 80% (figures not shown). The readers are cautioned not to compare the convergence rate of the cost function because, except for the complete assimilation case, only those periods with observations are used in composing the cost function, not the whole period.
We did not find the daytime period especially informative for experiments with synthetic data. The reason why the selected daytime period is more informative for real observations assimilation may be because the information to noise ratio is higher in that period, when the forcings are stronger. In other words, the weak signal during nighttime can be easily inundated by the instrument error. We tested a series of assimilation windows which are of equal length (3 hours) and adjacent to each other, together covering the whole daily cycle. To our surprise, the heating up period (in the early morning hours) has the worst assimilation period. This period demonstrates much surface-energy balance turmoil. The primary sensitivity of surface temperature to soil moisture content is channeled during the daytime period centered at local noon. We repeated this experiment by varying the window length from 1 hour (containing 2 measurements) to 6 hours (containing 12 measurements). Although there are very noisy periods when the assimilation window is narrow, the conclusion Figure 13 . The respective accuracy in estimating soil moistures (w sfc and w dp ) and surface fluxes (H and LE ) of three sampling schemes: continuous sampling (dot dot dash line), daytime (dotted lines), and nighttime sampling (long dashed lines).
that daytime heating period is more informative always holds true.
One method to extract more information from sparse observations is to introduce "knowledge" to the evolution of the covariance matrix. Introducing modifications to the covariance structure is the same as adding a smooth term to the cost function. Filter theory indicates that this kind of modification works most efficiently for random errors. As a special case, the form proposed by Boni et al. [14] was implemented and we failed to identify their claimed functionality of reducing the peak hour difference between the observations and model predictions, indicating that the model errors, although not large, are perhaps systematic in our forward LSM. This conjecture is also echoed by the fact that the retrieval scheme has a stricter requirement on the initial guess error in deep soil temperature. Specifically, no convergence is obtained for initial guess errors larger than +7 K.
Using OASIS measurements, we performed three initial value retrieval experiments with respective assimilation periods of 2, 4, and 8 days, all ending at 00Z, 12 Figure 14 . In accordance with our assertion about information content, the forecasts for the prognostic variables (T sfc and T dp are not shown for clarity) are best when using the initial conditions retrieved from T sfc spanning 8 days. To overcome the noise signals contained in the observations, the quantity of observations matters. To have a deeper understanding, we also calculated rms errors for this forecasting period. The rms errors for using assimilation periods of 2, 4 and 8 days are respectively 1.96, With the increased assimilation window length, the estimations for all four prognostic land surface variables are steadily improved, and, consequently, the forecasts for both latent and sensible heat fluxes are significantly improved. This also attests to the accuracy of our land surface model. Otherwise, the contesting between increased information content and decreased model accuracy may result in an optimal assimilation window length.
In addition to what is presented here, we also tested the retrieval system for nine Oklahoma Mesonet sites in Oklahoma, USA, namely, Boise City (Bois), Marshall (Mars), Bixby (Bixb), Ada (Adax), Durant (Dura), Lane (Lane), Sulphur (Sulp), Centrahoma (Cent), and Tishmingo (Tish). We used another dry period from 15 August to 26 September and a wet winter period from 22 October to 1 November 2000. As expected, the OSSEs are all successful, measured by the cost function descent. However, if measured by closeness to the true states, the differences among sites are apparent. For example, during the dry summer period, the surface soil moisture content at the Bois site is better than that retrieved from the Norman site. These two sites have similar land cover and differ in soil type (Boise has more clay than Norman). Similarly, comparison of the retrievals at Mars and Norm further confirmed our previous assertions about land cover effects on the relative importance of sensitivity channels. Except for vegetation (short grass), the two have exactly the same root zone soil type and experience very similar micrometeorological forcing conditions due to their proximity. The retrieved surface ground temperature and superficial soil moisture at Marshall are much better. For assimilation of real data, the behavior during the wet period is actually better (J/J 0 ∼15%) than during the dry period, resulting from smaller model errors in surface soil moistures. However, a further reduction of the cost function is difficult, primarily due to the limitations from the force-restore type of soil moisture formulation, as pointed out by Hu and Islam [27] . The above results are from one single grid. For application to the full three dimensional soil model coupled with a fullfledged weather prediction model, the background term should be included in the cost function:
a (U − U), (6) Here N P is the total number of model variables that have corresponding observations. P represents model variables that have corresponding observations and σ P 's represent the relative confidence accredited to each observation and prediction pair, which are typically the standard deviation of the observational error. Here U is the control variable, U is its initial guess, T means matrix transposition, and σ a is the initial guess error magnitude. With this definition of cost function, the goodness of retrieval is a compromise among model error, observational error and the background error. We only expect the cost function to decrease by one or two orders of magnitude at best.
Conclusions
In this study, based on a two-layer soil model and its adjoint, we implemented a rather general adjoint based assimilation framework for retrieving land surface variables. The system yields dynamically consistent estimates of land surface state variables and fluxes that optimally merge observations with the physical model. We successfully performed retrieval experiments for soil state variables through utilizing the ground temperature in the assimilation window and verifying the results against simulated as well as OASIS observed data. In addition to the surface instrumentation system, surface temperature measurements are also available from remote sensing. The potential for the retrieval system described herein is thus considerable. With minimal modification, the system also can be adapted to assimilate soil moisture, as it is already a control variable in the retrieval system. With the successful launching of the European Space Agency's (ESA) Soil Moisture and Ocean Salinity (SMOS) satellite, assimilating soil moisture for retrieving uncertain atmospheric parameters would be a viable way to further improve the weather model and even to quantitatively predict the precipitation.
The optimization scheme is rather robust in that initial guess errors in surface soil temperatures can be as large as 30 K and initial guesses of soil moisture values are allowed to lie within the range between wilting point and saturation values. For assimilating OASIS data, our scheme can reduce initial guess error to 10% of its initial value, whereas for synthetic data, the initial guess error is usually reduced by over four orders of magnitude.
In the experiments with synthetic data, the primary goal was to demonstrate the capability of the adjoint model as a general tool for sensitivity analysis and data assimilation. We have used simple illustrative examples of each type of application to give a glimpse into the kind of problems that can be addressed using the model and its adjoint. We first showed that the assimilation works for the initial value retrieval for perturbations larger than the usual model error magnitudes. We also tested the robustness of the estimation scheme by adding random white noise to the synthetic surface temperature time series. For the relatively dry period, the sensitivity analyses seem to emphasize that the water redistribution is forced by evapo-transpiration and that the capillary restore term is rather significant.
For real OASIS measurement assimilation, initial soil moisture conditions can be successfully retrieved, even if half-hourly surface temperature observations are only available for a narrow 3-hour window centered on local noon. However, assimilating only nighttime surface temperatures causes poor retrieval. Further investigation tends to attribute the difference primarily to the stronger daytime signal to noise ratio.
With all the sensitivity channels open, the data assimilation system for the surface ground temperature is capable of accurately estimating the components of the surface energy balance, and is able to differentiate the sources of sensitivity. These successful assimilation results are a consequence of the explicit inclusion of the vegetation transpiration process and the proper initialization of deep soil temperature in our land surface data assimilation framework. By intentionally closing the sensitivity pathway through deep soil moisture, we pointed out a potential disadvantage of some oversimplified LSM data assimilation schemes that involve only ground surface processes. Oversimplified land surface models that do not involve deep soil moisture may have difficulty in differentiating the error sources.
We analyzed the assertions of Li and Islam [15] and Boni et al. [14] and found that both may be correct since the field site used by Boni et al. [14] is much less vegetated and consequently the ground evaporation overwhelms the transpiration process. For a bare ground surface, the soil moisture availability may be the single most important parameter that affects the simulation of the ground latent heat flux. For a highly vegetated area, however, the surface moisture flux is generally dominated by evapotranspiration. The key parameters for realistic simulation of evapo-transpiration are root zone soil moisture content and the canopy resistance.
