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Abstract—Sparse regression codes with approximate message
passing (AMP) decoding have gained much attention in recent
times. The concepts underlying this coding scheme extend to
unsourced access with coded compressed sensing (CCS), as first
pointed out by Fengler, Jung, and Caire. More specifically, their
approach uses a concatenated coding framework with an inner
AMP decoder followed by an outer tree decoder. In the original
implementation, these two components work independently of
each other, with the tree decoder acting on the static output
of the AMP decoder. This article introduces a novel framework
where the inner AMP decoder and the outer tree decoder operate
in tandem, dynamically passing information back and forth
to take full advantage of the underlying CCS structure. The
enhanced architecture exhibits significant performance benefit
over a range of system parameters. Simulation results are
provided to demonstrate the performance benefit offered by the
proposed access scheme over existing schemes in the literature.
Index Terms—Unsourced random access, sparse regression
codes, approximate message passing, coded compressed sensing.
I. INTRODUCTION AND BACKGROUND
Unsourced random access is a novel communication
paradigm envisioned to accommodate the increasing traffic de-
mands of next generation wireless networks. This framework
garnered significant research interest owing to the emergence
of Internet of Things (IoT) and machine-driven communica-
tions. This model differs from the conventional multiple access
paradigm in a number of ways. Conventional multiple access
schemes are more suited for human-centric communications
with sustained connections, where the cost of coordination can
be amortized over a long time period. However, this may not
be possible in machine-centric communications where device
transmissions are sporadic with very short payloads. This new
reality invites the design of a protocol in which it is not
mandatory for active devices to reveal their identities. Rather,
decoding is done only up to a permutation of the transmitted
payloads, without regard for the identities of transmitting
devices. Active devices who wish to reveal their identities
can embed this information in their payloads. This approach
enables all the active devices to share a common codebook
for their transmissions.
A random coding achievability bound for the unsourced ran-
dom access channel in the absence of complexity constraints
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is derived in [1]. Subsequently, a number of practical coding
schemes that aim to perform close to this conceptual bench-
mark have been proposed in the literature [2]–[9]. In this line
of work, Amalladinne et al. [4] put forth a concatenated coding
scheme that uses an inner compressed sensing (CS) code and
an outer tree code. They take advantage of the connection
between unsourced multiple access and support recovery in
high dimensional compressed sensing. A divide-and-conquer
approach is leveraged to split the information messages of
active users into several sub-blocks, each amenable to standard
CS solvers. Redundancy is employed in the form of an outer
tree code to bind the information sub-blocks that correspond to
one message together. This scheme employs the parity-check
bits added in the encoding phase solely for the purpose of
stitching. Yet, it turns out that the inner and outer decoders in
CCS can be executed in tandem, and the redundancy employed
during the transmission phase can be utilized to curtail the
realm of possibilities for parity-check bits in subsequent stages
[10]. This algorithmic improvement developed for CCS offers
significant benefits both in terms of error performance and
computational complexity. The impetus for our research is the
hope that similar notions may apply to other schemes related
to unsourced random access.
Recall that approximate message passing (AMP) refers to
a broad class of iterative algorithms derived from message
passing algorithms on dense factor graphs. For instance, AMP
has been successfully applied to the problem of reconstructing
sparse signals from a small number of noisy measurements.
The first application of an AMP decoder to the unsourced
MAC problem is due to Fengler, Jung, and Caire [5]. Therein,
the authors draw a connection between the structure of coded
compressed sensing (CCS) [4] and sparse regression code
(SPARC) constructions [11]. They then extend the CCS frame-
work [12] by using a design (measurement) matrix that does
not assume a block diagonal structure, and they apply AMP as
part of the decoding process. In this article, we leverage the
insights developed in [10] to devise novel message passing
rules that integrate the tree code and AMP. We show that the
parity-check bits employed in tree code can be used to assist
the convergence of AMP. We also provide finite-block length
numerical results for this proposed scheme to demonstrate the
performance gain it offers over the scheme in [5].
II. SYSTEM MODEL
Consider a situation where Ka active devices out of a total
of Ktot such devices each wish to send a message to an access
point. The transmission process takes place over a multiple
access channel, with a time duration of n channel uses (real
degrees of freedom). The signal received at the destination is
given by
y =
∑Ka
i=1 xi + z (1)
where xi ∈ C ⊂ R
n is the codeword transmitted by active
device i. The noise component z is composed of an indepen-
dent sequence of Gaussian elements, each with distribution
N (0, 1). The devices share a common codebook and, as such,
xi is a function of the payload of device i, but not of its
identity. The selection of a codeword follows the general
structure obtained by combining the tree code of Amalladinne
et al. [12] and the SPARC-like encoding of Fengler et al. [5].
While the broad structure of the outer code is inspired by [12],
we make key modifications that allow us to pass messages
back and forth between blocks during AMP decoding in
an efficient manner, the details of which will be clear in
subsequent sections.
Consider a payload w ∈ {0, 1}w. Redundancy is first added
to this message in the form of a tree code. That is, this w-bit
binary message w is enhanced with p parity-check bits and
the coded block of length v = w+p is partitioned into L sub-
blocks with lengths v1, v2, . . . , vL such that
∑L
ℓ=1 vℓ = v.
Overall, the organization of the encoded message assumes
the form v = v(1)v(2) · · ·v(L), where v(ℓ) denotes the
ℓth sub-block. The tree code proposed in [12] features sub-
blocks containing a combination of information and parity-
check bits. However, in our current treatment, each coded sub-
block features either information bits or parity-check bits, but
not a combination of both. While not obvious, this eliminates
dependencies among sub-blocks and allows us to exploit a
circular convolution structure propitious to FFT. We denote the
collection of information sub-blocks byW and the parity sub-
blocks by P = [1 : L]\W . The parity-check bits contained in a
sub-block act as constraints on information bits corresponding
to a subset of W . As part of the next encoding step, each
sub-block is turned into a message index of length mℓ = 2
vℓ .
This action is a cornerstone of CCS and, consequently, it is
worth going over details carefully. Mathematically, we have
m(ℓ) = f
F
vℓ
2 →{0,1}
mℓ (v(ℓ)) (2)
where the function f
F
vℓ
2 →{0,1}
mℓ can be described by regard-
ing argument v(ℓ) as an integer in binary form. The output
is then a length-2vℓ real vector with zeros everywhere, except
for a one at location [v(ℓ)]2, where the shorthand notation [·]2
stands for an integer expressed with a radix of 2.
A block-sparse message m is subsequently created by
concatenating individual sections, m = m(1)m(2) · · ·m(L).
We describe vector m as block-sparse because every section
m(ℓ) features exactly one non-zero element. The induced
vector is reminiscent of a sparse regression code [11], [13].
We emphasize that the structure above is slightly more general
than the form in [5] since it accommodates the possibility of
having blocks of different sizes; the resemblance is neverthe-
less manifest.
Let A be an n ×m matrix over the real numbers, where
m =
∑L
ℓ=1mℓ. Transmitted signals in C are obtained via the
product x = Am over the field of real numbers. With all the
active devices utilizing the same codebook, this process yields
a received vector y of the form
y =
∑Ka
i=1 Ami + z = A
(∑Ka
i=1 mi
)
+ z = As + z (3)
where s =
∑Ka
i=1 mi. The resulting multiple access channel
can be viewed as the combination of a point-to-point channel
s → As + z and an outer binary adder MAC s =
∑Ka
i=1 mi.
The authors in [5] refer to these components as the inner
and outer channels, respectively. They also draw a distinction
between the inner and outer encoder/decoder pairs.
While we embrace the aforementioned categorization for
the channel components, inner and outer channels, we do
not subscribe to the latter dissociation between the decoders.
Rather, we seek to exploit the fact that decoding can be im-
proved by allowing information to flow dynamically between
the inner and outer components while decoding takes place.
As mentioned above, the impetus behind this novel perspective
stems from a potential algorithmic enhancement that was first
noticed in the context of coded compressive sensing [10].
Before turning to a detailed exposition of our proposed
framework, we briefly review the evaluation criterion that
underlies much of the past contributions pertaining to the
unsourced MAC [1]. Based on the received signal y, the
access point is tasked with producing a list Ŵ (y) of estimated
messages. The size of the list should not exceed Ka, i.e.,
|Ŵ (y)| ≤ Ka. Performance is assessed based on the per-user
probability of error,
Pe =
1
Ka
∑Ka
i=1 Pr
(
wi /∈ Ŵ (y)
)
. (4)
We are now ready to initiate our treatment of CCS-AMP.
III. PROPOSED CODING SCHEME
In this section, we begin with the description of the outer
tree code, which necessitates some modifications tailored to its
integration with the AMP framework. We then proceed with
the enhanced AMP inner code.
A. Tree Encoding:
This section focuses on the outer code, which takes the
form of a modified tree code. An important distinction between
the original CCS algorithm and CCS-AMP from a tree code
perspective stems from the fact that the former is applied to
short lists (approximately) of size Ka, whereas AMP produces
long lists of sub-blocks and likelihoods as the decoder goes
through iterations. To accommodate this situation, the tree
code employed in this article differs slightly from the original
tree code introduced in [4], [12]. In a manner akin to the
original CCS scheme, the construction of our tree code starts
by splitting message bits into fragments. Parity patterns are
then added to fragments in a causal fashion, leading to vector
v. To this extent, the alternate tree code subscribes to the
same structure as the original one found in [12]. However,
in our revised construction, parity bits are created differently.
For ℓ ∈ P , we denote the collection of information sub-
blocks on which the parity block v(ℓ) acts by Wℓ ⊂ W .
The parity block v(ℓ) is obtained using the following three-
step sequence. We first take a random linear combination of
the information bits in each fragment ofWℓ; that is, v(j)Gj,ℓ
for j ∈ Wℓ. Within this step, vector operations are taken over
Galois field F2. We transpose these combinations from the
space of length-vℓ binary vectors over F2 to the ring of integers
modulo-2vℓ, which we denote by Z/2vℓZ. We then add the
resulting elements of Z/2vℓZ using modulo-2vℓ arithmetic.
Finally, we convert the ensuing sum back to a vector in Fvℓ2 .
The resulting sequence of bits serves as the parity sub-block
v(ℓ). Mathematically, these operations can be expressed as
v(ℓ) ≡
∑
j∈Wℓ
[
v(j)Gj,ℓ
]
Z/2vℓZ
(5)
Above, the notation [·]Z/2vℓZ emphasizes that the argument is
interpreted as an element of the quotient ring Z/2vℓZ, and the
equivalence relation ‘≡’ denotes equality in Z/2vℓZ.
The entries in Gj,ℓ ∈ {0, 1}
vj×vl are independent Bernoulli
trials, each with parameter half. Conceptually, v(ℓ) contains
non-linear constraints on the information bits from fragments
inWℓ. It is worth mentioning that the parity encoding process
in (5) is more contrived than the random linear combinations
utilized in the original tree code [12]. The value of this
somewhat intricate encoding process is that it induces a
cyclic structure on parity precursors {v(j)Gj,ℓ} conducive
to circular convolution, which is befitting to the eventual
application of FFT techniques.
v(1) v(2) v(3)
v1 v2 v3
Fig. 1: An information and parity allocation that is conducive
to the application of FFT-based techniques appears above. Sub-
blocks are homogeneously composed of information or parity
bits, but not both. Shaded sub-block denotes a parity fragment.
B. Tree Decoding
This section focuses on the (soft) decoding of the outer tree
code, which can be employed in tandem with the iterative
decoding of the inner code. The conceptual starting point
for this discussion is a collection of functions, one for each
section, that capture the likelihoods of the corresponding sub-
blocks. For instance, L1(·) can output the likelihood of any
root fragment; whereas Lℓ(·) takes as argument a sub-block
at level ℓ and returns its likelihood.
The encoding process and, specifically, the parity generation
defined in (5) induce a generalized Markov structure on the
tree code. Given likelihoods at every stage, the posterior
probabilities of sub-blocks can be computed using the forward-
backward algorithm. Unfortunately, for the problem at hand,
the complexity of implementing this optimal algorithm can
be cost prohibitive. Consequently, we focus on certain aspects
of the coded structure, computing prior probabilities for v(ℓ)
conditioned on pertinent observations and using the parity
generation equation of (5).
For notational convenience, we use v(A) to represent the
collection of sub-blocks {v(j) : j ∈ A ⊂ [1 : L]}.
Mathematically, for all ℓ ∈ P , the probability of truncated
sequence {vˆ(Wℓ), vˆ(ℓ)} conditioned on the likelihoods of the
fragments in Wℓ can be written as
Pr (vˆ(Wℓ), vˆ(ℓ)| {Lj (vˆ(j)) : j ∈ Wℓ})
∝ G (vˆ(Wℓ), vˆ(ℓ))
∏
j∈Wℓ
Lj (vˆ(j)) , (6)
where G(·) is an indicator function that returns one when
the sub-blocks in its argument are parity consistent with tree
encoding, and it returns zero otherwise. A more relevant
quantity for the joint decoding of the inner and outer codes
is the probability of vˆ(ℓ) conditioned on the likelihoods of
fragments in Wℓ. For a single user, we write this quantity as
Pr (vˆ(ℓ)| {Lj (vˆ(j)) : j ∈ Wℓ})
=
∑
vˆ(Wℓ)
Pr (vˆ(Wℓ), vˆ(ℓ))
∏
j∈Wℓ
Lj (vˆ(j))∑
vˆ(Wℓ)
Pr (vˆ(Wℓ))
∏
j∈Wℓ
Lj (vˆ(j))
=
∑
vˆ(Wℓ)
G (vˆ(Wℓ), vˆ(ℓ))
∏
j∈Wℓ
Lj (vˆ(j))∑
vˆ(Wℓ)
∏
j∈Wℓ
Lj (vˆ(j))
∝
∑
vˆ(Wℓ)
G (vˆ(Wℓ), vˆ(ℓ))
∏
j∈Wℓ
Lj (vˆ(j)) .
(7)
In words, the conditional probability of sub-block vˆ(ℓ), given
{Lj (vˆ(j)) : j ∈ Wℓ}, is proportional to the sum of the (joint)
likelihoods of all the truncated paths vˆ(Wℓ) that are parity
consistent with vˆ(ℓ). In some sense, the aggregate posterior
of the parity consistent paths acts as a prior for the estimate
of vˆ(ℓ). This is the insight we seek to leverage in the overall
decoding process. The soft information of (7) can be integrated
in the overall decoding process and guide its convergence.
A naive implementation of (7) would have the decoder look
at
∏
j∈Wℓ
vj distinct paths to compute the prior on vˆ(ℓ), which
is intractable for parameters of interest. Our goal, then, is to
exploit the structure of (7) in getting low-complexity solutions.
We initiate this exercise by revisiting the last line of (7),
q˜ℓ (vˆ(ℓ)) ∝
∑
vˆ(Wℓ)
G (vˆ(Wℓ), vˆ(ℓ))
∏
j∈Wℓ
Lj (vˆ(j))
=
∑
vˆ(Wℓ)
1

∑
j∈Wℓ
[vˆ(j)Gj,ℓ]Z/2vℓZ ≡ vˆ(ℓ)

 ∏
j∈Wℓ
Lj (vˆ(j))
=
∑
gj∈Z/2
vℓZ∑
j∈Wℓ
gj≡vˆ(ℓ)

 ∏
j∈Wℓ

 ∑
[vˆ(j)Gj,ℓ]Z/2vℓZ≡gj
Lj (vˆ(j))




︸ ︷︷ ︸
circular convolution structure
.
(8)
The circular discrete convolution structure identified above
invites the immediate application of the discrete Fourier trans-
form and related techniques. In addition, since the underlying
period is 2vℓ (a factor of two), these operations can be
performed with the fast Fourier transform algorithm. Thus,
through the structure of the parity patterns produced by (5), the
computation of soft posterior probabilities on paths becomes
manageable under (8), even for large values of 2vℓ . This
fact alone forms the impetus behind the development of an
alternate tree code and the adoption of its more intricate parity
generation process.
Procedurally, the probabilities for binary sequences of the
form vˆ(ℓ) : ℓ ∈ P accounting for priors, likelihoods, and the
parity structure of vˆ(ℓ) are collectively computed as follows.
At level j ∈ Wℓ, a static binary vector g
(g)
j,ℓ ∈ {0, 1}
vj is stored
for every g ∈ Z/2vℓZ. This vector features a one at every
index location where vˆ(j) is such that [vˆ(j)Gj,ℓ]Z/2vℓZ ≡ g,
and zeros everywhere else. Through this partitioning, we get∑
[vˆ(j)Gj.ℓ]Z/2vℓZ≡g
Lj (vˆ(j)) =
〈
[Lj (vˆ(j))]
R2
vj ,g
(g)
j,ℓ
〉
. (9)
When ordered and stacked, the values in (9) yield a vector Lj,ℓ
in R2
vℓ
. In view of the circular convolution structure identified
above, the ordered and stacked vector of q˜ℓ can be computed
at once as
q˜ℓ =
FFT−1
(∏
j∈Wℓ
FFT (Lj,ℓ)
)
∥∥∥FFT−1 (∏j∈Wℓ FFT (Lj,ℓ))∥∥∥1
. (10)
The denominator of the above expression acts as a normaliza-
tion factor.
1) Multi-Phase Decoding with Extended Lists: In a hard
version of tree decoding [4], lists at every stages contain Ka
entries (or slightly more). The tools described above and, in
particular, (8) admits the propagation of likelihoods over much
longer lists. For the parameters of interest, we are carry this
process over at most three or four sub-blocks.
In view of these comments, our proposed approach is to
have two or three sections of information bits followed by a
section of parity bits that acts on these information sections,
as depicted in Fig 1. We can then run (8) on these first
few sub-blocks up to the first parity section. Using (10), the
probabilities of individual sub-blocks at a particular stage can
be updated using the likelihoods of elements at neighboring
stages. This step is explicit in (8) for parity sections, but can be
performed in an analogous manner for any stage of a circular
convolution interval.
With posterior probabilities of individual sub-blocks in
hand, lists at these stages can be pruned with high statistical
confidence, discarding the least probable sub-blocks. Parity
constraints are then enforced on combinations of the surviving
members, resulting in a reduced list of most likely super-
sections. The resulting stitched blocks then act as a fused sec-
tion for the next sequence of information sub-blocks. Selected
super-sections are the equivalent of active paths in CCS [4],
except that the FFT structure enables the decoder to maintain
many more entries and every partial paths has a likelihood
associated with it. We note that the parity bits employed at
previous stages can be disregarded because their selective
power is already accounted for in the super-section. We can
carry this process forward, using blocks of parity to prune
and bind information sections at various points. Repeated
applications of these concepts can be scaffolded in a cascading,
hierarchical, or mixed fashion. Having gained the ability to
compute probabilities of the form q˜ℓ (vˆ(ℓ)) efficiently and to
subsequently prune and stitch paths, we are ready to initiate
our description of the CCS-AMP algorithm.
C. Inner Code and AMP Decoding
As mentioned in Section II, the inner code introduced in (3)
operates on received signals of the form
y = ADs+ z (11)
where s = s(1) · · · s(L) is partitioned into L sections. Matrix
D is diagonal with equal non-negative entries within each
section; it accounts for the power allocated to every section. In
the spirit of AMP for sparse regression codes [11], [13], [14],
the idea underlying the decoding of the inner code is to create
a two-step iterative process to recover the sparse vector s. This
algorithm alternates between the following two equations for
t = 0, 1, . . .:
z(t) = y −ADs(t) +
z(t−1)
τ2t−1
(
KaP −
∥∥∥Ds(t)∥∥∥2) (12)
s(t+1)(ℓ) = η
(t)
ℓ
(
s(t), z(t)
)
(13)
where z(−1) = 0, s(0) = 0, τ2t =
‖z(t)‖2
n ∀ t ≥ 0 [15]. The
denoiser of (13) seeks to produce an estimate for s(t+1), block-
wise, based on the effective observation Ds(t) +A∗z(t). The
authors in [5] demonstrate that AMP can be adapted to the
application scenario at hand, although this is only possible
after addressing several technical challenges rooted in the
block sparse structure of the problem. We briefly explain these
challenges and emphasize places where our implementation
differs from theirs.
To gain a better understanding of AMP decoding, we begin
by looking at (13), in which s(t+1) is essentially generated
based on the statistic r(t) = Ds(t) +A∗z(t). The structure of
the AMP denoiser is predicated on the presumption that r(t)
should be asymptotically distributed (n → ∞) as Ds + τ tZ ,
where τ t is asymptotically related to τt and Z is an i.i.d.
N (0, 1) random vector, independent of s.
In the original AMP for SPARCs implementation [14], the
denoiser is applied independently to every section. Further-
more, given the aforementioned Gaussian structure, a natural
choice for an update in this situation is the conditional mean
estimator s(t+1) = E [s|Ds+ τtZ = r]. While this approach
works adequately for one-sparse sections, it does not transfer
directly to the unsourced MAC problem. A suitable approxi-
mation to the optimal solution, at least for select parameters,
is based on the marginal posterior mean estimate (PME) of
Fengler et al. [5]. This quantity can be expressed as
sˆORℓ (r, τ) =
qe−(r−dℓ)
2/2τ2
(1− q)e−r2/2τ2 + qe−(r−dℓ)
2/2τ2
(14)
where q = Pr(s = 1) = 1 − (1− 2−vℓ)
Ka is a constant. The
overall estimate is given by
sˆOR (r, τ) = sˆOR1 (r(1), τ) · · · sˆ
OR
L (r(L), τ)
where the kth element of sˆORℓ (r(ℓ), τ) is obtained by ap-
plying sˆORℓ (·, τ) using the kth element of r(ℓ) as its first
argument. The insight behind this approach is that, instead
of estimating signal s directly, it suffices to infer its support
using the marginal PME. This low-complexity strategy offers
good empirical performance when combined with AMP, as
reported in [5]. Furthermore, this approach for CCS-AMP is
aligned with the original AMP for SPARCs algorithm in that
the denoiser is applied section by section.
Yet, given the presence of a tree code, the probabilities
on the elements of s(ℓ) depend on the probability distribu-
tions over (graph) neighboring sections. This viewpoint is
a departure from AMP for SPARCs in the context of the
unsourced MAC [5]. The motivation behind this connection
is that, although v is a vector of length 2v, the tree encod-
ing process forces it to lie in a random set of cardinality
2w. Likewise, the tree code confines every section to take
value in a potentially much smaller subset when conditioned
on neighboring sections. This is in stark contrast with the
treatment in [5] where v(ℓ) is implicitly assumed uniform
over all 2vℓ possibilities, with uninformative priors of the form
q = 1−(1− 2−vℓ)
Ka applied to (14). The hope is then to inte-
grate this knowledge into the AMP algorithm to take advantage
of this embedded structural property. To do so, we must delve
deeper into the structure of the current problem. The idea is
to compute the marginal PME in a manner analogous to (14),
but to incorporate the prior probability on s(ℓ) inherited from
{s(k) : k ∈ [1 : L] \ ℓ}. This warrants a small modification to
the marginal PME, enhancing the function with an argument
that enable passing prior probabilities. The posterior mean
estimator (PME) sˆORℓ (q, r, τ) of the decoupled model takes
the same form as (14), albeit prior probability q is exposed as
an argument. The information contained in the tree code can
then be incorporated into the creation of a marginal PME.
v(1) v(2) v(4) v(5) v(7) v(8) v(10) v(11)
v(3) v(6) v(9) v(12)
v(13) v(14) v(15) v(16)
Fig. 2: This graph shows the connections between information
and parity blocks used in the numerical simulations. Shaded
blocks represent parity sections.
Having established a notation for the marginal PME that
takes into account the information from neighboring sections,
we can rewrite the denoiser of (13) component-wise as(
η
(t)
ℓ
(
s(t), z(t)
))
k
= sˆORℓ
(
qℓ(v(ℓ)),
(
Ds(t) +A∗z(t)
)
k
, τt
)
where (·)k denotes the entry of the argument vector at location
k = [v(ℓ)]2 and qℓ(v(ℓ)) = 1− (1− q˜ℓ(v(ℓ)))
Ka . The quan-
tity q˜ℓ(v(ℓ)) is implicitly a function of s
(t) and it carries the
same meaning as the probability developed in Section III-B.
That is, it is derived leveraging the structure of the tree code,
computing priors based on the (truncated) dependency tree.
IV. SIMULATION RESULTS AND DISCUSSION
Numerical results demonstrate the performance improve-
ment offered by the proposed enhanced decoder over the
one employed in [5] for Ka ∈ [10 : 300]. The size of the
payload is w = 128 bits. The total number of channel uses
is n = 38400. The target per-user probability of error is
Pe = 0.05. The length of each sub-block is set to 16 bits,
i.e., vℓ = 16 ∀ ℓ ∈ [1 : L].
Figure 2 shows the explicit graph used for these simulations
for Ka < 200. When Ka ≥ 200, we add two additional parity
sections to reduce the probability of this decoder producing
a list of size greater than Ka. While this architecture seems
to offer good performance for the parameters of interest, we
remark that other frameworks are worthy of investigation.
Sensing matrix A ∈ Rn×m is formed by picking n rows
uniformly at random from a Hadamard matrix of dimension
m × m. If the decoder produces a list of size greater than
Ka, we choose the Ka messages with largest likelihoods.
The topmost curve in Fig. 3 demonstrates the performance
of scheme presented in [5] which uses uninformative priors.
The performance improvement associated with CCS-AMP that
uses informed priors is captured by the second curve. It can
be seen that the enhanced decoder outperforms the original
decoder in [5] for all values of Ka and the gain is more
pronounced for small values of Ka. The bottom curve, which
is based on sparse-IDMA represents the state-of-the-art for
Ka ≥ 250. Our proposed scheme outperforms this current best
known solution for Ka ≥ 250. Preliminary results for CCS-
AMP are very encouraging. Although the coding architecture
has not been fully optimized, its performance is excellent and
complexity remains manageable.
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Fig. 3: The figure compares the performance of the proposed
scheme with existing schemes.
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