In this paper, a real-coded genetic algorithm (GA) is proposed capable of simultaneously optimizing the structure of a system (number of inputs, membership functions and rules) and tuning the parameters that de®ne the fuzzy system. A multideme GA system is used in which various fuzzy systems with dierent numbers of input variables and with dierent structures are jointly optimized. Communication between the different demes is established by the migration of individuals presenting a dierence in the dimensionality of the input space of a particular variable. We also propose coding by means of multidimensional matrices of the fuzzy rules such that the neighbourhood properties are not destroyed by forcing it into a linear chromosome. The eectiveness of the proposed approach is veri®ed by a variety of simulation examples and is compared with other fuzzy, neuro-fuzzy and fuzzy±genetic approaches in terms of the root-meansquare error (RMSE). Ó
Introduction
To synthesize a fuzzy system, two dierent phases must be carried out: ®rstly, it is necessary to establish the structure or topology of the fuzzy system www.elsevier.com/locate/ijar to be used. Secondly, the parameters de®ning the fuzzy system must be established. The speci®cation of the topology of the fuzzy system consists of determining the number of input variables, the number of membership functions in the input and output spaces and the fuzzy rules to be constructed. The parameters that should be optimized for a speci®c topology are all the parameters involved in the de®nition of the membership functions, and also the conclusion of the rules.
In general, this ®rst phase is performed using the information supplied by a human expert. However, consulting an expert may be dicult and/or expensive; furthermore, there may be no human experts available when the fuzzy system must be constructed. Manual tuning of all the base parameters takes time and no consistent methodology to carry it out has been established. To overcome the problem of knowledge acquisition, many fuzzy systems that automatically derive fuzzy if±then rules from sample data or by self-organizing algorithms have been proposed in [22, 23, 42, 52] . The synthesis of complementary technologies, such as neural networks or genetic algorithms (GAs), has emerged as a highly promising ®eld for the design of fuzzy logic systems [11,17,20,28±30,44] . The neural network approach has the drawback that it may be trapped into local minima and therefore it does not always guarantee optimal system performance. Moreover, the calculation of the gradient descent method usually employed to optimize the neural network weights, depends on the shape of membership functions used and on the operators within the fuzzy inference processes. Unlike many classical optimization techniques, GAs do not rely on computing local ®rst-or second-order derivatives to guide the search algorithm; GA are a more general and¯exible method that is capable of searching wide solution spaces and avoiding local minima (i.e., it provides more possibilities of ®nding an optimal or near-optimal solution). GAs deal simultaneously with multiple solutions, not a single solution, and also include random elements, which help to avoid getting trapped in sub-optimal solutions [29, 36] . These features make them a powerful technique for selecting highperformance parameters for fuzzy systems [31] . Subsequent application of GAs to the search problems of Very Large Scale Integration microchip layout [12] , structural optimization [16] , job shop scheduling [13] , medical image processing [20] , cancer diagnostic [40] , control application [31, 39, 43] , etc., adds considerable evidence to the claim that GAs are broadly based [18] . GAs have been widely used for generating fuzzy rules, tuning the membership functions of antecedent and the consequent of fuzzy rules, and also the topology of the fuzzy system [11, 20, 21, 33, 43] . GAs are applicable to several types of fuzzy rule bases and cost functions, while it is generally easy to interpret the fuzzy system created due to its internal coding or representation [31, 42] .
In this paper, we propose a GA that is capable of simultaneously optimizing the structure of the system and tuning the parameters that de®ne the fuzzy system. For this purpose, we use the concept of multiple-deme GAs, in which several populations with dierent structures (number of input variables) evolve and compete with other. In each of these populations, the element also has dierent numbers of membership functions in the input spaces and dierent numbers of rules. Instead of the normal coding system used to represent a fuzzy system, in which all the parameters are represented in vector form, we have performed coding by means of multidimensional matrices, in which the elements are real-valued numbers, rather than the traditional binary or Gray coding [36] . Since fuzzy inference process can be seen as an interpolation technique, mostly neighbouring membership functions in the input space have a strong combined eect on the resulting output of the system. Fuzzy sets that are far away from each other can be treated more or less independently. Therefore, only rules that are neighbours in the rule table do interference. The reason for using a multidimensional representation is that rules with similar antecedents should also be represented as close in spatial terms. This provides advantages in the behaviour of GAs when genetic operators are applied [21, 26] .
As several structures of fuzzy systems with dierent degrees of complexity are able to approach a given unknown function with dierent levels of accuracy, we have de®ned an index that re¯ects the compromise between accuracy and complexity of the rule set. Determining which con®guration has optimum characteristics is a clear example of fuzzy decision-making. Thus, to approach this problem, instead of using classical scalar ®tness indices such as the Akaike information criterion and the minimum description length [2] , or error/complexity weighting parameters [25, 27] , we propose a fuzzy system responsible for selecting the most adequate structure from the dierent solutions provided by the algorithm, taking into account the compromise between the accuracy of the approximation of the fuzzy system and its complexity (measured as the number of rules). This paper is arranged as follows: Section 2 begins with a brief review of fuzzy inference. Section 3 describes the integration of fuzzy logic systems and GAs. Section 4 presents a description of the proposed multiple-deme GAs and in Sections 5 and 6 the genetic coding of a fuzzy system and the genetic operators are presented. Section 7 describes some experiments on time-series prediction and function approximation in order to show the applicability of the presented method. Finally, Section 8 summarizes the principal conclusions.
Fuzzy system de®nition
We consider the problem of approximating a continuous multi-input singleoutput function to clarify the basic ideas of our approach. Let us consider a set D of desired input±output data pairs, derived from an unknown function or system F. Each vector datum x k ; z k can be expressed as x 
where the product operator is used to perform the conjunction of each of the individual membership functions within the premise and l X im m
x m is the membership degree of the m component of the vectorx with respect to the linguistic function i m . Using the above notation, the fuzzy function (using the weighted average of the strength of the rules, which gives good result for the fuzzy inference process [45] ) can be expressed as follows:
where an explicit statement is made of the dependency of the fuzzy output, not only on the input vector, but also on the matrix of rules R and on all the parameters that describe the membership functions C. Expression (3) is applicable for a complete rule base. If a rule is marked as not used, its degree of activation is considered to be 0. The problem considered in this paper may be stated in a precise way as that of ®nding a con®guration C and generating a set of fuzzy rules R fR
k , such that the fuzzy systemF x k ; R; C correctly approximates the unknown function F using a trade-o between complexity and accuracy. The function to be minimized is the sum of squared errors
The index selected to determine the degree of accuracy of the obtained fuzzy approximation is the root-mean-squared error (RMSE).
Together with the information from the parameters comprising the system's rule set, it is ®rst necessary to know how many input variables are really essential and how many membership functions each input variable has (the numbers n m with m 1; . . . ; N ) and thus the total number of rules in the set.
Genetic algorithms
Since the introduction of the basic methods of fuzzy reasoning by Zadeh and the success of their ®rst application to fuzzy control, fuzzy logic has been widely studied [30, 32, 42] . However, certain important problems still remain, including: (1) the selection of the fuzzy rule base; (2) the subjective de®nitions of the membership functions; (3) the selection of the variables of the system. The design of a fuzzy system involves the structure of the rules of the system, and the membership function parameters. GAs have the potential to be used to evolve both the fuzzy rules and the corresponding fuzzy set parameters [35] . Some of the works of fuzzy systems and GAs concentrate exclusively on tuning of membership functions [31] or on the selecting an optimal set of fuzzy rules [33] , while others attempt to derive rules and membership functions together [21] . To obtain optimal rule sets and optimal sets of membership functions, it is preferable that both are acquired simultaneously [29, 39] .
GAs are nowadays one of the most popular stochastic optimization techniques. They are inspired by the natural genetics and biological evolutionary process and can be characterized by the following features [13, 16] : · A scheme for encoding solutions to a problem in the form of a chromosome (chromosomal representation). · An evaluation function which indicates the ®tness of each chromosome relative to the others in the current set of chromosomes (referred to as population). · An initialization procedure for the population of chromosomes. · Genetic operators which are used to manipulate the composition of the population. · A set of parameters that provide the initial settings for the algorithm: the population size and probabilities employed by the genetic operators. The GA evaluates a population and generates a new one iteratively, with each successive population referred to as a generation. Given the current generation at iteration t, Gt, the GA generates a new generation, Gt 1, based on the previous generation, applying a set of genetic operations. The GA uses three basic operators to manipulate the genetic composition of a population: reproduction, crossover and mutation. Reproduction consists in copying chromosomes according to their objective function (strings with higher evaluations will have more chances to survive). The crossover operator mixes the genes of two chromosomes selected in the phase of reproduction, in order to combine the features, especially the positive ones of them. Mutation is occasional, it produces with low probability, an alteration of some gene values in a chromosome (for example, in binary representation a 1 is changed into a 0 or vice versa). Mutation avoid the convergence to a population with homogeneous gene pool and thus guarantees for a certain variety of chromosomes.
Given an optimization problem, simple GAs encode the parameters concerned into ®nite bit strings, and then run iteratively using genetic operators in a random way but based on the ®tness function evolution to perform the optimization task. Note that the necessity for binary encoding of the parameters required is a controversial issue [14, 24, 51] . The problem existing in binary coding lies in the fact that a long string always occupies space in the computer memory even though only a few bits are actually involved in the crossover and mutation operations. This is particularly the case when a lot of parameters need to be adjusted in the same problem and a higher precision is required for the ®nal result [24] . It has been shown that real-encoded GAs converge faster, the results are more consistent and higher precision can be achieved, especially for larger problems where binary representation becomes prohibitively long and search time increases as well. This paper is concerned with real number representation [14] , which in principle seems more favourable for optimizing the parameters of the fuzzy system, which are de®ned in a continuous domain [35, 48] . For example, to code the conclusion of a fuzzy system in the form of a table of 9 Â 9 entries, a real coding would use g 81 genes. Assume b bits to represent the conclusion of a fuzzy rule, the binary coding would use b Â g genes, where each group of b genes encodes the consequent.
Genetic coding of a fuzzy system
The coding of the optimization problem is of decisive importance for the success that can be achieved with GA. For this reason, a special coding has been developed that appears to be especially suitable for the optimization or design of a fuzzy system. To optimize the whole fuzzy system simultaneously, two structures will be used: one to encode the membership functions and the other for the fuzzy rules.
Membership function coding
The membership functions are encoded within an``incomplete'' matrix in which each row represents one of the variables of the system, and where the columns encode the parameters of the membership functions. Because each of the input variables of the system has a dierent number of membership functions, the chromosome structure used to store the membership functions is not a``complete'' matrix, as each of the m rows has a dierent number of columns n m . As we have selected a triangular partition (TP), the only parameter that needs to be stored is the centre of the triangular function [43] . A fuzzy set X Thanks to the membership function con®gurations selected, it is straightforward for a human operator to understand the ®nal fuzzy system obtained. Fig. 1 shows the coding of a fuzzy system with four input variables. Because the number of membership functions is also optimized it is possible for some of the input variables to be removed, and these would thus have no membership function (see Section 7).
Fuzzy rules codi®cation
To encode fuzzy rules, rather than a string or vector where the numerical consequents of the conclusions will appear, we carried out a spatial encoding in the form of a n 1 Â Á Á Á Â n n matrix, noting that n m is the number of membership functions contained within each input variable. By using string linear encoding, rules that are close together within the antecedent and which, when fuzzy inference is performed are activated simultaneously, can be distantly encoded. Thus, in a planar structure, the neighbourhood properties are destroyed when it is forced into a linear chromosome. In the behaviour of GAs, it is preferable for fuzzy rules that are similar in the antecedent to be encoded as neighbours.
Therefore, and as is implicit in encoding, rules that are neighbours in the rule table create interference with each other. Fig. 2 shows the complete fuzzy systems codi®cation. Note that the genetic operators described in the following section take into account the spatial structure of the fuzzy rules.
Finally, as learning from examples is used, the training data might not cover the whole input domain. This would arise from the huge quantity of data that would be needed, and also from the physical impossibility of obtaining such data. In this case, an incomplete rule base is obtained, and the non-existent rules are encoded in the consequent with a Not A Number (NaN) and thus are not taken into account in the fuzzy inference process.
Fitness function
To evaluate the fuzzy system obtained, we have used the error approximation criterion, but to take into account the parsimony principle, that is, the number of parameters to be optimized in the system, we add a new term to describe the complexity of the derived fuzzy system. In the approach presented, GAs are used to search for an optimized subset of rules (both number of rules and the rule values) from a given knowledge base to achieve the goal of minimizing the number of rules used while maintaining the system performance. This parsimony bias means that GAs eliminate all rules which make no signi®cant contribution to improving the system performance, as the addition of unnecessary rules simply produces an increase in the complexity of the fuzzy system, which is penalized by the ®tness function. If we intend the data to be accurately approximated by the fuzzy rules, from the set of con®gurations obtained the one providing the smallest mean squared error should be taken as the solution. However, this con®guration will generally need a high number of rules and membership functions for the input variables. If, on the contrary, we want the fuzzy system to be the simplest possible, even when the approximation error is moderately high, we will choose a solution where the total number of rules is small. In general, the best model will be the one giving the smallest error with the lowest number of parameters (i.e., the one presenting least structural complexity). We must then ®nd a compromise between the accuracy we are looking for and the consequent complexity of the system. One solution to this problem is to use the theory of minimum description length [2] . The description length of a model is de®ned as the sum of the quantity of information that is necessary to describe it and the information needed to describe the error between this model and reality. If we have various models based on the same set of examples, the most appropriate one is determined as that with the lowest description length. Another more¯exible alternative is to de®ne the ®tness function as a linear combination of the error committed by the system and the number of parameters de®ning it [25] :
The problem is again how to determine appropriate constants W E and W C , when, in principle, the orders of magnitude of the error and of the complexity of the system are unknown. Determining the optimal con®guration (simultaneously weighting up the complexity and the approximation error) is itself a complex decision problem. Therefore, to make this decision, a fuzzy system is integrated and commissioned, according to the requirements of a human operator [46] , thus determining the most appropriate fuzzy con®guration to represent the unknown relationship. The inputs to this fuzzy system are the mean squared error of the approximation and the number of rules of the system, and the output is a numerical value designated as the index that takes into account the compromise relationship existing between the complexity of the system and the accuracy of the approximation [46] . In this way, the human operator expresses the degree of compromise between the accuracy of the system and its complexity by means of fuzzy rules of the following type:
IF mean squared error is small AND number of rules is small THEN ®t-ness is big
These depend on the particular speci®cations of the problem to be resolved. It must be pointed out that one given con®guration may seem suitable for certain applications and not for others. Therefore, it is the ®nal user who must provide the fuzzy rules to construct the ®tness function.
Multiple-deme GAs
The theme of this paper is that dierent structures of fuzzy systems may evolve and compete with each other, in such a way that even information obtained by fuzzy systems with dierent numbers of input variables may be shared. In general, for identi®cation purposes, no a priori information about the structure of the fuzzy system is always obtained. Even the number of inputs (for example, in time-series prediction problems) is not always known. For this purpose, a multiple-population (or multiple-deme) GA con®guration is used, in which each deme has a dierent number of input variables; within each deme there are fuzzy systems with dierent numbers of membership functions and rules. Basically, the con®guration consists of the existence of several subpopulations which occasionally exchange individuals [6] . Therefore it is necessary for there to exist intercommunication between the various demes that comprise the total genetic population. This exchange of individuals is called migration and is controlled by several parameters. Multiple-deme GAs is one of the most popular parallel GA implementation. Their functioning is based on evolving separately multiple population most of the time and exchange individuals occasionally [7] . They are also the class of parallel GAs which is most dicult to understand, because the eects of migration are not fully understood [5, 8] . If we assume that each deme executes on a node of a parallel computer, parallel GA is an ecient technique for solving problem in which the ®tness evaluation needs considerable computations. An example is the pole-balancing application proposed by Fogarty et al. [15] , in which the ®tness evaluation uses a considerable amount of computation. Another interesting application is the search of ecient timetables for schools and trains [1] , and the master±slave GA proposed by Hauser and Manner [19] . Multiple-deme parallel GAs introduce fundamental changes in the operation of the GA and have a dierent behaviour than simple GAs, introducing new parameters such as the size and number of the demes, the topology of the connections between the demes, and the migration policy [3, 37] . These parameters have to be set carefully, because an incorrect con®guration may result in a slow search or in an inadequate solution [4] . In fact, an important question in multiple-deme GAs [6, 7] , that is still debated is to precise the role of the exchange of individuals or migration:
(1) the migration rate, which determines how many individuals migrate each time, (2) the migration schedule, which determined when migrations occur and (3) the topology of the connections between the demes, that is, between which types of demes there will be an exchange of individuals.
There are various strategies for incorporating individuals from one deme into another [5] . The two most common ones are to implement either a random replacement policy or to create a competition between the new individual and individuals that are randomly selected in the deme. By the latter method, the winner stays in the population. For example, in [41] a copy of the best individual found in each deme is sent to all its neighbours after every generation. The purpose of this constant communication is to ensure a good mixing of individuals.
Migration aects the quality of the search and the eciency of the algorithm in several ways. For instance, frequent migration results in a massive exchange of potentially useful genetic material, but it also negatively aects the performance because communication is expensive. A similar result is obtained with densely connected topologies where each deme communicates with many others. The extreme cases of a multiple population algorithm occur when either there is no communication at all between the dierent demes such that each one evolves in total isolation (island model), or when each individual deme communicates with all the others. Because migration involves expensive communications, it is not desirable to overuse this feature, so as not to slow down the dynamics of the GA. In [5] Markov chains are used to analyse the search quality of a bounding case of parallel GAs with multiple populations. It analyse the maximum and minimum migration rate. In the algorithm analysed in [5] , migration occurs only after each population converges. The analysis describes how to calculate the probability that each population will eventually converge to the correct solution. In our approach, a parameter speci®es an interval of generations between migrations. Another alternative to be considered in the future is to enable migration only after the population of a deme has completely converged, as proposed in [8] , although this approach requires greater computation resources to determine migration conditions.
Migration between neighbour demes
In this paper, two dierent situations of migration between demes are considered: the migration towards demes with a lower dimensionality and that towards those with a higher dimensionality. Fig. 3 illustrates the case in which the exchange of individuals between demes only occurs between near neighbours, which is equivalent to say that the exchange occurs between fuzzy systems that dier by one in their input space dimensionality.
The migration of a fuzzy system with a particular number of input variables towards a system with a lower dimensionality requires the previous, and random, selection of the variable to be suppressed (we term this variable m). The second step is then to determine, again in random fashion, one of the membership functions of this variable (termed j) and to construct the new, lower dimensionality, fuzzy system that only has the rules corresponding to the membership function j that has been selected (Fig. 4) . Thus the set of membership functions of the new fuzzy system is identical to that of the donor system, except that the variable m has been removed. The rules are determined by the following expression:
In the second case, the new fuzzy system (the new ospring) proceeds from a donor fuzzy system with a lower number of input variables (Fig. 5) . Here, it is not necessary to determine any donor system input variable, as in the migration described above, because the new ospring is created on the basis of the information obtained from the donor system, with the increase of a new variable; which is randomly selected from the set of variables in the higher dimensionality deme that are dierent to the deme with lower dimensionality. This new variable initially has a random number of homogeneously distributed membership functions, and its rules are an extension of the donor fuzzy system, taking the form:
It is important to note that N 1 is equal or smaller than the maximum input dimensionality of the problem being analysed, N max . This second migration helps to establish solutions that are just as accurate concerning the approximation error index in systems that are more complex than where fuzzy systems have fewer input variables. This, in principle, is useful for the development of the GA, as it has been experimentally demonstrated that during the early generations the fuzzy systems with fewer rules and input variables (and thus with less structural complexity) are more quickly optimized than more complex systems. The possibility of migration means that information that has been optimized for a population of fuzzy systems with a particular number of inputs can be shared by systems with a dierent number of input variables.
An example of a three deme population is presented in Fig. 6 . It should be noted that a dimensionality of the optimized fuzzy system is being de®ned in each deme, but that each of the elements comprising this deme may have different input variables, even though the number of input variables is the same. Some of the genetic operators described in the next section (the crossover operator) will only be applied between parents that have the same input variables.
Our system, therefore, will consist of k demes, each of them with a dierent input dimensionality (N ; N 1; N 2; . . . ; N k), being N k equal or smaller N max .
Genetic operators
To perform the crossover of the individuals within the same subsystem, we distinguish between the crossover of the membership functions and that of the rules.
Crossover of the membership functions
When two individuals have been selected (which could be termed, i and i H ) within the same subsystem in order to perform the crossover of the membership functions, the following steps are taken: Then from system i we randomly select two crossover points, p1 and p2, such that: 1 6 p1 6 p2 6 n i m . The membership functions that belong to the interval p1; p2 of individual i are exchanged for the membership functions of individual i H that occupy the same position (Fig. 7) . As this operation may mean that the centres of the membership functions become disordered, the ®nal stage consists of an ordering operator that acts to maintain the relative order of the membership functions in each variable (i.e., the centre of the linguistic value``Small'' can take any value in the variable range but is always lower than the centre of the membership function``Big''). In this way, the semantics of the fuzzy sets is maintained and membership functions that have a similar meaning are also encoded as neighbours. This is due to the fact that mostly neighbouring fuzzy sets in the fuzzy partitions have a strong combined eect on the resulting behaviour of the fuzzy system. Fuzzy sets that are``far away'' from each other can be treated more or less independently.
When the positions of the membership functions are altered, the positions of the consequents of the rules aected are also altered. For example, if after performing the crossover on the membership functions of variable m, the positions of membership functions t and r are altered, the positions of the corresponding rules R i 1 ;i 2 ;...;i mÀ1 ;t;i m1 ;...;i N and R i 1 ;i 2 ;...;i mÀ1 ;r;i m1 ;...;i N are also altered. The above crossover operation occurs in the probability of P c mfs . Fig. 7 . Crossover operator of the membership functions of a fuzzy system with three input variables.
Crossover of the rules
To achieve the crossover of the consequents of the membership functions, we substitute N-dimensional submatrices within the two individuals selected to carry out the operation. One of the individuals is termed the receptor, R, whose matrix is to be modi®ed, and the other is the donor, D, which will provide a randomly selected submatrix of itself (Fig. 8) . The crossover operation consists of selecting a submatrix S from the rule matrix of the donor individual such that a matrix S Ã of equal dimensions and located at the same place within the receptor individual is replaced by the new rules speci®ed by matrix S. In other words, the new ospring O is equal to R except in the submatrix of the rules given by matrix S, located at the point vector A 1 ; A H 1 ; A 2 ; . . . ; A N . Therefore, the following steps are taken: 1. Select two individuals R and D. 2. In order to perform the (N 1) points crossover operator, select a vector
. . . ; A N , such as the submatrices S and S Ã ful®l S & R and
Create an ospring interchanging the submatrices S and S Ã in R. The establishment of this N 1-dimensional crossover means that rules that are similar in the antecedent part can be exchanged for other rules with similar antecedents, producing what can be termed a logical crossover. This crossover operation occurs in the probability of P c rule over the individuals. 
Mutation
In mutation, the parameters of the fuzzy system are altered in a dierent way from what occurs within a binary-coded system. As the individual is not represented by binary numbers, the random alteration of some of the system's bits does not occur. Instead of this, there are perturbations of the parameters that de®ne the fuzzy system.
Firstly, when the fuzzy system that will be mutated has been selected, a parameter de®ning the fuzzy system (membership functions or rules) is randomly selected with a probability of P m . Secondly, the parameter is modi®ed according to the following expression: The active radius``b'' is the maximum variation distance and is used to guarantee that the order of the membership function locations remains unchanged (a typical value is b 2, meaning that, at most, a centre can be moved as far as the midpoint between it and its neighbour). The parameter DR is the maximum variation of the conclusion of the rules.
Another operation that has been included in the GA to give it greater exibility is the possibility that the structure of a fuzzy system may be changed in a dynamic way. To achieve this, we enable the input variables of the fuzzy system to increase or decrease the number of membership functions (and the number of rules), thus producing new ospring with dierent structures.
Increasing the number of membership functions
This makes it possible for all of the information contained in the chromosomes of a fuzzy system to be transferred to another system with greater structural complexity, as the number of membership functions of a particular, randomly-selected, variable increases.
To achieve this, the ®rst step is to select an input variable at random (for example, m) and within this variable to select a position of the membership functions, j, where j P 1; n m . At this position j, a new membership function will be introduced, such that the order of the previously-de®ned functions remains unaltered. Thus, the new centre of this function is randomly selected but with the restriction: c 
Decreasing the number of membership functions
A reduction in the number of membership functions within a fuzzy system simply removes, at random, one of the membership functions from a variable that is also randomly selected. As well as the membership function, the rules associated with it are also removed (Fig. 10 ).
Modi®cation of deme size
Another important question is the size of the demes. This is altered according to the average ®tness of each deme. The size increases if this average is high and becomes smaller if the average is low. The size of each demes is modi®ed by the following equation: where b; f i and f are a scaling factor, the average ®tness of the ith deme and the global average, respectively. The size of each deme can be decreased until a certain limit S min (typically ®ve in our examples) in order that during the execution of the GA, some of the deme could not be removed.
Simulation results
In this section the proposed design technique is applied to two dierent problems: time series prediction and function approximation.
Time series forecasting
Time-series prediction is an important practical problem. Applications of time-series prediction can be found in the areas of economic and business planning, weather forecasting, signal processing, control and many other ®elds. Let xtt 1; 2; 3; . . . be a time series. The problem of time series prediction can be formulated as: given fxt À n À 1D; xt À n À 2D; . . . ; xt À D; xtg determine xt j, where n and j are ®xed positive integers and D is a lag time. That is, determine a mapping from fxt À n À 1D; xt À n À 2D; . . . ; xt À D; xtg P R n to xt j P R. In our case, and on the contrary to other examples described in [30, 32, 34, 50] the number of inputs to the system for prediction of the output is unknown. In other words, the dimension n of the input vector belonging to R n is a parameter that the GA must optimize, in addition to the necessary inputs.
We will use time series generated from a dierential of dierence equation governed by determinism (in which, once the initial value is given, the subsequent states are all determined). This is the deterministic chaos of a dynamic system. The Mackey±Glass chaotic time series is generated from the following delay dierential equation:
Prediction of this time series is recognized as a benchmark for testing various neural-network architectures [10, 32, 49, 50] . When s > 17, the equation shows chaotic behaviour. Higher values of s yield higher-dimensional chaos. For the sake of comparison with earlier work, we have selected the parameter D j 6 and s 17.
We have considered ®ve input candidates: xt À 24; xt À 18; xt À 12; xt À 6; xt, to the system and the GAs have to ®nd among them the more important inputs aecting the output xt 6, taking into account the complexity of the ®nal rule. Therefore, in this example N max is equal to 5. We used four demes, with 2, 3, 4 and 5 input variables. The number of dierent fuzzy systems with dierent combination of input variables in each deme, is a combinatorial problem. For instance, we can count 10 dierent fuzzy system structures within the deme with two inputs. Table 1 presents the parameters of the GAs used to predict the time series. A section of the ®rst 1000 points was used in our study for the Mackey±Glass series. The ®rst 500 points of the series are used as training data, and the ®nal 500 points are used to validate the model. Fig. 11(a) shows the predicted and desired values (dashed and continuous lines, respectively) for both training and checking data (which is indistinguishable from the time series here). As they are practically identical, the dierence can only be seen on a ®ner scale (Fig. 11(b) ). The GA gives the best ®tness value for the fuzzy system formed by three input variables in the form: fxk À 18; xk À 6; xkg P R 3 to predict the output xt 6 with 5, 6 and 8 membership functions for each of the input variables.
As a result of predicting six steps ahead of the Mackey±Glass time series, the RMSE and the correlation coecient are 0.032 and 0.98. Fig. 12 shows the results of correlating six prediction steps ahead. Table 2 compares the prediction accuracy of dierent computational paradigms presented in the bibliography for this benchmark problem (including our proposal), for various fuzzy system structures, neural systems and GAs. The data are taken from [30, 32] .
Function approximation
The problem of function approximation from a ®nite number of data points has been and is still a fundamental issue in a variety of scienti®c and engineering ®elds and also in GAs optimization problems [27, 35] . The principal goal is to learn an unknown functional mapping between an input vector and the output vector, using a set of known training samples. Once the mapping is generated, it can be used to obtain the output values given new input vectors. We will use functions with dierent numbers of inputs proposed in [9, 38, 47] .
Example with a main input variable and a perturbation input variable
A two-variable target function was selected to demonstrate the ability of the proposed algorithms to construct approximations to highly non-linear target functions. We have selected the function presented in [38] where a perturbation has been added by means of a second variable X 2 :
If the number of membership functions of the input variables is small, only the most important features of the output can be expressed in the fuzzy rules, since small local disturbances of the output would demand a greater partition of the input subspace. It is even possible that if the perturbation of an input variable on the output is small then such a variable might be removed or considered as noise. In this GAs, the system with the best ®tness is the one that has a single input variable, the variable X 1 , and 8 membership functions. The approximation error (RMSE) obtained with this structure is 0.0268. Fig. 13(a) and (b) present the original and the obtained approximation with eight fuzzy rules. Fig. 14 shows the membership function for the variable X 1 . [30] 0.007 [49] Product T-norm 0.0907 Min. T-norm 0.0904 Our approach, using only three input variables with 5, 6 and 8 membership functions 0.032 Table 3 compares the results obtained with our algorithm and those obtained with [38] , using the function F X 1 3 Á expÀX 
Example with dummy inputs
In this example, we select a non-linear function with two input variables, X 1 ; X 2 into which two dummy inputs have been introduced in order to test the appropriateness of the identi®cation algorithms. These two dummy inputs have no eect on the output of the function [47] : where input variables are de®ned in the interval 0; 1 and shown in Fig. 16(a) . In this problem the maximum input dimensionality is 4 N max . Although the GAs use four dierent demes, corresponding to the dierent input space dimensionalities, the deme formed by two inputs, and the elements within this having inputs X 1 and X 2 are the ones which, on average, have the best ®tness among the possible structures of fuzzy systems. The proposed GA therefore selects as the best fuzzy system one with two inputs, X 1 and X 2 with 3 and 4 membership functions, respectively. The approximation errors (RMSE) is 0.0964 (in [47] the RMSE is 0.077 using 25 rules). The resulting function, in this case, is given in Fig 16(a) . The membership functions are illustrated in Fig. 17 .
Conclusions
The design problems in modelling a fuzzy system are structure identi®cation and parameter tuning. The decision for the former task is usually based on the behavioural knowledge of an expert. Therefore, the ®nal fuzzy system obtained from this ad hoc approach is sometimes far from the optimum. While the bibliography describes many methods that have been developed for the adjustment or ®ne tuning of the parameters of a fuzzy system with partially or totally known structures, few have been dedicated to achieving both simultaneous and joint structure and parameter adjustment. The goal of this paper is to ®nd a design method of optimal fuzzy system modelling that takes both tasks into account simultaneously and without the help of experts in the domain.
