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Abstract. We realise Stroppel’s extended arc algebra [44, 13] in the Fukaya-Seidel category of a
natural Lefschetz fibration on the generic fiber of the adjoint quotient map on a type A nilpotent
slice with two Jordan blocks, and hence obtain a symplectic interpretation of certain parabolic two-
block versions of Bernstein-Gelfan’d-Gelfan’d category O. As an application, we give a new geometric
construction of the spectral sequence from annular to ordinary Khovanov homology. The heart of the
paper is the development of a cylindrical model to compute Fukaya categories of (affine open subsets
of) Hilbert schemes of quasi-projective surfaces, which may be of independent interest.
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1. Introduction
1.1. Summary. This paper has three parts:
• We give a ‘cylindrical’ formulation of the Fukaya category of (an affine open subset of) the
Hilbert scheme of an affine algebraic surface; (Sections 2-4)
• We compute the Fukaya-Seidel category of a natural Lefschetz fibration on the generic fiber
of the adjoint quotient map on the nilpotent / Slodowy slice of Jordan type (n,m− n) arising
from its inclusion in the n-th Hilbert scheme of the Milnor fibre of the Am−1-surface singularity,
establishing a Morita equivalence to the principal block On,m of BGG parabolic category O
associated to the partition m = n+ (m− n); (Sections 5-9)
• We exploit this equivalence to describe a new semiorthogonal decomposition of perf-On,2n, from
which we derive a geometric construction of the spectral sequence from annular to ordinary
Khovanov homology; (Sections 10-12).
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2 CHEUK YU MAK AND IVAN SMITH
1.2. Context. Fix a semisimple complex Lie algebra g. The Berstein-Gelfan’d-Gelfan’d category O is
an abelian (Noetherian and Artinian) category of finitely generated g-modules, which plays a central
role in many parts of representation theory. It contains all the highest-weight modules, is closed under
the operations of taking submodules, quotient modules and under tensoring with finite-dimensional
modules, and is “minimal” with respect to those properties. Concretely for slm, it comprises the
finitely generated U(slm)-modules which are h-semisimple and which are locally finite for the nilpotent
subalgebra n ⊂ slm. Given a parabolic subalgebra p ⊂ g, there is a parabolic subcategory Op of O
consisting of those modules on which p acts locally finitely. Again for slm, a partition m = m1+· · ·+mk
determines a parabolic p; the extreme cases m = 1+ · · ·+1 and m = m respectively define Op = O and
Op = Ofd, the semisimple category of finite-dimensional slm-modules, so the parabolic subcategories
can be viewed as intepolating between these. The action of h decomposes Op into blocks and the block
containing the trivial modules is called the principal block Op0.
It is known that for any p ⊂ g, the category Op0 is equivalent to the category of modules over a finite-
dimensional associative algebra; there are algorithmic descriptions of these algebras via quivers with
relations [46], but nonetheless working with them concretely is often rather non-trivial. For parabolics
p ⊂ slm associated to two-block partitions m = n + (m − n), the corresponding category Op0 = On,m
has several other descriptions: it is Morita equivalent to the category of perverse sheaves on the Grass-
mannian Gr(n,m) constructible with respect to the Schubert stratification [10], and the underlying
associative algebra1 Kalgn,m has a diagrammatic description due to Stroppel [44] and Brundan-Stroppel
[13, 12], in which context it is known as the ‘extended arc algebra’. This paper gives a new interpre-
tation of these algebras in terms of Fukaya-Seidel categories associated to natural Lefschetz fibrations
on the generic fiber of the adjoint quotient map of the nilpotent (Jacobson-Morozov type) slices asso-
ciated to nilpotent matrices with two Jordan blocks, and hence a symplectic-geometric construction of
these particular principal blocks of parabolic category O. This fits into the general dictionary between
symplectic geometry and aspects of representation theory related to categorification, cf. [22, 11], and
simultaneously extends the symplectic viewpoint on Khovanov homology [41, 1, 2] to a corresponding
viewpoint on annular Khovanov homology, complementing recent work of [18, 8].
1.3. Main result. Let pi : Am−1 → C be the standard Lefschetz fibration on the Milnor fibre of
the Am−1-surface singularity, so pi is an affine conic fibration with m Lefschetz critical points; the
symplectic topology of this fibration has been extensively studied, see for instance [22, 30]. The
Hilbert scheme Hilbn(Am−1) has a distinguished divisor Dr of subschemes whose projection under
pi has length < n, the complement of which is an affine variety Yn,m. (When 2n ≤ m, this space is
isomorphic to the generic fibre of the restriction of the adjoint quotient map slm → h/W to a transverse
slice meeting the nilpotent cone at a matrix with Jordan blocks of size {n,m−n}, as studied in classical
Springer theory [43].) The map pi induces a map pin,m : Yn,m → C which is a Lefschetz fibration in
the weak sense that its only critical points are of Lefschetz type (it may, however, have critical points
at infinity when n > 1). Nonetheless, there is a well-defined Fukaya-Seidel A∞-category FS(pin,m),
governing the Floer theory of the Lefschetz thimbles associated to any collection of vanishing paths.
We write Dpi(C) for the derived category of C (split-closure of twisted complexes), working over a field
K.
Theorem 1.1. If n ≤ m and K has characteristic zero, DpiFS(pin,m) is quasi-equivalent to the dg-
category of perfect modules perf-Kalgn,m over K
alg
n,m, hence Morita equivalent to parabolic category On,m.
Remark 1.2. For the extreme case n = m, we have DpiFS(pin,m) = Db(K) (see Corollary 5.17) and
Kalgn,m := K. When n > m, the map pin,m has no critical point and FS(pin,m) is an empty category;
while Kalgn,m is not well-defined. When n = 0, our convention is FS(pin,m) := K and Kalgn,m := K. Under
this convention, Theorem 1.1 is true for all non-negative integers n,m.
1 Our Kalgn,m is K
m−n
n in [13]. The superscript alg (for algebraic) distinguishes it from a symplectic sibling which is
introduced later in the paper.
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Remark 1.3. The hypothesis on the ground field arises from a formality theorem for the A∞-structure
on the symplectic side, which we prove, following [1], via methods of non-commutative algebra which
rely on inverting all primes. We work over a characteristic zero field unless stated otherwise.
Remark 1.4. It is reasonable to expect that symplectic models for the categories Op, for parabolics p
corresponding to partitions with more parts (or indeed in other simple g), can also be obtained from
the symplectic geometry of nilpotent slices. In general, however, such slices are not known to be re-
interpretable in terms of Hilbert schemes of surfaces, so different techniques would be needed to analyse
them. Note that the map pin,m : Yn,m → C is itself obtained from the embedding of Yn,m into a Hilbert
scheme; it would be interesting to characterise pin,m intrinsically Lie-theoretically.
There is a well-known ‘tautological correspondence’ between a holomorphic disc in the symmetric
product of a complex manifold X and a map of a branched cover of the disc to X itself, cf. [15,
14, 25, 4] amongst others. Following [25] such correspondences are referred to as ‘cylindrical models’
for computing Floer cohomology. Theorem 1.1 uses the embedding Yn,m ↪→ Hilbn(Am−1) [28], and
the development of a cylindrical model for computing Fukaya-Seidel categories of Hilbert schemes.
Whilst the tautological correspondence has been widely exploited before, the proof nonetheless requires
numerous technical innovations: we require a model for the whole Fukaya category, our Lagrangian
submanifolds are not compact and not cylindrical at infinity, and the Hilbert scheme is related to the
symmetric product by a non-trivial crepant resolution. A brief summary of the relevant issues is given
in Section 2.1 (our treatment requires only classical transversality theory, but an appeal to virtual
perturbation theory would not bypass many of the difficulties).
1.4. Consequences. As commented previously, Kalgn,m is Morita equivalent to a category of perverse
sheaves on the Grassmannian Gr(m,n). From the (Schubert-compatible) isomorphism Gr(n,m) =
Gr(m− n,m), one obtains a geometrically non-trivial:
Corollary 1.5. DpiFS(pin,m) is quasi-equivalent to DpiFS(pim−n,m).
Note that the categories appearing in Corollary 1.5 are associated to Hilbert schemes of n re-
spectively m − n points, so take place in symplectic manifolds of different dimension. For another
non-trivial symmetry, the identity Kalgn,m ∼= (Kalgn,m)op of the arc algebra with its opposite – which has
an easy diagrammatic proof – is non-trivial on the geometric side, because of the non-trivial boundary
conditions and ‘wrapping’ involved in setting up a Fukaya-Seidel category (cf. Section 9.2).
The Fukaya-Seidel category of any Lefschetz fibration has a full exceptional collection. Additivity
of Hochschild homology under semi-orthogonal decomposition [24] immediately yields:
Corollary 1.6. The Hochschild homology of the extended arc algebra HH∗(K
alg
n,m) vanishes in degree
∗ 6= 0, and in degree zero is free of rank (mn).
The Corollary was previously established by Beliakova et al [8] by an ingenious and involved alge-
braic argument involving a ‘quantum deformation’ of the Hochschild complex.
Underlying and extending Theorem 1.1, and the previous Corollaries, there is a rich dictionary
between objects in the representation theory and in the symplectic geometry, which is useful in both
directions. The blocks of parabolic category O are renowned instances of highest-weight categories, i.e.
ones with a full exceptional collection where the exceptional objects generate rather than just split-
generate. A key point in the proof of Theorem 1.1 is that the endomorphism algebra of the collection
of Lagrangian submanifolds associated to projective modules is formal. Crucially, the ‘projective’
Lagrangians are predicted by the diagrammatic combinatorics on the algebra side; away from Milnor
fibres of surface singularities, they have no obvious counterpart for Hilbert schemes of general Lefschetz
fibrations on quasi-projective surfaces.
Remark 1.7. In contrast to a number of recent formality results which hold (for instance) for degree
reasons, the formality of the symplectic extended arc algebra holds for non-trivial geometric reasons,
and is established, following [1], by building a non-commutative vector field b ∈ HH1(FS(pin,m))
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counting certain holomorphic curves with prescribed behaviour at infinity. The endomorphism algebra
of the Lefschetz thimbles is in general not formal (cf. Appendix A), and it seems hard to prove Theorem
1.1 by directly comparing the A∞-algebras associated to distinguished bases of exceptional objects.
In the other direction, the geometry gives rise rather directly to the following:
Theorem 1.8. There is a semi-orthogonal decomposition perf-Kalgn,m = 〈An, . . . , A0〉 where Aj is quasi-
equivalent to perf-(Kalgj,n ⊗Kalgn−j,m−n) for all j = 0, . . . , n.
The equivalence of Theorem 1.8 does not send tensor products of projectives to projectives, which
may make it less transparent from the viewpoint of the extended arc algebras themselves.
1.5. Invariants of braids. The braid group Brm acts by symplectomorphisms on Yn,m; a braid β
defines a symplectomorphism φ
(n)
β and a corresponding bimodule P
(n)
β over the Fukaya-Seidel category
DpiFS(pin,m). The Hochschild homology HH∗(P (n)β ) is an algebraic analogue of the natural symplectic
invariant HF ∗(φ(n)β ) given by taking fixed-point Floer cohomology
2. We define the symplectic annular
Khovanov homology of β ∈ Brm by
AKhsymp(β) := ⊕mj=0HH∗(P (j)β ).
This is by definition an invariant of the braid. Recall from [41] that there is a distinguished closed
exact Lagrangian submanifold L℘ ⊂ Yn,2n with the property that
Khsymp(κ(β)) := HF ∗(L℘, φ
(n)
β (L℘))
is an invariant of the link closure κ(β) of β ∈ Brn, known as ‘symplectic Khovanov cohomology’. This
was introduced in [41] as a singly graded sibling to combinatorial Khovanov homology; working over
a characteristic zero field K, the isomorphism Kh(κ(β)) ∼= Khsymp(κ(β)) of Z-graded3 vector spaces
was established in [1, 2].
Theorem 1.9. There is a spectral sequence AKhsymp(β)⇒ Khsymp(κ(β)) from the symplectic annular
Khovanov homology of β to the symplectic Khovanov cohomology of the link closure κ(β) of β.
Annular Khovanov homology was introduced by Asaeda, Przytycki and Sikora in [3], via a di-
agrammatic calculus for links in a solid torus. Roberts [34] showed there is a spectral sequence
AKh(β) ⇒ Kh(κ(β)), but the fact that AKh(β) splits into summands which can be identified with
Hochschild homology groups is non-trivial; this was conjectured by Auroux, Grigsby and Wehrli [6]
and proven very recently by Beliakova, Putyra and Wehrli [8]. By contrast, if one had defined the an-
nular Khovanov invariant as such a direct sum of Hochschild homologies, the existence of the spectral
sequence would seem rather mysterious: the bimodules P
(j)
β over the categories FS(pij,m) do not in
themselves have enough information to determine the differentials in the spectral sequence (which do
not preserve the decomposition by j). Theorem 1.9 gives a geometric explanation for the existence of a
spectral sequence from a direct sum of Hochschild homologies to (symplectic) Khovanov cohomology;
the crucial input is the semi-orthogonal decomposition from Theorem 1.8. We remark that there is an
analogous spectral sequence from knot Floer homology, viewed as Hochschild homology of a suitable
bimodule via [27], to Heegaard Floer homology; it would be interesting to see if that can be derived
following the methods of this paper.
2There are numerous results relating fixed-point Floer cohomology and Hochshild homology, see e.g. [38], which for
instance show that the two invariants co-incide when n = 1. When n > 1, since pin,m has critical points at infinity, the
established results do not apply in our case; for simplicity we take our basic invariant of a braid to be the bimodule.
3In this paper we will not discuss the grading; the methods of [1] give rise to a second grading by elements of K, which
is conjecturally integral, Markov-invariant and lifts the Z-graded equivalence to a bigraded equivalence.
FUKAYA-SEIDEL CATEGORIES OF HILBERT SCHEMES AND PARABOLIC CATEGORY O 5
1.6. Outline of the paper. Let piE : E → C be a Lefschetz fibration on a quasi-projective surface.
The map piE defines a map pi
[n]
E : Hilb
n(E) → C, by taking the map induced from the sum of copies
of piE on the product E
n. The map pi
[n]
E is a Lefschetz fibration when restricted to the affine open
subvariety of the Hilbert scheme Hilbn(E) comprising subschemes whose projection to C has length
n. Section 2 develops a cylindrical model FScyl for the Fukaya(-Seidel) category of this associated
Lefschetz fibration; section 3 establishes some basic properties of FScyl analogous to the usual Fukaya(-
Seidel) category; section 4 relates the cylindrical model to the usual model FS, yielding in general an
embedding FS ↪→ FScyl; and section 5 proves that this embedding is essentially surjective for type A
Milnor fibres. Sections 6-7 construct a symplectic version of the extended arc algebra, which is a priori
an A∞-algebra, and prove that its cohomology agrees with its combinatorial sibling; sections 8-9 then
prove the A∞-structure is actually formal in characteristic zero. Section 10 illustrates the dictionary
between natural objects in the representation theory of the extended arc algebras and their geometric
counterparts. Sections 11 and 12 introduce symplectic annular Khovanov homology, and relate this
to ordinary Khovanov homology via a particular semiorthogonal decomposition of the Fukaya-Seidel
category associated to the (n, 2n)-nilpotent slice (associated to a nilpotent with Jordan blocks of size
(n, n)). The Appendix shows that the A∞-endomorphism algebra of the thimbles in the Fukaya-Seidel
category is in general not formal; this underscores the important contribution of the relationship to
representation theory, which picks out a different set of generators for the category (as studied in
sections 5-9) which do have formal endomorphism algebra.
Acknowledgements. The authors are grateful to Mohammed Abouzaid, Robert Lipshitz, Jacob
Rasmussen, Catharina Stroppel and Filip Zivanovic for many helpful conversations.
2. The cylindrical Fukaya-Seidel category
2.1. Overview. The aim of this section is to define, given a Lefschetz fibration piE on a complex
surface E equipped with an exact symplectic structure (that satisfies some mild additional hypotheses,
see Section 2.2.4) and a positive integer n, an A∞ category FScyl,n(piE), which we call the n-fold
cylindrical Fukaya-Seidel category. Objects in this category are, roughly speaking, unordered n-tuples
of pairwise disjoint exact Lagrangians L = {L1, . . . , Ln}, with Li ⊂ E. The product of the Li defines
a Lagrangian (which descends to one) in Symn(E), which can be lifted to a Lagrangian Sym(L) in
Hilbn(E).
Let pi
[n]
E : Hilb
n(E)→ C be the map induced from the sum of n copies of piE . There is a divisor Dr
of Hilbn(E) such that YE := Hilbn(E) \Dr admits an exact symplectic structure, and such that
piYE := pi
[n]
E |YE : YE → C(2.1)
is a Lefschetz fibration in the weak sense that all the critical points of piYE are of Lefschetz type
4.
Every Lefschetz thimble of piYE is given by Sym(L) for some L. If E is the Am−1-Milnor fiber and piE is
the conic fibration with m critical points, then YE and piYE coincide with Yn,m and pin,m, respectively.
The A∞ structure of FScyl,n(piE) is carefully defined so that it has the property that the category
of Lefschetz thimbles of piYE embeds into FScyl,n(piE) as a full subcategory, where on the object level,
it is given by Sym(L) 7→ L. This reduces calculations in the Fukaya-Seidel category of piYE to more
accessible calculations in FScyl,n(piE), which involve holomorphic curve counts in E itself.
Ideally, we would like to have a choice of perturbation scheme such that there is a bijective corre-
spondence between (perturbed)-holomorphic polygons u : S → YE contributing to the A∞ structure
of FS(piYE ) and pairs (piΣ, v) such that piΣ : Σ → S is an n-fold branched covering and v : Σ → E
is a solution to a (perturbed)-holomorphic equation. In this case, if we define the A∞ structure of
FScyl,n(piE) as a signed rigid count of the pairs (piΣ, v), then it would be tautological that the A∞
categories FS(piYE ) and FScyl,n(piE) would be equivalent. Problems arise when one implements this
idea in practice:
4There may be critical points at infinity, so this is not a symplectic Lefschetz fibration in the usual sense.
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• The domain-dependent almost complex structure on E has to be complex (and hence induce
an almost complex structure on Hilbn(E)) to have any hope of a bijective correspondence
between u and (piΣ, v), which puts some restrictions on the perturbation scheme;
• Hamiltonian perturbations in Hilbn(E) that are simultaneously induced from Hamiltonian
perturbations in E and which preserve Dr are not general enough to achieve transversality;
strictly speaking, there is no perturbation scheme that can allow us to define the A∞ structure
of FScyl,n(piE) by merely counting (piΣ, v);
• We need to include some L for which Sym(L) is not cylindrical in YE (e.g. to obtain formal A∞
Floer cochain algebras in the setting of Theorem 1.1), so compactness of the moduli involved
has to be carefully addressed.
Our main contribution to the construction of FScyl,n(piE) is to overcome the above difficulties,
roughly as follows:
• Instead of using moduli of polygons Rd+1, we use moduli of polygons with unordered interior
marked points Rd+1,h to define the A∞ structure. The interior marked points keep track of
the branch points of piΣ : Σ→ S, and the domain-dependent almost complex structure is only
required to be integrable near the interior marked points. This gives us more flexibility for
the perturbation scheme and at the same time partially recovers the bijective correspondence
between u and (piΣ, v).
• Whilst the A∞ structure of FScyl,n(piE) is defined by counting certain solutions u mapping
to Hilbn(E) \ Dr, rather than pairs (piΣ, v), our set up is sufficiently flexible that the Floer
differential and product can be computed by counting solutions (piΣ, v).
• To achieve compactness, we need to avoid that solutions in Hilbn(E)\Dr escape to the vertical
boundary, horizontal boundary or Dr. No escape along the vertical boundary is achieved by
modifying Seidel’s ingenious set-up in [40]; one takes the base of the Lefschetz fibration to be the
upper half-plane, and uses hyperbolic isometries to gauge back perturbed holomorphic curves
to actual holomorphic curves. No escape along the horizontal boundary and Dr are achieved by
positivity of intersection, which relies on a delicate choice of Hamiltonian perturbation scheme
and some particular geometric features of Dr. Familiarity with [40] may be helpful.
2.2. Definitions and the setup.
2.2.1. Domain moduli. Let Rd+1,h be the moduli space of discs with d+ 1 punctures on the boundary
and h (unordered, not necessarily pairwise distinct) interior marked points (counted with multiplic-
ities). Let Sd+1,h be the universal family of Rd+1,h. We fix a distinguished puncture ξ0 for the
elements in Rd+1,h consistently, and order the remaining punctures ξ1, . . . , ξd counter-clockwise along
the boundary. For S ∈ Rd+1,h, we use ∂jS to denote the boundary component of S between ξj and
ξj+1 for j = 0, . . . , d (ξd+1 is understood as ξ0). We use mk(S) to denote the set of interior marked
points of S and mult(z) to denote the multiplicity of z ∈ mk(S).
Consider a ribbon tree T with d+ 1 semi-infinite edges. We choose one of the semi-infinite edges to
be distinguished (called the root). We associate to each vertex v of T a non-negative integer label hv.
The integer label of (T, {hv}v∈T ) is defined to be
∑
v hv. A broken disc modelled on (T, {hv}v∈T )
is a disjoint union
S = unionsqvSv(2.2)
indexed by the vertices of T , where each component Sv is an element in R|v|,hv and |v| is the valency
of v. From now on, we assume the stability condition holds: |v|+ 2hv ≥ 3 for every vertex v of T . In
particular, we allow a one-valent vertex if the associated integer is positive. Let RT,{hv} be the moduli
space of broken discs modelled on (T, {hv}v∈T ). The disjoint union of moduli of broken discs over all
stable trees with d+ 1 semi-infinite edges and integer label h is denoted by
Rd+1,h = unionsqTRT,{hv}(2.3)
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We denote the universal family of Rd+1,h by Sd+1,h.
Lemma 2.1. Rd+1,h admits the structure of a compact orientable manifold with corners such that
Rd+1,h consists of all the interior points. As a consequence, Rd+1,h is contractible.
Proof. Let R˜d+1,h be the moduli of discs with d+1 punctures on the boundary and h ordered but not
necessarily pairwise distinct interior marked points (counted with multiplicities). It is standard that
the corresponding R˜
d+1,h
admits the structure of a compact orientable manifold with corners. The
symmetric group of h elements acts on R˜
d+1,h
with quotient Rd+1,h. Therefore, Rd+1,h is compact
with respect to the quotient topology.
To give the quotient a differentiable structure, we observe that Rd+1,h ∼= Rd+1× Symh(D◦), where
D◦ is the interior of the unit disc. Since both Rd+1 and Symh(D◦) admit orientable differentiable
structures, each stratum of Rd+1,h admits an orientable differentiable structure which is compatible
with the quotient topology. To patch the strata, we need to look at the procedure of gluing of the discs
over the ends, i.e. at the boundary punctures. For a fixed element in Rd+1,h\Rd+1,h, the strip-like
ends at the punctures that are responsible for gluing can be chosen to be disjoint from the interior
marked points, so existence of the local manifold with boundary (and corner) structure follows from
the case where there are no interior marked points, which is classical.
Finally, it is clear from the construction that Rd+1,h consists of all the interior points. Since Rd+1,h
is contractible, Rd+1,h is contractible.

Let Σ be a compact (not necessarily connected) Riemann surface with n(d + 1) pairwise distinct
marked points on the boundary. Let Σ be the Riemann surface obtained from Σ by deleting the
boundary marked points. Let S ∈ Rd+1,h. If there is an n to 1 branched covering piΣ : Σ → S such
that such that the branched locus is contained in mk(S) (counted with multiplicities), then (Σ, piΣ)
is called an n-fold lift of S. In other words, the branch locus and mk(S) define two divisors Dbl and
Dmk(S) on S, respectively, and an n-fold lift of S is an n-fold covering such that Dmk(S) − Dbl is an
effective (or zero) divisor. The punctures of Σ that go to ξj under piΣ are called type-ξ
j punctures.
Two n-fold lifts (Σ1, piΣ1) and (Σ2, piΣ2) of S are equivalent if there is a biholomorphism φ : Σ1 → Σ2
such that piΣ2 ◦ φ = piΣ1 .
2.2.2. Strip-like ends and marked-points neighborhoods. For each Rd+1,h, we make a choice of strip-
like ends  = {0, . . . , d} for elements in Rd+1,h such that ξ0 is an output and ξj is an input for
j = 1, . . . , d. Thus, for each S ∈ Rd+1,h, we have holomorphic embeddings varying smoothly respect
to S 
0 : R≤0 × [0, 1]→ S
1, . . . d : R≥0 × [0, 1]→ S
lims→±∞ j(s, ·) = ξj
(j)−1(∂S) = {(s, t) : t = 0, 1}.
We denote ∪S∈Rd+1,hIm(j) in Sd+1,h by Nd+1,hj .
Furthermore, we choose a ‘marked-points neighborhood’ ν(mk(S)) for each S ∈ Rd+1,h, which is a
(possibly disconnected) open subset of S containing mk(S), such that
Nd+1,hmk := ∪S∈Rd+1,hν(mk(S))(2.4)
is a contractible smooth submanifold (with boundary) in Sd+1,h. We require that Nd+1,hmk ∩Nd+1,hj = ∅
for all j.
A choice of strip-like ends for all elements of Rd+1,h, for all d and h, is called consistent if it extends
to a choice of strip-like ends (smooth up to the boundary) for all elements in Rd+1,h. A choice of
marked-points neighborhoods for all elements of Rd+1,h, for all d and h, is called consistent if the
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closure of union of them is a smooth submanifold with corners in Sd+1,h.5 We fix such a consistent
choice of strip-like ends and marked-points neighborhoods.
2.2.3. An isometry group. Let Gaff be the group of orientation preserving affine transformations of
the real line and gaff be its Lie algebra. Let H be the closed upper half-plane, whose interior H◦ is
equipped with the hyperbolic area form ωH◦ =
dre(w)∧dim(w)
im(w)2
and primitive θH◦ = −dc(log(im(w))). We
write ∂∞H := H \H◦.
The Gaff -action on the real line extends to H and we have Lie algebra homomorphism
gaff → C∞(H◦, TH◦)(2.5)
which sends γ ∈ gaff to a Hamiltonian vector field Xγ . We define
(2.6) Hγ := θH◦(Xγ)
which is a Hamiltonian on H◦ generating Xγ .
2.2.4. Target space. Our setup is modified from [40]. Let (Ee, JEe) be a complex surface with boundary
and let
piEe : E
e :→ H(2.7)
be a proper Lefschetz fibration such that ∂Ee = pi−1
Ee (∂H). Let ωE be a symplectic form on E :=
Ee \ ∂Ee which tames JE := JEe |E and makes
piE := piEe |E → H◦(2.8)
into a symplectic Lefschetz fibration.
Let DE be a divisor of E
e. Let E := E \DE , JE := JEe |E , ωE := ωE |E and piE := piE |E . We assume
that there is a primitive θE for ωE making E (so, in particular, it implies that piEe |DE is surjective).
We assume that there is a contractible compact subset CH ⊂ H◦ such that piE |pi−1
E
(H◦\CH) is sym-
plectically locally trivial. It means that for all x ∈ pi−1
E
(H◦ \ CH)
(1) x is a regular point of piE , and
(2) the horizontal distribution T hxE := (T
v
xE)
⊥ω
E is integrable in a neighborhood of x, and
(3) ωE |ThxE = (piE)∗ωH◦ |ThxE
We also require that for x ∈ DE ∩ pi−1E (H◦ \ CH), we have T hxE = TxDE .
If we pick a point ∗ ∈ H◦ \ CH and define (F, ωF , θF ) := (pi−1E (∗), ωE |pi−1E (∗), θE |pi−1E (∗)), then the
conditions above imply that for every z ∈ H◦ \ CH, there is an open neighborhood U of z, and
a symplectomorphism (pi−1E (U), ωE) → (U × F, ωH◦ |U + ωF ) compatible with the projection to U .
Therefore, there is a natural way to extend the symplectic form ωE to ωEe on E
e.
Let J (E) be the space of ωE-tamed almost complex structures J on E such that
J = JE outside a compact subset in E(2.9)
piE is (J, jH◦)-holomorphic.(2.10)
Condition (2.9) implies that every J ∈ J (E) can be smoothly extended to an ωEe-tamed almost
complex structure Je on Ee, and we assume that
every Je-holomorphic map CP1 → Ee has positive algebraic intersection number with DE .(2.11)
We also assume that c1(E) = 0 and a trivialization of the canonical bundle is chosen.
5Being a smooth submanifold with corners is well-defined because Nd+1,hmk ∩Nd+1,hj = ∅ for all j.
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For γ ∈ gaff , let
Hγ(H◦) :={H ∈ C∞(H◦,R)|H is a constant in a neighborhood of CH,(2.12)
and H = Hγ outside a compact subset of H◦}
Hγ(E) :={H ∈ C∞(E,R)|H = pi∗EH ′ for some H ′ ∈ Hγ(H◦)}(2.13)
Then for H ∈ Hγ(H◦), we have
XH |CH = 0 and XH = XHγ outside a compact set.(2.14)
Since piE is symplectically locally trivial outside pi
−1
E (CH), for H ∈ Hγ(E), XH is uniquely determined
by the property that
(piE)∗(XH |x) = XH′ |piE(x)(2.15)
for all x ∈ E. If we extend XH to a smooth vector field on E, we also have
XH |x ∈ TxDE for all x ∈ DE(2.16)
Next, we consider the class L of properly embedded Lagrangian submanifolds L ⊂ E such that
piE |L is proper and ∂L = ∅(2.17)
there is a compact subset CL ⊂ H◦ such that piE(L) \ CL is either empty or is a properly(2.18)
embedded arc γL in H◦, and if piE(L) \ CL 6= ∅ then we denote the point γL \ γL by λL ∈ R,
where γL is the closure of γL in H
L is exact with respect to θE .(2.19)
Note that, if {
A = atdt ∈ Ω1([0, 1], gaff)
H = (Ht)t∈[0,1] such that Ht ∈ Hat(E)(2.20)
and φH is the associated Hamiltonian diffeomorphism (which is well-defined everywhere because
φH |pi−1E (CH) is the identity), then φ
−1
H (L) ∈ L and λφ−1H (L) = g
−1
A λL, where gA ∈ Gaff is the paral-
lel transport from 0 to 1 with respect to A (see Figure 2.1).
x    x    x    x
λL
π
φ
E
-1
H
(L)
)(
(L)λ
πE φ-1H(L)
Figure 2.1. An example of piE(L) (black) and piE(φ
−1
H (L)) (red); crosses are critical values.
Finally, we consider the set Lcyl,n of (unordered) n-tuples of Lagrangians L = {L1, . . . , Ln} such
that
Lk ∈ L for k = 1, . . . , n(2.21)
there are pairwise disjoint contractible open sets ULk in H such that(2.22)
piE(Lk) ⊂ ULk and ULk ∩ ∂H is either empty or contractible
In particular, (2.22) implies that the {Lk} are pairwise disjoint. We define
Sym(L) := qSn(L1 × · · · × Ln) ⊂ Confn(E) ⊂ Symn(E)(2.23)
Sym(UL) := qSn,H◦(UL1 × . . . ULn) ⊂ Symn(H◦)(2.24)
λL := [min
k
{λLk},max
k
{λLk}] ⊂ R(2.25)
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where qSn : E
n → Symn(E) and qSn,H◦ : (H◦)n → Symn(H◦) are the quotient maps by the symmetric
group. When λL = ∅ (i.e. when piE(Lk) is compact for all k = 1, . . . , n), we define λL := {0} so λL is
a non-empty closed interval for all L ∈ Lcyl,n.
2.2.5. Hilbert scheme of points. Let Hilbn(E) be the Hilbert scheme of n points on E, defined with
respect to the complex structure JE on E. We denote the Hilbert-Chow divisor byDHC and the relative
Hilbert scheme with respect to piE by Dr, i.e. this is the divisor of subschemes whose projection under
piE has length < n. (We will sometimes write YE for the complement Hilbn(E)\Dr when the particular
value of n is implicit or plays no role.) Let piHC : Hilb
n(E) → Symn(E) be the contraction of DHC
and Symn(piE) : Sym
n(E)→ Symn(H◦) be the natural map induced by piE .
Lemma 2.2. (Symn(piE) ◦ piHC)−1(∆H◦) = DHC ∪Dr, where ∆H◦ is the big diagonal of Symn(H◦).
Proof. It is clear that Symn(piE) ◦ piHC(DHC ∪ Dr) ⊂ ∆H◦ . For the converse, if the support of
z ∈ Hilbn(E)∩ (Symn(piE) ◦ piHC)−1(∆H◦) is a union of distinct n points, then z ∈ Dr. If the support
consists of k < n points instead, then z ∈ DHC . 
Note that Hilbn(E) \ DHC = Confn(E), and we have a trivialization of the canonical bundle of
Confn(E) induced by that of E.
Lemma 2.3. The trivialization of the canonical bundle of Confn(E) extends smoothly to a trivializa-
tion of the canonical bundle of Hilbn(E).
Proof. It follows from the fact that piHC is a crepant resolution of Sym
n(E). 
We equip Confn(E) with the product symplectic form ωConfn(E) from (E,ωE). This is smooth, but
cannot be smoothly extended to a 2-form on Hilbn(E).
Lemma 2.4. For every open neighborhood U ⊂ Hilbn(E) of DHC , there is a symplectic form on
Hilbn(E) which tames the complex structure, and coincides with ωConfn(E) outside U .
Proof. This follows essentially from [45], see also [32, 33] in the Ka¨hler case. Let D
e
HC be the Hilbert-
Chow divisor of Hilbn(Ee). Let U, V ⊂ Hilbn(Ee) be an open neighborhoods of DeHC such that
U contains the closure of V . In [45], Voisin constructed two smooth closed two-forms χ and Ψ
on Hilbn(Ee) such that for some λ0 > 0 and for all λ ∈ (0, λ0), χ + λΨ is a symplectic form on
Hilbn(Ee) that tames the complex structure. Moreover, χ|Hilbn(Ee)\V = ωConfn(Ee)|Confn(Ee)\V and
Ψ|
Hilbn(Ee)\DeHC
= dΘ for some Θ ∈ Ω1(Hilbn(Ee) \DeHC).
Let ρ : Hilbn(Ee) → [0, 1] be a cut off function such that ρ|V = 1 and ρ = 0 outside U . Then
(χ+ λd(ρΘ))|Hilbn(Ee)\U = ωConfn(Ee)|Confn(Ee)\U and (χ+ λd(ρΘ))|V = (χ+ λΨ)|V .
Since χ is non-degenerate and tames the complex structure outside V , and being non-degnerate
and taming are both open conditions, for sufficiently small λ > 0, we know that χ + λd(ρΘ) is a
symplectic form which tames the complex structure outside V . Moreover, this is also true inside V
because χ+ λd(ρΘ) = χ+ λΨ inside V . Therefore, we can restrict this symplectic form to Hilbn(E)
to get the result. 
Lemma 2.5. If C is the image of a non-constant rational curve in Hilbn(E), then [C] · [Dr] > 0.
Proof. From Lemma 2.4, one sees that the symplectic form on Hilbn(E) is Poincare dual to the relative
cycle −[DHC ] for some  > 0 (recall that ωE is exact). It is proved in [1, Lemma 5.4] that [Dr] is a
positive multiple of −[DHC ] so [C] · [Dr] > 0 follows from positivity of the symplectic area of C. 
Let D◦r = Dr ∩ Confn(E). For J ∈ J (E), we define J [n] to be the almost complex structure on
Confn(E) decended from the product almost complex structure Jn on En. Note that J [n] is ωConfn(E)-
tamed and when J = JE , J
[n] extends smoothly to Hilbn(E). We define the following space of almost
complex structures on Confn(E):
J n(E) :={J |J = (J ′)[n] for some J ′ ∈ J (E)}(2.26)
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For H ∈ C∞(E,R), we define H [n] ∈ C∞(Confn(E),R) to be
H [n](z) :=
n∑
i=1
H(zi)(2.27)
for z = {z1, . . . , zn} ∈ Confn(E). For γ ∈ gaff , let
Hn,preγ (E) :={H ∈ C∞(Confn(E),R)|H = (H ′)[n] for some H ′ ∈ Hγ(E)}(2.28)
Hnγ (E) :={H ∈ C∞(Confn(E),R)|H = H ′ outside a compact subset of(2.29)
Confn(E) \D◦r , for some H ′ ∈ Hn,preγ (E)}
Note that, if {
A = atdt ∈ Ω1([0, 1], gaff)
H = (Ht)t∈[0,1] such that Ht = (H ′t)[n] ∈ Hn,preat (E) for H ′t ∈ Hat(E)(2.30)
then φH is a well-defined Hamiltonian diffeomorphism of Conf
n(E) and the Hamiltonian vector field
XHt satisfies
XHt |p ∈ TpD◦r(2.31)
for all p ∈ D◦r and for all t ∈ [0, 1]. It implies that φH(D◦r) = D◦r . Moreover, we have φ−1H (Sym(L)) =
Sym(φ−1H′ (L)) ∈ Symn(L) and
λφ−1
H′ (L)
= g−1A λL.(2.32)
As a result, if H = (Ht)t∈[0,1] and Ht ∈ Hnat(E) for all t, the associated Hamiltonian vector field
satisfies (2.31) and φH is also a well-defined Hamiltonian diffeomorphism of Conf
n(E). Moreover,
φ−1H (Sym(L)) = Sym(L
′) outside a compact set of Confn(E) \D◦r for some L′ ∈ Lcyl,n. Therefore, we
can define λφ−1H (Sym(L))
= λL′ .
Remark 2.6. We introduce both Hn,preγ (E) and Hnγ (E) because, on the one hand, Hnγ (E) gives us
more freedom to achieve transversality, but on the other, working with Hn,preγ (E) simplifies explicit
computations for cases that transversality can be achieved within that more restricted class.
2.2.6. Floer cochains. Let Gaff([0, 1]) := C∞([0, 1], Gaff) which is weakly contractible. Let Iaff be the
set of non-empty closed intervals in R. Let
Caff([0, 1]) := {(λ0, λ1) ∈ I2aff |λ0 > λ1}(2.33)
where the strict inequality means minλ0 > maxλ1. For each Φ ∈ Gaff([0, 1]) and (λ0, λ1) ∈ I2aff , we
define
Φ∗(λ0, λ1) := (Φ∗(0aff),Φ0(λ0),Φ1(λ1)) ∈ Ω1([0, 1], gaff)× I2aff(2.34)
where 0aff is the trivial connection, Φ∗(0aff) is the gauge transformation by Φ and Φi := Φ(i) for
i = 0, 1. We define
Paff([0, 1]) := {Φ∗(λ0, λ1)|(λ0, λ1) ∈ Caff([0, 1])}.(2.35)
Since Φ∗(λ0, λ1) = Φ′∗(λ′0, λ′1) if and only if Φ◦(Φ′)−1 is a constant and λj = Φ◦(Φ′)−1(λj) for j = 0, 1,
Paff([0, 1]) can be identified with Gaff([0, 1])×Gaff Caff([0, 1]). As a consequence,
Lemma 2.7 (cf. Section (2a) of [40]). Paff([0, 1]) is non-empty and weakly contractible.
Note that, if (A, λ0, λ1) ∈ Paff([0, 1]), then by (2.33) and (2.34), we have
g−1A λ1 < λ0.(2.36)
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Conversely, given λ0, λ1 ∈ Iaff , there exists g ∈ Gaff such that g−1λ1 < λ0. Moreover, there exists
Φ ∈ Gaff([0, 1]) such that for A := Φ∗(0aff), we have gA = g so the projection
Paff([0, 1])→ I2aff(2.37)
is surjective. We denote the fiber at (λ0, λ1) by Aaff([0, 1], λ0, λ1). In fact, (2.37) is a weak fibration
[40, Section (2a)] so Aaff([0, 1], λ0, λ1) is also non-empty and weakly contractible.
For L0 = {L0,k}nk=1 and L1 = {L1,k}nk=1 in Lcyl,n, a perturbation pair is{
AL0,L1 = aL0,L1,tdt ∈ Aaff([0, 1], λL0 , λL1)
HL0,L1 = (HL0,L1,t)t∈[0,1], HL0,L1,t ∈ HnaL0,L1,t(E)
(2.38)
such that
φ−1HL0,L1 (Sym(L1)) t Sym(L0)(2.39)
Lemma 2.8. For any L0, L1 ∈ Lcyl,n, the set of perturbation pair is non-empty.
Proof. For any choice of (AL0,L1 , HL0,L1) satisfying (2.38), by (2.32) and (2.36), we have
λφ−1HL0,L1
(Sym(L1))
< λL0(2.40)
so the transversality condition (2.39) is satisfied outside a compact subset. By definition (2.29), we
are free to perturb HL0,L1 inside a compact subset so the resullt follows (cf. Remark 2.6). 
Let X (HL0,L1 , L0, L1) = φ−1HL0,L1 (Sym(L1)) t Sym(L0) which is identified with the set of XH -chords
from Sym(L0) to Sym(L1). By (2.31) and the fact that Sym(L) ⊂ Confn(E)\D◦r for every L ∈ Lcyl,n,
we know that
the XH -chords from Sym(L0) to Sym(L1) are disjoint from D
◦
r .(2.41)
Example 2.9. If (2.39) can be achieved by HL0,L1,t = (H
′
L0,L1,t
)[n] ∈ Hn,preaL0,L1,t(E), then the set
X (HL0,L1 , L0, L1) can be identified with the set of unordered n-tuples x = (x1, . . . , xn) such that xk ∈
φ−1H′ (L1,bk) t L0,ak , where {ak : k = 1, . . . , n} = {bk : k = 1, . . . , n} = {1, . . . , n} (see Figure 2.2).
x    x    x    x
Figure 2.2. Lagrangian tuples piE(L0) (black) and piE(φ
−1
H (L1)) (red) for H ∈ Hn,preaL0,L1,t(E)
Given L0, L1 ∈ Lcyl,n, a perturbation pair (AL0,L1 , HL0,L1) and a smooth family J = (Jt)t∈[0,1], Jt ∈
J n(E), we define the Floer cochains (as a vector space over a chosen coefficient field6 by
CF (L0, L1) := ⊕x∈X (HL0,L1 ,L0,L1)ox(2.42)
where ox is the orientation line at x. In this case, we call (AL0,L1 , HL0,L1 , J) a Floer cochain datum
for L0, L1 ∈ Lcyl,n.
If all Lagrangians in L0 and L1 are equipped with a grading function, Lemma 2.3 shows the product
of grading functions on Sym(Li) is a grading function, and we use that to grade X (HL0,L1 , L0, L1).
6This field should have characteristic two unless we fix spin structures on the Lagrangians; in the main examples
studied later in the paper, the Lagrangians are products (S2)j × (R2)k for j, k ≥ 0 and admit unique spin structures.
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Example 2.10. In the situation of Example 2.9, the grading of x = (x1, . . . , xn) is
|x| =
n∑
j=1
|xj |(2.43)
where |xj | is the Floer grading of xj in E.
2.2.7. Floer data. We define the following group of gauge transformations:
Gaff(Sd+1,h) := {Φ ∈ C∞(Sd+1,h, Gaff) :Φ|Nd+1,hmk = idGaff and Φ(j(s, t)) is independent of(2.44)
both s and S ∈ Rd+1,h}.
where Nd+1,hmk is defined in (2.4).
Lemma 2.11. Gaff(Sd+1,h) is weakly contractible.
Proof. It sits inside the weak fibration
Gaff(Sd+1,h)→ C∞(Sd+1,h, Gaff)→ C∞(Nd+1,hmk , Gaff)×
d∏
j=0
C∞(j(0, [0, 1]), Gaff)(2.45)
and recalling that Nd+1,hmk is contractible with smooth boundary. 
Similarly to (2.33), we define
Caff(Sd+1,h) := {(λ0, . . . , λd) ∈ Id+1aff |λ0 > λ1 > · · · > λd}.(2.46)
Consider a trivial Gaff -bundle over Sd+1,h with fiber R and equip it with the trivial connection 0aff .
For Φ ∈ Gaff(Sd+1,h) and λ ∈ C∞(∂Sd+1,h, Iaff), we define
Φ∗λ :=(Φ∗0aff ,Φ ◦ λ) ∈ Ω1(Sd+1,h, gaff)× C∞(∂Sd+1,h, Iaff)(2.47)
Paff(Sd+1,h) :={Φ∗λ|λ is locally constant and (λ|∂0Sd+1,h , . . . , λ|∂dSd+1,h) ∈ Caff(Sd+1,h)}(2.48)
where ∂jSd+1,h := ∪S∈Rd+1,h∂jS for all j. We have the identification
Paff(Sd+1,h) ' Gaff(Sd+1,h)×Gaff Caff(Sd+1,h)(2.49)
so Paff(Sd+1,h) is weakly contractible. By (2.44), if (A, λ) ∈ Paff(Sd+1,h), then A|j(s,t) and λ|j(s,k) (for
k = 0, 1) are independent of s and S ∈ Rd+1,h. Therefore, over strip-like ends, we have a well-defined
projection
Paff(Sd+1,h)→
d∏
j=0
Paff([0, 1])(2.50)
which is surjective and is a weak fibration (because one can extend Φj ∈ Gaff([0, 1]) over strip-like
ends smoothly to a Φ ∈ Gaff(Sd+1,h) consistently). For a choice of (Aj , λj,0, λj,1) ∈ Paff([0, 1]) for each
j = 0, . . . , d, we denote the fiber by
Paff(Sd+1,h, {(Aj , λj,0, λj,1)}j)(2.51)
which is also weakly contractible. Note also that, if (A, λ) ∈ Paff(Sd+1,h), then by (2.44),
A is flat everywhere and vanishes in Nd+1,hmk .(2.52)
Now, for S ∈ Rd+1,h, we define Paff(S, {(Aj , λj,0, λj,1)}j) by
{(AS , λ) : (AS , λ) = (A, λ′)|S for some (A, λ′) ∈ Paff(Sd+1,h, {(Aj , λj,0, λj,1)}j)}(2.53)
A cylindrical Lagrangian label is a choice of an element Lj ∈ Lcyl,n associated to ∂jS for all j. We
choose a cylindrical Lagrangian label and Floer cochain data (A0, H0, J0) and (Aj , Hj , Jj) for (L0, Ld)
and (Lj−1, Lj) for j = 1, . . . , d, respectively.
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FixAS ∈ Paff(S, {(Aj , λLj−1 , λLj )}dj=0), where for j = 0, it should be understood as (Aj , λLj−1 , λLj ) :=
(A0, λL0 , λLd). Recall that we have chosen Jj = (Jj,t)t∈[0,1], Jj,t ∈ J (E) for j = 0, . . . , d. We equip S
with the following additional data
a smooth family J = (Jz)z∈S , Jz ∈ J n(E) such that Jz = J [n]E in ν(mk(S))(2.54)
and Jj(s,t) = Jj,t for all j
K ∈ Ω1(S,C∞(Confn(E),R)) such that for each w ∈ TS, K(w) ∈ HnAS(w)(E)(2.55)
and ∗jK converges to Hjdt exponentially fast in any C
r topology for all j.
Moreover, we require K to vanish in ν(mk(S)).
Let XK ∈ Ω1(S,C∞(Confn(E), TE)) be the associated one-form with
values in Hamiltonian vector fields
Remark 2.12. We require ∗jK to converge to Hjdt exponentially fast, instead of co-inciding with
it, because it makes it easier to achieve regularity of the moduli whilst maintaining compatibility with
gluing (see [40, Remark 4.7]).
Remark 2.13. Note that J can be extended smoothly to a family of tamed almost complex structures
in Confn(Ee) and K can be extended smoothly to an element in Ω1(S,C∞(Confn(Ee),R)).
We choose a smooth family of (AS , J,K) for S varying in Rd+1,h. Given x0 ∈ X (H0, L0, Ld) and
xj ∈ X (Hj , Lj−1, Lj) for j = 1, . . . , d, we define Rd+1,h(x0;xd, . . . , x1) to be the moduli of all maps
u : S → Hilbn(E) such that
u−1(DHC) = mk(S)
(Du|z −XK |z)0,1 = 0 with respect to (Jz)u(z) for z ∈ S
for z ∈ mk(S), the multiplicity of intersection with DHC equals mult(z)
u(z) ∈ Sym(Lj) for z ∈ ∂jS
lims→±∞ u(j(s, ·)) = xj(·) uniformly
(2.56)
Note that the conditions: XK vanishes near mk(S), J = J
[n]
E near mk(S), and (Du|z −XK |z)0,1 = 0,
together imply that u is a J
[n]
E -holomorphic map near mk(S). Therefore, there is a well-defined mul-
tiplicity of intersection between u and DHC at z ∈ mk(S). Moreover, u−1(DHC) = mk(S) guarantees
that (Du|z−XK |z)0,1 = 0 is a well-defined equation for all z ∈ S, by identifying Confn(E) as a subset
of Hilbn(E).
Lemma 2.14. For generic (J,K) such that (2.54) and (2.55) are satisfied, every solution u ∈
Rd+1,h(x0;xd, . . . , x1) is regular.
Proof. Without loss of generality, we fix the domain S ∈ Rd+1,h. Let B be the space of smooth maps
u : S → Hilbn(E) such that u−1(DHC) ⊂ ν(mk(S)). Note that B is an open subset of C∞(S,Hilbn(E)).
Let V 1 ⊃ V 2 ⊃ . . . be a sequence of neighborhoods of DHC such that ∩kV k = DHC . Let Bk = {u ∈
B|Im(u|S\ν(mk(S))) ∩ V k = ∅}. Note that B = ∪kBk. We want to run the Fredholm theory for
appropriate Sobolev completions of Bk for each k.
For each k, using Lemma 2.4, we pick a symplectic form ωk on Hilb
n(E) which agrees with ωConfn(E)
outside V k and tames the complex structure on Hilbn(E). This induces a family of Riemannian metrics
gk = (gk,z)z∈S on Hilbn(E) which agree with the metric induced from ωConfn(E) and Jz outside V k.
We use gk to form an appropriate Sobolev completion of Bk (or the corresponding function space of
the graphs of the maps).
The boundary conditions ensure that every solution u of (2.56) has non-empty intersection with
a compact subset of Confn(E) \ D◦r outside mk(S). For u ∈ Bk, Gromov’s graph trick applies,
because on the one hand, XK |S\ν(mk(S)) is the Hamiltonian field with respect to ωk, and on the other,
XK |ν(mk(S)) = 0, so there it is tautologically the Hamiltonian field with respect to ωk. Hence regularity
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of u can be achieved by choosing K generically amongst functions satisfying (2.55), i.e. although we
require that K|ν(mk(S)) = 0, the freedom of K outside ν(mk(S)) is sufficient to achieve regularity.
The outcome is a sequence of residual sets Sk in the space of all K satisfying (2.55) such that for
every K ∈ Sk, every u ∈ Bk satisfying (2.56) is regular. Therefore, we can take S := ∩kSk, which is
still dense and every u ∈ B satisfying (2.56) is regular for every K ∈ S. 
There is a correspondence of maps as follows. An n-fold branched covering piΣ : Σ → S and a
continuous map v : Σ→ E together uniquely determine a continuous map u : S → Symn(E), given by
u(z) = v(pi−1Σ (z)), counted with multiplicity. Conversely, if u : S → Symn(E) is complex analytic near
the big diagonal ∆E and Im(u) is not contained in ∆E , then u uniquely determines an n-fold branched
covering piΣ : Σ→ S and a continuous map v : Σ→ E such that u(z) = v(pi−1Σ (z)). Moreover,
z ∈ S is a branch point of piΣ only if u(z) ∈ ∆E .(2.57)
We call this the ‘tautological correspondence’. For a proof in the case that dimCE = 1, see for
example, [31, Lemma 3.6] or [26, Section 13]. In particular, it implies that
Lemma 2.15 (Tautological correspondence). Every solution u of (2.56) determines uniquely an n-
fold lift (Σ, piΣ) of S and a map v : Σ → E such that piHC ◦ u(z) = v(pi−1Σ (z)) ∈ Symn(E) for all
z ∈ S.
Proof. Every solution u of (2.56) is complex analytic near DHC and Im(u) is not contained in DHC .
Therefore, by the tautological correspondence, we get an n-fold branched covering piΣ : Σ → S and
a continuous map v : Σ → E such that piHC ◦ u(z) = v(pi−1Σ (z)). The last thing to check is that the
branch locus of piΣ is contained in mk(S) (counted with multiplicities), which in turn follows from
(2.57) and the third condition in (2.56). 
Remark 2.16. Suppose that we are in the situation of Example 2.9 for all the pairs (L0, Ld) and
(Lj−1, Lj). Suppose also that Jz = (J ′z)[n] ∈ J n(E) and K(w) = (K ′(w))[n] ∈ Hn,preAS(v)(E) in (2.54)
and (2.55), respectively. Then we can formulate (2.56) in terms of a set of constraints to maps
v : Σ→ E and (Σ, piΣ). In particular, we would have
(Dv|z −Xpi∗ΣK′ |z)0,1 = 0 with respect to (J ′piΣ(z))v(z) for all z ∈ Σ(2.58)
Remark 2.17. Suppose we are in the situation of Remark 2.16. The corresponding Fredholm problem
has a virtual dimension and we can calculate it as follows: The Euler characteristic of Σ is n−h. The
sum of Maslov indices at the inputs and outputs are |x0| − n dimCE and
∑d
j=1 |xj |, respectively. The
dimension of the moduli space of domains in which Σ varies is 2h + (d − 2). Therefore, the virtual
dimenison is
(dimCE)(n− h) + (|x0| − n dimCE)−
d∑
j=1
|xj |+ dim(Rd+1,h)(2.59)
=− h(dimCE) + |x0| −
d∑
j=1
|xj |+ 2h+ (d− 2)
Since dimCE = 2, the virtual dimension is given by
|x0| −
d∑
j=1
|xj |+ (d− 2)(2.60)
which coincides with the virtual dimension of the solutions to (2.56), as expected.
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2.2.8. Homotopy classes of maps. Let B(S) be the real blow-up of S at the boundary punctures.
In other words, we replace the punctures of S by closed intervals, which can be identified with
{j(±∞, t)|t ∈ [0, 1]}. For u ∈ Rd+1,h(x0;xd, . . . , x1), we define G(u) := (Symn(piE) ◦ piHC ◦ u, idS) :
S → Symn(H◦)× S, which can be extended continuously to
G(u) : B(S)→ Symn(H◦)×B(S)(2.61)
by sending j(±∞, t) to (Symn(piE) ◦ piHC ◦ xj(t), j(±∞, t)) for all j. Note that, G(u)(∂B(S)) lies
inside
∂x0,;xd,...,x1 := (∪j Sym(ULj )× ∂jS) ∪ (∪j{(Symn(piE) ◦ piHC ◦ xj(t), j(±∞, t))|t ∈ [0, 1]})(2.62)
⊂ Symn(H◦)×B(S)(2.63)
In particular, G(u) descends to a class in the space Map(x0;xd, . . . , x1) of homotopy class of maps
from (B(S), ∂B(S)) to (Symn(H◦)×B(S), ∂x0;xd,...,x1). In other words,
G(u) ∈ Map(x0;xd, . . . , x1) := [(B(S), ∂B(S)), (Symn(H◦)×B(S), ∂x0;xd,...,x1))](2.64)
By (2.22), (2.41) and Lemma 2.2, (∆H◦ ×B(S))∩ ∂x0;xd,...,x1 = ∅ so we have an intersection pairing
(with respect to the obvious orientations)
·[(∆H◦ ×B(S))] : Map(x0;xd, . . . , x1)→ Z.(2.65)
Lemma 2.18. Given x0, . . . , xd, there is Ix0;xd,...,x1 ∈ Z such that for every u ∈ Rd+1,h(x0;xd, . . . , x1),
we have
(2.66) [G(u)] · [(∆H◦ ×B(S))] = Ix0;xd,...,x1
Moreover, Ix0;xd,...,x1 is independent of h.
Proof. Since Sym(ULj ) is a contractible open set, we have Map(x0;xd, . . . , x1) = pi2(C
n+1, S1) =
pi1(S
1) = Z. In this case, the intersection pairing is a multiple of the winding number along the
boundary and the winding number of [G(u)] is 1, by definition. 
Lemma 2.19 (Positivity of intersection). If u ∈ Rd+1,h(x0;xd, . . . , x1), then
(2.67) [G(u)] · [(∆H◦ ×B(S))] ≥ h
and equality holds if and only if the image of u is disjoint from Dr.
Proof. Let u := Symn(piE) ◦ piHC ◦ u : S → Symn(H◦). There are two kinds of intersections between u
and ∆H◦ , namely, at or away from mk(S). If z ∈ mk(S), then (2.54), (2.55) and (2.56) imply that u
is (jSymn(H◦), jS)-holomorphic near z. It implies that the contribution of the algebraic intersection at
z is mult(z) and z is the only intersection with ∆H◦ in a small neighborhood of z. Summing over all
z ∈ mk(S), the contribution to the algebraic intersection is h.
We need to show that the contribution from other intersections with ∆H◦ is positive. Let z0 ∈
S \mk(S) be such that u(z0) ∈ ∆H◦ . Let B(z0) ⊂ S be a small disc centred at z0. By Lemma 2.2, we
must have u(z0) ∈ Dr. To show that the contribution at u(z0) is positive, it suffices to show that the
algebraic intersection number between u(B(z0)) and Dr at u(z0) is positive. This is in turn achieved
by Gromov’s graph trick, and the fact that our choice of XK is tangential to Dr at u(z0).
We give a detailed explanation of the last sentence. By the definitions (2.26) and (2.29), near Dr,
we have Jz0 = (J
′)[n] and K(w) = (pi∗EH
w)[n] for some Hw ∈ HAS(w)(H◦) for w ∈ TB(z0). It means
that, by (2.10) and by shrinking B(z0) if necessary, we have
(2.68) (XK(η))τ ∈ TτDr
for all η ∈ TB(z0) and τ ∈ Dr, where TτDr is understood to be the tangent space of the smallest
strata of Dr that contains τ .
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We consider the graph trick. Let F = (u, id) : B(z0) → Confn(E) × B(z0). Let JF be the almost
complex structure of Confn(E)×B(z0) characterised by
JF |Confn(E)×{z} = Jz
dpiB(z0) ◦ JF = jS ◦ dpiB(z0)
JF (∂s +XK(∂s)) = ∂t +XK(∂t)
(2.69)
where piB(z0) : Conf
n(E)×B(z0)→ B(z0) is the projection. In holomorphic coordinates (s, t), we have
(DF + JF ◦DF ◦ jS)(∂s)(2.70)
=Du(∂s) + ∂s + JF (Du(∂t)−XK(∂t)) + JF (∂t +XK(∂t))(2.71)
=Du(∂s) + ∂s − (Du(∂s)−XK(∂s))− (∂s +XK(∂s)) = 0(2.72)
where the last line uses (Du−XK)0,1 = 0. Similarly, we also have (DF + JF ◦DF ◦ jS)(∂t) = 0 and
hence (DF )0,1 = 0 and F is (JF , jS)-holomorphic.
Notice that all strata of D◦r ×B(z0) are JF -holomorphic due to (2.68), (2.69) and the fact that ∆H◦
is a Jz-holomorphic subvariety. As a result, the intersection F (z0) between F (B(z0)) and D
◦
r ×B(z0)
is positive. This completes the proof. 
Corollary 2.20. If u ∈ Rd+1,h(x0;xd, . . . , x1) and Ix0;xd,...,x1 = h, then Im(u) ∩Dr = ∅.
Corollary 2.21. If Ix = 0, then R0+1,h(x) = ∅ for all h ≥ 1.
Lemma 2.22. For every L ∈ Lcyl,n, there is a perturbation pair (AL, HL) for (L,L) such that Ix = 0
for all x ∈ X (HL, L, L).
Proof. One can choose (AL, HL) such that there exists a total ordering with respect to intersection, in
the following sense: one can order the tuple L = {L1, . . . , Ln} such that, if the Lagrangians are moved
by the positive isotopy to {L+1 , . . . , L+n }, then Li∩L+j 6= ∅ only if i ≥ j. In that case, the only possible
chords are tuples with xi ∈ Li ∩ L+i for each i, which then ensures that Symn(piE)(piHC(x(t))) ∈
Sym(UL) for all t. The result follows, because the boundary conditions also project to Sym(UL),
which is contractible. 
2.2.9. Energy. The product symplectic form on Confn(E) cannot be smoothly extended to Hilbn(E),
and nor can the induced metric. Therefore, we will define energy and discuss compactness with the
help of the corresponding maps v : Σ→ E obtained from Lemma 2.15.
By (2.54) and (2.55), there exists a compact subset C of Confn(E) \D◦r and
a smooth family J ′ = (J ′z)z∈S , J
′
z ∈ J (E), and(2.73)
K ′ ∈ Ω1(S,C∞(E)),K ′(w) ∈ HAS(w)(E) for all w ∈ TS(2.74)
such that outside C, we have (cf. Remark 2.16)
(J ′z)
[n] = Jz for all z ∈ S, and(2.75)
K ′(w)[n] = K(w) for all w ∈ TS(2.76)
Let u be a solution of (2.56) and v be the map obtained by Lemma 2.15. Let U ⊂ Confn(E) be a
relatively compact open neighborhood of C, and define
Sin := u−1(U) Sout := u−1(Hilbn(E) \ U)(2.77)
where U is the closure of U . By adjusting U , we assume that u(S) is transversal to ∂U so that
u−1(∂U) ⊂ S is a smooth manifold with boundary. Note that, by definition, mk(S) ⊂ Sout and Sin
contains small neighborhoods of the punctures. We also define Σin = pi−1Σ (S
in) and Σout = pi−1Σ (S
out).
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Definition 2.23 (Energy). The energy of u is defined to be
E(u) :=
1
2
∫
Sin
‖Du−XK‖2gdvol +
1
2
∫
Σout
‖Dv −Xpi∗ΣK′‖2g′dvol(2.78)
where g is the metric induced by J and ωConfn(E) and g
′ is the metric induced by J ′ and ωE.
The energy is defined this way, instead of as 12
∫
S ‖Du−XK‖2gdvol, because u∗XK is not defined at
u−1(DHC) ⊂ mk(S), so it is not a priori clear that the latter expression is related to the action of the
asymptotes of u. However, we show the following (see also (2.81)).
Lemma 2.24. The energy E(u) is independent of the choice of U .
Proof. It suffices to show that for every open subset G ⊂ S \mk(S) such that u(G) ∩C = ∅, we have∫
G
‖Du−XK‖2gdvol =
∫
pi−1Σ (G)
‖Dv −Xpi∗ΣK′‖2g′dvol(2.79)
This is in turn clear because by (2.75) and (2.76), both J and XK split as products. Since ωConfn(E)
is also a product, the metric g is the product metric.
More precisely, let G ⊂ S \ mk(S) be a small open set such that u(G) ∩ C = ∅ and pi−1Σ (G) is a
disjoint union of open sets G1, . . . , Gn ⊂ Σ. For z ∈ G and zj := Gj ∩pi−1Σ (z) for j = 1, . . . , n, we have
canonical identifications
TzG ' TzjGj Tu(z) Confn(E) ' ⊕nj=1Tv(zj)E(2.80)
By (2.75) and (2.76), both Jz and XK (and ωConfn(E)) respect this product decomposition and every
summand is given by J ′z and XpiΣ∗K′ , respectively. Therefore, (2.79) is true for G. Now, the result
follows by summing over these small open subsets G ⊂ S \mk(S). 
By taking a sequence of larger and larger U and applying Lemma 2.24, we have
E(u) =
1
2
∫
S\mk(S)
‖Du−XK‖2gdvol.(2.81)
Our next task is to derive a uniform upper bound for E(u) that depends only on (AS , J,K) and
the Lagrangian boundary condition.
Consider again the graph construction. Let vˆ := (v, id) : Σ → E × Σ and define on E × Σ the
following 2-forms:
ωgeompi∗ΣK′
:=ωE + ωE(Xpi∗ΣK′(∂s), ·) ∧ ds+ ωE(Xpi∗ΣK′(∂t), ·) ∧ dt(2.82)
− ωE(Xpi∗ΣK′(∂s), Xpi∗ΣK′(∂t))ds ∧ dt
ωtoppi∗ΣK′
:=ωE − d(pi∗ΣK ′(∂s)ds)− d(pi∗ΣK ′(∂t)dt) = ωgeompi∗ΣK′ +Rpi∗ΣK′(2.83)
where Rpi∗ΣK′ is the curvature defined by
Rpi∗ΣK′ := (∂tpi
∗
ΣK
′(∂s)− ∂spi∗ΣK ′(∂t) + {pi∗ΣK ′(∂s), pi∗ΣK ′(∂t)})ds ∧ dt ∈ Ω2(Σ, C∞(E))(2.84)
It is clear that (cf. Remark 2.16)
(Dv|Σout −Xpi∗ΣK′ |Σout)0,1 = 0(2.85)
so, by tameness of J ′, we have
1
2
∫
Σout
‖Dv −Xpi∗ΣK′‖2g′dvol =
∫
Σout
vˆ∗ωgeompi∗ΣK′(2.86)
Lemma 2.25. There is a constant T > 0 such that for any choice of solution u of (2.56) (and hence
the corresponding v) and U , we have | ∫Σout vˆ∗Rpi∗ΣK′ | < T .
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Proof. By (2.13), there exists K ′′ ∈ Ω1(S,C∞(H◦)) such that K ′ = pi∗EK ′′ and K ′′(w) ∈ HAS(w)(H◦)
for all w ∈ TS. Recall also that K ′′ = 0 near mk(S). It implies that
Rpi∗ΣK′′ = pi
∗
ΣRK′′ and Rpi∗ΣK′ = pi
∗
ERpi∗ΣK′′(2.87)
where R− is the corresponding curvature defined by − using (2.84).
Note that by (2.38) and (2.55), K ′′ converges exponentially fast in any Cr topology with respect
to s over strip-like ends of S so there is a constant T ′ > 0 such that for every j and any section
f : S → H◦×S, we have | ∫Im(j) f∗RK′′ | < T ′. Moreover, (2.12), (2.38) and the flatness of AS implies
that RK′′ takes values in functions of H◦ that are supported in a compact subset of H◦. Therefore, by
(2.87), Rpi∗ΣK′ takes values in functions of E that are uniformly bounded (the bound only depends on
K ′′ but not u), and there is a constant T ′′ > 0 such that for every j and any section f : Σ→ E × Σ,
we have | ∫piΣ−1 (Im(j)) f∗Rpi∗ΣK′ | < T ′′.
Let Σe ⊂ Σ be the closure of the complement of the strip-like ends. The discussion in the previous
paragraph implies that | ∫Σout vˆ∗Rpi∗ΣK′ | is bounded above by (d+ 1)T ′′ plus the integral of a bounded
function over Σe, where the bound on that function depends only on K ′′. The result follows. 
Similarly, Let uˆ := (u, id) : S → Confn(E)× S and define on Confn(E)× S the following 2-forms
ωgeomK :=ωConfn(E) + ωConfn(E)(XK(∂s), ·) ∧ ds+ ωConfn(E)(XK(∂t), ·) ∧ dt(2.88)
− ωConfn(E)(XK(∂s), XK(∂t))ds ∧ dtin
ωtopK :=ωConfn(E) − d(K(∂s)ds)− d(K(∂t)dt) = ωgeomK +RK(2.89)
where RK ∈ Ω2(S,C∞(Confn(E))) is the curvature of K. We have
1
2
∫
Sin
‖Du−XK‖2gdvol =
∫
Sin
uˆ∗ωgeomK(2.90)
We have the parallel lemma.
Lemma 2.26. There is a constant T > 0 such that for any choice of solution u of (2.56) and U , we
have | ∫Sin uˆ∗RK | < T .
Proof. As before, there exists T ′ > 0 such that for every section S → Confn(E) × S and every j, we
have | ∫Im(j) f∗RK | < T ′. Ouside U , RK takes values in bounded functions on Hilbn(E) \ U with
bound determined by K ′. Since U is relatively compact, there is also a bound for the function-values
of RK inside U that is independent of u. Over all, if we let S
e be the closure of the complement of
strip-like ends in S, then | ∫Sin uˆ∗RK | is bounded above by (d+ 1)T ′ plus an integration of a bounded
function over Se, so the result follows. 
The primitive one form θE for ωE induces a primitive one form θConfn(E) for ωConfn(E). It is clear
that
θtoppi∗ΣK′
:= θE − pi∗ΣK ′ and θtopK := θConfn(E) −K(2.91)
are primitives of ωtoppi∗ΣK′
and ωtopK , respectively.
Lemma 2.27. We have ∫
Σout
vˆ∗ωtoppi∗ΣK′ +
∫
Sin
uˆ∗ωtopK =
∫
∂S
uˆ∗θtopK(2.92)
so there is a constant T > 0 such that for all u satisfying (2.56), we have E(u) < T .
Proof. Apply Stoke’s theorem to the terms on the left hand side of (2.92). Note that,∫
pi−1Σ (u−1(∂U))
vˆ∗θtoppi∗ΣK′ +
∫
u−1(∂U)
uˆ∗θtopK = 0(2.93)
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because the Floer data splits into a product outside U and the orientation of the curves in the two
summands are opposite to one other. Similarly,∫
pi−1Σ (∂Sout\u−1(∂U))
vˆ∗θtoppi∗ΣK′ =
∫
∂Sout\u−1(∂U)
uˆ∗θtopK .(2.94)
Therefore, we get (2.92).
Moreover, there is a constant T ′ > 0 (independent of u) such that
∫
∂S uˆ
∗θtopK < T
′ (see [40, Lemma
4.8]) so the result follows from Lemma 2.25 and 2.26, and the equalities (2.83), (2.86), (2.89), (2.90)
and (2.92). 
Finally, we address the L2-norm of v when the domain is not restricted to Σout.
Lemma 2.28. For every relatively compact open subset CΣ ⊂ Σ, there is a constant TCΣ > 0 such
that for all v arising from applying Lemma 2.15 to u satisfying (2.56), we have
1
2
∫
CΣ
‖Dv −Xpi∗ΣK′‖2g′dvol < TCΣ .(2.95)
Proof. Let G ⊂ S be a relatively compact open subset such that CΣ ⊂ pi−1Σ (G). Since Jz = (J ′z)[n] and
XK = X(K′)[n] outside a compact subset of Conf
n(E) \D◦r , there is a constant TG > 0 (independent
of u) such that ∫
pi−1Σ (G)
‖Dv −Xpi∗ΣK′‖2g′dvol < TG
∫
G
‖Du−XK‖gdvol.(2.96)
The right hand sided is in turn bounded above by a constant independent of u, by Lemma 2.27. 
Remark 2.29. The term 12
∫
Σ ‖Dv−Xpi∗ΣK′‖2g′dvol may be infinite, because XK 6= X(K′)[n] everywhere,
so the symmetric product of the asymptotes of v corresponding to a fixed puncture of S is not necessarily
a XK-Hamiltonian chord. This implies that the integral over the strip-like ends might diverge.
2.2.10. Compactness. Let x0, . . . , xd be as before. We next discuss compactness of the solution spaces
Rd+1,h(x0;xd, . . . , x1).
Lemma 2.30. Fix S ∈ Rd+1,h. Let uk : Sk → Hilbn(E) be a sequence in Rd+1,h(x0;xd, . . . , x1) such
that Sk converges to S ∈ Rd+1,h. If there exists zk ∈ Sk \ ν(mk(Sk)) such that ‖Duk(zk)−XK(zk)‖g
diverges to infinity, then for any compact subset CS in the universal family over Rd+1,h and N > 0,
there exists k > N such that zk /∈ CS.
Proof. For simplicity, we assume Sk = S for all k; the reasoning below adapts directly to the general
case. Suppose the lemma were false, then there is a subsequence of zk which converges to z∞ ∈ S.
First assume that z∞ is an interior point of S. Let B ⊂ S be a small ball centered at z∞ and
conformally identify B with a 3-ball in C centered at the origin. Under this identification, we can
assume that for all k, zk lies in the -ball centered at z∞.
We apply the rescaling trick to the -ball Bk centered at zk. The outcome is a sequence of maps
uk ◦ φk : rkBk → Confn(E), for appropriate rk > 1 and φk, such that there exists T > 0 with
suprkBk ‖D(uk ◦φk)‖ < T for all k. Since pi−1Σ (B) is a disjoint union of n discs in Σ, the uk ◦φk induce
corresponding maps Vk,j : rkBk → E for j = 1, . . . , n as in Lemma 2.15. By the same reasoning in
Lemma 2.28, we know that there exists T ′ > 0 such that suprkBk ‖DVk,j‖g′ < T ′ for all k.
Since the metric on E extends to a metric on Ee and Vk,j ∈W 1,p (for p > 2) with uniformly bounded
W 1,p-norm, by applying compactness of W 1,p in C0 to Vk,j for each j in turn, we get a subsequence
which converges uniformly to continuous functions V∞,j : C→ Ee for all j = 1, . . . , n. Moreover, V∞,j
satisfies the (jC, J
′
z∞)-holomorphic equation for all j, because of the stipulation that Jz = (J
′
z)
[n] for all
z. Elliptic bootstrapping shows that V∞,j is smooth. Moreover, since ‖Duk(zk)−XK(zk)‖g diverges
to infinity, at least one of V∞,j is not a constant map. By Lemma 2.28, DV∞,j has finite L2-norm so
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we can apply removal of singularities to conclude that every V∞,j extends to a J ′z∞-holomorphic map
CP1 → Ee (and at least one of them is not a constant).
By assumption (2.11), every non-constant J ′z∞-holomorphic map CP
1 → Ee has stricly positive
algebraic intersection with DE , which in turn implies that this is true for vk for large k (because all
other sphere bubbles, if any, also contribute positively to the algebraic intersection). However, Im(vk)
is contained in E, giving a contradiction.
Now, if instead z∞ ∈ ∂S, then we can apply the same rescaling trick and the outcome is a J ′z∞-
holomorphic disc with appropriate Lagrangian boundary for each j, and at least one of them is non-
constant. By exactness of the Lagrangian boundary, the J ′z∞-holomorphic disc has strictly positive
algebraic intersection with DE , which in turn implies that that is true for vk for large k, yielding the
same contradiction. 
Next, we consider the case that we have a uniform bound on supSk\ν(mk(Sk)) ‖Duk(zk)−XK(zk)‖g.
Proposition 2.31. Fix S ∈ Rd+1,h. Let uk : Sk → Hilbn(E) be a sequence in Rd+1,h(x0;xd, . . . , x1)
such that Sk converges to S ∈ Rd+1,h. We assume that h = Ix0;xd,...,x1. If there exists T > 0 such that
sup
Sk\ν(mk(Sk))
‖Duk(zk)−XK(zk)‖g < T(2.97)
for all k, then there exists u∞ ∈ Rd+1,h(x0;xd, . . . , x1) such that a subsequence of uk converges (uni-
formly on compact subsets) to u∞.
Proof. Without loss of generality, assume Sk = S for all k. Let vk : Σk → E be the corresponding
maps. Since there are only finitely many n-fold lifts of S, by passing to a subsequence, we can assume
Σk = Σ for all k.
First, Lemma 2.28 and (2.97) implies that there is no energy concentration outside pi−1Σ (ν(mk(S))).
Since vk|pi−1Σ (ν(mk(S))) is (J
′
piΣ(z)
)z∈pi−1Σ (ν(mk(S)))-holomorphic, energy concentration inside pi
−1
Σ (ν(mk(S)))
would result in a non-constant map CP1 → Ee, which is impossible. Therefore, there exists T > 0
such that
sup
Σ
‖Dvk(zk)−Xpi∗ΣK(zk)‖g′ < T(2.98)
for all k.
In particular, for every relatively compact open subset G of S, we have vk|pi−1Σ (G) ∈W
1,p for p > 2.
Therefore, vk|pi−1Σ (G) converges uniformly to a continuous function v∞ : pi
−1
Σ (G)→ Ee.
There exists a compact set CE of E such that outside CE , vk|pi−1Σ (G) satisfies (2.85) (cf. Remark
2.16). Therefore, so does v∞, and elliptic bootstrapping implies that v∞ is smooth outside CE and
satisfies (2.85). Let u′∞ : G→ Symn(Ee) be the corresponding continuous map induced from v∞. We
can apply elliptic bootstrapping away from ∆Ee so u
′∞ is actually smooth away from ∆Ee , so v∞ is
smooth everywhere.
We will prove that
Im(v∞) ∩DE = ∅(2.99)
Im(v∞) ∩ pi−1E (∂H) = ∅(2.100)
(u′∞)
−1(∆Ee) = G ∩ ν(mk(S)).(2.101)
Given these, u′∞ uniquely lifts to a map u∞ : G → Hilbn(E) such that u−1∞ (DHC) ⊂ G ∩ ν(mk(S)).
Note that this will be true for for every relatively compact open subset G of S.
On the other hand, we will also prove that, by possibly passing to a subsequence,
there is a compact subset C of Confn(E) such that uk(Im(j)) ⊂ C for all k and j(2.102)
so we can apply compactness of uk over strip-like ends inside C. Combining all this information,
and by a diagonal subsequence argument, we obtain u∞ ∈ Rd+1,h(x0;xd, . . . , x1) such that uk has a
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subsequence that is uniformly converging to u∞ over S \ ν(mk(S)). Note that we cannot guarantee
the convergence is also uniform over ν(mk(S)), because u∞ is lifted from u′∞.
However, we can argue as follows. If there is a subsequence of uk which converges uniformly over
ν(mk(S)), then it converges pointwise to u∞ over ν(mk(S)) \mk(S). By continuity, the limit must be
u∞ and we are done. If there is no such subsequence, then for all T > 0 and N > 0, there exists k > N
such that supν(mk(S)) ‖Duk‖g′′ > T , where g′′ is the induced metric from a choice of a symplectic form
on Hilbn(E) that tames J
[n]
E . In this case, bubbling occurs and results in a J
[n]
E -holomorphic sphere
mapping to Hilbn(E). However, every J
[n]
E -holomorphic sphere intersect Dr strictly positively (see
Lemma 2.5) so Im(uk) ∩Dr 6= ∅ for large k. This contradicts our assumption that h = Ix0;xd,...,x1 , by
Corollary 2.20. 
Now, we need to justify the claims in the previous proof.
Lemma 2.32. (2.99) is true.
Proof. Suppose not, then there exists z0 ∈ pi−1Σ (G) such that v∞(z0) ∈ DE .
First, if piEe ◦ v∞(z0) ∈ CH, then v∞ is J ′-holomorphic near z0 so it has stricly positive algebraic
intersection with DE . Contradiction.
If piEe ◦v∞(z0) /∈ CH, then (2.85) implies that v∞ satisfies a perturbed pseudo-holomorphic equation
near z0 with perturbation term having values in Hamiltonian vector fields tangent to DE (see (2.16)).
It means that the intersection also contributes stricly positively to the algebraic intersection by the
graph trick (cf. the proof of Lemma 2.19). Contradiction. 
The following is a modification of the corresponding result of Seidel in [40, Lemma 4.9].
Proposition 2.33. (2.100) is true.
Proof. We can make (2.85) more akin to the situation in [40], namely, if we define AΣ = pi
∗
ΣAS ,
KΣ = pi
∗
ΣK
′ and (JΣ)z = J ′piΣ(z) for z ∈ Σ, then outside a compact set of E, (2.85) becomes
(2.103) (Dvk −XKΣ)0,1 = 0 with respect to ((JΣ)z)u(z).
Note also that our choice of Floer data (AS ,K, J) (see (2.25) and (2.36)) and the induced Floer data
(AΣ,KΣ, JΣ) guarantee that over each strip-like end, we have
g−1AΣ(λLj,bi ) = g
−1
Aj
(λLj,bi ) < λLj−1,ai(2.104)
for all ai and bi and all j = 1, . . . , d. For j = 0, we have
g−1AΣ(λLd,bi ) = g
−1
A0
(λLd,bi ) < λL0,ai(2.105)
for all ai and bi,
In [40, Lemma 4.9], Seidel shows that if Im(v∞) ∩ pi−1E (∂H) 6= ∅, then v∞ lies entirely in pi−1E (∂H).
In the case at hand, that violates the choice of AΣ and the Lagrangian boundary conditions (2.104)
and (2.105). 
Lemma 2.34. (2.101) is true.
Proof. Suppose not. Then there is a point z0 ∈ G \ mk(S) such that u′∞(z0) ∈ ∆E (here, we have
applied Lemma 2.32 and Proposition 2.33 to replace ∆Ee by ∆E).
Then, by the same reasoning as in Lemma 2.19, Symn(piE) ◦ u′∞(G) and ∆H intersect positively at
z0. It violates the assumption that h = Ix0;xd,...,x1 . 
Lemma 2.35. (2.102) is true.
Proof. Suppose not, then there exists j ∈ {0, . . . , d} and a sequence zk = j(sk, tk) such that uk(zk)
goes to the infinite end of Confn(E). Moreover, we know that tk has a subsequence converging to
some t∞ ∈ [0, 1] and sk goes to infinity. Pick a small neighborhood D ⊂ C of (0, t∞) and consider the
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maps uˆk : D → Confn(E) given by uˆk(s, t) = uk(j(s+ sk, t)). Let vˆk,a : D → E be the corresponding
maps for a = 1, . . . , n.
Since there is no energy concentration, there is a subsequence of k such that for each a = 1, . . . , n,
vˆk,a converges uniformly to a continuous map vˆ∞,a : D → Ee; these in turn induce a continuous map
uˆ′∞ : D → Symn(Ee). By applying Lemma 2.32, 2.34 and Proposition 2.33, we get the corresponding
results (2.99), (2.100) and (2.101) for vˆ∞,a and uˆ′∞. This contradicts the assumption that uk(zk) goes
to infinity in Confn(E).

2.2.11. The definition. An object of FScyl,n(piE) is an element L ∈ Lcyl,n. Given two objects L0 =
{L0,k}nk=1 and L1 = {L1,k}nk=1, we choose a Floer chain datum (AL0,L1 , HL0,L1 , JL0,L1) under the
additional assumption that if L0 = L1, the perturbation pair chosen is given by Lemma 2.22. The
corresponding morphism space is
hom(L0, L1) := CF (L0, L1) = ⊕x∈X (HL0,L1 ,L0,L1)ox(2.106)
We equip the unique element S ∈ R1+1,0 with the (s-invariant) data (AL0,L1 , JL0,L1 , HL0,L1). Then
we pick a consistent choice of Floer data as follows:
(1) For every element ofRd+1,0 with Lagrangian labels being L0, . . . , Ld, we equip with it (AS , J,K)
satisfying (2.52), (2.54) and (2.55) such that (AS , J,K) varies smoothly and consistently with
respect to gluing (this is done inductively in d);
(2) Equip the element of R0+1,1 with Lagrangian label being L0 or L1 with (AS , J,K) satisfying
(2.52), (2.54) and (2.55);
(3) For every element ofRd+1,1 with Lagrangian labels being L0, . . . , Ld, we equip it with (AS , J,K)
satisfying (2.52), (2.54) and (2.55) such that (AS , J,K) varies smoothly and consistently with
respect to gluing;
(4) repeat the procedure with increasing h.
For a generic consistent choice of Floer data, all elements in Rd+1,h(x0;xd, . . . , x1) are regular.
The A∞ structure is now defined by
µd(xd, . . . , x1) =
∑
x0∈X (HL0,Ld ,L0,Ld)
(#Rd+1,Ix0;xd,...,x1 (x0;xd, . . . , x1))x0(2.107)
where, when h = 0 and d = 1, #Rd+1,h(x0;xd, . . . , x1) is understood as the signed count after dividing
out by the R-symmetry (and where we suppress the discussion of signs).
Lemma 2.36. The collection of maps {µd} satisfies the A∞ relation.
Proof. By Lemma 2.30 and Proposition 2.31, the relevant moduli spaces can be compactified by stable
broken maps. By Lemma 2.22 and exactness of the individual Lagrangians, every component of such
a stable broken map has at least two boundary punctures. The rest follows from a routine argument
together with the additivity property of Ix0;xd,...,x1 under gluing of maps. 
3. Properties of the cylindrical Fukaya-Seidel category
At this point, given a four-dimensional exact Lefschetz fibration piE : E → H, we have constructed
for each n ≥ 1 an A∞ category FScyl,n(piE) which captures certain Floer-theoretic computations in the
Hilbert scheme of E, or rather its affine subset YE . Unsurprisingly, the resulting A∞ category satisfies
typical properties of Fukaya-type categories, with proofs which are minor modifications of those which
pertain in more familiar settings. This short section briefly elaborates upon some of these; to keep the
exposition of manageable length, the proofs are only sketched.
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3.1. Unitality and Hamiltonian invariance.
Lemma 3.1 (Cohomological unit). FScyl,n(piE) is cohomologically unital.
Sketch of proof. To give a cochain representative of the cohomological unit of HF (L,L), we need to
consider S ∈ R0+1,0. We put the Floer cochain datum (AL,L, HL,L, JL,L) on the outgoing strip-like
end and stablize the disc S by picking (AS ,K, J) satisfying (2.52), (2.54) and (2.55). The Lagrangian
boundary condition is a moving one from φHL,L(Sym(L)) to Sym(L).
We then form the moduli space of maps u : S → Hilbn(E) \ (Dr ∪DHC) such that u is asymptotic
to x0 ∈ X (HL,L, L, L) near the strip-like end. The signed rigid count of this moduli gives a cochain
level representative of the cohomological unit.
Note that we only need to consider R0+1,h for h = 0 because, by Lemma 2.22, the corresponding
moduli space for h > 0 is necessarily empty. 
Lemma 3.2 (Hamiltonian invariance). If L0, L1 ∈ Lcyl,n can be connected by a smooth family of
elements (Lt)t∈[0,1] in Lcyl,n, then L0 is quasi-isomorphic to L1 in FScyl,n(piE).
Sketch of proof. Without loss of generality, we can assume that L1 is C
1-close to L0. In particular,
we can assume that piE(L0,i) ∩ piE(L1,j) = ∅ if j 6= i.
Pick a Floer cochain datum (AL0,L1 , HL0,L1 , JL0,L1) for (L0, L1). For each integer h ≥ 0 and
S ∈ R0+1,h, we equip S with the moving Lagrangian boundary label Lt on ∂S. Then, we pick
(AS ,K, J) such that (2.52), (2.54) and (2.55) are satisfied and compatible with gluing with elements
in R1+1,k for all k. The rigid count of the corresponding solutions of (2.56) give us an element α in
CF 0(L0, L1).
We claim that α is a cocycle. Indeed, by the same argument as in Lemma 2.22, when the Floer
cochain datum is carefully chosen, the rigid count of solutions for h > 0 vanishes. In this case, α is a
sum of continuation elements αi ∈ CF 0(L0,i, L1,i).
Similarly, we can construct a cocycle β in CF 0(L1, L0). By gluing, one checks that µ
2(α, β) and
µ2(β, α) are cohomological units (for suitable choices of Floer cochain datum as above, these cohomo-
logical units agree with the classical units). 
3.2. Canonical embeddings. Let W be a contractible (hence connected) open subset of H such that
W ∩ ∂H equals (R,∞) or (−∞, R) for some R ∈ R(3.1)
Let W ◦ := W ∩H◦. We can define an A∞ full subcategory FScyl,nW (piE) of FScyl,n(piE) with objects
given by L = {L1, . . . , Ln} such that piE(Lj) ⊂W ◦ for all j.
The conditions that W is contractible and satisfies (3.1) imply that W c := Int(H \ W ) is also
contractible and satifies (3.1), where Int(−) stands for the interior.
Let K be an object of FScyl,kW c (piE). Each object L of FScyl,nW (piE) determine a object L unionsq K in
FScyl,n+k(piE) given by adding to L the Lagrangians in K.
Lemma 3.3. There is a cohomologically faithful A∞ functor unionsqK : FScyl,nW (piE) → FScyl,n+k(piE),
which on objects is given by sending L to L unionsqK.
Proof. By (3.1), W contains a neighborhood of [R,∞) or (−∞, R]. Therefore, we can choose the
Hamiltonian term in the Floer data such that each element in X (L0 unionsq K,L1 unionsq K) is a tuple given
by adjoining an element in X (L0, L1) with another element in X (K,K). It establishes a bijective
correspondence between the generators in CF (L0 unionsq K,L1 unionsq K) and CF (L0, L1) ⊗ CF (K,K). We
can arrange the Floer data such that CF 0(K,K) is rank one and hence generated by a chain level
representative e of the cohomological unit.
The A∞ functor unionsqK has first order term sending x ∈ CF (L0, L1) to the generator in CF (L0 unionsq
K,L1 unionsqK) corresponding to x⊗ e, and has no higher order terms an an A∞ functor. To check that
unionsqK is indeed an A∞ functor, it suffices to show that there is a bijective correspondence between the
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moduli governing the A∞ structures in FScyl,nW (piE) and the moduli governing the A∞ structures in
FScyl,n+k(piE) with all inputs being of the form x⊗ e.
By projecting to H◦ via piE and appealing to the open mapping theorem, we know that every
solution v : Σ → E contributing to the A∞ structure of FScyl,nW (piE) has image inside W . These
solutions persist when we consider the Floer theory in FScyl,n+k(piE). Moreover, the domain Σ and
the branched covering map piΣ determine a complex structure on the disc, and hence an element
S ∈ Rd+1. Adjoining these solutions u with the rigid map from S to E asymptotic to e at all
punctures, we get precisely all the solutions contributing to the moduli governing the A∞ structure of
FScyl,n+k(piE) with all inputs being of the form x⊗ e. This finishes the proof.

Corollary 3.4. If L0, L1, L2 form an exact triangle in FScyl,nW (piE), then L0unionsqK,L1unionsqK,L2unionsqK form
one in FScyl,n+k(piE).
Using Corollary 3.4, we can inductively construct a plethora of exact triangles. For example,
we will prove in Section 5.1 that our setup applies to the standard Lefschetz fibration piE on the
Am−1-Milnor fiber E. There are well-known exact triangles relating matching spheres and thimbles
in FScyl,1(piE) = FS(piE). We can obtain exact triangles in FScyl,n(piE) by adjoining matching
spheres/thimbles to the exact triangles in FScyl,1(piE) (see Figure 3.1).
x    x    x x    x    x x    x    x
 →  → 
x    x    x
 → [1]
x    x    x x    x    x x    x    x
 →  → 
x    x    x
 → [1]
Figure 3.1. The top row represents a well known exact triangle in FS(piE) when E
is the A2-Milnor fiber. The bottom row is exact in FScyl,2(piE) by Corollary 3.4.
3.3. Serre functor. An important observation due to Kontsevich and Seidel is that the global mon-
odromy τ induces the Serre functor on the Fukaya-Seidel cayegory up to degree shift [37, 36, 39]. In
our context, the global monodromy of piE induces an auto-equivalence of FScyl,n(E) for each n. By
formally the same argument:
Proposition 3.5. The global monodromy of piE induces the Serre functor on FScyl,n(E) up to a degree
shift by −2n.
x     x     x
L Lτ(L  )0 01 +
Figure 3.2
Sketch of proof. As a graded symplectomorphism, we require that τ acts as the identity on the trivi-
alization of the bicanonical bundle in a compact region containing the critical points. It means that
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for each compact exact graded Lagrangian L in E, τ(L) = L as graded objects. On the chain level,
there is a canonical isomorphism (see Figure 3.2)
CF i(L0, L1) ' (CF−i(L1, τ(L0)[−2]))∨ = (CF−i(τ−1(L1)[2], L0))∨(3.2)
given by sending an intersectin of L+0 ∩ L1 to the corresponding intersection point of τ(L0) ∩ L+1 but
viewing the latter as a generator in the dual group CF (L1, τ(L0)). Here, the superscript + means
positive isotopy near infinity. In particular, when L0 is compact, a generator x of CF
i(L0, L1) is
mapped to the linear dual of the corresponding generator x∨ ∈ CF 2−i(L1, L0) = CF−i(L1, L0[−2]) =
CF−i(L1, τ(L0)[−2]). The canonical isomorphism (3.2) lifts to the canonical isomorphism for Lagran-
gin tuples
CF i(L0, L1) ' (CF−i(L1, τ(L0)[−2n]))∨ = (CF−i(τ−1(L1)[2n], L0))∨(3.3)
Moreover, under the canonical isomorphism (3.3), there is a bijective correspondence between the
moduli computing higher A∞ operations
CF (Ld−1, Ld)× CF (Ld−2, Ld−1)× · · · × CF (L0, L1)→ CF (L0, Ld), and(3.4)
CF (τ−1(Ld)[2n], Ld−1)
∨ × CF (Ld−2, Ld−1)× · · · × CF (L0, L1)→ CF (τ−1(Ld)[2n], L0)∨(3.5)
where (3.5) is obtained by dualizing CF (τ−1(Ld)[2n], Ld−1) and CF (τ−1(Ld)[2n], L0) in the structural
map
CF (Ld−2, Ld−1)× · · · × CF (L0, L1)× CF (τ−1(Ld)[2n], L0)→ CF (τ−1(Ld)[2n], Ld−1)(3.6)
Together, these claims imply that CF (τ−1(L)[2n],−)∨ is an A∞ right module that is isomorphic to
CF (−, L). In other words, on the object level, the global monodromy τ [−2n] sends L to τ(L)[−2n],
whose Yoneda image is in turn isomorphic to CF (L,−)∨. This is the first piece of geometric informa-
tion that enters into Seidel’s argument. 
4. Comparing Fukaya-Seidel categories
In this section, we discuss the relation between FScyl,n(piE) and the Fukaya-Seidel category of the
Lefschetz fibration on Hilbn(E) \Dr induced by piE (we recall that this is a ‘weak’ Lefschetz fibration,
in the sense that it may have critical points at infinity, but it still has a Fukaya-Seidel category of
Lagrangians proper over the base, as constructed in [35]). This allows us to translate our subsequent
study of FScyl,n(piE) back to the usual Fukaya-Seidel category.
4.1. A directed subcategory. Let c1, . . . , cm be the set of critical values of piE . By applying a
compactly supported diffeomorphism of H◦, we can assume that ck := k+
√−1 ∈ H◦ for k = 1, . . . ,m.
For simplicity, we assume that there is exactly one critical point lying above a critical value. By possibly
applying a further compactly supported diffeomorphism of H◦, we can assume that the symplectic
parallel transport is well-defined everywhere in pi−1E ({z ∈ H◦|im(z) < 1}).
A matching path γ : [0, 1] → H◦ of piE : E → H◦ is a smooth path from ca to cb, for some
a, b ∈ {1, . . . ,m} with a 6= b, such that γ(t) is not a critical value of piE for all t 6= 0, 1, and such that
the vanishing cycles from the critical points lying above ca to cb match up under symplectic parallel
transport along γ to give a Lagrangian matching sphere Lγ in E. A thimble path γ : [0, 1] → H of
piE : E → H◦ is a smooth path from ca, for some a ∈ {1, . . . ,m}, to a point on the real line such that
γ(t) ∈ H◦ \ {cb|b = 1, . . . ,m} for t 6= 0, 1, and the symplectic parallel transport of the vanishing cycle
from ca gives a Lagrangian disc (thimble) Lγ in E.
For an n-tuple Γ = {γ1, . . . , γn} of pairwise disjoint embedded curves in H◦ such that each curve is
either a matching path or a thimble path of piE : E → H◦, we can define the corresponding n-tuple of
Lagrangians
LΓ := {Lγ1 , . . . , Lγn} ∈ Lcyl,n(4.1)
In this case, we call Γ an admissible tuple.
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For r ∈ R and k ∈ {1, . . . ,m}, let lr,k be the straight line joining r and ck. Every lr,k is a thimble
path.
x    x    x    x
Figure 4.1. The case when s = 4 and n = 2
Let I be the set of cardinality n subsets of {1, . . . ,m}. We define a partial ordering on I, called
the Bruhat order, as follows: For I0, I1 ∈ I, I0 ≤ I1 if and only if there is a bijection f : I0 → I1 such
that x ≤ f(x) for all x ∈ I0. Strict inequality I0 < I1 is defined by I0 ≤ I1 and I0 6= I1.
Let f : I → Iaff (see Section 2.2.6) be a function such that
f(I0) ∩ f(I1) = ∅ for all I0 6= I1 ∈ I(4.2)
f(I0) > f(I1) if I0 < I1(4.3)
length(f(I)) = m(4.4)
where length([a, b]) := b− a.
Given f and I = {i1 < · · · < in} ∈ I, we define
γI,k := lmin(f(I))+ik,ik(4.5)
so ΓI := {γI,k|k = 1, . . . , n} is a collection of parallel lines in H◦. For generic f , no three pairwise
distinct lines in ∪I∈IΓI intersect at the same point in {z ∈ H◦|im(z) < 1} (see Figure 4.1).
Let T I := LΓI ∈ Lcyl,n. For a generic perturbation of ωE inside a compact subset, which changes
the symplectic connection but keeps the symplectic Lefschetz fibration structure, we have
LγI,k t LγI′,k′ for all (I, k) 6= (I ′, k′).(4.6)
Moreover, by applying a compactly supported diffeomorphism of H◦ again, we can assume that there
exists 0 < η < 1 such that piE is symplectically locally trivial in pi
−1
E ({z ∈ H◦|im(z) < 1− η}) and for
any γI,k 6= γI′,k′ ∈ Γ, we have γI,k ∩ γI′,k′ ⊂ {z ∈ H◦|im(z) < 1 − η or im(z) = 1}. (Since we have
applied a compactly supported diffeomorphism of H◦, the symplectic form on the base becomes the
pullback of ωH◦ in place of ωH◦ , but this does not affect the current discussion.) We are interested in
the subcategory of FScyl,n(piE) that is (split-)generated by {T I |I ∈ I}.
Lemma 4.1. Let I0, I1 ∈ I. Then HF (T I0 , T I1) 6= 0 only if I0 < I1. Moreover, if I0 = I1, then
HF (T I0 , T I1) is generated by the identity element.
Proof. For the first statement, it suffices to note that if I0 ≮ I1 then we can find an isotopy of thimbles
T I0t ∈ Lcyl,n such that T I00 = T I0 , λT I01 > λT I1 and Sym(T
I0
1 ) ∩ Sym(T I1) = ∅ (see Figure 4.2). It
implies that CF (T I01 , T
I1) = HF (T I01 , T
I1) = 0, but by Lemma 3.2, T I01 is quasi-isomorphic to T
I0 as
objects in FScyl,n(piE), so the first statement follows.
For the second one, when I0 = I1 = I, we can find an isotopy of thimbles T
I
t ∈ Lcyl,n such that
T I0 = T
I , λT I1
> λT I and Sym(T
I
1) ∩ Sym(T I) is a singleton. By Lemma 3.2 again, it implies that
HF (T I , T I) has rank one, so is generated by the cohomological unit. 
Lemma 4.2. Let I0 < I1 < · · · < Id. For the pairs (T I0 , T Id), and (T Ij−1 , T Ij ) for j = 1, . . . , d, we
can choose Floer cochain data (A,H, J) such that A = 0 and H ≡ 0. Moreover, for x0 ∈ X (T I0 , T Id)
and xj ∈ X (T Ij−1 , T Ij ) for j = 1, . . . , d, we can also choose the Floer data (AS ,K, J) such that AS = 0
and K ≡ 0. Therefore, regularity of Rd+1,h(x0;xd, . . . , x1) can be achieved by generic J .
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x    x    x    x
Figure 4.2. Sym(T I01 ) ∩ Sym(T I1) = ∅
Proof. First note that, if i < j < k and x = {x1, . . . , xn} ∈ Sym(T Ii) ∩ Sym(T Ij ) ∩ Sym(T Ik), then
since there is no triple intersection in {z ∈ H◦|im(z) < 1}, it is necessary that for all t = 1, . . . , n,
piE(xt) = clt for some lt ∈ {1, . . . ,m}. This in turn implies that i = j = k, which is a contradiction.
Therefore, if i < j < k then Sym(T Ii) ∩ Sym(T Ij ) ∩ Sym(T Ik) = ∅.
When there is no Hamiltonian perturbation, the regularity of u ∈ Rd+1,h(x0;xd, . . . , x1) is equivalent
to the regularity of the corresponding map v : Σ → E from Lemma 2.15, so it suffices to address the
regularity of v restricted to each connected component. By abuse of notation, we denote the resriction
to a connected component Σ0 of Σ by v.
There are two cases, namely whether or not piE ◦v is a constant map. If piE ◦v is not a constant, then
generic J can be used to achieve regularity. If piE ◦ v is a constant, then by the boundary conditions,
piΣ|Σ0 must have degree 1, so Σ0 must be a disc with d + 1 boundary punctures. We denote the
Lagrangian boundary label on ∂Σ0 by L0, . . . , Ld so that Lj ∈ T Ij for j = 0, . . . , d.
Now, suppose piE ◦ v is a constant map to a point in {z ∈ H◦|im(z) < 1− η}. Then we must have
d = 1 because no three pairwise distinct lines in Γ intersect at the same point in {z ∈ H◦|im(z) < 1}.
Moreover, by (4.3), we have λL0 > λL1 . If we view piE ◦ v as a holomorphic map with boundary on
piE(Lj), then λL0 > λL1 implies that the slope of piE(L0) is larger than that of piE(L1), and one can
check that the moduli of such maps has virtual dimension 0 and piE ◦ v is regular. The cokernel of the
Fredholm operator Dv of v sits inside a short exact sequence
coker(Dfiber)→ coker(Dv)→ coker(DpiE◦v)→ 0(4.7)
where DpiE◦v is the Fredholm operator for piE ◦ v and Dfiber is the Fredholm operator of v viewed as a
map to the fiber. By regularity of piE ◦ v, we have coker(DpiE◦v) = 0. On the other hand, coker(Dfiber)
can also be made 0 by a generic choice of J . This implies the regularity of v.
Finally, we need to consider the case that piE ◦ v is a constant map to a point ck for some k. In this
case, d is not necessarily 1 but, by (4.3), we still have
λL0 > · · · > λLd .(4.8)
We can assume that Li ∩ Lj = p for all i, j, where p is the critical point lying above ck. Let Bp be a
Darboux ball centered at p. We can assume that J is integrable near p so that Bp can be identified with
a ball in C2. Moreover, by (4.8), we can assume that TpLi∩TpBp are pairwise transversally intersecting
Lagrangian planes in TpBp with strictly decreasing Ka¨hler angles. The regularity of the constant map
to p can hence be studied locally as the constant map to the origin in C2 with Lagrangian boundary
conditions being a sequence of Lagrangian planes with strictly decreasing Ka¨hler angles. This problem
has virtual dimension the same as the dimension of Rd+1,0 and if we fix the conformal structure of
the domain, then it becomes virtual dimension 0 and the constant solution is regular. In our case, the
conformal structure of the domain S is fixed by the other connected components Σ1 of Σ and the map
piΣ|Σ1 : Σ1 → S. (Note that Σ1 6= ∅ as otherwise u is itself a constant map.)
This proves the regularity of all maps involved and hence finishes the proof. 
By Lemma 4.2, we can define the A∞ operations
CF (T Id−1 , T Id)× · · · × CF (T I0 , T I1)→ CF (T I0 , T Id)(4.9)
without introducing a Hamiltonian term K, whenever I0 < I1 < · · · < Id. In a standard way, we can
extend the A∞ operations by adding idempotents.
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Corollary 4.3. Let R = ⊕I∈IKeI and e2I = eI . We have a strictly unital A∞ algebra
R⊕ (⊕I0<I1CF (T I0 , T I1))(4.10)
with unit
∑
I∈I eI .
Proof. See [37, Section 7] for how the A∞ structure is defined after adjoining the strict units eI of the
idempotents.

Corollary 4.4. The A∞ algebra (4.10) is quasi-isomorphic to EndFScyl,n(⊕I∈IT I).
Proof. This follows from Lemmas 4.1 and 4.2, Corollary 4.3 and homological perturbation. 
4.2. Fukaya-Seidel embeds into cylindrical Fukaya-Seidel. In this section, we show that
piYE := pi
[n]
E |YE : YE := Hilbn(E) \Dr → C(4.11)
is a Lefschetz fibration, and identify the subcategory of the associated Fukaya-Seidel categoryDpiFS(piYE )
generated by thimbles with the category of perfect modules over the A∞-algebra (4.10).
Lemma 4.5. If f : C2 → C is a holomorphic map without critical points, then so is the induced map
f [n] : Hilbn(C2)→ C.
Proof. Without loss of generality, it suffices to show that f [n] is regular at a 0-dimensional length n
subscheme z supported at 0. We can also assume that f(x, y) = x.
Let zt be a family of 0-dimensional length n subschemes such that z0 = z and zt is a length n
subscheme supported at (t, 0). Then f [n](zt) = nt so f
[n] is regular at 0. 
Corollary 4.6. Every critical point of pi
[n]
E : Hilb
n(E) → H◦ has support lying inside the union of
critical points of piE.
Proof. If the support of z ∈ Hilbn(E) contains a point p that is not a critical point of piE , then we can
apply Lemma 4.5 locally near p to show that z is not a critical point of pi
[n]
E . 
If z is a critical point of pi
[n]
E , consider whether the support is a disjoint union of n points or not. We
consider the former case first. For I ∈ I, we use zI ∈ Confn(E) ⊂ Hilbn(E) to denote the subscheme
with support being the union of the critical points lying above {ci|i ∈ I}.
Lemma 4.7 (Proposition 2.1 and Lemma 2.2 of [5]). For each I ∈ I, the point zI is a Lefschetz
critical point of pi
[n]
E and Sym(T
I) is a Lefschetz thimble.
Proof. Since zI consists of pairwise distinct points, near zI , pi
[n]
E is locally given by (u1, v1, . . . , un, vn) 7→
u21 + v
2
1 + . . . u
2
n + v
2
n. Therefore, it admits a Lefschetz critical point at zI .
Since {piE(T I,k)}nk=1 are parallel lines, pi[n]E (Sym(T I)) is also a straight line so it is a Lefschetz
thimble. 
For the other case, we have a local lemma.
Lemma 4.8. Let pi : C2 → C be pi(u, v) = u2 + v2. For n ≥ 2 and z ∈ Hilbn(C2) supported at the
origin of C2, the length of the projection of z by pi is strictly less than n.
Proof. Let C = Spec(C[w]) and f : C[w]→ C[u, v] be the algebra homomorphism sending w to u2 +v2.
Let I be a length n ideal of C[u, v] supported at the origin, which corresponds to the point z in the
statement. We want to show that the ideal f−1(I) in C[w] has length strictly less than n.
Since dimC(C[u, v]/I) = n, we know that uavb ∈ I if a, b,≥ 0 and a+ b ≥ n. It means that when n
is even (resp. odd), we have (u2 + v2)
n
2 ∈ I (resp. (u2 + v2)n+12 ∈ I). Therefore, z n2 ∈ f−1(I) when n
is even (resp. z
n+1
2 ∈ f−1(I) when n is odd) which in turn implies that f−1(I) has length no greater
than n+12 .

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Corollary 4.9. The critical points of (4.11) are precisely {zI}I∈I and they are Lefschetz.
Proof. By Lemma 4.8, if the support of z has multiplicity 2 at some critical point of piE , then z ∈ Dr
which is not in YE = Hilbn(E) \Dr. The result then follows from Corollary 4.6 and Lemma 4.7. 
Remark 4.10. Even though (4.11) has only Lefschetz critical points, it is in general not symplectically
locally trivial near the horizontal boundary, because there are critical points of pi
[n]
E : Hilb
n(E) → C
lying in Dr (when n > 1 so Dr 6= ∅).
In light of Remark 4.10, we should clarify what we mean by FS(piY). Objects of the Fukaya-Seidel
category FS(piY) are restricted to be Lefschetz thimbles Sym(T I) for I ∈ I. As in Corollary (4.4) (see
[37, Section 7]), the endomorphism A∞ algebra of the direct sum of the objects is defined to be
R⊕ (⊕I0<I1CF (Sym(T I0), Sym(T I1)))(4.12)
where the Floer cochains are taken in Hilbn(E) \Dr and no Hamiltonian perturbation is put on the
Floer equations defining the A∞ structure. As in [37], this definition is quasi-isomorphic to the directed
subcategory of the vanishing cycles in the distinguished fiber.
Proposition 4.11. There is a quasi-isomorphism between (4.10) and (4.12). As a result, there is a
cohomologically full and faithful embedding DpiFS(piY)→ DpiFScyl,n(piE).
Proof. There is an obvious bijective correspondence of objects and generators between (4.10) and
(4.12). Note that all pseudo-holomorphic maps involved in defining the µd operations in (4.10) are
contained in Hilbn(E) \Dr.
For the definition of the µd operations in (4.12), we can use moduli of pseudo-holomorphic maps
with no Hamiltonian perturbation term as in (4.10) (see Lemma 4.2) but we need to use the domain
moduli Rd+1 instead of Rd+1,h. It means that we equip ∪dRd+1 with a consistent choice of domain-
dependent almost complex structures that are equal to J
[n]
E outside a compact subset of Hilb
n(E)\Dr
and generic inside the compact subset, and we count the the corresponding moduli of maps to define
µd operations in (4.12).
Given the difference of domain moduli for (4.12) and in (4.10), we cannot directly compare the µd
operations. The standard method to circumvent this is to use the ‘total Fukaya category’ trick from
[35, Section 10a].
Briefly, one can show that µd operations in (4.10) yield a category quasi-isomorphic to another
one in which the operations µ˜d are defined by the domain moduli ∪d,hRd+1,h but with the domain
dependent J chosen independent of the interior marked points, equal to J
[n]
E outside a compact subset
of Hilbn(E) \ Dr and generic inside a compact subset. With these data, µ˜d is defined by counting
the corresponding moduli of maps u with the additional condition that u(z) ∈ DHC if and only if
z ∈ mk(S). In this modification, the interior marked points are merely decorative, and one can
canonically identify the moduli spaces with the ones defining the µd operations in (4.12). 
It is natural to ask when the thimbles {T I}I∈I split-generate DpiFScyl,n(piE). We next show that
this holds when piE is the standard Lefschetz fibration on the type-A Milnor fibre.
5. Type A geometry
In this section, we apply the results in Sections 2–4 to the case in which E = Am−1 is a type A
Milnor fiber. When 2n ≤ m, the corresponding YE = Hilbn(E) \Dr is the generic fiber of the adjoint
quotient map restricted to a nilpotent (or Slodowy) slice associated to a nilpotent with two Jordan
blocks, as studied in [41, 29] in the context of symplectic Khovanov cohomology. The main result of
the section is that the embedding in Proposition 4.11 is essentially surjective in this case.
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5.1. Am−1 Milnor fibers. We recall the symplectic geometry of type A Milnor fibers, with an em-
phasis on verifying the assumptions made in the setup in Section 2. The following model is a slight
modification of the one in [17, Section 7]. Let m > 1 be an integer. Let
X := C× CP1 ×
m∏
i=1
CP1i(5.1)
with coordinates (x, [Y0 : Y1], [a1, b1], . . . , [am, bm]). Let M be the subvariety given by the equations
aiY0 = biY1(x− i) for i = 1, . . . ,m(5.2)
Let piM : M → C be the projection to the x coordinate. For x 6= 1, . . . ,m, the fiber at x is given by
Px := pi
−1
E (x) = {(x, [Y0 : Y1], [Y1(x− 1) : Y0], . . . , [Y1(x−m) : Y0])}(5.3)
which is a smooth rational curve. For x = i ∈ {1, . . . ,m},
Pi := pi
−1
E (i) ={(i, [Y0 : Y1], [Y1(i− 1) : Y0], . . . , [Y1(i−m) : Y0])|Y0 6= 0}(5.4)
∪ {(i, [0 : 1], [1 : 0], . . . , [ai : bi], . . . , [1 : 0])|[ai : bi] ∈ CP1i }(5.5)
is a union of two irreducible smooth rational curves. One can check that piM is a Lefschetz fibration.
Consider the following sections
D∞ :={(x, [1 : 0], [0 : 1], . . . , [0 : 1])|x ∈ C}(5.6)
D0 :={(x, [0 : 1], [1 : 0], . . . , [1 : 0])|x ∈ C}(5.7)
and define D := D0 ∪D∞.
Lemma 5.1 (cf. Lemma 7.1 of [17]). M \D is biholomorphic to {a2 + b2 + (c− 1) . . . (c−m) = 0}.
Proof. For a dense subset, the identification is given by
(a, b, c) 7→ (c, [a+√−1b : 1], [c− 1 : a+√−1b], . . . , [c−m : a+√−1b])(5.8)
We leave the rest to the reader. 
Lemma 5.2 (cf. Lemma 7.2 of [17]). Let ωX be a product symplectic form on X that tames the
complex structure. Then ωM := ωX |M is a symplectic form and Px is ωM -orthogonal to D for all x.
Proof. Both assertions are clear. For the second one, observe that TD and TPx lie in the first and
second factor of TC⊕ (T (CP1)m+1) = TX, respectively. 
Let ωX be the standard symplectic form on X and define ωM := ωX |M . For R > 0, let BR ⊂ C
be the open disc of radius R and MR = pi
−1
M (BR). Let piMR :
1
RpiM |MR : MR → B1 which is still a
holomorphic Lefschetz fibration, and a symplectic Lefschetz fibration with respect to ωMR := ωM |MR .
We equip the base unit disc B1 with the hyperbolic area form ωhyp.
Lemma 5.3. Let R > m. There exists a symplectic form ωR on MR and a compact subset CB ⊂ B1
such that
ωR tames the complex structure(5.9)
ωR is symplectically locally trivial in pi
−1
MR
(B1 \ CB)(5.10)
D ∩MR is ωR-symplectic-orthogonal to pi−1MR(x) for all x ∈ B1 \ CB(5.11)
Proof. For  > 0 small, we have a holomorphic embedding
Φ : (B1 \B1−)× CP1 →MR(5.12)
(x, [Y0 : Y1]) 7→ (Rx, [Y0 : Y1], [Y1(x− 1) : Y0], . . . , [Y1(x−m) : Y0])
which is compatible with the projection to B1 \B1−.
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Let g : (1− , 1]→ (1− , 1] be an increasing function such that there exists δ > 0 so that g(r) = r
for r near 1− , g is strictly increasing when r ∈ (1− , 1− δ), and g(r) = 1 for r ≥ 1− δ. It induces
a smooth map φg : MR →MR such that
φg(z) := z for z /∈ Im(Φ)(5.13)
φg(Φ(re
√−1θ, y)) := Φ(g(r)e
√−1θ, y), where (x, [Y0 : Y1]) = (re
√−1θ, y)(5.14)
Then φ∗gωMR is a closed 2-form, non-degenerate in pi
−1
MR
(B1−) and fiberwise symplectic.
A direct calculation show that there is A > 0 such that for all a > A, 1aφ
∗
gωMR + pi
∗
MR
ωhyp is a
symplectic form that satisfies all the conditions (5.9), (5.10) and (5.11) for CB := B1−δ. 
Now, we give a dictionary to the setup in Section 2.2.4. Let f : B1 → H be a hyperbolic isometry.
Let
Ee := MR piEe := f ◦
1
R
piM |MR DE := D ∩MR(5.15)
E := MR piE := f ◦ piMR ωE := ωR CH := f(CB)
It is straight forward to check that the assumptions made in Section 2.2.4 are satisfied. Most notably,
ωE tames the complex structure, piE |pi−1
E
(H◦\CH) is symplectically locally trivial and every holomorphic
map CP1 → Ee has positive algebraic intersection number with DE .
Remark 5.4. There is an additional feature in this setting that is not assumed in Section 2.2.4,
namely, for all x ∈ piE |pi−1
E
(H◦\CH), the complex structure at x respects the symplectic decomposition
TxE = T
v
xE ⊕ T hxE.
5.2. Nilpotent slices. Let m,n ∈ N such that 2n ≤ m. Let G = GLm(C) and g be its Lie algebra.
The adjoint quotient map χ : g → h/W = Symm(C) take an element A ∈ g to the coefficients of
its characteristic polynomial, i.e. the symmetric functions of the eigenvalues (with multiplicities) of
A. The set of regular values is given by Confm(C) ⊂ Symm(C) = Cm. Let Sn,m ⊂ g be the affine
subspace consisting of matrices
A =

a1 1 b1
a2 0 1 b2
. . . . . . . . .
an−1 1 bn−1
an 0 bn
0 d1 1
. . . d2 0 1
0 . . . . . .
c1 . . . . . .
. . . dm−n−1 1
cn dm−n 0

The affine subspace Sn,m is a nilpotent (Slodowy) slice of the nilpotent element of Jordan type (n,m−
n). The restriction χ|Sn,m : Sn,m → Symm(C) admits a simultaneous resolution by Grothendieck, and
χ|−1Sn,m(Confm(C))→ Confm(C) is a differentiable fiber bundle. For τ ∈ Confm(C), we define
Yn,τ := χ|−1Sn,m(τ)(5.16)
Example 5.5. When n = 1,
Y1,τ = {(b, c, z) ∈ C3|bc+ Pτ (z) = 0}(5.17)
where Pτ (t) is the degree m monic polynomial with roots given by elements in τ . Note that, if τ =
{1, . . . ,m}, then Y1,τ is biholomorphic to {a2 + b2 + (c− 1) . . . (c−m) = 0} (cf. Lemma 5.1).
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We denote the projection to the z co-ordinate by pi1,τ : Y1,τ → C.
Lemma 5.6 ([28]). When 2n ≤ m, there is a holomorphic open embedding j : Yn,τ → Hilbn(Y1,τ ).
The complement of the image is the relative Hilbert scheme of the projection pi1,τ , i.e. the subschemes
whose projection to Cz does not have length n.
Proof. Although Manolescu only considers the case m even, the same proof goes through in general.
More precisely, for A ∈ Sn,m, it is easy to check that
det(tI −A) = A(t)D(t)−B(t)C(t)(5.18)
where
A(t) = tn − a1tn−1 + · · ·+ (−1)nan,
B(t) = b1t
n−1 − b2tn−2 + · · ·+ (−1)n−1bn,
C(t) = c1t
n−1 − c2tn−2 + · · ·+ (−1)n−1cn,
D(t) = tm−n − d1tm−n−1 + · · ·+ (−1)m−ndm−n
Points in Yn,τ are identified with 4-tuples of polynomials (A(t), B(t), C(t), D(t)) in C[t] such that
A(t)D(t)−B(t)C(t) = Pτ (t). Points in Hilbn(Y1,τ ) are identified with ideals I in O := C[b, c, z]/(bc+
Pτ (z)) such that dimO/I = n. The holomorphic embedding j : Yn,τ → Hilbn(Y1,τ ) is given by
j(A(t), B(t), C(t), D(t)) = {Q(b, c, z) | A(t) divides Q(B(t), C(t), t)}(5.19)

Remark 5.7. Let 2n ≤ m. If we define Ym−n,τ to be the fiber at a generic point τ ∈ Confm(C) of
the nilpotent slice of a nilpotent element of Jordan block type (n,m − n), then Yn,τ = Ym−n,τ by the
symmetry of the partitions defining the Jordan blocks. Clearly, however, there is no open holomorphic
embedding from Ym−n,τ to Hilbm−n(Y1,τ ) for dimension reasons. Thus the hypothesis 2n ≤ m in
Lemma 5.6 is necessary.
Let τ = {1, . . . ,m} and identify Y1,τ and pi1,τ with M and piM from Section 5.1, respectively. By
the dictionary 5.15 and Lemma 5.6, we know that Yn,m := Hilbn(E) \ Dr is an open subset of Yn,τ
when 2n ≤ m. Moreover, Yn,m exhausts Yn,τ as R goes to infinity. 7
Lemma 5.8. When 2n ≤ m, the map pi[n]1,τ |j(Yn,τ ) is given by sending a matrix A ∈ Yn,τ to the top left
entry a1.
Proof. By [28, Remark 2.8], the composition
Yn,τ ↪→ Hilbn(Y1,τ ) piHC−−−→ Symn(Y1,τ ) Sym
n(piE)−−−−−−→ Symn(C)(5.20)
is given by the roots of A(t) (in the notation of the proof of Lemma 5.6). Therefore the map pi
[n]
1,τ ◦ j :
Yn,τ → C is the sum of the roots of A(t), which is a1.

5.3. Sliding invariance. If L0 and L1 are not connected by a path Lt ∈ Lcyl,n, then the quasi-
isomorphism types of L0 and L1 in FScyl,n(piE) are in general different. However, we present three
special cases where the quasi-isomorphism type is unchanged by a move not arising from an isotopy
through admissible tuples.
The first case is the analogue of [41, Lemma 49].
Lemma 5.9. Let Γ := {γ1, . . . , γn} be an admissible tuple. Suppose γi and γj are mathing paths and
i 6= j. Let γ′ be the matching path obtained by sliding γi across γj. If Γ′ is the admissible tuple obtained
by replacing γi by γ
′, then LΓ is quasi-isomorphic to LΓ′.
7Warning: the space Ym−n,τ and Ym−n,m are very different when 2n < m (see Remark 5.7).
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Proof. First consider the case that n = 2, i = 1, j = 2 and m ≥ 2n. In this case, it is proved in [41,
Lemma 49] that Sym(LΓ) and Sym(LΓ′) are Hamiltonian isotopic in Yn,m (they treat the case m = 2n
but the proof works for all m ≥ 2n). In particular, we can find a ∈ HF (Sym(LΓ),Sym(LΓ′)) and
b ∈ HF (Sym(LΓ′), Sym(LΓ)) such that
µ2(b, a) = 1HF (Sym(LΓ),Sym(LΓ)) and µ
2(a, b) = 1HF (Sym(LΓ′ ),Sym(LΓ′ ))(5.21)
As in the proof of Proposition 4.11, when we turn off the Hamiltonian perturbation, there is a
bijective correspondence between the J-holomorphic curves in Yn,m and the corresponding curves in
Am−1. In particular, we can find a′ ∈ HF (LΓ, LΓ′) and b′ ∈ HF (LΓ′ , LΓ) such that
µ2(b′, a′) = 1HF (LΓ,LΓ) and µ
2(a′, b′) = 1HF (LΓ′ ,LΓ′ )(5.22)
which implies that LΓ and LΓ′ are quasi-isomorphic objects in FScyl,n(Am−1). Moreover, by the open
mapping theorem, the projection to H◦ of the curves contributing to µ2 in (5.22) is contained in the
disc bounded by γ1 and γ
′ (see Figure 5.1).
Now, we consider the general n with 2n ≤ m. Without loss of generality, we continue to assume
i = 1 and j = 2. If Γ has no thimble path, then we do not need to impose Hamiltonian perturbations
in the Floer equation when we compute the differential and product. In this case, the Floer solutions
contributing to µ2 in (5.22) persist because they lie above the disc bound by γ1 and γ
′, which is not
altered when adding the other Lagrangian components. Together with the constant triangles on the
other Lagrangian components representing µ2(e, e) = e, we conclude that there exists a′ ∈ HF (LΓ, LΓ′)
and b′ ∈ HF (LΓ′ , LΓ) such that (5.22) holds, and hence LΓ is quasi-isomorphic to LΓ′ (see Figure 5.1).
If Γ contains some thimble paths, then Hamiltonian perturbation terms in the Floer equation are
necessary. However, the Hamiltonian terms can be taken to be zero over the disc bound by γ1 and γ
′
and hence the Floer solutions contributing to µ2 in (5.22) persist. The only other relevant triangles
are the constants on the other Lagrangian components, so the result follows as before.
Finally, we explain the remaining case where 2n > m. From the nature of the proof for the case
when 2n ≤ m, we can see that if we consider an embedding from Am−1 to A2n−1 by adding critical
points far away, then the added critical points are not relevant to the Floer theory and the existence
of the holomorphic curves in A2n−1 contributing to the relevant Floer product implies the existence
of the corresponding curves in Am−1. Therefore, the result follows. 
x     x     x     x     x     x
γ1
γ2 γ'
Figure 5.1. Floer cochain CF (LΓ′ , LΓ), where LΓ′ is in red and LΓ is in black
Lemma 5.10. Let Γ := {γ1, . . . , γn} be an admissible tuple. Suppose γi is a thimble path and γj is a
mathing path. Let γ′ be the thimble path obtained by sliding γi across γj. If Γ′ is the admissible tuple
obtained by replacing γi with γ
′, then LΓ is quasi-isomorphic to LΓ′.
Proof. We first consider the case that n = 2. Let γ1 be the thimble path and γ2 be the matching path.
We can assume that the thimble path γ′ only intersects γ1 at the starting point, which we denote by
c. Along with γ′, we consider two more auxiliary thimble paths γ1,w and γ′w, which are obtained by
positively wrapping γ1 and γ
′ along the real line, respectively. Without loss of generality (by possibly
switching the role of γ1 and γ
′), we can assume that γ1,w intersects γ′ at two points c and c′, and any
other pair of thimble paths amongst γ1, γ
′, γ1,w, γ′w intersect only at c (see Figure 5.2).
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x            x            x     
γ1
γ2
γ'
γ1,w
wγ'c
c'
Figure 5.2
Let Γw := {γ1,w, γ2} and Γ′w := {γ′w, γ2}. It is clear that LΓ is quasi-isomorphic to LΓw and
LΓ′ is quasi-isomorphic to LΓ′w . To show that LΓ is quasi-isomorphic to LΓ′ , it suffices to find a ∈
HF (LΓ′ , LΓ), b ∈ HF (LΓw , LΓ′), and a′ ∈ HF (LΓ′w , LΓw) such that
µ2(a, b) = 1HF (LΓw ,LΓ)
and µ2(b, a′) = 1HF (LΓ′w ,LΓ′ )(5.23)
and such that a is identified with a′ under the continuation map (with respect to positive wrapping
along the real line). In the given positions of the Lagrangians, we do not need to use Hamiltonian
terms on the Floer multiplication maps
HF (LΓ′ , LΓ)×HF (LΓw , LΓ′)→ HF (LΓw , LΓ)(5.24)
HF (LΓw , LΓ′)×HF (LΓ′w , LΓw)→ HF (LΓ′w , LΓ′)(5.25)
To compute these maps and hence verify (5.23), we rely on (5.22) and a restriction argument as follows.
We add a critial value cˆ and extend the thimble paths γ1, γ
′, γ1,w, γ′w to run into cˆ. The thimble paths
become matching paths γˆ1, γˆ
′, γˆ1,w, γˆ′w and we define Γˆ := {γˆ1, γ2}, Γˆ′ := {γˆ′, γ2}, Γˆ1,w = {γˆ1,w, γ2}
and Γˆ′w := {γˆ′w, γ2} (see Figure 5.3). By Lemma 5.9, LΓˆ , LΓˆ′ , LΓˆ1,w and LΓˆ′w are all quasi-isomorphic
objects. Therefore, there are aˆ ∈ HF (LΓˆ′ , LΓˆ), bˆ ∈ HF (LΓˆw , LΓˆ′), and aˆ′ ∈ HF (LΓˆ′w , LΓˆw) such that
µ2(aˆ, bˆ) = 1HF (LΓˆw ,LΓˆ)
and µ2(bˆ, aˆ′) = 1HF (LΓˆ′w ,LΓˆ′ ).(5.26)
The degree 0 generator for each of the Floer cochain groups above is given by an intersection point
lying above either c or c′, tensored with the degree 0 generator of CF (Lγ2 , Lγ2). For example, the
cochain complex CF (Lγˆ1,w , Lγˆ′) is generated by one degree 0 and one degree 1 generator lying over c
′
(arising from Morsifying the clean S1-intersection locus), and transverse degree 2 intersection points
lying over each of c and cˆ. Since each of the CF 0 groups involved has rank one, aˆ, bˆ and aˆ′ are the
x            x            x     
γ1
γ2 γ' γ1,w
wγ'c
c'
c
Figure 5.3
unique degree 0 generators (up to sign). The curves contributing to (5.26) cannot hit the generator
lying above cˆ, so all the curves lie away from the fiber above cˆ. By the open mapping theorem, the
projection of these curves are contained in the disc bound by γ′ and γ1,w, which shows that (5.23)
holds before adding the critical value cˆ′. This verifies the case in which n = 2.
Since the previous computation is local, the general case where n > 2 can be treated as in the proof
of Lemma 5.9. 
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The last case involves sliding a thimble path across another thimble path. The proof is again an
adaption of Lemma 5.9, extending the thimble paths in order to apply the same kind of restriction
argument as in the proof of Lemma 5.10, so we omit it.
Lemma 5.11. Let Γ := {γ1, . . . , γn} be an admissible tuple. Suppose γi and γj are thimble paths and
i 6= j. Let γ′ be the thimble path obtained by sliding γi across γj. If Γ′ is the admissible tuple obtained
by replacing γi with γ
′, then LΓ is quasi-isomorphic to LΓ′.
5.4. Generation. We now show that when E is the Am−1-Milnor fiber, the embedding in Proposition
4.11 is essentially surjective. In other words, we want to show that the split-closure A of the thimbles
T I is the entire DpiFScyl,n(piE). We first recall some general facts for A∞/triangulated categories.
Lemma 5.12. The full subcategory generated by an exceptional collection is admissible (i.e. admits
right and left adjoints). In particular, A is an admissible subcategory of DpiFScyl,n(piE).
Proof. Recall that a category admitting a full exceptional collection is already split-closed [35, Remark
5.14]. The result then follows from e.g. [19, Lemma 1.58]. 
Lemma 5.13. Let S be the Serre functor of DpiFScyl,n(piE). If S(X),S−1(X) ∈ A for all X ∈ A,
then DpiFScyl,n(piE) = A⊕A⊥.
Proof. If Y ∈ DpiFScyl,n(piE) satisfies Hom(Y,X) = 0 for all X ∈ A, then Hom(X,S(Y ))∨ = 0 for
all X ∈ A. It means that Hom(S−1(X), Y ) = 0 for all X ∈ A. By assumption, this is equivalent to
Hom(X,Y ) = 0 for all X ∈ A. Similarly, Hom(X,Y ) = 0 for all X ∈ A implies that Hom(Y,X) = 0 for
all X ∈ A. As a result, the left-orthogonal of A coincides with its right-orthogonal, so DpiFScyl,n(piE)
splits as a direct sum A⊕A⊥. 
Lemma 5.14. Suppose T = {T1, . . . , Tn} ∈ Lcyl,n is a Lagrangian tuple such that each Ti is a thimble
of piE. Then T is generated by {T I}I∈I .
Proof. First note that the braid group acts transitively (up to isotopy) on all the T = {T1, . . . , Tn}
such that Ti is a thimble for each i. Therefore, it suffices to show that for each simple braid σ and the
associated symplectomorphism φσ, the images φσ(T
I) and φ−1σ (T
I) are generated by {T I}I∈I .
Let σ be the positive half twist swapping cj and cj+1. There are 4 cases of T
I to consider, namely,
whether cj and/or cj+1 is contained in γ
I,k for some k = 1, . . . , n or not. For each of these 4 cases,
one can apply the exact triangles from Corollary 3.4 and the sliding invariance property in Lemma
5.11 to show that for all I ∈ I, φσ(T I) and φ−1σ (T I) are generated by {T I}I∈I (see Figure 5.4 for some
examples). 
x    x    x    x x    x    x    x x    x    x    x
→ →
x    x    x    x
→ [1]
x    x    x    x x    x    x    x-~
Figure 5.4. The top row is an exact triangle so the third term is generated by the first
and second terms, which are in turn generated by {T I}I∈I . The second row represents
two quasi-isomorphic objects.
Corollary 5.15. The assumption in Lemma 5.13 holds, i.e. S(X),S−1(X) ∈ A for all X ∈ A.
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Proof. By Proposition 3.5, the Serre functor of DpiFScyl,n(piE) is given by the global monodromy τ up
to grading shift. Therefore, it suffices to prove that for each thimble T I , the images τ(T I) and τ−1(T I)
are split-generated by the collection of thimbles {T I}I∈I . This is the content of Lemma 5.14. 
Proposition 5.16. A⊥ = 0, so DpiFScyl,n(piE) = A.
Proof. It suffices to show that for each L ∈ Lcyl,n, there is an object T in A such that Hom(T , L) 6= 0.
By definition, we have L = {L1, . . . , Ln} and piE(Li) ⊂ Ui for some contractible Ui. We can assume
that Ui ∩ ∂H is connected and non-empty so that H◦ \ Ui is also contractible.
For each i, there is a thimble Ti of piE such that piE(Ti) ⊂ Ui and HF (Ti, Li) 6= 0. This follows
from the fact that thimbles generate FScyl,1Ui (piE) = FS(piE |pi−1E (Ui)), the usual Fukaya-Seidel category
of the Milnor fibre, see [35] (note that when n = 1 there are no critical points at infinity). Let
T = {T1, . . . , Tn}. It is clear that there is a cochain isomorphism
CF (T , L) ' ⊗ni=1CF (Ti, Li)(5.27)
which implies that HF (T , L) 6= 0. By Lemma 5.14, we have T ∈ A, concluding the proof. 
Corollary 5.17. When n = m, we have A = K so DpiFScyl,n(piE) = Db(K).
Proof. When n = m, there is only one object in A up to quasi-isomorphism and it is an exceptional
object. Therefore, the result follows from Proposition 5.16. 
6. The extended symplectic arc algebra
In this section, we will introduce a particular collection of admissible tuples, and hence the corre-
sponding collection of objects in Lcyl,n; these objects are motivated by the diagrammatics in [44, 13].
The A∞ endomorphism algebra of this collection of objects will be the ‘extended symplectic arc al-
gebra’, and will contain the symplectic arc algebra from [1] as a subalgebra. The corresponding
Lagrangian products in Hilbn(Am−1)\Dr would not be cones over Legendrian submanifolds at infinity,
which is why it is important to be able to study these Lagrangians in the cylindrical model.
6.1. Weights and projective Lagrangians. To introduce the collection of admissible tuples, we
start with some terminology. Without loss of generality, we assume that the critical values are ck :=
k +
√−1 for k = 1, . . . ,m. A weight of type (n,m) is a function λ : {1, . . . ,m} → {∧,∨} such that
|λ−1(∨)| = n. Let Λn,m be the set of all weights of type (n,m). For λ ∈ Λn,m, let cλ,1 < · · · < cλ,n be
the integers such that λ(cλ,j) = ∨. For each cλ,j , if there exists c′ ∈ λ−1(∧) with c′ > cλ,j and such
that
|{c ∈ {1, . . . ,m}|λ(c) = ∨, cλ,j < c < c′}| = |{c ∈ {1, . . . ,m}|λ(c) = ∧, cλ,j < c < c′}|(6.1)
then we call cλ,j a good point of λ; the minimum of all c
′ satisfying (6.1) is denoted by c∧λ,j . If cλ,j is
not a good point of λ, then we call it a bad point (see Figure 6.1 for an example).
For λ ∈ Λn,m, we choose n pairwise disjoint embedded curves γλ,1, . . . , γλ,n in {z ∈ H◦|im(z) ≤
1, re(z) < 2m} such that
if cλ,j is a good point, then γλ,j is a matching path joining cλ,j +
√−1 and c∧λ,j +
√−1(6.2)
if cλ,j is a bad point, then γλ,j is a thimble path from cλ,j +
√−1 to cλ,j(6.3)
We define λ := {γ
λ,1
, . . . , γ
λ,n
} and
Lλ := {Lγλ,1 , . . . , Lγλ,n} ∈ L
cyl,n(6.4)
The quasi-isomorphism type of Lλ is independent of the choice of λ (i.e. of the particular choice of
paths) by Lemma 3.2.
38 CHEUK YU MAK AND IVAN SMITH
∧    ∧    v    v    ∧    v ∧    ∧   v    v    ∧    v ∧    ∧    v    v    ∧    vc    c    c    cλ,1 λ,2 λ,3λ,2
∧
Figure 6.1. The left figure represents a weight λ ∈ Λ3,6 with a good point cλ,2 and
two bad points cλ,1, cλ,3. The middle figure is λ and the right figure is λ.
Similarly, for λ ∈ Λn,m, we choose n pairwise disjoint embedded curves γλ,1, . . . , γλ,n in {z ∈
H◦|im(z) ≥ 1 or re(z) > 2m} such that
if cλ,j is a good point, then γλ,j is a matching path joining cλ,j +
√−1 and c∧λ,j +
√−1(6.5)
if cλ,j is a bad point, then γλ,j is a thimble path from cλ,j +
√−1 to 6m− cλ,j(6.6)
We define λ := {γλ,1, . . . , γλ,n} and
Lλ := {Lγλ,1 , . . . , Lγλ,n} ∈ Lcyl,n(6.7)
The quasi-isomorphism type of Lλ is again independent of the choices of paths made in defining λ, by
Lemma 3.2.
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Figure 6.2. The integer near an intersection point labels its degree as an element of
CF (L0, L1).
We want to choose a grading function on each Lγ,j and Lγ,k to induce a grading on Lλ and Lλ.
These grading functions are chosen so that (see Figure 6.2)
x ∈ CF (Lγ,k, Lγ,j) has degree a if x is the right end point of a ∈ N matching spheres;(6.8)
in particular, deg(x) ∈ {0, 1, 2} for all x ∈ CF (Lγ,k, Lγ,j).
By iteratively applying Lemmas 5.9, 5.10 and 5.11, we obtain the following (see Figures 6.3, 6.4,
6.5):
Proposition 6.1. Lλ is quasi-isomorphic to Lλ in FScyl,n.
When only the quasi-isomorphism type is important, we denote either of Lλ or Lλ by Lλ.
x  x  x  x   x  x  x  x  x  x   x  x 
Figure 6.3. Quasi-isomorphic compact objects
Definition 6.2. The extended symplectic arc algebra is the A∞-algebra
Ksympn,m := ⊕λ,λ′∈Λn,mCF (Lλ, Lλ′),(6.9)
which is well-defined up to quasi-isomorphism.
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Figure 6.4. Quasi-isomorphic ‘mixed’ objects
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Figure 6.5. Quasi-isomorphic thimble objects
We want to choose a basis for the cohomology of Ksympn,m as follows. Let λ∪λ′ be the union of all the
paths in λ and λ′. By definition, λ∪ λ′ is a union of embedded circles and arcs; some circles might be
nested inside one another. It will be helpful to consider alternative admissible tuples which avoid such
nesting (but for which the quasi-isomorphism type of the associated Lagrangian tuple is unchanged).
There is an admissible tuple λ˜′ such that
• if γ ∈ λ′ is not contained in a circle of λ ∪ λ′ (for example, when γ is a thimble path), then
γ ∈ λ˜′
• if γ ∈ λ′ is contained in a circle C of λ ∪ λ′, then there is a matching path γ˜ ∈ λ˜′ with the
same end points of γ such that γ˜ is enclosed in C
• λ ∪ λ˜′ is a union of embedded circles and arcs such that none are nested.
If γ is contained in a circle C, then each critical value enclosed in C is an end point of a matching
path of λ′ (and also a matching path of λ), directly from the definitions (6.2), (6.3) (resp. (6.5), (6.6)).
Thus, a suitable λ˜′ can be obtained by iteratively applying Lemma 5.9 to λ′, ensuring that Lλ′ is
quasi-isomorphic to Lλ˜′ (see Figure 6.6). Note that the definition of λ˜
′ depends on the pair (λ, λ′),
and not just on λ′.
x    x    x    x    x    x    x    x    x    x    x    x
Figure 6.6. Here λ is red, λ˜′ is grey, and λ′ is black.
With the grading conventions of Figure 6.2, the pure degree elements in CF (Lλ, Lλ˜′) are concen-
trated either in odd or even degree, so the Floer differential vanishes (compare to [1, Proposition
5.12]). Therefore, the cohomology of Ksympn,m is given by
Ksympn,m = ⊕λ,λ′∈Λn,mHF (Lλ, Lλ˜′) = ⊕λ,λ′∈Λn,mCF (Lλ, Lλ˜′)(6.10)
as a graded vector space. We call a basis Bsymp for Ksympn,m ‘geometric’ if each basis element in Bsymp
is concentrated at a single intersection point in Lλ ∩Lλ˜′ under the isomorphism (6.10). Once a λ˜′ has
been chosen for each pair (λ, λ′), two different geometric bases can differ only by signs.
6.2. Extended arc algebra. We briefly recall the diagrammatic extended arc algebra Kalgn,m. Details
can be found in [13, 44], to which we defer for many details. For each weight λ ∈ Λn,m, there is an
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associated cup diagram λalg and a cap diagram λ
alg
as follows. The cup diagram λalg can be obtained
by adding a thimble path to λ from a +
√−1 to a, for each a ∈ {1, . . . ,m}, such that a + √−1 is
not contained in any of the paths in λ (see Figure 6.7). For the cap diagram λ
alg
, we need to replace
the thimble paths from c+
√−1 to 6m− c in λ by vertical rays from c+√−1 to c+√−1∞, and in
addition, for each a ∈ {1, . . . ,m} such that a + √−1 is not contained in any of the paths in λ, add
a thimble path from a +
√−1 to a + √−1∞ (see Figure 6.7). In this paper, the only cup and cap
diagrams we will encounter are given by λalg or λ
alg
for some λ ∈ Λn,m.
∧    ∧    v    v    ∧    v ∧    ∧    v    v    ∧    v ∧    ∧    v    v    ∧    v
c    c    c    cλ,1 λ,2 λ,3λ,2∧
Figure 6.7. From left to right: a weight λ, the cup diagram λalg and the cap diagram λ
alg
.
If β is a cup diagram and λ is a weight, then we say that βλ is an oriented cup diagram if
the λ-values of the two ends of every matching path in β are different(6.11)
if γa and γb are thimble paths in β containing a+
√−1 and b+√−1, respectively,(6.12)
such that a < b and λ(a) = ∨, then λ(b) = ∨.
A cap diagram is defined to be the reflection βr of a cup diagram β along the line {im(z) = 1}. If α
is a cap diagram and λ is a weight, then we say that λα an oriented cap diagram if αrλ is an oriented
cup diagram.
The union of a cup diagram β and a cap diagram α is denoted by β ∪ α and is called a circle
diagram. This is a union of embedded circles and arcs in the upper half-plane. An orientation of a
circle diagram β ∪ α is a weight λ such that λα and βλ is an oriented cap diagram and oriented cup
diagram, respectively. Given such a λ, we denote the resulting oriented circle diagram by βλα.
A clockwise cap (resp. cup) of an oriented cap (resp. cup) diagram λα (resp. αλ) is a matching
path γ ∈ α such that the λ-value of the left end point is ∧, and hence the λ-value of the right end
point is ∨. The degree (or grading) of an oriented cap/cup/circle diagram is defined to be the number
of clockwise cups in it. As a result, we have
deg(βλα) = deg(λα) + deg(βλ).(6.13)
As a graded vector space, Kalgn,m is generated by oriented circle diagrams of the form λ
alg
b λλ
alg
a , for
λ, λa, λb ∈ Λn,m, and the grading of an oriented circle diagram is given by its degree.
Lemma 6.3. There is a graded vector space isomorphism Φ : Ksympn,m → Kalgn,m.
Proof. Let λ0, λ1 ∈ Λn,m. On the symplectic side, we consider the Floer cochains CF (Lλ0 , Lλ˜1). On
the diagrammatic side, we consider the graded vector space S(λ0, λ1) generated by the orientations
of the circle diagram λalg1 ∪ λ
alg
0 . By (6.10), K
symp
n,m = ⊕λ0,λ1∈Λn,mCF (Lλ0 , Lλ˜1) so it suffices to find a
graded vector space isomorphism between CF (Lλ0 , Lλ˜1) and S(λ0, λ1) for all λ0, λ1.
Each generator x = {x1, . . . , xn} of CF (Lλ0 , Lλ˜1) projects to an n-tuple of pairwise distinct points
piE(x) in {1, . . . ,m} +
√−1, such that each Lagrangian component in λ0 and λ˜1 contains exactly
one piE(xi). Conversely, every n-tuple of pairwise distinct points in {1, . . . ,m}+
√−1 satisfying this
property uniquely determines a generator of CF (Lλ0 , Lλ˜1). Let λx be the weight given by λx(a) = ∨
if and only if a +
√−1 ∈ piE(x). We claim that the linear map Φλ0,λ1 : CF (Lλ0 , Lλ˜1) → S(λ0, λ1)
given by
x = {x1, . . . , xn} 7→ λx(6.14)
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is a graded vector space isomorphism.
To see that Φλ0,λ1 is well-defined, we observe that all the thimble paths contained in λ
alg but not
in λ are on the left of the thimble paths (if any) in λ, and the same is true for λ
alg
and λ. Therefore,
λx satisfies (6.12). On the other hand, since each Lagrangian component contains exactly one of the
xi, it means that λx also satisfies (6.11).
It is routine to check that Φλ0,λ1 is bijective and preserves the grading, using (6.8) and (6.13). 
The algebra structure on Kalgn,m is defined by applying an appropriate diagrammatic TQFT. We
briefly recall one possible definition of this algebra, and some crucial properties that we will use later,
in Section 6.4 below, and refer the readers to [13, Sections 3 & 4] for a detailed exposition.
6.3. Compact subalgebra. We call a weight λ ∈ Λn,m a compact weight if λ (and hence λ) consists
only of matching paths. Let Λcn,m ⊂ Λn,m be the subset of compact weights. We define
Hsympn,m := ⊕λ,λ′∈Λcn,mCF (Lλ, Lλ′)(6.15)
which is well-defined up to quasi-isomorphism. As in (6.10), its cohomology is given by
Hsympn,m = ⊕λ,λ′∈Λcn,mHF (Lλ, Lλ′) = ⊕λ,λ′∈Λcn,mCF (Lλ, Lλ˜′).(6.16)
A basis of Hsympn,m is called geometric if it is given by the geometric intersection points in CF (Lλ, Lλ˜′)
under the isomorphism (6.16) (again such bases are well-defined up to sign).
On the diagrammatic side, we can define the corresponding subalgebra Halgn,m of K
alg
n,m, which is
generated by oriented circle diagrams such that the underlying cap and cup diagrams are given by
λ
alg
and λ′alg for some λ, λ′ ∈ Λcn,m. It is clear that the graded vector space isomorphism in Lemma
6.3 induces a graded vector space isomorphism between Hsympn,m and H
alg
n,m.
Previous study has focussed on the case m = 2n. In this case, Halgn,2n is generated by oriented
circle diagrams whose underlying diagram only contains circles (and the corresponding Lagrangian
submanifolds of Hilbn(A2n−1) are compact, being products of spheres rather than products of spheres
and thimbles). The algebra Halgn,2n is also known as Khovanov’s arc algebra.
Theorem 6.4 ([1, 2]). The A∞ algebra H
symp
n,2n is formal. Moreover, there is an isomorphism between
Halgn,2n and H
symp
n,2n , sending the oriented circle diagram basis of H
alg
n,2n to a geometric basis of H
symp
n,2n .
Sketch of proof. Formality of Hsympn,2n is the main result of [1], whilst a basis-preserving algebra isomor-
phism between Halgn,2n and H
symp
n,2n is one of the main results of [2]. We now recall the basis for H
symp
n,2n
chosen in [2], and explain why it is a geometric basis in our sense. The essential point [2, Corollary
5.5] is the compatibility of the basis with various Ku¨nneth-type functors and decompositions (of the
cohomology of products of spheres and thimbles with the cohomologies of the constituent factors).
The natural action of the braid group Br2n on A2n−1 and on Yn,2n factors through an action of the
symmetric group Sym2n on cohomology. Furthermore, there are inclusions
A2n−1 = Y1,2n ⊂ Yn,2n ⊂ (P1)2n
which induce Sym2n-equivariant cohomology isomorphisms
H2(A2n−1) = H2(Y1,2n) ' H2(Yn,2n) ' Z〈e1, . . . , e2n〉/〈
∑
ei〉 ← Z〈e1, . . . , e2n〉 = H2((P1)2n)
(6.17)
In particular, the image of {ei|1 ≤ i ≤ 2n − 1} in H2(Yn,2n) forms a basis. The restriction map
H2(Yn,2n) → H2(Sym(Lλ)) is surjective for each λ ∈ Λcn,2n, and by identifying the range with the
cohomology of suitable multi-diagonals in (P1)2n, it is proved in [2] that the chosen basis has the
property that it induces a well-defined basis for H2(Sym(Lλ)), i.e. there is a basis of the latter such
that each ei maps to a basis element or to zero.
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Now, we translate the basis of H2(Yn,2n) to a basis of H2(A2n−1). Denote by s1, . . . , s2n−1 the
homology classes of the 2n − 1 standard matching spheres in A2n−1, i.e. the ones that lie above
{im(z) = 1}; here they are labelled from left to right, and the spheres are oriented as the complex
curves in the resolution of the A2n−1-surface singularity. We denote the image of ei under (6.17) by
vi ∈ H2(A2n−1) for 1 ≤ i ≤ 2n− 1. They satisfy
v1 = s
∗
1 and vj = (−1)j(s∗j−1 − s∗j ) for 1 < j ≤ 2n− 1(6.18)
where ∗ stands for linear dual. The set {vj}2n−1j=1 is the corresponding basis for H2(A2n−1). It induces
a well-defined basis for HF 2(Lλ, Lλ) via restriction
H2(A2n−1)→ H2(Lλ) = HF 2(Lλ, Lλ)(6.19)
where the first map is defined by regarding Lλ as the disjoint union of the matching spheres it contains,
and hence as a submanifold of A2n−1. This basis for H2(Lλ) naturally corresponds to the basis of
H2(Sym(Lλ)). Monomial products of the resulting elements give a basis for HF
∗(Lλ, Lλ).
When HF (Lλ, Lλ′) 6= {0}, it has rank one in minimal degree. Let amin be a minimal degree
generator of HF (Lλ, Lλ′) over the integers Z. Then HF (Lλ, Lλ′) is generated by amin as a module
over each of HF (Lλ, Lλ) and HF (Lλ′ , Lλ′). A basis in HF (Lλ, Lλ′) can therefore be defined by taking
products of amin with the bases for either of HF (Lλ, Lλ) or HF (Lλ′ , Lλ′); these act via the action of
H∗(Yn,2n), which acts centrally, so there is no ambiguity (aside from a choice of sign of amin). This
finishes recalling the basis for Hsympn,2n , which we call a ‘convenient’ basis.
We claim this convenient basis is geometric. Let Sλ,1, . . . , Sλ,n be the matching spheres that Lλ
contains. The first observation is that vj(Sλ,k) ∈ {0,±1} for each j, and furthermore, for each j there
is exactly one k for which vj(Sλ,k) 6= 0. This means that the convenient basis of H2(Sym(Lλ)) induced
from H2(Yn,2n) coincides with the product basis on Sym(Lλ) as a product of matching spheres. The
geometric basis in CF (Lλ, Lλ˜) also coincides with the product basis, because λ˜ is a Hamiltonian push-
off of λ, and λ ∪ λ˜ consists of n embedded pairwise non-nested circles. That suffices to show that the
convenient basis on HF (Lλ, Lλ) is geometric.
On the other hand, the minimal degree generator of HF (Lλ, Lλ′) is forced to be geometric, because
the minimal degree subspace has rank 1. Since λ ∪ λ˜′ is a union of embedded and non-nested circles,
the product map
HF (Lλ, Lλ˜′)⊗HF (Lλ, Lλ)→ HF (Lλ, Lλ˜′)(6.20)
decomposes into pieces, one for each circle C in λ ∪ λ˜′. More precisely, we have isomorphisms
HF (Lλ, Lλ˜′) = ⊗CH∗(S2)(6.21)
HF (Lλ, Lλ) = ⊗C(H∗(S2))⊗mC(6.22)
where the tensor product is over all circles C in λ ∪ λ˜′, and mC is the number of paths of λ that lie
in C. The product map (6.20) decomposes into the tensor product over all circles C of maps
H∗(S2)⊗ (H∗(S2))⊗mC → H∗(S2)(6.23)
for which a typical local model is given by Figure 6.8. The product of the degree 0 geometric generator
in H∗(S2) and a degree 2 geometric generator in (H∗(S2))⊗mC is, up to sign, the degree 2 geometric
generator in H∗(S2), because H2(S2) has rank 1, the product is (by definition) a basis element of
the convenient basis, and [2, Section 5] proves that the convenient basis is a basis for the cohomology
groups over Z. We conclude that the convenient basis is geometric. 
Corollary 6.5. After possibly changing the signs of certain basis elements, the graded vector space
isomorphism Φ|Hsympn,2n is an algebra isomorphism between H
symp
n,2n and H
alg
n,2n.
From now on, we assume Φ|Hsympn,2n has been chosen to be an algebra isomorphism.
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     x                x    x                x 
Figure 6.8. A circle C in λ ∪ λ˜′ with mC = 2 (see Figure 6.6)
6.4. From the compact arc algebra to the extended arc algebra. In this section, we summarise
the multiplication rule for Kalgn,m and H
alg
n,m from [13, Sections 3 & 4]. Our approach is dictated by
two considerations. First, the easiest (though not the original) description of the algebra structure
on Kalgn,m is to realise K
alg
n,m as a quotient algebra of H
alg
m,2m. Second, in the next section, we precisely
compute Ksympn,m by realising it as a quotient of H
symp
m,2m by an ideal which, under the isomorphism
Halgm,2m = H
symp
m,2m (Theorem 6.4), we identify with the corresponding ideal on the algebraic side. The
main purpose of this section is therefore to recall this quotient description of Kalgn,m.
For completeness, we briefly recall the multiplication rule for Halgm,2m from [13, Section 3, multipli-
cation]. Let dλc and bµa be two oriented circle diagrams with a, b, c, d ∈ Λcn,m. If b 6= c, then the
product is defined to be zero. If b = c, then we put the diagram bµa above the diagram dλc and apply
the TQFT surgery procedure – based on the Frobenius algebra underlying H∗(S2;Z), and described
e.g. in [13, Section 3, the surgery procedure] iteratively to convert it into a disjoint union of diagrams
each of which has no cups/caps in the ‘middle section’. After this, the middle sections are unions of
line segments; we shrink each such line segment to a point to obtain a disjoint union of some new
oriented circle diagrams. The product (dλc)(bµa) is then defined to be the sum of the corresponding
basis vectors of Halgm,2m.
One distinguished feature of this TQFT surgery procedure is that the output circle (resp. disjoint
union of two circles) is (resp. are) oriented according to the following rules, where 1⇔ anti-clockwise
orientation, and x⇔ clockwise orientation:
1⊗ 1 7→ 1, 1⊗ x 7→ x, x⊗ 1 7→ x, x⊗ x 7→ 0(6.24)
1 7→ 1⊗ x+ x⊗ 1 x 7→ x⊗ x.(6.25)
Each TQFT operation yields a disjoint union of zero, one or two new oriented diagrams replacing
the old diagram (the iterative application may yield larger linear combinations of diagrams). This
completes our re´sume´ of Halgm,2m as an algebra.
We now recall how to realise Kalgn,m as a quotient algebra of H
alg
m,2m; for an independent definition of
Kalgn,m, see [13]. For λ ∈ Λn,m, we define its closure cl(λ) ∈ Λcm,2m by
cl(λ) =
 ∨ if a ≤ m− nλ(a− (m− n)) if m− n < a ≤ 2m− n∧ if a > 2m− n.(6.26)
Intuitively, cl(λ) can be regarded as putting m−n many ∨’s and n many ∧’s to the left and right of λ,
respectively, to make cl(λ) a compact weight. For any oriented circle diagram bλa ∈ Kalgn,m, we define
cl(bλa) := cl(b) cl(λ)cl(a)(6.27)
which is an oriented circle diagram of Halgm,2m.
Lemma 6.6. [13, Lemma 4.2] The map bλa 7→ cl(bλa) is a degree preserving bijection between the
set of oriented circle diagrams in Kalgn,m with underlying weight λ ∈ Λn,m and the set of oriented circle
diagrams in Halgm,2m with underlying weight cl(λ).
Let IΛn,m be the subspace of H
alg
m,2m spanned by the vectors
{bλa ∈ Halgm,2m| oriented circle diagram bλa withλ ∈ Λm,2m \ cl(Λn,m)}(6.28)
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which is a two-sided ideal. The condition λ ∈ Λm,2m \ cl(Λn,m) is equivalent to
{1, . . . ,m− n} * λ−1(∨) or {2m− n+ 1, . . . , 2m} * λ−1(∧)(6.29)
In view of Lemma 6.6, the vectors
{cl(bλa) + IΛn,m | oriented circle diagrams bλa with λ ∈ Λn,m}(6.30)
give a basis for the quotient algebra Halgm,2m/IΛn,m . We deduce that the map
cl : Kalgn,m → Halgm,2m/IΛn,m bλa 7→ cl(bλa) + IΛn,m(6.31)
is an isomorphism of graded vector spaces. We use this to transport the algebra structure on
Halgm,2m/IΛn,m to that on K
alg
n,m.
We want to extract from (6.31) two algebra isomorphisms
Halgn,m = H
alg
m−n,2(m−n)/I for 2n ≤ m(6.32)
Kalgn,m = H
alg
n,m+n/J for all n ≤ m(6.33)
where I and J are certain ideals to be specified. Note that (6.32) is an empty statement when 2n > m
because, in this case, Halgn,m = 0, so one can simply take I to be H
alg
m−n,2(m−n).
By definition, an oriented circle diagram bλa ∈ Kalgn,m lies in Halgn,m if and only if a and b have the
property that all the ca,j and cb,j are good points (see (6.1)). That is equivalent to asking
c∧cl(a),k = c
∧
cl(b),k = 2m+ 1− k for all k = 1, . . . , n.(6.34)
It means that for bλa ∈ Halgn,m, cl(bλa) has n counterclockwise circles enclosing an oriented circle di-
agram, which we call c(bλa), and which defines an element in Halgm−n,2(m−n). Let f : H
alg
m−n,2(m−n) →
Halgm,2m be the algebra embedding given by adding to an oriented circle diagram in H
alg
m−n,2(m−n) pre-
cisely n counterclockwise circles enclosing it, so we have f ◦ c = cl.
Lemma 6.7. We have a commutative diagram of algebra maps
Halgn,m H
alg
m,2m/IΛn,m
Halgm−n,2(m−n)/f
−1(IΛn,m)
c
cl
f
Proof. The diagram is commutative by construction, and we know that f and cl are algebra maps. It
remains to check is that c is also an algebra map, which follows from the injectivity of f and the fact
that f and cl are algebra maps. 
By (6.28), (6.29) and the description of f , one checks the ideal I := f−1(IΛn,m) is the subspace of
Halgm−n,2(m−n) spanned by
{bλa ∈ Halgm−n,2(m−n)| oriented circle diagrams bλa such that {1, . . . ,m− 2n} * λ−1(∨)}(6.35)
From (6.35), it is obvious that c is an isomorphism (of vector spaces, and hence algebras)
c : Halgn,m ' Halgm−n,2(m−n)/I.(6.36)
We given an equivalent reformulation of (6.36). For 2n ≤ m, define c : Λn,m → Λm−n,2(m−n) by
c(λ)(a) :=
{ ∨ if a ≤ m− 2n
λ(a− (m− 2n)) if a > m− 2n.(6.37)
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This has the property that c(Λcn,m) ⊂ Λcm−n,2(m−n). For bλa ∈ Halgn,m, we define
c(bλa) = c(b)c(λ)c(a) ∈ Halgm−n,2(m−n).(6.38)
Let I be as in (6.35). Then
c : Halgn,m → Halgm−n,2(m−n)/I bλa 7→ c(bλa) + I(6.39)
is an algebra isomorphism.
Now we explain the definition of the ideal J appearing in (6.33). Let I
(1)
n,m and I
(2)
n,m be the ideals of
Halgm,2m spanned by
{bλa ∈ Halgm,2m| oriented circle diagrams bλa such that {1, . . . ,m− n} * λ−1(∨))} and(6.40)
{bλa ∈ Halgm,2m| oriented circle diagrams bλa such that {2m− n+ 1, . . . , 2m} * λ−1(∧)}(6.41)
respectively. In view of (6.28), (6.29), we have In,m = I
(1)
n,m + I
(2)
n,m. This implies that
Kalgn,m = H
alg
m,2m/IΛn,m = (H
alg
m,2m/I
(1)
n,m)/I
(2)
n,m(6.42)
From (6.39), we have Halgm,2m/I
(1)
n,m = H
alg
n,m+n so (6.42) becomes
Kalgn,m = H
alg
n,m+n/J(6.43)
where J is spanned by
{bλa ∈ Halgn,m+n| oriented circle diagrams bλa such that {m+ 1, . . . ,m+ n} * λ−1(∧)}(6.44)
We given an equivalent reformulation of (6.43). Let e : Λn,m → Λcn,m+n be the inclusion
e(λ)(a) :=
{
λ(a) if a ≤ m
∧ if a > m(6.45)
For bλa ∈ Kalgn,m, we define
e(bλa) = e(b)e(λ)e(a) ∈ Halgn,m+n(6.46)
Let J be as in (6.44). Then
e : Kalgn,m → Halgn,m+n/J bλa 7→ e(bλa) + J(6.47)
is an algebra isomorphism.
7. More algebra isomorphisms
We will next identify Ksympn,m and K
alg
n,m as algebras for every n,m. The proof of Theorem 6.4 in [2]
relied in an essential way on the fact that the Floer product for a triple of Lagrangians meeting pairwise
cleanly can be understood, via ‘plumbing models’, as a possibly sign-twisted convolution product, and
that for every triple of Lagrangians associated to compact weights, one could find non-vanishing Floer
products which factored through products associated to triples with plumbing models. By contrast,
for the extended algebra, there are triples of weights and corresponding Lagrangians for which the
product of minimal degree generators cannot be written as a product of minimal degree generators
between interpolating Lagrangians with plumbing models. Instead of mimicking the previous strategy
of proof, we will instead reduce the isomorphism of extended arc algebras (in stages) to Theorem 6.4 by
restriction-type arguments similar to those appearing in the proof of Lemma 5.10. The crucial point,
as explained in Section 6.4, is that all the extended arc algebras can be understood as sub-quotients
of the algebras Halgn,2n.
46 CHEUK YU MAK AND IVAN SMITH
7.1. The compact cases. We first explain how to compute the algebra structure on Hsympn,m for all
n,m. We assume 2n ≤ m because Hsympn,m = 0 otherwise. Let c : Λcn,m → Λcm−n,2(m−n) be the injection
given by (6.37). Let
Hcn,m := ⊕λ0,λ1∈Λcn,mHF (Lc(λ0), Lc(λ1))(7.1)
which is a subalgebra of Hsympm−n,2(m−n) = H
alg
m−n,2(m−n), so in particular, H
c
n,m is formal. We want to
compare Hsympn,m with Hcn,m. Note that the Lagrangians underlying H
symp
n,m are diffeomorphic to (S2)n,
whilst those relevant to Hcn,m are (S
2)m−n, where m− n ≥ n.
For each ordered pair (λ0, λ1) such that λ0, λ1 ∈ Λcn,m, we choose upper matchings c(λ0) and c(λ1)
such that
for a = 1, . . . ,m− 2n, the slope at a+√−1 of the matching path in c(λ0) starting(7.2)
from a+
√−1 is larger than that of the corresponding path in c(λ1)
Remark 7.1. Condition 7.2 is used to eliminate the existence of certain pseudo-holomorphic maps.
For example, let l0, l1, l2 be upper matching paths from 1 +
√−1 to 2 + √−1 such that the slopes at
1 +
√−1 are in decreasing order (Figure 7.1). Let Li be the corresponding matching spheres. Let u be
a solution contributing to the multiplication map
CF (L1, L2)× CF (L0, L1)→ CF (L0, L2)(7.3)
such that piE ◦ u is holomorphic. We claim that if the output of u maps to 1 +
√−1 under piE, so do
all the inputs of u. This is because if piE ◦u restricted to the boundary labelled by L0 is not a constant,
then the image of u must have non-empty intersection with the unbounded region of H \ (l0 ∪ l1 ∪ l2)
by the holomorphicity of piE ◦ u. This in turn implies that piE ◦ u is not relatively compact by the open
mapping theorem, a contradiction. As a result, one can show that piE ◦ u restricted to the boundary
labelled by L0 is a constant. Inductively applying this argument, one can show that the restriction of
piE ◦ u to the whole boundary is constant, and hence u itself is a constant map.
x          x
l
l
l
2
1
0
Figure 7.1
The choices of matchings depend on the ordered pair we start with, cf. the discussion around Figure
6.6; to emphasise this dependence, we denote the matchings by c(λ0)
λ0,λ1
and c(λ1)
λ0,λ1
respectively.
Let Iλ0,λ1 be the subspace of CF (Lc(λ0)λ0,λ1 , Lc(λ1)λ0,λ1 ) generated by
Bλ0,λ1 := {x ∈ X (Lc(λ0)λ0,λ1 , Lc(λ1)λ0,λ1 )|{1, . . . ,m− 2n}+
√−1 * pi(x)}(7.4)
Let Gλ0,λ1 := X (Lc(λ0)λ0,λ1 , Lc(λ1)λ0,λ1 )\Bλ0,λ1 . We define I = ⊕Iλ0,λ1 , B := ⊕Bλ0,λ1 and G = ⊕Gλ0,λ1 .
We use the symbol I because, as we will see, I is actually an ideal.
Lemma 7.2. µ1(Iλ0,λ1) ⊂ Iλ0,λ1 so Iλ0,λ1 descends to a vector subspace of Hcn,m, which we denote by
Iλ0,λ1.
Proof. It suffices to show that if the x0-coefficient of µ
1(x1) is non-zero for some x0 ∈ G, then x1 ∈ G.
By definition, x0 ∈ G implies that {1, . . . ,m − 2n} +
√−1 ⊂ pi(x0). Let u : Σ → A2k−1 be a
J-holomorphic map contributing to the x0-coefficient of µ
1(x1) such that near an output puncture ξ
0,
u is asymptotic to the output lying above 1 +
√−1. We project u to H◦ by piE and apply the open
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mapping theorem. The condition (7.2) when a = 1 forces at least one of the boundary components of
Σ adjacent to ξ0 to be mapped constantly to 1 +
√−1 by piE ◦ u. Let the two boundary components
of Σ adjacent to ξ0 be ∂iΣ and ∂jΣ, respectively, and suppose piE ◦ u|∂jΣ = 1 +
√−1. As a result,
the other puncture ξ′ that is adjacent to ∂jΣ is also mapped to 1 +
√−1 by piE ◦ u. Let the other
boundary component of Σ that is adjacent to ξ′ be ∂j′Σ.
By the Lagrangian boundary conditions, u(∂iΣ) and u(∂j
′
Σ) are both contained in the Lagrangian
components of L
c(λ0)
λ0,λ1 (or Lc(λ1)
λ0,λ1 ). However, each of Lc(λ0)
λ0,λ1 and Lc(λ1)
λ0,λ1 has only one
component whose projection to H◦ contains 1 +
√−1. Therefore ∂iΣ = ∂j′Σ, and the two punctures
adjacent to ∂iΣ are both mapped to 1+
√−1 under piE ◦u. By the open mapping theorem, we conclude
that the restriction of piE ◦u to the connected component of Σ that contains ξ0 is a constant map and
that connected component of Σ is a bigon.
The matching paths starting from 1 +
√−1 do not interact with the restriction of u to the other
connected components of Σ. We can apply this reasoning inductively to a = 1, 2, . . . ,m − 2n. The
conclusion is that any u : Σ → A2k−1 contributing to x0-coefficient of µ1(x1) contains m − 2n bigon
components, each of which maps by a constant map to a+
√−1 under piE ◦ u, for a = 1, . . . ,m− 2n,
respectively. This implies that {1, . . . ,m− 2n}+√−1 ⊂ piE(x1), and hence x1 ∈ G. 
Corollary 7.3. HF (L
c(λ0)
, L
c(λ1)
)/Iλ0,λ1 = HF (Lλ0 , Lλ1) as a graded vector space.
Proof. For j = 0, 1, by removing the matching paths of c(λj)
λ0,λ1
that contain a +
√−1 for some
a = 1, . . . ,m − 2n and translating the remaining matching paths by −(m − 2n), we get an upper
matching λj of λj . Therefore, there is an obvious bijective correspondence
Gλ0,λ1 ' X (Lλ0 , Lλ1)(7.5)
given by forgeting the elements in a tuple that lie above {1, . . . ,m− 2n}+√−1, and then translating
the rest by −(m− 2n).
By the last paragraph of the proof of Lemma 7.2, there is a canonical isomorphism between the
chain complexes
CF (L
c(λ0)
λ0,λ1 , Lc(λ1)
λ0,λ1 )/Iλ0,λ1 ∼= CF (Lλ0 , Lλ1)(7.6)
which on generators is given by (7.5), and on differentials is given by incorporating or removing the
m− 2n constant bigon components from the proof of Lemma 7.2. 
Lemma 7.4. The subspace Iλ0,λ1 is independent of the choices of c(λ0)
λ0,λ1
and c(λ1)
λ0,λ1
, provided
(7.2) is satisfied.
Proof. Let c(λ0)
a and c(λ0)
b be two different choices of c(λ0)
λ0,λ1
such that (7.2) is satisfied for the
pairs (c(λ0)
a, c(λ1)
λ0,λ1
) and (c(λ0)
b, c(λ1)
λ0,λ1
).
By interpolating slopes, there exists another choice c(λ0)
c of c(λ0)
λ0,λ1
such that (7.2) is satisfied
for the pairs (c(λ0)
c, c(λ0)
a) and (c(λ0)
c, c(λ0)
b). Let θ be a continuation element (i.e the image of
the identity element under a continuation map) of HF (Lc(λ0)c , Lc(λ0)a).
Let Ia and Ic be the respective Iλ0,λ1 for HF (Lc(λ0)a , Lc(λ1)
λ0,λ1 ) and HF (Lc(λ0)c , Lc(λ1)
λ0,λ1 ). We
need to show that the isomorphism
µ2(−, θ) : HF (Lc(λ0)a , Lc(λ1)λ0,λ1 )→ HF (Lc(λ0)c , Lc(λ1)λ0,λ1 )(7.7)
sends Ia to Ic. By Corollary 7.3 and for dimension reasons, it suffices to show that the image of Ia
under µ2(−, θ) is contained in Ic. The same will then be true when we replace c(λ0)a by c(λ0)b, so
the result will follow.
The proof that µ2(Ia, θ) ⊂ Ic is similar to the proof of Lemma 7.2. Let Ga and Gc be the respective
Gλ0,λ1 for CF (Lc(λ0)a , Lc(λ1)λ0,λ1 ) and CF (Lc(λ0)c , Lc(λ1)λ0,λ1 ). By slight abuse of notation, we denote
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a chain level lift of θ to CF (Lc(λ0)c , Lc(λ0)a) by θ. It suffices to show that if the x0-coefficient of
µ2(x1, θ) is non-zero for some x0 ∈ Gc, then x1 ∈ Ga.
By definition, x0 ∈ Gc implies that {1, . . . ,m − 2n} +
√−1 ⊂ pi(x0). Let u : Σ → A2k−1 be a
J-holomorphic map contributing to the x0-coefficient of µ
2(x1, θ) such that near an output puncture
ξ0, u is asymptotic to the output lying above 1 +
√−1. We project u to H◦ by pi and apply the open
mapping theorem. Note that both (c(λ0)
a, c(λ1)
λ0,λ1
) and (c(λ0)
c, c(λ0)
a) satisfying condition (7.2)
implies that (c(λ0)
c, c(λ1)
λ0,λ1
) also satisfies condition (7.2). This forces at least one of the boundary
components of Σ adjacent to ξ0 to be mapped constantly to 1 +
√−1 by pi ◦ u. Let the two boundary
component of Σ adjacent to ξ0 be ∂iΣ and ∂jΣ, respectively, and suppose pi ◦ u|∂jΣ = 1 +
√−1. As
before, the other puncture ξ′ that is adjacent to ∂jΣ is also mapped to 1 +
√−1 by pi ◦ u. Let the
other boundary component of Σ that is adjacent to ξ′ be ∂j′Σ.
By examining the slopes of the matching paths at 1 +
√−1 again, either ∂iΣ or ∂j′Σ is mapped
to the constant value 1 +
√−1 by pi ◦ u. Say ∂j′Σ is mapped this way; then the next boundary
components of Σ and ∂iΣ are mapped to components of the same Lagrangian tuple (i.e. Lc(λ0)c ,
Lc(λ0)a or Lc(λ1)
λ0,λ1 ) under u. As a result, these two boundary components co-incide, pi ◦ u restricted
to the component of Σ containing ξ0 is a constant map, and this component is a triangle.
Applying this argument to all a+
√−1 for a = 1, . . . ,m− 2n, we conclude that {1, . . . ,m− 2n}+√−1 ⊂ pi(x1) and hence x1 ∈ Ga. 
Remark 7.5. Lemma 7.4 also proves that the continuation element θ lies in the vector subspace
spanned by the corresponding G ⊂ CF (Lc(λ0)c , Lc(λ0)a).
Lemma 7.6. I ⊂ Hcn,m is an ideal. Moreover, there is an algebra isomorphism Hcn,m/I ' Hsympn,m .
Proof. By Lemma 7.4, for λ0, λ1, λ2 ∈ Λcn,m, we can choose the upper matchings c(λj) such that
condition (7.2) is satified for both the pairs (c(λ0), c(λ1)) and (c(λ1), c(λ2)).
In this case, the exact same argument as in the proof of Lemma 7.4 shows that if the x0-coefficient
of µ2(x2, x1) is non-zero for some x0 ∈ G0,2, then x1 ∈ G0,1 and x1 ∈ G1,2, where Gi,j is the respective
G for CF (L
c(λi)
, L
c(λj)
). This precisely says that I is an ideal in Hcn,m.
Moreover, we also know that any u contributing to the x0-coefficient of µ
2(x2, x1) has m − 2n
components of constant triangles. Therefore, under the identification of generators (7.5) in Corollary
7.3, the moduli spaces of holomorphic triangles defining the products µ2 on the two sides are also
canonically identified. The result follows. 
Next, we want to understand the ideal I in terms of the geometric basis of Hcn,m. Consider the
cochain model (cf. 6.16, (7.1)).
Hcn,m = ⊕λ0,λ1∈Λcn,mHF (Lc(λ0), Lc˜(λ1)) = ⊕λ0,λ1∈Λcn,mCF (Lc(λ0), Lc˜(λ1)).(7.8)
Define Iarcλ0,λ1 to be the vector subspace of CF (Lc(λ0), Lc˜(λ1)) generated by
Barcλ0,λ1 := {x ∈ X (Lc(λ0), Lc˜(λ1))|{1, . . . ,m− 2n}+
√−1 * pi(x)}(7.9)
Let Garcλ0,λ1 := X (Lc(λ0), Lc˜(λ1)) \ B
arc
λ0,λ1
and define Iarc, Barc and Garc accordingly.
Lemma 7.7. There is an algebra isomorphism from ⊕HF (L
c(λ0)
λ0,λ1 , Lc(λ1)
λ0,λ1 ) to ⊕CF (Lc(λ0), Lc˜(λ1))
sending I to Iarc.
Proof. Let θλ0,λ1 ∈ HF 0(Lc(λ1)λ0,λ1 , Lc˜(λ1)) be a generator over Z. Then, for a sign-consistent choice
of θλ0,λ1 , the direct sum of
µ2(θλ0,λ1 ,−) : HF (Lc(λ0)λ0,λ1 , Lc(λ1)λ0,λ1 )→ HF (Lc(λ0)λ0,λ1 , Lc˜(λ1))(7.10)
over all (λ0, λ1) is an algebra isomorphism.
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Without loss of generality, we can assume that c(λ0)
λ0,λ1
= c(λ0). Note that we can choose c˜(λ1)
such that the pair (c(λ1)
λ0,λ1
, c˜(λ1)) also satisfies (7.2). By the same reasoning as in Lemmas 7.4
and 7.6, the image of I under (7.10) is contained in Iarc. Since µ2(θλ0,λ1 ,−) is an isomorphism on
cohomology and the dimensions spanned by I and Iarc in cohomology are the same, the image of I is
precisely Iarc. 
From Lemmas 7.6 and 7.7, we have an algebra isomorphism ⊕CF (L
c(λ0)
, L
c˜(λ1)
)/Iarc ' Hsympn,m . We
want to show that this isomorphism respects the geometric basis.
For λ0, λ1 ∈ Λcn,m, we consider the composition of quasi-isomorphisms
CF (Lλ0 , Lλ˜1)→ CF (Lλ0 , Lλ1)→ CF (Lc(λ0), Lc(λ1))/Iλ0,λ1 → CF (Lc(λ0), Lc˜(λ1))/I
alg
λ0,λ1
(7.11)
The first arrow is given by µ2(θ,−) for a continuation element θ ∈ CF (Lλ˜1 , Lλ1). The second arrow
is the inverse of the chain isomorphism (7.6). The last arrow is (7.10), which is given by µ2(θ′,−) for
a continuation element θ′ ∈ CF 0(L
c(λ1)
, L
c˜(λ1)
).
We can assume that λ0, λ˜1 and λ1 are obtained, respectively, by removing the leftmost m − 2n
matching paths of c(λ0) ,c˜(λ1) and c(λ1), and translating by −(m−2n). Let θ−1 be a quasi-inverse of θ.
We can choose θ′ to be image of θ−1 under the canonical inclusion CF (Lλ1 , Lλ˜1)→ CF (Lc(λ1), Lc˜(λ1))
In this case, the composition (7.11) coincides with the canonical cochain isomorphism
CF (Lλ0 , Lλ˜1)→ CF (Lc(λ0), Lc˜(λ1))/I
alg
λ0,λ1
(7.12)
x 7→ y
characterised by piE(y) = {1, . . . ,m − 2n} ∪ (piE(x) + m − 2n) (i.e. essentially the same map as in
(7.5), (7.6)). As a consequence, there is an algebra isomorphism from Hsympn,m to Hcn,m/I respecting the
geometric basis.
For the combinatorial arc algebra, we have exactly the same quotient description for Halgn,m (see
(6.39)). To conclude, we have
Proposition 7.8. The isomorphism Φ of Lemma 6.3 restricts to an algebra isomorphism from Hsympn,m
to Halgn,m.
7.2. All cases. We show that Φ is an algebra isomorphism from Ksympn,m to K
alg
n,m for all n,m in this
section. The strategy is similar to the previous section.
Let e : Λn,m → Λcn,m+n be the inclusion given by (6.45). Let
Hen,m := ⊕λ0,λ1∈Λn,mHF (Le(λ0), Le(λ1))(7.13)
which is a subalgebra of Hsympn,m+n = H
alg
n,m+n so in particular, H
e
n,m is formal. We want to compare
Ksympn,m with Hen,m.
For each ordered pair (λ0, λ1) such that λ0, λ1 ∈ Λn,m, we choose upper matchings e(λ0) and e(λ1)
such that
for a = 1, . . . , n, the slope at m+ a+
√−1 of the matching paths in e(λ0) that ends(7.14)
at m+ a+
√−1 is more negative than that of e(λ1)
Since the choices of matching depend on the ordered pair of weights, we denote the matchings by
e(λ0)
λ0,λ1
and e(λ1)
λ0,λ1
respectively. Let Jλ0,λ1 be the subspace of CF (Le(λ0)
λ0,λ1 , Le(λ1)
λ0,λ1 ) gen-
erated by
Bλ0,λ1 := {x ∈ X (Le(λ0)λ0,λ1 , Le(λ1)λ0,λ1 )|m+ a+
√−1 ∈ pi(x) for some a = 1 . . . , n}(7.15)
Let Gλ0,λ1 := X (Le(λ0)λ0,λ1 , Le(λ1)λ0,λ1 )\Bλ0,λ1 and define J = ⊕Jλ0,λ1 , B := ⊕Bλ0,λ1 and G = ⊕Gλ0,λ1 .
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Lemma 7.9. µ1(Jλ0,λ1) ⊂ Jλ0,λ1 so Jλ0,λ1 descends to a vector subspace of Hen,m, which we denote
by Jλ0,λ1.
Proof. Let x1 ∈ B. We want to show that if the x0-coefficient of µ1(x1) is non-zero then x0 ∈ B.
By definition, x1 ∈ G implies that m+ a+
√−1 ⊂ pi(x1) for some a = 1, . . . , n. Let u : Σ→ A2k−1
be a J-holomorphic map contributing to the x0-coefficient of µ
1(x1) such that near an input puncture
ξ, u is asymptotic to the element of x1 lying above m+ a+
√−1. We project u to H◦ by pi and apply
the open mapping theorem. The condition (7.14) at m+ a+
√−1 forces at least one of the boundary
components of Σ adjacent to ξ to be mapped constantly to m + a +
√−1 by pi ◦ u. It immediately
implies that m+ a+
√−1 ∈ pi(x0). 
Corollary 7.10. HF (Le(λ0), Le(λ1))/Jλ0,λ1 = HF (Lλ0 , Lλ1) as a graded vector space.
Proof. For j = 0, 1, by forgetting the points {1, . . . , n}+m+√−1 and ‘extending’ the matching paths
of e(λj)
λ0,λ1 that contain m + a +
√−1 for some a = 1, . . . , n to thimble paths, we get an upper
matching λj of λj . There is then an obvious bijective correspondence
Gλ0,λ1 ' X (Lλ0 , Lλ1)(7.16)
Moreover, there is a canonical isomorphism between the chain complexes
CF (L
e(λ0)
λ0,λ1 , Le(λ1)
λ0,λ1 )/Jλ0,λ1 ∼= CF (Lλ0 , Lλ1)(7.17)
which on generators is given by (7.16); the differentials on the left and right agree by the proof of
Lemma 7.9. 
Lemma 7.11. The subspace Jλ0,λ1 is independent of the choices of e(λ0)
λ0,λ1
and e(λ1)
λ0,λ1
, provided
(7.14) is satisfied.
Proof. Let e(λ0)
a and e(λ0)
b be two different choices of e(λ0)
λ0,λ1
such that (7.14) is satisfied for the
pairs (e(λ0)
a, e(λ1)
λ0,λ1
) and (e(λ0)
b, e(λ1)
λ0,λ1
).
There exists another choice e(λ0)
c of e(λ0)
λ0,λ1
such that (7.2) is satisfied for the pairs (e(λ0)
c, e(λ0)
a)
and (e(λ0)
c, e(λ0)
b). Let θ be a continuation element of HF (Le(λ0)c , Le(λ0)a).
Let Ja and Jc be the respective Jλ0,λ1 for HF (Le(λ0)a , Le(λ1)
λ0,λ1 ) and HF (Le(λ0)c , Le(λ1)
λ0,λ1 ). We
need to show that the isomorphism
µ2(−, θ) : HF (Le(λ0)a , Le(λ1)λ0,λ1 )→ HF (Le(λ0)c , Le(λ1)λ0,λ1 )(7.18)
sends Ja to Jc. By Corollary 7.10 and a dimension count, it suffices to show that the image of Ja
under µ2(−, θ) is contained in Jc.
The proof that µ2(Ja, θ) ⊂ Jc is similar to the proof of Lemma 7.9. Let Ba and Bc be the respective
Bλ0,λ1 for CF (Le(λ0)a , Le(λ1)λ0,λ1 ) and CF (Le(λ0)c , Le(λ1)λ0,λ1 ). By slight abuse of notation, we denote
a chain level lift of θ to CF (Le(λ0)c , Le(λ0)a) by θ. It suffices to show that if x1 ∈ Ba and the x0-
coefficient of µ2(x1, θ) is non-zero, then x0 ∈ Bc.
Let u : Σ→ A2k−1 be a J-holomorphic map contributing to the x0-coefficient of µ2(x1, θ) such that
near an input puncture ξ, u is asymptotic to the element of x1 lying above m+ a+
√−1. We project
u to H◦ by pi and apply the open mapping theorem. Since (e(λ0)a, e(λ1)
λ0,λ1
) satisfies (7.14), it forces
at least one of the boundary components of Σ adjacent to ξ to be mapped constantly to m+ a+
√−1
by pi ◦ u. Let the two boundary components of Σ adjacent to ξ be ∂iΣ and ∂jΣ, with Lagrangian
labels Le(λ0)a and Le(λ1)
λ0,λ1 , respectively.
If pi ◦ u|∂jΣ = m+ a+
√−1, then we are done because we must have m+ a+√−1 ∈ pi(x0).
If pi ◦ u|∂iΣ = m + a +
√−1, then we denote the next boundary component of Σ adjacent to ∂iΣ
by ∂i
′
Σ, which is equipped with the Lagrangian label Le(λ0)c . Using the fact that (e(λ0)
c, e(λ1)
λ0,λ1
)
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satisfies (7.14), we conclude that either ∂jΣ or ∂i
′
Σ is mapped to m+ a+
√−1 under pi ◦ u. In either
case, we have m+ a+
√−1 ∈ pi(x0). 
By very similar arguments, the analogues of Lemma 7.6 and 7.7 hold. In particular, we obtain
algebra isomorphisms
Ksympn,m ' Hen,m/J ' ⊕CF (Le(λ0), Le˜(λ1))/J
arc(7.19)
where J arc is generated by (7.15). There is also exactly the same quotient description for Kalgn,m (see
(6.47)). As a result, the analog of Proposition 7.8 is also true.
Proposition 7.12. The map Φ of Lemma 6.3 gives an algebra isomorphism from Ksympn,m to K
alg
n,m.
8. An nc-vector field
The algebra Ksympn,m in principle carries a non-trivial A∞-structure. Seidel gave a necessary and
sufficient criterion for formality of an A∞-algebra: it should admit a degree one Hochschild cohomology
class which acts by the Euler field, see Theorem 8.7 (a proof is given in [1]). Following the language
of non-commutative geometry, we call a degree one Hochschild cocycle a non-commutative vector field
or nc-vector field: the motivating example is a global vector field V ∈ H0(TZ) ⊂ HH1(Db(Coh(Z)) on
an algebraic variety Z. In this section, we apply the method from [1] to construct an nc-vector field
by counting holomorphic discs with prescribed conormal-type conditions at infinity.
8.1. Moduli spaces of maps revisited. We first explain how to modify the moduli spaces of maps
used in [1] to construct an nc-vector field in our setting. Let Rd+1,h(0,1) be the moduli space of unit
discs S with d + 1 boundary punctures {ξi}di=0, h unordered interior marked points mk(S) and 2
ordered interior marked points s0, s1 such that s1 lies on the hyperbolic geodesic arc between s0
and ξ0 (but s1 6= s0 and s1 6= ξ0). We allow s0, s1 ∈ mk(S) so Rd+1,h(0,1) is also contractible and we
have dim(Rd+1,h(0,1) ) = dim(Rd+1,h) + 3. We call the h unordered interior marked points type-1 interior
marked points, and the 2 ordered interior marked points type-2 interior marked points. We denote
mk(S) ∪ {s0, s1} by mk(S)+.
We can compactify Rd+1,h(0,1) to R
d+1,h
(0,1) as in [1, Section 3.6] (which treats the case h = 0). Informally,
the compactification includes stable broken configurations as considered in [1, Section 3.6], with an
extra condition that there are a total of h type-1 interior marked points (counted with multiplicity)
lying in the interiors of the irreducible components of the configuration. In particular, the codimension
one boundary facets of Rd+1,h(0,1) are given by
(1) ({ξi+1, . . . , ξi+j move together) A nodal domain in which a collection of input boundary punc-
tures bubble off: ∐
1≤j≤d,0≤i≤d−j,h1+h2=h
Rd−j+1,h1(0,1) ×Rj+1,h2(8.1)
When j = 1, we need h2 > 0 so that the domain is stable.
(2) (s1 → s0) A domain with a sphere bubble carrying the two type-2 interior marked points and
some type-1 interior marked points attached to a disc carrying the remaining type-1 interior
marked points and the d + 1 boundary punctures. Letting Mh0,3 denote the moduli space of
spheres with 3 type-2 (hence ordered) marked points and h unordered type-1 interior marked
points, and Rd+1,h1 denote the moduli space of unit discs with d + 1 boundary punctures, h
type-1 interior marked points and 1 type-2 interior marked point, this component is∐
h1+h2=h
Rd+1,h11 ×Mh20,3(8.2)
The attaching point is understood to be the type-2 interior marked point on the disc and the
last type-2 marked point of the sphere.
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(3) ({ξd−l+1, . . . , ξd, ξ1, . . . , ξi} → ξ0) A nodal domain with two discs, one carrying both type-
2 interior marked points, some type-1 interior marked points and the boundary punctures
{ξi+1, . . . , ξd−l}, the other carrying the remaining type-1 interior marked points and boundary
punctures ∐
0≤i+l≤d,h1+h2=h
Ri+l+1,h1 ×Rd−i−l+1,h2(0,1)(8.3)
When i+ l = 0, we need h1 > 0 so that the domain is stable.
(4) ({s1} ∪ {ξ1, . . . , ξi, ξd−l+1, . . . , ξd} → ξ0) A nodal domain with two discs, one carrying d− i− l
input boundary punctures, one type-2 interior marked point and some type-1 interior marked
points, the bubble carrying the second type-2 interior marked point, and the remaining type-1
interior marked points and boundary punctures:∐
0≤i+l≤d,h1+h2=h
R(i+l+1)+1,h11 ×Rd−i−l+1,h21(8.4)
We pick a consistent choice of strip-like ends and marked-points neighborhoods for elements in
Rd+1,h(0,1) as in Section 2.2.2. This time, we require each marked-point neighborhood to contain s0 and
s1, and denote it by ν(mk(S)
+). For each S ∈ Rd+1,h(0,1) , we can define Gaff(S) by (2.44) but with
ν(mk(S)) being replaced by ν(mk(S)+). For a cylindrical Lagrangian label associating ∂jS to Lj for
j = 0, . . . , d and a choice AS ∈ Paff(S, {(Aj , λLj−1 , λLj )}dj=0), we equip S with the additional data
(J,K) as in (2.54) and (2.55), again with ν(mk(S)) replaced by ν(mk(S)+).
Let D0 ⊂ Hilbn(E) is the divisor of ideals whose support meets DE . We now assume that
D0 is moveable, and the base locus of its linear system contains no rational curve, and(8.5)
there is a holomorphic volume form with simple poles on D0 (so c1(Hilb
n(E)) = PD(D0))(8.6)
Let D′0 be a divisor in Hilb
n(E) linearly equivalent to, but sharing no common irreducible component
with, D0. Let B0 = D0 ∩D′0 be the base locus of the corresponding pencil; we assume that it contains
no rational curve. Note that these conditions will hold in the case of type A Milnor fibres (see [1,
Section 6]), and more generally (8.5) holds when DE ⊂ E is moveable and (8.6) holds when there is
a holomorphic volume form on E with simple poles on DE (see [1, Lemma 6.3]).
Given x0 ∈ X (H0, L0, Ld) and xj ∈ X (Hj , Lj−1, Lj) for j = 1, . . . , d, we define
Rd+1,h(0,1) (x0;xd, . . . , x1)(8.7)
to be the moduli of all maps u : S → Hilbn(E) such that
[u] · [Dr] = 0 and [u] · [D0] = 1
u−1(DHC) = mk(S), u−1(D0) = s0, u−1(D′0) = s1
(Du|z −XK |z)0,1 = 0 with respect to (Jz)u(z) for z ∈ S
for z ∈ mk(S), the multiplicity of intersection with DHC equals mult(z)
u(z) ∈ Sym(Lj) for z ∈ ∂jS
lims→±∞ u(j(s, ·)) = xj(·) uniformly
(8.8)
where J,K should be understood as their extension to Confn(E) (see Remark 2.13).
Note that Lemma 2.18 and 2.19 remain true for u ∈ Rd+1,h(0,1) (x0;xd, . . . , x1) so [u] · [Dr] = 0 implies
that h = Ix0;xd,...,x1 . On the other hand, since J = J
[n]
E near s0, s1, [u] · [D0] = 1 implies that the
intersection multiplicity of u with D0 at s0 and with D
′
0 at s1 are both 1. (We will see later, in the proof
of Lemma 8.6, that every intersection between u and D0 contributes positively to their intersection
number.)
We want to discuss the regularity and compactification of Rd+1,h(0,1) (x0;xd, . . . , x1) following Section
2.2.7, 2.2.9, 2.2.10 and [1].
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First, we pick a consistent choice of (AS , J,K) for all elements in Rd+1,h(0,1) and all possible cylindrical
Lagrangian labels and in/outputs. In particular, this implies that if S ∈ Rd+1,h(0,1) has a sphere compo-
nent, then over that component K ≡ 0 and the complex structure is J [n]
E
. We can then introduce the
following moduli spaces of maps that are relevant for the compactification of Rd+1,h(0,1) (x0;xd, . . . , x1):
Rd+1,h1 (Hilbn(E), (d0, dr)|x0;xd, . . . , x1)(8.9)
Mh(Hilbn(E) \Dr|1)(8.10)
The moduli (8.9) consists of maps u : S → Hilbn(E) such that S ∈ Rd+1,h1 , and
[u] · [D0] = d0, [u] · [Dr] = dr
u−1(DHC) = mk(S)
(Du|z −XK |z)0,1 = 0 with respect to (Jz)u(z) for z ∈ S
for z ∈ mk(S), the multiplicity of intersection with DHC equals mult(z)
u(z) ∈ Sym(Lj) for z ∈ ∂jS
lims→±∞ u(j(s, ·)) = xj(·) uniformly.
(8.11)
It has an evaluation map using the type-2 interior marked point to Hilbn(E). The virtual dimension
of (8.9) is
d+ 2d0 + |x0| −
d∑
j=1
|xj |(8.12)
where 2d0 comes from c1(Hilb
n(E)) = PD(D0) and d comes from dim(Rd+11 ),
For S ∈ Mh0,3, we can rigidify the domain and assume the type-2 marked points are 0, 1,∞. The
moduli (8.10) consists of maps u : S → Hilbn(E) \Dr such that S ∈Mh0,3,
[u] · [D0] = 1
u−1(DHC) = mk(S), u−1(D0) = 0, u−1(D′0) = 1,
u is J
[n]
E -holomorphic
for z ∈ mk(S), the multiplicity of intersection with DHC equals mult(z).
(8.13)
It also has an evaluation map to Hilbn(E) by evaluating at ∞. The virtual dimension of (8.10) is
4n+ 2c1([u]) + 2h− (4 + 2h) = 4n− 2(8.14)
where 4n is the dimension of Hilbn(E), c1([u]) = [u] · [D0] = 1, 2h is the dimension of Mh0,3 and 4 + 2h
comes from the incidence conditions.
Proposition 8.1 (cf. Lemma 3.18, 3.19 of [1]). For generic consistent choice of J,K satisfying (2.54)
and (2.55), every u ∈ Rd+1,h(0,1) (x0;xd, . . . , x1) is regular. Moreover, when Rd+1,h(0,1) (x0;xd, . . . , x1) is 0
dimensional, it is compact. When Rd+1,h(0,1) (x0;xd, . . . , x1) is 1 dimensional, it can be compactified by
adding the following boundary strata, which are themselves regular.
(1) (corresponding to (8.1), (8.3))∐
x,h1+h2=h
Rd−j+1,h1(0,1) (x0;xd, . . . , xi+j+1, x, xi, . . . , x1)×Rj+1,h2(x;xi+j , . . . , xi+1)(8.15) ∐
x,h1+h2=h
Ri+l+1,h1(x0;xd, . . . , xd−l+1, x, xi, . . . , x1)×Rd−i−l+1,h2(0,1) (x;xd−j , . . . , xi+1)(8.16)
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(2) (corresponding to (8.2))∐
h1+h2=h
Rd+1,h1 (Hilbn(E), (0, 0)|x0;xd, . . . , x1)×Hilbn(E) Mh(Hilbn(E) \Dr|1)(8.17) ∐
h1+h2=h
Rd+1,h1 (Hilbn(E), (1, 0)|x0;xd, . . . , x1)×Hilbn(E) B0(8.18)
where in (8.17) and (8.18) the fiber products are taken with respect to the evaluation maps, which are
transversal.
In the rest of this section, we establish some regularity and compactness statements and prove
Proposition 8.1.
8.1.1. Moduli of Chern one spheres. We first discuss Mh(Hilbn(E)\Dr|1). Let C be a Chern 1 rational
curve in E and q2, . . . , qn ∈ E be n − 1 pairwise distinct points such that at most one of q2, . . . , qn
lies in C. The product determines a Chern 1 rational curve in Symn(E) which meets ∆E at at most
one point. Therefore, it uniquely lifts to an irreducible Chern 1 rational curve C˜ in Hilbn(E). We call
C˜ a Chern 1 rational curve of product type. In fact, these are essentially all the irreducible Chern 1
rational curves in Hilbn(E).
Lemma 8.2 (Lemma 6.4 of [1]). Let C be an irreducible rational curve in Hilbn(E) with Chern number
1 and not contained in DHC . Then C is of product type.
Proof. By assumption, piHC(C) is an irreducible Chern 1 rational curve in Sym
n(E). By the tautolog-
ical correspondence, we get a (possibly disconnected) closed complex curve C ′ in E of Chern number
1. It means that C ′ lies inside a finite union of fibers of piE . Having Chern number 1 means that
[C ′] · [DE ] = 1 so C ′ is a union of a Chern 1 rational curve C ′′ and n−1 points in E. By the assumption
that C is not contained in DHC (or equivalently piHC(C) is not contained in ∆E), we know that the
points are pairwise disjoint and at most one of them lies inside C ′′. 
Corollary 8.3 (Lemma 6.4 of [1]). The moduli Mh(Hilbn(E)\Dr|1) is regular and the evaluation map
Mh(Hilbn(E) \Dr|1) → Hilbn(E) defines a pseudocycle. In other words, the image of the evaluation
map can be compactified by adding a real codimension two (with respect to the image) subset.
Proof. When h > 0, by Lemma 8.2, Mh(Hilbn(E) \ Dr|1) is actually empty so there is nothing to
prove.
When h = 0, the regularity of Mh(Hilbn(E) \Dr|1) follows from the explicit description of Lemma
8.2 and the fact that every direct summand of the normal bundle of a product-type Chern one rational
curve in Hilbn(E) \Dr has Chern number ≥ −1. Therefore, automatic regularity for these somewhere
injective curves applies.
To define a pseudocycle, the codimension 2 subset to be added is the union of the image of stable
Chern 1 rational curves in Hilbn(E) that meets Dr non-trivially, which is denoted by Br in [1]. It
is of codimension 2 because every such stable Chern 1 rational curve maps to a point in Symn(H◦)
that lies inside ∆H◦ ∩D′ where D′ is the divisor in Symn(H◦) consisting of subschemes of H◦ whose
support meets critical values of piE . 
We denote the pseudocycle by GW1.
8.1.2. Moduli of discs. The following regularity statement follows as in Lemma 2.14.
Lemma 8.4 (Regularity). For generic consistent choice of (J,K) satisfying (2.54), (2.55), every
element in the moduli spaces (8.7) and (8.9) is regular.
For an element u in the moduli space (8.7) or (8.9), we can define E(u) by (2.78). Even though E is
not exact, we can still define ωgeomK and ω
top
K on Conf
n(E)×S. They differ by RK which, by the same
reasoning as in Lemma 2.26, is uniformly bounded independent of u. Moreover, the integration of ωtopK
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over the graph of u is bounded a priori by the Lagrangian boundary conditions and the intersection
numbers with D0, Dr, because Hilb
n(E) \ (D0 ∪Dr) is exact. To conclude, we have
Lemma 8.5 (Energy). For a fixed choice of {xj}dj=1 and a moduli of maps (8.7) or (8.9), there exists
T > 0 such that for all elements u in the moduli, we have E(u) < T .
We also have the corresponding statement for positivity of intersections.
Lemma 8.6 (Positivity of intersection). Let u be an element in (8.7) or (8.9). If u(z) ∈ D0 (resp.
u(z) ∈ Dr), then the intersection u(z) between Im(u) and D0 (resp. Dr) contribute positively to the
algebraic intersection number.
Proof. For both cases (D0 and Dr), it follows from the fact that the Hamiltonian vector field in the
perturbation term is tangent to (every stratum of) the divisor. For D0, this is exactly Lemma 2.32.
For Dr, the argument is similar to that of Lemma 2.19 and 2.34. 
Proof of Proposition 8.1. Let uk : Sk → Hilbn(E) be a sequence of maps in (8.7). First consider the
case that there is a subsequence of Sk converging to S ∈ Rd+1,h(0,1) . Without loss of generality, we can
assume Sk = S for all k.
The analog of Lemma 2.30 holds. More precisely, if there is energy concentration at a point in S
but outside ν(mk(S)+), then it will produce a sphere bubble or a disc bubble in Ee which intersects
DE . By Lemma 8.6, this will imply that for large k, the algebraic intersection number between uk
and D0 is greater than 1. Contradiction.
Energy concentration cannot happen at a point outside mk(S)+. If energy concentration happens
at mk(S)+, then it is either at {s0, s1} or not. If not, the resulting sphere bubble (tree) has Chern
number 0 so it is contained in Hilbn(E) (recall that c1(Hilb
n(E)) = PD(D0)). Therefore, it intersects
Dr positively by Lemma 2.5 and gives a contradiction. If energy concentration happens at s0 or s1, say
s0, then the bubble tree has either Chern number zero or Chern number one. We get a contradiction
in the former case as above. For the latter case, the Chern 1 bubble intersects D′0, so the algebraic
intersection number between u and D0 is at least 2 in total. This again gives a contradiction.
Energy concentration at strip like ends give parts of (8.15) and (8.16). This finishes the bubbling
analysis when Sk has a subsequence converging to S ∈ Rd+1,h(0,1) .
Now, if Sk has a subsequence converging to the boundary strata (8.1), (8.3), we get the remaining
terms in (8.15) and (8.16).
If Sk has a subsequence converging to the boundary strata (8.4), then for k large, u has algebraic
intersection at least 2 with D0 because each disc component in the limit contributes at least one.
Next, we consider the case that Sk has a subsequence converging to the boundary strata (8.2).
Without loss of generality, we can assume Sk = S lies in the boundary strata (8.2) for all k. The
analog of Lemma 2.30 still holds. That is, there is no energy concentration at a point in S\ν(mk(S)+),
and hence no energy concentration at a point in S\mk(S)+. If energy concentration happens at mk(S),
we get a Chern 0 bubble and the usual contradiction. If energy concentration happens at s0 or s1, say
s0, then at least one of the spheres (including the original one in the domain) has vanishing Chern
number, so meets Dr. Therefore, the tree of spheres define a stable Chern 1 rational curve in Hilb
n(E)
which lies in a real codimension 4 subset of Hilbn(E) (see Corollary 8.3). This can be avoided by
genericity of the choice of data. Energy concentration of solutions in (8.2) at strip-like ends is a higher
codimension phenomenon.
Finally, when there is no energy concentration, the boundary strata (8.2) correspond precisely to
(8.17) and (8.18). 
8.2. Pure Lagrangians. An nc-vector field of an A∞ category A is a cocycle b ∈ CC1(A,A). Given
an nc-vector field b, a b-equivariant object is a pair (L, cL) such that L ∈ Ob(A), cL ∈ hom0A(L,L) and
b0|L = µ1(cL). In this case, (L, cL) is called a b-equivariant lift of L. Given two b-equivariant objects
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(L, cL) and (L
′, cL′), the map
a 7→ b1(a)− µ2(cL′ , a) + µ2(a, cL)(8.19)
is a chain map from homA(L,L
′) to itself. An nc-vector field is called pure if every object L ∈
Ob(A) admits a b-equivariant lift (L, cL) and for every pair (L, cL), (L
′, cL′) of b-equivariant lifts, the
endomorphism on H(homA(L,L
′)) induced by (8.19) is given by
a 7→ |a|a(8.20)
for all pure degree elements a ∈ H(homA(L,L′)), where | · | denotes degree. In other words, purity
asserts that (8.19) agrees with the Euler vector field.
Theorem 8.7 (Seidel). If an A∞ category A over a field of characteristic 0 admits a pure nc-vector
field, then A is formal.
A proof is given in [1].
8.2.1. Construction. By Proposition 8.1, we can define a Hochschild cochain
b˜ ∈ CC∗(FScyl,n(piE),FScyl,n(piE))(8.21)
by counting rigid elements in Rd+1,h(0,1) (x0;xd, . . . , x1). The cochain b˜ is not closed due to the existence
of the boundary strata (8.17) and (8.18).
To compensate for these strata, we consider the closed-open maps
CO : C∗(Hilbn(E) \Dr)→ CC∗(FScyl,n(piE),FScyl,n(piE))(8.22)
co : C lf2n−2−j(D0, (D0 ∩Dr) ∪Dsing0 )→ CCj(FScyl,n(piE),FScyl,n(piE)) for j ≤ 3(8.23)
which are the direct analogs of the ones in [1, Section 3.5]. The only difference is that we added
the type-1 interior marked points and hence use Rd+1,h1 (Hilbn(E), (d0, dr)|x0;xd, . . . , x1) for (d0, dr) =
(0, 0) and (1, 0), respectively, to define CO and co.
The boundary strata (8.17) and (8.18) correspond to
CO(GW1) and co([B0])(8.24)
respectively, where we recall B0 = D0 ∩D′0. Using the fact that both CO and co are chain maps, we
get
Proposition 8.8 (cf. Proposition 3.20 of [1]). If both GW1 and [B0] are null-homologous with primi-
tives gw1 and β0, then the sum
b := b˜+ CO(gw1) + co(β0)(8.25)
defines an nc-vector field for FScyl,n(piE).
We now specialise to the case where E = Am−1 is the type A Milnor fiber. It is shown in [1]
that both GW1 and [B0] are null-homologous so Proposition 8.8 applies. The Lagrangian spheres and
thimbles in E have trivial first cohomology and so (by exactness) trivial first Floer cohomology, so
admit equivariant structures.
Lemma 8.9. For each λ ∈ Λn,m, Lλ is pure.
Proof. The argument of [1, Lemma 6.9] generalises to our situation: we briefly recall the key points,
adapted to the current setup. By Lemma 2.22, the rigid count of Rd+1,h(0,1) (x0) is 0 when h > 0. When
h = 0, the domain is a disjoint union of n discs which are mapped to different Lagrangian components
of Lλ. Since the intersection with D0 is 1, exactly one of these n discs hits DE transversely once,
and the others are disjoint from DE and are hence constant maps by exactness. The key point in the
argument of [1, Lemma 6.9] is that, over each point t ∈ γ of a fibred Lagrangian Lγ ⊂ E, there are
exactly two holomorphic discs with boundary on Lγ (the hemispheres of a P1-fiber of E). When γ is
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a matching path, this algebraic count gives a 7→ 2a under the map (8.19) for the degree 2 generator
a ∈ HF (Lγ). Moreover, by [1, Lemma 2.12] and the paragraph thereafter, (8.19) necessarily vanishes
on degree 0 generators of HF (Lγ) whenever HF
0(Lγ) has rank 1 (which holds when γ is a matching
path or a thimble path). The result follows. 
9. Formality
By Proposition 7.12, we know that on the cohomological level, the extended symplectic arc algebra
Ksympn,m argees with the extended arc algebra K
alg
n,m. In this section, we prove that the extended sym-
plectic arc algebra is formal when working over a field of characteristic 0, by proving that the nc-vector
field constructed in 8.2.1 is pure. To ease notation, in this section, given a weight λ, we use λ and λ
to denote λ
alg
and λalg, respectively.
9.1. Some lemmata. Let λ0, λ1 ∈ Λn,m.
Lemma 9.1 (Cyclic module structure). Let xmin be an oriented circle diagram λ1ηminλ0 which cor-
responds to the minimal degree generator of HF ∗(Lλ0 , Lλ1). Let x be another oriented circle diagram
λ1ηλ0. Then there are two oriented circle diagrams λ0η0λ0 and λ1η1λ1 such that
µ2(λ1η1λ1, xmin) = x = µ
2(xmin, λ0η0λ0)(9.1)
In particular, HF ∗(Lλ0 , Lλ1) is a cyclic module over HF
∗(Lλi , Lλi) for both i = 0, 1.
Proof. We give a proof when i = 0; the case i = 1 can be dealt with similarly.
Recall that, schematically, the product in the combinatorial arc algebra is computed by stacking
an oriented λ0 ∪ λ0 on top of an oriented λ1 ∪ λ0, and resolving / removing the middle levels by a
sequence of elementary cobordisms, which induce maps by the action of an underlying TQFT.
The diagram λ1 ∪ λ0 consists of circles and lines. Let C1, . . . , Ck be the circles, and define for
j = 1, . . . , k
Γo,j := {γ ∈ λ0|γ is contained in the circle Cj}.(9.2)
It is clear that Γo,j 6= ∅ for all j. Let Γo := ∪jΓo,j and Γl := λ0 \ Γo. In particular, if γ ∈ λ0 is a line,
then γ ∈ Γl.
The minimal degree generator xmin corresponds to orienting all the circles in λ1∪λ0 counterclockwise
(note that the orientations of the arcs in λ1 ∪ λ0 are uniquely determined by the rule (6.12), namely,
the remaining ∨ must occupy the rightmost available positions). On the other hand, let Cs1 , . . . , Cst
be the circles in λ1 ∪ λ0 that are oriented clockwise by x. For each j ∈ {s1, . . . , st}, we pick a single
γj ∈ Γo,j . Now we give λ0 ∪ λ0 the orientation y that is uniquely determined by the property that a
circle C in λ0 ∪ λ0 is oriented clockwise if and only if C contains γj for some j ∈ {s1, . . . , st}.
One feature of the Khovanov TQFT is that a counterclockwise circle times a counterclockwise (resp.
clockwise) circle is a counterclockwise (resp. clockwise) circle. The analog is true for the Khovanov-
type TQFT from [13, 44]. One can check, by applying the rules underlying the Khovanov-type TQFT
from [13, 44], that our prescription ensures that we have µ2(xmin, y) = x (see Figure 9.1 for an
example). 
Lemma 9.2. Let λa be an oriented cap diagram and bλ be an oriented cup diagram. Then we have
µ2(bλλ, λλa) = bλa(9.3)
In particular, the product map
HF (Lλ, Lb)×HF (La, Lλ)→ HF (La, Lb)(9.4)
is nonzero.
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Figure 9.1. From left to right: y (top) and xmin (bottom) before taking product; suc-
cessively applying two TQFT operations to the first picture; the product x. Clockwise
orientations on circles are indicated by H. We choose γj to be the outermost upper
arcs in the 2 circle components of x; this forces the indicated Hs on y.
Proof. Note that λλa, bλλ and bλa are oriented circle diagrams so the LHS and RHS of (9.3) are
well-defined.
Now we need to justify (9.3). If γ ∈ λ is a half-circle and the component in λλa containing γ
is a circle C, then by the definition of λ, we know that C is oriented counterclockwise. Similarly,
if γ∗ ∈ λ is a half-circle and the component in bλλ containing γ∗ is a circle C ′, then C ′ is oriented
counterclockwise. In this case, when we do the resolution between γ and γ∗ involved in the product,
the outcome is also oriented counterclockwise. In other words, the resolution cobordism move does
not change the orientation (see Figure 9.2)
v vv v v v
v vv
Figure 9.2. Orientation unchanged
On the other hand, if the component of λλa containing γ is a line, then we need to first complete
it to a circle before computing the product. Moreover, the circle to which it is completed is oriented
counterclockwise (see Figure 9.3). The same holds for bλλ.
Therefore, each type of resolution, and hence the product obtained from a composition of such,
does not change the orientations. The result follows. 
v
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Figure 9.3. From left to right: 1) two oriented circle diagrams λλa, bλλ, 2) closure of
the oriented circle diagrams, all circles are oriented counterclockwise (see Section 6.4),
3) taking product, 4) removing the completion (grey)
The set of weights Λn,m has a natural ‘Bruhat’ partial ordering (see Section 4.1). Intuitively, it is
given by exchanging pairs ∨ and ∧; one increases in the Bruhat order by moving ∨’s to the right, see
[13, Section 2]. Given λ ∈ Λn,m, there is a unique maximal element wλ in the set
{w ∈ Λn,m | λwλ is an oriented circle diagram}.(9.5)
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Explicitly, the maximal element is given by putting a ∨ on the right end-points of all the half-circles
and lines in λ (or λ) and a ∧ otherwise.
Lemma 9.3. Let λ0, λ1 ∈ Λn,m. At least one of the following statements holds.
(1) There is no η ∈ Λn,m such that λ1ηλ0 is an oriented circle diagram;
(2) There is some η ∈ Λn,m\{λ0, λ1} such that λ1ηλ0 is an oriented circle diagram;
(3) λ0 = wλ1 or λ1 = wλ0.
Proof. Suppose neither (1) nor (2) hold. We want to prove (3).
Since (1) and (2) fail, there exists η such that λ1ηλ0 is an oriented circle diagram, but every such
η is given by λ0 or λ1. Without loss of generality, we assume that η = λ1 so, in particular, we have
λ0 ≤ λ1, since whenever αλβ is an oriented circle diagram one has α ≤ λ and β ≤ λ in the Bruhat
order, cf. [13, Lemma 2.3]. We want to prove that λ1 = wλ0 .
Notice that if λ1 ∪λ0 has a circle component, then there is η′ ∈ Λn,m such that η′ 6= η and λ1η′λ0 is
an oriented circle diagram. It implies that η = λ1 < η
′ but we also have λ0 ≤ η so η′ ∈ Λn,m \{λ0, λ1}.
Since we have assumed that (2) fails, so we get a contradiction and hence, λ1 ∪ λ0 is a diagram with
only line components (and there is only one orientation given by η = λ1).
Let s1 < · · · < sk be the integers which are the left end points of half-circles of λ0. By definition,
λ0(si) = ∨ for all i. If λ1(si) = ∧ for all i, then we are done, because then λ1 has ∨ on all the right
end points of half-circles and lines of λ0, and hence λ1 = wλ0 .
If this is not the case, then let sj be the largest among s1, . . . sk such that λ1(sj) = ∨. Let sj + t be
the right end point of the half-circle of λ0 with left end point sj . By definition of λ0, exactly half of
{sj + 1, . . . , sj + t − 1} are labelled by ∧ and half by ∨ with respect to λ0. Moreover, all of them lie
in a half-circle of λ0.
By the definition of sj , for l = 1, . . . , t− 1, if λ0(sj + l) = ∨, then sj + j ∈ {sj+1, . . . , sk} so we have
λ1(sj + l) = ∧. Moreover, for λ1ηλ0 to have at least one orientation, we need that λ1(sj + t) = ∧ and
for l = 1, . . . , t − 1, if λ0(sj + l) = ∧, then λ1(sj + l) = ∨ (see Figure 9.4). Now, by the definition of
λ1, we see that λ1ηλ0 has a circle passing through sj and sj + t. This contradicts the fact that λ1ηλ0
does not have circle components. 
v v v v
vv v v
Figure 9.4. The weight and the cap diagram on top are λ0 and λ0; the weight and
the cup diagram on the bottom are λ1 and λ1.
9.2. Consistent choice of equivariant structures. Let b be the nc vector field constructed in
Proposition 8.8.
Proposition 9.4. There is a choice of b-equivariant structures on {Lλ}λ∈Λn,m such that b is pure.
Proof. By Lemma 8.9, Lλ is pure for each λ ∈ Λn,m.
Any partial order admits a total order refinement. We choose a total ordering (≤T ) on Λn,m that
is compatible with the Bruhat partial ordering ≤. We make choices of b-equivariant structure on the
Lλ with decreasing order of λ.
Let η ∈ Λn,m and suppose that a b-equivariant structure on Lλ is chosen for all λ >T η, such that
b is pure. We want to choose a b-equivariant structure on Lη such that b is pure on {Lλ}λ≥T η.
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We choose a b-equivariant structure on Lη such that the minimal degree element of HF (Lη, Lwη)
has weight equal to the degree. By Lemma 9.1, HF (Lη, Lwη) is cyclic as a module over HF (Lwη , Lwη)
so the weight equals the degree for all pure degree elements in HF (Lη, Lwη).
By Lemma 9.2, we have
µ2(ηwηwη, wηwηη) = ηwηη(9.6)
This implies that x := ηwηwη in HF (Lwη , Lη) has weight equal to its degree.
Let xmin be the minimal degree generator of HF (Lwη , Lη). By Lemma 9.1, we know that x =
µ2(xmin, y) for some y ∈ HF (Lwη , Lwη). It means that xmin also has weight equal to its degree, and
hence all elements of HF (Lwη , Lη) have weight equal to their degrees.
Now, suppose that λ >T η but λ 6= wη, and purity holds for all of HF (Lλ′ , Lη), HF (Lη, Lλ′)
such that λ′ >T λ. By Lemma 9.3, λ, η satisfies either (1) or (2) of Lemma 9.3. If (1) holds, then
HF (Lλ, Lη) = HF (Lη, Lλ) = 0 so purity is automatic. If (2) holds, let λ
′ > λ, η and λ′ 6= λ, η such
that ηλ′λ is an oriented circle diagram.
By Lemma 9.2, we have
µ2(λλ′λ′, λ′λ′η) = λλ′η(9.7)
This means that λλ′η in HF (Lη, Lλ) has weight equal to its degree. By Lemma 9.1 again, we know
the minimal degree elements in HF (Lη, Lλ) have weight equal to degree, hence so do all elements in
HF (Lη, Lλ). The same is true for HF (Lλ, Lη) because Lemma 9.2 also implies that
µ2(ηλ′λ′, λ′λ′λ) = ηλ′λ(9.8)
By induction over the total order, the result follows. 
Proof of Theorem 1.1. Recall the notation for the tuple of Lagrangian thimbles T I from Section 4. It
is easy to see that T (λ)
−1(∨) can be generated by {Lλ|λ ∈ Λn,m} using the exact triangles constructed
in Section 3.2. Conversely, Lλ can be generated by {T (λ)
−1(∨)|λ ∈ Λn,m}, either again by directly
applying the exact triangles, or by appeal to Proposition 5.16. Therefore, by Proposition 4.4, we have
quasi-equivalences
DpiFS(pin,m) ' perf-(End(⊕T (λ)−1(∨))) ' perf-(Ksympn,m ) = perf-(Kalgn,m)(9.9)

Remark 9.5. Theorem 1.1 and Proposition 3.5 together give a new proof of a result of [7], namely
that the Serre functor of the constructible derived category of the Grassmannian is given by the action
of the centre of the braid group.
There is an algebra isomorphism Kalgn,m ' (Kalgn,m)op, given on basis elements by sending an oriented
circle diagram βλα to its reflection αrλβr (see [13, Equation (3.9)]). Together with Theorem 1.1, this
implies that
Corollary 9.6. For all λ, λ′ ∈ Λn,m, we have
HF (Lλ, Lλ′) = HF (Lλ′ , Lλ)(9.10)
as graded vector spaces.
This is already non-trivial, because Lλ, Lλ′ are not compact Lagrangians, so it is not a priori clear
why they should satisfy this Poincare´ duality type of equality (because of the non-trivial wrapping in
constructing the category, the underlying cochain groups are typically not equal).
The algebra isomorphism Kalgn,m ' (Kalgn,m)op can be understood geometrically: we give a sketch of the
argument. By a hyperbolic isometry between the upper half plane and the unit disc, we can assume
the target of piE is the unit disc B. We also assume that the critical values lie on the real line, and
FUKAYA-SEIDEL CATEGORIES OF HILBERT SCHEMES AND PARABOLIC CATEGORY O 61
that infinity in the upper half plane is mapped to
√−1 ∈ ∂B. Let ιB : B → B be the reflection along
the real line. We can assume that there is an anti-symplectic involution ιE : E → E covering ιB.
Let u : S → YE be a solution that contributes to the A∞ structure of FScyl,n(piE). Let ιS : S → S
be reflection in the real diameter of the disc, and S the image of S (equipped with the push-forward
data by ιS). Let ιYE : YE → YE be the anti-symplectic involution induced by ιE . In this case,
ιYE ◦ u ◦ ιS : S → YE is tautologically a solution to the push-forward equation, which is itself a
perturbed pseudo-holomorphic equation. Note, however, that the ordering of the Lagrangian boundary
conditions is reversed on ∂S.
This illustrates that, for appropriate choices of Floer data, the involution ιE induces an A∞-
equivalence
FScyl,n(piE) ' (FScyl,n(piE)†)op(9.11)
L 7→ ιE(L)
where FScyl,n(piE)† is quasi-equivalent to FScyl,n(piE) but the wrapping at infinity for CF (?, ??) in
FScyl,n(piE)† is defined to be wrapping the latter entry clockwise, with stop at −
√−1, whilst the
wrapping in FScyl,n(piE) is wrapping the former entry counterclockwise with stop at
√−1 (see Figure
9.5). For more details of (quasi-)equivalences of the kind of (9.11), see [42, Appendix].
x    x    x    x    x    x
x    x    x    x    x    x
x    x    x    x    x    x
Figure 9.5. CF (Lλ, Lλ′) (left), CF (ιE(Lλ′), ιE(Lλ)) in FScyl,n(piE)† (middle) and
CF (Ψ ◦ ιE(Lλ′),Ψ ◦ ιE(Lλ)) (right). The dot on the boundary indicates the stop.
To identify FScyl,n(piE)† with FScyl,n(piE), we need to pick a quasi-equivalence Ψ between them.
We choose the one that corresponds to moving the ‘stop’ −√−1 for FScyl,n(piE)† to
√−1 clockwise
along the boundary of B and keeping a compact region containing the critical points unchanged (see
Figure 9.5). This choice of quasi-equivalence has the property that
Ψ ◦ ιE(Lλ) = Lλ(9.12)
for all λ ∈ Λn,m.
Applying Ψ ◦ ιE to the hom space between the Lagrangians associated to weights in Λn,m, we get
Corollary 9.6:
HF (Lλ, Lλ′) = HF (Ψ ◦ ιE(Lλ′),Ψ ◦ ιE(Lλ)) = HF (Lλ′ , Lλ)(9.13)
where the first equality comes from (9.11) and the second one comes from (9.12). Similarly, applying
Ψ ◦ ιE to the multiplication maps, we can deduce Ksympn,m ' (Ksympn,m )op, so (9.11) can be viewed as a
geometric interpretation of the isomorphism Kalgn,m ' (Kalgn,m)op.
Proof of Corollary 1.5. The statement follows from Theorem 1.1 and the fact that Kalgn,m = (K
alg
m−n,m)op
(see [13, Equation (3.10)]). The origin of this equality is the Schubert-cells compatible identification
of the Grassmannians Gr(n,m) = Gr(m − n,m) but one can give a concrete isomorphism as follows
(since this is not required for the result, we will give the map, but leave the verification that it is
indeed an isomorphism to the reader).
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Let PD : Λn,m → Λm−n,m be the bijection
PD(λ)(a) =
{ ∧ if λ(m+ 1− a) = ∨
∨ if λ(m+ 1− a) = ∧(9.14)
In words, PD is obtained by rotating λ by pi (see Figure 9.6).
∧    ∧    v    v    ∧    v ∧    v    ∧    ∧    v    v=
Figure 9.6. Left: a weight λ, Right: the weight PD(λ)
Each basis element of Kalgn,m is an oriented circle diagram, for which we can perform a pi-rotation
to obtain another oriented circle diagram, and hence a basis element of (Kalgm−n,m)op. This gives a
bijection between basis elements of Kalgn,m and (K
alg
m−n,m)op. Since clockwise cup becomes clockwise
cap, and vice versa, this bijection preserves grading. One can check from the defining TQFT that it
induces an algebra isomorphism. 
10. Dictionary between Lagrangians and modules
In this section, we summarise the dictionary between certain objects in FScyl,n(Am−1) (or their
Yoneda images as modules over Ksympn,m ) and modules over K
alg
n,m. Modules in this section are right
modules, which differs from the convention used in [13]. However, as remarked previously, there is a
canonical algebra isomorphism Kalgn,m ' (Kalgn,m)op, which identifies the right Kalgn,m-modules used below
with the left Kalgn,m-modules used in [13].
For an A∞ or dg category/algebra C, we use perf-C and C-perf to denote the dg category of perfect
right, and respectively left, C modules. We use [C,D] denote the dg category of C-D bimodules. Since
Kalgn,m is homologically smooth, every proper (cohomologically finite) module or bimodule is perfect.
10.1. Indecomposable projectives. For each λ ∈ Λn,m, we define P (λ) to be the submodule of
Kalgn,m generated by the oriented circle diagrams of the form
P (λ) := ⊕Kλalgµα(10.1)
The collection of all P (λ) (together with their grading shifts) is the set of all indecomposable projective
modules of Kalgn,m. Under the isomorphism K
symp
n,m ' Kalgn,m, P (λ) is the same as the Yoneda embedding
of Lλ as a right K
symp
n,m module. Thus, the indecomposable projectives are the Lagrangians associated
to weights.
By [13, Theorem 5.3], the set of all indecomposable injective modules of Kalgn,m is given by
P (λ)∗ := Hom(P (λ),K)(10.2)
where the right module structure is given by fa(m) := f(ma∗) for a ∈ Kalgn,m, m ∈ P (λ) and f ∈ P (λ)∗.
In other words, P (λ)∗ is obtained by pulling back the left module Hom(P (λ),K) via the algebra
isomorphism Kalgn,m = (K
alg
n,m)op. On the symplectic side, up to a grading shift, Hom(P (λ),K) is given
by the Yoneda embedding of τ−1(Lλ) as a left K
symp
n,m module, where τ is the global monodromy
(see Proposition 3.5), so P (λ)∗ corresponds to the pull-back of τ−1(Lλ) via the algebra isomorphism
Ksympn,m = (K
symp
n,m )op.
In view of the geometric explanation of the equivalence Ksympn,m = (K
symp
n,m )op given in (9.11), P (λ)∗
is given by the right Yoneda embedding of Ψ ◦ ιE ◦ τ−1(Lλ).
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x    x    x    x    x    x    
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Figure 10.1. An example of τ−1(Lλ) (left), ιE ◦τ−1(Lλ) (middle) and Ψ◦ιE ◦τ−1(Lλ)
(right)
10.2. Standard modules. For each λ ∈ Λn,m, there is a standard module V (λ) defined in [13,
Equation (5.11)]. As a graded vector space, V (λ) is generated by oriented cap diagrams of the form
λα. The collection of all V (λ) gives a full exceptional collection for the dg category of right Kalgn,m
modules and Exti(V (λ0), V (λ1)) 6= 0 for some i only if λ0 < λ1, where < is with respect to the Bruhat
partial ordering.
An inductive construction of a projective resolution of V (λ) is described in [12, Theorem 5.3]. By
identifying P (λ) with the Yoneda image of Lλ and imitating that inductive construction, we have
Proposition 10.1. The standard module V (λ), as an A∞ module over K
alg
n,m = K
symp
n,m , is quasi-
isomorphic to the Yoneda image of T λ
−1(∨) up to grading shift.
Sketch of proof. When λ−1(∨) = {m − n + 1, . . . ,m}, λ is the maximal weight and P (λ) = V (λ). It
corresponds to Lλ = T
λ−1(∨).
If λ is not the maximal weight, then there is k ∈ {1, . . . ,m} such that λ(k) = ∨ and λ(k + 1) = ∧.
Let λ′′ be the weight given by ‘swapping positions k and k + 1’. That is
λ′′(i) =
 λ(i) if i 6= k, k + 1∧ if i = k∨ if i = k + 1(10.3)
Let λ′ ∈ Λn−1,m−2 be the weight given by forgetting the positions k, k + 1.That is
λ′(i) =
{
λ(i) if i < k
λ(i+ 2) if i ≥ k(10.4)
We define ∪k,k+1λ′ to be the admissible tuple in {im(z) ≤ 1} consisting of 1 matching path connecting
k+
√−1 and k+ 1 +√−1 and n− 1 thimble paths from i+√−1 to i for each i ∈ λ−1(∨) \ {k}. The
notation suggests that it is obtained from applying a ‘cup functor’ to λ′ in position k, k + 1 in the
sense of [2].
The construction of the projective resolution comes from iteratively applying the exact sequence of
modules in [12, Equation 5.8]. Therefore, it is sufficient to prove that the exact triangle in perf-Kalgn,m
induced from the exact sequence of modules in [12, Equation 5.8] corresponds to the exact triangle of
Yoneda modules
T (λ
′′)−1(∨)[−1]→ L∪k,k+1λ′ → T (λ)
−1(∨) → T (λ′′)−1(∨)(10.5)
proved in Section 3.2. This correspondence can be proved by induction on m, induction on the partial
ordering of weights (from high to low; note that λ′′ > λ) and the fact thatHF (T (λ
′′)−1(∨)[−1], L∪k,k+1λ′)
has rank one, so up to quasi-isomorphism there is only one non-trivial mapping cone. We leave the
details to readers. 
Thus, the standard modules are the Lefschetz thimbles.
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Remark 10.2. In constrast to the collection of indecomposable projective modules, the collection of
standard modules does not have formal endomorphism algebra when n > 1. A minimal model for the
algebra when n = 2 is given in [23], which conjectured that this minimal model is not formal; we give
a proof of that conjecture in the Appendix.
By [13, Theorem 5.3], the set of all costandard modules of Kalgn,m are given by
V (λ)∗ := Hom(V (λ),K)(10.6)
where the right module structure is given by fa(m) := f(ma∗) for a ∈ Kalgn,m, m ∈ V (λ)∗ and
f ∈ V (λ)∗. In other words, up to grading shift, it is given by the Yoneda embedding of τ−1(T λ−1(∨))
as a right (Ksympn,m )op module after pull-back via the algebra isomorphism K
symp
n,m = (K
symp
n,m )op.
In view of (9.11) again, V (λ)∗ is given by the right Yoneda embedding of Ψ ◦ ιE ◦ τ−1(T λ−1(∨)).
x    x    x    x    x    x    
x    x    x    x    x    x    x    x    x    x    x    x    
Figure 10.2. An example of τ−1(T λ
−1(∨)) (left), ιE ◦ τ−1(T λ−1(∨)) (middle) and Ψ ◦
ιE ◦ τ−1(T λ−1(∨)) (right)
In fact, the Ψ ◦ ιE ◦ τ−1(T λ−1(∨)) form the right Koszul duals of the thimbles (i.e. HF (T λ
−1
0 (∨),Ψ ◦
ιE ◦ τ−1(T λ
−1
1 (∨))) = K if and only if λ0 = λ1, and equal to 0 otherwise). It is well-known that
costandard modules are right Koszul dual to standard modules (see for example [9]).
10.3. Irreducible modules. For each λ ∈ Λn,m, we define L(λ) to be the submodule of Kalgn,m gener-
ated by the signle oriented circle diagram
L(λ) := Kλλλ(10.7)
The collection of all L(λ) is the set of all irreducible modules of Kalgn,m.
It is not immediately clear in our context which Lagrangians correspond to the irreducible modules.
In view of the work of [16], and the ‘topological model’ for the compact core of the space Yn,m arising
from its description as a quiver variety (see e.g. [2]), it is reasonable to believe that one can enlarge
the category FScyl,n(E) to allow Lagrangian discs that intersect exactly one of the {Lλ}λ once and
are disjoint from the others. These would be the analogues of ‘cocore discs’ over the components of
the skeleton of a plumbing of cotangent bundles, and the Yoneda images of these Lagrangian discs are
natural candidates for the irreducible modules.
11. Symplectic annular Khovanov homology
This section gives an application of our main results to link homology theories in the sense of
Khovanov. Suppose m = 2n. A braid β ∈ Brn in the n-string braid group defines bimodules
P
(j)
β over each of the extended arc algebras K
alg
j,n with 0 ≤ j ≤ n. One can combine a theorem of
Roberts [34] with deep recent work of Beliakova, Putyra and Wehrli [8] to infer that there is a spectral
sequence ⊕jHH∗(P (j)β ) ⇒ Kh(κ(β)), where κ(β) is the link closure of β, and where Kh(κ) is the
Khovanov homology [20] of the link κ ⊂ S3, constructed as a categorification of the Jones polynomial.
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It is by now classical that Khovanov homology can be understood as a certain morphism group
Ext
perf-Halgn,2n
(P, (β × id)(P )) in the derived category of modules over the compact arc algebra Halgn,2n,
see [21], where β × id ∈ Br2n belongs to the 2n-string braid group and P is a particular projective.
From the viewpoint of the (extended) arc algebras, the existence of such a spectral sequence is rather
mysterious. The purpose of this section is to give a transparent account of why it should exist, starting
from a new semi-orthogonal decomposition of perf -Kalgn,2n which we shall derive from the geometric
viewpoint afforded by Theorem 1.1.
We assume m = 2n in Sections 11 and 12 unless stated otherwise.
11.1. The annular symplectic theory. Let hs ∈ Λn,m be the weight such that hs−1(∨) = {1, . . . , n}.
The corresponding tuple Lhs is called the ‘horseshoe’ Lagrangian tuple and the Lagrangian Sym(Lhs) ⊂
Yn,m is the horseshoe Lagrangian from [41, 1]. Let Brn be the braid group on n strands. The paper
[41] associates to each element β ∈ Brn a symplectomorphism φ(n)β : Yn,m → Yn,m, and defines the
symplectic Khovanov cohomology of the braid closure κ = κ(β) of β to be
Khsymp(κ(β)) := HF (Sym(Lhs), φ
(n)
β (Sym(Lhs)))(11.1)
The main result of [41] is that Khsymp(κ(β)) is a link invariant, i.e. it is independent of the represen-
tation of κ as a braid closure.
One can give an equivalent definition of symplectic Khovanov cohomology using Lhs instead of
its product Sym(Lhs). Let E := Am−1 denote the Milnor fiber. To each simple braid element σi
we associate the symplectomorphism φσi : E → E given by the Dehn twist along the ith matching
sphere (lying above the line joining i+
√−1 and i+ 1 +√−1). This defines a representation Brm →
pi0Sympct(E). Let Brn ↪→ Brm be the embedding of the left n strands. We have the restricted
representation Brn → pi0Sympct(E) so each braid β ∈ Brn determines a symplectomorphism φβ of E
that acts as the identity on the ‘right half’.
Then [28]
Khsymp(κ(β)) = HF (Lhs, φβ(Lhs)).(11.2)
Let E1/2 be the An−1-Milnor fiber with its standard Lefschetz fibration piE1/2 . We can define the
symplectomorphism φβ of E1/2 for β ∈ Brn accordingly. Then φβ induces an A∞ endofunctor of
FScyl,j(piE1/2), and hence an A∞-bimodule P (j)β over FScyl,j(piE1/2).
Definition 11.1. The symplectic annular Khovanov homology of the braid β ∈ Brn is the direct sum
of Hochschild homology groups
AKhsymp(β) := ⊕nj=0HH∗(FScyl,j(piE1/2), P (j)β )(11.3)
where, by convention, FScyl,j(piE1/2) = K and P (j)β = K is the diagonal bimodule when j = 0 (cf.
Remark 1.2).
Symplectic annular Khovanov homology is clearly a braid invariant. It is not an invariant of the
link closure of the braid. Its definition is motivated by the fact that combinatorial annular Khovanov
homology, originally defined by a diagrammatic calculus for links in a solid torus [3], is itself isomorphic
to a direct sum of Hochschild homologies of braid bimodules over the extended arc algebras, a recent
theorem of [8] establishing a conjecture due to [6]. Indeed, Theorem 1.1 and the same formality
arguments for bimodules as in [2] would prove that
Proposition 11.2. AKhsymp(β) is isomorphic to annular Khovanov homology when K has charac-
teristic 0.
We will prove Theorem 1.9 by constructing a spectral sequence AKhsymp(β)⇒ Khsymp(κ(β)).
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Remark 11.3. One could also define a braid invariant as the direct sum of fixed point Floer homologies
of φβ on Yj,n over j ∈ {0, . . . , n} (where ‘partial wrapping’ would remove fixed points at infinity). It
seems likely that this geometric definition would recover that of Definition 11.1, but establishing such
an isomorphism is beyond the scope of this paper. See [38] for closely related results.
Remark 11.4. There is an sl2 action on AKh
symp(β), by combining [18] and Proposition 11.2, which
implies a rank inequality
rank(HH∗(FScyl,j(piE1/2), P (j)β )) ≤ rank(HH∗(FScyl,j+1(piE1/2), P (j+1)β ))
for all j < n/2. Coupled with Remark 11.3, this predicts a non-trivial existence result for periodic
points of the symplectomorphisms of Yj,n associated to braids. It would be interesting to construct the
sl2 action symplectic-geometrically.
11.2. Embedding of algebras. Let E := Am−1 and piE be the standard Lefschetz fibration. Let
W1 := {re(z) < n + 12} and W2 := {re(z) > n + 12}. Note that FScyl,jW1 (piE) = FScyl,j(piE1/2). As
explained in Section 3.2, there is a faithful A∞ functor unionsqK : FScyl,jW1 (piE) → FScyl,n(piE) for each
object K of FScyl,n−jW2 (piE).
By essentially the same argument, we can prove that
HF (L0 unionsqK0, L1 unionsqK1) = HF (L0, L1)⊗HF (K0,K1)(11.4)
for Li ∈ FScyl,jW1 (piE) and Ki ∈ FS
cyl,j
W2
(piE). Varying either the Li or Ki, Floer multiplication amongst
the corresponding groups also respects the tensor product structure. Let 0 ≤ j ≤ n be an integer.
For each λ ∈ Λj,n, one can define an object Lλ in FScyl,jW1 (piE) by forgetting the right n critical values
(see Figure 11.1). Our convention is FScyl,jW1 (piE) = K when j = 0, i.e. that the category contains a
unique object whose endomorphism algebra is the ground field concentrated in degree zero; the object
Lλ is by definition the unique non-zero object in the category in this case. For the other extreme,
when j = n, the object Lλ is the tuple of Lagrangian thimbles (cf. Corollary 5.17). Similarly, for each
µ ∈ Λn−j,m−n, one can define an object Kµ in FScyl,n−jW2 (piE) by forgetting the left n critical values.
We have an algebra isomorphism⊕
HF (Lλ0 unionsqKµ0 , Lλ1 unionsqKµ1) = Ksympj,n ×Ksympn−j,m−n(11.5)
where the sum is over all λ0, λ1 ∈ Λj,n and µ0, µ1 ∈ Λn−j,m−n.
x    x    x    x    x    x     x    x    x    x    x    x
W2W1
Figure 11.1. Lagrangian tuples Lλ (blue, left) and Kµ (black, right)
Let A be the A∞ full subcategory of FScyl,n(piE) consisting of objects Lλ unionsqKµ over all λ ∈ Λj,n,
µ ∈ Λn−j,m−n and j = 0, . . . , n. For each integer 0 ≤ j ≤ n, we have the full subcategory Aj of A
given by the objects Lλ unionsqKµ over all λ ∈ Λj,n and µ ∈ Λn−j,m−n.
Lemma 11.5. For each integer 0 ≤ j ≤ n, the endomorphism algebra of the objects in Aj is formal,
and hence quasi-isomorphic to the right hand side of (11.5).
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Sketch of proof. This is a version of the Ku¨nneth theorem, i.e. that A∞ structure on a product
Lagrangian is quasi-isomorphic to the tensor product of a dg model for each factor.
Alternatively, in our case, we observe that each Lλ unionsq Kµ is pure with respect to the nc vector
field. Therefore, one can repeat the strategy in Section 9. The key point is that once we know that
each individual object is pure, it is possible to deduce a collection of objects is pure by investigating
only the cohomological algebra of the collection of objects (this was exactly the strategy in Section
9); the crucial point is to find enough non-vanishing products for purity to be propagated from the
subalgebras associated to the idempotents to the entire algebra. Since the cohomological algebra of
the collection of Lλ unionsqKµ splits as a tensor product, the strategy from Section 9 can be implemented,
to conclude that this corresponding collection of Lagrangian tuples is formal. 
It is not clear whether the endomorphism algebra of the direct sum of all the objects in A is formal
or not. However, the dg category of perfect modules perf-A is formal in the following weaker sense.
Lemma 11.6. perf-A is quasi-equivalent to perf-Kalgn,m.
Proof. By iteratively applying exact triangles, we see that the objects in Aj can generate thimbles
T = {T1, . . . , Tn} in FScyl,n(piE) such that j of the Ti’s are contained in pi−1E (W1), and the remaining
n− j are contained in pi−1E (W2). Therefore, every thimble of FScyl,n(piE) can be generated by objects
in A, so the result follows. 
Lemma 11.7. Let X0 ∈ Aj0 and X1 ∈ Aj1. If HF (X0, X1) 6= 0, then j0 ≥ j1. As a result,
〈An, . . . , A0〉 is a semi-orthogonal decomposition of A.
Proof. It is clear that CF (X0, X1) = 0 if j0 < j1, because of the definition of Floer cochains via
positive isotopies along R = ∂H. 
Theorem 11.8. perf-Kalgn,m admits a semi-orthogonal decomposition 〈perf-An, . . . , perf-A0〉, where for
each j, perf-Aj is quasi-equivalent to perf-(K
alg
j,n ×Kalgn−j,m−n).
Proof. This immediately follows from Lemmas 11.5, 11.6 and 11.7. 
Theorem 11.8 categorifies the identity
(
m
n
)
=
∑n
j=0
(
n
j
)(
m−n
n−j
)
for ranks of Grothendieck groups.
Remark 11.9. Even though we are primarily interested in the case m = 2n in this section, Theorem
11.8 holds for all n < m. This algebraic result seems to be new and may be of independent interest.
We need another full subcategory of FScyl,n(piE) that is analogous to A. Let
W !2 := {n+
1
2
< re(z) < m+
1
2
and im(z) < 2} ∪ {re(z) < m+ 1
2
and im(z) <
1
2
}(11.6)
and W !1 be the complement of W
!
2. For λ ∈ Λj,n and µ ∈ Λn−j,m−n, we can consider the corresponding
upper Lagrangian tuples L!
λ
∈ FScyl,j
W !1
(piE) and K
!
µ ∈ FScyl,n−jW !2 (piE) (see Figure 11.2).
x x x x x x x x x x x x
W2
!
W1
!
Figure 11.2. Lagrangian tuples L!
λ
(blue) and K !µ (black)
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Let A! be the A∞ full subcategory of FScyl,n(piE) consisting of objects L!λ unionsqK !µ over all λ ∈ Λj,n,
µ ∈ Λn−j,m−n and j = 0, . . . , n. For each integer 0 ≤ j ≤ n, we have the full subcategory A!j of A!
given by the objects L!λ unionsqK !µ over all λ ∈ Λj,n and µ ∈ Λn−j,m−n. The following Koszulness property
justifies the notation (−)!.
Lemma 11.10. Let X ! ∈ A!i and X ∈ Aj. If HF (X !, X) 6= 0, then i = j.
Proof. The direction of wrapping shows that CF (X !, X) is non-zero only if i = j. 
On the other hand, A! shares many features with A. By the same arguments as in Lemma 11.5 and
11.6, we know that perf-A! is quasi-equivalent to perf-Kalgn,m and for j = 0, . . . , n, the category A!j is
formal with endomorphism algebra⊕
HF (L!λ0 unionsqK !µ0 , L!λ1 unionsqK !µ1) = Ksympj,n ×Ksympn−j,m−n(11.7)
The analogues of Lemma 11.11 and Theorem 11.8 are
Lemma 11.11. Let X0 ∈ A!j0 and X1 ∈ A!j1. If HF (X0, X1) 6= 0, then j0 ≤ j1. As a result,
〈A!0, . . . , A!n〉 is a semi-orthogonal decomposition of A!.
Theorem 11.12. perf-Kalgn,m admits a semi-orthogonal decomposition 〈perf-A!0, . . . , perf-A!n〉, where for
each j, perf-A!j is quasi-equivalent to perf-(K
alg
j,n ×Kalgn−j,m−n).
One consequence of Theorems 11.8 and 11.12 is that, when m = 2n, perf-(Kj,n ×Kn−j,m−n) is the
same as [(Kn−j,n)op,Kj,n]. By the isomorphism (Kn−j,n)op = Kj,n (see Corollary 1.5), this in turn is
isomorphic to [Kj,n,Kj,n]. Similarly, (Kj,n ×Kn−j,n)-perf is the same as [Kj,n, (Kn−j,n)op], which in
turn is isomorphic to [Kj,n,Kj,n].
11.3. A Beilinson-type spectral sequence. We next explain why a semi-orthogonal decomposition
of an A∞ category C induces a spectral sequence with target a given morphism group in C. From now
on, for an object X, we use Xr and X l to denote its right and left Yoneda modules, respectively.
Let C be a split-closed trianglated A∞ category with a semi-orthogonal decomposition
C = 〈Cn, . . . , C0〉(11.8)
A Koszul dual semi-orthogonal decomposition is a semi-orthogonal decomposition
C = 〈C!0, . . . , C!n〉(11.9)
such that for X ∈ C!i and Y ∈ Ck
H(homC(X,Y )) 6= 0 only if i = k(11.10)
Without loss of generality, we can assume each summand in the semi-orthogonal decomposition is
split-closed trianglated. Note that Koszul dual semi-orthogonal decompositions always exist [24].
Let ιj : Cj → C and ι!j : C!j → C be the embeddings. Let pij : C → Cj and pi!j : C → C!j be the
projection functors (i.e. the unique functors such that pij ◦ ιj = idCj and pij ◦ ιi = 0 for i 6= j). These
functors induce pull back functors on modules.
Lemma 11.13. Up to quasi-isomorphism, the left Yoneda embedding C!j → C-perf factors through
(pij)
∗ : Cj-perf→ C-perf.
Proof. Let X ∈ C!j . By (11.10), we have H(homC(X,X ′)) = 0 for all X ′ ∈ Ci such that i 6= j. It
implies that, up to quasi-isomorphism, we have
X l = (pij)
∗ ◦ (ιj)∗(X l)(11.11)
so the result follows. 
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Since Yoneda embedding and (pij)
∗ are both cohomologically full and faithful, so is the functor
(ιj)
∗((−)l) : C!j → Cj-perf(11.12)
By (11.10) again, we can see that
(ιj)
∗((−)l) : C!i → Cj-perf(11.13)
is the 0 functor when i 6= j.
Lemma 11.14. (11.12) is essentially surjective, so induces a quasi-equivalence C!j → Cj-perf.
Proof. Combining the fact that (11.13) is the 0 functor and that both Yoneda embedding and (ιj)
∗
are essentially surjective, we know that (11.12) is essentially surjective, so the result follows. 
Let ψj : Cj-perf→ C!j be a quasi-inverse.
Lemma 11.15. Let X ∈ C be quasi-isomorphic to an iterated mapping cone of the form
X = Cone(. . .Cone(X0 → X1) . . . Xn)(11.14)
where Xj ∈ C!j for j = 0, . . . , n. Then ψj ◦ (ιj)∗(X l) is quasi-isomorphic to Xj.
Proof. By applying the functor ψj ◦ (ιj)∗((−)l) to the iterated mapping cone (11.14), and using the
fact that (11.13) is a 0 functor, we see that only the object Xj contributes and hence
ψj ◦ (ιj)∗(X l) ' ψj ◦ (ιj)∗(X lj).(11.15)
By definition, ψj ◦ (ιj)∗((−)l) is quasi-isomorphic to the identity functor on Cj so the right hand side
of (11.15) is in turn quasi-isomorphic to Xj . 
Proposition 11.16. Let X,Y ∈ C. There is a spectral sequence to H(homC(X,Y )) from
⊕nj=0H((ι!j)∗(Y r)⊗C!j ψj ◦ (ιj)
∗(X l))(11.16)
where ψj ◦ (ιj)∗(X l), as an object in C!j, is regarded as a left C!j module via the Yoneda embedding.
Proof. By (11.8), X is quasi-isomorphic to an iterated mapping cone of the form (11.14). An expression
of X as such a mapping cone induces a filtration on Y r(X), with direct sum of graded pieces being
⊕nj=0Y r(Xj).(11.17)
Thus we have a spectral sequence from the cohomology of (11.17) to H(homC(X,Y )).
On the other hand, we have quasi-isomorphisms
Y r(Xj) = (ι
!
j)
∗(Y r)(Xj)(11.18)
= (ι!j)
∗(Y r)(ψj ◦ (ιj)∗(X l))(11.19)
= (ι!j)
∗(Y r)⊗C!j ψj ◦ (ιj)
∗(X l)(11.20)
where the second quasi-isomorphism comes from Lemma 11.15, and the other quasi-isomorphisms
come from the definitions of the objects involved. 
Remark 11.17. In the extreme case where each Cj (and C!j) is an exceptional object, the semi-
orthogonal decomposition is a full exceptional collection and Proposition 11.16 reduces to the well-
known Beilison type spectral sequence (cf. [35, Section (5l)]).
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12. From annular to ordinary Khovanov homology
In this section, we explain how to apply Proposition 11.16 to the semi-orthogonal decompositions
in Theorem 11.8, 11.12 to obtain a spectral sequence from annular to ordinary (symplectic) Khovanov
homology.
Recall that for an A∞ or dg category/algebra C, the Hochschild homology of a C-C bimodule P is
defined to be
HH∗(C, P ) := H(∆C ⊗C-C P )(12.1)
where ∆C is the diagonal bimodule and ⊗C-C is the derived tensor product over [C, C]. Equivalently,
∆C defines a right C ⊗ Cop module and P defines a left C ⊗ Cop module, and we have
HH∗(C, P ) := H(∆C ⊗C⊗Cop P )(12.2)
The fact that Hochschild homology groups appear in the first page of a spectral sequence to sym-
plectic Khovanov cohomology arises from a relation between the horseshoe Lagrangian and the di-
agonal bimodule, that we explain next. More precisely, in section 12.1, we compute (ιj)
∗(Llhs) and
(ι!j)
∗(φβ(Lhs)r) for the embeddings ιj : Aj → FScyl,n(piE) and ι!j : A!j → FScyl,n(piE). Then, we
describe the quasi-inverse ψj and complete the proof of Theorem 1.9 in Section 12.2.
12.1. Horseshoe Lagrangian tuple and diagonal bimodule. Recall that we have the pull-back
functor
(ιj)
∗ : FScyl,n(piE)-perf→ Aj-perf ' [Kj,n,Kj,n](12.3)
The following is the key technical result.
Proposition 12.1. Up to grading shift, (ιj)
∗(Llhs) is quasi-isomorphic to the diagonal Kj,n-bimodule.
We are going to divide the proof into two steps. First, we will show that (ιj)
∗(Llhs) coincides with
the diagonal bimodule (up to grading shift) on the cohomological level. Then, we will explain how to
adapt the strategy in Section 9 to prove that this bimodule is formal. For all the Lagrangian tuples in
the proof, we continue to use our grading convention (6.8) and the cost is that we will see eventually
that (ιj)
∗(Llhs) corresponds to the diagonal bimodule shifted by n−j instead of the diagonal bimodule.
This arises from the fact that there are n− j matching paths of (ιj)∗(Llhs) being oriented clockwise in
the sense of the algebraic extended arc algebra (see Remark 12.5).
Let µ ∈ Λn−j,n and define 1 ≤ cµ,1 < · · · < cµ,n−j ≤ n as in the beginning of Section 6.1. Let
cµ,i1 < · · · < cµ,is be all the good points. Let
T := {n+ 1− cµ,il |l = 1, . . . , s}(12.4)
S := {1, . . . , n} ∪ (T + 1
3
) ∪ (T + 2
3
)(12.5)
We define (µ+)′, (µ−)′ : S → {∨,∧} by
(µ+)′(a) =

PD(µ)(a) if a ∈ {1, . . . , n} \ T
∨ if a ∈ T
∧ if a ∈ (T + 13) ∪ (T + 23)
(12.6)
and
(µ−)′(a) =
{ ∨ if a ∈ T + 13∧ otherwise(12.7)
There is a unique order preserving bijective map (the order induced as a subset of R) f : {1, . . . , n+
2s} → S. Let µ+ := (µ+)′ ◦ f ∈ Λj+s,n+2s and µ− := (µ−)′ ◦ f ∈ Λs,n+2s. For λ ∈ Λj,n, we define
(λ unionsq µ−)′ : S → {∨,∧} by
(λ unionsq µ−)′(a) =
{
λ(a) if a ∈ {1, . . . , n}
(µ−)′(a) if a ∈ (T + 13) ∪ (T + 23)
(12.8)
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and let λ unionsq µ− := (λ unionsq µ−)′ ◦ f ∈ Λj+s,n+2s. Note that both µ+ and λ unionsq µ− lie in Λj+s,n+2s.
Lemma 12.2. For λ ∈ Λj,n and µ ∈ Λn−j,n, we have vector space isomorphisms
HF k+n−j−s(Lhs, ιj(Lλ,Kµ)) = HF
k(Lµ+ , Lλunionsqµ−)(12.9)
for all k. (Here n− j − s is the number of thimble paths in Kµ.)
The importance of Lemma 12.2 is that the right hand side of (12.9) is part of the symplectic
extended arc algebra. We will see later how to use (12.9), and the identification of the symplectic and
algebraic extended arc algebras (Proposition 7.12), to compute the bimodule multiplication map of
(ιj)
∗(Llhs).
Proof of Lemma 12.2. We use an upper matching to represent Lhs and a lower matching to represent
Kµ (see the first picture of Figure 12.1). Now, we apply a symplectomorphism to ‘move the right half
to the top’ and make all the matching paths of Lhs be straight line segments (see the second picture
of Figure 12.1). For each matching path of Kµ, we apply a further symplectomorphism to ‘bend it to
the right’ and make the two end points become n+ 1− cµ,il + 13 +
√−1 and n+ 1− cµ,il + 23 +
√−1
(see the third picture of Figure 12.1). Then, we remove all critical values contained in the thimble
paths of Kµ and all the paths that contain these critical values (see the fourth picture of Figure 12.1).
Finally, for those matching paths of Lhs that do not intersect with a matching path of Kµ, we bend
them to the right and turn them into thimble paths (see the fifth picture of Figure 12.1).
x    x    x    x    x    x    ∧    v    v    v    ∧    ∧ x    x    x    x    x    x x    x    x      x      x    x 
x    x    x      x      x    x x    x    x      x      x    x 
Figure 12.1. Turning Lhs (red) and Kµ (black) to Lµ+ (red) and Lµ− (black), respectively
After this procedure, the set of critical values (the crosses and black dots in Figure 12.1) is exactly
S, and we identify it with {1, . . . , n+ 2s} by f . The Lagrangian tuples Lhs and Kµ become Lµ+ and
Lµ− respectively.
If we now add in a lower matching of Lλ that does not intersect with Lµ− , then together with
Lµ− we obtain a representative of Lλunionsqµ− (see the second picture of Figure 12.2). Moreover, for
degree reasons (either all generators have odd degree, or all have even degree), both the cochain
model CF (Lhs, ιj(Lλ,Kµ)) and CF (Lµ+ , Lλunionsqµ−) have vanishing differentials. Furthermore, there is
a identification of the generators by sending a generator x of CF (Lµ+ , Lλunionsqµ−) to the generator y of
CF (Lhs, ιj(Lλ,Kµ)) such that piE(y) is the union of piE(x) and the end points of the thimble paths of
Kµ (Figure 12.2). This identification increases the grading by the number of points added, which is
n− j − s. It completes the proof. 
To prove Lemma 12.2, it suffices to consider a lower matching of Lλ to give a representative of
Lλunionsqµ− . However, for this representative, there may be nested circles in the union of matching and
thimble paths of Lµ+ and Lλunionsqµ− , which will be inconvenient later on. By possibly sliding the lower
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Figure 12.2. CF (Lhs, ιj(Lλ,Kµ)) (left) and CF (Lµ+ , Lλunionsqµ−) (right)
matching of Lλ cross some matchings of Lµ− (and Lλ itself), we can choose a representative Lλ˜unionsqµ−
of Lλunionsqµ− with no nested circles (see the second picture of Figure 12.3). This corresponds to choosing
another representative L
λ˜unionsqµ of ιj(Lλ,Kµ), by sliding across some matching paths of Kµ (see the
first picture of Figure 12.3). For these representatives, we still have the (grading shifting) cochain
isomorphism with 0 differential
CF ∗+n−j−s(Lhs, Lλ˜unionsqµ) = CF
∗(Lµ+ , Lλ˜unionsqµ−)(12.10)
which is again given by sending a generator x of CF (Lµ+ , Lλ˜unionsqµ−) to the generator y of CF (Lhs, Lλ˜unionsqµ)
such that piE(y) is the union of piE(x) and the end points of the thimble paths of Kµ. The geo-
metric generators on the right hand side of (12.10) are geometric basis elements of Ksympj+s,n+2s, which
are identified with the corresponding diagrammatic basis elements of Kalgj+s,n+2s under the map Φ of
Proposition 7.12.
x    x    x    x    x    x    ∧    v    v    v    ∧    ∧ x    x    x      x      x    x 
Figure 12.3. CF (Lhs, Lλ˜unionsqµ) (left) and CF (Lµ+ , Lλ˜unionsqµ−) (right)
Next, we want to compare the multiplication map
CF (L
λ˜0unionsqµ, Lλ˜1unionsqµ)× CF (Lhs, Lλ˜0unionsqµ)→ CF (Lhs, Lλ˜1unionsqµ)(12.11)
and
CF (L
λ˜0unionsqµ−
, L
λ˜1unionsqµ−
)× CF (Lµ+ , Lλ˜0unionsqµ−)→ CF (Lµ+ , Lλ˜1unionsqµ−)(12.12)
The second and third terms of (12.11) and (12.12) are identified via (12.10), and the identification of
the first terms is defined similarly (i.e. adding to a generator x of CF (L
λ˜0unionsqµ−
, L
λ˜1unionsqµ−
) the intersection
points of CF (Kµ,Kµ) that lie above those critical values that are contained in the thimble paths of
Kµ, see Figure 12.4, note that this identification is degree-preserving, because the points being added
now have degree 0).
By the open mapping theorem, all solutions u contributing to the map (12.11) must include n−j−s
constant triangles which, under piE , map to the n − j − s critical values that are contained in the
thimble paths of Kµ. Removing these constant triangles (and removing the thimble paths of Kµ), we
can identify the moduli spaces defining the maps (12.11) and (12.12), so the maps (12.11) and (12.12)
agree under the identification above.
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Figure 12.4. CF (L
λ˜0unionsqµ, Lλ˜1unionsqµ) (left) and CF (Lλ˜0unionsqµ−
, L
λ˜1unionsqµ−
) (right)
Let CF (L†
λ0unionsqµ− , L
†
λ1unionsqµ−) be a cochain model for the pair (Lλ0unionsqµ− , Lλ1unionsqµ−) which contains the
matching paths of µ− used above, and such that the union of matching and thimble paths has no
nested circles (see the first picture of Figure 12.5). In particular, as the matching paths in µ− are not
nested, the Floer cochain complex canonically splits
CF (L†
λ0unionsqµ− , L
†
λ1unionsqµ−) = CF (L
†
λ0
, L†λ1)⊗ CF (Lµ− , Lµ−)(12.13)
where, for j = 0, 1, L†λj is obtained by removing the matchings corresponding to µ
− (see the second
picture of Figure 12.5). Moreover, as there is no nesting, the geometric generators are geometric basis
elements of Ksympj,n ⊗Ksymps,2s . By Proposition 7.12, these geometric generators can in turn be identified
with diagrammatic basis elements in Kalgj,n ⊗Kalgs,2s. Let
κ : CF (L†
λ0unionsqµ− , L
†
λ1unionsqµ−)→ CF (Lλ˜0unionsqµ− , Lλ˜1unionsqµ−)(12.14)
be a continuation map (the induced map on cohomology is independent of choices). By Proposition
7.12, we can completely describe
µ2(κ(−),−) : CF (L†
λ0unionsqµ− , L
†
λ1unionsqµ−)× CF (Lµ+ , Lλ˜0unionsqµ−)→ CF (Lµ+ , Lλ˜1unionsqµ−)(12.15)
using the algebraic extended arc algebra. In particular, by applying (12.13) to the first term of (12.15),
we completely understand the map
µ2(κ(−⊗ eµ−),−) : CF (L†λ0 , L
†
λ1
)× CF (Lµ+ , Lλ˜0unionsqµ−)→ CF (Lµ+ , Lλ˜1unionsqµ−)(12.16)
where eµ− ∈ CF (Lµ− , Lµ−) is the identity element.
x    x    x      x      x    x x    x    x      x      x    x 
Figure 12.5. CF (L†
λ0unionsqµ− , L
†
λ1unionsqµ−) (left) and CF (L
†
λ0
, L†λ1) (right)
On the other hand, we now consider
CF (L
λ˜0
, L
λ˜1
)× CF (L
PD(µ)
, L
λ˜0
)→ CF (L
PD(µ)
, L
λ˜1
)(12.17)
where, for j = 0, 1, L
λ˜j
is defined by removing the matching paths (and their end points) of L
λ˜junionsqµ−
that correspond to µ−, and L
PD(µ)
is an upper matching such that there are no nested circles in the
union of the matching paths of L
PD(µ)
and L
λ˜j
(see Figure 12.6).
Analogously, we have a continuation map
κ′ : CF (L†λ0 , L
†
λ1
)→ CF (L
λ˜0
, L
λ˜1
)(12.18)
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Figure 12.6. CF (Lµ+ , Lλ˜unionsqµ−) (left) and CF (LPD(µ), Lλ˜0) (right)
and hence we can define
µ2(κ′(−),−) : CF (L†λ0 , L
†
λ1
)× CF (L
PD(µ)
, L
λ˜0
)→ CF (L
PD(µ)
, L
λ˜1
)(12.19)
which we also know completely because the geometric generators are all geometric basis elements and
we can apply Proposition 7.12.
For j = 0, 1, we have a (grading shifting) cochain isomorphism (both sides have 0 differential as
usual)
CF ∗+s(Lµ+ , Lλ˜junionsqµ−
)→ CF ∗(L
PD(µ)
, L
λ˜j
)(12.20)
giving by forgetting the points of a generator x that lie above (T + 13 +
√−1) ∪ (T + 23 +
√−1). The
grading shift arises from removing the grading contribution of the points lying above (T + 13 +
√−1)∪
(T + 23 +
√−1). There are two cases. If a point lying above (T + 13 +
√−1) is removed, then its grading
contribution, which is 1, is removed and the rest of the gradings are unchanged. If a point lying above
(T + 23 +
√−1) is removed, then its grading contribution, which is 2, is removed but there is grading
change from 1 to 2 for the point lying above T +
√−1. Indeed, since there is a matching path from
T +
√−1 to (T + 13 +
√−1) and another matching path from (T + 13 +
√−1) to (T + 23 +
√−1), a
generator has a point lying above (T + 23 +
√−1) if and only if it has a point lying above T +√−1.
Therefore, in both cases, each point removal results in a decrease of overall grading by 1.
The outcome of this discussion is the following:
Lemma 12.3. Under the cochain identifications (12.20), the maps (12.16) and (12.19) are identified.
Proof. After applying Proposition 7.12 to the geometric basis elements for all the Floer cochain groups
involved, the maps (12.16) and (12.19) can be computed by the algebraic extended arc algebra in
Kalgj+s,n+2s and in K
alg
j,n , respectively.
The upshot is that, for (12.16), elements of the form −⊗ eµ− correspond to orienting the s circles
in λ1 unionsq µ−alg ∪ λ0 unionsq µ−alg associated to µ− counterclockwise. Applying TQFT type multiplication to
these circles does nothing [13, Equation (3.4)], and the rest of the diagrammatic calculus operations
(for 12.16 and (12.19)) are obviously identified. 
As a consequence of Lemma 12.2, the identification between (12.11) and (12.12), and Lemma 12.3,
we get:
Corollary 12.4. We have canonical vector space isomorphisms
HF ∗+n−j(Lhs, ιj(Lλ,Kµ)) = HF
∗(LPD(µ), Lλ)(12.21)
and under these isomorphisms, the multiplication maps
µ2(−⊗ eK ,−) : HF (Lλ0 , Lλ1)×HF (Lhs, ιj(Lλ0 ,Kµ))→ HF (Lhs, ιj(Lλ1 ,Kµ))(12.22)
and
µ2(−,−) : HF (Lλ0 , Lλ1)×HF (LPD(µ), Lλ0)→ HF (LPD(µ), Lλ1)(12.23)
are identified. Here, for (12.22),
−⊗ eK : HF (Lλ0 , Lλ1)→ HF (Lλ0 , Lλ1)⊗HF (Kµ,Kµ) ' HF (ιj(Lλ0 ,Kµ), ιj(Lλ1 ,Kµ))(12.24)
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is the obvious map where eK is the cohomological unit of HF (Kµ,Kµ).
Remark 12.5. Another way to interpret the grading shift is as follows. We have seen from Lemma 6.3
(or Proposition 7.12) that the map from the symplectic extended arc algebra to the algebraic extended
arc algebra is given by putting a ∨ to the points piE(x), where x is a geometric basis element. Each
generator x of CF (Lhs, Lλ˜unionsqµ) (see the first picture of Figure 12.3) must have j points lying above
{1, . . . , n} and n−j points lying above {n+1, . . . , 2n}. That corresponds to making j counterclockwise
caps and n− j clockwise caps for the oriented cap diagram associated to Lhs. This is where the extra
n− j in the grading comes from.
By completely analogous reasoning,
Corollary 12.6. We have canonical vector space isomorphisms
HF ∗+n−j(Lhs, ιj(Lλ,Kµ)) = HF
∗(LPD(λ),Kµ)(12.25)
and under these isomorphisms, the multiplication maps
µ2(eL ⊗−,−) : HF (Kµ0 ,Kµ1)×HF (Lhs, ιj(Lλ,Kµ0))→ HF (Lhs, ιj(Lλ,Kµ1))(12.26)
and
µ2(−,−) : HF (Kµ0 ,Kµ1)×HF (LPD(λ),Kµ0)→ HF (LPD(λ),Kµ1)(12.27)
are identified. Here, for (12.26),
eL ⊗− : HF (Kµ0 ,Kµ1)→ HF (Lλ, Lλ)⊗HF (Kµ0 ,Kµ1) ' HF (ιj(Lλ,Kµ0), ιj(Lλ,Kµ1))(12.28)
is the obvious map where eL is the cohomological unit of HF (Lλ, Lλ).
Note that, after applying PD (which is grading preserving), (12.27) would become
µ2(−,−) : HF (LPD(µ0), Lλ)×HF (LPD(µ1), LPD(µ0))→ HF (LPD(µ1), Lλ)(12.29)
By Corollary 12.4 and 12.6, and the fact that every basis element of HF (ιj(Lλ0 ,Kµ0), ιj(Lλ1 ,Kµ1))
can be written as the product of
x⊗ eK ∈ HF (ιj(Lλ0 ,Kµ0), ιj(Lλ1 ,Kµ0)) and(12.30)
eL ⊗ y ∈ HF (ιj(Lλ1 ,Kµ0), ιj(Lλ1 ,Kµ1))(12.31)
for some x, y, we now know that the multiplication map
HF (ιj(Lλ0 ,Kµ0), ιj(Lλ1 ,Kµ1))×HF (Lhs, ιj(Lλ0 ,Kµ0))→ HF (Lhs, ιj(Lλ1 ,Kµ1))(12.32)
can be identified with the left and right multiplication maps
µ2(−, µ2(−,−)) : HF (Lλ0 , Lλ1)×HF (LPD(µ0), Lλ0)×HF (LPD(µ1), LPD(µ0))→ HF (LPD(µ1), Lλ1)
(12.33)
In other words, we have now shown that (ιj)
∗(Llhs) coincides with the diagonal bimodule (shifted by
n− j) on the cohomological level. Having this, we can now finish the proof of Proposition 12.1
Completion of the proof of Proposition 12.1. In the previous discussion, we have shown that (ιj)
∗(Llhs)
coincides with the diagonal Ksympj,n -K
symp
j,n bimodule on the cohomological level. It remains to show
that (ιj)
∗(Llhs) is formal as a bimodule over K
symp
j,n , or formal as a left module over Aj .
As in the proof of formality in Section 9, it suffices to show that we can choose a consistent choice
of b-equivariant structures for the collection of Lagrangians in Aj together with the single additional
Lagrangian Lhs. As explained in Lemma 11.5, the existence of a consistent choice of b-equivariant
structures for the collection of Lagrangians in Aj follows from Section 9 so we now only need to argue
the consistency for the pairs (Lhs, ιj(Lλ,Kµ)).
The strategy is as before. First observe that, by the identification between (12.32) and (12.33) and
Lemma 9.1, we know that HF (Lhs, ιj(Lλ,Kµ)) is a cyclic module over HF (ιj(Lλ,Kµ), ιj(Lλ,Kµ)).
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Then, we can run the proof of Proposition 9.4. We choose a b-equivariant structure on Lhs such
that the rank 1 vector space HF (Lhs, ιj(Lλmax ,Kµmax)) is pure, where λmax and µmax are the unique
maximal weight in Λj,n and Λn−j,n, respectively. Fixing Kµmax , we want to inductively argue that
HF (Lhs, ιj(Lλ,Kµmax)) is pure for all λ. Let λ be such that the purity of HF (Lhs, ιj(Lλ′ ,Kµmax))
has been verified for all λ′ >T λ, where >T is the total ordering of weights in Proposition 9.4; then
we need to verify purity for HF (Lhs, ιj(Lλ,Kµmax)). By Lemma 9.2, and the identification between
(12.32) and (12.33), there exists a weight λ′ >T λ such that we have a non-trivial product (this is the
analog of (9.7))
HF (ιj(Lλ′ ,Kµmax), ιj(Lλ,Kµmax))×HF (Lhs, ιj(Lλ′ ,Kµmax))→ HF (Lhs, ιj(Lλ,Kµmax))(12.34)
Together with cyclicity, it implies that HF (Lhs, ιj(Lλ,Kµmax)) is pure. Thus HF (Lhs, ιj(Lλ,Kµmax))
is pure for all λ.
Similarly, we can fix Lλ and apply the inductive argument to HF (Lhs, ιj(Lλ,Kµ)) with varying µ.
All together, we conclude that HF (Lhs, ιj(Lλ,Kµ)) is pure for all λ, µ and hence (ιj)
∗(Llhs) is formal
as a left module over Aj . 
Lemma 12.7. Up to grading shift, (ιj)
∗(φβ(Lhs)l) is quasi-isomorphic to P
(j)
β .
Proof. We can apply the same method as in the proof of Proposition 12.1 to (φβ)
∗(ιj)∗(φβ(Lhs))l,
where (φβ)
∗ : perf-Aj → perf-Aj is the pull-back functor under φβ. This is because, geometrically,
CF (φβ(Lhs), φβ(L) unionsq K) can be canonically identified with CF (Lhs, L unionsq K), as can all holomorphic
polygons contributing to the A∞ structure amongst tuples of such Floer groups. It may be worth
emphasising that at this point in the argument we use the fact that, working with pullback data for
Hamiltonians, almost complex structures, etc, the symplectomorphism φβ gives a canonical identifi-
cation of moduli spaces of polygons; the corresponding isomorphism, from the algebraic viewpoint, is
much less transparent.
In consequence, (φβ)
∗(ιj)∗(φβ(Lhs))l is also quasi-isomorphic to the diagonal bimodule, and hence
(ιj)
∗(φβ(Lhs))l is quasi-isomorphic to (φ
−1
β )
∗∆ = P (j)β . 
We have the analogous results for the embedding ι!j : A
!
j → FScyl,n(piE) and the induced pull back
(ι!j)
∗ : perf-FScyl,n(piE)→ perf-A!j ' [Kj,n,Kj,n](12.35)
Proposition 12.8. Up to grading shift, (ι!j)
∗(Lrhs) is quasi-isomorphic to the diagonal bimodule.
Sketch of proof. A completely parallel argument applies (see Figure 12.7 and 12.8 for illustration). 
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Figure 12.7. The corresponding figure of Figure 12.1
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Figure 12.8. The corresponding figure of Figure 12.2
If one keeps track of the grading and follows our grading convention, then (ι!j)
∗(Lrhs) is quasi-
isomorphic to the diagonal bimodule shifted by n− j (cf. Remark 12.5).
Lemma 12.9. Up to grading shift, (ιj)
∗(φβ(Lhs)r) is quasi-isomorphic to P
(j)
β .
12.2. Spectral sequence to Khovanov homology. Having Proposition 12.1 and Lemma 12.9, the
last piece of information we need to understand the E1-page of the spectral sequence in Proposition
11.16 is a description of a quasi-inverse
ψj : Aj-perf→ A!j(12.36)
of the functor (ιj)
∗(−)l : A!j → Aj-perf. We are going to describe ψj geometrically.
For λ ∈ Λj,n and µ ∈ Λn−j,m−n, we consider the upper Lagrangian tuples Lλ ∈ FScyl,jW1 (piE) and
Kµ ∈ FScyl,n−jW2 (piE) (see Figure 12.9). The disjoint union Lλ unionsq Kµ gives an object in FScyl,n(piE).
On the other hand, we have L!
λ
unionsqK !µ ∈ A!j which is in particular an object in FScyl,n(piE).
x    x    x    x    x    x     x    x    x    x    x    x
Figure 12.9. Lagrangian tuples Lλ (blue) and Kµ (black)
Lemma 12.10. For λ ∈ Λj,n and µ ∈ Λn−j,m−n, we have a quasi-isomorphism of objects
(ιj)
∗(Lλ unionsqKµ)l ' (ιj)∗(L!λ unionsqK !µ)l(12.37)
in Aj-perf.
Proof. For any object Lλ′ unionsqKµ′ ∈ Aj , there is an obvious isomorphism (see Figure 12.10)
CF (Lλ unionsqKµ, Lλ′ unionsqKµ′) = CF (Lλ, Lλ′)⊗ CF (Kµ,Kµ′)
= CF (L!
λ
, Lλ′)⊗ CF (K !µ,Kµ′)
= CF (L!
λ
unionsqK !µ, Lλ′ unionsqKµ′)
Moreover, when X0, . . . , Xd ∈ Aj , for a careful choice of Floer data, one can actually make the A∞
structural maps
CF (Xd−1, Xd)× . . . CF (X0, X1)× CF (Lλ unionsqKµ, X0)→ CF (Lλ unionsqKµ, Xd)(12.38)
CF (Xd−1, Xd)× . . . CF (X0, X1)× CF (L!λ unionsqK !µ, X0)→ CF (Lλ unionsqKµ, Xd)(12.39)
completely coincide. It implies the result. 
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Figure 12.10. Floer cochain CF (L!
λ
unionsqK !µ, Lλ′ unionsqKµ′) (left) and CF (Lλ unionsqKµ, Lλ′ unionsq
Kµ′) (right). The intersection between the positive wrapping of Lλ and Kµ′ cannot
contribute generator to CF (Lλ unionsqKµ, Lλ′ unionsqKµ′) so the Floer cochain splits.
Remark 12.11. By taking morphisms with an appropriate object in Ai for i 6= j, one can see that
(Lλ unionsqKµ)l is not quasi-isomorphic to (L!λ unionsqK !µ)l.
By Lemma 12.10, we know that the quasi-inverse ψj is given, on the object level, by
ψj : (ιj)
∗(Lλ unionsqKµ)l 7→ L!λ unionsqK !µ(12.40)
A further inspection of the proof of Lemma 12.10 shows that the quasi-isomorphism (12.37) is functorial
when we vary λ ∈ Λj,n and µ ∈ Λn−j,m−n. Together with the fact that Lλ unionsqKµ is quasi-isomorphic to
Lλ unionsqKµ in FScyl,n(piE) (so the former can be regarded as an object in Aj), we have a commutative
diagram
Aj Kj,n ×Kn−j,n A!j
Aj-perf
'
(−)l
'
(ιj)
∗(−)l
where the horizontal isomorphisms are the ones in (11.5), (11.7), which in particular send LλunionsqKµ ∈ Aj
to L!λ unionsqK !µ ∈ A!j . This implies that ψj sits inside the commutative diagram
Aj Kj,n ×Kn−j,n A!j
Aj-perf
'
(−)l
'
ψj
Proof of Theorem 1.9. By Proposition 11.16, we have a spectral sequence to Kh(κ(β)) from
⊕nj=0H((ι!j)∗(φβ(Lhs)r)⊗A!j ψj ◦ (ιj)
∗(Llhs))(12.41)
By Proposition 12.1, Lemma 12.9 and the commutative diagram above, we have, up to grading shift,
H((ι!j)
∗(φβ(Lhs)
r)⊗A!j ψj ◦ (ιj)
∗(Llhs)) = H(P
(j)
β ⊗Kj,n−Kj,n ∆Kj,n)(12.42)
= HH∗(Kj,n, P
(j)
β )(12.43)
which is what we want. 
Appendix A. Non-formality of standard modules/thimbles
Here we explain that the endomorphism algebra of the Lefschetz thimbles in FS(pin,m) may be
non-formal when n > 1. The non-formality follows rather directly from the minimal model computed
in the thesis of Klamt [23]. Since this is not required for our main results, our treatment is somewhat
brief.
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When (n,m) = (1,m) the algebra is known to be formal; by duality, the same holds when n = m−1.
On the other hand, if n > 1 and (n,m) 6= (m− 1,m), the algebra associated to (n,m) = (2, 4) occurs
as an A∞-subalgebra of the algebra associated to (n,m). It therefore suffices to consider the case
(n,m) = (2, 4). In that case, there are six Lefschetz thimbles (up to grading shift). We denote them
by P (4|3), P (4|2), P (4|1), P (3|2), P (3|1) and P (2|1), where P (n|m) corresponds to T {1,2,3,4}\{n,m}.
The cohomological algebra is given by the following quiver with relations, by Proposition 10.1 and
[23, Section 5.2.8, 5.2.9].
P (4|3)
P (4|2) P (3|2)
P (4|1) P (3|1) P (2|1)
F
(4|3)
(4|2)Id
(4|3)
(4|2) K
(4|3)
(2|1)
G
(4|3)
(2|1)
F
(4|2)
(4|1)Id
(4|2)
(4|1)
F˜
(4|2)
(3|2)
Id
(4|2)
(3|2)
F
(3|2)
(3|1)Id
(3|2)
(3|1)
F˜
(4|1)
(3|1)
Id
(4|1)
(3|1)
F˜
(3|1)
(2|1)
Id
(3|1)
(2|1)
The subscript and superscript of the name of the arrow indicate the target and the source of the
arrow, respectively. The definition of Id
(k|l)
(a|b), F
(k|l)
(a|b) , F˜
(k|l)
(a|b) , G
(k|l)
(a|b), K
(k|l)
(a|b) for various k, l, a, b can be
found in Theorem 5.16, 5.17, 5.18 and 5.19 in [23]. The complete list of relations of the product
structure can be found in [23, Table 5.25]. For example, F˜
(4|1)
(2|1) = Id
(3|1)
(2|1)F˜
(4|1)
(3|1) and F
(4|2)
(4|1)F
(4|3)
(4|2) = 0.
We remark that J
(k|l)
(a|b) in the table is defined in Theorem 5.26 and J
(4|2)
(3|1) equals to F
(3|2)
(3|1) F˜
(4|2)
(3|2) and
F˜
(4|1)
(3|1)F
(4|2)
(4|1) up to sign. Moreover, the dimension of Ext(P (k|l), P (a|b)) can be found in [23, Section
5.2.6].
For the A∞ structure, Klamt computed a minimal model with µ3 6= 0 but µd = 0 for d > 3. The
list of non-zero µ3 is given in [23, Table 8.4].
Lemma A.1. When (n,m) = (2, 4), the endomorphism algebra of Lefschetz thimbles is not formal.
Proof. Let B be the A∞ endomorphism algebra of Lefschetz thimbles and B := H(B) be the underlying
cohomological algebra. If B were formal, then the µ3 of the minimal model Klamt found would define
the zero class in HH3(B,B[−1]). It means that µ3 = dCCτ for some τ ∈ CC2(B,B[−1]), where dCC
is the Hochschild differential.
From [23, Table 8.4], we have
µ3(F˜
(4|1)
(2|1) , F
(4|2)
(4|1) , F
(4|3)
(4|2) ) = ±K
(4|3)
(2|1)(A.1)
On the other hand, up to sign,
dCCτ(F˜
(4|1)
(2|1) , F
(4|2)
(4|1) , F
(4|3)
(4|2) )
=F˜
(4|1)
(2|1) τ(F
(4|2)
(4|1) , F
(4|3)
(4|2) ) + τ(F˜
(4|1)
(2|1) , F
(4|2)
(4|1) )F
(4|3)
(4|2) + τ(F˜
(4|1)
(2|1)F
(4|2)
(4|1) , F
(4|3)
(4|2) ) + τ(F˜
(4|1)
(2|1) , F
(4|2)
(4|1)F
(4|3)
(4|2) )(A.2)
By [23, Table 5.25], we have F˜
(4|1)
(2|1)F
(4|2)
(4|1) = F
(4|2)
(4|1)F
(4|3)
(4|2) = 0 so the last two terms of (A.2) vanish.
One can check from [23, Section 5.2.6] that the dimension of Ext(P (2|1), P (4|3)) is 4 and it is
generated by Id
(4|3)
(2|1), F
(4|3)
(2|1) = F˜
(4|3)
(2|1) , G
(4|3)
(2|1) and K
(4|3)
(2|1) . On the other hand, one can check from [23,
Table 5.25] that for any a ∈ Ext(P (4|1), P (4|3)) and b ∈ Ext(P (2|1), P (4|2)), the sum F˜ (4|1)(2|1) a+bF
(4|3)
(4|2)
lie in the subspace spanned by F
(4|3)
(2|1) . Therefore, K
(4|3)
(2|1) cannot be written as the sum of the first
two terms of (A.2) so it does not equal to dCCτ(F˜
(4|1)
(2|1) , F
(4|2)
(4|1) , F
(4|3)
(4|2) ) for any τ in CC
2(B,B[−1]).
Contradiction and the result follows. 
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Remark A.2. Lemma A.1 shows that if one tries to apply the strategy in Section 9 to prove that the
collection of thimbles is formal, then one would fail because the cohomological algebra of the thimbles
imposes restrictions which preclude the existence of a consistent choice of equivariant structures.
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