The distribution of the length of a typical chord of a stationary random set is an interesting feature of the set's whole distribution. We give a nonparametric estimator of the chord length distribution and prove its strong consistency. We report on a simulation experiment in which our estimator compared favorably to a reduced sample estimator. Both estimators are illustrated by applying them to an image sample from a yoghurt ferment. We briefly discuss the closely related problem of estimation of the linear contact distribution. We show by a simulation experiment that a transformation of our estimator of the chord length distribution is more efficient than a Kaplan-Meier type estimator of the linear contact distribution.
Introduction
Consider a random closed set Ξ ⊂ R 2 which we observe through a compact 'window' B. Important characteristics of the probability distribution of a random set are the chord length distribution (CLD) and the closely related-perhaps more familiar-linear contact distribution (LCD) (Serra (1982, Chapter X) , Matheron (1975, p. 53) and Stoyan et al. (1995 p. 206-209) ). These characteristics can give us some insight in the 'architectural' features (Delfiner 1972 ) of the random set, such as the shape, size and dispersion of its various connected parts. Also, the CLD and LCD can help us when we want to test for stationarity (translation invariance) or for isotropy (rotation invariance). Our primary interest in this paper is the chord length distribution but we also address estimation of the linear contact distribution in section 6.
The CLD has been applied in biology to study certain features of tissue, especially to characterize lung airspace dimensions, see Rosenthal (1989) , Lum et al. (1990) and Oldmixon et al. (1994) . Estimation of the CLD can be used also for inferential purposes in the statistical analysis of random set models (Stoyan et al. 1995 .
Estimation of certain characteristics of the chord length distribution can be done from stereological estimates of the surface to volume ratio and the volume fraction. Such stereological estimates are obtained by straightforward intersection and point counting methods (Stoyan et al. 1995) . These methods are simple, fast and easy to deal with, but they do have their limitations. Stereological mean value formulas can only be used to obtain certain lowdimensional characteristics of the CLD, whereas knowledge of the shape of the CLD may give important additional information about the structure of the random set under consideration.
Estimation is, of course, influenced by edge effects as the random set Ξ is only observed in a bounded observation window B. In spatial statistics edge effects are often dealt with by means of 'minus sampling' which is also known as the 'reduced sample method' or the 'border method'. The obvious disadvantage of minus sampling is that much information is discarded. As an alternative to minus sampling Oldmixon et al. (1994) propose an ad hoc method which, in turn, also discards part of the data.
Estimation from censored observations is staple in the field of survival analysis, where it has-among other things-resulted in the development and study of the famous Kaplan-Meier estimator. Laslett (1982a and b) first noted the similarity of censoring in survival studies and edge effects in spatial statistics. Subsequently, this analogy has been exploited by Gill (1994) , Wijers (1995) , van der Laan (1995) , Hansen et al. ( ,1999 , Baddeley and Gill (1997) and van Zwet (1999) . In particular, in a Kaplan-Meier type estimator was proposed for the linear contact distribution. Our approach here fits in this same framework. To use semi-parametric methods and missing data theory we first consider a related problem. We derive a (non parametric) maximum likelihood estimator for that problem and then show that that estimator can also be applied in the real problem. In the real problem, the estimator will not be maximum likelihood but it does-in a sense-utilize all the available data in a likelihood inspired way.
The organization of this paper is as follows. In section 2, we give a more precise definition of the chord length distribution and describe how censoring affects its estimation. In Appendix A we give a general review of nonparametric maximum likelihood estimation for missing data models. In section 3 we then use those methods to find an estimator for the chord length distribution. In Appendix B we prove uniform consistency of our estimator as we observe an increasing number of independent copies of the random set Ξ ∩ B. In section 4 we report a simulation experiment to compare our new estimator to a reduced sample estimator. Our estimator appears best. In section 5 we then apply it to protein networks in a yoghurt ferment. In section 6 we consider estimation of the linear contact distribution and study the relation to estimation of the chord length distribution. We note that we can transform an estimator for the chord length distribution into an estimator for the linear contact distribution. We argue that the transformation of our estimator of the CLD is superior to the Kaplan-Meier estimator of . Our argument is supported by a simulation experiment.
The chord length distribution
Let Ξ be a stationary random closed set in R 2 and e a unit vector in R 2 . The chord through a point of Ξ in the direction e is the longest line segment through the given point with orientation e, which is fully contained within Ξ. We are interested in estimation of the distribution of the length of the chord through the origin, given that the origin belongs to Ξ. Since Ξ is stationary, the particular choice of reference point (in this case the origin) is irrelevant. The data on which we shall base our estimation will consist of n independent realizations of Ξ which are all observed through a fixed compact set B.
Let ξ e (s, t) denote the chord in the direction e through the point (s, t) ∈ Ξ. A formal definition of the chord length distribution is as follows. Let B be some compact set of positive area. Define, for all positive x W e (x) = {(s, t) ∈ Ξ ∩ B : |ξ e (s, t)| ≤ x} (2.1)
where |ξ e (s, t)| denotes the length of the chord ξ e (s, t). Now define the (length weighted) chord length distribution function as
where the expectation is with respect to the distribution of Ξ and |.| denotes area. It is easily seen that this definition does not depend on the choice of B. For simplicity we fix e = (1, 0) and omit e from our notation. For the morphologically inclined, we have an equivalent definition of the chord length distribution as the 'linear granulometry' in section 4. We call L the length weighted chord length distribution for a reason. Recall that L may be interpreted as the distribution of the length of the chord though the origin, given that the origin lies in Ξ. Informally, the origin is more likely to fall in a big part of Ξ than in a small part. Hence L is biased towards greater chord lengths. Consider the straight horizontal line through the origin intersecting Ξ, resulting in a collection of intervals of varying lengths. Now select an interval at random in a way that does not depend on its length. The distribution of this interval's length is also a 'chord length distribution', but this one is not weighted towards greater lengths. It is given by
3)
The subscript '0' indicating 'unweighted' should not be confused with the subscript 'e' we used earlier.
Of a chord ξ(s, t) through a point (s, t) ∈ Ξ∩B we observe only ξ(s, t)∩B. Hence, from observation of Ξ ∩B we can not in general infer W (x). However, we do observe the length of the intersection of each chord with B and we observe how many of each chord's endpoints are outside of B. Define two functions
(2.5)
From observation of Ξ ∩ B we know, for all positive y and δ = 0, 1 or 2
We define
where again the expectation is with respect to the distribution of Ξ. For δ = 0, 1, 2, the F (y, δ) are sub-distribution functions. We can interpret L and F in the following way which will be very useful in the next section. Lemma 1. Let (S, T ) be uniformly distributed on B. If we condition on the event (S, T ) ∈ Ξ ∩ B then 1. L is the distribution of |ξ(S, T )|; 2. F is the distribution of (y(S, T ), δ(S, T ));
The proof is almost immediate from our definitions.
A consistent nonparametric estimator
Suppose we want to estimate L from n independent observations Ξ i ∩B which are all distributed as Ξ ∩ B. We have no prior information about L so we initially choose L = {all distributions on R + } as our 'model'. For simplicity,
. This simplification implies that all doubly censored chords (of which neither endpoint is in B) have equal length τ . Let ξ(i, s, t) be the chord through (s, t) in Ξ i . Like before,
Only if one assumes a very simple model for Ξ can we hope to get the NPMLE of L. We take an approach which is 'inspired by maximum likelihood considerations'. Suppose we select m points independently, uniformly in each Ξ i ∩B. Thus we obtain points (S ij , T ij ) ∈ Ξ i ∩B (i = 1, . . . , n, j = 1, . . . , m). Associated with these points there are chords ξ(i, S ij , T ij ). Of these chords we observe (possibly censored) lengths Y ij = y(i, S ij , T ij ) and censoring types ∆ ij = δ(i, S ij , T ij ). We denote the empirical distribution of these observations by P nm .
We first consider the special case m = 1 because the (Y i1 , ∆ i1 ) are independent and identically distributed. We can describe their common distribution F (cf. (2.7)) in a convenient way and we devote the next three pages to derive the nonparametric maximum likelihood estimatorL n1 of L based on the (Y i1 , ∆ i1 ).
Let (S, T ) be a uniformly distributed point in B. Associate with (S, T ) a random variable X which is distributed according to L. Conditional on S and X, let R be a random variable which is uniformly distributed on the interval [S − X, S]. Now let ξ be the line-segment from (R, T ) to (R + X, T ). Proof This is an immediate consequence of Lemma 1.
The joint distribution of (S, X, R) is of course given by
From our description of the model we can explicitly derive the distribution of the observed data (Y, ∆). We introduce two very useful quantities
and note that
where 
Integrating the distribution of (S, X, R) given in (3.5) over these sets we find, for 0 ≤ y < τ ,
There is no need to further evaluate this expression, but it should be noted that it depends on L only through its restriction to [0, τ ). For the distribution of the singly censored observations we have by symmetry of right and left censored observations, for 0 ≤ y < τ ,
The doubly censored observations are always of length τ :
Because, by (3.7), G can be expressed in terms of L| [0,τ ) and H, we see that the distribution of the data is fully parameterized by L| [0,τ ) and H. This means that the model L = {all distributions on R + } is not identified. We could reduce L so that it is, but then the model will no longer be completely nonparametric. Why that is inconvenient is explained in Appendix A. We move to different model and a different mechanism to create (Y, ∆). This new model is both completely nonparametric and identified, while the distribution of (Y, ∆) remains the same.
Consider a new model L ′ of all distributions on the space [0, τ ) ∪ { †, ‡}. By (3.7) we know that G + H < 1 and therefore we may interpret G and H as probabilities. In fact, we identify L({ †}) = P (X = †) = G and L({ ‡}) = P (X = ‡) = H. Relation (3.7) now reads
We have the following missing data problem which is both completely nonparametric and identified:
and ∆ equal to the number of unobserved endpoints.
• if X = †, Sample Y from 1 [0,τ ) (y)2y/τ 2 and set ∆ = 1
It is easily verified that the distribution of the data (Y, ∆) thus obtained is indeed given by formulas (3.8) to (3.10).
We are now where we want to be. It is quite straightforward to derive the maximum likelihood estimator and prove its properties for missing data problems that are both completely non-parametric and identified. We summarize the relevant theory in Appendix A.
Recall that we have n i.i.d. copies (Y i1 , ∆ i1 ) of (Y, ∆) with empirical distribution P n1 . The score equations for a general nonparametric missing data problem are given by (A.6). Here, in particular, we take sets A of the form (x, x + dx) and { ‡} and find for x < τ
where, using (3.11),
Translating from estimation within the model
Let us now consider arbitrary m. We have observations (Y ij , ∆ ij ) (i = 1, 2, . . . , n, j = 1, 2, . . . , m). These observations are all distributed as (Y, ∆) but they are certainly not independent. In spite of this, we propose as an estimator the solution of
Proposition 1. Let m ≥ 1 be an arbitrary integer. As n tends to infinity, L nm tends to L 0 almost surely, uniformly on sets of the form [0, x] (x < τ ), { †} and { ‡}.
We defer the proof to Appendix B.
The number, m, of points that we pick in each Ξ i ∩ B is entirely up to ourselves. The larger m, the smaller one would expect the variance ofL nm to be. If (for fixed n) we ever increase m the estimator converges to
where
Comparison of various estimators
In this section we derive a few reduced sample estimators, the best of which we will compare to our NPMLE. We use the notation of mathematical morphology and stereology, see e.g. Stoyan et al. (1995, sections 1.3, 1.4 and 11.2) . Define C to be the closed line segment from (−1, 0) to (1, 0) and let xC be the closed line segment from (−x, 0) to (x, 0). 'Minkowski' addition and subtraction of two sets A 1 and A 2 is defined as
c , respectively. We shall consider 'erosion' of B by xC which is defined as B ⊖ xC. The 'opening' of A by xC is A • xC = (A ⊖ xC) ⊕ xC.
Let S denote an arbitrary compact set and ℓ an arbitrary straight line, both independent of Ξ. We define the following functionals of the distribution of Ξ.
The expectation is with respect to the distribution of Ξ and | · | denotes area or length depending on the context. These functionals denote, respectiveley, the expected number of chords per unit length and the expected area fraction of the set Ξ.
When we observe independent copies Ξ i of Ξ through a window
where ℓ r is the horizontal line at distance r from the origin. To derive our first reduced sample estimator we note that the chord length distribution is equivalent to the so-called linear granulometry i.e. L(
Note that this estimator is only valid up to half the image range. To derive our next estimator, we recall the relation between L and its number weighted relative L 0 . We have L(x) = (1/m) tL 0 (t) where m = tL 0 (t). Following Serra (1982, p. 327) and Stoyan et al. (1995, p. 208) we know that
.
We estimateL 0 (x) = 1−Ñ((Ξ⊖ tL 0 (t).
For our third and final estimator we introduce the linear contact distribution of Ξ c , i.e. the closure of the complement of Ξ
which, following Matheron (1975, p. 53) , satisfies
Our experimental results, which we do not present here, indicate the superiority (in RMSE sense) of the third estimator over the other two. We shall only useL * * * for comparison with our NPMLE, writingL =L * * * and referring to it as the reduced sample estimator.
Suppose B is a "Boolean model" where discs of a fixed radius R are placed at the points of a homogeneous Poisson process of intensity µ in the unit box [0, 1] 2 . We take the random set of interest to be the closure of the void of the Boolean model Ξ = B c . We can obtain the chord length distribution of Ξ in terms of the linear contact distribution of B which is known to be (Stoyan et al., 1995, p. 80 )
The chord length distribution L of Ξ equals (Matheron, 1975, p. 53 )
We have generated 100 realizations of the Boolean model for parameters R = 0.03 and 0.05 and µ = 20 and 80. Four hundred samples in all. For each individual sample we have computed the 'NPMLE' as given in (3.14) and (3.15) and the reduced sample estimator as given in (4.3). Eight sets of 100 estimates.
All calculations are done by an extension of the routines presented in Hansen (1996) , which are available at www.math.auc.dk/∼mbh/ficodifu. All distances are calculated using distance transformation algorithms from image analysis (Borgefors, 1984 (Borgefors, , 1986 . These provide a good approximations of Euclidean distances and are computationally very efficient. We stopped the EM algorithm after a fixed number of iterations (5000), and in all cases experienced no significant changes in the final iterates.
In Figure 1 we plot the average and the root of the average squared error of each collection of 100 estimators. The reduced sample estimator has slightly smaller bias than the NPMLE. The NPMLE is uniformly better than the reduced sample estimator in root MSE sense. 
Example: protein network in a yoghurt ferment
Looking at Figure 2 we see one typical member of a collection of 12 microscopy images of the protein network in a yoghurt ferment magnified 7500 times. The 12 images are part of a larger data set which was obtained to investigate the impact of heat treatment on the micro structure of stirred yoghurt. For details see Skriver et al. (1997) . This dataset has also been analyzed in Hansen (1995) , and Skriver (1995) . Each picture consists of 500×500 pixels and originates from a number of preprocessing steps performed to extract the relevant protein structure. On the basis of the 12 samples we computed the NPMLE and the reduced sample estimator. The result is shown to the left in Figure 3 . We also computed the estimators based on single images.
As we observed in Figure 1 , the bias of both estimators is of the same order. Hence, comparison of their variances should be a good measure of their relative performance. From the single image estimates we estimated the variance of the two estimators. In Figure 3 we plot their estimated relative efficiency. We notice that the NPMLE does better than the reduced sample estimator on most of the image's range.
In a Boolean model of discs with constant intensity µ and constant disc radius R was fitted to data. This resulted in estimateŝ µ = 80 andR = 0.03. Note that these are exactly the parameter values we used to produce the lower left corner of Figure 1 . We notice that that picture and Figure 3 
The linear contact distribution
Again, let Ξ be a stationary random closed set in R 2 and e a unit vector in R
2
. The contact segment at a point outside Ξ in the direction e is the longest line-segment, starting at that point, which does not hit Ξ. The linear contact distribution (in the direction e) is the distribution of the length of the contact segment (in the direction e) starting at the origin, given that the origin does not belong to Ξ. We have already encountered it at (4.1) but we now give another, equivalent, definition.
Let χ e (s, t) denote the contact segment in the direction e originating at (s, t) and let |χ e (s, t)| denote its length. Define the set V e (x) = {(s, t) ∈ B \ Ξ : |χ e (s, t)| ≤ x}.
(6.1)
The linear contact distribution function is
The expectations are with respect to the distribution of Ξ. This definition does not depend on B. Again, for simplicity we take e = (1, 0) and drop it from our notation. Also, we take B = [0, τ ] × [0, 1]. For points (s, t) in B we have censored observations y(s, t) = |χ(s, t) ∩ B| (6.3) δ(s, t) = # endpoints of χ(s, t) outside of B (6.4)
If we apply the same technique as we did when estimating the chord length distribution, we arrive at a Kaplan-Meier type estimator presented in . To obtain an estimator for the CLD of Ξ we could transform the KaplanMeier type estimator of the LCD of Ξ c and then use (4.4). This would not lead to a very good estimator, because it requires estimating the density of H.
It is more fruitful to work the other way around. The suitable transformation of our NPMLE estimator of the CLD of Ξ c appears a better estimator of the LCD of Ξ than the Kaplan-Meier. An explanation of this phenomenon might be that we can think of a contact segment as a chord which has been subjected to multiplicative censoring. Hence there is added randomness in the observation of the length of a contact segment over the observation of a chord length. In practice, to transform the CLD into the LCD first recall (4.2). By (2.3) and (3.6) we have, for x < τ
With the mean of L 0 being m
Hence,
These formulas combined with (4.2) express H on the interval [0, τ ) in terms of L on the same interval and G. Figure 4 is quite clear as the bias of the two estimators seems to be of same order but the transformed NPMLE is uniformly better than the Kaplan-Meier estimator in RMSE sense.
A Nonparametric missing data problems
In this appendix we review some semi-parametric theory, especially with regards to missing data models which are also known as information loss models or mixture models. A standard reference on semi-parametrics is the monograph by Bickel et al. (1993) . Our exposition here owes much to chapter 25 of a book by van der Vaart (1998). Let X be a random variable on some (measurable) space X with distribution Q 0 ∈ Q and let C be another random variable whose conditional distribution given X is known to us. Let Y = Φ(X, C), where Φ is a known many-to-one mapping. Y takes values in a measurable space Y. Now suppose we observe independent Y 1 , . . . , Y n which are distributed as Y and from these we want to estimate Q 0 . We call the X i the complete data and the Y i the incomplete or observed data. Estimation of Q 0 ∈ Q (or functionals thereof) from the observations Y i is called a missing data problem.
An equivalent way to describe the situation is as follows. Consider a Markov kernel K(dy; x). This means that K(dy; x) is a probability measure for every x ∈ X and K(A; x) = A K(dy, x) is a measurable function of x when A ⊆ Y is a measurable set. Now for all Q ∈ Q define the 'mixture' P = KQ by
(A.1)
Clearly P is a probability measure on the space Y. Usually, Q is called the 'mixing distribution'. We suppose K is known and we observe an i.i.d. sample Y 1 , . . . , Y n with common distribution P 0 = KQ 0 , where Q 0 is known to lie in a class Q. The model for the distribution of a generic observation Y is of course P = KQ = {KQ : Q ∈ Q}. The objective, again, is to estimate Q 0 . The fact that we only observe Y and not X may cause a lack of identifiability. We may well have that KQ = KQ ′ while Q = Q ′ . We shall pay special attention to this.
Suppose we observe data Y 1 , . . . , Y n with common distribution P 0 ∈ P, where P may be infinite dimensional. The nonparametric maximum likelihood estimator (NPMLE) in the sense of Kiefer and Wolfowitz (1956) of P 0 is anŷ P n satisfying log dP n dµ(P,P n ) dP n ≥ log dP dµ(P,P n ) dP n , ∀P ∈ P, (A.2) where P n is the empirical distribution of the Y 1 , . . . , Y n . If P is not dominated by a single sigma finite measure µ, then µ(P,P n ) must vary with its arguments to dominate P andP n . For instance, we could take µ(P,P n ) = P +P n . In the special missing data setup where P 0 = KQ 0 , we find thatQ n is the NPMLE of Q 0 (up to identifiability) if
In the parametric case we usually consider the 'score function', i.e. the derivative of the log likelihood. Often the maximum likelihood estimator solves the score equations: sum of scores equals zero. The notion of a score can be extended very neatly to the infinite dimensional case. Hence we can also write down 'non-parametric' score equations. The NPMLE is of course not fully characterized as a root of the score equations. However, it is often easier to solve the score equations (for instance by applying the EM algorithm) than to solve (A.2). Also, proving desirable properties of the NPMLE such as consistency or asymptotic normality is generally done by exploiting the fact that it solves the score equations.
Scores are defined through 'differentiable submodels'. Following van der Vaart (1998), we fix a P ∈ P and consider maps t → P t from a neighborhood of 0 in [0, ∞) to P such that P 0 = P and such that there exists a measurable function g : X → R for which
where p t and p are Radon-Nikodym derivatives of P t and P with respect to a sigma-finite measure µ(P, P t ), which dominates both P t and P . We call a submodel t → P t such that (A.3) holds 'differentiable at P '. If the integrand converges pointwise then g = d dt | t=0 log dP t , which is the familiar score function. Hence, the function g in (A.3) is called the score associated with the submodel t → P t . The collection of scores associated with all differential submodels is called the tangent set of the model P at P and denotedṖ(P ). Lemma 25.14 in van der Vaart (1998) asserts that from (A.3) it follows that gdP = 0 and g 2 dP < ∞. Hence,Ṗ(P ) can be identified (up to equivalence) with a subset of L 0 2 (P ) (the square integrable functions which integrate to zero). We say thatP n solves the score equations (and even call it NPMLE) if gdP n = 0, ∀g ∈Ṗ(P n ).
(A.4)
Again we specialize to the missing data setup P = KQ. We first give a few useful properties of Q and P = KQ.
Lemma 3. If Q is convex then so is P = KQ.
Lemma 5. If t → Q t is a differentiable submodel through Q ∈ Q with score function g , then t → P t = KQ t is a differentiable submodel through P = KQ ∈ P with score E Q (g(X)|Y ).
Proof For a proof refer to Bickel et al. (1993) proposition A.5.5 or Le Cam and Yang (1988) proposition 4.
By lemma 5 the score equations for a missing data problem take the special form
By a completely nonparametric missing data problem we mean that every function g in L 0 2 (Q n ) is a score. This situation typically occurs when Q consists of all probability measures on X . Then we can take g(x) = 1 A (x) −Q n (A) for any measurable set A to obtain the so-called self consistency equationŝ
Solving these equations iteratively is an instance of the EM algorithm (Dempster et al. 1977 ). When we start the iterations with an initial guess Q (0) n then all subsequent iterates will be dominated by it. Hence we can never do better than compute a 'sieved' NPMLE over the model {Q ∈ Q : Q ≪ Q (0) n }.
B Proof of Proposition 1
We sketch a proof, omitting technical detail. Let P 0 = KL 0 be the common distribution of the (Y ij , ∆ ij ). LetL nm be our 'NPMLE' of the true L 0 and P nm = KL nm . The idea is to first construct a sequenceP nm which is known to converge to P 0 = KL 0 , whileP nm ≫P nm . Then we show convergence of P nm toP nm , so thatP nm must also converge to P 0 . Since we made sure that the model is identifiable, this will imply convergence ofL nm to L 0 . We start with an almost trivial, but important observation.
Lemma 6. As n tends to infinity, P nm converges to P 0 almost surely, uniformly over sets of the form [0, x] × δ, where x < τ and δ = 0, 1, 2.
Proof P nm is the average of P n1 , . . . , P nm . Each of these converges to P 0 in the desired sense by the Glivenko-Cantelli Theorem.
We now construct the comparison sequenceP nm . Define and note that by (3.8) we have for the sub-distribution of the observed length of an uncensored segment P (dy, 0) = α(y)dL(y).
Now define, for x < τL
L nm ({ ‡}) = P nm (∆ = 2).
LetP nm = KL nm . As a straightforward consequence of Lemma 6, we have Lemma 7. As n tends to infinity,P nm converges to P 0 almost surely, uniformly over sets of the form [0, x] × δ, where x < τ and δ = 0, 1, 2.
Recall that our parameter space L ′ consists of all probability measures on [0, τ ) × { †, ‡}. Hence, L ′ is convex so that the straight line tL nm + (1 − t)L nm (0 ≤ t ≤ 1) is a submodel. SinceL nm ≫L nm and dL nm /dL nm ∈ L 2 0 (L nm ), it follows by Lemma 4 that the submodel is Hellinger differentiable atL nm . By lemma 3 the straight line tKL nm + (1 − t)KL nm is a submodel of KL ′ . By Lemma 5 it follows that this submodel is Hellinger differentiable as well. Moreover, by Lemma 4 it has score (dKL nm /dKL nm ) − 1.
KL nm is not the solution of score equations for the real likelihood of the data (Y ij , ∆ ij ). However, it is the solution of the score equations under the assumption that the (Y ij , ∆ ij ) are all independent. One of those score equations is dKL nm dKL nm − 1 dP nm = 0. If we can show convergence to zero of the first term of (B.2), we can conclude that KL nm and KL nm converge in Hellinger distance, which is equivalent to convergence in total variation. This is very strong convergence indeed, and in particular it is stronger than convergence uniformly over sets of the form [0, x] × δ. Hence convergence to zero of the first term of (B.2) implies by lemma 7 convergence of KL nm to KL 0 uniformly over sets of the form [0, x] × δ. This, in turn, implies convergence ofL nm to L 0 uniformly over sets [0, x] (x < τ ), { †} and { ‡}, as stated in Proposition 1. Now to show that the first summand of (B.2) indeed converges to zero, we split it up into the the various censoring types. KL nm (dy, 2) (P nm (dy, 2) − KL nm (dy, 2)).
We choseL nm in such a way that KL nm (dy, 0) = P nm (dy, 0) and KL nm (dy, 2)) = P nm (dy, 2). Hence the first and third terms are zero. Convergence to zero of the second term is somewhat tricky. The difficulty lies at the point τ . However, restricting the integral to [0, σ] (σ < τ ) convergence can be obtained using Lemmas 6 and 7. Increasing σ to τ we obtain the result for [0, τ ).
This concludes our sketch of the proof of Proposition 1.
