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Abstract
Implementation, Integration, and Optimization of a Fuzzy Foreground
Segmentation System
Ryan M. Bowen
Supervising Professor: Dr. Ferat Sahin
Foreground segmentation is often an important preliminary step for various
video processing systems. By improving the accuracy of the foreground
segmentation process, the overall performance of a video processing sys-
tem has the potential for improvement. This work introduces a Fuzzy Fore-
ground Segmentation System (FFSS) that uses Mamdani-type Fuzzy Infer-
ence Systems (FIS) to control pixel-level accumulated statistics. The er-
ror of the FFSS is quantified by comparing its output with hand-segmented
ground-truth images from a set of image sequences that specifically model
canonical problems of foreground segmentation. Optimization of the FFSS
parameters is achieved using a Real-Coded Genetic Algorithm (RCGA).
Additionally, multiple central composite designed experiments used to an-
alyze the performance of RCGA under selected schemes and their respec-
tive parameters. The RCGA schemes and parameters are chosen as to re-
duce variation and execution time for a set of known multi-dimensional test
functions. The selected multi-dimensional test functions represent assorted
function landscapes. To demonstrate accuracy of the FFSS and implicate the
importance of the foreground segmentation process, the system is applied to
real-time human detection from a single-camera security system. The Hu-
man Detection System (HDS) is composed of an IP Camera networked to
multiple heterogeneous computers for distributed parallel processing. The
implementation of the HDS, adheres to a System of Systems (SoS) architec-
ture which standardizes data/communication, reduces overall complexity,
and maintains a high level of interoperability.
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The motivation for this work stems from a common problem of developing
an automated system to detect a human within a series of sequential im-
age sequences. Human detection systems are of high interest to numerous
applications especially video surveillance. Utilizing an automated human
detection system can eliminate the requirement for human-based surveil-
lance practices and potentially increase productivity. Upon investigation of
implementing such an automated system, a holistic view suggests that mul-
tiple complex systems are required to independently operate and interoper-
ate with each other. From a top level hierarchical view, a human detection
system can be decoupled into a system for obtaining images, a system for
implementing image processing, and a system for executing some behavior
based on current system status. Each of these systems could then contain
sub-systems to reduce their overall complexity and provide some modu-
larity. Due to the complexity and sheer size a complete human detection
system, improving upon all required sub-systems is not practical. There-
fore, the focus of this work is placed on improving the image processing
system. Additionally, the image processing system is investigated from a
general standpoint such that it may be applied to applications other than
human detection.
Surveying previous work in the field of image processing systems, a
common procedure of foreground segmentation was used. Foreground seg-
mentation is a process used to perform binary classification of pixels within
an image as either foreground or not foreground. It is typical that foreground
segmentation is a preliminary step for other complex object detection image
processing techniques. The ability of a foreground segmentation algorithm
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to accurately classify pixels as foreground can be vital to the performance of
many object detection algorithms. Therefore, this work is more specifically
an investigation into the design, implementation, and application of a novel
foreground segmentation system.
The proposed solution to the foreground segmentation problem is the re-
alization of a Fuzzy Foreground Segmentation System (FFSS). The primary
goal of the FFSS is to reduce false classification of foreground pixels. To
achieve better classification, Mamdani-type Fuzzy Inference Systems (FIS)
are used at the pixel-level. The membership functions for each FIS are
Gaussian distributions with inputs of pixel component values. Additionally,
the membership functions are dynamic, changing shape according to accu-
mulating estimations of a pixel’s mean and variation. Through the use of a
FIS, the definition of the control algorithm is simplified via the use of logical
words such as high and low. Moreover, the output of the FIS is able to better
control accumulating pixel statistics which in turn are used for classification
of pixels as foreground.
Evaluation of the FFSS is primarily focused on the accuracy of clas-
sifying foreground pixels. Different standard image sequences represent-
ing different canonical problems are used to test the accuracy of the FFSS.
Ground truths for these image sequences have been provided for specific
image frames within the sequences. The FFSS will be executed on each
image sequence and compared to their respective ground truths. The FFSS
performance with respect to an image sequence is quantified by summing
the number of false positives (pixel detected as foreground when it should
have been background) and false negatives (pixel detected as background
when it should have been foreground) for a specific image frame in time.
The evaluation of the FFSS as a whole requires a large set of system pa-
rameters. To improve the performance of the FFSS, the system parameters
are optimized as to minimize false positive and false negative errors. Due to
the complexity of the proposed FFSS, realizing an accurate system model
is not feasible, thus to find optimum parameters a Real Coded Genetic Al-
gorithm (RCGA) is used. To reduce the time required for the RCGA to
optimize the FFSS parameters, the RCGA itself is optimized through anal-
ysis of designed experiments. Each designed experiment considers various
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RCGA schema and their performance on several multi-dimensional func-
tions. The chosen multi-dimensional functions are specifically designed
for benchmarking optimization algorithms and represent various functions
landscapes. The best schema is chosen as the one that minimizes conver-
gence time while maximizing accuracy and repeatability. Furthermore, the
RCGA’s performance on the benchmark functions is qualified by compari-
son to other existing optimization algorithms.
The importance of foreground segmentation is demonstrated by imple-
menting a real-world application; detection of a moving human within se-
quential single perspective images. This application of a Human Detection
System (HDS), is composed of multiple heterogeneous systems such as an
Internet Protocol (IP) camera, a computer for communicating to the camera,
and computer(s) for implementing the different individual image processing
sub-systems. Due to the multiple systems involved, a System of Systems
(SoS) architecture is used to decompose the complex system into multiple
simpler systems coupled together via self-describing XML data exchange
over Ethernet using TCP/IP.
1.1 Foreground Segmentation
Foreground segmentation plays an important role in many video process-
ing algorithms. It is typically a preliminary step for more complex image
processing methods such as object detection. Reviewing current research
pertaining to foreground segmentation (also referred to as background sub-
traction or foreground detection), the process is found to be typically com-
posed of 1) obtaining a model representing the background scene and 2)
classifying foreground objects as those deviant from the background model.
Therefore, in order for the proposed FFSS to be successful it must be ca-
pable of producing an accurate estimate of a background model as well as
accurately classify current pixels.
The importance of the background modeling process is directly addressed
by Toyama et al. [48]. They have outlined some of the canonical problems
associated with foreground segmentation and have concluded that these prob-
lems typically do not affect the process of differentiating foreground pixels
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from a background model, but instead affect the process of maintaining the
background model itself. The importance of obtaining an accurate, robust,
and efficient background modeling algorithm has lead to numerous meth-
ods such as frame differencing, mean and threshold, mixture of Gaussians
[19], Bayesian decision [34], eigen background [35], linear predictor, and
wallflower [48]. Toyama et al. have established a database of seven image
sequences to model specific canonical problems associated with background
modeling. These image sequences were then used to test the performance of
the previously listed background maintenance algorithms. The performance
results of the various algorithms, as recorded by Tomaya et al., will be used
to provide a metric for the performance of the proposed FFSS.
The background modeling process should also consider the color space
and how color components should be used represent pixel values. RGB is
the most common color space used by video capturing devices. However,
when considering image processing techniques, the RGB color space has it
disadvantages with correlation between its three color component (R,G,B).
The RGB color space is very susceptible to changes in illumination, as il-
lumination affects all three components of the RGB color space. There-
fore, other color spaces that are capable of isolating illumination from other
color components are suggested. Horprasert et al. [22] has proposed a back-
ground subtraction method using the RGB color space, the Pfinder [53] sys-
tem from MIT uses YUV and Zhao et al. [59] have used the HSV color
space. From these background implementation, the HSV color space shows
promising results with increased stability due to its ability to separate bright-
ness from chromaticity [59]. Initial work using the HSV color space has
been demonstrated [7] and appear suitable for the proposed FFSS. However,
the non-linearity and periodicity of the Hue channel could provide instabil-
ity in the background model, thus investigation of the YCrCb is shown in
this work.
The majority of the background models are constructed based upon some
prior statistical knowledge [19, 34, 35, 22, 59]. These statistics could be
obtained from a brief training period without foreground activity. However,
upon environmental change the initial trained background could become a
poor estimate of the current background. Therefore, accumulating statistics
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or adaptive filters have been used to continually build the background model
[53, 29]. The proposed FFSS will make use of accumulating statistics as
to not only reduce memory requirements, but to also improve robustness
through the adaptability of running statistical models. The weighting factor
used in accumulating statistics will be allowed to change with respect to
the degree of foreground classification. This adaptive feature is intended to
allow the background model to respond to environmental changes.
Classification of foreground pixels is typically achieved by analyzing a
pixel’s variance from an estimated background model. A pixel’s belonging
to foreground or background is then determined by a probability distribu-
tion(s) where Gaussian distributions are typical. As similar to the mixture
of Gaussians method [19], the FFSS will use multiple weighted Gaussian
distributions to determine a pixel’s probability of being classified as fore-
ground. However, the FFSS Gaussian distributions will be defined by a
Fuzzy Inference System (FIS) and output weighting will be achieved using
a set of fuzzy rules. Chua et al. have shown success with their fuzzy rule-
based system for background subtraction [12]. Similar to this work, Chua
et al. classify foreground pixels as those deviant from the background and
thus focus on background maintenance. Chua et al. differ from this work
by using texture and gradient information of pixel in addition to color for
the input of their fuzzy rule-based system. Chua et al. use a visual and nu-
merical F-Measure to compare results to other algorithms on 9 different test
sequences (3 of these from the wallflower dataset). Chua et. al demonstrate
excellent based on their numerical measure, however image sequences were
chosen based on an assumption of dynamic textures for scenery.
1.1.1 Fuzzy Image Processing
Fuzzy sets have been used in various application domains for analyzing
complex natural systems. Fuzzy concepts can intuitively be applied to the
domain of digital image processing. Digital images are typically of natu-
ral scenery and are accompanied by fuzziness due to imprecise pixel val-
ues, ambiguous mapping mechanisms, and vague region boundaries [27].
6
Therefore, fuzzy sets have been applied to image processing for better rep-
resentation of uncertainty in crisp or quantized numbers [27, 51, 29] and to
improve the accuracy of object/pixel classification [41, 2]. The proposed
FFSS will make use of fuzzy sets to represent each pixel’s belongingness to
the foreground.
Jawahar and Ray have used first and second order fuzzy statistics to better
represent the spatial gray-level distribution of a digital images [27]. Jawahar
and Ray represent fuzzy sets with triangular membership functions, where
a each pixel’s gray-level is quantified according its belonging to the triangu-
lar membership (fuzzy number). The fuzzy numbers are then used to create
a fuzzy histogram that represents the distribution of gray-levels of an im-
age. In comparison to hard histograms, the fuzzy histograms were able to
provide a better representation of an image’s gray-level frequency distribu-
tion due to their ability to incorporate gray-level imprecision. Vlachos and
Sergiadis [51] further the use of Jawahar and Ray’s notion of a fuzzy his-
togram except they use higher-order intuitionistic fuzzy sets (IFS) to model
the indeterminacy in image pixels. The FFSS proposed will expand upon
Jawahar and Ray’s work by investigating the use of guassian memberships
as opposed to triangular memberships.
Chacon et al. define and apply a fuzzy image processing scheme to edge
detection, object geometry measurement under varying illumination con-
ditions. Chacon et al. outline the process of fuzzy image processing as
defining a fuzzification functions to convert from the spacial domain to the
fuzzy domain, defining fuzzy operators to perform mathematical expres-
sion within the fuzzy domain, and defuzzification functions for visualiza-
tion and/or extracting useful information [11]. This process as outlined by
Chacon et al. will be adopted and used to design and implement the FFSS.
Yao and Ahmad use fuzzy k-means clustering foreground detection [54].
Using a series of indoor image sequences their fuzzy k-means method demon-
strates improvement over Mixture of Gaussians method as well typical k-
means clustering. Yao and Ahmad’s result are based on the assumption of
constant illumination conditions. With this assumption they use only the V
channel of the HSV color model to perform clustering. This method con-
tributes good results but its assumption of constant illumination reduces its
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robustness and ability to used in outdoor application or any location with
changing illumination.
Sigari et al. provide methods for using fuzzy accumulating statistics as
a precursor for background subtraction [29]. The fuzzy running average by
Sigari et al. was applied to vehicle detection on a highway, and it demon-
strated improvement over the classic running average method especially
under extensive illumination changes and high vehicle density. However,
Sigrai et al.’s segmentation of the foreground is limited to simple threhold-
ing with a threshold value found using trial and error. Shakeri et al. im-
proved upon the background subtraction by using fuzzy inference in combi-
nation with cellular automata [41]. As mentioned previously, the FFSS will
use accumulating statistics, however improvement on classic accumulating
statistics will be achieved through the use of fuzzy mapping functions [29].
1.2 Fuzzy Systems
Fuzzy systems make use of input variables that are represented as fuzzy sets
as oppose to crisp values. These fuzzy sets are used to attempt to quantify
some uncertainty, imprecision, ambiguity, or vagueness that may be associ-
ated with a variable. Commonly, these fuzzy systems are defined by using
if-then rules also referred to as rule-based fuzzy systems [3]. The output of
fuzzy systems have been used for modeling, data analysis, prediction and
control. Regardless of the final application the basic system output stems
from the fuzzy model itself. A rule-based fuzzy system can be described
through the use of four sub-systems including a Fuzzier, Fuzzy Rule Base,
Fuzzy Inference System, and a Defuzzifier as shown in Figure 1.1.
1.2.1 Fuzzifiers
Fuzzification is defined as the mapping of a crisp value to a fuzzy set as rep-
resented in Equation 1.1. A fuzzier represents the fuzziness of a variable by
defining membership functions. These membership functions are designed
to reduce noise as well as reduce computation complexity within the fuzzy
8





Fuzzy Sets in U Fuzzy Sets in V
x in U y in V
INPUT OUTPUT
inference system. There are three popular fuzzifiers that are used, single-
ton, Gaussian, and triangular. For the focus of this work the singleton and
Gaussian fuzzifiers are discussed.
x̃ ∈ U ⊂ Rn → A′ ∈ U (1.1)
The singleton fuzzy set is a fuzzy set with support at a single point, x∗, in U
with a membership function of one:
µA′ (x) =
1 x = x∗0 ∀ x ∈ U | x , x∗ (1.2)
The Gaussian membership function as seen in Figure 1.2 is defined as:
µ = exp
− (x − c)2
2σ2 (1.3)
where x is the input to the membership function, c is the expected mean
value, σ2 the variation, and µ ε (0, 1) is the fuzzy output of the membership
function. Traditionally, when the Gaussian membership functions are for-
malized for a FIS, c and σ2 are typically static and chosen based on some
prior knowledge of the expected distribution of the input values.
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1.2.2 Rule-Based Fuzzy Models
For rule-based fuzzy systems, variables and their corresponding relation-
ships are modeled through the means of fuzzy if-then rules [3]. The general
form of these if-then rules are:
If antecedent proposition then consequent proposition
Based on the form of the consequent there are two main rule-based models:
• Linguistic fuzzy model: both antecedent and consequent are fuzzy propo-
sition [56, 30].
• Takagi-Sugeno (TS) fuzzy model: the antecedent is a fuzzy proposition
and the consequent is a crisp function [44].
For the focus of this work the linguistic fuzzy model, as introduced by
Mamdani [30], will be used to form qualitative models from if-then rules.
The general form of the linguistic fuzzy model if-then rules as described by
Babuska is:
Ri : If x̃ is Ai then ỹ is Bi, i = 1, 2, . . . ,K (1.4)
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Where x̃ is the input (antecedent) linguistic variable, and Ai are the an-
tecedent linguistic values of x̃. The output (consequent) linguistic variable
is represented as ỹ with Bi corresponding to the consequent linguistic values
of ỹ. The values x̃ and ỹ are fuzzy sets defined in their respective domains :
x ∈ X ⊂ Rp and y ∈ Y ⊂ Rq. The membership functions of the antecedent
and consequence fuzzy sets are: µ (x) : X → [0, 1], µ (y) : Y → [0, 1].
The linguistic terms, Ai, are fuzzy sets that defines the fuzzy region in the
antecedent space for respective consequent propositions. Ai and Bi are typi-
cally predefined sets with terms such as Large, Small, etc. Using A and B to
denote these predefined sets, respectively we have Ai ∈ A and Bi ∈ B. In all,
the knowledge base of the fuzzy linguistic model is composed of the rule
base R = {Ri|i = 1, 2, . . . ,K} and sets A and B.
There is a special case of fuzzy linguistic model that uses singleton fuzzy
sets to represent the consequent fuzzy set. If Bi is a fuzzy singleton set with
support ỹ then:
µB′i (y) =
1 y = ỹ0 ∀ y ∈ Y | y , ỹ (1.5)
With the use of singleton fuzzy sets as the output (consequent fuzzy sets),
these singleton sets can be represented as real numbers bi, simplifying the
rules generalization:
Ri : If x̃ is Ai then y = bi, i = 1, 2, . . .K (1.6)
1.2.3 Mamdani Inference
The rules as generally defined in Equation 1.4 can be expressed as a fuzzy
relation : Ri : (X × Y)→ [0, 1]. For the focus of this work, the fuzzy relation
is computed using Mamdani’s method of fuzzy conjunctions. According to
the Mamdani (conjunction) method the relation R is computed using the
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minimum (∧) operator:
Ri =Ai × Bi
or
µRi (x, y) =µAi (x) ∧ µBi (y) (1.7)
The fuzzy relation R that represents the entire model can be formed by the






µR (x, y) = max
1<i<K
[
µAi (x) ∧ µBi (y)
]
(1.8)
Using Mamdani’s inference method, the output of a rule-based fuzzy model
is computed by using max-min relation composition. Given that an input
fuzzy value x̃ = A′, then its output value B′ is given by:
µB′ (y) = max
X
[
µA′i (x) ∧ µR (x, y)
]
(1.9)
From Equation 1.8 µR (x, y) can be substituted. Additionally, since max and
min operations are across different domains, their order can be changed.
The final output membership are defined as:
µB′ (y) = max
1<i<K
[
βi ∧ µBi (y)
]
, y ∈ Y (1.10)









Defuzzification is the processes of obtaining a crisp value from the output
fuzzy set. The most commonly used defuzzification method used with a
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Mamdani inference scheme is the center of gravity (COG) method. This
method will compute a crisp value y′ that represents the center of gravity of



















where F is the number of y j elements in Y . The COG equation provided
in Equation 1.12 is formulated for discrete Y domains. If a continuous Y
domain is used, then another form of the COG method should be used or
the Y domain must be discretized.
If singleton fuzzy sets are used for the output of the system, then a sim-
plified defuzzification method called the fuzzy mean may be used. The fuzzy










where Bi is the fuzzy fulfilment of the ith rule’s antecedent as expresses in
Equation 1.11.
1.2.5 Multivariate Systems
For the case of MIMO or MISO systems, it is easier to define the antecedent
and consequent propositions as combinations of univariate fuzzy proposi-
tions. To combine the propositions, common logic operators are used such
as conjunction, disjunction and negation. Therefore, the rules for a MISO
system can be generalized:
Ri : If x1 is Ai1 and x2 is Ai2 and . . . and xp is Aip then y is Bi (1.14)
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where , i = 1, 2, . . . ,K. In this case the degree of fulfilment is given by:




, 1 ≤ i ≤ K (1.15)
1.3 Real-Coded Genetic Algorithms
There are many practical problems that exist that require systems with nu-
merous inputs with complex interactions. Typically these problems present
hard optimization problems and lack fast and optimal optimization algo-
rithms. However, algorithms have been developed to achieve sub-optimal
solutions to these hard optimization problems. Among these algorithms
some of the more common are hill climbing, simulated annealing , ge-
netic algorithms, particle swarm optimization, and scatter-search [32]. Each
of the optimization algorithms have their own unique approach to sam-
pling and representing a problem’s parameter space. Therefore, optimiza-
tion methods will demonstrate variation in quality and execution time of
their sub-optimal solutions. Hence, the selection of an optimization algo-
rithm is highly dependant on the problem to be optimized. For this work
Real-Coded Genetic Algorithms (RCGA) have been chosen as the optimiza-
tion algorithm.
The RCGA was chosen as the optimization algorithm mainly due to its
faster convergence in comparison to other optimization algorithms such as
Particle Swarm Optimization (PSO) and scatter search. Additionally, in
comparison to hill climbing, simulated annealing, and nelder-mead, genetic
algorithms are less likely to prematurely converge in local minima. Further-
more, the RCGA uses real-code values and better represents the application
of this work; one that uses real-coded parameters. Lastly, the diverse set of
operators available to the RCGA allow it to be re-configured based on the
problem and desired algorithm performance.
A genetic algorithm (GA) as defined by Holland, is a genetic adaptive
plan that develops in a ever changing population of chromosomes, that are
tested against the environment to determine rank of fitness within the pop-
ulation [21]. In terms of optimization of systems, the chromosomes are the
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sets of input parameters with each parameter representing an allele, the en-
vironment is the system itself, and fitness is an evaluation function of the
system input and output determined by optimization criteria. The genetic
adaptive plan, is mathematically formalized by Holland with a framework
introducing the concept of schema and providing a generalization of genetic
operators [21]. These genetic operators are generalized through the use of
genetic plans or reproductive plans based primarily on observed natural sys-
tems. The set of genetic operators introduced by Holland include cross-over
and mutation, where cross-over is used to produce recombinations of alleles
via exchange of segments of paired chromosomes and mutation is used to
randomly replace or modify an allele based on some small probability dis-
tribution. With these generalized genetic operators, reproductive plans can
be developed to select chromosomes from the population, modify them, ap-
ply operators to form new chromosomes (offspring), evaluate chromosome
fitness and then repeat until some convergence criteria is satisfied.
Since Holland’s original formalized framework, extensive work has been
done with respect to reproductive plans for genetic algorithms. Large fo-
cus has been placed on the importance of selection in a reproductive plan.
DeJong provided a standard method of selection such that the number of
offspring attributed by an individual is proportional to its performance with
respect to others in the population [13]. Baker proposes a ranking selection
scheme where individuals contribute to a number of offspring based on rel-
ative rank of performance in the population as opposed to their magnitude
of performance [4]. A stochastic tournament selection schemes was sug-
gested by Brindle where individuals are chosen for reproduction based on
higher fitnesses of paired match-ups [10]. To better understand the impact
of these common selection schemes, Goldberg and Deb provide a detailed
analysis of these selection schemes with respect to time convergence using
computer simulations of the individual selection schemes as applied to the
k-armed bandit problem [18]. Sivaraj and Ravichandran, provide a holistic
review of modern selection schemes where the majority of the schemes are
slight modifications of the original proportionate selection, ranking selec-
tion, or tournament selection schemes [42].
As genetic algorithms have evolved since Holland’s original formalism
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in 1975, new methods of data representation have been established along
with new operators. Classically chromosomes of a genetic algorithm are
represented as binary bit strings however Goldberg suggests the consider-
ation of real-coded algorithms where chromosomes are represented using
floating point or some other high-cardinality coding scheme [18]. Addi-
tionally, Janikow and Michalewicz experimentally demonstrated faster ex-
ecution time, reduction in variation, and increased precision when using a
real-coded genetic algorithm as compared to one with binary-coding [26].
However, with real-coded genetic algorithms, special operators for cross-
over and mutation are needed to deal with real parameters. Michalewicz
defines simple real-coded implementations of crossover and mutation as
analogous to the binary versions, where crossover and mutation operations
are done at the parameter-level instead of the bit-level [32]. A thorough re-
view and analysis of multiple real-coded crossover operators is provided by
Ortiz-Boyer et al. [36].
Genetic algorithms are very versatile as for they can be implemented us-
ing different encoding schemes, selection schemes, and with various genetic
operators for recombination and mutation. However, the general outline of
the execution of a genetic algorithm can be summarized as:
Procedure 1.1 Genetic Algorithm
Input: Fitness Function
Input: Convergence Criteria
Output: Variable values that maximize fitness function
1: Random Initialization of Population









The selection operator for a genetic algorithm can be simply defined as the
choosing of individuals to be involved in the process of reproduction with
other individuals within the population as to produce new offspring. Those
individuals chosen for reproduction form what is commonly referred to as
a mating pool. Within a population of size, M, the members of the pop-
ulation available for selection during generation, t, are noted as At; where
a single individual is represented as ai,t. Therefore, the goal of the selec-
tion process is simulate a process to naturally sample At, such that L mating
pairs are formed from the selected mating pool. The diversity of the mating
pool directly affects the convergence rate of a population throughout nu-
merous generations. A highly diverse mating pool reduces the probability
of the event that a generation of a population will converge to a single or
limited number of individual(s). In turn, a diverse mating pool increases the
likelihood of finding the globally best individual or global solution. More-
over, a diverse mating pool will increase the number of generations required
for a population reach convergence, leading to longer execution times. In
contrast, a highly homogeneous mating pool can reduce the number of gen-
erations required for a population to converge, but increases the risk of pre-
mature convergence on an individual that may not be considered the global
best or otherwise considered a local solution. There are a variety of selec-
tion schemes that may be used to simulate the selection process. Three of





Proportionate reproduction, as defined by Goldberg [18], refers to a group
of selection schemes where selection for reproduction is executed according
to fitness as described by an objective function f . Therefore, the selection
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where f is the objective function to be optimized at its global maxima [13].
However, it is common that an objective function is not optimized at its
global maxima but instead at its global mimima. Therefore, it is necessary











To reduce confusion, all explanations and definitions will pertain to fitness
functions that are optimized at global maxima, but it is important to note
that for some objective functions the inverse must be used.
Roulette Wheel Selection
In order to make use of the selection probability distribution it must be used
in conjunction with a method of sampling the probability distribution. The
sampling process can be executed using a variety of methods, however the
mostly used is a variation of the roulette wheel selection scheme. The basic
concept behind a roulette wheel is to spin a wheel with a predetermined
number of slots, as seen in Figure 1.3, then to drop a ball into the spinning
wheel and the slot the ball lands into is chosen as the winner. To use the
roulette wheel as a sampling method, a weighted roulette wheel is used such
that the size of the slots are proportional to selection probabilities. To help
illustrate the creation of the weighed roulette wheel, Table 1.1 shows five
hypothetical members of a population and their corresponding fitnesses and
selection probabilities.
From Table 1.1, Figure 1.4 is constructed as a visual representation of
the selection probabilities for each member. Hence, it is easily seen that
the allocation of the number of slots for each member is directly related the
likelihood of that individual to be selected upon the spin of the roulette
18






























Table 1.1 Hypothetical fitness values and their corresponding selection probabilities and
roulette wheel slot allocation.
a f (ai) psel (ai) No. Slots
a1 20 0.20 6
a2 35 0.35 11
a3 18 0.18 6
a4 11 0.11 4
a5 16 0.16 5
Totals: 100 1.00 32
wheel. From a software implementation perspective, the roulette wheel
sampling method can by implemented by considering the cumulative distri-
bution function (CDF) of the probability distribution function (PDF) based
on selection probabilities. Therefore, the CDF of a sorted PDF of selec-
tion probabilities is analogous to the weighted roulette wheel, and the drop
of the roulette ball into the spinning wheel is simulated via a continuous,
uniformly distributed random variable, X. Hence, the selected individual is
determined as the individual with a respective CDF value greater than X,
as depicted in Figure 1.5. The psuedo-code for the selection of an single
19






































Figure 1.5 Example of selection via roulette wheel scheme, where both PDF and CDF
are based on selection probabilities determined by fitnesses of the individuals and X is a
continuous uniformly distributed random number.
0.35 0.20 0.18 0.16 0.11
0.35 0.55 0.73 0.89 1.00




individual from At via the roulette wheel selection scheme is described in




is the selection probability of a single indi-
vidual in At.
Ranking Selection
The ranking selection scheme as introduced by Baker [4], is similar to that
of the roulette wheel selection, differing only in the computation of the se-
lection probabilities. Ranking selection reduces the selection pressure for
super individuals by computing selection probabilities based on individuals’
rank within the population as opposed to their actual fitnesses. Reducing se-
lection pressure is one way to control rapid convergence of a population.
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Procedure 1.2 RouletteWheelSelection
Input: f (At) - Decendingly sorted array of fitnesses of all individuals.
Output: Index of the selected individual.
1: X ∼ U (0, 1) : P (X ε [x, x + d]) =
∫ x+d
x
dy = d where d > 0
comment: X represents continuous, uniformly distributed, random numbers.
2: sum← 0
3: for all ai,t do








Michalewicz specifies functions that utilize a single parameter q to de-
fine linear and non-linear rank-based probabilities for individuals within a










prank = q (1 − q)rank−1 (1.19)
where M is the size of the population and rank ε [1,M] (rank = 1 is the
best individual and rank = M is the worst individual). The single parame-
ter, q, is used to adjust the selection pressure of the algorithm for both the
linear and non-linear functions. Larger values of q imply stronger selection
pressures which reduce the probability of less fit individuals to be selected
for reproduction. For the linear function the typical range as suggested by
Michalewicz is between 1M and
2
M . However, for the non-linear function,
q ε (0, 1), is not dependant on population size.
Once selection probabilities are defined by either linear or non-linear
ranking functions, the roulette wheel method can be used to simulate sam-
pling as discussed in section 1.3.1. To demonstrate the effects of the se-
lection pressure parameter, q, Table 1.2 provides selection probabilities for
different q values for linear and non-linear ranking functions. Table 1.2 also
compares rank-based selections probabilities to selection probabilities that
are proportional to fitness.
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Table 1.2 Comparison of proportionate, linear rank, and non-linear rank selection proba-
bility distributions for a small example population. M is the size of the population and q is





(q = 0.1) (q = 0.6)
Rank Fitness Proportionate Linear Linear Non-Linear Non-Linear
1 35 0.350 0.200 0.400 0.100 0.600
2 20 0.200 0.150 0.300 0.090 0.240
3 18 0.180 0.100 0.200 0.081 0.096
4 16 0.160 0.050 0.100 0.066 0.038
5 11 0.110 0.000 0.000 0.073 0.015
Tournament Selection
Tournament selection was initially investigated by Brindle [10] as unpub-
lished work and also more recently studied by Goldberg and Deb [18]. Tour-
nament selection is a simple process of choosing a number individuals ran-
domly from a population, where the number of individuals chosen defines
the tournament’s size. From the chosen individuals, the best fit individual
is selected for further genetic processing, and thus concludes a tournament.
This process is typically repeated till a desired number of best individuals
are chosen such that a mating pool is filled. Procedure 1.3 provides a generic
procedure to implementing the tournament selection process, as described
above. Special consideration should be taken when selecting the size of the
tournaments, since tournament size directly affects the diversity of the mat-
ing pool. Smaller tournament sizes promote a diverse mating pool, whereas
larger tournament sizes tend to create a more homogeneous mating pool
with only better fit individuals.
Typically a tournament size of two is used and is refereed to as a binary
tournament selection. When using binary tournament selection with smaller
populations, the diversity of the mating pool may suffer. Hence, slight mod-
ification from the generic tournament selection scheme may be needed to
improve diversity. Instead of always selecting the best individual within a
tournament, some non-best individuals may be selected to join the mating
pool as well. These less fit individuals can increase the diversity of the mat-
ing pool and in return can reduce the probability of premature convergence
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Procedure 1.3 Tournament Selection
Input: f (At) - Array of fitnesses of all individuals.
Input: M - Size of the population.
Input: L - Number of desired mating pairs.
Input: T - Size of each tournament.
Output: Ap - Mating pool.
1: for i = 1 to 2L do
2: generate x1, x2, . . . , xT from U [1,M] where Xε Z
3: Ap [i]← A [x1]





















Figure 1.6 Visual depiction of binary tournament selection with diversity modification.
Individuals are selected from previous example from Table 1.1 and X is a continuous, and
uniformly distributed random variable. (a) Represents a tournament with selection of the
better individual and (b) is a different tournament with selection of the worse individual.
a3 a1
a5a4
f (a3) = 18
f (a4) = 11
X = 0.65 a3
(a)
f (a1) = 20
f (a5) = 16
X = 0.28 a5
(b)
X ≥ 0.5 X < 0.5
of the population. This can be implemented by randomly selecting which
individual of the binary tournament to place into the population (better or
worse) as depicted in Figure 1.6 and outlined in Procedure 1.4.
1.3.2 Crossover
Once individuals from a generation of a population have been selected for
reproduction, crossover is a genetic operator that combines two chromo-
somes (parents) to produce new chromosomes (offspring). Crossover at-
tempts to combine different genes of the parents’ chromosomes to the off-
spring with a goal to produce offspring better than their parents. Crossover
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Procedure 1.4 Binary Tournament Selection
Input: f (At) - Array of fitnesses of all individuals.
Input: M - Size of the population.
Input: L - Number of desired mating pairs.
Output: Ap - Mating pool.
1: for i = 1 to 2L do
2: generate x from U (0, 1) where Xε R
3: generate x1, x2 from U [1,M] where Xε Z
4: if f (A [x1]) ≥ f (A [x2]) then
5: if x ≥ 0.5 then
6: Ap [i]← A [x1]
7: else
8: Ap [i]← A [x2]
9: end if
10: else
11: if x ≥ 0.5 then
12: Ap [i]← A [x2]
13: else




operators for real-coded genetic algorithms are typically allowed to occur
only between elements (parameters) as opposed to the bit-level as tradi-
tional binary-coded genetic algorithms. By only operating between ele-
ments, crossover using floating point numbers is quite analogous to binary
implementations. The traditional crossover operator techniques are single-
point, multi-point, and uniform crossover.
Single-point and multi-point crossover involve swapping segments of
genes between parents. For single-point crossover, gene segments are ex-
changes after a randomly chosen crossover point, whereas multi-point crossover
exchanges gene segments between two randomly chosen crossover points.
Uniform crossover allows parents to contribute to new offspring at the indi-
vidual gene-level creating more of a mixing effect. Whether or not a gene
is swapped between parent is determined by a fixed crossover rate that is
applied uniformly across the genes.
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Figure 1.7 Example of uniform crossover for real-coded genetic algorithms, where α is the
crossover rate and r are random numbers used to determine if crossover occurs.
11 45 21 8 · · · 32P1




42 45 · · · 32C2 22
830 5 18
α = 0.5Conditions
42 30 5 22 · · · 18P2
Uniform Crossover
In real-coded genetic algorithms, each gene represents an entire element
or parameter. By operating at this elemental level, the typical crossover
operators are semantically similar to their binary counter parts. For this sec-
tion, P1, P2 correspond to individual chromosomes paired for mating or par-
ents and C1, C2 represent the offspring produced after crossover. Uniform
crossover for real-coded genetic algorithms can be applied traditionally, as
seen in Figure 1.7. In this case each gene or element is exchanged in whole
between parents based on a static crossover rate (α).
Blended Crossover
Uniform crossover for real-coded genetic algorithms exchange elements
holistically, which may suffer from granularity issues in comparison to ele-
ments encoded in binary format. However, by blending the elements during
the crossover operation finer granularity may be achieved. This finer granu-
larity may be required if true global best individuals are to be formed. This
blending process may be executed arithmetically by introducing an addi-
tional blending rate parameter (β) to the crossover operation. This blending
25
Figure 1.8 Uniform blended crossover with (a) static blending rate and (b) uniform ran-
dom blending rate, where α is the crossover rate, r are random numbers used to evaluate
crossover criteria, and β are blending rate parameters.
11 45 21 8 · · · 32P1
42 30 5 22 · · · 18P2
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836 11.4 23.6
0.4 · · ·β
α = 0.5Conditions: β = 0.4
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42 37.5 · · · 20.1C2 22
837.5 6.6 29.9
0.21 0.50 0.10 0.35 0.85· · ·β
α = 0.5Conditions β ∼ U (0, 1)
(a) Static Blending Rate Uniform Random (b)
rate parameter creates a weighted average of two elements producing two
new elements both not equal to the originals as formulated in Equation 1.20.
C1 = βP1 + (1 − β) P2
C2 = (1 − β) P1 + βP2
(1.20)
Equation 1.20 is only applied to those elements that are chosen for crossover
based on those elements that satisfy the crossover rate criteria. The blend-
ing rate parameter, β, may be chosen to be static or may also be randomly
chosen as seen shown in Figure 1.8.
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1.3.3 Mutation
It is typical that an optimum element required to specify the hypothetical
best set of elements is not present in any member of the population. There-
fore, conventional crossover operators would be unable to produce this el-
ement. Hence, mutation is a genetic operator that introduces variation into
offspring such that new elements may become present within offspring that
are not derived from their parents. In traditional binary encoded genetic
algorithms mutation is achieved by random bit flipping. Each bit of an indi-
vidual has the probability of being flipped (mutated) according to a prede-
termined mutation rate, γ. Additionally, mutation is only applied to newly
created offspring as to not affect any of the parents which may currently
posses good fitness.
Random Mutation
For real-coded genetic algorithms, mutation may be implemented by ran-
domly generating floating point values within the domain of the element
being mutated [32]. The domain of the elements that form an individual
need not be the same, thus when generating random values each element’s
domain may need to be considered. Elements of offspring are chosen to be
mutated based on uniformly distributed numbers assigned to each element
of each offspring. If an element’s randomly generated number is less than
that of the selected static mutation rate, γ, then that element is mutated as
seen in Figure 1.9.
Creep Mutation
Another mutation operator that can be used is called creep mutation. Creep
mutation generates new mutated elements from normally distributed ran-







Figure 1.9 Random mutation for real-coded genetic algorithms for a sample set of offspring
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(c) Random Mutation
γ = 0.05
where µ (mean) is the current value of the element to be mutated, and σ2
(variation) is defined by the user. By using a normal distribution for gen-
erating the new mutated values, the variation introduced by the mutation
becomes more subtle compared to random mutation. With a more subtle
mutation operation, smoother population convergence may achieved sug-
gesting an increase in stability of the algorithm.
According to Equation 1.21, it is possible that a newly generated number
may fall outside the domain of the element. Therefore, it is important that
mutated values are checked against their domain and clamped with respect
28
Figure 1.10 Creep mutation for real-coded genetic algorithms for (a) a sample set of off-
spring with (b) mutation based on a static mutation rate, γ = 0.05, and (c) mutated values
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· · ·· · ·· · ·· · · · · ·
Domain: [0,50]




41 21 · · · 18C2 4
2818
· · ·
20 29 · · · 25Cm 42
· · ·· · ·· · ·· · · · · ·
γ = 0.05, σ2 = 0.25
26 9.75
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to their bounds (Equation 1.22).
Cmut =

UB, if Cmut ≥ UB
LB, if Cmut ≤ LB
Cmut, otherwise
(1.22)
where LB and UB correspond to the lower and upper bounds of an element’s
domain. A complete visual representation of the implementation of creep
mutation can be seen in Figure 1.10.
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Adaptive Mutation
Selection of elements for mutation is traditionally executed with respect to
a static mutation rate. Another alternative is to use a mutation rate that dy-
namically adjusts itself according to population age and/or current diversity
of the population. During the first few generations of a population a large
mutation rate can impede convergence by destroying potentially good ele-
ments generated by crossover operation(s). In contrary, later generations of
a population will become less diverse and a large mutation rate may be re-
quired to prevent premature convergence on non-optimal or local solutions.
Ursem stresses the importance of a diversity measure to be robust with
respect to population size, dimensionality, and search range of the vari-











si j − s̄ j
)2
(1.23)
where |P| is the length of the diagonal in the search space, P is the popula-
tion, |P| is the population size, N is the dimensionality of the problem, si j
is the j’th value of the i’th individual, and s̄ j is the j’th value of the average
point s̄. The disadvantage of Ursem’s “distance-to-average-point” measure
is that is it not robust to the dimensionality of the problem, thus diversity
values must be considered on a dimensionality basis.
Another measure for diversity is the average euclidean distance of all








where K is the total number of combinations of two individuals from the
population (P), L is the maximum euclidean distance possible between any
two individuals, and di is the euclidean distance between two individuals of









M (M − 1)
2
(1.25)
where M is the size of the population. The maximum euclidean distance, L,




(xkmax − xkmin) (1.26)
where xk is finite range for the kth variable and N is the dimensionality of the
problem. If all variables are normalized by their ranges then the maximum













where as,i and at,i are the two individuals of the ith observation.
With a measure of diversity, mutation rates may adjusted based some
user-defined function (linear or non-linear) with respect to diversity. Expo-
nential functions can drastically influence mutation rates, where sigmoid or
“S” functions are recommended due to their ability to begin small, accel-
erate, then climax. Sigmoid functions may be parametrized such that they






(γmax − γmin) + γmin (1.29)
where ρ is diversity as defined by Equation 1.23 or 1.24, λ will modify the
steepness of the sigmoid, τ is used to shift the function, and γmax/γmin are
desired maximum/minimum mutation rates. Figure 1.11, visually depict the
effects of λ and τ parameters on the shape of the sigmoid function as defined
in Equation 1.29. Increasing λ results in a sharper acceleration whereas
increasing τ shifts the acceleration point towards the right.
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Figure 1.11 Adaptive mutation sigmoid functions with different λ and τ values as defined






















Parameter Effects for Adaptive Mutation Rate Sigmoid Function
τ = 1, λ = 20
τ = 1, λ = 10
τ = 2, λ = 20
1.3.4 Replacement
After offspring have been produced through crossover and mutation oper-
ations, individuals need to be selected to form the population of the next
generation. This selection process is commonly referred to as replacement,
where some offspring may be selected to replace existing individuals in the
current generation. Some of the more common replacement strategies, as





For a FIFO replacement strategy, only one offspring is produced and in-
serted into the population per generation and the oldest member of the
population is removed. For random, individuals are chosen for the next
generation at random from both the current population and offspring. For
FIFO and random replacement strategy, a large number of generations are
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required and some of the best individuals may be lost. Elitism is a strat-
egy that retains the best or best few individuals from the current population
and its offspring to continue to the next generation. Elitism ensures that
some of the best individuals are not lost from one generation to the next.
GENITOR is similar to the elitism strategy, with the exception that only the
best individuals are kept to form the next generation. GENITOR, sometimes
referred to as Greedy replacement, allows for very fast convergence but is
highly susceptible to premature convergence.
1.3.5 Convergence and Reinitialization
The termination of a genetic algorithm is determined based on some con-





For generation based convergence criteria, a genetic algorithm is terminated
after a pre-determined number of generations or number of computed fit-
ness evaluations. The maximum number of generators are typically very
large as to ensure that the algorithm has indeed converged onto a solution.
Fitness-based convergence allows the algorithm to be terminated once an
individual is found that is better than a goal fitness. Fitness-based conver-
gence should only be used if reasonable knowledge of the search space is
known. Diversity convergence is determined based on some minimal diver-
sity measure, such as formulated by Equations 1.24, 1.23 or measured as
a minimal change in best fitness. Diversity-based termination can reduce
execution time by detecting population convergence and terminating before
a larger pre-defined number of generations.
Once convergence of the genetic algorithm is determined, instead of
simply ending the algorithm, reinitialization may be applied. Reinitializa-
tion is a technique ordinarily executed by micro-gentic algorithms (Micro-
GAs). Micro-GAs refer to a small-population genetic algorithms, an idea
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suggested by Goldberg [17]. Goldberg suggested that once convergence is
achieved a new population is randomly generated and the best individuals
are transferred from the previously converged population. This reinitial-
ization process promotes a scattering of the search process to reduce the
likelihood of final convergence on non-optimum or local solutions.
1.3.6 Optimization of Genetic Algorithms
Choosing a schema for a genetic algorithm is highly dependent on the prob-
lem to be optimized. Typically the problem requiring optimization requires
numerous inputs with complex interactions, therefore the response of the
system is unknown. To evaluate the success of a particular genetic algo-
rithm schema on known complex functions, DeJong has provided an initial
suit of five constrained test functions to model common function landscapes
including continuous, discontinuous, convex, non-convex, unimodal, mul-
timodal, quadratic, non-quadratic, low dimensional and high dimensional
functions [13]. Additionally, Floudas et al. noticed a gap in standardized
optimization problems and compiled a more complete set of optimization
test functions [16]. To test the evaluation of a particular genetic algorithm
multiple test functions with various function landscapes should be consid-
ered and comparison executed against other genetic algorithms and/or other
optimization algorithms. Yuen and Chow provide extensive results of their
own novel genetic algorithm schema tested against nineteen test functions
and compared to results from three genetic, two evolutionary and three par-
ticle swarm optimization algorithms. Moreover, Yuen and Chow’s work
provide a suitable basis for verifying the performance of a genetic algorithm
with respect to other standard optimization algorithms [55].
1.4 System of Systems
There are many definitions of what constitutes a System of Systems (SoS),
where many of them are outlined by Jamshidi [25]. Each definition has its
own relevance with respect to the application. The favorite definition chosen
for this work as it pertains to a complex image progressing system states that
34
“Systems of Systems are large-scale concurrent and distributed systems the
components of which are complex systems themselves”. Jamshidi further
analyzes this definition with emphasis placed on the importance of interop-
erability and integration properties of a SoS [24].
It is an important requirement of a SoS that the complex systems be
able to operate autonomously and interoperate with other systems in order
to achieve an overall goal. Tolk et al. provide model for the varying lev-
els of interoperability, defined as The Levels of Conceptual Interoperability
Model(LCIM) [46]. These levels, according to Tolk et al., are summarized
below:
Level 0: No interoperability - Stand-alone systems
Level 1: Technical Interoperability - Communication infrastructure is
established, systems can exchange information, unambiguous proto-
cols.
Level 2: Syntactic Interoperability - Common structure for informa-
tion exchange, common protocol, unambiguous information exchange.
Level 3: Semantic Interoperability - Information meaning is shared,
unambiguous content of the information exchange requests.
Level 4: Pragmatic Interoperability - Systems are aware of methods
and procedures, unambiguous context of information exchange.
Level 5: Dynamic Interoperability - Systems can comprehend state
changes over time, unambiguous effects of information exchange.
Level 6: Conceptual Interoperability - Interpretation and evaluation is
possible, fully specified and implementation independent.
Tolk et al. explain that successful communication among complex systems
in a SoS requires conceptual interoperability, which is the highest level of
interoperability according to the LCIM [47]. Achieving conceptual inter-
operability within a SoS is to control the communication medium, which is
commonly dictated by two methods as outline by Sahin [40].
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Method 1: Create a software model of each system, where the soft-
ware model collects data from the system and generates the outputs.
Method 2: Create a common language to describe data, where each
system can represent its data such that other systems may interpret.
Due to common overhead restrictions on architectures and lack of required
common software language, it is not often that individual software mod-
els are created for the various systems. Therefore, the most widely used
approach to ensure interoperability within a SoS is to standardize the lan-
guage of data interpretation throughout the SoS. The Extensible Markup
Language(XML) is recommended for data exchange as an open standard for
conceptual interoperability [45]. In addition, a framework based on XML
is proposed by Sahin et al., which provides a method to wrap the data in-
put/output from multiple systems in a common manner [40]. Listing 1.1 is a
visualization of this XML-based framework designed for a SoS architecture.
Sahin et al.’s framework emphasizes how XML has an inherent hierarchical
structure that reduces the overhead of providing a conceptual representation
of the data throughout a SoS.
Listing 1.1: XML framework as formulated by Sahin et al [40]
<systemofsystems>
<id>If of the SoS</id>
<name>Name of the SoS</name>
<system>
<id> Id of the 1st system</id>
<name>Name of the 1st system</name>
<description>Description of the 1st system . <description>
<dataset>
<output>
<id>Id of the 1st output</id>
<data>Data of the 1st output</data>
</output>
<output> . . . </output>
</dataset>
<subsystem> . . . </subsystem>
</system>
</systemofsystems>
In addition to using XML for wrapping system data, interoperability can
be more suitably realized with more descriptive software system models.
One specific system specification model is the Discrete Event System Spec-
ification(DEVS)as formulated by Zeigler [57]. DEVS has been used to de-
scribe many SoS due to its effectiveness in modeling the independent and
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asynchronous system interactions as discrete-event models. Furthermore,
the DEVS Modeling Language(DEVSML) can be used to create portable
and complete representations of DEVS models in the form of XML [33].
Moreover, a net-centric framework composed of a Service Oriented Archi-
tecture (SOA) and DEVS/DEVSML (DEVS/SOA) can be adopted to attain
high standards of interoperability [39].
The integration property of a SoS implies that each system can effectively
communicate with the SoS regardless of hardware and software character-
istics [40]. Since XML is a widely used standard in many applications, it
is easily interpreted by almost all modern computing languages, operating
systems and communication hardware through the use of standard proto-
cols and software libraries. Integration also implies that each system needs
to understand each other. Using an XML-based SoS framework as in List-
ing 1.1, the descriptive tags, such as name and description, and standard tree
structure allow individual systems to correctly interpret data.
There have been multiple different applications of SoS architectures that
use XML as a common language along with a framework for data represen-
tation within XML. Sahin et al. have used a SoS architecture to integrate
a human-controlled robot with other swarm robots and sensor to achieve
a common goal of threat detection [40]. Hosking and Sahin extended the
XML framework for SoS architectures to demonstrate use in modeling and
simulation of swarm robots and threat detection [23]. Previously work with
implementing a SoS framework with XML as the communication and data
standard has been completed [7, 8]. The SoS framework is a directly imple-





The segmentation of foreground pixels from other pixels within an image is
a non-trivial process. When asked the question, “What is foreground?”, the
typical response would result in “depends”. Therefore, foreground indeed
needs to be defined based on some existing premise, where this premise
itself indefinitely changes based on application. For this proposed work, it
is stated that pixels within an image are to be classified as foreground if they
are deviant from what is considered their background value. Furthermore, a
pixel’s background value is defined simply as its expected value. Where the
expected value is calculated as the weighted average of all possible values a
pixel has possessed.
Given a background model derived from reasonably estimated expected
pixel values, foreground segmentation may be applied. Even after given an
accurate background model, the process of segmenting pixels as foreground
is non-trivial and inherently introduces both ambiguity and vagueness. Am-
biguity and vagueness are two concepts that are difficult to express using
traditional logic. Classification that is executed via traditional logic is based
on crisp decisions such as true or false and fail to convey any grayness in-
between. These gray circumstances certainly are an issue when considering
foreground segmentation. For example, a chair sitting in a room is initially
consisted a part of the background or purely not foreground. Now consider
pushing the chair for a moment then releasing it. While pushing the chair
it would be considered purely foreground. However, a few seconds after
releasing the chair, is the chair purely foreground or is it purely not fore-
ground? This simple example clearly demonstrates vagueness, “Is the chair
foreground or not foreground”, the answer is not clear. The example also
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demonstrates ambiguity, where one may argue the chair is not foreground
because it initially was background or another may claim that the chair is
foreground because it most recently was foreground.
What is proposed is to maintain a spectrum of values between true and
false until it is absolutely necessary to make a crisp decision. By maintain-
ing a spectrum of truthfulness or falsity, there exists a potential to retain
information that may have been lost via traditional logic methods. One
method to achieve this spectrum of truthfulness or falsity is through the use
of fuzzy logic and fuzzy sets. Therefore, what is proposed is a foreground
segmentation process that uses fuzzy inference systems (FIS) at the pixel-
level. Each FIS is used to control individual pixel statistics for background
models. These statistics are used to segment pixels into belonging to the
foreground or not belonging to the foreground.
2.1 Pixel Representation
The value of a pixel can be defined by its color which is represented by a
color model or colorspace. The most commonly known color model is the
Red, Green, Blue (RGB) color model, where the color of each pixel is com-
posed of three components representing the intensities of each of the pri-
mary colors (Red, Green, and Blue). Through the addition of the individual
color component intensities it is possible to represent a large variety of dif-
ferent colors. The RGB color model is so common due to the physical pro-
cess cameras, televisions, monitors, and other devices capture and display
color. However, the RGB color model is typically not the model of choice
with respect to computer vision, image segmentation, feature detection, or
other image analysis applications. The RGB color space, as discussed by
Zaho et al., can become problematic in adapting to illumination changes.
Variations in illumination impacts all components of the RGB color model
and can drastically change overall color representation.
Other color models are used such as the Hue, Saturation, and Value
(HSV) color model. The HSV color space is known for its stability due
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to its ability to separate the brightness from chromaticity [59]. This bright-
ness separation allows for increased robustness in hue and saturation (chro-
maticity) by becoming less susceptible to luminance noise. Another color
space that isolates brightness is YCbCr, where Y is luminance, and Cb/Cr
are blue-difference and red-difference chroma components. Previous work
had shown success using the HSV color space [7], however the YCbCr col-
orspace will be used for this work. The choice of YCbCr over HSV is based
on observation of how the non-linearity and periodicity of the Hue channel
provides some instability in the background model.
2.2 Image Statistics
As previously stated, pixels within an image are to be classified as fore-
ground if they are deviant from what is considered their background value.
Therefore, foreground classification of a pixel is directly influenced by the
calculation of its background value. Hence, the performance of the fore-
ground segmentation process is limited by the accuracy of background value
estimation.
Prior to applying a foreground segmentation algorithm to an image frame,
an accurate representation of the background or background model is re-
quired. Simple statistical methods may be used to obtain a pixel’s expected
value. One method is to store all previous pixel values and to compute the







where n is the total number of frames and xi is each frame’s pixel value.
This method is extremely memory intensive and expensive to calculate by
requiring storage of all previous image frames and iteration over all previous
frames. Therefore, the exact mean computation is not suitable for real-time
segmentation applications which require fast computation and an undeter-
mined number of image frames. Instead, statistical information about previ-
ous pixel values is estimated using a running average method also referred
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to as an Infintie Impulse Response IIR filter [9]. A pixel’s average value can
be estimated as:
x̄ [n] ≈ (1 − α [n]) x̄ [n − 1] + α [n] x [n] (2.2)
where n is an index referencing the current pixel’s frame, x̄ is the estimated
average pixel value, x is the actual pixel value, and α ε (0, 1) is the weight
placed on the current pixel value. The running average method is very mem-
ory efficient, only requiring storage of two image frames the current and
previous frames. It is also computationally efficient by not requiring itera-
tive accumulations. The weighting parameter α may be chosen to be static
or dynamic, where an α = 0.003 according to Sigari et al. is a suitable static
value [29]. Choosing α to be dynamic can allow for dynamic steady state
convergence rates which can be tuned to decrease response time or increase
stability.
During the foreground segmentation process, pixels that are highly vari-
ant from their expected value are classified as foreground. The expected
value may be determined using Equation 2.2 or by some other method, how-
ever the concept of highly variant needs to quantified. Computing the vari-
ance of each pixel will allow highly variant to be quantified relative to each
pixel’s standard deviation.
The definition of variance is the expected value of the squared difference
of a variable and the variable’s mean as shown in Equation 2.3.





where X denotes a random variable and the µ is mean or expected value of
the random variable (µ=E[X]). Another form of Equation 2.3 is




− (E [X])2 (2.4)
Using Equation 2.4 as the definition of variance, an estimation of a pixel’s
variance can be formed in a similar fashion as the estimate average:
s2 [n] ≈ (1 − β [n]) s2 [n − 1] + β [n]
(




where n is an index referencing the current pixel’s frame, x̄ is the estimation
of the pixel’s expected value from Equation 2.2, and x̄2 is an estimation
of the expected squared valued of the pixel. For x̄2, it can be estimated in
a similar manner as x̄ with the same weighting parameter α, as shown in
Equation 2.6.
x̄2 [n] = (1 − α [n]) x̄2 [n − 1] + α [n] (x [n])2 (2.6)
A different weighing parameter, β, is used for the variance estimation. Sim-
ilar to α as it may be static or dynamically chosen. Conventionally β is
equal to α, however it is possible set β independently. This can allow the
ability to increase/decrease the variance’s sensitivity on current pixel value
independently. Allowing for the estimate of the expected value of a pixel to
be highly dependant on the current pixel value while maintaining a variance
estimate that is less dependant on the current pixel. Furthermore, weighting
parameters α and β can be dynamically modified based on a previous notion
of a pixel’s belongingness to foreground. Equations 2.7 and 2.8 are sigmoid
functions that are used to calculate α and β, where αu and βu are maximum
desired values and αr and βr are used to change the steepness of the curve












(βu − βl) + βl (2.8)
2.3 Fuzzy Foreground Segmentation
The proposed fuzzy foreground segmentation process is achieved through
the use of a Mamdani-type FIS to control accumulating pixel statistics. Each
individual pixel for a given image has its own FIS and statistical informa-
tion. The FIS itself is a MISO system, with inputs as the current pixel’s three
component values of the YCbCr color model. The output of each FIS is a
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Figure 2.1 Adaptive weighting parameter sigmoid functions with different characteristics
as defined by Equations 2.7, and 2.8, where r, u, l, o, respectively represents parameters for



























Parameter Effects for Sigmoid Mapping
for Weighting Parameters
u = 0.4, l = 0.2, r = 20, o = 0.5
u = 0.5, l = 0.1, r = 20, o = 0.5
u = 0.5, l = 0.2, r = 20, o = 0.2
u = 0.5, l = 0.2, r = 10, o = 0.2
fuzzy value that corresponds to the pixel’s belongingness to the foreground.
The defuzzified output of the FIS is used to control parameters used to cal-
culate accumulating mean and standard deviation of each pixel. The mean
is then used to quantity a current pixel’s deviation. This deviation is then
thresholded to provide the final crisp classification of a pixel’s belonging
to foreground or not foreground. This overall process is generalized by the
block diagram in Figure 2.2. The implementation of each of these blocks
are discussed further in the following sections.
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The fuzzification process for the FFSS is to convert a crisp pixel’s values
(Y, Cb, Cr) into fuzzy inputs for the FIS. For simplification and proof of
conceptual operation of the FIS, singleton fuzzy sets will be used as the
fuzzifiers. Each pixel generates three singleton fuzzy sets with supports at






1 xp = x∗p0 ∀ xp ∈ A | xp , x∗p (2.9)
where p corresponds to the three channel values of an individual pixel, p ∈
Y,Cr,Cb.
2.3.2 FIS Rule Base
The fuzzy rules for a finite inference system (FIS) are a method of using
linguistic statements to formulate decision making for classification or to
control output. For the purpose of this work, the fuzzy rules are designed
to control the output of the FIS. The output in this case represents an in-
dividual pixel’s belongingness to the foreground of its image frame. Since
there are three inputs to the system per pixel (Y,Cb,Cr), the rules follow the
general format for a multivariate system. Therefore, the FIS rules may be
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generalized as:
Ri : If x1 is Ai1 and x2 is Ai2 and x3 is Ai3 then y is Bi (2.10)
where i = 1, 2, . . . ,K. Using Mamdani’s inference with max-min composi-
tion, the output the rules is given by:
µB′ (y) = max
1<i<K
[
βi ∧ µBi (y)
]
, y ∈ Y (2.11)
where the degree of fulfilment of the ith rule’s antecedent for the multivariate
















µA′3 (x3) ∧ µAi3 (x3)
]
(2.14)
To simplify the output of rules, the fuzzy output sets Bi are chosen to be
singleton fuzzy sets. This allows the sets to represented as real numbers bi,
and simplifying the output of the rules as merely it’s degree of fulfilment:
µB′ (y) = βi (2.15)
For an additional simplification, the fuzzy input sets Ai are chosen to also be
singleton fuzzy sets. Therefore, the relationship of an input’s membership
A′p, to its corresponding antecedent’s membership Aip becomes a real value.
This value is equal to antecedent’s membership function evaluated at the
single support, x∗p, of the singleton fuzzy set. Thus, each rule’s degree of














For increased speed of rule output calculations, the ∧ operator is imple-
mented using the product (·). Therefore, the final output of the rules is
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expressed as:













The inputs to the FIS are represented as an individual’s pixel’s value ex-
pressed in the YCrCb colorspace. This inputs have been fuzzified using sin-
gleton fuzzy set as defined by Equation 2.9. Each of these fuzzy inputs are
related to two possible membership functions HIGH and LOW. These mem-
bership functions are used to signify a pixel’s high or low deviation from its
expected values. These two membership functions are evaluated per input
(Y,Cb,Cr) as well as per pixel. The membership functions are defined based
on standard Gaussian membership. Traditionally, when the Gaussian mem-
bership functions are formalized for a FIS, c and σ2 are typically static and
chosen based on some prior knowledge of the expected distribution of the
input values. For the proposed FIS, these values are selected to be dynamic
and subject to change every evaluation of the FIS. Where c is the estimated
expected pixel value and σ2 is the estimated variance in pixel value; both
are obtained from a separate statistical accumulation process as described
in Section 2.2. The LOW input membership function is thus defined as:
µiLOW = exp
− (xi − ci)2
2σ2i (2.18)
and the HIGH input membership function as:
µiHIGH = 1 − exp
− (xi − ci)2
2σ2i (2.19)
where i ε {Y,Cb,Cr} and corresponds to the individual pixel component
values. The number of rules, K, required for full coverage is:
K = 2p (2.20)
where p is the number of inputs into the system. In this case p = 3, yielding
a total number of 8 rules required, K = 8. The chosen assignments of the
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Table 2.1 Assignment of membership functions to input per each rule defined for the FIS.
βi is the output of the rule and bi is the value of the singleton fuzzy output assigned to it.

























































inputs to membership functions to define all 8 rules are shown in Table 2.1.
2.3.3 Defuzzification
The deffuzification for the FIS is the process of converting the output of
the rules to something meaningful. For the proposed FIS, the outputs were
chosen to be singleton fuzzy sets. Therefore, the fuzzy mean can be used










where βi is the output of the ith rule and bi the corresponding real-value
output. The actual values of bi are not provided here because they are to
be determined using an genetic algorithm during the system optimization
process.
2.4 Filtering
Two image filters are proposed to be used in this work, a Gaussian and a Me-
dian filter. Each of these filters are chosen for specific noise sources. The
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noise sources considered are Gaussian noise (“white”) and impulse noise
(“salt and pepper”). Gaussian noise is a general assumption for many output
of measurement devices, since device responses typically conform to Gaus-
sian distributions. In contrast, impulse noise is typically generated through
some unexpected error.
For the simplicity of this work, it is assumed the images used are from
CCD sensors with read values that are Gaussian distributions. Therefore, to
initially remove noise form images, a Gaussian filter is used. A Gaussian
filter is capable of reducing image noise that can be introduced by the col-
lection device or through image compression. Consequently, some of the
image detail is reduced thus blurring the image. This Gaussian blur process
replaces a pixel’s value with a weighted average of its neighboring pixels.
It is acheived through the convolution of the image with a 2-D kernel that is
defined by:






where σ defines the width of the Guassian kernel. Equation 2.22 is con-
tinuous, whereas the discrete form is created by sampling the continuous
Guassian to form a Gaussian kernel. The sampled values are then specified
by the desired size of the kernel as well as deviation σ.
False classification from the foreground segmentation process is consid-
ered impulse noise. Therefore, to reduce the classification errors a median
filter is used. The median filter is a non-linear digital filter that replaces a
pixel’s values with the median value within a surrounding window. The me-
dian filter is very effective at removing “salt and pepper” noise. It is chosen
when noise reduction is required while still preserving edge information. In
this work, the 2-D median filter will be used. Additionally, only odd valued




From the calculated mean provided by the accumulating statistics, a differ-





where I′ is the current smoothed image and x̄ the calculated mean. This
difference image is used to segment pixels into those that belong to the fore-
ground and those that do not. This crisp classification creates the binary
foreground mask and is is achieved through a simple thresholding method:
F (D) =
255 D > th0 otherwise (2.24)
where th ∈ [0, 1], is the thresholding value used for the crisp decision, and
values 255 and 0 are used to conform to images represented using 8-bit
unsigned characters.
2.6 System of Systems Architecture
The application of the fuzzy foreground segmentation system to human de-
tection is complex and involves multiple hardware and software systems.
Therefore, the entire system is decomposed into individual systems that are
capable of operating independently. Decomposing the complex system into
smaller independent systems reduces the overall implementation complex-
ity. However, once the systems are decomposed, there is an increase in
the complexity of integrating all the systems together to realize the overall
system. Through the use of a System of Systems (SoS) architecture, the in-
tegration process becomes manageable. The overall proposed SoS is a direct
modification/extension of previous work [8], and consists of four systems as
seen in Figure 2.3. Below are the systems involved with brief descriptions:
• Camera Control System (CCS) - obtains image frames from the envi-
ronment.
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• Foreground Segmentation System (FSS) - performs foreground segmen-
tation algorithm.
• Human Detection System (HDS) - preforms human detection algorithm.
• Video Processing System (VPS) - contains all video processing sys-
tems (FSS and HDS).
Figure 2.3 Diagram of all the individual systems that compose the overall human detection
























The Camera Control System (CCS) consists of a IP Camera and computer
connected to the campus network. The CCS is designed to provide the other
systems access to the current image frame from the IP camera. The input
to the CCS consists of a message request for the current image and the
desired color space. The output is the corresponding most current image in
the desired color-space. The CCS is separated from the Video Processing
System (VPS) because of the high demand in network bandwidth, desire to
potentially buffer the image stream, and a need to convert image data into a
requested format.
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The camera used in this work is the AXIS M1011-W, which is capable
of communication with a networked computer via wired/wireless Ethernet
connection. Using a wired Ethernet connection to the campus network, the
camera is able to provide 640x480 color images with limited jitter at a rate of
15 frames per second (fps). Software interfacing with the camera is achieved
using OpenCV in C++ to access the camera’s mjpg (motion JPEG) stream.
The images are provided to the other systems as 640x480 color images in the
desired colorspace and represented using 8-bit unsigned characters. Other
systems that require images from the camera, communicate to the CCS as
opposed to the camera directly.
Fuzzy Foreground Segmentation System
The Foreground Segmentation System (FSS) consists of a computer con-
nected to the campus network that obtains images from the CCS and per-
forms the algorithm for segmenting foreground. The FFSS provides images
that are binary masks indicating foreground pixels.
Human Detection System
The Human Detection System (HDS) consists of a computer connected to
the campus network that obtains binary foreground masks from the FFSS
and performs the human detection algorithm. For the focus of this work
the output of the HDS will only be a visual representation of the human
detection algorithm. Image frames will be shown that contain binary masks
with boxes indicating detected humans.
The boxes are determined from some additional processing of the binary
mask image provided to the HDS. The human detection algorithm presented
here is trivial and is developed as a simple proof of concept. The additional
processing steps go as follows:
1. Find the contours of the binary image.
2. Create bounding boxes surrounding contours.
3. Remove boxes that do not meet size conditions.
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4. Remove boxes that do not conform to typical aspect ratios.
Determining the contours of the binary image is achieved using a border
following algorithm as introduced by Suzuki and Abe [43]. The actual im-
plementation of the algorithm is provided by the Open Source Computer
Vision Library (OpenCV)[1]. The creation of the bounding boxes is also
achieved using OpenCV. The actual minimum size for bounding box accep-
tance will be determined based on experimentation. However, the accepted
aspect ratios of height:width are between 2:1 and 4:1 as established by pre-
vious work [7].
Video Processing System
The Video Processing System (VPS) is a culmination of the Foreground
Segmentation System (FSS) and the Human Detection System (HDS). The
VPS acts as a parent system to the FSS and the HDS and allows for access to
both the FSS and HDS from a single location. This was designed for modu-
larity such that other future video processing systems can easily substituted
without increased overhead.
2.6.1 System of Systems Integration
A net-centric approach is used to establish communication among individ-
ual systems within the SoS. The net-centric approach was chosen since the
individual systems in the SoS may be distributed geographically across a
network as to allow systems to operate/communicate in parallel. Each indi-
vidual system within the SoS has its own set of services that it provides to
the SoS. Furthermore, each service has a set of methods that are associated
with it and each method requiring a set of specific arguments. For example,
an image processing system have may a service called ImageSource with
a method called imageData that takes arguments for colorspace and data
format. Another system may contact the ImageSource service, invoke its
imageData method requesting a RGB colorspace in an uncompressed/unen-
crypted data format. For the SoS to properly operate, each systems must
know what service(s) it provides as well as what service(s) it requires.
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The SoS may be composed of multiple heterogeneous hardware plat-
forms, operating systems, and/or high level programming languages. There-
fore, to insure a high level of interoperability between the systems, data
communication is standardized through the use of the TCP/IP protocol and
data represented using XML. Moreover, an XML framework has been cre-
ated such that each system may parse, interpret, and respond accordingly
to messages sent via other systems within the SoS. To facilitate the initial-
ization of communication, a simple high-level message-passing protocol is
used. Communication via the message-passing protocol consists of a series
of message requests and responses that are exchanged between individual
systems. Each system listens for XML messages and responds to those that
are appropriately addressed and may warrant a proper response. In addition
to requests and responses, a system may choose to send a broadcast mes-
sage. A broadcast message is one that is sent to all known systems without
the intention of a response.
The XML framework is designed to mimic the net-centric service-oriented
structure previously discussed. As seen in Listing 2.1, the XML framework
for a request is structured such that information is easily parsed and inter-
preted. The outer most tag for a request provides which service is in query.
Inside of the service tag is/are message(s) that are to be sent to the ser-
vice. Messages are contained in a msg tag that use an action and a method
attribute to clarify the message’s type (request, response, or broadcast) and
which service method the message applies. Arguments for methods are con-
tained within an args tag with each individual argument having its own arg
tag. Attributes of name and type are used within arg tags as to provide a
argument name and specify how argument data is encoded. The actual ar-
gument data is contained within the arg tag itself. Since the XML messages
are encoded using unicode, it is important not to contain data within the arg
tag that may represent any of the mark-up characters of XML.
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Listing 2.1: XML request message for to be used in conjunction with the net-centric system
of systems.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<!-- Name of the service to which will receive request -->
<ServiceName>
<!-- Message request to the service -->
<msg a c t i o n ="request" method="methodRequested">
<args>
<!-- Argument(s) associated with the requested method -->
<arg name="nameOfArg1" t y p e="dataTypeOfArg1">Arg1Data</arg>








The structure for an XML response closely matches that of a request,
as shown in Listing 2.2. The outer-most service tag remains the same as
the request as to signify from which service the response is being gener-
ated. However, the action attribute of the msg tag(s) are set to “response” as
opposed to “request”. The method attribute also remains the same as to in-
dicate the message is a return message for the previously requested method.
The arguments of the method’s response is then formatted similar to that of
a request.
Listing 2.2: XML response message for to be used in conjunction with the net-centric
system of systems.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<!-- Name of the service to which will receive request -->
<ServiceName>
<!-- Message response to a request -->
<msg a c t i o n ="response" method="methodRequested">
<args>
<!-- Argument(s) associated with the method response -->
<arg name="nameOfArg1" t y p e="dataTypeOfArg1">Arg1Data</arg>








Listing 2.3: XML broadcast message for to be used in conjunction with the net-centric
system of systems.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
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<!-- Name of the service broadcasting is sent -->
<ServiceName>
<!-- Message broadcast -->
<msg a c t i o n ="broadcast" method="broadcastType">
<args>
<!-- Argument(s) associated with the broadcast -->
<arg name="nameOfArg1" t y p e="dataTypeOfArg1">Arg1Data</arg>








The structure of an XML broadcast message, as depicted in Listing 2.4,
is also very similar to that of a request message. The only difference is
the action attribute of msg tag(s) are set to ”broadcast“ and the method at-
tribute becomes a descriptor for the broadcast message. Equivalent to re-
quest/response messages, broadcast messages may also contain arguments
and data.
Listing 2.4: XML broadcast message for to be used in conjunction with the net-centric
system of systems.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<!-- Name of the service broadcasting is sent -->
<ServiceName>
<!-- Message broadcast -->
<msg a c t i o n ="broadcast" method="broadcastType">
<args>
<!-- Argument(s) associated with the broadcast -->
<arg name="nameOfArg1" t y p e="dataTypeOfArg1">Arg1Data</arg>








Following the net-centric approach to implementing the SoS, all the indi-
vidual systems within the SoS are connected to a common network. Whether
this network is a WAN or a LAN is negligible, however conforming to one
or the other reduces the ambiguity of individual system identification. LAN
can provide higher bandwidth of information exchange whereas a WAN can
increase the range of geographic separation of the systems. Regardless,
each system is identified by an IP address. As previously discussed, each
55















individual system has its own set of services. To route communication sent
to an individual system to the appropriate service, each service is given its
own unique port number. Therefore, an individual service within the SoS
is properly identified by the service’s host system IP address and its port
number. Figure 2.4 shows a typical LAN set-up where each system has its
own unique private IP address. Note that services may be repeated within
the system as long as they have distinct IP address and port combination.
Which IP address and port that is chosen for duplicate systems must be clar-
ified through system integration or by user configuration. A similar WAN
set-up is shown in Figure 2.5, where the only difference being that the IP ad-
dresses of the systems are public instead of private. Public addresses allow
for the systems to existing of different networks that are connected through
the Internet.
It is possible for multiple systems to share the same IP address. This
case occurs often and represents multiple systems hosted on the same com-
puter or when an unique IP address can not be obtained for host computers.
This set-up does not affect the communication within the SoS as long as
each systems’ set of services do not intersect. Intersection of services in-
troduces ambiguity and can yield improper information exchange. Figure
2.6, demonstrates a SoS with two systems sharing the same IP address. The
configuration in Figure 2.6 is still valid because all IP address and service
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port combinations are distinct within the system. Moreover, it is possible
to host the entire SoS on a single computer with a single IP address given a
unique set of services.
As previously stated, communication amongst individual systems within
the SoS is established through a series of message transactions. Further-
more, these messages are directed to specific services that the different sys-
tems offer. Therefore, for communication to be initialized, the individual
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systems need to know what services are available. To constitute what ser-
vices are available within the SoS, the concept of a directory service is im-
plemented. This directory service concept refers to the ability of a sys-
tem to register its own services as well as request what services have been
registered. To implement the directory service, each individual system is re-
quired to provide a service named Directory, which listens to other systems’
identification broadcasts as well as responds to requests for known services.
Systems within the same hierarchical level of the SoS identify themselves
with a common system. The common system may be a parent system, one
of the exiting systems, an independent system with a directory service role,
or could even be an external system to the SoS. The common system will
allow all of the systems within the hierarchical level to be aware of one an-
other’s services. Once service awareness is achieved, the initialization of
information exchange may begin.
Listing 2.5: Broadcast XML message that announces a system’s entrance into the SoS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<!-- Broadcast is sent to the Directory service -->
<Directory>
<!-- Message broadcast is an announcement -->
<msg a c t i o n ="broadcast" method="announce">
<args>
<!-- Argument(s) associated with the broadcast -->
<arg name="ip" t y p e="string">IP ADDRESS</arg>
<arg name="port" t y p e="int">Port Number</arg>




Listing 2.6: Request XML message that requests for known services.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<!-- Request is sent to the Directory service -->
<Directory>
<!-- Message request for list of services -->
<msg a c t i o n ="request" method="list">





Table 2.2 Problems and suggested actions for background maintenance issues represented
in the image sequences.
Sequence Problem Ideal Action
Moved Object Chair temporarily foreground. Background updates.
Time of Day Gradual brightness changes. Robust to illumination.
Light Switch Instant brightness change. Robust to illumination.
Waving Tress Noise in the background. Filter out noise.
Camouflage Background subsumes foreground. Filter out the pattern.
Bootstrapping No clean background. Quickly build background.
Foreground Aperture Interior motion undetectable. Detect spacial cues.
2.7 System Evaluation
To evaluate the performance of the FFSS, the algorithm is to be used with a
dataset of image sequences commonly referred to as the Wallflower dataset
[28]. This dataset was introduced to test the robustness of a foreground de-
tection algorithm developed by Toyama et. al [48]. This dataset includes
image sequences that cover a number of problematic scenarios for back-
ground maintenance. Of these problematic scenarios, the Wallflower dataset
represents seven of them. The seven image sequence descriptions are listed
below, where Table 2.2 summaries their potential issues and suggested ac-
tions.
• Moved Object - Chair is moved.
• Time of Day - Light is gradually brightened to simulate moving sun.
• Light Switch - Person switches on a light.
• Waving Trees - Trees moving in the background.
• Camouflage - Person steps in front of monitor interference pattern,
static foreground occludes dynamic background.
• Bootstrapping - No pure background training available.
• Foreground Aperture - Sleeping person suddenly who wakes up.
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In addition to the image sequences, hand-segmented foreground images or
ground truths have been provided. The ground truths are essential to the
evaluation of an algorithm performance. For each sequence, at least 200
frames are provided for training (except for Bootstrapping). Then frames
were selected for evaluation based on the problem they are representing.
The performance of the algorithm is then expressed as the number of pixels
that have been falsely classified. Falsely classified pixels are those that are
either false positives or false negatives, described as:
• false positive (FP)- classified as foreground when it is not foreground.
• false negative (FN)- classified as not foreground when it is foreground.
False positives and false negatives are determined by comparing the output
of the foreground detection algorithm to the known ground truth. In this
work, the performance of the FFSS is quantified as the number of FP and
FN totalled across the seven image sequences.
2.8 System Optimization
The Fuzzy Foreground Segmentation System (FFSS) is the system to be op-
timized in this work. From Figure 1.1, the parameters required for the FFSS
are divided into three categories: statistical, classification, and filtering. All
of the parameters (20 in total) are collected in Table 2.3. The majority of
the parameters are represented as floating point real numbers and thus a
Real-Coded Genetic Algorithm is suitable to optimize the parameter values.
2.8.1 Fitness Function
To use a RCGA for parameter optimization of the FFSS’s parameters, a
fitness function is required. The suggested fitness function is written with
respect to the number false positives and false negatives as determined via
comparison to ground truths.
fi = #FPi + #FNi (2.25)
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Table 2.3 FFSS parameter list with domain ranges and parameter descriptions. Their uses
are described in their corresponding categorical sections of this work: statistical (Section
2.4 ), classification (Section 2.3), and filtering (Section 2.4).
Category Index Variable Lower Upper DescriptionName Bound Bound
Statistical
1 αr 0 20 Sigmoid rate for mean.
2 βr 0 20 Sigmoid rate for variance.
3 αu 0 1 Upper bound for mean.
4 βu 0 1 Upper bound for variance.
5 αl 0 1 Lower bound for mean.
6 βl 0 1 Lower bound for variance.
7 αo 0 1 Sigmoid input offset for mean.
8 βo 0 1 Sigmoid input offset for variance.
Classification
9 b1 0 1 Fuzzy singleton output.
10 b2 0 1 Fuzzy singleton output.
11 b3 0 1 Fuzzy singleton output.
12 b4 0 1 Fuzzy singleton output.
13 b5 0 1 Fuzzy singleton output.
14 b6 0 1 Fuzzy singleton output.
15 b7 0 1 Fuzzy singleton output.
16 b8 0 1 Fuzzy singleton output.
17 th 0 1 Threshold for binary image.
Filtering
18 kg 3 15 Guassian filter kernel size.
19 σg 0.25 2 Guassian filter deviation.
20 km 3 11 Median filter kernel size.
where i corresponds to the image sequence and #FNi, #FPi are the number
of false negative and false positive pixel classifications generated by the
algorithm on the ith image sequence’s evaluation frame. The overall fitness
function is then the summation of all the fitness functions, where N is the






2.8.2 Genetic Algorithm Selection
The Fuzzy Foreground Segmentation System (FFSS) is the system to be op-
timized in this work. It contains a large set of parameters with the majority
represented using floating point. Therefore, a Real-Coded Genetic Algo-
rithm (RCGA) is chosen to optimize the parameter set for the FFSS. As
previously discussed, the effectiveness of a genetic algorithm is highly de-
pendant on the schema chosen to implement such algorithm. Therefore, it is
important to obtain insight into which genetic operator and corresponding
parameters would be successful for optimizing the FFSS parameters. For
this, a series of designed experiment are used to collect data. Each experi-
ment is designed to gain knowledge of parameters used for a particular set
of genetic operators. The different operators and their parameters chosen
for experimentation are listed in Table 2.4.
Test Functions
To design the experiments, the input variables (factors) are the parameters
that are associated with a combination of genetic operators. The output of
each combination is defined by the fitness function used with the genetic
algorithm. Since the real problem being optimized in this work requires an
enormous amount of calculation, other test functions are considered. These
functions are commonly used for testing the performance of optimization al-
gorithms. Many of them are fast to compute, multi-dimensional, and repre-
sent a variety of function landscapes. Therefore, to mimic the real problem’s
fitness function, a combination of test functions are used to to cover the va-
riety of potential function responses. For this work, six multi-dimensional
test functions that are commonly used in literature were chosen. These func-
tions and their descriptions as provided by Pohlheim [38] are listed below.
The actual mathematical representations are found in the Appendix of this
document. Additionally, these functions are defined to be generalized across
n dimensions and contain a single global minima.
1. Rosenbrock’s Valley (A.1) - also known as the Banana function, global
optimum is in a long, narrow, parabolic shaped flat valley. The valley
is easy to find, but convergence onto the global optimum is difficult.
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Table 2.4 Different RCGA operators explored with their associated parameters and corre-
sponding bounds, where M is the population size of the RCGA. Replacement operator not
show because greedy replacement was only considered.
Operator Parameter Parameter Lower Upper
Name Name Description Bound Bound
Selection
Tournament p Pool size (% M) 0.05 0.95
Binary Tournament r Selection rate 0.05 0.95
Roulette - No parameters - -
Linear Rank q Selection pressure 1/M 2/M
Non-Linear Rank q Selection pressure 1/M 2/M
Crossover
Uniform β Crossover rate 0.1 0.9
Uniform Blended β Crossover rate 0.1 0.9
Uniform Blended Random β Crossover rate 0.1 0.9
Mutation
Random γ Mutation rate 0.005 0.25
Adaptive Mutation
γmax Max mutation rate 0.005 0.25
γmin Min mutation rate 0.005 0.25
τ Rate delay (6τ base) 0.05 2.5
ρ Diversity (calculated) - -
Creep
γ Mutation rate 0.005 0.25
σ Creep deviation 0.05 0.95
Adaptive Creep
σ Creep deviation 0.05 0.95
γmax Max mutation rate 0.005 0.25
γmin Min mutation rate 0.005 0.25
τ Rate delay (6τ base) 0.05 2.5
ρ Diversity (calculated) - -
Reseed
Elite
k Elite kept (% M) 0.01 0.9
∆ρ Diversity (ρ) change 0.001 0.1
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2. Rastrigin’s Function (A.2) - uses cosine modulation to produce many
local minima. The function is highly multimodal with regularly dis-
tributed minima.
3. Griewangk’s Function (A.3) - similar to Rastrigin’s function, where
there are many regularly distributed local minima.
4. Schwefel’s Function (A.4) - global minimum is geometrically distant
from other local minima. This function tends to cause convergence in
the wrong direction.
5. Ackley’s Path (A.5 ) - multimodal test function resembling a funnel.
6. Michalewicz’s Function (A.5) - multimodal function with n! local op-
tima with a parameter m used to define steepness of valleys. For large
m, the function behaves as a needle in a hay stack.
The RCGA’s performance with respect to finding the global minima of
the test functions is quantified across a number of runs with a finite number
of fitness evaluations per run. As to provide comparison to results reported
by Yuen and Chow [55], the number of independent runs is set to 100 and
the number fitness evaluations chosen as 40100. The overall performance
of the algorithm, per fitness function (test function) is quantified in terms of
the average fitness function value and its standard deviation.
Designed Experiments
For each of the different operator combinations a separate designed exper-
iment is used to gain knowledge of the effects of the parameters. Due to
the potential for nonlinear relationships among the parameters, multi-level
designs are used. To reduce the number of treatment combinations (tcs) per
experiment, Central Composite Design (CCD) is used. Barker explains how
a CCD is able to capture exactly the required information with far fewer
runs than a full factorial design [5]. A CCD is able to investigate 5-levels of
each of the factors (parameters). Each of the levels are based upon a center
point and two alpha star points (α∗). The number of treatment combinations
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can be calculated as:
#tc = 2k−p + #center points (2.27)
where k is the number of factors, p the fractionalization element, and center
points refer to setting all the factors to their center level. For this work,
p = 0, otherwise no fractionalization is consider due to issues that arise
with confounding effects. The number of center points are to be determined
based on the residual error observed through test experiments. The number
of factors are determined by the number parameters required to implement
each combination of operators.
The distance of the α∗ points is decided by the number of factors and
level of fractionalization:
α∗ = 2(k−p)/4 (2.28)
Once α∗ is calculated the remaining levels can be determined . These level
may be chosen to be within the α∗ point or external to them. The other levels
in this work are proposed to be selected within the α∗ points. This allows
the α∗ points to represent the maximum and minimum levels for the factors.
This makes the level choice simpler by removing the concern of a design
generating levels outside the intended ranges for the factors.
Once all of the CCDs are created for each genetic operator combinations,
all the experiments are ran. From all of the data collected, further analysis
can determine which factors are significant. Moreover, a model can be cre-
ated as linear combinations of the significant factors. However, for the scope
of this work ,the data is analyzed to only determine the best genetic operator
combination with its best treatment combination. The best combination and
associated treatment is based on the performance of the genetic algorithm
on the known test functions.
Each combination of genetic operators (treatment combination) are used
to optimize the six test functions listed in Section 2.8.2. The operators are
used on 30 independent runs of the RCGA with termination criteria of 40100
fitness evaluations. The number of dimensions are fixed to 20 as to match
the number parameters to be optimized for the FFSS. There are two outputs
per test function per treatment combination; the mean value of the fitness
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function µi,1 and its standard deviation σi,2. To better represent a treatment
combination’s output per fitness function to the other experiments collected,
µi,1 and σi,2 are normalized based on the minimum and maximum mean and

































To generate a single output per treatment combination, per fitness function,
yi,1 and yi,2 are combined using the square root of their product:
yi =
√
yi1 · yi2 (2.31)
Thus, each treatment combination will have i outputs that correspond to the
ability of its set of operators to minimize i fitness functions with respect to
all other operator combinations considered. A measure of a treatment com-
bination’s performance across all fitness functions is simply the summation





The global best set of operators is selected as the combination with mini-
mum y value with respect to all experiments and treatment combinations.
It is this set of operators that will be used to optimize the real problem of




The results of this work, is categorized into three sections: experimental
results from the RCGA, the optimization of the FFSS parameters, and the
application of the FFSS to human tracking.
3.1 Experimental Results of RCGA
The RCGA and all of its operators were implemented in MATLAB R2012a
[31]. With this version of MATLAB and MATLAB’s Parallel Computing
Toolbox (PCT), multi-core processors are better utilized when solving data
intensive computations. Through the use of the parallel constructs provided
by the PCT, individual RCGA trials were ran in parallel to achieve a speed-
up in overall execution time. The actual workstation used for execution of
the RCGA experiments is described in Table 3.1, where is has 8 Logical
Processors to take advantage of parallelization offered through MATLAB.
Table 3.1 Workstation used for execution of the RCGA during experimentation and opti-
mization.
OS Name Microsoft Windows 7 Professional
System Type x64-based PC
Processor
Intel(R) Core(TM) i7-2600K
4 Cores, 8 Logical Processors
Graphics Card NVIDIA GeForce GTX 560 Ti, 384 CUDA cores
Disk INTEL Solid State SSDSC2MH120A2
Memory 8 GB DDR3
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RCGA Experiments
The set of genetic operators to be used to optimize the FFSS, were chosen
from a series of designed experiments. The set-up for these experiments
is outlined is Section 2.8.2. Each individual experiment is designed for a
unique combination of genetic operators, where all operators considered
are listed in Table 2.4. Furthermore, each experiment uses a CCD to collect
information from 5-levels of each of the parameters required to execute each
unique combination of operators. The data collection process used in this
work was completed with anticipation of further work in analysis and linear
modeling. Hence, outside the required treatment combinations for a CCD
additional center points were collected as to provide a better estimate of
residual error. The use of this residual error is outside the scope of this
work, however as a precaution 10 center points were chosen. Designed
experiments are typically replicated as to account for variation that is not a
part of inherent random variation. For this work, replication was not used,
because the RCGA algorithm is assumed to executed the same every time.
The total number of experiments ran to collect information from all com-
binations was 60 and is verified as:
#exp = (#selection) (#crossover) (#mutation) = (5)(3)(4) = 60 (3.1)
However, the total number of actual treatment combinations (RCGA genetic
operator combinations) ran across all of the CCD experiments is difficult to
compute. The number of parameters used to implement an operator are not
uniform. Thus, an analytical solution for the total number of treatment com-
bination is not practical. Therefore, the number of treatment combinations
required was determined iteratively and was found to be 51,480. The overall
set-up of the experimental process is summarized is Table 3.2.
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For each treatment combination a RCGA is executed with a particular
combination of genetic operators and parameter settings. During experi-
mentation, each run of the RCGA attempts to minimize six test functions
(Section 2.8.2) using the same operators and parameters. To establish a
more knowledge of the performance of one particular RCGA set-up, 30
trials are used with mean and standard deviation in fitness reported. For
experimentation, the dimensionality of the test functions were set to 20 as
to match the dimensionality of the real problem in this work. Additionally,
the number of fitness evaluations per RCGA run were limited to 40,100 as
to compare with other algorithms presented in literature. All of the settings
for the RCGA are summarized in Table 3.3.




Number of Trials 30
Number of Test Functions 6
Parallelization Type Trial
Number Core Used 8
Of all the experiments and treatment combinations, the best overall com-
bination used tournament selection, uniform blended crossover, and adap-
tive mutation operators. The best levels based on the experiment level set-
tings are listed in Table 3.4. The best combination was quantified as the
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Table 3.4 Empirically found best combination of genetic operators and parameters with
respect to data collected for test functions.
Operator Parameter Parameter Parameter
Name Name Description Value
Selection
Tournament p Pool size (% M) 0.782
Crossover
Uniform Blended β Crossover rate 0.768
Mutation
Adaptive Mutation
γmax Max mutation rate 0.202
γmin Min mutation rate 0.053
τ Rate delay (6τ base) 2.018
ρ Diversity (calculated) -
Reseed
Elite
k Elite kept (% M) 0.723
∆ρ Diversity (ρ) change 0.021
combination generating the lowest value of output as described in Section
2.8.2. The empirically found set of operators is named the Empirical RCGA
or otherwise denoted (E-RCGA).
Another set of genetic operators were hand selected as to comparatively
quantity the performance of the empirically found best RCGA to the other
operators implemented in this work. The operators and their parameters,
as listed in Table 3.5, were selected based on prior experience with genetic
algorithms. The manually selected RCGA is named the Manual RCGA or
otherwise denoted (M-RCGA).
RCGA Performance
To compare the performance of the E-RCGA and the M-RCGA to other op-
timization algorithms they were re-ran on the test functions for 100 trials.
The mean fitness and standard deviation of the fitness functions were com-
pared to those reported by Yuen and Chow [55]. Yuen and Chow provide
results for 19 functions and 8 different algorithms (including their own). All
of the test functions used in this work, with the exception of the Michalewicz
function, are explored by Yuen and Chow. The algorithms examined by
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Table 3.5 Manually selected operators and parameters for implemented RCGA.
Operator Parameter Parameter Parameter
Name Name Description value
Selection
Roulette - No parameters -
Crossover
Uniform β Crossover rate 0.7
Mutation
Random γ Mutation rate 0.03
Reseed
Elite
k Elite kept (% M) 0.1
∆ρ Diversity (ρ) change 0.5
Yuen and Chow include genetic algorithms, particle swarm optimization al-
gorithms, and an evolutionary strategy.
Tables 3.6, 3.7, and 3.8 contain the average and standard deviation of
the best fitness values found by the E-RCGA, M-RCGA, and the algorithms
provided by Yuen and Chow. Each of the algorithms were executed over
100 trials, with 40,100 fitness evaluations per trial, and at 10, 20, 30, and
40 dimensions. The lowest average fitness per function, per dimension is in
bold. Overall, the E-RCGA’s achieved the greatest amount of best average
fitness values, especially for 20 dimensions. The Micahelwicz function was
considered for the E-RCGA and M-RCGA algorithms due to the complexity
of the function. The best average fitness and standard deviation found for
the E-RCGA and M-RCGA on the Michalewicz function are in Table 3.9,
the other algorithms did not use this function.
By reporting the best algorithm as the algorithm achieving the best over-
all average fitness is not sufficient. The deviation in the reported measures
needs to be included during comparison. An ideal optimization algorithm is
one that achieves a best combination of average fitness and standard devia-
tion across all tested functions. From the reported average fitness and stan-
dard deviations, it is not evident which algorithm is best. Thus, the same
fitness measure as used in Section 2.8.2 is used. The average and standard
deviations are normalized based on the ranges reported per algorithm per
function. Table 3.1 contains the derived fitness measures for the E-RCGA,
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Table 3.6 Average and standard deviation of the best fitness values found by E-RCGA,
M-RCGA, and algorithms as provided by Yuen and Chow [55] : f1, f2
Fitness Function f1 - Rosenbrock f2-Rastrigin
Dimensions 10 20 30 40 10 20 30 40
E-RCGA avg. 43.241 194.703 398.978 832.850 0.033 0.319 1.984 7.439
std. dev. (31.68) (278.64) (323.90) (421.62) (0.05) (0.20) (0.95) (1.64)
M-RCGA avg. 64.937 173.716 420.065 1133.100 0.136 0.573 2.263 6.295
std. dev. (65.91) (253.92) (336.35) (532.00) (0.10) (0.24) (0.80) (1.56)
NrGA avg. 83.40 225.3 490.4 607.200 0.244 4.520 12.538 24.428
std. dev. (159.5) (296.5) (615.3) (691.1) (0.53) (2.42) (4.27) (6.65)
RC-GA avg. 1401.1 37711.4 194518.3 591738.5 26.499 101.299 190.625 287.740
std. dev. (528.8) (991.1) (3840.6) (9608.2) (4.38) (9.42) (11.44) (10.77)
CMA-ES avg. 3291.9 41791.8 10117.1 2725.2 13.581 32.485 51.091 74.224
std. dev. (13780.3) (15784.5) (11872.6) (90419.3) (6.73) (9.94) (13.70) (13.30)
CGA avg. 34.9 200.7 314.1 649.0 4.154 18.845 37.096 55.673
std. dev. (159.3) (471.9) (608.7) (962.9) (1.94) (5.96) (9.15) (10.95)
Div-GA avg. 73.7 426.8 994.3 1000.5 4.469 18.128 36.696 54.342
std. dev. (233.7) (177.8) (311.3) (303.5) (2.05) (5.33) (7.97) (9.95)
DPSO avg. 225.584 2444.185 8407.942 18691.251 13.752 59.687 122.504 191.583
std. dev. (12.738) (177.8) (65.043) (83.420) (1.95) (3.71) (4.12) (4.87)
SEPSO avg. 190.453 1005.395 5404.892 16847.908 14.406 45.218 95.184 154.353
std. dev. (17.579) (28.798) (54.806) (93.673) (2.49) (3.63) (4.50) (4.85)
PSOMS avg. 261.671 1296.899 6674.390 21132.674 15.304 48.514 99.830 162.287
std. dev. (21.102) (31.968) (67.598) (110.465) (2.47) (3.31) (4.33) (5.11)
Table 3.7 Average and standard deviation of the best fitness values found by E-RCGA,
M-RCGA, and algorithms as provided by Yuen and Chow [55] : f3, f4
Fitness Function f3- Griewangk f4- Schwefel
Dimensions 10 20 30 40 10 20 30 40
E-RCGA avg. 0.137 0.550 1.002 1.143 -4189.6 -8377.8 -12559 -16712
std. dev. (0.06) (0.23) (0.06) (0.05) (0.23) (1.27) (6.33) (16.29)
M-RCGA avg. 0.348 0.947 1.063 1.259 -4189 -8375.4 -12553 -16706
std. dev. (0.12) (0.11) (0.02) (0.07) (0.54) (1.72) (5.53) (13.36)
NrGA avg. 0.0 0.0 0.0 0.0 -4158.7 -8273.1 -12343.4 -16312.2
std. dev. (0.0) (0.0) (0.0) (0.0) (37.40) (74.30) (138.80) (201.90)
RC-GA avg. 1.724 6.398 15.615 28.857 -3985.9 -7119.7 -9506.4 -11369.6
std. dev. (0.17) (0.74) (1.51) (2.18) (47.50) (171.10) (283.30) (434.70)
CMA-ES avg. 0.011 0.003 0.001 0.0 -1797.3 -3590.1 -5406.8 -7187.4
std. dev. (0.01) (0.01) (0.0) (0.0) (116.20) (108.80) (92.60) (184.10)
CGA avg. 0.070 0.063 0.079 0.113 -4165.9 -8108.1 -11987.5 -15780.2
std. dev. (0.04) (0.06) (0.09) (0.11) (42.30) (124.60) (200.60) (277.20)
Div-GA avg. 0.059 0.067 0.070 0.085 -4139.7 -7968.7 -11716.8 -15410.6
std. dev. (0.04) (0.06) (0.07) (0.09) (58.40) (173.80) (245.60) (-5079.228)
DPSO avg. 1.119 1.947 3.533 5.836 -2346.140 -3386.548 -4256.034 -5079.228
std. dev. (0.33) (0.56) (2.371) (1.04) (14.80) (19.56) (21.35) (-7948.183)
SEPSO avg. 0.845 1.298 2.371 4.858 -2961.512 -5009.208 -6742.595 -7948.183
std. dev. (0.36) (0.37) (0.68) (1.04) (17.13) (22.64) (27.37) (29.20)
PSOMS avg. 0.877 1.340 2.738 5.368 -2868.515 -5006.783 -6562.549 -7718.631
std. dev. (0.39) (0.39) (0.76) (1.12) (17.60) (22.53) (25.87) (29.02)
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Table 3.8 Average and standard deviation of the best fitness values found by E-RCGA,
M-RCGA, and algorithms as provided by Yuen and Chow [55] : f5
Fitness Function f5-Ackley
Dimensions 10 20 30 40
E-RCGA avg. 0.111 0.271 0.684 1.647
std. dev. 0.10 (0.14) (0.29) (0.34)
M-RCGA avg. 0.321 0.605 1.190 2.193
std. dev. (0.15) (0.18) (0.26) (0.24)
NrGA avg. 1.323 0.771 0.0 1.857
std. dev. (0.0) (0.0) (0.0) (4.37)
RC-GA avg. 3.719 6.621 9.146 11.279
std. dev. (0.22) (0.30) (0.30) (0.28)
CMA-ES avg. 16.772 18.968 18.768 19.368
std. dev. (7.36) (4.37) (4.77) (3.42)
CGA avg. 1.341 0.798 1.144 1.753
std. dev. (0.0) (0.0) (0.97) (0.24)
Div-GA avg. 1.341 0.798 1.585 1.798
std. dev. (0.0) (0.0) (0.83) (0.25)
DPSO avg. 2.511 4.094 5.660 6.861
std. dev. (0.51) (3.589) (0.74) (0.81)
SEPSO avg. 1.848 3.589 5.810 8.007
std. dev. (0.46) (0.68) (0.87) (0.93)
PSOMS avg. 1.962 3.665 6.040 8.184
std. dev. (0.47) (0.73) (0.95) (0.96)
Table 3.9 Average and standard deviation of the best fitness values found by E-RCGA,
M-RCGA : f6
Fitness Function f6-Michalewicz
Dimensions 10 20 30 40
E-RCGA avg. -9.653 -19.523 -29.185 -38.424
std. dev. (0.01) (0.04) (0.11) (0.23)
M-RCGA avg. -9.641 -19.503 -29.255 -38.761
std. dev. (0.01) (0.04) (0.07) (0.15)
M-RCGA and other algorithms provided by Yuen and Chow. Figure 3.1
provides a visual representation of the results from Table 3.1.
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Table 3.10 Derived fitness measure relative to average fitness values and standard devia-




10 20 30 40
E-RCGA 0.112 0.266 0.091 0.037
M-RCGA 0.277 0.558 0.086 0.062
NrGA 0.101 0.488 0.241 0.459
RC-GA 1.857 1.777 3.054 2.961
CMA-ES 3.728 0.623 2.255 2.320
CGA 0.332 0.686 0.692 0.562
Div-GA 0.399 0.633 0.757 0.562
DPSO 1.536 2.254 1.342 0.943
SEPSO 1.476 2.153 1.057 1.761
PSOMS 1.549 2.350 1.103 1.833
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Figure 3.1 Comparison of optimization algorithms base on derived fitness measure rela-
tive to average fitness values and standard deviations of test functions. Best performing

































Even though the E-RCGA overall performed better than the M-RCGA,
they both produced very similar best average fitness values. Therefore, an
investigation into the overall execution time of both of these algorithms was
performed. Figure 3.2 is a plot of the total execution time of each of the
algorithms for multiple dimensions. From Figure 3.2, it is shown that the
increase in execution time of the E-RCGA over the M-RCGA is minimal
especially at larger dimensions. Therefore, the E-RCGA overall performs
better than the M-RCGA without significant additional cost in execution
time. Thus, the E-RCGA was chosen as the algorithm to be used to opti-
mized the real problem of optimizing the parameters for the FFSS.
The E-RCGA is to be used to optimize a problem with a a very long
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Figure 3.2 Execution time comparison of E-RCGA and M-RCGA for 100 trials with



















Fitness Function Dimensionality 
M-RCGA
E-RCGA
fitness function execution time. Therefore, the minimal amount of required
fitness evaluations is an important measure. To obtain such information vi-
sual inspection of convergence curves was used. Figure 3.3 contains the
convergence plots for each of the 6 test functions evaluated with 20 dimen-
sions. The convergence plots for the M-RCGA are provide in the Appendix
B, along with plots for the remaining dimensions of the E-RCGA. The plots
were constructed from the average fitness values per generation over 100
trials. Due to the nature of the E-RCGA, the total number of generations
may vary from trial to trial due to the reseeding operator. Therefore, each
plot is shown up to the minimum number of generations per function over
the 100 trials. From the plots, most functions tended to begin convergence
around 100 generations and settling around 200 generations. Therefore, is
it best to run the E-RCGA for at least 100 generations, but with generous
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time constraints up to 300 generations or more should be used.
3.2 Optimization Results of FFSS
The E-RCGA was used to optimize the FFSS for the use on seven images
sequences as provided by Wallflower dataset as provided by Toyama et al.
[48]. The seven image sequences represent some of the issues that plague
background maintenance for segmentation algorithms. Due to the difficultly
of the issues represented in the image sequences, it is difficult to find a
robust set of parameter that work for all circumstances. Therefore, a sub-set
of the test images was also considered that are practical for the application.
The application is human detection within an outdoor quad, therefore the
subset of image sequence are chosen to be: Time Of Day, Waving Trees,
Camouflage, and Bootstrap. The E-RCGA was used to optimize the FFSS
parameters for both the full set of image sequences and the sub-set. The
best parameters found are listed in Table 3.11.
The E-RCGA was executed on the image sequences using MATLAB
2012a [31]. To speed up the execution of the fitness function of the im-
age sequences, MATLAB’s Parallel Computing Toolbox (PCT) was used.
A majority of the calculations were offloaded to GPU cores using the con-
structs built into the PCT. The parallelization of scalar multiplication on the
GPU core provided significant speed-up in execution time.
The resulting segmented foreground images from the FFSS are com-
pared to the other algorithms presented by Toyama et al. The comparison
is based on the number of false positive and false negative pixel classifi-
cations. The number of false classification for the different algorithms and
image sequences are listing in Table 3.2. The visual representation of these
false classification is provided by Figure 3.6 and Figure 3.8 is provided as to
portray each algorithm’s false positive to false negative ratio. Additionally,
Figure 3.7 shows the false positive and false negative ratios for the sub-set
of images selected for the application.
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Figure 3.3 Convergence plots for test function (a) Rosenbrock, (b) Rastrigin, (c)
Griewangk, (d) Schwefel, (e) Ackley, and (f) Michalewicz. Average fitness values are
reported per generation per 100 trials a on log-scale.
































































































































Table 3.11 FFSS parameters optimized by the E-RCGA algorithm. The full-set parameter
represent the parameters used on all the image sequences, and the sub-set those for the






1 αr 19.866 18.099 Sigmoid rate for mean.
2 βr 2.592 12.888 Sigmoid rate for variance.
3 αu 0.587 0.383 Upper bound for mean.
4 βu 0.905 0.483 Upper bound for variance.
5 αl 0.104 0.007 Lower bound for mean.
6 βl 0.451 0.212 Lower bound for variance.
7 αo 0.787 0.901 Sigmoid input offset mean.
8 βo 0.421 0.881 Sigmoid input offset variance.
Classification
9 b1 0.476 0.078 Fuzzy singleton output.
10 b2 0.964 0.445 Fuzzy singleton output.
11 b3 0.013 0.993 Fuzzy singleton output.
12 b4 0.472 0.139 Fuzzy singleton output.
13 b5 0.318 0.308 Fuzzy singleton output.
14 b6 0.686 0.487 Fuzzy singleton output.
15 b7 0.536 0.852 Fuzzy singleton output.
16 b8 0.862 0.438 Fuzzy singleton output.
17 th 0.008 0.014 Threshold for binary image.
Filtering
18 kg 13 9 Guassian filter kernel size.
19 σg 1.916 1.759 Guassian filter deviation.
20 km 11 5 Median filter kernel size.
Of the optimized parameters, some of those are used to define the sig-
moid functions that determine α and β weighting parameters for calculating
pixel accumulating mean and variation. From these parameters the sigmoid
functions as shown in Figures 3.4 and 3.5 are defined.
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Figure 3.4 Sigmoid mapping function α for weighting used for calculating the accumulated
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Table 3.12 Number of false positive and false negative pixel classifications for the FFSS
algorithm and other algorithms presented by Toyama et al. [48].
Image Sequence
Algorithm
Error Moved Time of Light Waving Camou-
Bootstrap
Foreground Total
Type Object Day Switch Trees flage Aperture Errors
Frame FN 0 1165 2479 3509 9900 1881 3884
22957
Difference FP 0 193 86 3280 170 294 470
Mean & FN 0 837 1116 17 194 415 2210
27178
Threshold FP 0 1720 15116 3268 1638 2821 608
Mean & FN 0 949 1857 3110 4101 2215 3464
30379
Covariance FP 0 535 15123 357 2040 92 1290
Mixture of FN 0 1008 1633 1323 398 1874 2442
24081
Guassians FP 0 20 14169 341 3098 217 530
Block FN 0 1030 883 3323 6103 2638 1172
19281
Correlation FP 1200 135 2919 448 567 35 1230
Temporal FN 0 1151 752 2483 1965 2428 2049
41257
Derivative FP 1563 11842 15331 259 3266 217 2861
Bayesian FN 0 1018 2380 629 1538 2143 2511
26937
Decision FP 0 562 13439 334 2130 2756 1974
Eigen- FN 0 879 962 1027 350 304 2441
14699
background FP 1065 16 362 2057 1548 6129 537
Linear FN 0 961 1585 931 1119 2025 2419
23959
Predictor FP 0 25 13576 933 2439 365 649
Wallflower
FN 0 961 947 877 229 2025 320
10509
FP 0 25 375 1999 2706 365 649
FFSS FN 0 314 1068 654 94 442 1096
12154
All FP 0 1279 1466 98 1518 1846 2279
FFSS FN 302 8 13668 397 539 288 699
22481
Select FP 0 1110 1501 107 165 1500 2197
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Figure 3.6 Binary foreground images for FFSS and other algorithms as presented by
Toyama et al. [48]
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From the results, the FFSS performs very well in comparison to the other
algorithms. However, the algorithm does not perform well on foreground
aperture problem. This is due to the pixel-level scope of the algorithm’s
operation. To perform well on the foreground aperture problem, surround-
ing pixel movement needs to be considered. Additionally, the gradual in-
crease of background intensity (Time of Day) shows some shadowing. The
shadowing is the result of the dynamic background maintenance re-building
quickly.
The parameters for the FFSS optimized on the sub-set performs well on
those sequences chosen. However, the sub-set parameters are not suitable
for the Light Switch problem, due to a slower background adjustment. Due
the unlikelihood of the Light Switch problem occurring within the applica-
tion of this work, the poor performance on this problem is not an issue.
3.3 Implementation of SoS
The implementation of the System of Systems is defined by the hierarchy
shown in Figure 3.9. The SoS (System Of Systems) is considered the high-
est level of the hierarchy of systems required for the full implementation.
Within the SoS is the subsystem VPS (Video Processing System), which
also contains subsystems FFSS (Fuzzy Foreground Segmentation System)
and HDS (Human Detection System). The CCS (Camera Control System)
is located outside of the VPS but is still considered to be under the SoS. The
FFSS and HDS were selected to be under the VPS due to their related end
goals. However, the FFSS and HDS have no special requirements as to the
origin of the video source. Therefore, the CCS was selected to be external
to the VPS allowing it to be easily substituted, promoting modularity of the
system.
To demonstrate the net-centricity of the proposed SoS, each of the sys-
tems are distributed across different computers. The systems requiring a
higher bandwidth of data exchange were selected to located within the same
campus network. However, the SoS was selected to be located on another
network for proof of conceptual WAN set-up. The two networks are con-
nected though the Internet with all systems communicating using TCP/IP.
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For full implementation of the SoS, with a goal of human detection, four
services were used. Each of the services implemented with descriptions are
listed below:
• ImageSource - Provides an image source in a request color space.
• ForegroundImage - Provides binary image representing pixels de-
tected as foreground.
• HumanImage - Provides a binary image with boxes indicating groups
of pixels classified as human(s).
• DirectoryService - Provides service information about a system as
well as information about other service on other known systems.
Figure 3.10, illustrates the test set-up of the SoS as well as the different
services offered by the systems. The addresses shown in Figure 3.10 are
hypothetical and do not represent the actual physical implementation. Each
system, by requirement, offer the DirectoryService to faciltate communica-
tion through the SoS. Figure 3.10 contains systems without a DirectorySer-
vice, however this was only to not clutter the figure.
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Communication among the SoS is essential for the systems to interoperate.
As described in Section 2.6.1, to achieve a high level of interoperability a
self-describing XML framework is used to structure information exchange.
However before data may be exchanged between systems, each system must
know how to obtain its required information. Obtaining the required infor-
mation for a system involves knowing which service is desired, what system
offers the service, where the system is located, and how communication may
be exchanged between the systems. To facilitate this process, each system
that requires and/or provides a services will announce its service informa-
tion to a parent system. The parent systems use their DirectoryService to
provide service information to child systems, essentially assisting with ini-
tializing communication between two systems. The initialization of an in-
dividual system is generalized by the following steps:
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1. Start system’s DirectoryService.
2. Connect to known parent system’s DirectoryService (if required).
3. Initialize system’s other service(s).
4. Announce service(s) information to parent system’s DirectoryService.
5. Get information about other services from parent system.
6. Update system’s own knowledge about services obtained from parent.
The connection to a parent system is done by checking for communica-
tion ability on a port at a specific IP address. The port and IP address of the
parent system much be known to the child system prior to attempted com-
munication. The XML announcement messages generated by the Camera-
ControlSystem (CCS), FuzzyForegroundSegmentationSystem (FFSS), and
the HumanDetectionSystem (HDS) are provided in Listings 3.6, 3.2, and
3.3.
Listing 3.1: Request XML message announcing the details of the ImageSource service
from the CCS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>
<msg a c t i o n ="broadcast" method="announce">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55557 </arg>




Listing 3.2: XML message announcing the details of the ForegroundImage service from
the FFSS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>
<msg a c t i o n ="broadcast" method="announce">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55559 </arg>





Listing 3.3: XML message announcing the details of the HumanDetection service from the
HDS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>
<msg a c t i o n ="broadcast" method="announce">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55560 </arg>




The XML message sent to a parent system to request information about
other services is the same per system and is shown in Listing 3.4.
Listing 3.4: Request XML message for a listing of services from another system’s Direc-
toryService.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>




The responses from a parent system provide service information con-
taining each service(s) name, ip, port. Fore example, after the CCS has
announced its service information to the SoS, the information may be ob-
tained by the VPS through a listing request. The response from the SoS is
shown in Listing 3.5.
Listing 3.5: SoS response to a listing request from the VPS. Only the ImageSource has
been announced to SoS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>
<msg a c t i o n ="response" method="list">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55557 </arg>




After all the services have been announced to either the VPS or the SoS,
a listing response from the VPS includes all of the services and their infor-
mation. The actual XML response from the VPS once all the services have
been announced is in Listing 3.6.
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Listing 3.6: VPS response to a listing request from the HDS. The VPS concatenates the
services it knows with those it knows from the SoS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<Directory>
<msg a c t i o n ="response" method="list">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55559 </arg>
<arg name="serviceName" t y p e="string"> ForegroundImage </arg>
</args>
</msg>
<msg a c t i o n ="response" method="list">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55557 </arg>
<arg name="serviceName" t y p e="string"> ImageSource </arg>
</args>
</msg>
<msg a c t i o n ="response" method="list">
<args>
<arg name="ip" t y p e="string"> 1 9 2 . 1 6 8 . 1 . 6 </arg>
<arg name="port" t y p e="int"> 55560 </arg>




For the proposed SoS, there are multiple system’s that require informa-
tion exchange. Each of these systems behave asynchronously and thus ini-
tializing communication may become a complex process. Figure 3.11 is an
example sequence diagram that depicts the communication initialization of
the SoS.
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After the initial communication is established and all systems are aware
of their required services, the actual information may be exchanged between
the systems. Since each system knows exactly where and how to commu-
nicate to its required services, it no longer is required to communication
through its parent system. Thus information exchange during operation of
the SoS is directly between the services involved.
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For the FFSS, it requires an image that is provided by the ImageSource
service. To obtain the data the following steps are executed:
1. The FFSS asks for image information for an image in the YCbCr col-
orspace from the ImageSource service (Listings 3.7).
2. The ImageSource responds with the image’s height, width, and data
format (Listings 3.8).
3. The FFSS asks the ImageSource for the image information in binary
data (Listing 3.9).
4. The ImageSource responds with the raw binary data without the XML
framework (not shown).
Listing 3.7: Request for ImageSource information from FFSS to CCS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ImageSource>
<msg a c t i o n ="request" method="imageInfo">
<args>




Listing 3.8: Response from ImageSource information requestion from CCS to FFSS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ImageSource>
<msg a c t i o n ="response" method="imageInfo">
<args>
<arg name="height" t y p e="int"> 480 </arg>
<arg name="width" t y p e="int"> 640 </arg>




Listing 3.9: Request for ImageSource data from FFSS to CCS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ImageSource>
<msg a c t i o n ="request" method="imageData">
<args>
<arg name="colorspace" t y p e="string"> YCbCr </arg>




A similar series of steps are used for the HDS system to obtain fore-
ground images from the ForegroundImage service provided by the FFSS.
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The only difference being that the colorspace requested by the HDS is gray
instead of YCbCr. Listings 3.11, 3.11 and 3.12.
Listing 3.10: Request for ForegroundImage information from HDS to FDS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ForegroundImage>
<msg a c t i o n ="request" method="fgMaskImageInfo">
<args>




Listing 3.11: Response from ForegroundImage information requestion from FFSS to HDS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ForegroundImage>
<msg a c t i o n ="response" method="fgMaskImageInfo">
<args>
<arg name="height" t y p e="int"> 480 </arg>
<arg name="width" t y p e="int"> 640 </arg>




Listing 3.12: Request for ForegroundImage data from HDS to FFSS.
<?xml v e r s i o n ="1.0" e n c o d i n g="UTF-16" standalone="no" ?>
<ForegroundImage>
<msg a c t i o n ="request" method="fgMaskImageData">
<args>
<arg name="colorspace" t y p e="string"> Gray </arg>





To implement the SoS in software, C++ was chosen as the language and de-
velopment done using Microsoft Visual Studio [?]. However, since all data
is exchanged via XML, future SoS implementations may be ported to other
languages such as Java, C#, or other high-level programming languages that
support XML and communication via TCP/IP. The software was written and
tested on computers with 32-bit Windows Operating Systems. Additional
work is require to port some of the source code for compilation/execution
on other operating systems.
The implementation of the systems for the SoS are stemmed from a base
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System class. The systems required for the this work’s SoS systems all
inherit the System class. The CameraControlSystem was extended further
to accommodate potential image sources from an IP camera, web camera,
or a video file. The class hierarchy is shown in Figure 3.12.





To conform to the SoS architecture used in this work, each of the Sys-
tems have Services. Furthermore, the service establish communications via
sockets. Custom sockets classes were created to handle client-based and
server-based communication. Client sockets are used by systems to com-
municate to services within the SoS, whereas sever sockets are used to re-
spond to communication. The service objects themselves are defined and
implemented based on the hierarchy shown in Figure 3.13.
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Additional custom classes were created to handle the various image sources
supported in this work. This was also achieved through a class hierarchy as
shown in Figure 3.14.
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The relationships among the classes in the software interface an de-
scribed by the UML diagram in Figure 3.15. Most of the relationships are
one-to-one, except for Systems and Services which are one-to-many, and
ServiceServers and SocketServer which are also one-to-many.











3.4 Application of FFSS
Human detection in a campus quad was used for the application of the FFSS
implemented using the SoS architecture. For the CCS an IP camera (AXIS
M1011-W) was used. For testing and comparison of different FFSS pa-
rameters a recording from the IP camera was used. Once the final FFSS
parameters were selected, the video was replaced with a live video stream.
The entire system was capable of running in real time averaging around 30
fps.
Two different parameter settings for the FFSS were tested on the appli-
cation. These two different parameter settings are explained in Section 3.2.
Qualitative comparison of the performance of the two different parameter
sets were done via visual inspection. For descriptive purposes FFSS-Full
and FFSS-Sub are used refer to the different parameter sets. Figure 3.16
show the results of FFSS-Full and Figure 3.17 the results from the FFSS-
Sub. Each figure shows the current frame, fuzzy control image, foreground
segmented image, and the human detection image.
From Figures 3.16 and 3.17, it is clear that the FFSS-Sub provides a bet-
ter foreground mask over the FFSS-Full. The FFSS-Sub does produce more
false positive classification, but allows for a full human silhouette. A full sil-
houette is essential for the human detection algorithm to perform well. The
FFSS-Full has a cleaner foreground image, but fails to capture the required
fine details. The FFSS-Sub parameters are suitable for this application. If
other scenery is used, the parameters may require re-optimization. The fig-
ures are not from the exact same video frame, this is due to the asynchronous
behavior of the system. The system doe not time-stamp images thus it was
not possible to provide an exact frame to frame comparison. However it is
still apparent that the better set of parameters are from the FFSS-Sub.
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Figure 3.16 FFSS-Full results of (a) current image, (b) fuzzy control image, (c) foreground




Figure 3.17 FFSS-Sub results of (a) current image, (b) fuzzy control image, (c) foreground






What is presented in this work is the entire development process of a Fuzzy
Foreground Segmentation System (FFSS) that is used to segment pixels of
an image into foreground and not foreground. With respect to the proposed
FFSS, this work covers its mathematical design, optimization via a real-
coded genetic algorithm (RCGA), implementation within a larger system
using a system of system (SoS) architecture, and application to a real-world
problem of human detection. In all the FFSS was found to be effective in the
process of segmenting foreground pixels. With respect to other algorithms
in literature, the FFSS was very effective at reducing the number of false
classifications. The FFSS may not be robust to all issues that affect back-
ground maintenance based algorithms. However, it was robust with respect
to those issues that were selected to be probable in occurrence. Using the
RCGA to optimization the many parameters of the FFSS has been essential
to the success of the FFSS. Without the empirically found RCGA, other less
efficient optimization algorithms may not have discovered the sub-optimal
FFSS parameters presented in this work.
There are many areas of future work that can be applied to this work. For
future related to the RCGA, additional test functions and genetic operators
should be considered as to further confirm that the best RCGA has been
chosen. Additionally, statistical analysis and modeling of the data collected
from the designed experiments should be explored. A statistically signifi-
cant model of the RCGA operators could determine significance of operator
parameters and their interactions. Furthermore, a model of the operators
can allow for estimation of optimum parameter settings between those lev-
els chosen for experimentation. Future work with the FIS used within the
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FFSS would involve consideration of additional input and output member-
ship functions. Other membership functions may improve the control of the
pixel statistics. Gaussian input membership functions as opposed to single-
tons could provide better inference by incorporating variance of the pixel
values themselves. Also, Gaussian output membership functions could pro-
vide a smoother output of the FIS. To further the development of the SoS
XML framework, additional support for descriptions of the services would
allow multiple implementations of the same service. Multiple implementa-
tions of the same service would allow the SoS to be dynamic and choose
more appropriate services based on the system’s current requirements. Fi-
nally, future work with the software interface would be to implement the
SoS using Java. Java would allow cross-platform capability and increase
the usability of the software. Moreover, a graphical user interface for front-
end users would facilitate the configuration process of the SoS.
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+ (xi − 1)2
]
−30 ≤ xi ≤ 30







x2i − 10 cos (2πxi) + 10
]
−500 ≤ xi ≤ 500
min ( f2) = f2 (0, . . . , 0) = 0
A.3 Generalized Griewangk












−600 ≤ xi ≤ 600
min ( f3) = f3 (0, . . . , 0) = 0
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A.4 Generalized Schwefel Problem 2.26








−500 ≤ xi ≤ 500
min ( f4) = f4 (420.9687, . . . , 420.9687) = N · 420.9687
A.5 Ackley’s Function












+ 20 + e
−32 ≤ xi ≤ 32
min ( f5) = f5 (0, . . . , 0) = 0
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Michalewicz’s Function










0 ≤ xi ≤ pi
min ( f8) = −4.687 (n = 5)
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