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Abstract 
We introduce a technique to determine a lower bound on the number of monomials of degree 
d - 1 in n variables needed to generate all monomials of degree d. For n = 3, this gives a new 
proof of a result by Curtis and for n = 4, it improves the lower bound of Geramita et al. (1986). 
We also give a cover for the dimension four case that improves the upper bound given in the 
paper by Geramita and others. @ 1999 Elsevier Science B.V. All rights reserved. 
A MS Classification: 13F20; 05D05 
1. Introduction 
In 1986, Geramita et al. [3] asked the question: What is the smallest number p,(d) 
for which there is a set of p,(d) manic monomials of degree d - 1 in the ring 
4x1,..., x,] (k a field) that generate all manic monomials of degree d? 
Their question arose in the study of the “ideal generation conjectures” which require 
(among other things) that for a graded, homogeneous ideal I = @,>a Id+t, the degree 
d+ 1 elements generated by Id be “as independent as possible”. Bounds on pn(d) deter- 
mine when the l-dimensional ideal generation conjecture can be proved by the lifting 
of certain monomial ideals satisfying the O-dimensional ideal generation conjecture. 
As in the paper by Geramita et al. [3] we let S,(d) = {xf’x;’ . . .x2 / el + e2 +. . + 
e, = d, ei > 0} and use the one-to-one correspondence between (manic) monomials 
and the set of all nonnegative n-tuples whose entries sum to d. This correspondence 
connects the given question with a well known combinatorial theorem. Given a family 
F of size d - 1 multi-subsets of { 1,2,. . . , n}, define V(F) to be the family of size 
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d multisets which have some element of F as a subset. The Kruskal-Katona theorem 
[4,5] indicates how F should be chosen in order to produce the smallest family V(F). 
We are addressing the opposite question: How should the family F be chosen so as 
to maximize the size of the family V(F)? Or, more specifically, what is the smallest 
family F for which V(F) = S,(d)? 
Geramita et al. [3] produced the following general bounds for n, d 2 2: 
For the special case n = 3 they were able to improve the upper bound and, by finding 
a matching lower bound, Curtis [2] determined that px(d) = [(d + 3)(d + 4)/6J - 3 for 
d 2 9. For the case n = 4 the general upper bound simplifies to pb(d) 5 &(d3 + 15d2 + 
38d + 24), and using a specialized argument Geramita et al. [3] improved the lower 
bound to &(d3 + 7d2 + 1 Id + 5) for d odd and &(d’ + 7d2 + 14d + 8) for d even. 
The new results in this paper improve the upper and lower bounds for dimen- 
sion four. To produce lower bounds, we introduce a linear programming technique. 
In Section 2 we use this technique to provide an alternate proof of Curtis’s result for 
dimension three and in Section 3 we apply the technique to the dimension four case to 
obtain the result p4(d) 2 &(d’ + 10d2 - 865d +230). Finally, in Section 4 we give an 
explicit set of generators for dimension four obtaining p4(d) < &(d3+15d2-61d+261) 
when d is odd and p4(d) 5 &(d” + 15d2 - 34d + 240) when d is even. 
2. Lower bound for dimension three 
In this section we re-examine Curtis’s work in order to introduce terminology and 
provide a new proof of his result in Corollary 2.2. 
The monomials of &(3) can be visualized as the vertices in Fig. 1. We associate 
each up triangle in such a figure with the monomial of &(d - 1) which generates its 
three vertices. For example, the bold triangle in Fig. 1 represents the monomial ~1x2. 
Fig. 1. &(3). 
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Fig. 2. Cover for &(l2). 
In the next section, when we consider dimension four, we will have an interpretation 
for the down triangles as well. A subset C of S,(d - 1) which generates all of the 
degree d monomials in S,(d) is called a cover of S,(d). For &(d), a cover corresponds 
to a set of up triangles which contains all of the vertices of &(d). We represent a 
cover by placing a one in the triangles belonging to the cover and a zero in those not 
in the cover. A cover of &(12) is shown in Fig. 2. 
Note that the interior vertices of the diagram (i.e., those corresponding to monomials 
with all exponents greater than or equal to 2) are covered exactly once. However, some 
of the vertices near the edges (i.e., some monomials with an exponent less than or equal 
to 1) are covered twice. We say that such monomials have an excess and to make this 
more precise we define for any cover +? and any monomial m E S,(d), the excess oJ’ m 
with respect to @? to be erg(m) = /{w E V: w generates m} / - 1. We extend this definition 
to a subset S 5 S,(d) by defining eu(S) = CmES e%(m). Since a cover of S,(d) must 
generate each of the (dity’) 1 e ements of S,(d) at least once and each element in 
the cover generates exactly n elements, we see that n/%1 = ew(S,,(d)) + (dzFT’). Thus, 
to find a lower bound on the size of a cover, it suffices to find a lower bound on 
ez (G(d)). 
Theorem 2.1. For d 2 10, if C is a cover jbr &(d), then ec(&(d)) > 2d - 6. 
Proof. Define ml(i)={(j,i,d - i -j): 05j53) and let Ml = ULy’ml(i). Define 
Nl={(i,d-i-k,k): O<k<3 andd-6<i<d}. For j=2,3, define mj,Mj, and Nj 
analogously to form the subsets of vertices shown in Fig. 3. We will produce a lower 
bound on ec(M.) and ec(Nj) for 1 5 j < 3. Since these sets of vertices are disjoint, 
1 
ec(&(d)) > CjE, ec(Mj) + ec(Nj) and the theorem will follow. 
Let x(m) be the characteristic function with respect to C so that x(m) = 1 if m E C 
and 0 if m +! C. To determine which monomials generate mj(i) for each i, 4 < i < d - 7, 
we define the pattern p3(i)=(x(i - 1,d - i,O),x(i - 1,d - i - l,l),x(i - 1,d - 
i - 2.2),x(i - 1,d - i - 3,3),X(i,d - i - l,O),X(i,d - i - 2,1),x(&d - i - 3,2), 
142 H. Hulett, T.G. WilllJournal of Pure and Applied Algebra 138 (1999) 139-150 
Fig. 3. Sets Mj, Nj, 
~(i,d - i - 4,3)). In Fig. 3, p3(6) is outlined and has pattern equal (l,O, LO, l,O,O, 1). 
For j= 1,2, define pi(i) analogously. If p~(i)=(u~,a~,u~,u~,u~,a~,a~,a~), then to 
cover the four vertices of Vlj(i) requires al + as 2 1, a2 + a5 + a6 2 1, a3 + a6 + a7 > 1, 
and a4 + a7 + a8 > 1. If a length eight binary sequence satisfies all four of these re- 
quirements, we call it a valid side pattern and we let P be the set of all valid side 
patterns. For p E P, let w(p) = 1 {(i,j>: pi(i) = p} 1, i.e., w(p) counts the number of 
occurrences of side pattern p. Since C is a cover each pi(i) is a valid side pattern, 
and hence CPEP w(p) = 3(d - 10). 
Next, we focus on the monomials in C near the comer sets Nj. To Ni we assign the 
pattern ql= Md - 7,6, O), X(d - 7,5,1), z(d - 7,4,2), X(d - 7,3,3 ), X(d - 4,0,3), X(d - 
5,1,3),~(d - 6,2,3),~(d - 7,3,3)) and define q2 and q3 analogously for N2 and N3. 
In Fig. 3, ql = (0, 1, 0, 0, 1, 1, 0,O). Note that the fourth and eighth elements of qi are 
identical. Let Q be the set of all length eight binary sequences where the fourth and 
eighth bits are equal. For each of the 128 elements in Q, let x(q) = /{j: qj = q}l. By 
construction, CqEP x(q) = 3. 
For any length four binary sequence (r, s, t, u) we define four sets: 
PL(P,S, 6 u) = {( r,S,t,U,a5,a6,a7,aB)EP}, 
pR(r,s, t, u> = {( ul,uz,a3,a4,r,s,t,u)EP}, 
Qdr,s, t, u) = {( r,s,t,u,as,a6,a7,as)EQ), 
QR(~, S, c U) = {( al,az,a3,a4,r,s,t,u)EQ}. 
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The subscripts L and R are used to indicate for which patterns (Y,s, t, U) appears 
as the left or right portion. Note that if pj(i) E&(T,s, t,u) for 4 5 i 5 d - 6, then 
p3(i+l)EPL(r,.s,t,u). Also, if ~~(~)EPL(Y,s,~,u), then q2E&(r,s,t,u) and if 
p3(d-7) E PR(T,s, t, u), then q1 E Q~(r,s, t, u). Analogous results hold for p1 and p2 
giving the result that, for any fixed binary sequence (Y, s, t, u), 
c W(P) + c x(q)= c W(P) + c x(q). 
pEPdr.s,t.u) qEQ&,s,t,u) FEPR(r,&&u) q@R(r.s,t,u) 
Since the only monomials which can cover mi(i) are represented in pi(i), we can 
compute the excess on these four vertices in terms of the pattern p = pj(i) = (aI, u2, a3, 
u4, a5, a6, ~7, as) using e(p) = al + u2 + u3 + u4 + 2u5 + 2& + 2u7 + us - 4. The total 
excess on all Mj can then be written as 
3 d-7 3 d-l 
y x ec(mj(i)) = x x e(Pj(i))= Ce(PMP). 
j:=l ix4 J=l i=4 PEP 
For any q E Q, let f(q) be the minimum value of ec(Nj) among all covers C 
producing the pattern q =qj. We then have ET=, e(Ni) 2 CqEQ f(q)x(q). A lower 
bound for the total excess on all Mj and Nj has been written as a linear combination of 
the w( p)‘s and the x(q)‘s, subject to linear constraints. Analysis of the associated linear 
program found in Appendix A shows that CPGP e(p)w(p)+EqEg f(q)x(q) 2 2d-6.5. 
Since the number of excesses must be an integer, the result follows. 0 
Corollary 2.2. For d 2 10, ifC is any couer ofS3(d), then ICI > l(d+3)(d+4)/6] -3. 
Proof. By the comments before Theorem 2.1 and the theorem itself, we obtain ICI 2 
[( (d;2) + 2d - 6)/3]. Th e result follows by checking each congruence class of d 
modulo 6. 0 
3. Lower bound for dimension four 
Those elements of&(d) which are not divisible by x4 can be identified with elements 
of &(d) and thus represented by the same types of figures as those used for &(d). 
We associate with each up triangle in such a figure the unique element m =xr’xpx; 
of &(d - 1) which generates its three vertices and we associate the center of each 
up triangle with the fourth element generated by m, namely mx4 =xP’x;‘x;‘x4. We 
associate a down triangle with the unique element of &(d - 1) which generates the 
centers of the three adjacent up triangles. 
We represent elements of a cover C by placing a one in the triangles (up or down) 
belonging to the cover and a zero in those not in the cover. A one in an up triangle 
covers the three vertices of the triangle and that triangle’s center. A one in a down 
triangle covers the centers of the three adjacent up triangles. In order for C to generate 
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Fig. 4. WI,. ,wg. 
those monomials of &(d) not divisible by X: requires that the vertices and centers of 
all up triangles be covered. 
To find a lower bound on the size of a cover we again focus on the excess that 
must occur in any cover. 
Theorem 3.1. For d > 25, if W is a cover of S4(d), then eq(&(d)) L 2d2/3 - 146d + 
11213. 
Proof. Let $9 be any cover for &(d). Let Mi be the elements of &(d) with expo- 
nent of xi equal to zero and all other exponents three or greater. For each m E M4, 
define V, = {m,qm/xs}. In Fig. 4, xqrn/xs corresponds to the center of the up triangle 
beneath vertex m. We will show EmEM eq( V,) > d2/6 - 73dJ2 + 2813. By symme- 
try this result will apply to all four sets Mi. Since the sets are disjoint we will have 
ew(&(d)) 2 4(d2/6 - 73d/2 + 28/3) giving the desired result. 
For each m ~A44 label the monomials in &(d- 1) associated to the up and down trian- 
gles surrounding m by wr (m), . . . ,wg(m) as in Fig. 4. Thus, for example, wl(m)=mx~/ 
(x1x2) and wg(m)=mx&xlx3). Let S be the set of elements of M4 with at least one 
exponent equal to three and let C’ = %? UmES{Wi(m): 1 < i 5 8). We shift our focus 
to C’ to facilitate a counting argument later in the proof, and in so doing, increase the 
excess on A44 by at most O(d). In fact, an easy analysis shows EmEM ect( V,) < 
c mEM4 e&L) + 34d. 
As before, let x be the characteristic function with respect to the cover C’ and for 
each m EM4 1.9 Am) = (x(w(m)), x(w2(m)), x(w3(m)),x(w4(m)),x(wdm)), x(w6(m)), 
X(wT(m)), x(wg(m)>). If p(m) = (al, ~2, ~23, ad, US, a& a7, a~), then to cover the two ver- 
tices of V, requires a3 + u5 + a7 L 1 and a4 + as + a6 + a8 2 1. If a binary sequence 
satisfies both of these requirements we call it a valid pattern and we let P be the set 
of all such valid patterns. For any length four binary sequence (Y, s, t, u), we further 
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define 
Wr,s,t,u) = {(r,s,t,U,a5,a6,a7,a8) EP}, 
Wr,.Gt,u) = {( al,az,a3,a4,t,u,r,s)EP}, 
Wr,.ct,u) = {( r,S,a3,a4,a5,a6,t,U)EP}, 
Wr,s,t,u) = {(al,az,r,s,t,u,a7,as)EP}. 
These four sets indicate for which valid patterns the sequence (Y,s, t, u) occurs as the 
upper right, lower left, upper left, or lower right portion of the pattern. 
For p E P, let w(p) = [{m E M4: p = p(m )}I, i.e., w(p) counts the number of oc- 
currences of pattern p. Since C’ is a cover, for each m ~A44, p(m) is a valid pattern, 
hence c,,, w(p)= lM41 = (“,‘). Furth er, by changing from % to C’ we have ensured 
that for any length four binary sequence (Y, s, t, u) 
c W(P)= c W(P) and c w(p)= c w(p). 
pxJL(r,s.t,u) pELR(r,s.t,u) pEUR(r,s.t,u) pELL(r,s.t.u) 
Since the only monomials which can cover V, are represented in p(m), we can com- 
pute the excess on these two vertices in terms of the pattern p = p(m) = (al,a2,a3,U4, 
a~,a6,a7,a~)u~inge(p)=(U3+a~+U7-1)+(a4+U~+U~+U~-1).WecannoW 
express the excess in terms of the w(p)‘s as EmEM ec,( V,) = CpEp e(p)w( p). Anal- 
ysis of the associated linear program (found in Appendix B) shows that this latter sum 
must be at least d2/6 - 5d/2 + 2813. Thus we conclude CmEMj ec( V,) is at least 
d2/6 - 5d/2 + 2813 - 34d = d2/6 - 73d/2 + 2813 and the result follows. 0 
Corollary 3.2. For d > 25, if %? is u cover of S4(d), then I??/ > (d3 + 10d2 - 865d + 
230)/24. 
Proof. Use 41%? =eck(S4(d)) + IS,(d)1 and Theorem 3.1. 0 
4. Upper bound for dimension four 
The lower bound produced in the previous section improves the quadratic term of 
the lower bound found by Geramita et al. [3]. We now produce covers which improve 
the linear term of the upper bound given in [3]. We give two covers, depending on 
whether the degree d is even or odd, beginning with d odd. 
Theorem 4.1. If d 2 5 is odd, then p4(d) < (d3 + 15d2 - 61d + 261)/24. 
Proof. Let 9 be the set of degree d - 1 monomials which have all exponents odd 
and let Q be the set of degree d - 1 monomials which have all exponents even. 
Since d is odd, a degree d monomial has either exactly one odd exponent or exactly 
three odd exponents. If the monomial has exactly one odd exponent, then there is 
a unique element in 6 which covers it, namely the one obtained by reducing the 
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odd exponent by one. If the monomial has exactly three odd exponents and the even 
exponent is not zero, then there is a unique element in 9 which covers it, namely the 
one obtained by reducing the even exponent by one. This leaves uncovered only the 
degree d monomials with one zero and three odd exponents which we partition into 
the sets S, T, and U based on the number of exponents that equal 1. Let S be the set 
of all permutations of (0, a, b, c) in &(d) with a, b, c > 3, all odd. The set 9 obtained 
by reducing by one the first positive exponent of each element of S covers S. Let T 
be the set of all permutations of (0, 1, 1, d - 2). These elements are covered by the set 
~={(0,0,1,d-2),(1,0,0,d-2),(0,0,d-2,1),(1,0,d-2,0),(0,d-2,0,1),(1,d- 
2,0,0), (d - 2,0,0, l), (d - 2,1,0,0)}. Finally, let U be the set of all permutations of 
(0, l,a, b) in Sd(d) with a, b > 3, both odd. Cover the elements of U with @, the set 
of all permutations of (0, 0, a, b) with a, b > 3, both odd, and a + b = d - 1. The set 
&% U d U Y U 5 U 42 covers &(d) and we now compute its size. 
The sets J% and 8 can be identified with Sb((d -5)/2) and SJ((d - 1)/2) by the bijec- 
tions (el,e2,e3,e4)~((el-l))/2,(e2-1)/2,(e3-1)/2,(e4-1)/2) and (el,c2,es,e4)tf(el/ 
2,e2/2,e3/2,e4/2) respectively. As defined above, it is clear that IYI = /SI. Divide S 
into 4 classes based on the position of the zero. Each class can be identified with 
S3((d - 9)/2). Divide “11 into (“2) classes based on the position of the two zeros. Each 
class can be identified with &((d - 7)/2). Therefore, the cover has size 
3 + (d - 5)/2 3+(d-1)/2 
3 3 
+s 
+6(I + (d - 7)/2) = (d3 + 15d2 - 61d + 261)/24. q 
We now describe a cover for degree d when d is even. 
Theorem 4.2. If d 2 6 is even, then p4(d) 5 (d3 + 15d2 - 34d + 240)/24. 
Proof. Let 9 be the set of degree d - 1 monomials which have an even first ex- 
ponent and the remaining exponents all odd. Let 6 be the set of degree d - 1 
monomials which have an odd first exponent and the remaining exponents all even. 
In what follows let E respresent any nonnegative even integer and 6 any positive odd 
integer. The set 9 U &’ covers all monomials in L&(d) except those having the form 
(0, E, E, a), (a, 0,&d), (E, I&O, S), or (a, 6,&O). Let F be this set of uncovered monomials. 
We partition F into classes based on the number of zeros. Elements of F hav- 
ing three zero exponents are covered by the set &? = ((0, d - 1, 0, 0), (0, 0, d - 1, 0), 
(O,O,O,d - l)}. El ements of F with exactly two zeros are of the form (O,O,s, E), 
(O,E, O,E), (O,s,s, 0), (O,O, S,6),(0, S,O, S), or (0,6,&O). These monomials can be gen- 
erated by the set Y consisting of all monomials in &(d - 1) of the form (0, 0, E, 6), 
(0, s, 0, Q, and (0, a, 6,O). 
Finally, elements in F having exactly one zero exponent are of the form (0, E, E,E), 
(E, 0,6, S), (8, 6,0,6), or (E, 6,&O). The monomials of the first form can be generated 
by the set Y = {(0,6, b, c) E S4(d - 1): b, c > 2 are both even}. Monomials of the three 
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remaining forms with at least one of their odd exponents equal to 1 are generated by 
the set O?L consisting of monomials in &(d - 1) of the form (a, 0, 0, S), (a, 0,&O), and 
(a, 6,0,0) where a is even and a 2 2. 
The remaining elements of F can be generated by the set V? consisting of monomials 
in &(d - 1) of the form (6,0, b, c), (6, b, 0, c), and (6, b, c, 0) where b and c are odd 
and greater than 1. 
The set 9 U & U L@ U Y U F U % U V covers &(d) and has size 
3 + (d - 4)/2 3 > + ( 3 + (d - 2)/2 
3 > 
+ 3 + 3(1 + (d _ 2),2) 
> + 3( 1 + (d - 4)/2) + 3 2 + (‘2- 8)‘2 
= (d3 + 15d2 - 34d + 240)/24. 0 
Appendix A 
This appendix uses the terminology found in the proof of Theorem 2.1. We associate 
each valid side pattern with the integer it represents in base 2; computer calculations 
show there are 139 valid patterns. Recall that w(p) equals the number of occurrences 
of pattern p. To form a linear program, we first define corresponding to each w(p) 
a nonnegative variable up which is allowed to assume non-integral values. Next, for 
each p E P, we compute the excess e(p). For example, the variable ~124 corresponds 
to the pattern p=(0,1,1,1,1,1,0,0) for which e(p)=3. The total excess on all M/ is 
c pGP e(p)u,, and in terms of the up’s this is given by 
U11 + U13 + HUM + 3U15 + Uz6 + 2~7 + Uz8 + 2U29 + 3ujo + 4U3, + U4* + 2U43 
+2U45 + 3U46 + 4~47 + ~57 + 2U58 + 3us9 + 2~~~ + 3u61 + 4u62 + 5u63 + u,4 
+2Q + 2U77 + 32478 + 4~79 + 22~9~ + 3~9, + 2~9~ + 3u93 + 4u94 + 5u95 + u105 
+2UlO6 + 3UlO7 + ho9 + 4UllO + 5Ulll + U120 + 2U12, + 3u122 + 4u123 + 3u,24 
+4u125 + 5Ul26 + 6~127 + ~134 + 211135 + ~1~~ + 2u139 + 2u141 + 3u142 + 4u143 
+U149 + 2Ul50 + 3ulS1 + 2u1s4 + 3~~~~ + 22~s~ + 3u,57 + 4u158 + 5u159 + u165 
f2Ul66 f 321167 + U169 $ h170 + 3Ul71 f 311173 + 4U174 + 5U175 + UlgO + 2U18, 
f3Ul82 f 4Ul83 + Ulg4 + hlg5 + 3~186 + 4Ulg7 + 3U18g + 4Uls9 + 5~1~~ + 6u19, 
+ul95 + ul97 + 2ul9g + 3Ul99 + h202 + 3~~203 + 3~205 + 4U2o6 + 5Uzo7 + U210 
+2U211 + U212 + 2U213 + h214 + 4~~215 + 3U218 + au219 + 3u220 + 4u221 + 5u222 
+6U223 + U226 + 211227 + 221229 + 3u2so + 4uZ3, + 2u233 + 3u234 + 4u235 + 4u237 
+5%!~? f 611239 + U241 + 211242 f 32~24~ + 2U2@ + 3u245 + 4u246 + 5u247 + 2u248 
+3%49 + 4U250 + 5~25, + h252 + 5U253 + 6U254 + 7~~~~. 
For each 4 E e, we define the nonnegative variable I+. Note that each q E Q refer_ 
ences seven mOnOmi& in & (d - 1) and there are 15 additional monomials of s3 (d _ 1) 
which might be used to cover vertices of NJ. We examined the 215 possible subsets of 
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these monomials to determine the minimum excess on Ni with respect to those subsets 
which actually cover all the vertices of Nj. Thus we obtained the values f(q) for each 
of the 128 patterns q. The total excess on all Nj is at least ‘&-ef(q)V4 and in terms 
of the vq’s this is given by 
8~0 + 7212 + 4214 + 6vg + 7vs + 6vlo + 6ui2 + 8vi4 + 6~~ + 8ui9 + 5v21 + 7v23 
+5% + TV27 + % + 9113~ -t !h13~ + 51134 + 5v36 + 40~s + 8vdo + 40~~ + 7vM 
+6V46 + 7049 + 6~51 + 3053 + 5~55 + 6~57 + 5~59 + 5v6i + 7v6a + 9v64 + 8~~~ 
+5v68 + 7v7o + 8~72 + 7V74 + 7076 + 9v78 + 7v8, + 9v83 + 6v85 + 8vs7 + 6vs9 
+8v91 + 8~93 + lb95 + 10~96 + 6V98 + 6vloo + 5vloz + 9vlo4 + 5vlo6 + 8vlo8 
+7v110 + 8~113 + 7~115 + 4~117 + 6~119 + 7~1121 + 60123 + 6v125 + 8v127 + 9v,28 
+5v130 + 50132 + 711134 + 8V136 + 4v138 + 721140 + 6v142 + 7v,45 + 6v,47 + 6v,49 
+8v151 + 6~153 + 5v155 + 5v157 + 7v159 + 1Ov16o + 6v162 + 6v164 + 5v166 + 9v16* 
+5v170 + 88172 + 7~174 + 80~~~ + 70~~~ + 40,~~ + 6vlg3 + 7v185 + 6~~~ + 6qs9 
+8v191 + 70192 + 6~194 + 3v196 + 5~398 + 6~200 + 5~02 + 5v204 + 7v206 + 8v209 
+7v211 + 421213 + 6~15 + 71121~ + 611219 + 6v22, + 87~~~~ + 8v224 + 4v226 + 4v228 
+6v230 + 70232 + 3V234 + 6V236 + 521238 + 6~41 + 5v243 + 5v245 + 7v247 + 5v249 
+4v251 + 421253 + 6~55. 
We impose upon the up’s and the vq’s the same constraints as were required of the 
W(P)‘S and the x(q)‘s in the proof of Theorem 2.1. Namely, ‘j’& Up = 3(d _ lo), 
c 4~~ rq = 3, and, for each length four binary sequence (r,s, t,U), 
c UP + c vq = c UP + c % 
PEpL.(r,s,t,u) q@L(r,s,t,u) pEE&,s,t,u) qSR(~,&r>u) 
For brevity, we list only list the equation con-esponding to (r,s,t,u) = (o,o,o,o): 
+v64 + v96 + v128 + v16o + V192 -f- V224 = 0. 
The solution (~,f,-~,O,-f,~,-~,-l,-~,-~,-~,-l,-~,-~,~,-~,f,O) is fea- 
sible for the dual and gives a value of 2d - 6.5 showing that the primal has this value 
as a lower bound. In fact for d 2 12, this lower bound is the optimum for the primal 
and is obtained when 2.474 = u148 = u169 = d - y, ~75 = vlo6 = ~41 = ~92 = ~194 = $ and all 
other variables equal zero. 
Appendix B 
We use the terminology found in the proof of Theorem 3.1. As before we associate 
valid patterns with the integer they represent in base 2; computer calculations show 
there are 212 valid patterns. For each p E P, we define the nonnegative variable up 
and compute e(p). The excess associated with M4 is then CpEp e(p)+ and in terms 
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of the up’s this is given by 
u3 + U6 + 2U7 + U,O + 2u,, + u,3 + 2u14 + 3~~s + u,s + 2U19 + 2U22 + 3U23 + U25 
+2u26 + 3U27 f U2S f 2~9 $ 3U30 + 4~31 f u34 + 2u35 + U37 + 2U38 + 3U39 
+u41 + 2u42 + 32443 + U44 + 2u45 + 32~~~ + 4~~~ + u49 + 2Uso + 3Usl + u52 
+2115x + 32154 + 42155 + u56 + 2~5~ + 3u58 + 4u59 + 2u60 + 3u6, + 4u62 + sU6s 
+u67 f U70 + 2u7l + U74 -t 2U75 -+- u77 + 2~78 + 3U79 + u82 + 2ug3 + zus6 + 3u87 
+uS9 $- 2u90 + 3U91 + U92 -f 2U93 + 31194 + 4u95 + Ug8 + 2~9~ + ulol + 2u,02 
+3u103 + U105 + 2U,@5 + 3U,o7 + u,os + 2U109 + 3ul,o + 4U,,, + U1,3 + 2u,14 
+3U115 + u1,6 f 2U,,7 + 3U,,s + 4u,,9 + u120 + 2~,~, + 3u122 + 4u,23 + 2u,24 
+3U,25 + 421126 + 5Ul27 + ~131 + U,34 + I&l35 + u138 + 2u139 + u141 + zu142 
+3ul43 + u146 + 211147 + 2#,50 + 3U,5, + U,53 + 2u154 + 3U155 + u156 + 2u,57 
+3U,58 + 4U,59 + U]Q + 2u,,53 + U165 + 2u16(, + 3u167 + u169 + 2~,,~ + 3u,7, 
+ul72 + 2U,73 + 311174 + 4~175 + u177 + 2u178 + 3u179 + u,80 + 2u,8, + 3u,82 
+4ul83 + ul84 + h85 + 3U186 + 421187 + &@ + 3U,s9 + 4U,9o + 5U19, + u195 
+ui98 + 2Ul99 + U202 -t 2U203 + U205 f 2U206 + 3u207 + u210 + zu2,, + 2U2,4 
+3u2,5 + U217 + 2U2,s + 3U2,9 + u220 + 2u221 + 3u222 + 4u223 + u226 + 2u227 
fu229 + 2u23O + 3U231 f U233 + 2U234 $ 3~235 + u236 + 2U237 + 3u238 + 4u239 
+U241 + 2U242 + 3U243 + u244 + 22~245 + 3u246 + 4u247 + u248 + 2U249 + 3u250 
f4u25, + 221252 + 3U253 + h254 + 5~~~~. 
We impose upon the up’s the same constraints as were required of the w(p)‘s in 
the proof of Theorem 3.1. Namely, C pEP up = (“;‘) and, for each length four binary 
sequence (r, s, t, u), 
c up = c up and c up = c up, 
PEwrJ,~,u) pELR(r,s,f,u) pEUR(r,s,t.u) pE,J-(r,s,t,u) 
Of these latter 32 equations, only 27 are required to obtain the desired lower bound. 
To spare the reader, we present for inspection only one equation of each form. 
Equation CpE"L(O,O,O,O) ‘P = CpELR(O,O,O,O) ‘P: 
u2 + U3 - U,2 + U,8 + U,9 + U33 + U34 + U35 + U48 + U49 + U50 
fU51 - U76 - Ul40 - U204= 0. 
EPtion CpE"R(O,O,O,O) UP = CpELL(O,O,O,O) UPI 
U2+U3+U6+U7+U9+U,0+Ul,+U,2+U13+U14 
+Ul5 - U48 - Ul12 - U176 - U240 = 0. 
Thesolution(~,f,~,~,_~,~,~,_~,-~,~,~,~,-~,~,~,l L I LL LL 4 $4 4 L 
'3'3' 6' 6'3'3'3' 3' 2' 
i, i, 4) is feasible f or the dual and gives a value of (d,7)/3 showing that the primal 
has this value as a lower bound. This lower bound is the optimum for the primal and 
is obtained when ~24 = ~97 = ~134 = (d,7)/3 and all other variables equal zero. 
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