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Quantum eﬀects like tunneling, coherence, and zero point energy often play a sig-
nificant role in phenomena on the scales of atoms and molecules. However, the
exact quantum treatment of a system scales exponentially with dimensionality,
making it impractical for characterizing reaction rates and mechanisms in com-
plex systems. An ongoing eﬀort in the field of theoretical chemistry and physics is
extending scalable, classical trajectory-based simulation methods capable of cap-
turing quantum eﬀects to describe dynamic processes in many-body systems; in
the work presented here we explore two such techniques.
First, we detail an explicit electron, path integral (PI)-based simulation proto-
col for predicting the rate of electron transfer in condensed-phase transition metal
complex systems [1]. Using a PI representation of the transferring electron and
a classical representation of the transition metal complex and solvent atoms, we
compute the outer sphere free energy barrier and dynamical recrossing factor of
the electron transfer rate while accounting for quantum tunneling and zero point
energy eﬀects. We are able to achieve this employing only a single set of force field
parameters to describe the system rather than parameterizing along the reaction
coordinate. Following our success in describing a simple model system, we dis-
cuss our next steps in extending our protocol to technologically relevant materials
systems.
The latter half focuses on the Mixed Quantum-Classical Initial Value Repre-
sentation (MQC-IVR) [2] of real-time correlation functions, a semiclassical method
which has demonstrated its ability to “tune” between quantum- and classical-limit
correlation functions while maintaining dynamic consistency. Specifically, this is
achieved through a parameter that determines the quantumness of individual de-
grees of freedom. Here, we derive a semiclassical correction term for the MQC-IVR
to systematically characterize the error introduced by diﬀerent choices of simula-
tion parameters, and demonstrate the ability of this approach to optimize MQC-
IVR simulations.
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CHAPTER 1
INTRODUCTION
Within the field of theoretical chemistry, there is great interest in extending sim-
ulation capabilities to describe charge and energy transfer processes in complex
molecular systems. These phenomena are characterized by motion over disparate
length and time scales, resulting in the challenging task of treating the coupling
between the dynamics of electronic transitions, which are intrinsically quantum
mechanical, and the more classically behaved surroundings. Exact quantum dy-
namic descriptions are out of reach at these scales, and so in general, we seek to
find an optimal compromise between the desired accuracy of an exact treatment
and the scalability of an empirically-fit, classical description. The work in this dis-
sertation focuses on two diﬀerent methods, both of which exploit the more scalable
nature of classical trajectories in a way that enables us to capture quantum eﬀects.
The first project uses path integral (PI)-based methods to incorporate quantum
eﬀects, whereby an exact mapping between a quantum mechanical particle and a
classical “ring polymer” (RP) in an extended phase space enables us to extract
equilibrium properties and approximate dynamics from molecular dynamics (MD)
simulations [3]. These methods are well suited for condensed-phase systems given
their ability to describe quantum zero point energy and tunneling eﬀects. They
have been particularly useful for calculating diﬀusion coeﬃcients [4–9] and chem-
ical reaction rates [10–14] in many-body model systems, and often times, oﬀer a
level of physical understanding of the role of quantum eﬀects.
More recent eﬀorts have focused on the application of these methods to broader,
and more technologically relevant classes of systems: the dynamics of enzyme catal-
ysis [15], diﬀusion of hydrogen on a nickel surface [16], the mechanism of proton
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coupled electron transfer [17], and outer sphere charge transfer in solvated transi-
tion metal complexes (TMCs) [1, 18]. Detailed in Chapter 2 is one such eﬀort [1],
where we begin exploring the use of a RP electron to simulate electron transfer
in condensed-phase TMC systems. TMCs are of increasing interest given their
revived role in light harvesting systems, showing promise in dye-sensitized solar
cells [19–22] and for artificial photosynthesis [23–27]. However, TMCs pose addi-
tional challenges for molecular simulation techniques: the geometries they adopt
depend on both the chemical nature of the ligands and the oxidation state of the
TMC which hinders a general and straightforward approach to parameterization,
especially when describing electron transfer processes.
We propose overcoming the obstacle to parameterization by decoupling the
energetic barrier to electron transfer that results from changes in the central coor-
dination sphere of the TMC, from that which arises due to solvent rearrangement
in response to a redistribution of charge. By decoupling these two eﬀects, we could
rely on electronic structure calculations to obtain the inner sphere reorganization,
and atomistic PI-based simulations to compute the solvent barrier. Adopting a
geometry intermediate to the two oxidation states at play when calculating the
barrier due to solvent reorganization, we avoid using tunable force fields, and con-
veniently, also avoid biasing the system toward a particular reaction path. In
Chapter 2, we detail our first attempt at this approach for a TMC to begin to get
a sense for the validity of these assumptions. Will the change in partial charges
about the TMC caused by the RP electron tunneling between the donor and ac-
ceptor sites be suﬃcient for capturing the solvent response? Is a basic force field
description suﬃcient for this purpose?
In Chapter 3, we provide a detailed description of the modifications to the
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DL_POLY software package to include particles in the path integral representa-
tion. Then, in Chapter 4, we begin to lay out the next steps toward applying
this approach to simulating electron transfer in more technologically relevant (and
complex) TMC systems, proposing some related fundamental studies to explore
the limits of this approach.
In Chapter 5, we shift to a more methodology-driven exploration. Whereas in
the condensed-phase, quantum coherences often dampen rapidly and can be ne-
glected, in the gas-phase this generally does not hold. Instead, when eﬀects like
quantum coherence and tunneling are at play, we turn to a semiclassical approach.
Here, one exploits classical sampling trajectories evolved from initially quantized
distributions to capture quantum eﬀects. While these methods have been gener-
ally successful for small model systems, they are currently too computationally
expensive to apply to complex systems. The mixed quantum-classical initial value
representation (MQC-IVR) was recently developed in the Ananth group [2] as a
dynamically consistent way to evaluate real-time correlation functions by individ-
ually treating system degrees of freedom with diﬀerent levels of approximation.
This way, we are able to simulate the system in a way that can describe quan-
tum coherence eﬀects for degrees of freedom where its deemed necessary, but can
treat a majority of the modes more approximately to reduce the computational
workload. This is of practical interest for the description of gas-phase reactions
at metal surfaces, for example, where quantum coherence eﬀects are important
for a faithful representation of the observed energy transfer phenomena [28], but
may not be necessary to describe the more distant surrounding modes of the metal
lattice. However, while the full classical- and semiclassical-limiting cases of the
MQC-IVR are well-defined, the mixed limit scenario—where the primary system
is treated in the full semiclassical limit and its surroundings in the classical limit—
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is less well understood. In Chapter 5, we derive two correction terms that can
serve as a measure of error for comparing the ‘tuning’ and coherent state width
parameters in the MQC-IVR. These eﬀorts aim to quantify the error associated
with the MQC-IVR and ultimately guide the choice of simulation parameters.
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CHAPTER 2
DIRECT SIMULATION OF ELECTRON TRANSFER IN THE
COBALT(III/II) HEXAMMINE SELF-EXCHANGE REACTION
2.1 Introduction
The redox reactions of transition metal complexes (TMCs) play a central role in
biological processes such as photosynthesis and respiration [29–31], and in emerg-
ing renewable energy technologies including photocatalytic water splitting [23–27]
and dye-sensitized solar cells [19–21]. Direct simulation of these electron transfer
processes can provide the mechanistic insights necessary to better understand and
control the redox reactions of TMCs. However, the inherently quantum nature
of electron transfer and its coupling to collective nuclear motions of the extended
complex and solvent molecules (outer sphere) as well as the immediate coordina-
tion environment of the metal center (inner sphere) pose a significant challenge to
theory.
In recent years, developments in electronic structure approaches have made it
possible to accurately calculate the inner sphere reorganization contribution to the
total electron transfer free energy barrier [32–36]. However, calculating the outer
sphere contribution remains an outstanding challenge [37,38]. Cavity models have
had some success describing solvent eﬀects using the polarizable continuum model,
but they cannot provide information on the mechanistic role of solvent [39–42].
On-the-fly quantum mechanical/molecular mechanical dynamics have been used
to perform atomistic simulations of TMC systems, and although they uncover
some charge and energy transfer mechanisms [43–45], they are diﬃcult to general-
ize. In addition, unphysical boundary eﬀects due to feedback between the ‘quan-
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tum mechanical’ region described by electronic structure and ‘molecular mechan-
ical’ region described by force fields introduces uncontrolled approximations [46].
Molecular dynamics (MD) simulations, in contrast, employ a uniform dynamic
framework, but rely on empirical force fields to describe both the TMC and its en-
vironment [47,48], and fail to account for quantum dynamic eﬀects. Path Integral
(PI)-based methods to simulate charge transfer [13, 17, 18, 49, 50] have emerged
as a partial solution: they account for quantum eﬀects using only classical MD
trajectories. However, like MD, they rely on complex force field parameterization
schemes.
Although modern force fields developed for TMCs are able to accurately cap-
ture coordination geometry [51–54], successfully describing changes to the TMC
geometry and charge distribution that occur during an electron transfer reaction
requires detailed re-parameterization. Existing simulation methods typically in-
volve at least two independently parameterized force fields to describe the TMC
reactant and product states in an electron transfer reaction. Over the course of
the simulation, the force field is tuned between the two states based on parameters
obtained from fitting to kinetic or non-kinetic experimental data [18,48,50,55,56].
While these methods have proven successful for a number of TMC systems, the
need to explicitly tune the force field along an assumed and system-specific reaction
coordinate renders them diﬃcult to generalize and typically imposes a mechanistic
bias that limits their predictive utility.
In this chapter, we describe a simplified protocol for the simulation of electron
transfer in TMC reactions that leverages the eﬀective separation between the inner
and outer sphere contributions to the free energy barrier [57, 58] and circumvents
the need to parameterize a force field as the reaction progresses. We employ a sin-
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gle set of standard force field parameters to describe the bonded and non-bonded
interactions between metal, ligand and solvent atoms for the system in its reactant
state. In addition, the transferring electron is treated as a distinguishable, excess
electron that is represented as a ring polymer (RP) in the PI framework, [6, 13]
and interacts electrostatically with all atoms in the simulation. We then calculate
the outer sphere contribution to the electron transfer free energy barrier, explicitly
accounting for quantum eﬀects including tunneling, [59–61] using Path Integral
Molecular Dynamics (PIMD) [62] along a reaction coordinate that tracks the po-
sition of the transferring electron RP [13]. In our PIMD simulation we eliminate
contributions from inner sphere reorganization by fixing the metal-ligand bond
lengths to their transition state values. The total free energy barrier to electron
transfer is then determined by combining the calculated outer sphere contribution
with values from the literature for the inner sphere reorganization energy [63, 64].
Finally, we estimate the reaction rate from a direct dynamic simulation of the elec-
tron transfer event using Ring Polymer Molecular Dynamics (RPMD) [3, 11, 13].
The ensemble of RPMD trajectories preserves detailed balance, yields a reaction
rate that is independent of the choice of transition state, and analysis of this en-
semble can be used to gain mechanistic insights including the role of solvent [13].
The prototype reaction studied here is the cobalt(III/II) hexammine electron
self-exchange,
Co(NH3)2+6 + Co(NH3)3+6 
 Co(NH3)3+6 + Co(NH3)2+6 . (2.1)
This reaction has been extensively studied both experimentally and theoretically,
but there is little agreement on the reaction rate [56,63–75]. Experimental studies
estimate rates in the range ≥ 10−7 M−1 s−1 at room temperature [70]. Using the
protocol outlined here, we are able to calculate reaction rates from an atomistic
simulation and achieve good agreement with experimental values. We emphasize
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that our protocol, unlike previous work, does not rely on complex force field param-
eterization schemes and is equally applicable to both adiabatic and nonadiabatic
electron transfer reactions.
2.2 Methodology
2.2.1 A brief introduction to path integral-based simula-
tions
Consider the canonical partition function describing a quantum particle,
Z = Tr
[
e−βHˆ
]
, (2.2)
where β = (kBT )−1, kB is the Boltzmann factor, T is the system temperature, and
Hˆ is the system Hamiltonian. For a simple, one-dimensional Hamiltonian of the
form
Hˆ = pˆ
2
2m + U(qˆ), (2.3)
with position and momentum operators, qˆ and pˆ, respectively, and system potential
U(qˆ), path integral discretization of the partition function enables its evaluation
as
ZRP =
1
(2pi~)n
∫
dnq
∫
dnv e−βHRP(q,v) (2.4)
in the limit that n→∞, where v is velocity and ~ is the reduced Planck constant.
The RP Hamiltonian derived in this way is [76]
HRP(q,v) =
1
n
n∑
α=1
[1
2mv
2
α +
1
2mω
2
n(qα − qα−1)2 + U(qα)
]
, (2.5)
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with ωn = n/(β~) and q0 ≡ qn; its physical interpretation amounts to representing
the initial quantum particle in classical phase space as a closed loop of n repli-
cas of itself, or imaginary time path “beads”, where neighboring beads interact
by harmonic “springs” with frequency ωn—this entity is referred to as a “ring
polymer” (RP). Exploiting this convenient manipulation of the quantum partition
function into a classically isomorphic RP enables us to run sampling trajectories
with conventional MD approaches to extract exact equilibrium statistics.
The RP representation is introduced here to selectively quantize components
of the simulation in a way that enables the incorporation of quantum eﬀects, i.e.
tunneling and zero point energy, in a scalable fashion. Here, we choose to quantize
just the transferring electron. In the same vein as before, we express the canonical
partition function of the system with an explicit, quantized electron interacting
with classical atoms (both TMC and solvent in this case) in the path integral
framework as,
Z = lim
n→∞
1
(2pi~)n+N
∫
dnq
∫
dnv
∫
dNQ
∫
dNV e−βHn(q,Q,v,V). (2.6)
Here, n is the number of imaginary time path beads we employ for the electron,
and N is the number of classical atoms in the system. In Eq. 2.6, the full system
RP Hamiltonian is
Hn =
N∑
j=1
1
2MjV
2
j +
n∑
α=1
1
2mbv
2
α + Un(q,Q), (2.7)
where,Mj and Vj are the mass and velocity associated with the jth atom, vα is the
velocity of the αth electron RP bead, mb denotes the fictitious Parrinello-Rahman
RP bead mass [62, 77], Q ≡ {Qj} is the vector of classical atom positions, and
q ≡ {qα} is the vector of RP bead positions. The RP potential in Eq. 2.7 is
Un(q,Q) =
1
n
n∑
α=1
1
2meω
2
n(qα − qα−1)2 + U(q,Q) (2.8)
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where me is the electron mass, ωn = nkBT/~, the electron RP is cyclic with
q0 = qn, and U(q,Q) is the external potential that includes all atom-atom and
atom-electron bead interactions. Additional details for the specific system under
consideration here are provided in Section 2.3.2. The first term in Eq. 2.8 describes
the harmonic interaction of the αth bead with neighboring beads with characteristic
frequency ωn. We note that the Parrinello-Rahman mass, mb, in Eq. 2.7 is an
arbitrary parameter and can be chosen to enable eﬃcient configurational sampling
since all calculated statistical averages are independent of this choice. [62]
PIMD sampling trajectories are an exact approach to describing static equi-
librium properties in the condensed-phase, where the assumption that quantum
coherence eﬀects do not contribute is valid. However, the extension of these meth-
ods to simulate quantum dynamics via real-time evolution of the RP, known as
RPMD, was only originally suggested as an ad hoc approximation [10, 11, 78].
It was demonstrated in the short time limit that the RP correlation function is
analogous to the exact Kubo transformed correlation function, and is exact for a
harmonic oscillator [78]. RPMD rate theory had been successful in myriad appli-
cations [3,4,9,12–15], but was lacking a systematic derivation. It was later shown
that RPMD is an approximate form of Matsubara dynamics, oﬀering insight into
nature of the approximations inherent in RPMD [79,80]. However, it was not until
more recently, that the RPMD approach was further validated by analogy to a
quantum transition-state theory [81].
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2.2.2 Reaction rate theory
Following the Bennett-Chandler approach [82], the RPMD reaction rate can be
expressed as [11]
kRPMD = lim
t→∞κ(t) kTST. (2.9)
In Eq. 2.9, the transition state theory (TST) rate constant is defined as
kTST = (2piβ)−1/2⟨gξ⟩c e
−β∆G(ξ‡)∫ ξ‡
−∞ dξ e−β∆G(ξ)
, (2.10)
where ξ is a general reaction coordinate, the geometric factor
gξ(r) =
[∑d
i=1
1
mi
(
∂ξ(r)
∂ri
)2]1/2
where r represents the full set of system degrees
of freedom, and the notation ⟨· · · ⟩c is used to indicate an ensemble average over
trajectories initially restrained to the dividing surface, ξ(r) = ξ‡. We further define
∆G(ξ) as the free energy diﬀerence of the system with configuration ξ and any ar-
bitrarily chosen reference configuration in the reactant well. We compute the TST
rate constant in Eq. 2.10 from a free energy profile computed along the reaction
coordinate using standard umbrella sampling [83] and weighted histogram analysis
methods [84], where a harmonic restraint is used to center simulation “windows” at
diﬀerent values of the reaction coordinate. Configurations within each window are
sampled using classical MD trajectories generated by the Hamiltonian in Eq. 2.7
as is typical in a PIMD simulation.
Dynamic recrossing of the TST dividing surface in Eq. 2.9 is computed as,
κ(t) = ⟨ξ˙0 h[ξ(rt)− ξ
‡]⟩c
⟨ξ˙0 h[ξ˙0]⟩c
, (2.11)
where ξ˙0 is the initial velocity corresponding to the reaction coordinate, h is the
Heaviside function, and ξ(rt) denotes the system configuration at time t. Using the
RPMD approach, the initial distribution is evolved in time using the RP Hamil-
tonian in Eq. 2.7 and setting the Parrinello Rahman mass to the physical mass of
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the transferring electron, mb = me [11]. The transmission coeﬃcient is obtained
from the long-time limit of κ(t).
2.2.3 Reaction coordinate for electron transfer
The reaction coordinate employed to describe the progress of the electron transfer
reaction is a collective “bead-count” coordinate [13],
fb(z1, ..., zn) =
1
n
n∑
α=1
1
2 (tanh(bzα) + 1) , (2.12)
where zα is the position along the z-axis of the αth RP bead and b = 1.25 Å−1.
The bead-count coordinate tracks the fraction of RP beads on the electron donor
and acceptor TMCs, changing continuously from 0 to 1 as the electron transfer
reaction progresses.
2.3 Computational Details
2.3.1 Atomistic simulation details
The atomistic simulation includes 430 water molecules, two cobalt hexammine
complexes and a 1024-bead RP as the excess electron. The Co metal centers are
fixed to the apex-to-apex ligand shell van der Waals distance previously estimated
using an ab initio crystal field model to be 7 Å [63, 64, 73], symmetric about the
z-axis of a cubic simulation cell with side lengths 23.46 Å and periodic boundary
conditions. In Figure 2.1, we show two snapshots of the solvated TMC system with
the explicit RP electron from the atomistic simulation. The snapshots correspond
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Figure 2.1: Representative snapshots [85] of the atomistic simulations in the
(a.) reactant basin and (b.) “transition state” configurations of the symmetric
Co(NH3)3+/2+6 self-exchange reaction. The Co centers are shown in yellow, N in
blue, H in white, the RP electron in gray, with red and white solvent (water)
molecules (made semitransparent for clarity).
to the system in its ‘reactant’ state, where the RP is localized on the donor TMC
(fb ∼ 0.0, Figure 2.1 a.), and the system at the dividing surface where the RP
electron is delocalized over both TMCs (f ‡b = 0.5, Figure 2.1 b.).
The TMCs in the reactant state are both parameterized as Co3+, where the
reduced species Co2+ is represented as a Co3+ on which the explicit RP electron
is localized. Pairwise interactions are truncated at half the length of the box
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and the long-range electrostatics are treated with force-shifting to smoothly damp
the potential and its force at the cutoﬀ [86]. The canonical (NVT) ensemble is
sampled at a temperature T = 300 K using a Nosé-Hoover thermostat with a
time constant of 0.5 ps. MD simulations are performed using the DL_POLY 4.04
software package [87], modified in-house to implement both the PIMD simulations
from which we obtain the free energy profile and the real-time RPMD simulations
used to calculate reaction rates.
2.3.2 The interaction potential
The interaction potential for our atomistic simulations is
U(q,Q) = Usol(Q) + UTMC(Q) +
1
n
n∑
α=1
Ue−sol(q,Q)
+ 1
n
n∑
α=1
Ue−TMC(q,Q) + Usol−TMC(Q),
(2.13)
where, as defined previously, q is the set of electron RP bead positions andQ repre-
sent positions of the TMC and solvent atoms. Solvent-solvent interactions, Usol(Q),
are treated explicitly with the simple point charge (SPC) water model [88] 1. The
electron-water and electron-TMC interactions are both described as electrostatic
interactions with short range cutoﬀs (rcut) for the attractive interactions,
Ue−sol/TMC(q,Q) =
N∑
k=1
Uke−sol/TMC(|q −Qk|)
Uke−sol/TMC(|q −Qk|) =

− qke4piε0rkcut , rk ≤ r
k
cut
− qke4piε0rk , rk > rkcut
(2.14)
1Despite the shortcomings of the SPC water model it is suﬃciently accurate to capture free
energies of solvation in the complexes considered here. See, for instance,
(i) J. Åqvist and A. Warshel, J. Mol. Biol., 1992, 224, 7–14
(ii) F. Duarte, P. Bauer, A. Barrozo, B. A. Amrein, M. Purg, J. Åqvist and S. C. L. Kamerlin,
J. Phys. Chem. B, 2014, 118, 4351–4362
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where k indexes atoms with positive partial charges, qk and e are the charges of
atom k and the electron, respectively, ε0 is the coeﬃcient of vacuum permittivity,
rCo,Ncut is 1.1 Å, rHcut is 1.0 Å, and rk denotes the distance between the kth atom and
RP bead [13]. Standard electrostatics dictate the electron-O interactions,
Uke−O(|q −Qk|) = −
qOe
4piε0rk
, (2.15)
where qO denotes the charge on O atoms.
The intramolecular TMC potential UTMC(Q) and solvent-TMC intermolecular
potential Usol−TMC(Q) are defined using parameters from the literature as well as
electronic structure calculations. The Co-N bond is treated in two diﬀerent ways:
using a ‘harmonic bond’ model that employs previously used force field parame-
ters [56] and using a ‘rigid bond’ model where the Co-N bond lengths are fixed at
the observed “transition state” value of 2.05 Å, corresponding to Co2.5+ [64, 73].
Mulliken analysis is used to assign partial charges to the TMC atoms from the
geometry optimized structures of gas-phase density functional theory carried out
with the Gaussian 09 software package [89]; the M06 hybrid functional [90] was
used with the LANL2DZ [91] basis set for Co and the 6-31G(d,p) basis set [92]
for N and H atoms. The optimized geometry and each analogous atom type’s
partial charge is included in Appendix A. Following previous work, a single point
charge representation is used for the NH3 ligand with the eﬀective partial charge
obtained by summing over the charges on the H and the N atoms [56]. The N-
H bond length, Co-N-H and H-N-H bond angles are obtained from the geometry
optimized structures obtained from the density functional theory calculation de-
scribed above. Angle force constants are assigned based on analogous atom types in
CHARMM22 [93]. All van der Waals interactions are described using CHARMM22
parameters. The complexes maintain their octahedral structure without explicit
constraints on the dihedral angles and following conventional wisdom we do not
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include these terms in the force field [94, 95]. All force field parameters employed
in our simulation are provided in Appendix A (Table A2).
Our parameterization protocol here is relatively simple, but we believe suﬃcient
since the outer sphere free energy due to solvent rearrangement is dictated largely
by electrostatics. [48]. We note that by employing an explicit transferring electron,
we ensure a net change in charge of 1 e between the two TMCs. In addition, as
noted in previous work [96], the outer sphere reorganization is relatively robust
with respect to the specific charge distribution in the TMCs.
2.3.3 Computing the outer sphere free energy barrier using
PIMD
Umbrella sampling with PIMD trajectories was employed for the eﬃcient and er-
godic sampling of atomistic system configurations along the fb reaction coordinate
for electron transfer. The specific sampling parameters are provided in Table 2.1.
For windows in the range 0.0 ≤ fb ≤ 0.1, statistics are collected for at least
16 ps (post-equilibration) sampling time, and for windows with fb > 0.1, at least
56 ps (given greater inter-window ‘distance’ along the reaction coordinate and
weaker constraints) to achieve convergence. Classical equations of motion are in-
Table 2.1: Umbrella sampling parameters
fb range windowsa kfb (kcal/mol)
[0, 0.007] 8 2.0× 106
[0.008, 0.1) 22 2.0× 105
[0.1, 0.54] 23 3.0× 104
a This denotes the number of equally spaced simulation windows for the given fb range.
tegrated using the Velocity Verlet algorithm [97], and rigid bond constraints are
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implemented with the RATTLE algorithm [98]. Since the free energy, a purely sta-
tistical quantity, is independent of the mass employed, we choose a bead mass of
364.6 a.u. to allow for the use of a larger timestep (0.025 fs). We use the standard
split-propagator approach to implement a multi-step time evolution that separates
evolution due to external potential (the second term in Eq. 2.8) from the internal
motion of the RP that is treated exactly in the normal mode representation using
fast Fourier transforms [99].
2.3.4 Computing the dynamic recrossing factor using
RPMD
RPMD trajectories for real-time dynamics are generated from the classical RP
Hamiltonian used in the PIMD simulations (Eq. 2.7) with the fictitious mass value
set to the physical mass of the electron, mb = me [11]. Converged values are
obtained using 840 trajectories initialized from representative configurations sam-
pled at the reaction barrier with f ‡b = 0.5. Trajectories are time-evolved using a
timestep of 5×10−3 fs for a total time of 1 ps, suﬃciently long for the RP electron
to fully localize on either the donor or acceptor TMC complex, and for the flux-side
correlation function to achieve a plateau.
2.3.5 Equilibrium constant for a bimolecular reaction rate
The RPMD rate calculated here corresponds to the rate of a unimolecular reaction.
To obtain the bimolecular reaction rate for the cobalt hexammine self-exchange
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reaction, we compute an equilibrium constant defined as
K = Pre−βωr , (2.16)
associated with the formation of the reactive precursor complex as the two hex-
ammine complexes come together in solution. The prefactor is approximated us-
ing [96]
Pr = 4piNAr2δr × 10−27, (2.17)
where NA is Avogadro’s constant, r is the inter-Co distance (7.0 Å), and we use
δr = r/3 as defined for systems where the transition state involves close contact
between the reactants [58]. The factor of 10−27 accounts for unit conversion from
Å3 to liters. In Eq. 2.16, ωr is the work required to bring the two hexammine
complexes together [100],
ωr =
e2Z1Z2
Dsr
1 + r( 8pie2µ1027ϵskBT
)1/2−1 , (2.18)
where e represents the elementary charge such that e2 is 332.1 kcal Å mol−1, Z1
and Z2 are the charges on each complex, ϵs is the static dielectric constant of the
solvent (assumed here to be 78.2 for water), and µ is the ionic strength of the
solutions, taken here to be 1.0 M consistent with the experimental values that we
compare against.
2.4 Results and Discussion
Since the self-exchange reaction is symmetric with respect to electron transfer,
there is no thermodynamic driving force for the reaction (∆Go = 0). This allows
us to compute only half of the free energy profile along the bead count coordinate
(0.0 ≤ fb ≤ 0.5) to find the barrier to electron transfer. In Fig. 2.2, we show the free
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Figure 2.2: Free energy profiles of the Co(NH3)2+/3+6 self-exchange reaction along
fb coordinate for a harmonic (dotted red) and rigid (solid black) Co-N bond treat-
ment.
energy profiles for the electron transfer reaction corresponding to two cases: the
harmonic bond model where the TMC Co-N bond is harmonic and parameterized
for a Co3+ complex, and the rigid bond model where the Co-N bond length is fixed
to its transition state value. In both cases, we see the expected reaction minimum
at fb ≈ 0 (highlighted in the inset of Fig. 2.2) and the barrier maximum at fb = 0.5.
The harmonic bond model yields a free energy barrier of 17.9 kcal/mol, while the
rigid Co-N bond model yields a value of 16.4 kcal/mol. The small diﬀerence in the
barrier energies (1.5 kcal/mol) can be attributed to ligand-solvent interactions and
confirms that the primary contribution to the calculated free energy barrier is outer
sphere reorganization contribution. Again, we note that this is consistent with
cavity models [39–42] and more recent work that employs rigorous, TMC-specific,
force field parameterization schemes: the solvent rearrangement is driven largely by
electronic eﬀects rather than small structural changes in the TMC geometries [48].
We analyze solvent structure along the electron transfer reaction coordinate to
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further characterize the interactions that contribute to the calculated free energy
barrier. In Fig. 2.3, we show the Co-O radial distribution function, gCo-O(r), about
the donor TMC (denoted Co3+ + RP) in the reactant, product, and transition
states. A significant shift in the first peak of the Co-O radial distribution func-
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Figure 2.3: The Co-O radial distribution functions corresponding to the Co3+ (solid
red line) is compared against the Co2.5+ (dot-dashed green line), the eﬀective Co2+
(dotted blue line)—a Co3+ with the localized RP electron, and a re-parameterized
Co2+ (dashed black line).
tions is seen in going from the Co2+ species, where the RP electron is localized
on the TMC, to the “transition state” species Co2.5+, to the Co3+ state after the
electron transfer event. This reorganization is consistent with the shift in charge
accompanying the electron transfer process—electrostatic repulsion between the
negatively charged RP electron and the O atoms of the water pushes the first sol-
vent shell of Co2+ complex outward relative to the Co3+ species. We also calculate
the Co-O radial distribution function using force field parameters corresponding to
a Co2+ metal center and find that it is in reasonable agreement with the eﬀective
Co2+ of our simulation. The broadening in the first peak is consistent with the
diﬀuse nature of the RP electron, as is the shift towards slightly greater Co-O
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distances.
In Fig. 2.4 we show the distribution of the Co-N bond lengths along the electron
transfer reaction coordinate in the harmonic bond model for the donor metal center
in the reactant well, the transition state, and the product well. We find, in keeping
with our earlier observation, a minimal change in the average Co-N bond length
between the Co2+ and Co3+ oxidation states, |∆r| ∼ 0.04 Å, about a fifth of the
values observed experimentally [68]. In addition, we note an unphysical contraction
of the Co-N bond for the Co2+ species relative to that of the Co3+ is a result of
the particular partial charge assignment—there is a net positive charge on the
NH3 ligands resulting in an attractive interaction with the RP electron. Despite
this, we find that the reported transition state Co-N bond length of 2.05 Å [64,
73] is successfully captured in our simulation. Our analysis of solvent and Co-N
bond reorganization serves to establish that our PIMD simulation can accurately
capture the solvent reorganization contribution to free energy but does not properly
account for any inner sphere contribution. Moving forward, we employ the rigid
bond model for both the transition state theory rate estimate and as the initial
structure for our RPMD simulation.
The rigid bond model yields an outer sphere free energy barrier of 16.4 kcal/mol.
This barrier is considerably larger than the 7 kcal/mol inferred from prior work
that assumes the Marcus continuum model for solvent reorganization energy55 and
could be due to their implicit treatment of the solvent. It is closer to that of an
inferred outer sphere contribution of about 20 kcal/mol from a previous PI-based
simulation41; however, this particular work employed extensive re-parameterization
of the force field along an assumed electron transfer reaction coordinate. Unfortu-
nately, these values cannot be directly compared because the simulations employ
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Figure 2.4: Normalized distributions of the Co-N bond length for Co3+ species
(solid red line) compared against the Co2.5+ (dot-dashed green line), and the Co2+
(dotted blue line).
diﬀerent force fields and diﬀerent reaction coordinates.
Using the rigid bond model parameters for the TMCs, we initialize our real-time
dynamic trajectories in the RPMD framework to the barrier with the bead-count
coordinate restrained to fb = 0.5. The resulting RPMD flux-side correlation is
shown in Fig. 2.5, and we observe the function reaches a plateau value of 0.64
in 300 fs. The relatively high value of κ at long times corresponds to reason-
able amount of recrossing at the dividing surface, and is comparable to electron
transmission coeﬃcients values, 0.5 and 0.73 estimated from Landau-Zener the-
ory [63, 64]. In addition, the ensemble of reactive trajectories from RPMD can be
analyzed to extract mechanistic information about statistical and dynamic corre-
lations. For the self-exchange reaction studied here, we calculate a solvent auto-
correlation function to establish the timescale of solvent motion. In keeping with
previous observations [47,48] we find two timescales, one that matches the charge
transfer reaction timescale and a second much longer relaxation time. Details are
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Figure 2.5: Electronic transmission coeﬃcient for the self-exchange process.
provided in Appendix A.
The thermal electron transfer rate for the bimolecular cobalt hexammine self-
exchange reaction is calculated using the expression
kET = KkRPMDe−β∆Gin . (2.19)
In Eq. 2.19, the unimolecular kRPMD is defined in Eq. 2.9 and contains the transition
state rate estimate for the outer sphere electron transfer reaction, kTST = 1.2 s−1,
and the transmission coeﬃcient, κ = 0.64. As described in the Computational De-
tails section, we find a value for the equilibrium constant, K = 0.14 M−1 necessary
to obtain a bimolecular reaction rate. For the inner sphere reorganization energy,
∆Gin, several values based on ab-initio calculations have been reported in the liter-
ature [56,63,64,73,74]. To include contributions from both the Co-N bond stretch
as well as the accompanying transition from the high-spin (4T1g) to low-spin (2E)
state of the Co2+ as it approaches the transition state geometry, we use a range
of values between 9.69 kcal/mol and 7.78 kcal/mol as reported in multiple refer-
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ences [64,73,74]. Substituting all values in Eq. 2.19, we obtain a range of values for
our electron transfer rate constant from 0.09×10−7M−1 s−1 to 2.2×10−7M−1 s−1.
We note that this value is obtained without any parameterization to experimental
measures and is in excellent agreement with the observed rate ≥ 10−7M−1 s−1 at
room temperature [70,73].
2.5 Conclusions
We introduce a general, PI-based protocol for the atomistic simulation of outer
sphere electron transfer reactions in TMCs. We leverage the separation of inner
and outer sphere contributions to the free energy barrier to obtain accurate esti-
mates of outer sphere with only a single set of force field parameters. The PIMD
approach employed here allows us to calculate the quantum outer sphere free en-
ergy barrier to electron transfer, taking into account electron tunneling as well as
zero point energy eﬀects. For the particular case of the cobalt hexammine self-
exchange reaction, we rely on literature values for the inner sphere contribution to
free energy. In applying this protocol to TMCs with extended ligand structures,
we will undertake electronic structure calculations that quantify the inner sphere
contributions to the barrier from geometric changes in the immediate coordination
environment of the metal centers.
Reactions rates for electron transfer are computed using RPMD and are inde-
pendent of any a priori mechanistic assumptions. However, the current implemen-
tation is limited to one-electron thermal electron transfer reactions. If necessary,
multi-electron extensions to RPMD have been developed [101–104] and can be used
for the direct dynamic simulation of electron transfer. We find that the simple force
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field parameterization required for our protocol combined with quantization of an
explicit, transferring electron yields important mechanistic insights and can be use
to calculate accurate reaction rate constants. We believe this protocol will be use-
ful for a wide range of applications including the rational design of TMCs for use
in dye-sensitized solar cells.
25
CHAPTER 3
PATH INTEGRAL MOLECULAR DYNAMICS SIMULATIONS
WITH DL_POLY
3.1 An Overview of our Utilization of DL_POLY
The path integral (PI)-based approach employed above to simulate an explicit
electron transfer in complex, condensed-phase systems exploits the classical iso-
morphism of a PI to introduce relevant quantum eﬀects. Specifically, we treat all
the atoms of the system by conventional molecular dynamics means, and allow
them to interact by electrostatics with a single, explicit transferring path integral,
or “ring polymer” (RP), electron. This way, we are able to mimic the quantum
eﬀects of primary importance here, namely tunneling and zero point energy of the
electron, while maintaining desirable scalability. We mention this here merely to
oﬀer the reader some context, however, the focus of this chapter is on the imple-
mentation details concerning how to incorporate the path integral electron and
modify the DL_POLY source code to account for its interactions with the sur-
rounding, conventionally treated environment (here, solvent and transition metal
complex atoms).
We begin with a brief introduction to the general workflow associated with run-
ning molecular dynamics (MD) simulations using the DL_POLY_4.04 program1,
1In keeping with the conventions followed by the DL_POLY manual [105], we use the following
text styles to indicate specific meanings:
1. FILENAME is used for filenames,
2. subroutine is used for programs, subroutines, and functions,
3. keyword is used for keywords and program directives, and
4. variable is used for named variables and parameters.
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Figure 3.1: A flow chart outlining the primary input files provided by the user
to, and output files reported by, the DL_POLY simulation engine. Solid-lined
rectangles represent the conventional input and output files, the dashed rectangle
represents an additional input file required for introducing a path integral into the
simulation, and the diamond represents the program’s simulation engine.
though one should refer to the user manual [105] for a more in-depth description
of the software and a complete listing of its various functionalities.
Fig. 3.1 outlines the primary input and output files required to run a simulation
with DL_POLY. At the very least, the user must provide the CONFIG, FIELD,
and CONTROL files for the simulation engine to proceed. The CONFIG file
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provides DL_POLY with all of the simulation initial conditions, which must include
at least the atom positions, but optionally their velocities and forces, as well, in
addition to the simulation unit cell geometry. The force field parameterization
scheme that defines all atomic interactions is provided in the FIELD file. The
CONTROL file provides the program with the simulation control variables for run
time. If the continuation of a simulation is requested by the user, they should
also provide the system statistics from a previous run, renaming the REVIVE file
REVOLD. To execute a path integral-based simulation, an additional file, PIMD,
is also required. This file provides the total number of beads there are in the RP,
as well as how many steps the RP beads should take for each step of the remaining,
conventionally treated atoms.
Following the simulation, DL_POLY will always provide the user with the
OUTPUT file which includes a summary of the simulation input specifications,
the initial run time configuration, statistical information from the simulation, as
well as structural data of the final configuration. The HISTORY file is where
DL_POLY dumps system coordinates (and velocities and forces, if requested) at
a given frequency throughout the simulation. This file is convenient for post-
processing purposes. The STATIS file contains statistical information such as
the system temperature, individual components of the system intra- and inter-
molecular interaction energies and virials, and is also dumped by DL_POLY at a
set frequency throughout the run. The REVCON and REVIVE files are intended
to serve as a restarting system configuration and statistics files to be renamed
CONFIG and REVOLD by the user, respectively. For a more extensive list and
description of the many possible input and output files, we refer the reader to the
DL_POLY manual [105].
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To set the stage for the descriptions of the code modifications described below,
we now briefly summarize the steps DL_POLY takes during a simulation run.
For the sake of simplicity, we will assume the simulation is a single processor
production run of an (already equilibrated) NVT ensemble of atoms time evolved
using the Velocity Verlet (VV) integrator [97] and a Nosé-Hoover themostat. Then,
we will point out where these modifications fit into the main simulation for the
case where the user includes a quantum particle described according to the path
integral formalism which interacts with its classically treated environment only by
electrostatics.
After declaring and defining all of the necessary modules and variables, commu-
nications, clocking, and output files are initialized by the main dl_poly program.
Essential program arrays (configuration, interaction, statistics, etc.) are allocated
after the subroutine read_config reads in the CONFIG input file. Then, the
CONTROL and FIELD files are read, from which DL_POLY interprets the user-
defined simulation run specifications, and force field parameterization scheme, re-
spectively. When a restarting job, the REVOLD input file is also read, and then
the initial system temperature is set, and the forces and velocities of any frozen
atoms are quenched via the freeze_atoms subroutine. Then, initialization of
the variables necessary for describing the diﬀerent components of the kinetic stress
and energy components, as well as their accumulators, for all of the diﬀerent inter-
actions defined within the system takes place. Finally, the MD subroutine specific
to the VV algorithm is called; for this example, md_vv.
Within md_vv, the system is time evolved by integrating Newton’s equations
of motion according to the VV algorithm [97], calling the VV subroutine specific to
the ensemble chosen step by step until the counter indicates that the final timestep
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has been reached.2 Here, the nvt_h0_vv subroutine is called, and the atomic po-
sitionsQ, velocitiesV, and forces F(Q(t)) = −∂U(Q(t))
∂Q , (where U(Q) is the defined
interaction potential) are read in from an array within the config_module. The
VV scheme is carried out in the following steps:
1. First, the velocities are advanced a half time step (∆t) by integration of the
force,
V(t+ 12∆t)← V(t)−
∆t
2m
∂U(Q(t))
∂Q .
2. Then, these new velocities are used to update the positions a whole step,
Q(t+∆t)← Q(t) + ∆tV(t+ 12∆t).
3. In accord with the force field, the forces are updated using the new atomic
positions,
∂U(Q(t+∆t))
∂Q ←
∂U(Q(t))
∂Q .
4. Lastly, the velocities are updated an additional half step according to these
updated forces,
V(t+∆t)← V(t+ 12∆t)−
∆t
2m
∂U(Q(t+∆t))
∂Q .
2An aside: previously, when the main program read the input files, it took note of which
ensemble was requested, each of which is associated with a particular identification number. In
this stage of the simulation, it uses this number to search (by a sequence of IF statements)
through all possible available ensembles, until the associated subroutine, here nvt_h0_vv, is
located.
This is a common technique throughout the DL_POLY source. Many of the directives pro-
vided by the user in the input files belongs to a family of related directives (here, the available
ensembles, but other examples include the functional forms of diﬀerent bonding or vdW interac-
tions). Within each of these “families”, each of the diﬀerent options has an associated number,
and this value is what serves as its identifier to the DL_POLY source. When we are interested in
adding alternative functional forms to the available interaction potentials, for example, we will
introduce a new identifier which then connects the (usually) more intuitive abbreviated name
that the user will provide in the input files, with the functional form we define within the code.
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The nvt_h0_vv subroutine updates the forces in the third step by calling on a
variety of other subroutines, each of which is responsible for updating the atomic
forces with respect to the diﬀerent types of interactions defined as part of the
force field in the FIELD input file. This includes two-body interactions like vdW
and electrostatics, bonds, angles, and any applied external field, for example. As
discussed in more detail below, this time evolution scheme is modified for PI-
based simulations to lift the need for an extremely small time step and accelerate
sampling eﬀorts.
For thermostatting purposes, the Nosé-Hoover-flavored VV algorithm varies
slightly from the conventional VV stages. For this thermostat specifically, the
equation of motion for velocity is modified to incorporate a friction coeﬃcient that
is updated in accord with the target system kinetic energy and a user defined time
constant. The friction coeﬃcient is time evolved a quarter time step, the velocity
updated, and then time evolved an additional quarter time step, both before and
then after, sandwiching the standard VV scheme described above. The program
then returns to the md_vv subroutine where physical quantities of the system are
calculated (energies, virials, etc.) and statistics are collected. The output files are
then updated, and the main dl_poly program is revisited, where the output files
are then finalized and the job is terminated. As described in detail below, the
primary changes to the source code involve adding additional functional forms to
the interaction potentials, and modifying the VV algorithm for the RP beads.
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3.2 Modifications to the DL_POLY Source Code
Below, we provide a general overview of how we incorporate PI theory into the
code described above. The intent is to familiarize both those interested in utilizing
the current implementation as well as anyone interested in a modified, improved,
or alternative version of it. We recall the physical picture of the RP Hamiltonian
introduced in Chapter 1 and use this context describe the modifications that were
made to the DL_POLY source code for running sampling “trajectories” with the
VV integrator. Pieces of the source code are included as Appendix B to serve as
guidance to the reader. However, for the sake of brevity, only those that are mod-
ified from the original DL_POLY code are explicitly presented. Lastly, potential
sources of improvement to the current approach are discussed, with a more general
and robust implementation strategy in mind.
The RP is included as the last n atoms of the simulation input files, such
that when the simulation is running for a system of (n + N) total atoms, the
last n RP bead “atoms” make up the RP “molecule”; these “atoms” are treated
diﬀerently than theN conventionally treated classical atoms of the system (solvent,
transition metal complexes, etc.). A slight modification to config_module.f90 in
the DL_POLY source code is made which defines the variable for the total number
of n RP beads (treated here as atoms which make up this “molecule”) which is read
in from an additional required input file named PIMD by the read_field.f90
DL_POLY subroutine.
This discussion is broken down by the diﬀerent terms of the system Hamilto-
nian,
Hn =
N∑
j=1
1
2MjV
2
j +
n∑
α=1
1
2mbv
2
α +
1
n
n∑
α=1
1
2meω
2
n(qα − qα−1)2 + U(q,Q), (3.1)
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Figure 3.2: PI-based simulations encompass a wide range of timescales, ranging
from on the order of ps with standard intermolecular interactions (left) to fast
intramolecular 10−5 fs vibrations (right).
where M and m represent the masses, V and v the velocities, and Q and q the
positions of the classical atoms and RP beads, respectively. We recall that the first
and second terms represent the kinetic energy of the classical atoms and the RP
electron (considered here a RP “molecule” made up of n beads), respectively. The
third term represents the harmonic interactions, or “springs”, between neighbor-
ing beads where q0 ≡ qn. The last term encompasses the full system interaction
potential, including atom-atom, atom-bead, and bead-bead interactions. As dis-
cussed in further detail below, the bead mass mb associated with the kinetic energy
term in Eqn. 3.1 above is arbitrary and chosen to facilitate statistical sampling,
unlike the physical mass me present in the bead-bead harmonic interaction term.
However, if these simulations are used to describe system dynamics, the bead mass
must be equivalent to the physical mass of the particle.
3.2.1 Mixed time scales and eﬃcient system evolution
As mentioned previously, disparate timescales are characteristic of charge transfer
in complex chemical systems. Figure 3.2 emphasizes the large span of timescales
described by the RP Hamiltonian. Using examples of interactions between a RP
and a conventionally (classical MD) simulated water molecule. On one end, the
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fast “intramolecular” RP interactions take place on the order of 10−5 fs, where
as interactions between water molecules generally call for a simulation timestep in
accord with ps-scale motions. The careful reader may notice a diﬀerence in denota-
tion of the RP electron bead mass between the second and third terms of Eqn. 3.1.
We point out that the kinetic contribution of the RP is introduced to facilitate the
phase space statistical sampling by molecular dynamics simulations rendering the
“bead mass” (mb) an arbitrary choice; it is therefore chosen to help alleviate this
timescale discrepancy. However, though technically arbitrary, practical consider-
ations should be made. Described below, one can eﬃciently and exactly evolve
the RP with respect its intramolecular interactions such that these interactions
will not call for an prohibitive timestep. However, the external forces on the RP
beads with the physical electron mass may still be limiting and is thus overcome
by using a larger mass for mb. An optimal choice should not be so large that the
RP is significantly slowed down to the point of inhibiting timely, ergodic sampling,
but should be suﬃciently large (nearer that of the lighter classical atoms in the
simulation) to avoid limiting the simulation timestep.
The kinetic energy and bead-bead harmonic terms of Eqn. 3.1 are dealt with,
in part, in the nve_0_vv.f90 or nvt_h0_vv.f90 subroutines of the DL_POLY
source code. As the changes in each of these codes are similar, only those snip-
pets of the NVE code are included in Appendix B for demonstrative purposes.
Newton’s equations of motion are solved for the first N atoms using the stan-
dard VV integration approach. As was mentioned previously, given the relatively
small mass of the RP beads, there is a rather large disparity of timescales at play
and their conventional time evolution is ineﬃcient and undesirable. Instead, as
is standard for the implementation of PI-based approaches, a symplectic integra-
tion scheme is adopted whereby the system evolves according to a symmetric split
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propagator [99],
e−∆tL ≃ e−(∆t/2)LU e−∆tL0e−(∆t/2)LU . (3.2)
L0 is the Liouvillian associated with the free RP Hamiltonian (the second and third
terms of Eqn. 3.1) and LU that of the external potential (last term of Eqn. 3.1).
In this way, by transforming to a normal mode representation and exploiting fast
Fourier transforms (FFTs) to time evolve what is eﬀectively a ring of coupled har-
monic oscillators, the RP bead positions and momenta can be evolved exactly with
respect to the free RP Hamiltonian. This time evolution scheme is incorporated
into the nve_0_vv subroutine, and summarized in the following steps [99]:
1. Half step the beads’ momenta (here, pα = mbvα) under the influence of the
external potential U(q,Q),
pα(t+
1
2∆t)← pα(t)−
∆t
2
∂U((q,Q))
∂qα
.
2. Transform both the position and momenta from the bead representations
to the normal mode representation (done using FFTs), where Cαµ is the
orthogonal transformation matrix [99] for even n,
p˜µ ←
n∑
α=1
pαCαµ and q˜µ ←
n∑
α=1
qαCαµ.
3. Full step the beads position and momenta under the free RP Hamiltonian,p˜µ(t+∆t)
q˜µ(t+∆t)
←
 cos (ωµ∆t) −meωµ sin (ωµ∆t)
(meωµ)−1 sin (ωµ∆t) cos (ωµ∆t)

p˜µ(t)
q˜µ(t)
 ,
where ωµ = 2ωn sin (µpi/n).
4. Transform back from the normal mode representations to the bead represen-
tation,
pα ←
n−1∑
µ=0
Cαµp˜µ and qα ←
n−1∑
µ=0
Cαµq˜µ.
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5. Update the forces using the new atomic positions,
∂U(q,Q; t+∆t)
∂qα
← ∂U(q,Q; t)
∂qα
.
6. Half step the beads’ momenta using updated the forces,
pα(t+∆t)← pα(t+ 12∆t)−
∆t
2
∂U(qα,Q1, ...,QN)
∂qα
.
Here, the transformations to and from the normal mode representation (steps 2 and
4 above) are achieved with the FFTW3 [106] package. This scheme is similar to
the previously described VV scheme, except now, the bead momenta are updated
according to the external forces, and forces due to the spring terms separately.
Specific pieces of the code that execute this mixed time evolution scheme are
included as part of Appendix B.1.
Staying true to the PI Hamiltonian
While exploiting FFTs enables the eﬃcient time evolution of the RP-containing
system, treating the bead-bead harmonic interactions exactly, the energy contri-
butions associated with this term of the Hamiltonian must also be incorporated
into the full system energy of the simulation. Moreover, the default mode for
DL_POLY is to include electrostatic interactions between all atoms not directly
bonded to one another. However, this is not representative of the RP Hamilto-
nian, and so a new harmonic “bond” functional is defined, called with bdbd within
DL_POLY whose purpose is twofold: it enables us to add the bead-bead interac-
tion energy to the full system energy, and by defining null bead-bead interactions
between all non-neighboring RP beads (using a force constant of zero), bead-bead
electrostatics are excluded and a simulation true to the full system Hamiltonian
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described above is ensured. This modification, provided in Appendix B.2, is made
to bonds_forces.f90.
3.2.2 Short-ranged electrostatic cutoﬀs
Treating the attractive electrostatic interactions between the (negatively) charged
RP beads and the surrounding (positively) charged environment calls for additional
modifications to be made to the DL_POLY source code. Because electrostatics
are the only mode by which the RP electron interacts with the surroundings, we
impose a short range cutoﬀ to ensure the relatively light RP electron beads do not
become coulombically bound to oppositely charged atom(s). Because DL_POLY
includes these electrostatics without the cutoﬀ by default, to avoid double counting
the electrostatics, we simply correct for those interactions that occur within the
cutoﬀ distance; here, we have called the correction for the short range cutoﬀs a
van der Waals interaction crlk, treated within vdw_forces.f90. The relevant
code is provided in Appendix B.3. Note: This implementation assumes a direct
treatment of the vdW interactions; that is, DL_POLY must calculate directly,
instead of interpolating from a spline, the vdW interactions (for reasons mentioned
below). The user must ensure they are signalling DL_POLY to do this with the
keywords vdw direct within the CONTROL input file. Additionally, the specific
correction made in the code (shown above) assumes a force-shifted treatment of the
electrostatic interactions at the long range cutoﬀ, also set within the CONTROL
file, using the keyword shift.
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3.2.3 Eﬃcient bead count coordinate sampling
Lastly, we touch on incorporating the umbrella sampling constraints, in this case,
harmonic biasing potentials, to facilitate the statistical sampling of energetically
unfavorable configurations. Because these processes generally take place in high
energy regions of the free energy surface, running unbiased sampling simulations
to the extent necessary to capture a statistically significant number of them is
generally not feasible. Instead, by introducing artificial biases on the system,
we can more eﬃciently accomplish ergodic sampling along the progress of these
processes using relatively short sampling runs to extract the free energy barrier
relevant to the reaction of interest.
With these constraints, one can “umbrella sample” [83] eﬃciently and ergod-
ically along the reaction coordinate to determine the free energy barrier to the
reaction of interest. The example collective coordinate included here is the RP
“bead count” variable:
fb(z1, ..., zn) =
1
n
n∑
α=1
1
2 (tanh(bzα) + 1) . (3.3)
As the reaction coordinates of interest here are collective variables—that is,
dependent on the collective positions of a given type of atoms (here, those of the
RP electron)—the constraints along them fit most naturally when defined within
DL_POLY as a form of van der Waals interaction (instead of a pairwise bond
functional). In this implementation, the bead count constraint is called between the
bd and an otherwise interaction-less ghost atom types in the vdW list of the FIELD
input file. Additionally, given the dependence on many interatomic distances,
direct evaluation of this term is performed by averaging over the RP beads within
the DL_POLY subroutine vdw_forces.f90. The code modifications made are
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provided in Appendix B.4. For similar purposes, constraints for the RP center
of mass and collective solvent reaction coordinates are available with directives
bdus and csc, respectively. When considering alternative reaction coordinates,
the associated long range force-shifted corrections should be included as a part of
vdw_direct_fs_generate.f90 code, if necessary.
3.3 Suggested Improvements to this Implementation Ap-
proach
While there certainly exist more general and robust ways to accomplish incorpo-
rating path integral-based simulation abilities into DL_POLY, this was not the
primary objective of the eﬀorts outlined above. Below, we list some suggested
improvements toward a more user-friendly implementation:
• modify the PIMD input file to include
1. the physical and/or fictitious masses of the RP beads
2. a flag which indicates whether a statistical or dynamical PI-based run
is to be performed
3. the spring term describing bead-bead interactions
4. an indicator that tells DL_POLY to assume direct evaluation of the vdW
interactions (or an alternative approach to adding collective coordinates
used for umbrella sampling purposes)
• incorporate the RP in a way that is independent of the order of molecules
provided to DL_POLY in the input files, instead of ensuring it is always the
last N -beads indexed
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• modify the treatment of either form of coulombic interaction being called to
automatically correct for any short range cutoﬀs being imposed
• negate unwanted bead-bead electrostatic interactions via an exclusion list,
instead of defining null interactions between non-neighboring beads in the
FIELD file
Moreover, the implementation detailed above is limited to a system of conven-
tionally simulated classical atoms and the addition of a single explicit electron. In
theory, the PI-based theory has potential to be extended to systems with multiple
(interacting) explicit electrons in the system but not, however, without significant
modifications—the implementation here may only act as a guide to how one might
begin thinking about incorporating this idea for multi-electronic state systems.
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CHAPTER 4
SIMULATING ELECTRON TRANSFER IN TRANSITION METAL
COMPLEX SYSTEMS: FUTURE DIRECTIONS
Dye-sensitized solar cells (DSCs) are a lower cost solution to converting sun-
light to electricity than traditional silicon cells. In recent years, transition metal
complexes (TMCs) have played an increasingly prominent role in liquid electrolyte
DSCs [19–22]. Whereas traditional DSCs employed an iodide/triiodide electrolyte
solution, TMC-based electrolytes have been of great interest lately due to their
tunable molecular nature which can be optimized to overcome the shortcomings of
the traditional redox shuttle like its high dye regeneration overpotential and com-
petitive light absorption [19,107]. However, the introduction of new redox shuttles
calls for reoptimizing the entire system. In Figure 4.1 we show a schematic dia-
gram of the working principles of a DSC to highlight the complexity of the system
kinetics at play and really underscore the need for theoretical approaches capable
of studying each of these steps and their interdependence. The ideal pathway in-
volves the excitation of the sensitizing dye by incident sunlight (k1), the injection
of an electron from the dye to a semiconductor coating on one electrode (k2), and
then the regeneration of the dye by a redox shuttle (k3) followed by its reduction at
the counter electrode (k4). Competing pathways include the recombination of an
electron from the semiconductor surface to the either the oxidized dye (k5) or re-
dox shuttle molecules (k6). The energy level alignment of the diﬀerent components
of the system, and in particular the injection potential (∆Ginj) and regeneration
potential (∆Greg), play a large role in dictating the eﬃciency of these systems and
clearly will depend on their chemical makeup.
We are interested in using the explicit electron path integral (eePI)-based ap-
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Figure 4.1: Schematic representation of the operating principles of a liquid elec-
trolyte DSC showing the various electron transfer pathways (k, described in the
text) and relevant energy level oﬀsets (∆G). Reprinted with permission from Zhe
Sun, Mao Liang, and Jun Chen. Kinetics of iodine-free redox shuttles in dye-
sensitized solar cells: Interfacial recombination and dye regeneration. Accounts of
Chemical Research, 48(6):1541–1550, 2015. Copyright 2015 American Chemical
Society.
proach described in Chapter 2 above to study the electron transfer kinetics for dif-
ferent combinations of redox shuttles and dye molecules. In particular, we would
like to look at these processes in systems relevant to DSCs, like the regeneration of
a zinc porphyrin-based dye by a cobalt-based redox shuttle [21]. However, though
initially motivated by these systems, the above eePI study only begins to assess
the appropriateness of using this particular PI-based protocol to describe bimolec-
ular electron transfer involving TMCs. When considering the extension of this
approach to a more general set of TMCs and systems of increasing complexity,
several questions of more fundamental interest remain:
1. Are we able to accurately capture the distance dependence of the rate of
electron transfer in TMC systems with this approach? And if so, could we use
these studies to distinguish between statistical and dynamical contributions
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to these trends for ligands of varying chemical nature, or solvents of diﬀerent
polarity?
2. Do these simulations, even when parameterized to an intermediate, “tran-
sition state” model, maintain predictive power for less symmetric electron
transfer reactions? Or is it possible to get decent estimates of cross-exchange
rates from simulating sets of (symmetric) self-exchange processes?
3. How strongly does the particular partial charge scheme or solvent model
used influence the free energy barrier extracted with this method? Are any
discrepancies dampened with increasing complexity of the TMCs?
Answers to questions like these will inform, and ultimately shape, the utilization
of eePI simulations for describing these phenomena. In this chapter, we propose
some next steps toward addressing them. After introducing the model system
motivated by DSCs, we begin with a brief overview of electron transfer rate theory.
Then, we revisit each of the questions from above and, using the proposed model
system, oﬀer some next steps geared towards addressing them.
4.1 Introducing the New Model System
To provide a reference point for the discussion below, we briefly mention here the
system that we have taken the initial steps toward modeling. Though quite a bit
more complex than the cobalt(III/II) hexammine system studied above, we have
chosen a Zn-based porphyrin known as SM371 [21], and the more routinely used
tris(2,2’-bipyridine)cobalt(III/II) redox shuttle, referred to herein as Co(bpy) [107].
Not only will this case serve as a somewhat extreme test of the eePI protocol, but,
this could also be the beginning steps of the extension of the eePI approach to
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a DSC system. Moreover, there are literature values associated with these (or
similar) molecules’ inner sphere reorganization energies, which will be useful when
determining the rate [34,108].
4.2 A Brief Recollection of Electron Transfer Theory
The theory of bimolecular electron transfer is well-established, and we take ad-
vantage of this here to explore the boundaries of the eePI approach, referring the
reader to the literature for more in-depth reviews of the theory [58, 109, 110]. In
Marcus’ solvent polarization model [110, 111], as refined by Libby [112], electron
transfer can be described generally as a rare event event in which thermal fluc-
tuations of the system environment serendipitously result in the formation of an
“activated complex” at the point of degeneracy between the reactant and product
states. The electronic transition can take place at this point, free of any energetic
cost, after which the environment would adapt to the new charge distribution.
With the eePI approach, we use classical molecular dynamics to describe all
but the electron, which we represent as a 1024-bead RP to account for the eﬀects
of quantum tunneling and zero point energy. In Chapter 2, we express the rate of
electron transfer consistent with the Ring Polymer Molecular Dynamics (RPMD)
formalism (kRPMD, Eqn. 2.9), as a contribution from two independently computed
terms: a statistical term, kTST (Eqn. 2.10), the transition state theory rate con-
stant, and a dynamical term, κ(t) (Eqn. 2.11), whose infinite time limit describes
the probability of the system recrossing the dividing surface after having reached
the product state. While this rate formulation is independent of the choice of di-
viding surface [11], one should be careful when comparing these individual terms to
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alternative forms (below), to maintain consistency by restricting their comparison
to situations where the conventional transition state description is used.
In general, the rate constant of electron transfer can be written as
kET = κelνnkn (4.1)
when nuclear tunneling eﬀects are neglected [29]. Again, κel is the electronic trans-
mission coeﬃcient which, though it bears the same physical significance, it is de-
noted diﬀerently here to distinguish it from that which is evaluated by the RPMD
approach. νn is an eﬀective vibrational frequency of the activated complex, and
kn is a nuclear factor which accounts for the energy barrier associated with the
configurational reorganization of the system.
In the context of this chapter, one particularly notable feature of our evaluation
of kRPMD via the eePI approach is its applicability to both adiabatic and nonadi-
abatic reactions. On the other hand, the functional form of the factor of κelνn in
Eqn. 4.1 depends on whether the process is nonadiabatic (κel << 1), where there
is minimal electronic coupling between the reactants, or adiabatic (κel ∼ 1), when
this coupling is strong. In the nonadiabatic case, the rate constant of electron
transfer between reactants at a distance r apart is
knaET =
H20
~
(
pi
λkBT
)1/2
e−σ(r−r0)e−
(λ+∆G0)2
4λkBT , (4.2)
where H0 is the the electronic coupling matrix element at the close-contact sepa-
ration r0 of the reactants. λ is the total reorganization energy—the total energy
required to push the system into the nuclear configuration of the products without
the electronic transition having taken place—which, as we recall from Chapter 2,
consists of an inner contribution (λin) associated with intramolecular changes (bond
distances, angles, etc.), and an outer contribution (λout) associated with reorga-
nization of the surrounding environment. The rate of decrease of the electronic
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coupling with separation distance r is denoted by σ, and ∆G0 is the Gibbs free
energy change of the reaction. In the case of adiabatic electron transfer, given the
strong coupling between the reactants, the electronic transition is generally much
faster than the surrounding nuclear modes (κel ∼ 1) and the rate at separation
distance r is expressed as
kadET = νne−σ(r−r0)e−
(λ+∆G0)2
4λkBT . (4.3)
A notable distinction between the eePI approach to determining the rate and the
rate expressions described here is the definition of the reaction coordinate along
which the free energy diﬀerences are determined.
4.3 Exploring the Distance-dependence on the Electron
Transfer Rates Predicted using the eePI Approach
Are we able to accurately capture the distance dependence of the rate of electron
transfer [113] in TMC systems with this approach? And if so, could we use these
studies to distinguish between statistical and dynamical contributions to these trends
for ligands of varying chemical nature, or solvents of diﬀerent polarity?
The fact that the RPMD rate kRPMD is determined by evaluating the free
energy barrier separate from the dynamical correction κel is particularly well suited
to study reactant separation distance-dependences . The first exponential term
(that with explicit distance-dependence) of both of the rate equations above can
be grouped in with the remainder of the dynamical terms that precede it and
compared to the trends observed for the infinite time limit of κ(t) using RPMD at
diﬀerent reactant separation distances. As is shown below, the distance dependence
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of this term may also arise from its influence on the reorganization energy (see
Eqn. 4.4 below). The remaining term, kn = exp
[
− (λ+∆G0)24λkBT
]
, only exhibits the
distance dependence inherent in λ, and generally only in the contribution from
λout [113] which can be approximated as
λout =
e2
4piϵ0
( 1
2r1
+ 12r2
− 1
r
)( 1
ϵop
− 1
ϵs
)
(4.4)
by assuming a transfer of charge e between two spheres of radii r1 and r2 with a
dielectric continuum model of the solvent, where ϵ0, ϵop, and ϵs are the vacuum
permittivity, and optical and static dielectric constants of the bulk solvent, respec-
tively. As we mentioned, in the eePI approach, this value can be approximated
using the outer sphere free energy barrier that we capture.
By comparing both the distance-dependent trends in the dynamical term we
compute (limt→∞ κ(t)), as well as the statistical term (kTST), to those described
by the diﬀerent forms of the electron transfer rate described above, we should be
able to address the ability of the eePI approach to capture the expected distance-
dependence. Moreover, by comparing such trends, it might be possible to distin-
guish between regions of separation distance that follow adiabatic versus nonadi-
abatic pathways as indicated by an agreement between the eePI trends and those
predicted by the various terms of the electron transfer rate. In combination with
a comparison to literature values (of perhaps the rate itself or the free energy bar-
rier) at particular separation distances, this analysis should provide a better sense
of the possible shortcomings of the eePI approach and be able to indicate whether
they are due to the free energy barrier calculation or a result of the transmission
coeﬃcient extracted by RPMD. One important factor to keep in mind throughout
this analysis is the possibility that the constraint we impose on the metal-ligand
bond length alters the transmission coeﬃcient we observe from our simulations, as
we discuss below.
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Once these preliminary points are established, we can begin to address how
these trends might change with a diﬀerence in the intermolecular space: How is
this aﬀected by solvent of varying polarities, or even when using diﬀerent solvent
models? Are we able to capture the expected diﬀerences that result by altering
the chemical nature of the ligand structure? While these are more fundamental
questions, their answers will certainly help set limitations and guide the use of the
eePI approach for systems relevant to DSCs.
4.4 Exploring the Potential of the eePI Approach to De-
scribe Asymmetric Electron Transfer Reactions
Do these simulations, even when parameterized to an intermediate, “transition
state” model, maintain predictive power for less symmetric electron transfer re-
actions? Or is it possible to get decent estimates of cross-exchange rates from
simulating sets of (symmetric) self-exchange processes?
In the eePI study detailed above (Chapter 2), we treated the self-exchange
reaction by fixing the metal-ligand bond lengths to their “transition state” values
after noting a minimal diﬀerence in the computed outer sphere free energy barrier
to that found using a flexible bond. Moreover, because each reactant species
maintains its (roughly) spherical symmetry irrespective of its oxidation state, this
seems a reasonable representation if we would only like to compute the free energy
barrier due to the reorganization of the solvent outer sphere that accompanies the
electron transfer. However, provided that the large set of electron transfer couples
that we would like to consider can deviate in geometry quite considerably from this
simple model system (consider porphyrins, extended ligand structures, etc.), we
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need to further explore possible limitations of this constrained transition state-like
approach.
As we alluded to earlier, one should more closely explore the implications of
fixing the metal-ligand bond lengths on the transmission coeﬃcient we extract
from the simulation. Could it be that by fixing this bond length, we diminish
much of the contribution to the nuclear vibration, and an as a result, overestimate
our κ(t) at long times?
For adiabatic electron transfer in the normal regime, the Marcus cross-
relation [114] can be employed as a useful point of departure for the analysis of our
predicted rate values. 1 This cross-relation estimates the cross-exchange rate k12
between two chemically distinct moieties using their self exchange rates k11 and
k22 as
k12 = (k11k22K12f12)
1
2 (4.5)
with
lnf12 =
(lnK12)2
4 ln(k11k22/Z2)
(4.6)
whereK12 is the equilibrium constant of the cross reaction and Z is the bimolecular
collision frequency in solution. What we do know about the pitfalls of the Marcus
cross-exchange relationship [115–117] may oﬀer valuable insight to help explain
any deviations in our rate predictions from expected values. There is reason to
believe that the more constrained our transition state representation, the closer
the agreement with the Marcus cross-relation provided the eﬀective dampening of
intramolecular motions.
1If necessary, a similar relationship can also be used in the case of nonadiabatic reactions [58].
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4.5 Exploring the “Potential” for Force Field Dependence
How strongly does the particular partial charge scheme or solvent model used in-
fluence the free energy barrier extracted with this method? Are any discrepancies
dampened with increasing complexity of the TMCs?
We would like to determine how sensitive our computed free energy barriers are
to the details of the partial charge assignment schemes and the adopted force field
description. Comparing the influence each of these aspects has on the SM371 and
Co(bpy) systems should help provide a sense of whether or not such dependences
are diminished with increasing complexity.
4.6 Summary
In summary, we list suggested next steps toward addressing the questions discussed
above. One should note that the most logical execution of these investigations is
not as sequential as we describe above, and in fact, may be nearer the reverse order
of their presentation above. First, we want to understand the implications of our
choice of force field and then we can study the limitations of diﬀerent ‘transition
state’ representations in the eePI approach. Then, after having optimized the
protocol with respect to these two aspects, we can begin to explore the ability
of the eePI protocol to capture the distance dependence on the rate of electron
transfer.
• Optimize the force field by testing the dependence of the outer sphere free
energy barrier to electron transfer computed using the eePI protocol on the
50
choice of the (1) partial charge scheme, (2) solvent model, and (3) electron
transfer reaction coordinate.
• Apply the eePI approach to compute the outer sphere free energy barrier and
transmission coeﬃcient for the SM371 and Co(bpy) self-exchanges, as well
as their cross-exchange, for transition state representations where the TMCs
are described as having multiple levels of rigidity: (1) fully rigid bodies, only
free to rotate, (2) flexible, without constrained bonds, angles, etc., and (3)
a few variations in between these limiting cases, where the portion of the
molecule associated with the defined “inner sphere” is treated more rigidly
than the extended ligands, or perhaps a united atom approach is adopted for
bulky ligand structures.
• For each level of rigidity, compare the cross exchange rate determined through
the eePI simulations with those: (1) known from the literature, and (2) pre-
dicted using the appropriate cross-relations with the computed self-exchange
rates – Does this comparison tell us about the boundaries of the eePI ap-
proach? Is there an obvious best choice of how we define our “transition
state”?
• Having optimized the force field description, redetermine the outer sphere
barrier and the transmission coeﬃcient to the self- and cross- exchanges
above to study their distance dependence, as captured by the eePI protocol.
• Compare the trends observed with the eePI protocol to the well-developed
ideas of electron transfer theory discussed above to draw conclusions re-
garding the successes and limitations of this approach to describing electron
transfer reactions of TMCs in the condensed-phase.
Provided that the explorations mentioned above indicate a bright future for the
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eePI protocol, the answers to these very fundamental questions will certainly help
us to best define our simulation parameters for the longer range goal of studying
TMCs relevant to DSCs.
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CHAPTER 5
QUANTIFYING THE ERROR OF TIME CORRELATION
FUNCTIONS IN THE SEMICLASSICAL MIXED QUANTUM
CLASSICAL INITIAL VALUE REPRESENTATION
5.1 Introduction
Semiclassical methods have had the most success describing complex chemical
dynamics when the inclusion of quantum eﬀects like coherence and tunneling is
necessary. However, despite significant progress in the field, these methods are
not presently applicable to many-body systems. Consider simulating the energy
transfer that takes place when a highly excited NO molecule is scattered oﬀ of
a gold surface [28]; ideally, to minimize computational expense, the components
of the system involved directly in the energy transfer (i.e., the NO molecule and
the Au atoms in the vicinity of its incidence) in the most quantum (full semiclas-
sical) limit, and treat those surrounding atoms in the classical limit. The mixed
quantum-classical initial value representation (MQC-IVR) recently introduced by
Antipov et al. [2] is a dynamically consistent way of doing this. They show how the
MQC-IVR enables one to tune, by individual system degrees of freedom, between
the full semiclassical- and classical-limits of the double Herman-Kluk (HK) time
correlation function. However, the approximate nature of the mixed limit—where
some degrees of freedom are treated in the full semiclassical limit, and others in
the classical limit—is not well understood. Moreover, with increasing dimension-
ality, there is inherently more guesswork in the parameterization schemes involved
in these calculations. The motivation of the work described herein is twofold: we
would like to quantify the error associated with diﬀerent choices of the “tuning
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parameter” within the mixed-limit of the MQC-IVR framework, and then, using
this information, optimize the MQC-IVR with respect to each of the simulation
parameters as a step toward its application to systems of higher-dimensionality.
We explore here two possible routes of assessing the relative error associated
with the MQC-IVR method. The first approach utilizes a series-based represen-
tation to compute the first order physical correction to the correlation function.
Then, we consider an alternative way of deriving a correction term to report more
generally on the error associated with the approximate propagation scheme. This
second approach is more computationally friendly, and we believe could oﬀer more
general guidance than comparing the observable of interest directly.
We begin this chapter with a brief introduction to the semiclassical approxima-
tion of the quantum propagator, focusing on the initial value representation and
its application to the evaluation of time correlation functions in Section 5.2.1. To
preface the concepts exploited in the MQC-IVR, we share some “tricks” commonly
used to evaluate the semiclassical expressions of interest. Then, the MQC-IVR
approach to approximating quantum time correlation functions is more formally
introduced.
Section 5.2.2 provides an overview of the semiclassical correction term intro-
duced by Pollak et al. [118] to systematically improve the semiclassical evaluation
of the quantum propagator. In the first approach to quantifying the error, we
expand the correlation function in a series with this correction operator; by con-
vention, the zeroth order term of the series propagator is that generally considered
for semiclassical treatments, and every nth term thereafter is assumed nth order
in this correction operator. Here, we derive the first order correction term for a
general time correlation function using the MQC approach and look at the extreme
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limiting cases. Then, we test its application to approximating the physical error
in the average position of the one-dimensional anharmonic model system relative
to the exact quantum result. However, initial analysis indicates that, at least for
for the model system tested, it is computationally intractable for the timescales of
interest. We explore the root of this limitation here.
In Section 5.2.4 we introduce a second approach that, while less physically
motivated, proves to be a more feasible route to systematically quantify the relative
error between diﬀerent levels of tuning in the MQC-IVR. We demonstrate that
with minimal computational eﬀort, one is able to extract a relative measure of
error specific to the chosen MQC-IVR tuning parameters. This approach also
shows promise as a general metric one can use to not only assess the relative error
of diﬀerent choices of tuning parameters, but also to guide the choice of other
simulation parameters, like the (arbitrary) coherent state widths, in an attempt to
minimize sampling eﬀorts.
5.2 Methodology
5.2.1 The semiclassical initial value representation
Semiclassical methods, or approaches that exploit sampling semiclassical trajecto-
ries evolved from initially quantized distributions, oﬀer a route to approximating
the quantum propagator to describe chemical dynamics in a way that is capable
of capturing quantum eﬀects like coherence and tunneling. The original, semiclas-
sical Van Vleck-Gutzwiller approximation to the quantum propagator [119, 120]
can be derived by taking the stationary phase approximation to its Feynman PI
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representation [121]. However, the evaluation of this expression requires solving a
boundary value problem, a prohibitive task for high-dimensional systems. More-
over, an additional numerical obstacle is faced due to the fact that this expression
is divergent at turning points of the classical trajectories.
An alternative, semiclassical initial value representation (SC-IVR) approxima-
tion to the quantum propagator can be derived by exploiting a transformation from
a sum of trajectories of the integral over final positions to that of initial momen-
tum [122–125]. It has the added advantage that it lifts the singularities from the
integrand. The coherent state form of the SC-IVR, originally proposed by Herman
and Kluk (HK) [123], is expressed as
e−
i
~
Hˆt = 1(2pi~)N
∫
dq0
∫
dp0Ct(p0,q0, γ0, γt)e
i
~
St(p0,q0)|ptqtγt⟩⟨p0q0γ0| (5.1)
for an N -dimensional system. The sets of initial momenta and positions (p0,q0)
of individual trajectories are classically time-evolved by t to (pt ,qt), where γ0 and
γt denote the coherent state widths. Here, St(p0,q0; t) is the classical action along
the trajectory,
St(p0,q0; t) =
∫ t
0
dt′[p(t′)q˙(t′)− H(p,q; t′)], (5.2)
and Ct(p0,q0, γ0, γt) is the HK prefactor
Ct(p0,q0, γ0, γt) = det
(
1
2
[
γ
1
2
t Mqqγ
−12
0 + γ
−12
t Mppγ
1
2
0
− i~γ
1
2
t Mqpγ
1
2
0 +
i
~
γ
−12
t Mpqγ
−12
0
])1/2 (5.3)
with monodromy matrix elements Mjk = ∂jt∂k0 . The superposition of the matrix
element probability amplitudes describing the semiclassical propagator acting on
some initial state |qi⟩ for time t until it reaches its final state, |qf⟩, across large
ensembles of classical trajectories is what enables these approaches to capture
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quantum eﬀects like coherence and tunneling. The position space coherent state
wavefunctions are defined as
⟨x|pqγ⟩ =
(
det(γ)
piN
)1
4
exp
[
−12(x− q) · γ · (x− q) +
i
~
p · (x− q)
]
. (5.4)
Moving forward, explicit inclusion of the the coherent state widths are left out of
our notation.
The Filinov transformation
Now, as an integral over initial points in phase space, the HK SC-IVR lends itself
to standard Monte Carlo (MC) integration techniques for computing transition
amplitudes. However, in its purest form, it poses a challenge to straightforward
MC evaluation as the oscillatory nature of the integrand often results in poor
sampling statistics. While some oscillatory features are essential for capturing
quantum behavior, others just introduce ‘noise’ and contribute little to the overall
integral. Over the years, in an attempt to extend semiclassical simulations to larger
systems, several integral-filtering techniques have been employed [124]; the primary
goal of these techniques is to dampen the ‘noisey’ oscillations and thus facilitate
the evaluation of the integral by MC sampling. The Filinov transformation is of
the most promising of the eﬀorts. Here, an integral of the form
I =
∫
dz g(z)eiϕ(z) (5.5)
is written as
I(c) =
∫
dz g(z)eiϕ(z)F (z, c), (5.6)
where z is an N -dimensional vector, g and f are, in general, complex functions,
and F (z, c) is the smoothing factor given by
F (z, c) = det
(
I+ ic∂
2ϕ
∂z2
)1/2
exp
[
−12
∂ϕ
∂zc
∂ϕ
∂z
]
. (5.7)
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The diagonal Filinov parameter matrix, c, takes on positive values and determines
the level of approximation being introduced by this approach. When c = 0, the
original integral is recovered, and when c → ∞, one is left with the stationary
phase approximation to the integral. By choosing optimized intermediate values
of c, one aims to smooth the integrand to a point where MC statistics are improved,
but the necessary description of quantum eﬀects is maintained.
Real-time correlation functions
Real-time correlation functions provide a means of extracting dynamical macro-
scopic properties like chemical reaction rates, diﬀusion coeﬃcients, and infrared
absorption spectra from the microscopic physical quantities of systems in thermal
equilibrium. Semiclassical methods oﬀer a means to calculate these properties by
evolving classical trajectories from quantum distributions. Consider the quantum
mechanical time correlation function between operators Aˆ and Bˆ, written generi-
cally as
CAB(t) = Tr
[
Aˆe i~ HˆtBˆe− i~ Hˆt
]
, (5.8)
where Hˆ is the Hamiltonian governing the system of interest. Straightforward
substitution of the HK SC-IVR of the propagator is possible such that one arrives
at an expression containing a double-phase space integral:
CAB,0(t) = (2pi~)−2N
∫
dq0
∫
dp0
∫
dq′t
∫
dp′t
× Ct(p0,q0)C−t(p′t ,q′t)
× e i~St(p0,q0)e i~S−t(q′t,p′t)
× ⟨p0q0|Aˆ|p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩.
(5.9)
Instead of single trajectories, Eqn. 5.9 can now be evaluated by the classical evo-
lution of sets of forward and backward trajectories. For one such set, a trajectory
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beginning with initial conditions (p0, q0) is time evolved for t under the system
Hamiltonian to (pt, qt). The operator Bˆ then acts on the system, resulting in a
distribution of jumps in position and momentum, to arrive at initial conditions for
backward trajectories; lastly, the system is time evolved −t from each new initial
condition, (p′t, q′t), to (p′0, q′0). While a seemingly straightforward approach, given
the increased dimensionality and the fact that it contains two HK prefactors, the
resulting integrand of Eqn. 5.9 is, in general, even more oscillatory than that of the
SC-IVR transition amplitude, and so plagued by even worse numerical challenges.
The forward-backward IVR
Instead of evaluating the time correlation function as a set of two trajectories,
separated by a distribution of jumps due to operator Bˆ, combining the forward
and backward stretches to form a single forward-backward semiclassical trajec-
tory [126], has proven one of the more fruitful approaches. The basic concept and
advantages of the forward-backward initial value representation (FB-IVR) are pre-
sented here to preface its use below. This approach is based upon the assumption
that the operator Bˆ is a unitary operator; writing it in the general form e−iϕ(p,q), a
single semiclassical trajectory can be considered whereby the system experiences a
sequence of operations: e i~ Hˆte−iϕ(p,q)e− i~ Hˆt . In between the forward and backward
trajectories, the system experiences an instantaneous jump specific to the operator
Bˆ of interest. A schematic of FB-IVR approach is provided in Figure 5.1. The
solid black lines represent the classical trajectories, and the dotted gray line the
jump due to operator Bˆ.
We consider the benefits of using this approach for a situation like that de-
scribed below, where the average position is evaluated by considering the real-time
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′
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t
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Figure 5.1: Schematic of the FB-IVR approach, showing a single forward-backward
trajectory, for computing time correlation functions according to a SC-IVR of the
propagator.
correlation function rewritten in terms of the integrals over the jumps due to Bˆ,
specifically for Bˆ = qˆ and Aˆ ≡ |Ψi⟩⟨Ψi| where |Ψi⟩ are coherent states. We can
simplify this expression by performing the integral over the initial position of the
backward trajectory (q′t). This is numerically advantageous because it reduces the
double phase space integral of expression (Eqn. 5.9) to a single phase space integra-
tion plus an additional integration over the momentum jump variable. Moreover,
the forward-backward trajectory scheme also aids in cancellation of both the un-
desirable oscillatory phase of the integrand, as well as the magnitude of the HK
prefactors. With increasing dimensionality, these nice features become increasingly
necessary.
The MQC-IVR
The MQC-IVR is a promising method that exploits both of these concepts: it em-
ploys the Filinov filtration technique, introduced in line with the FB-IVR approach.
It was proposed as a way to describe chemical dynamics via real-time correlation
functions in a way that enables tuning between their full semiclassical and classical
limits by individual degrees of freedom. With the ability to assign each degree of
freedom its own “tuning parameter”, it is possible to quantize only a few impor-
60
tant degrees of freedom in the presence of a more classically-behaved environment.
The hope is that this will provide a dynamically consistent means to facilitate the
extension of these semiclassical approaches to more complex molecular systems
in a way that maintains their accuracy but makes them more computationally
tractable.
We now review the MQC-IVR approach to evaluating a general matrix element
of the form
⟨qf |Uˆ |qi⟩ = ⟨qf |e i~ HˆtBˆe− i~ Hˆt|qi⟩. (5.10)
Substituting the HK form of the SC-IVR in place of the exact propagator, Eqn. 5.10
can be written as
⟨qf |Uˆ |qi⟩ =(2pi~)−2N
∫
dq0
∫
dp0
∫
dq′t
∫
dp′tCt(p0,q0)C−t(p′t ,q′t)
× e i~St(p0,q0)e i~S−t(q′t,p′t)⟨qf |p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩⟨p0q0|qi⟩.
(5.11)
The modified Filinov filtering technique is applied to Eqn. 5.11, where the complex
phase considered is [2]
ϕ(z) =St(p0,q0) + S−t(p0,q0) +
i
2(q0 − qi) · γ0 · (q0 − qi) + p0 · (q0 − qi)
+ i2(q
′
0 − qf ) · γ0 · (q′0 − qf )− p′0 · (q′0 − qf )
+ i4∆q · γt ·∆q +
i
4∆p · γ
−1
t ·∆p +
1
2(p
′
t + pt) ·∆q,
(5.12)
where ~ = 1, z = (q′t,p′t,q0,p0), ∆x = x′t − xt, x ∈ (p,q) can be considered
“jumps” at time t of the classical trajectory due to the operator Bˆ, which is assumed
here to have no contribution to the complex phase. The unique feature of the
MQC-IVR method is the way it takes advantage of this filtering approach to tune
the level of approximation for individual system degrees of freedom through the
Filinov parameter matrix.
To apply the filtering procedure, the derivatives of the phase are expressed
61
in terms of matrices K and J, vector y (whose explicit forms are left out here
for brevity), such that ∂ϕ(z)
∂z = Ky, and assuming the monodromy matrix has no
explicit dependence on the integration variable ∂2ϕ(z)
∂z2 = K
∂y
∂z = KJ [127]. Finally,
the Filinov damping factor (Eqn. 5.7) can be rewritten as [2]
F(z; c˜) = det(K
T + ic˜TJ) 12
det(KT) 12
exp
[
−12y · c˜ · y
]
, (5.13)
where c˜ = KTcK, such that Eqn. 5.11 can then be expressed as
⟨qf |Uˆ |qi⟩ =(2pi)−2N
∫
dq0
∫
dp0
∫
d∆q
∫
d∆p eiSt(q0,p0)eiS−t(q
′
t,p′t)
× Ct(p0,q0)C−t(p′t ,q′t)
det(KT + i c˜TJ) 12
det(KT) 12
e− 12∆q ·cq ·∆qe− 12∆p·cp·∆p
× ⟨qf |p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩⟨p0q0|qi⟩.
(5.14)
Substituting this into the expression for the real-time correlation function Eqn. 5.8,
on arrives at the MQC-IVR form for an N -dimensional system:
CAB,0(t) =(2pi)−2N
∫
dq0
∫
dp0
∫
d∆q
∫
d∆p eiSt(q0,p0)eiS−t(q
′
t,p′t)
× Ct(p0,q0)C−t(p′t ,q′t)
det(KT + i c˜TJ) 12
det(KT) 12
e− 12∆q ·cq ·∆qe− 12∆p·cp·∆p
× ⟨p0q0|Aˆ|p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩,
(5.15)
where the |qi⟩⟨qf | is the assumed form of Aˆ. In one instance, this method is
applied to calculate the average position ⟨x0(t)⟩ of a one-dimensional anharmonic
model system defined by the potential,
V (x) = 12mxω
2
xx
2 − 0.1x3 + 0.1x4, (5.16)
where, mx = 1 a.u. and ωx =
√
2 a.u. This is simplified by considering the limit
γt →∞ for the correlation function described by Eqn. 5.15 such that the integral
over ∆q can be taken analytically [128,129]. Here Aˆ = |Ψi⟩⟨Ψi|, |Ψi⟩ is a coherent
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state |piqi⟩ with initial momentum pi = 0 and position qi = 1, and Bˆ = xˆ. The
final expression,
⟨x0(t)⟩ =2−2pi− 32
∫
dq0
∫
dp0
∫
d∆p ⟨p0q0|Ψi⟩⟨Ψi|p′0q′0⟩
× ei[St+S−t]xtDq(p0, q0,∆p, cp) e− 12 cp∆p ,
(5.17)
is then evaluated numerically using MC techniques with the sampling function
ω(p0, q0,∆p) = |⟨p0q0|Ψi⟩|2e− 12 cp∆p . (5.18)
To summarize the results of the one-dimensional anharmonic oscillator, we
repeat these calculations. Figure 5.2 compares the MQC-IVR correlation functions
for a range of choices of the tuning parameter cp, with the exact quantum result
included for comparison. Nearest the full semiclassical limit, where cp = 0.05, the
oscillations at long times are captured with a somewhat reduced amplitude. For
cp = 100, the correlation function was shown to be almost indistinguishable from
the classical result (not included here for clarity), unable to capture the recurrence
in oscillations. The intermediate values of cp demonstrate the ability of the MQC-
IVR to systematically tune between the full-semiclassical and classical limits of
the real-time correlation function.
While the one-dimensional case underscores the tunability of the MQC-IVR,
the extension to the two-dimensional model system highlights the utility of this
sort of approach for describing complex systems. In this case, a heavier, harmonic
mode is coupled to the previous anharmonic oscillator to illustrate how for complex
systems, the coupling between modes may dampen quantum coherence eﬀects. In
the MQC-IVR framework, this corresponds to accurately describing quantum ef-
fects using a relatively large tuning parameter and far less computational eﬀort [2].
An interesting observation noted in the original paper is that the tuning parame-
ters necessary to achieve decent agreement with exact results depends largely on
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Figure 5.2: The average position ⟨x0(t)⟩ of the one-dimensional anharmonic os-
cillator evaluated according to the MQC-IVR for cp = 0.05 (red), 0.1 (green), 1
(blue), 5 (cyan), and 100 (gold), compared to the exact quantum result (black).
which mode is being observed. Ideally, we would like to derive a correction term
that can more generally report on the error introduced by the MQC-IVR than
observing the correlation functions themselves; this is the primary motive behind
the work described herein.
Conveniently, methods like the Discrete Variable Representation can be used
to calculate exact quantum correlation functions for a one-dimensional system.
Therefore, by comparing these results to those obtained using the MQC-IVR, the
physical error introduced in the average position by diﬀerent levels of tuning in
the MQC-IVR is easily quantifiable. This also serves as an approximate bench-
mark for the first, series-based error quantification approach outlined below; the
leading order terms of the series are often suﬃcient for agreement with exact re-
sults [130–132], and so we compare the first order correction term derived here to
this diﬀerence between the exact quantum result and the zeroth ordered semiclas-
64
sical treatment,
δ ≡ ⟨xexact(t)⟩ − ⟨x0(t)⟩. (5.19)
In Figure 5.3, δ is plotted, for various choices of cp. In general, the more ap-
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Figure 5.3: The diﬀerence (δ) between the average position of the anharmonic os-
cillator computed exactly, ⟨xexact(t)⟩, and that according to the MQC-IVR, ⟨x0(t)⟩,
for cp = 0.05 (red), cp = 0.1 (green), cp = 1 (blue), cp = 5 (cyan), and cp = 100
(gold).
proximate, or classical the treatment (larger cp values, and thus smaller jumps at
time t), the greater the error δ. Assuming that the first order correction term is
suﬃcient for this model, δ for a given cp should compare well to our computed
⟨x1(t)⟩.
In Figure 5.4, the average of the exact position ⟨xex(t)⟩ is plotted against the
position approximated by the MQC-IVR ⟨x0(t)⟩ for diﬀerent choices of the tuning
parameter cp as a compact representation of the error introduced for diﬀerent levels
of approximation within the MQC-IVR framework which is free of post-processing
steps. Perfect agreement between the exact and semiclassical treatments would be
indicated by a path oscillating back and forth on the line y = x, whereas those
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whose paths trace the line y = −x would be indicative of perfectly out of phase
oscillations of equal magnitude in the two descriptions of position at a given time.
Out of phase behavior is just barely visible at the long time limit of the case where
cp = 100 due to the loss in amplitude of the MQC-IVR approximation at these later
times. Both a broadening of this path to form a sort of ellipse, or its tilt oﬀ of the
diagonal, indicate a deviation of the semiclassical result from the exact solution.
The width of the ellipse along the x-axis can, for example, serve as a measure of
the relative error associated with each choice of the MQC-IVR tuning parameter.
To maintain the ability to compare the error for diﬀerent values of cp at particular
points in or spans of time in this condensed perspective, the color map can be
used. Averaging along a particular time stretch of the paths over its distance from
the line y = x is another possible metric that could be used to assess the error over
a given span of time without post-processing. However, while both Figures 5.3
and 5.4 are able to indicate the approximate nature of diﬀerent choices of tuning
parameter, as we mentioned above we would like to a more general approach to
doing so. We resort to a semiclassical correction operator to guide the application
of the MQC-IVR of real-time correlation functions to increasingly complex systems
by:
1. providing a means to systematically quantify the error of the mixed-limit
regime of tuning parameter choices, and
2. minimizing the error with respect to the tuning parameters and coherent
state width.
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Figure 5.4: The semiclassically computed average position ⟨x0(t)⟩ plotted relative
to the exact ⟨xexact(t)⟩ over 70 a.u. of time (indicated by the color gradient) for
cp = 0.1, 1.0, 5.0, 100.
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5.2.2 A semiclassical correction
Comparing the Heisenberg equation of motion for a one-dimensional system with
exact propagator Kˆ,
i~
d
dt
Kˆ = HˆKˆ, (5.20)
to that with a semiclassical propagator, Pollak et al. show [118] that the SC-IVR
propagator follows the expression
i~
d
dt
Kˆ0 = HˆKˆ0 + Gˆ. (5.21)
For the HK propagator, this correction operator Gˆ is defined as [118]
Gˆ(t) = 1(2pi~)
∫
dq0
∫
dp0Ct(p0, q0, γ0, γt)e
i
~
St(p0,q0)∆V(qˆ, t)|ptqtγt⟩⟨p0q0γ0|,
(5.22)
where the explicit form of the potential diﬀerence operator ∆V(qˆ, t) depends on
the system Hamiltonian of interest (provided below for the investigated model
system). In this work, we explore two diﬀerent approaches which employ the
correction operator to systematically quantify the error in the MQC-IVR.
5.2.3 Deriving the first order physical correction to the
MQC-IVR of real-time correlation functions
The SC-IVR series method developed by Pollak et al. [133] serves as a systematic
approach to improve SC-IVR approximations through a series expansion. The
zeroth order term of the series is the standard SC-IVR propagator, and each con-
secutive term is of increasing order in the correction operator. We briefly introduce
this approach here and derive below (Section 5.2.3) the first order correction term
to the real-time correlation function in the MQC-IVR framework [2].
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Formally solving Eqn. 5.21, one can show that
Kˆ0 = Kˆ +
1
i~
∫ t
0
dτ Kˆ(t− τ)Gˆ(τ), (5.23)
and representing the exact propagator as a series, a recursion relation is found [118]:
Kˆj+1(t) = − 1
i~
∫ t
0
dτ Kˆj(t− τ)Gˆ(τ). (5.24)
The series is shown to converge quickly for multiple physically-motivated model
systems [131,133] and one can exploit this, comparing those terms that follow the
zeroth order (conventional SC-IVR propagator) term for diﬀerent SC-IVR treat-
ments to quantify their relative errors.
To compute the corrections to a real-time correlation function in the MQC-IVR,
we consider its series representation,
CAB(t) = CAB,0(t) + CAB,1(t) + · · · , (5.25)
where the jth term is assumed to be of order j in the correction operator Gˆ.
While not strictly a convergent series, the first few terms are often suﬃcient to
reproduce quantum results [133]. The zeroth order term is the original MQC-IVR
expression [2], such that the first order correction term can be written as
CAB,1(t) = Tr
[
AˆKˆ†0(t)BˆKˆ1(t)
]
+ c.c. (5.26)
Here, we attempt to take advantage of this series formalism to quantify the relative
error associated with diﬀerent tuning parameters as a way to guide there choice
within the MQC-IVR description of real-time correlation functions.
Now, we derive the first order correction term to the real-time correlation func-
tion for an N -dimensional system according to the MQC-IVR approach. We begin
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by expressing the first order correction term using the double HK initial value
representation of the position matrix element as [134]
⟨qf |Uˆ1|qi⟩ = i
~
(2pi~)−3N
∫ t
0
dτ
∫
dq0
∫
dp0
∫
dqτ
∫
dpτ
∫
dq′t
∫
dp′t
× Cτ (p0,q0)Ct−τ (pτ¯ ,qτ¯ )C−t(p′t ,q′t)e
i
~
Sτ (q0,p0)e i~St−τ (qτ¯ ,pτ¯ )e i~S−t(q′t ,p′t)
× ⟨qf |p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩⟨pτ¯qτ¯ |∆V (qˆ, τ)|pτqτ ⟩⟨p0q0|qi⟩+ c.c.
(5.27)
To perform the modified Filinov filtering transformation, we collect the complex
phase of the integrand in Eq. 5.27,
ϕ(z) = Sτ (p0,q0) + St−τ (pτ¯ ,qτ¯ ) + S−t(p′t,q′t) +
i
2(q0 − qi) · γ0 · (q0 − qi)+
p0 · (q0 − qi) + i2(q
′
0 − qf ) · γ0 · (q′0 − qf )− p′0 · (q′0 − qf )
+ i4∆q · γt ·∆q +
i
4∆p · γ
−1
t ·∆p +
1
2(p
′
t + pt) ·∆q
+ i4∆
c
q · γτ ·∆cq +
i
4∆
c
p · γ−1τ ·∆cp +
1
2(pτ¯ + pτ ) ·∆
c
q,
(5.28)
where the collective vector z = (q′t,p′t,qτ¯ ,pτ¯ ,q0,p0), we have introduced an addi-
tional “jump” in the positions and momenta of the classical trajectory∆cx = xτ¯−xτ
due to the potential diﬀerence operator (which stems from the correction opera-
tor), and following conventional wisdom we have neglected any contribution to the
phase from both operators Bˆ and ∆V (qˆ, τ).
Following the MQC-IVR approach, we evaluate the first and second derivatives
of the phase of the integrand with respect to z, rewriting them in terms of matrix
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K, vector k, and matrix J, resulting in
Ky =

T11 T12 T13
T21 T22 T23
T31 T32 T33


q′0 − qf
q0 − qi
∆q
∆p
∆cq
∆cp

, (5.29)
where
T11 =
 −M
′T
pq + iM′Tqqγ0 0
−M′Tpp + iM′Tqpγ0 0
 ,T12 =
 i2γt −12I
1
2I
i
2γ
−1
t
 ,
T22 =
 12M
T
pq − i2M
T
qqγt −12M
T
qq − i2M
T
pqγ
−1
t
1
2M
T
pp − i2M
T
qpγt −12M
T
qp − i2M
T
ppγ
−1
t
 ,
T23 =
 i2γτ −12I
1
2I
i
2γ
−1
τ
 ,T31 =
 0 iγ0
0 I
 ,
T33 =
 12M0Tpq − i2M0Tqq γτ −12M0Tqq − i2M0Tpq γ−1τ
1
2M0Tpp − i2M0Tqp γτ −12M0Tqp − i2M0Tpp γ−1τ
 ,
T13 = T21 = T32 =
 0 0
0 0
 ,
(5.30)
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and
∂2ϕ(z)
∂z2 =
∂
∂zKy = K
∂y
∂z = KJ = K

M′qq M′qp 0 0 0 0
0 0 0 0 I 0
I 0 −Mqq −Mqp 0 0
0 I −Mpq −Mpp 0 0
0 0 I 0 −M0qq −M0qp
0 0 0 I −M0pq −M0pp

,
(5.31)
respectively. The monodromy matrix elements M0 are associated with the initial
stretch of the forward trajectory prior to the jump at time τ , M with the stretch
of the forward trajectory after time τ , and M′ for the backward trajectory. The
superscript T denotes the matrix transpose. To remove the dependence of the
damping factor on the initial and final states of the system, we choose the Filinov
parameter matrix to be
c˜ =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 cq 0 0 0
0 0 0 cp 0 0
0 0 0 0 ccq 0
0 0 0 0 0 ccp

, (5.32)
where each term is as an N ×N diagonal matrix such that the exponential factor
of the modified Filinov smoothing term (Eq. 5.13) becomes
exp
[
−12y · c˜ · y
]
=exp
[
−12∆q · cq ·∆q
]
exp
[
−12∆p · cp ·∆p
]
× exp
[
−12∆
c
q · ccq ·∆cq
]
exp
[
−12∆
c
p · ccp ·∆cp
]
.
(5.33)
The MQC-IVR expression for the first order correction term of the position matrix
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element (Eq. 5.27) is then
⟨qf |Uˆ1|qi⟩ = i(2pi)−3N
∫ t
0
dτ
∫
dq0
∫
dp0
∫
d∆cq
∫
d∆cp
∫
d∆q
∫
d∆p
× Cτ (p0,q0)Ct−τ (pτ¯ ,qτ¯ )C−t(p′t ,q′t)
det(KT + i c˜TJ) 12
det(KT) 12
× e− 12∆q ·cq ·∆qe− 12∆p·cp·∆pe− 12∆cq ·ccq ·∆cqe− 12∆cp·ccp·∆cp
× ei[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]⟨qf |p′0q′0⟩
× ⟨p′tq′t|Bˆ|ptqt⟩⟨pτ¯qτ¯ |∆ˆV |pτqτ ⟩⟨p0q0|qi⟩+ c.c.,
(5.34)
where we have set ~ = 1. The MQC-IVR prefactor for the first order correction
term is defined as
D(R) ≡ Cτ (p0,q0)Ct−τ (pτ¯ ,qτ¯ )C−t(p′t ,q′t)
det(KT + i c˜TJ) 12
det(KT) 12
, (5.35)
where R = (p0,q0,∆p,∆q,∆cp,∆cq, cp, cq, ccp, ccq). The denominator of Eq. 5.35 is
simplified using the following property of 3N × 3N block matrices
det

S11 S12 S13
S21 S22 S23
S31 S32 S33
 =det([S11 − S13S
−1
33 S31]−
[S12 − S13S−133 S32][S22 − S23S−133 S32]−1[S21 − S23S−133 S31])
× det(S22 − S23S−133 S32) det(S33),
(5.36)
such that the prefactor can be expressed as
D(R) = det(2iγ0)−
1
2 det(KT + ic˜TJ) 12 . (5.37)
In this way, the first order correction term of the MQC-IVR expression of the
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real-time correlation function can be written as
CAB,1(t) = i(2pi)−3N
∫ t
0
dτ
∫
dq0
∫
dp0
∫
d∆cq
∫
d∆cp
∫
d∆q
∫
d∆p
×D(R)e− 12∆q ·cq ·∆qe− 12∆p·cp·∆pe− 12∆cq ·ccq ·∆cqe− 12∆cp·ccp·∆cp
× ei[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]
× ⟨p0q0|Aˆ|p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩⟨pτ¯qτ¯ |∆ˆV |pτqτ ⟩+ c.c.
(5.38)
The MQC-IVR limits of the first order correction term, CAB,1(t)
As one would expect, in the limit that c˜ → 0, the MQC prefactor (Eq. 5.35)
reduces to the original HK form, and the exponential factors due to the jumps in
position and momentum go to unity, therefore returning the original, pre-filtered
(full semiclassical) version of the first order correction term to the correlation
function [134].
Determining the limit in which c˜→∞ requires a bit more work. First, taking
the limit of just those parts of Eq. 5.38 dependent on c˜,
lim
c˜→∞
e−
1
2∆q ·cq ·∆qe−
1
2∆p·cp·∆pe−
1
2∆
c
q ·ccq ·∆cqe−
1
2∆
c
p·ccp·∆cpD(R)
= (2pi)2Nδ(∆q)δ(∆p)δ(∆cq)δ(∆cp)D(R)∞
(5.39)
where
D(R)∞ = lim
c˜→∞
det(cqcpccpccp)−
1
2 det(2iγ0)−
1
2 det(KT + icTJ) 12 . (5.40)
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To evaluate the remaining limit, we first rewrite the second term of Eq. 5.40,
det(KT + icTJ) = det

XM′ 0 Y
Z −ZTM 0
0 Z˜ −Z˜TM0
 ,
= det
(
XM′ +Y(−Z˜TM0)−1Z˜(−ZTM)−1Z
)
× det
(
−ZTM
)
det
(
−Z˜TM0
)
= det ((XM′)11H22 − (XM′)12H21) det
(
−ZTM
)
det
(
−Z˜TM0
)
(5.41)
where we used the property of determinants in Eq. 5.36,
H = Y(−Z˜TM0)−1Z˜(−ZTM)−1Z and subscripts refer to corresponding matrix
elements. Then,
D(R)∞ = det
(
2
γ0
(γoMfullqq +Mfullpp γ0 − iγ0Mfullqp γ0 + iMfullpq )
) 1
2
(5.42)
where Mfulljk =
∂j′0
∂k0
signify monodromy matrix elements of the entire trajectory
(both forward and the backward stretches). Substituting this into Eq. 5.38 and
analytically evaluating the integrals over the jump variables, which now only exist
in the delta functions, corresponds to a trajectory which does not experience a jump
in position or momentum at either time τ or t. Now, as the system takes the same
path for the complete forward (both stretches) as for the backward propagation,
Mfulljk = δjkI such that D(R)∞ reduces to 2. The final expression for the limiting
case where c˜→∞ is
CAB,1(t) = ipi−N
∫ t
0
dτ
∫
dq0
∫
dp0
× ei[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]
× ⟨p0q0|Aˆ|p′0q′0⟩⟨p′tq′t|Bˆ|ptqt⟩⟨pτ¯qτ¯ |∆ˆV |pτqτ ⟩+ c.c.
(5.43)
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5.2.4 A second approach to quantifying the MQC-IVR er-
ror
Here, we introduce a second approach to quantifying the error inherent in diﬀerent
approximate levels of the MQC-IVR. It has been demonstrated that computing
the expectation value of the correction operator itself can guide optimization of
the series representation [130]. We adapt an analogous approach here for the real-
time correlation function in an eﬀort to find a general metric for reporting on the
relative error associated with diﬀerent parameterization choices in the MQC-IVR.
Heisenberg’s equation of motion (Eqn. 5.20) tells us that that the time deriva-
tive of the quantum propagator is proportional to acting on the propagator by the
system Hamiltonian Hˆ. However, in the case of an approximate, semiclassical form
of the propagator, these two terms are no longer equivalent and so the equation is
modified to include a correction term Gˆ which accounts for their diﬀerence (recall
Eqn. 5.21). In the first approach described above, following the work of Pollak et
al. [133], we solve this diﬀerential equation to define the physical correction to the
real-time correlation function. Here, we instead apply the modified time evolution
equation (Eqn. 5.21) to the time correlation function of interest. Specifically, by
substituting the HK initial value representation of the propagator into the exact
real-time correlation function (Eqn. 5.8) and considering its derivative, through
Eqn. 5.21 we arrive at the expression
i~
d
dt
Tr
[
AˆKˆ†0BˆKˆ0
]
=
(
Tr
[
AˆHˆKˆ†0BˆKˆ0
]
+ Tr
[
AˆGˆ†BˆKˆ0
])
+ c.c. (5.44)
Noting that the last term would be absent in the exact treatment, this term is
considered here a correction, or measure of error, associated with the MQC-IVR
correlation function. We compute this correction by considering a matrix element
76
of the form
⟨qf |Kˆ†0BˆGˆ|qi⟩ = (2pi)−2N
∫
dq0
∫
dp0
∫
dq′t
∫
dp′t eiSt(q0,p0)eiS−t(q
′
t,p′t)
× Ct(p0,q0)C−t(p′t ,q′t)⟨qf |p′0q′0⟩⟨p′tq′t |Bˆ∆ˆV|ptqt⟩⟨p0q0|qi⟩,
(5.45)
where we have inserted both an instance of the correction operator (Eqn. 5.22)
as well as the (backward) HK propagator. Applying the modified Filinov trans-
formation technique employed in the MQC-IVR [2], we arrive at the expression
⟨qf |Kˆ†0BˆGˆ|qi⟩ = (2pi)−2N
∫
dq0
∫
dp0
∫
d∆q
∫
d∆p eiSt(q0,p0)eiS−t(q
′
t,p′t)
× Ct(p0,q0)C−t(p′t ,q′t)
det(KT + i c˜TJ) 12
det(KT) 12
e− 12∆q ·cq ·∆qe− 12∆p·cp·∆p
× ⟨qf |p′0q′0⟩⟨p′tq′t|Bˆ∆ˆV|ptqt⟩⟨p0q0|qi⟩,
(5.46)
where, similar to before, the assumption was made that neither operator Bˆ or ∆ˆV
contribute to the imaginary phase of the integrand. Everything is defined as before
with the exception of the matrices in the MQC-IVR prefactor term (K, c˜, and J);
we refer the reader to Ref. [2] for their details. This expression has the advantage
over the physical first order correction term that it scales with the original MQC-
IVR expression; it does not require the introduction of an additional integral over
time, avoiding the necessity to propagate trajectories for all intermediate times
τ < t for every t, or the introduction of a third set of phase space variables.
Moreover, it avoids other sampling challenges one faces when evaluating the first
order physical correction term, as we discuss below.
Because an exact analogy of this correction does not exist by definition, the
full semiclassical-limit of the MQC-IVR is employed as a baseline for comparison.
Notably, this comes with nearly no additional computational cost. The hope is
that this correction can be used as a more general indicator of the relative error
77
associated with diﬀerent parameterization choices in the MQC-IVR than assessing
the time correlation function itself; as we saw [2], the optimal choice of tuning
parameter in the two-dimensional model system depended on the mode being ob-
served. Using this form of the correction, we hope to be able to introduce a metric
that, along with information like the computational cost of competing parameter
choices, can be exploited to optimize these simulations for systems of increasing
complexity. We expect this to prove particularly useful for exploring the mixed
limit scenarios of the MQC-IVR.
5.3 The Application of These Approaches to the Anhar-
monic Oscillator Model System
To demonstrate the ability of these approaches to quantify the error inherent in
the correlation function defined by diﬀerent levels of tuning the MQC-IVR [2],
we calculate both the physical first order correction term to the average position
⟨x1(t)⟩, as well as the more tractable correction term ⟨K†0BG⟩ described in the
previous section for the anharmonic model system (Eqn. 5.16).
Approach I: Evaluate ⟨x1(t)⟩ via the fFB Scheme
To compute ⟨x1(t)⟩, we consider a correlation of the form of Eqn. 5.38, where
again, Aˆ = |Ψi⟩⟨Ψi|, |Ψi⟩ ≡ |piqi⟩, pi = 0, qi = 1, and Bˆ = xˆ. In an eﬀort
to avoid introducing any additional error to ⟨x1(t)⟩, absent by convention in the
zeroth order term, we are interested in computing the full semiclassical limit with
respect to the correction jump at time τ , (ccp, ccq) → 0. We can simplify the
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expression further by taking advantage of the specific form of the operator acting
at time t, Bˆ = B(qˆ), such that the first order correction to the correlation function
(Eqn. 5.38) can be evaluated in the limit that γt → ∞ [2, 128,129],
CAB,1(t) = i(2pi)−3(4pi)
1
2
∫ t
0
dτ
∫
dq0
∫
dp0
∫
d∆cq
∫
d∆cp
∫
d∆p
× e− 12∆p·cp·∆p
× ei[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]⟨Ψi|p′0q′0⟩
×DqB(qˆt)⟨pτ¯qτ¯ |∆ˆV |pτqτ ⟩⟨p0q0|Ψi⟩+ c.c.,
(5.47)
where the prefactor in this case is expressed as
Dq = det(2iγ0)−
1
2 (4γτ )−1[iM0pq + γ0M0pp + γτ (M0qq − iM0qpγ0)]
× [(iM ′pp − γ0M ′qp)(M¯qq − iγτM¯qp) + cp(−M ′ppM¯pq −M ′pqM¯qq
+ iM¯pqM ′qpγ0 + iM¯qqM ′qqγ0 + iM¯ppM ′ppγτ
+ iM ′pqM¯qpγτ + M¯ppM ′qpγ0γτ + M¯qpM ′qqγ0γτ )].
(5.48)
Using the modified time evolution equation (Eqn. 5.21), one can show that [118]
∆ˆV (qˆ, t) = γ
2
t
2 [qˆ − qt]
2 − γt2 + i
C˙t(p0, q0)
Ct(p0, q0)
+ V (qt)− V (qˆ) + V ′(qt)[qˆ − qt], (5.49)
assuming constant coherent state widths, γ0 and γt.
To evaluate the matrix element due to the correction jump, ⟨pτ¯qτ¯ |∆ˆV |pτqτ ⟩,
we insert a complete set of position states which allows us to pull the ∆ˆV out of
the overlap and perform the integral over states to arrive at
CAB,1(t) = i2−2pi−5/2
∫ t
0
dτ
∫
dq0
∫
dp0
∫
d∆cq
∫
d∆cp
∫
d∆p
× e− 12∆p·cp·∆p
× ei[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]⟨Ψi|p′0q′0⟩
×DqB(qˆt)⟨pτ¯qτ¯ |pτqτ ⟩∆V (qτ )⟨p0q0|Ψi⟩+ c.c.,
(5.50)
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where ∆V (qτ ) is defined for the anharmonic model system as
∆V (qτ ) =
1
160
√
pi
γτ
[
80γτ 2q2τ + 16q2τ (−10mxωx2 + (3− 4qτ )qτ )
+ (8qτ (−10γτ 2 + 10mωx2 + qτ (−3 + 4qτ ))Ξ)/γτ
− Ξ4/γτ 4 − (12(γτ + Ξ2))/γτ 3 + (20(γτ 2 −mω2x)
× (2γτ + Ξ2))/γτ 2 − (−2Ξ× (6 + Ξ2/γτ ))γτ−2
]
− γτ/2 + iC˙τ
Cτ
+ V (qτ )
(5.51)
with Ξ = i(pτ − pτ¯ ) + γτ (qτ + qτ¯ ). Notably, for the harmonic oscillator, this term
goes to zero.
The final form of the correlation function associated with the first order correc-
tion term 5.50 is evaluated according to the fFB scheme depicted in Figure 5.5.
Instead of a single forward trajectory from point (p0, q0), at all possible intermedi-
ate values τ between time 0 and t a jump in both momentum and position takes
place due to the operator ∆ˆV :
pτ +∆cp → pτ¯
qτ +∆cq → qτ¯ .
(5.52)
The system is then time evolved by (t − τ), from (pτ¯ , qτ¯ ) to (pt, qt). Figure 5.5
depicts this scheme for one such intermediate value of τ , however, a jump after
every step∆τ for 0 ≤ τ ≤ t is required for the evaluation of the correlation function
at time t. Then, like in the FB-IVR, operator Bˆ acts on the system (in this case,
just inducing a jump in momentum) and then the backward trajectory from point
(p′t, q′t) to (p′0, q′0) ensues.
The integrals over phase space variables are evaluated using standard MC tech-
niques with the sampling function
Θ(q0, p0,∆cq,∆cp,∆p) = |⟨p0q0|Ψi⟩|2e−
1
2∆p·cp·∆pe−
1
2∆
c
q ·αcq ·∆cqe−
1
2∆
c
p·βcp·∆cp . (5.53)
80
p0, q0 pτ , qτ
pτ¯ , qτ¯ pt, qt
p′t, q
′
tp
′
0, q
′
0
∆ˆV
Bˆ
τ
(t− τ)
−t
Figure 5.5: Schematic of the fFB approach
The exponential terms involving the jumps due to the correction operator (∆cq
and ∆cp) are included as a means to sample the jump at time τ , though it does
introduce constraints on the sampling scheme. Ideally, we would like to explore
jumps in these phase space variables consistent with the (ccp, ccq) → 0 limits.
However, we choose a value near the semiclassical-limit, αcq = βcp = 1, to avoid
sampling fFB trajectories where the instantaneous jumps due to the correction
operator far exceed those induced by operator Bˆ. In this scenario, we suspect
that the greater discrepancy between the two forward stretches than that between
the latter forward and backward trajectories may hinder sampling eﬀorts, possibly
by requiring a greater number of trajectories for convergence, as there would likely
be much less cancelling of the phase between the (full) forward and backward
stretches. Nevertheless, the near semiclassical limit seems suﬃcient.
Then, we evaluate
F = i (2pi2cp αcq βcp)−
1
2
∫ t
0
dτ
⟨Ψi|p′0q ′0⟩
⟨Ψi|p0q0⟩e
i[Sτ (q0,p0)+St−τ (qτ¯ ,pτ¯ )+S−t(q′t,p′t)]
×Dq xt∆V ⟨pτ¯qτ¯ |pτqτ ⟩e 12∆cq ·αcq ·∆cqe 12∆cp·βcp·∆cp
(5.54)
for each of the classically evolved trajectories that stem from the MC sampled
initial distribution of points in phase space. To ensure the correct branch of the
complex square root in Dq is taken, we track the Maslov index. After averaging
over all successful trajectories, the integral over τ is evaluated by Simpson’s rule
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with dτ set equal to the simulation time step; two times the real part of the result
is the first order correction to the average position, ⟨x1(t)⟩.
Preliminary results for the evaluation of the real-time correlation function cor-
responding to ⟨x1(t)⟩ MQC-IVR of the correlation indicate that the timestep (dt)
originally implemented for this model system (0.05 a.u.) is insuﬃcient for dis-
cretization along τ in the first order correction term. This is illustrated here in
Figure 5.6 as a dt-dependence of ⟨x1(t)⟩ for various values of cp. The δ values for
each cp, defined earlier as the diﬀerence between the exact quantum and (zeroth
order) MQC-IVR result (Eqn. 5.19), is also included here as a rough guide for
comparison. However, it should be noted that their direct comparison is only a
robust measure in the case that no higher order terms contribute to the series, and
this has not yet been explored for this model system in the MQC-IVR framework.
The number of trajectories sampled is provided in Table 5.1, and equivalent for all
of the timesteps presented at each value of cp.
Table 5.1: Number of semiclassical trajectories used to evaluate ⟨x1(t)⟩ at short
times for diﬀerent values of cp in the MQC-IVR
cp Ntraj
0.1 3.6× 107
1 3.6× 107
5 2.4× 107
100 1.2× 107
While across all values of cp tested here, using either of the two smaller
timesteps (0.01 or 0.005 a.u.) appears to improve the agreement with δ, it is
interesting to note that at the later time shown, the intermediate timestep agrees
best with δ. We believe that this is likely the result of needing higher order terms
in the series for perfect agreement with the exact result and possibly a degree of
approximation that was introduced by placing a constraint on sampling the cor-
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Figure 5.6: The first order correction to the position correlation function ⟨x1(t)⟩
computed using dt = 0.05 (dashed red), 0.01 (dot-dashed green), and 0.005 a.u.
(dotted blue), compared to the known diﬀerence δ (solid black) between the zeroth
order MQC-IVR term and the exact result for (a.) cp = 0.1, (b.) cp = 1, (c.)
cp = 5, and (d.) cp = 100.
rection jump at time τ , though this discrepancy has not been explored. Notably,
it also seems as though the timestep dependence is worse in the more semiclassi-
cal cases, whereas the more approximately treated correlation function suﬀers less.
This suggests that with increasing system complexity, or perhaps even with a model
system made of up heavier modes, that the series-based approach at quantifying
the MQC-IVR error may not be as limited as here by the choice of timestep.
Provided that none of the time integrated quantities of the system were showing
a similar timestep-dependence, the integral over τ which evaluated by discretization
as dt is suspect. In Figure 5.7 we plot both the real and imaginary parts of ∆V (τ)
for t = 60 a.u. For purely diagnostic purposes, a single trajectory was run with
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Figure 5.7: The (a.) real and (b.) imaginary parts of ∆V (τ), which are integrated
over time for evaluation of the first order correction term at t = 60 a.u., computed
using dt = 0.05 (dot-dashed red), 0.01 (dotted green), 0.005 (dashed blue), and
0.001 a.u. (solid gold).
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cp = 0.1, cq = 1000, and γt = γ0 =
√
2 for a variety of timesteps. The convergence
with respect to dt at smaller values demonstrates that the dt-dependence being
witnessed is not necessarily due to the inability of Simpson’s rule to approximate
this time integral with dτ = dt, but rather that ∆V itself needs to be evaluated
more frequently. That the integrand experiences a dt-dependence through the
necessary integration over all possible values of τ < t for each ∆V (t) indicates
that we would need to rely on a prohibitively small timestep along the forward τ
trajectory before we can accurately determine the time integral. Possible solutions
might be to adopt an alternative integration scheme, or to simply use a smaller
timestep for the τ time evolution than the remainder of the forward and then
backward trajectory. However, at least for this model system, this is already quite
a computationally expensive calculation and the necessary timestep would be too
limiting for our purposes. Moreover, for the same reason, we do not explore the
implications of this timestep-dependence at longer times.
Nevertheless, we suspect that computing the first order correction term could
still prove a fruitful approach for other model systems, where perhaps the ∆V is
more well behaved and so as a result there is less of a constraint on the choice
of timestep. Moreover, in cases where there are more classical modes present to
dampen quantum eﬀects, it may be possible that by combination of both fewer MC
sampling points necessary for convergence and the ability to use a larger timestep,
the series-based correction might be suitable. However, one should note that this
does require evaluating an additional phase-space integral and so in general will
be a more computationally expensive task than the zeroth order term. For now,
we turn to a second approach to calculate the relative error between MQC-IVR
approximations which is far more tractable for the timescales of interest. In addi-
tion, it has the added advantage that for systems where this first approach does
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prove feasible, there is potential with this next method to optimize the first order
correction term attempted above with respect to the simulation parameters (e.g.,
the choice coherent state width at time t [130]).
Approach II: Compute ⟨K†0BG⟩
To get a sense of the error inherent in the propagation scheme due to the level
of approximation introduced in the semiclassical MQC-IVR approach, we evalu-
ate Tr
[
AˆKˆ†0BˆGˆ
]
through the general matrix element ⟨qf |Kˆ†0BˆGˆ|qi⟩ (Eqn 5.46),
derived in the MQC-IVR framework. Again, with Aˆ = |Ψi⟩⟨Ψi|, |Ψi⟩ ≡ |piqi⟩,
pi = 0, qi = 1, and Bˆ = xˆ, we first determine the functional form of the term
⟨p′tq′t|xˆ∆ˆV|ptqt⟩ for the one-dimensional anharmonic oscillator (Eqn. 5.16). Insert-
ing a complete set in position space between these two operators, and performing
the integral analytically, we arrive at
⟨Ψi|Kˆ†0BˆGˆ|Ψi⟩ = (2pi)−2
∫
dq0
∫
dp0
∫
d∆q
∫
d∆p eiSt(q0,p0)eiS−t(q
′
t,p
′
t)
×D e− 12∆q ·cq ·∆qe− 12∆p·cp·∆p
× ⟨Ψi|p′0q′0⟩⟨p′tq′t|ptqt⟩χt⟨p0q0|Ψi⟩,
(5.55)
with
χt =
1
320γ5t
√
pi
γt
[
80Ξγ4t
(
2iC˙τ
Cτ
− γt + 2V (qt)− 2V ′(qt) · qt + γ2t q2t
)
+ 80γ3t
(
V ′(qt)− γ2t qt
)
(2γt + Ξ2)− 20γ3t (γ2t −mω2x)
− Ξ
(
(6 + Ξ2/γt)− (60γ2t + Ξ4 + 20γtΞ2)
)
+ 2γt
(
Ξ4 + 12γt(γt + Ξ2)
) ]
(5.56)
where Ξ is defined as before, except now a jump at time t (instead of τ), and
D is equivalent to the general MQC-IVR prefactor [2]. The FB scheme used to
evaluate this expression is similar to that used in the original MQC-IVR work,
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with the additional evaluation of χt at each time and jumps in both the position
and momentum at time t. As mentioned previously, this greatly reduces the com-
putational eﬀort as compared to the first order correction term, scaling with the
original MQC-IVR expression.
The function used to sample the initial points in phase space and their jumps
at time t is now
Θ(q0, p0,∆q,∆p) = |⟨p0q0|Ψi⟩|2e− 12∆q ·cq ·∆qe− 12∆p·βp·∆p . (5.57)
From these points, we take the average of
F = (cpcq)−
1
2
⟨Ψi|p′0q ′0⟩
⟨Ψi|p0q0⟩e
i[St(q0,p0)+S−t(q′t,p′t)]Dχt⟨p′tq′t|ptqt⟩ (5.58)
evaluated at each point in time over all of the semiclassical trajectories.
In Figure 5.8, we compare the real and imaginary parts of ⟨K†0BG⟩ for var-
ious choices of cp, where cq = 1000 always, and γt = γ0. In both cases, there
is an interesting resemblance to the average position correlation function (recall
Figure 5.2). For both the real and imaginary parts, the closer to the classical limit
the choice of cp, the greater the discrepancy between it and the semiclassical-limit
case (cp = 0.05), as we would expect. The number of sampling trajectories for each
value of cp is provided in Table 5.2. Focusing on the real part of ⟨K†0BG⟩, the
Table 5.2: Number of semiclassical trajectories used to evaluate ⟨K†0BG⟩ at short
times for diﬀerent values of cp in the MQC-IVR. In all instances, cq = 1000.
cp Ntraj
0.05 6.0× 107
0.1 6.0× 107
1.0 4.8× 107
5.0 4.8× 107
10 4.8× 107
100 4.8× 107
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Figure 5.8: The (a.) real and (b.) imaginary part of the correction term ⟨K†0BG⟩
plotted for γt = γ0 =
√
2, cp = 1000, and 0.05 (red), 0.1 (green), 1 (blue), 5
(magenta), 10 (cyan), and 100 (gold).
88
larger cp, the greater its magnitude at short times as well as average at long times.
We note that the more classical the treatment, the greater the loss in the amplitude
of the oscillations relative to those at short times; whereas the semiclassical-limit
starts with about half the oscillatory amplitude as the classical case, it maintains
an oscillatory structure much longer, exhibiting recurrences almost half the orig-
inal amplitude at later times. For the imaginary part, the discrepancy between
diﬀerent levels of tuning is far less pronounced at early times than at long times.
However, at long times, we again only see ample recurrences of the oscillations for
cp values near those of the full semiclassical-limit (cp ≤ 1).
Figure 5.9 makes evident a dependence on the choice of coherent state width at
time t on ⟨K†0BG⟩, computed now using γt = 10. By comparing the results found
using two diﬀerent values of γt, both of which employed the same number of MC
sampled points, we see that not only does the magnitude of the correction depend
on this parameter, but perhaps more notably, that the statistical error present
in the former (γt = γ0) case is far greater than that for a slightly larger choice.
This indicates that sampling eﬀorts required to calculate this correction term to
the same level of precision between diﬀerent choices of γt may vary significantly,
and one should consider the optimization of this parameter, however, this is not
the focus of this work. Herein, we will focus our attention on the real part of the
correction, Re⟨K†0BG⟩, because it is both more well-behaved and we seek the error
relative to the full semiclassical-limiting case, such that the fact that it spends less
time in the vicinity of zero than the imaginary part should prove advantageous.
To try and better quantify the error between diﬀerent levels of approximation
within the MQC-IVR, we examine the time average of the absolute value of the
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Figure 5.9: The (a.) real and (b.) imaginary part of the correction term ⟨K†0BG⟩
plotted for γt = 10, cq = 1000, and cp = 0.05 (red), 0.1 (green), 1 (blue), 5
(magenta), 10 (cyan), and 100 (gold).
90
correction term’s relative error:
∆E c˜(t) =
1
t
∫ t
0
dt′ |∆Ec˜(t′)|, (5.59)
where c˜ represents the set (cq, cp) of MQC-IVR tuning parameters being compared
to the (full semiclassical) reference case Re⟨K†0BG⟩X with the relative error defined
as
∆Ec˜ =
Re⟨K†0BG⟩X − Re⟨K†0BG⟩c˜
Re⟨K†0BG⟩X
. (5.60)
In Figure 5.10, where we have used c˜ = (cq, cp) = (1000, 0.05), the time average of
the relative error ∆E c˜(t) agrees well with the previous qualitative assessment for
each choice of the coherent state width. The magnitude of the correction increases
with increasing cp, or the level of approximation in the MQC-IVR treatment, as
one might expect. Each begins at about ∆E c˜(t) < 2, and in general, increases
readily, steadies out over intermediate times, and then grows again at late times,
in the region where recurrences are seen in the more quantum limits of the MQC-
IVR approximation to ⟨x1(t)⟩ (see Figure 5.2). Comparing the trends seen between
Figures 5.10 a. and b., we do note that the γt = 10 case shows a greater dependence
on the cp value used at later times than when γt = γ0 =
√
2. Because each set
here was calculated with respect to its cp = 0.05, using the particular γt indicated
and not referenced to the same point, we do not compare the absolute magnitudes
of each treatment.
We now expand this analysis to try and better understand the less intuitive,
mixed-limit cases of the MQC-IVR for this simple anharmonic oscillator model
where now both tuning parameters dictating the magnitude of the ‘jumps’ (in
position and momentum) at time t are varied. For the sake of brevity when
dealing with many parameter combinations (γt, cq, cp), instead of plotting the
∆E c˜ as a function over all time, we instead examine at specific points in time.
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Figure 5.10: The relative error ∆E c˜(t) is shown for (a.) γt = γ0 =
√
2 and (b.)
γt = 10 where cq = 1000 and cp = 0.1 (solid red), 1 (dashed green), 5 (dot-dashed
blue), 10 (dotted magenta), and 100 (dot-long dashed cyan).
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In Figure 5.11, we consider all possible combinations of cq = 0.1, 1, 5, 1000 with
cp = 0.05, 0.1, 1, 5, 10, 100 using γt = γ0 at time points t = 0, 10, 20 and 30 a.u.
Each combination is referenced with respect to the cq = cp = 0.05 with the same
γt. Herein, all values computed used 60× 106 MC points, except for the reference
sets which employed 90 × 106 trajectories. The cells associated with each one of
these combinations is shaded according to the value of ∆E c˜ it holds to aid in their
comparison.
 a.  t = 0 a.u.  b.  t = 10 a.u.
1000 0.07 0.24 1.71 2.77 3.00 3.40 0.71 0.78 1.96 3.39 3.77 4.37
5 0.06 0.21 1.68 3.57 4.86 15.8 0.25 0.27 1.17 2.43 3.06 7.70
1 0.06 0.15 1.64 4.64 7.06 25.7 0.16 0.15 0.88 1.98 2.65 7.92
0.1 0.05 0.10 1.61 5.51 8.69 8.70 0.11 0.09 0.79 1.90 2.63 2.64
0.05 0.1 1 5 10 100 0.05 0.1 1 5 10 100
 c.  t = 20 a.u.  d.  t = 30 a.u.
1000 0.87 0.90 1.71 2.98 3.40 4.29 2.25 2.38 4.07 5.82 6.38 8.47
5 0.31 0.31 0.89 1.88 2.47 5.81 0.78 0.96 2.26 3.96 5.13 12.0
1 0.19 0.17 0.70 1.52 2.08 6.09 0.38 0.39 1.41 2.67 3.54 13.1
0.1 0.16 0.16 0.66 1.48 2.12 2.10 0.45 0.38 0.95 2.44 3.18 3.16
0.05 0.1 1 5 10 100 0.05 0.1 1 5 10 100
cq
cp cp
cq
cp cp
Figure 5.11: Time slice values of the relative error ∆E c˜ with γt = γ0 =
√
2 for
(a.) t = 0 a.u., (b.) t = 10 a.u., (c.) t = 20 a.u., and (d.) t = 30 a.u.
A first obvious trend we see here is that the lower the tuning parameters, the
greater it retains the structure of the reference case, maintaining low numbers for
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a.  γt = γ0 b.  γt = 10
1000 2.38 4.07 5.82 4.51 5.45 6.78
cq 5 0.96 2.26 3.96 1.55 1.86 2.92
1 0.39 1.41 2.67 0.50 1.02 1.91
0.1 1 5 0.1 1 5
cp
Figure 5.12: The relative error ∆E c˜ at t = 30 a.u. for (a.) γt = γ0 and (b.) γt = 10
computed using various sets (cq, cp).
all times observed. The time averaged error is clearly more strongly dependent on
the value of cp than cq, which intuitively makes sense: the position is what is being
measured by the correlation function, which can be simplified by enforcing that
γt →∞ in the coherent state at time t. Without introducing any approximation,
this renders one possible form of the correlation function independent of the jump
associated with cq, as was done in the original MQC-IVR work [2]. In light of this
point, we note that the outliers, especially those in the initial time slice (Figure 5.11
a.), are likely artifacts of sampling a less physical situation, when large jumps in
position (small cq) are much larger than those in momentum (large cp). Based on
the values of the relative error at longer times (Figure 5.11 d.), the combination
cq = 1 and cp = 0.1 would provide optimal results when considering both the
relative error as well as the fact that the number of necessary MC points needed
for convergence grows with decreasing tuning parameter values. We note that
while generally speaking, these trends could have been predicted, this approach
enables us to extract a quantified measure of the error at nearly no computational
cost.
Guided by Figure 5.11, we choose a subset of tuning parameter combinations
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to further explore this γt-dependence. In Figure 5.12, we compare the t = 30 a.u.
values of the correction computed earlier with γt = γ0 =
√
2, to ones where γt = 10.
The trend of increasing error with increasing tuning parameters is maintained for
this alternative choice of γt. Moreover, by comparing the diﬀerence between the
time-sliced values of the relative error between the choice of cq = 1 and cq = 5
for each value of cp, we see that for increasingly classical choices of the tuning
parameter, the deviation increases steadily for γt = γ0, but not γt = 10. This
indicates a greater dependence on cq in the case of γt = γ0 than γt = 10. To
validate this analysis for comparing tuning parameter choices for a given coherent
state width, we return to evaluating the MQC-IVR real-time correlation function
(now without using the infinite limit of the width), to confirm that the trends
indicated by the relative error computed from the correction term are consistent
with that we would see if we calculated the correlation function directly. We
emphasize that, without using the same reference correction across diﬀerent choices
of γt, we are unable to comment on the relative error between them. However, for
a given γt, this still provides a means to compare choices of the tuning parameters.
In Figure 5.13, we plot the average position estimated by the MQC-IVR
approach for the one-dimensional anharmonic oscillator introduced above for
15 ≤ t ≤ 30 a.u. (in the interest of clarity). Comparing the information provided
by the time slice values of the relative error at 30 a.u. presented in Figure 5.12
to that gleaned from manual inspection of Figure 5.13, we see good agreement.
Figure 5.12 indicates that for γt = γ0, the sets of (cq, cp) can be ordered by increas-
ing error as (1, 0.1), (5, 0.1), (1, 1), (5, 1), (1, 5), and (5, 5), in good agreement
with Figure 5.13 a. For γt = 10, Figure 5.12 indicates a slight deviation from
that trend, where and (5.0, 0.1) and (1, 1) are switched in order. Visually, it is
diﬃcult to discern due to the finer structure present on the oscillations in the more
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Figure 5.13: The average position ⟨x0(t)⟩ of the one-dimensional anharmonic os-
cillator evaluated according to the MQC-IVR with (a.) γt = γ0 and (b.) γt = 10
for the sets (cq, cp): (1, 0.1) (solid red), (5, 0.1) (dashed green), (1, 1) (solid blue),
(5, 1) (dashed magenta), (1, 5) (solid cyan), and (5, 5) (dashed gold), compared
to the exact result (solid black).
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semiclassical-limit choices of tuning parameters, underscoring the necessity for a
quantitative measure of the error. Moreover, γt = γ0 has a greater dependence on
the choice of cq, whereas in the γt = 10, there appears to be minimal deviation
(the dashed lines follow closely on the solid line of the same cp). Notably, Fig-
ure 5.12 predicted this same behavior, which serves as further confirmation that
the correction term derived here is able to systematically quantify the error in the
MQC-IVR.
5.4 Conclusions & Future Directions
The advantage of using the MQC-IVR of the real-time correlation function to
describe chemical processes is the ability to treat, within a consistent dynamic
framework, a system consisting of both quantum- and classically-behaving compo-
nents in a way that reduces the computational expense compared to the (generally
intractable) quantum or full semiclassical-limit approach. Here, we derive a correc-
tion term that reports on the approximation nature of the MQC-IVR and enables
us to further explore the mixed-limit regime. We demonstrate this approach as a
way to quantify the error inherent in diﬀerent choices of simulation parameters.
While the first order, physical correction term to the position correlation func-
tion proved infeasible for our purposes here, it may still prove useful for alternative
systems. If the physical correction were of interest, one may want to consider using
the second approach to optimize it with respect to the coherent state width, or to
first identify regions of the parameter space they want to more closely explore as
it is a much faster calculation.
The second approach we pursued proved to be more fruitful. As we saw, the
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relative error metric that we defined using the correction term of a reference point
(taken near the full semiclassical limit) proves at least a qualitative way to predict
the same trends in parameter choices that the correlation function itself exhibited.
While it can be used to compare the choice of tuning parameters, one setback of
this approach is the inability to compare between choices of the coherent state
width (γt). Ideally, we would like to devise a consistent reference point from which
we could determine the error metric without having to resort to knowledge of the
exact result. Addressing this point is an obvious next step in this work. Future
extensions of this work could include looking into optimal cp and cq combinations
at times greater than those looked at here, and for alternative model systems such
as those of higher dimensions, to confirm that the trends follow intuitively.
Another important aspect of these calculations that was not deeply explored
in the initial analysis of either approach to quantifying the error in the MQC-
IVR is the computational cost. An alternative to the fFB integration (e.g., a
triple forward trajectory) scheme carried out to compute the first order, physical
correction to the correlation function may prove more eﬃcient. An extension of the
second approach taken here to quantify the MQC-IVR error, which comes at almost
no additional cost to the correlation function computation, might incorporate the
number of MC sampling points necessary to reach convergence into a metric similar
to ∆E computed here.
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APPENDIX A
CHAPTER 2 SUPPLEMENTARY INFORMATION
A.1 Co(NH3)3+6 Optimization for Partial Charges
As described in the text, Mulliken analysis from gas-phase density functional the-
ory is used to assign partial charges to the atoms of the TMC for the atomistic
simulations. Using the Gaussian 09 [89] software package, the complex is opti-
mized using the M06 hybrid functional [90] with the 6-31G(d,p) basis set [92] for
N and H atoms and the LANL2DZ [91] basis set for Co. The resulting optimized
structure is provided in Table A1. The computed energy at this configuration
is -483.282740937 hartrees. Partial charges on H atoms from the Mulliken anal-
ysis were summed into the N to which they are bonded, and those net partial
charges are averaged over each of the N atoms to achieve a total charge of +3 e on
Co(NH3)63+. The resulting partial charges used in the simulation are +0.41281 e
on Co and +0.43119 e on N.
A.2 Force Field Parameters for Atomistic Simulations
A.3 Solvent Relaxation Timescales
We demonstrate the ability of the approach outlined in this work to provide insight
into solvent relaxation timescales. Defining a collective coordinate ∆U reminiscent
of the solvent coordinate in Marcus theory [13], the energy diﬀerence between the
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Table A1: Optimized Co(NH3)63+ geometry
atom type x (Å) y (Å) z (Å)
Co 0.000192 0.000106 -0.000008
N 1.275211 -0.743840 1.357761
N -1.280279 0.657544 -1.397605
N 1.159948 1.624901 -0.193382
N -1.035952 0.985046 1.406268
N -1.150609 -1.617457 0.288628
N 1.031384 -0.906287 -1.461649
H 0.954795 -0.687125 2.330209
H 1.469827 -1.741134 1.217457
H 2.200171 -0.300657 1.367293
H -1.562368 -0.075561 -2.057387
H -2.164499 1.026081 -1.030941
H -0.920427 1.407129 -1.997678
H 0.720576 2.417464 -0.673103
H 1.456396 2.012570 0.708929
H 2.035037 1.469386 -0.705342
H -1.268573 1.945628 1.131574
H -1.938671 0.562311 1.648358
H -0.555137 1.092274 2.305603
H -2.100953 -1.540449 -0.089489
H -0.785633 -2.487385 -0.113283
H -1.286385 -1.839099 1.280812
H 1.970246 -1.220781 -1.193406
H 0.585346 -1.741836 -1.854485
H 1.187132 -0.301032 -2.275043
diabatic electronic states within the tight binding approximation is expressed as:
∆U(Q) = − e4piε0
N∑
k=1
(
qk
|QD −Qk| −
qk
|QA −Qk|
)
. (A.1)
Here, qk the charge on solvent atom k, and QD, QA, and Qk positions of the
“donor” Co center, “acceptor” Co center, and solvent atom k, respectively. Time
resolving the autocorrelation of ∆U provides insight into the relaxation time of
the solvent environment. In this study, an initial relaxation time of about 300 fs
is indicated (Fig. A1), consistent with solvent relaxation on the same timescale of
our electronic transition (shown by κ in Fig. 2.5 in the main text), followed by a
second longer relaxation mechanism that extends beyond the simulation time.
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Table A2: Simulation Force Field Parameters
atom types potential typea parameter value
Co-N harmonic bondb kb
c 352.5
- - r0 1.94 Å
Co-N rigid bondd r‡ 2.05 Å
N-H rigid bond r 1.03 Å
Co-N-H harmonic angle kθ
e 30
- - θ0 114◦
H-N-H harmonic angle kθ
e 44
- - θ0 104◦
O-N 12-6 A
f 8.78× 105
- - Bg 7.83× 102
HSPC-N 12-6
Af 6.09× 102
- - Bg 15.3
N-N 12-6 A
f 1.32× 106
- - Bg 1.03× 103
a Functional forms of the potentials appropriate for the provided parameters are
in accordance with the CHARMM [93] convention. b Parameter adapted from
Ref. [56]; c harmonic bond force constant reported in units of kcal/mol Å−2; d
observed simulated transition state bond length in agreement with previously
reported value [64,73]; e harmonic angle force constant reported in units of
kcal/mol rad−2; f van der Waals 12-6 A parameter reported in units of
kcal/mol Å12; g van der Waals 12-6 B parameter reported in units of kcal/mol Å6.
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Figure A1: The normalized autocorrelation function of ∆U Eq. A.1 along RPMD
trajectory time.
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APPENDIX B
MODIFICATIONS TO THE DL_POLY SOURCE CODE
Here we present the necessary modifications made to the DL_POLY source
code as described in the text of Chapter 3 above.1 The variables introduced to the
DL_POLY code are defined below:
• Nbeads — the total number of beads that make up the ring polymer
• p, q — matrices of the x, y, and z components of each bead’s momentum
and position
• RPmass — the mass of the beads associated with the kinetic term of the ring
polymer Hamiltonian (can be fictitious when sampling statistical properties)
• matrix — the elements of the matrix which time evolves the ring polymer
bead momenta and positions exactly (in the normal mode representation)
• twown — 2ωn, where ωn is defined below Eqn. 2.5 in Ch. 2
• pi_n — pi divided by the number of beads (pi/Nbeads)
• wk — 2ωn sin (kpi/Nbeads); Note: k is referred to above in Ch. 3 as µ
• wt — 2ωn sin (kpi/Nbeads)×∆t
• wm — 2ωn sin (kpi/Nbeads)×RPmass
• chg1, chg2, rcutX — the charge on the first atom type, the second atom
type, and the short range, electrostatic cutoﬀ distance, respectively
• fb, fbdes, difffb — the current value of the bead count coordinate, the
desired value, and their diﬀerence, respectively
1The adapted code along with sample input files are available on the Ananth group cluster
Astra at /home/common/pi_poly.
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• kfb — the force constant of the harmonic sampling constraint on the bead
count coordinate
• gammaifb, gammajfb, gammakfb — the x, y, and z components of the force
due to the bead count constraint
B.1 Performing the Mixed Time Evolution Scheme
We provide a snippit of code here from nve_0_vv.f90 is provided which carries
out the mixed time evolution scheme described in Chapter 3, Section 3.2.1. First,
we loop over all atoms (natms) except for the last n = Nbeads atoms in the sim-
ulation to update their velocities and positions in accordance with the standard
VV algorithm.
Subroutine nve_0_vv &
(isw ,lvar ,mndis ,mxdis ,mxstp ,tstep ,strkin ,engke , &
imcon ,mxshak ,tolnce ,megcon ,strcon ,vircon , &
megpmf ,strpmf ,virpmf)
.
.
.
! first VV stage for classically treated particles
Do i = 1, (natms -Nbeads)
If (weight(i) > 1.0e-6_wp) Then
tmp=hstep/weight(i)
vxx(i)=vxt(i)+tmp*fxt(i)
vyy(i)=vyt(i)+tmp*fyt(i)
vzz(i)=vzt(i)+tmp*fzt(i)
xxx(i)=xxt(i)+tstep*vxx(i)
yyy(i)=yyt(i)+tstep*vyy(i)
zzz(i)=zzt(i)+tstep*vzz(i)
End If
End Do
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Next, we update only the bead momentums (velocities) conventionally,
! first VV stage for RP beads
do i = (natms - Nbeads + 1), natms
p(1,i-natms+Nbeads) = vxx(i) * weight(i)
p(2,i-natms+Nbeads) = vyy(i) * weight(i)
p(3,i-natms+Nbeads) = vzz(i) * weight(i)
q(1,i-natms+Nbeads) = xxt(i)
q(2,i-natms+Nbeads) = yyt(i)
q(3,i-natms+Nbeads) = zzt(i)
end do
the subroutine fftbeadsteps is called,
call FFTbeadsteps(p, q, Nbeads , RPmass , tstep)
and then the bead momenta are half stepped according to the updated forces
! second VV stage
do i = (natms - Nbeads + 1), natms
vxx(i) = p(1,i-natms+Nbeads) / weight(i)
vyy(i) = p(2,i-natms+Nbeads) / weight(i)
vzz(i) = p(3,i-natms+Nbeads) / weight(i)
xxx(i) = q(1,i-natms+Nbeads)
yyy(i) = q(2,i-natms+Nbeads)
zzz(i) = q(3,i-natms+Nbeads)
end do
.
.
.
End Subroutine nve_0_vv
Within the fftbeadsteps subroutine, the transformation to the normal mode
representation takes place, the beads are evolved exactly, according to the free RP
Hamiltonian, and then the transformation back to the bead representation takes
place before returning to the nve_0_vv.f90 subroutine:
Subroutine FFTbeadsteps(p, q, Nbeads , mass , dt)
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..
.
! FFT --> transform to normal mode representation
do i = 1, 3
call rfft(p(i, :), Nbeads)
call rfftq(q(i, :), Nbeads)
end do
matrix (1,1) = 1.0_wp
matrix (2,1) = 0.0_wp
matrix (3,1) = dt/mass/stepfactor
matrix (4,1) = 1.0_wp
if (Nbeads .gt. 1) then
! calculate 2* omega_n up front given n (Nbeads),
! T, bead mass (mass)
twown = 2.0_wp * Nbeads * kBToverhBar &
* sqrt (5.48579909E-04/ mass/Nbeads)
pi_n = pi/Nbeads
! (when Nbeads = 8, this is for beads 2-5):
do k = 1, Nbeads /2
wk = twown * sin(k * pi_n)
wt = wk * dt/stepfactor
wm = wk * mass
cos_wt = cos(wt)
sin_wt = sin(wt)
matrix(1,k+1) = cos_wt
matrix(2,k+1) = -wm * sin_wt
matrix(3,k+1) = sin_wt/wm
matrix(4,k+1) = cos_wt
end do
! (when Nbeads = 8, this is for beads 8-6):
do k = 1, (Nbeads - 1)/2
matrix(1,Nbeads -k+1) = matrix(1,k+1)
matrix(2,Nbeads -k+1) = matrix(2,k+1)
matrix(3,Nbeads -k+1) = matrix(3,k+1)
matrix(4,Nbeads -k+1) = matrix(4,k+1)
end do
end if
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do k = 1, Nbeads ! updating the momenta and positions
do i = 1, 3
p_new = p(i,k) * matrix(1,k) + q(i,k) * matrix(2,k)
q(i,k) = p(i,k) * matrix(3,k) + q(i,k) * matrix(4,k)
p(i,k) = p_new
end do
end do
! inverse FFT --> transform back to Cartesian space
do i = 1, 3
call irfft(p(i, :), Nbeads)
call irfftq(q(i, :), Nbeads)
end do
.
.
.
End Subroutine FFTbeadsteps
A sample subroutine (rfft) which utilizes the FFTW3 package for transformation
of the bead momenta to the normal mode representation is provided below:
! perform FFTs with FFTW3
Subroutine rfft(momentum ,N)
use kinds_f90
implicit none
! must point the cluster to the fftw library
include ’/usr/include/fftw3.f’
integer , intent(in) :: N
real (kind = wp), intent(inout) :: momentum(N)
integer , parameter :: Nmax = 1024
integer :: Np
real (kind = wp) :: copy1a(Nmax), copy1b(Nmax)
real (kind = wp) :: factor
integer *8 :: plan1 ! (recommended in guide)
data Np /0/
save copy1a , copy1b , factor , plan1 , Np
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if (N .ne. Np) then
if (Np .ne. 0) call dfftw_destroy_plan(plan1)
call dfftw_plan_r2r_1d(plan1 , N, copy1a ,
copy1b , FFTW_FORWARD , FFTW_MEASURE)
factor = sqrt (1.0 _wp/N)
Np = N
end if
copy1a (1:N) = momentum
call dfftw_execute(plan1 , copy1a , copy1b)
momentum = factor * copy1b (1:N)
End Subroutine rfft
B.2 Including the Energy of the Bead-Bead Interaction
In order to include the bead-bead harmonic ‘bond’ interaction energy in the total
system energy of the simulation, a new functional bdbd is defined where only the
energy is computed; because the force due to this interaction is accounted for in
the normal mode propagation scheme, it is not included here. The code associated
with this addition is included below:
Else If (keyb == 24) Then ! bd -bd harmonic ‘bond ’ definition
k = prmbnd(1,kk)
r0 = prmbnd(2,kk)
dr = rab -r0
term = k*dr
omega = term *0.5 _wp*dr
! this only used with normal mode propagation:
gamma = 0.0_wp
! if not using normal mode propagation: gamma = -term/rab
Notably, when this ‘bond’ functional is called between non-neighboring beads with
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the bond parameter k set to null, we ensure electrostatics are neglected in all
bead-bead interactions.
B.3 Imposing Short-ranged Cutoﬀs on Attractive Electro-
static Interactions
Below, we present the code appended to the vdw_forces.f90 subroutine that
ensures oppositely charged atoms do not eﬀectively “stick” to one another by in-
troducing short-ranged cutoﬀs to their interactions.
! read in the charge of both atom types and then
! the short range cutoff from FIELD input file:
chg1 = prmvdw(1,k)
chg2 = prmvdw(2,k)
rcutX = prmvdw(3,k)
! subtracting off the force -shifted coulombic
! interaction and correcting for r <= rcutX:
If (rrr .le. rcutX) Then
If (jatm <= natms .or. idi < ltg(jatm)) &
eng = chg1*chg2*r4pie0/epsq/engunit &
*(1/ rcutX - 1/rrr - rrr/rvdw **2 + 2/rvdw)
gamma = -chg1*chg2*r4pie0/epsq/engunit &
*(1/ rrr - rrr/rvdw **2)/ rsq
End If
We remind the reader that this implementation assumes a direct treatment of the
vdW interactions.
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B.4 Eﬃcient Sampling of the Electron Transfer Reaction
Coordinate
An example of the code added to the DL_POLY subroutine vdw_forces.f90
that enables sampling along the progress of the electron transfer process is pro-
vided below for the bead count reaction coordinate, fb:
Else If (ityp == 38) Then ! bead count (fb) ‘vdW ’
difffb = 0.0 _wp
fb = 0.0 _wp
gammaifb = 0.0_wp
gammajfb = 0.0_wp
gammakfb = 0.0_wp
Do gr = (natms -Nbeads +1), natms
fb = 1.0 _wp/( Nbeads *2.0 _wp) &
*(Tanh(bfb*zzz(gr ))+1.0 _wp) + fb
Enddo
! recalling fb parameters from FIELD file:
kfb = prmvdw(1,k)
fbdes = prmvdw(2,k)
difffb = fb - fbdes
! must divide out factor of 1024
! since calling as gh -bead interaction
term = kfb * difffb / (Nbeads * 1.0 _wp)
If (jatm <= natms .or. idi < ltg(jatm)) &
eng=term *0.5 _wp*difffb ! harmonic
! updating the forces:
Do gr = (natms -Nbeads +1), natms
gammakfb = -kfb /(2.0 _wp*Nbeads )*bfb &
*((1.0 _wp/Cosh(bfb*zzz(gr )))**2) &
*difffb
! updating the forces on each atom , avoiding
! double -counting by dividing out Nbeads
fxx(gr) = fxx(gr) ! no x or y force components
fyy(gr) = fyy(gr)
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fzz(gr) = fzz(gr) + gammakfb /( Nbeads *1.0 _wp)
Enddo
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