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ПРО ОПТИМІЗАЦІЙНУ ЗАДАЧУ НА ПЕРЕСТАНОВКАХ 
У роботі розглядається задача дискретної оптимізації на перестановках натуральних чисел. 
Пропонується метод її розв'язання, заснований на схемі глобального рівноважного пошуку. Наво­
дяться результати обчислювальних експериментів на відомих тестових задачах. 
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Задачі дискретної оптимізації посідають важ­
ливе місце у сучасній математиці. Велика кіль­
кість реальних задач, що виникають останнім 
часом у різноманітних галузях діяльності люди­
ни, приводять до дискретних оптимізаційних 
задач. Серед цих задач слід виокремити оптимі-
заційні задачі на перестановках натуральних чи-
сел. Вони відзначаються складністю, що пов'яза­
на з великим обсягом простору розв'язків. Адже 
навіть для невеликих задач розмірності 30 кіль­
кість можливих перестановок становить 30!, 
а це надзвичайно велике число. Відомі приклади 
дискретних оптимізаційних задач на переста¬ 
новках - задача про комівояжера та квадратична 
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Існує багато практичних задач, які можуть 
бути сформульовані у вигляді квадратичної за­
дачі про призначення. Наприклад, задачі, пов'я¬ 
зані зі складанням розкладів, розміщенням елек¬ 
тронних чипів на платі, аналізом статистичних 
даних, балансуванням турбін, аналізом зобра¬ 
жень та ін. [2]. 
У той час як деякі окремі NP-повні задачі 
дискретної оптимізації можуть бути розв'язані 
точно для достатньо великих розмірностей, як 
це ілюструє задача про комівояжера, приклади 
квадратичної задачі про призначення розмір¬ 
ностей більших ніж 20 не піддаються точному 
розв'язанню. На практиці велика кількість ре¬ 
альних задач приводять до задач QAP значних 
розмірностей, які не можуть бути розв'язані 
точно [2]. Використання наближених методів є 
на даний час фактично єдиним способом роз-
в'язання проблеми. 
Загальна схема алгоритму 
Велика кількість дослідників займалася роз-
в'язанням квадратичної задачі про призначення. 
Для неї було запропоновано багато евристик та 
наближених алгоритмів. Серед них слід відзна¬ 
чити методи табу, відпалу, мурашиних колоній, 
ітеративного локального пошуку, генетичні ал¬ 
горитми [3; 8]. 
У даній рoботі запропоновано алгоритм 
розв'язання квадратичної задачі про призначен¬ 
ня, що ґрунтується на схемі глобального рівно­
важного пошуку (ГРП) [4]. Цей алгоритм є су­
перпозицією методу ГРП та методу, заснованого 
на локальному пошуку, для поліпшення отрима¬ 
них розв'язків. Як локальний пошуковий метод 
ми використовували метод табу, як один із най¬ 
більш ефективних методів розв'язання QAP [5]. 
Розв'язки із множини S будемо вибирати від­
повідно до значення вектора Очевидно, що да¬ 
ний розподіл аналогічний класичному розподілу 
Больцмана. 
У запропонованому нами алгоритмі реалізо¬ 
вана концепція «інтенсифікація - диверсифі­
кація». При високих значеннях температури 
(малому параметрі ) розв'язки вибираються з 
високою мірою хаотичності, тобто майже рівно-
вірогідно. На цьому етапі алгоритм збирає ін¬ 
формацію про простір розв'язків та локалізує 
перспективні ділянки. При зменшенні темпера¬ 
тури (збільшенні параметра ) збільшується ві¬ 
рогідність вибору добрих розв'язків, і пошук 
фокусується в околах цих розв'язків. 
Визначимо елітну множину розв'язків як 
множину (її потужність визначається вхідним 
параметром алгоритму) кращих розв'язків, зна¬ 
йдених алгоритмом з моменту старту. Робота ал¬ 
горитму є послідовністю температурних циклів. 
У кожному з них проводиться кілька ітерацій, 
що складаються з трьох фаз, - робота з множи¬ 
ною елітних розв'язків (EliteSet) на основі схеми 
ГРП, диверсифікація отриманих розв'язків для 
більш широкого вивчення околів цих розв'язків 
і, нарешті, поліпшення отриманих розв'язків 
за допомогою локального пошукового методу. 
У нашій реалізації як локальний метод викорис¬ 
товувався метод табу. 
Детальний опис алгоритму ГРП (GES) 
Вхід: A, B - матриці відстаней і потоків, n -
розмірність задачі, EliteSize - потужність елітної 
множини, Delay - параметр RESTART-про-
Для прискорення роботи алгоритму використо¬ 
вувалась RESTART-технологія [3]. Розроблений 
алгоритм показав для великої серії задач резуль¬ 
тати, кращі за результати найбільш ефективних 
алгоритмів, що застосовувалися для розв'язання 
квадратичної задачі про призначення. 
У загальній схемі методу ГРП викорис¬ 
товується ідея вибору розв'язків на основі 
Больцманівського розподілу. Розглянемо зада¬ 
чу дискретної оптимізації наступного вигляду: 
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цедури, T - кількість температурних фаз, Q -
кількість ітерацій у кожній фазі, к - параметр 
розрахунку коефіцієнта μ, - параметри 
списку табу, t - кількість ітерацій процедури по¬ 
шуку табу. 
Вихід: - краща знайдена перестановка. 
Результати експериментальних досліджень 
Нами проведено серію обчислювальних екс¬ 
периментів на відомих задачах з бібліотеки 
QAPLIB (http://www.opt.math.tu-graz.ac.at/qaplib/). 
Наш алгоритм порівнювався з алгоритмами ро-
бастного пошуку табу (RoTaboo), мурашиної ко¬ 
лонії (Ant Colonie) та методом відпалу (SA), ко¬ 
ди яких також можна знайти у бібліотеці 
QAPLIB. 
У нашій реалізації використовувалися такі 
значення параметрів: 
Ці значення не є оптимальними, і для кожної 
задачі можна дібрати набір параметрів, який дасть 
більш високі результати, ніж отримані нами. Ми 
лише прагнемо продемонструвати роботу алго¬ 
ритму на широкому колі задач і показати, що за¬ 
пропонована нами модифікація методу ГРП дає 
кращі результати для більшості прикладів QAP. 
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Кожен алгоритм для кожної задачі запускався 
10 разів. Порівнювалися середні за 10-ма запус¬ 
ками відхилення кращого знайденого алгорит¬ 
мом розв'язку від найкращого відомого роз-
в'язку: 
Порівняння на реальних задачах (real-life like 
problems) 
bur26a 26 5 426 670 0,03 0,52 0,02 0,03 0,1 
bur26b 26 3 817 852 0,09 0,32 0,03 0,07 0,1 
bur26c 26 5 426 795 0,03 0,29 0 0 0,1 
bur26d 26 3 821 225 0,05 0,10 0 0 0,1 
bur26e 26 5 386 879 0,01 0,18 0 0 0,1 
bur26f 26 3 782 044 0,01 0,06 0 0 0,1 
bur26g 26 10 117 172 0,01 0,30 0 0 0,1 
bur26h 26 7 098 658 0,13 0,13 0 0 0,1 
chr25a 25 3 796 4,23 45,5 1,24 0 2 
nug30 30 6 124 0,04 5,29 0,15 0 2 
kra30a 30 88 900 0 3,77 0,70 0 4 
kra30b 30 91 420 0,01 3,59 0,04 0,01 4 
tai64c 64 1 855 928 0,37 1,28 0 0 1 
tai20b 20 122 455 319 0,05 8,75 0,09 0 0,1 
tai25b 25 344 355 646 0,02 2,82 0 0 0,5 
tai30b 30 637 117 113 0,04 2,66 0 0 1 
tai35b 35 283 315 445 0,1 3,09 0 0 2 
tai40b 40 637 117 113 0,43 2,12 0,11 0 2 
tai50b 50 458 821 517 1,58 0,57 0,26 0 8 
tai60b 60 608 215 054 1,05 0,66 0,32 0 20 
tai80b 80 818 415 043 0,84 1,43 0,94 0,12 40 
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У наведених таблицях: Instance - назва зада­
чі, n - розмірність задачі, BKS - найкращий ві¬ 
домий розв'язок, - середнє за 10-ма запус¬ 
ками відхилення кращого знайденого розв'язку 
від найкращого відомого, t - час, відведений ал¬ 
горитмам для роботи. 
Порівняння на випадково згенерованих задачах 
(random problems) 
tai20a 20 703 482 0,05 0,55 0,44 0,06 2,5 
tai25a 25 1 167 256 0 0,93 1,5 0 5 
tai30a 30 1 818 146 0,29 0,47 0,93 0,03 7,5 
tai35a 35 2 422 002 0,63 0,86 1,14 0,16 10 
tai40a 40 3 139 370 0,78 1,01 1,43 0,30 30 
tai50a 50 4 941 410 1,04 1,37 1,75 0,64 45 
tai60a 60 7 205 962 1,17 1,25 1,94 0,84 60 
tai80a 80 13 546 960 1,28 1,07 1,39 0,62 20 
Аналіз результатів обчислювальних експери¬ 
ментів дає можливість зробити висновок про ви¬ 
соку ефективність запропонованого алгоритму, 
який майже для кожної задачі показав найкращі 
результати. Це, в сукупності з іншими успішни¬ 
ми застосуваннями схеми ГРП для задач дис¬ 
кретної оптимізації, виконаними за останні ро¬ 
ки, свідчить про те, що метод глобального рівно¬ 
важного пошуку є надзвичайно ефективним 
інструментом для розв'язання подібних задач. 
Універсальність і можливість використання у 
поєднанні з іншими алгоритмами роблять його 
одним із найбільш потужних методів дискретної 
оптимізації. 
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OPTIMIZATION PROBLEM ON PERMUTATIONS 
Discrete optimization problem on permutations of integers is being considered in the paper. The method 
for it 's solving based on the global equilibrium search method is proposed. Computational experiments re¬ 
sults made on well-known instances are provided. 
