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Abstract 
Earth's climate system displays various modes of variability ranging from intra-seasonal to inter-
decadal time scales, which hamper our ability to detect the human-caused warming signal in 
the climate record. Despite 44 years of climate modeling and much improvement being made, 
the spatial and temporal characteristics of the major modes of natural variability (i.e., AMO, 
ENSO, PDO, NAO) are still not simulated accurately. Furthermore, we find that some modes of 
low-frequency variability have not been yet identified, due to the shortness of the instrumental 
record and the resulting signal-to-noise detection problem. This dissertation summarizes our 
effort to create an up-to-date and comprehensive database of natural variability, as it is: (a) 
observed in nature and (b) simulated by state-of-the art global climate models (GCMs).  
We employ a non-parametric Singular Spectrum Analysis (SSA) approach that enables the study 
of non-periodic – so-called “quasi-periodic” oscillations (QPOs). SSA can resolve QPOs that have 
periods up to half the length of the record, something which is impossible using traditional 
Fourier analysis. All four long-term atmosphere-ocean near-surface instrumental temperature 
records updated through 2010 have been used for the observational study, while we also take 
advantage of the newly released data from the Coupled Model Intercomparison Project 5 
(CMIP5) for the modeling study, thereby guaranteeing the currency of this work. 
Six significant signals with periods of 61 years (O1), 21 years (O2), 9 years (O3), 5 years (O4), 4 
years (O5) and 2 years (S1) are identified in the global temperature record. The regional 
analysis reveals that O1 is a pan-oceanic phenomenon and proposed to be due small variations 
in the thermohaline circulation in the respective ocean basins. It is the predominant cause of 
the observed Mid 20th Century Cooling period. The global distribution of O2 and O3 suggests an 
external forcing of the signals, but no support for a solar or lunar origin is found. We conclude 
that the interannual signals O4, O5 and S1 are not necessarily due to the El Niño Southern 
Oscillation (ENSO).  
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Altogether, the observed modes of variability combine such that they contributed to a cooling 
of 0.13°C to 0.27°C over the past decade, thereby counteracting the human made warming and 
partially explaining the often noted slowdown of the global warming rate over the past decade. 
They are estimated to continue to do so over the next 30-40 years and the ‘pause’ in global 
warming is expected to persist until around 2020. Mistaking this perceived break as a disproof 
of global warming would be a tremendous error, and we strongly advise the global community 
to start implementing plans to phase out GHGs over the course of the 21st century. 
Combining the modeling and observation studies yields an up-to date assessment of the CMIP5 
models ability to reproduce the observed natural variability. Positive to note is that many 
models do simulate accurately one or more observed mode of variability, particularly the 
interannual signals O4 and O5. On the other hand, there is not a single model, or a set of 
models, that performs particularly well across all modes of variability. Less than one third of the 
GCMs are able to reproduce the first three most dominant and very regular QPOs, O1-O3. We 
conclude that much improvement has still to be made before we can claim that the current 
state-of-the-art GCMs simulate natural variability accurately, and recommend the use of the 
databases and assessments provided in this dissertation to do so. 
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1 Introduction 
Instrumental near-surface temperature records [1-5] contain variations on interannual, 
decadal, and multidecadal timescales, as well as a prominent upward trend. These records thus 
display both human-caused climate change and natural variability. It is important to understand 
this natural variability in and of itself, as it influences climate on various timescales, and 
additionally because it is the backdrop against which human-induced climate change must be 
detected and attributed. 
The natural variability has components that are somewhat regular, called “quasi-periodic 
oscillations” or QPOs, and components that are random, called stochastic. In this dissertation 
we focus on the quasi-periodic component of natural variability. In Chapter 2 we present results 
of our detection study, in which we investigate the QPOs contained in the instrumental 
temperature record with the goal of creating a comprehensive database of observed natural 
variability. Results thereof are used to produce a temperature outlook for the 21st century in 
Chapter 3 and implications of our projections are discussed. Natural variability as simulated by 
state of art (CMIP5) global climate models (GCMs) is examined in Chapter 4, with special focus 
on the ability of the current GCMs to simulate the observed natural variability described in 
Chapter 2. We summarize and conclude in Chapter 5. 
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The main research findings described in this dissertation are: 
Chapter 2: 
 The existence of six significant QPOs with periods* of 61 years (O1), 21 years (O2), 9 
years (O3), 5 years (O4), 4 years (O5) and 2 years (S1) in the global temperature records. 
Particular emphasis is given to the first three dominant signals O1-O3, which are quite 
regular and together account for more than 50% of the variability of the temperature 
record that is not associated with the trend.  
 O1, the dominant and multidecadal QPO in the global temperature record is found to 
exist not only in the North Atlantic and its surrounding land regions, as previously 
established for Atlantic Multidecadal Oscillation (AMO) [6], but also in all other oceanic 
regions. To our knowledge, multidecadal QPOs in the equatorial and southern oceans 
have not been reported heretofore. 
 The bidecadal and decadal signals O2 and O3 are globally spread and their regional 
counterparts are in phase, adding up to form significant QBOs in the global average. The 
regional distribution suggests an external mechanism which remains elusive, but offers 
vast post-doctoral research opportunities. 
 The six observed modes of variability combine such that they contribute to a cooling of 
0.13°C to 0.27°C over the past 12 years. Compared to an average increase of 0.16°C per 
decade in global-mean temperatures between 1970 and 2000 [7], they explain the 
noted slowdown of the global warming rate over the past decade. To our knowledge, 
this is the first study that quantifies the contribution of natural variability to explain this 
observed “pause” in global warming. 
                                                     
* A period is assigned by fitting the QPO with a periodic signal. 
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 Chapter 3: 
We believe we are the first to attempt a temperature outlook, which is based on our detailed 
knowledge of the observed variability gained in Chapter 2 and our ability to separate it from the 
trend. 
 Natural variability is expected to contribute relative to 2012 to a cooling for about 30-40 
years. This is mainly a direct result of O1 changing from its positive phase to its negative 
phase. 
 The above, combined with projections of future human-caused temperatures changes, 
yields a “pause” in global mean temperatures, and even some time of cooling, that could 
persist until around 2020.  
Chapter 4: 
The findings presented in this chapter are new since they are derived from the just recently 
released CMIP5 data. 
 We find an encouraging number of models that simulate one or several modes of the 
observed natural variability, although not a single model or set of models performs 
particularly well across all six QPOs. 
 While almost all models simulate the interannual signals O4, O5 and S1, less than one 
third reproduce the first three most dominant and very regular modes of observed 
variability, O1-O3. 
 Therefore, GCMs have to be especially improved to simulate O1-O3, and should be 
evaluated based on this ability in the future.  
 The human forcing has a significant impact on the QPOs that are simulated by the state-
of-the-art GCMs, yielding shifts in the average period of O1 and the appearance of 
additional QPOs that are not observed in nature.  
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 This indicates that the human forcing changes the background state of Earth’s climate 
system, which in turn results in changes in the simulated QPOs. 
The results gained via the research presented in this dissertation have been published in:  
 Ring, M.J., et al. (2012), Causes of the Global Warming Observed since the 19th Century, 
Atmospheric and Climate Sciences, 2 (4), p. 401-415, doi: 10.4236/acs.2012.2403. [8] 
the most popular paper of the Atmospheric and Climate Sciences journal, downloaded 
more than 3300 time so far. 
and accepted for publication in 
 Schlesinger, M.E., et al. (2013a), A Fair Plan to Safeguard Earth’s Climate: 3. Outlook for 
Global Temperature Change throughout the 21st Century, Atmospheric and Climate 
Sciences, forthcoming. [9] 
 Schlesinger, M.E., et al. (2013b), A Simple Deconstruction of the HadCRU Global-Mean 
Near-Surface Temperature Observations, Atmospheric and Climate Sciences, 
forthcoming. [10] 
Two more papers are in advanced preparation: 
 Lindner, D., et al. (2013), Quasi-Periodic Oscillations in Observed Global Temperatures. 
Part 1. Global Oscillations, in preparation. [11] 
 Lindner, D., et al. (2013), Quasi-Periodic Oscillations in Observed Global Temperatures. 
Part 2. Regional Oscillations, in preparation. [12] 
and results of the modeling study are planned to be published thereafter. 
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2 QPOs in the Observed Global Temperatures 
2.1 Introduction 
QPOs in Earth’s climate system have been documented as early as 1884 [13, 14] and as late as 
1999 [15-17]. Some QPOs have traditionally been defined in terms of variations in pressure or 
geopotential height. Examples of these are the El Niño-Southern Oscillation (ENSO), the North 
Atlantic Oscillation (NAO), the Northern Annular Mode (NAM), and the Southern Annular Mode 
(SAM). Other QPOs have been defined in terms of temperature, such as the Atlantic 
Multidecadal Oscillation (AMO), the Pacific Decadal Oscillation (PDO), the Interdecadal Pacific 
Oscillation (IPO), and the Indian Ocean Dipole (IOD).  
Due to the shortness of the observed climate record and the poor signal-to-noise ratio which 
follows therefore, as well as the existence of variability on several time scales, the detection of 
any QPOs, especially long-period ones, is challenging. However, suitable methods have been 
developed to address this problem [see references 18, 19 for excellent reviews], among those is 
Singular Spectrum Analysis (SSA) [20-23]. Ghil and Vautard [24] were the first to apply SSA to 
the instrumental temperature record, produced by the Climatic Research Unit at the University 
of East Anglia [25-27], and identified three fundamental oscillations with periods of 21, 6, and 5 
years in the global and hemispheric temperature datasets, although an oscillation with a longer 
period of 65–70 years, as suggested by e.g. references [28, 29], was missed. This oscillation, 
now commonly referred to as the AMO, was first extracted from the global record by 
Schlesinger and Ramankutty [6] (hereafter SR94) after applying SSA to four detrended 
temperature records [30-33]. SR94 used a simple climate model (SCM) [34] forced by 
greenhouse gases (GHGs) and anthropogenic sulfate aerosols to detrend the observations. They 
concluded that the AMO was mistakenly identified as a component of the trend when analyzing 
the non-detrended time series. Subsequent SSA studies of the global temperature record not 
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utilizing prior detrending [18, 35, 36] were unable to isolate the AMO signal, while other studies 
[37, 38] using a multi-taper frequency domain – singular value decomposition (MTM-SVD) 
approach did.  
Since SR94, 20 more years of data have become available, and as described below, we find that 
the increased length of the temperature record allows for the separation of the AMO signal 
from the trend without prior detrending. That this is true not only for the global record but also 
for some regional records served as our main motivation to repeat the SR94 study employing 
the new temperature data. This yields an updated and comprehensive database of natural 
variability, both globally and regionally, based on the observations of near-surface 
temperature. In order to attain a single database without preference towards any particular 
temperature record, we chose to perform our SSA study on all four long-term atmosphere-
ocean near-surface instrumental temperature records [1-4] and to combine the results. In so 
doing we will find several QPOs that have not been found heretofore. This database will 
facilitate the understanding of natural variability in Earth’s climate system and the evaluation of 
the ability of global climate models to simulate natural variability. 
This chapter presents a detection study, with the remainder divided as follows. In Section 2.2 
we discuss the observational data and the methods we use to analyze it. The significant signals 
found in the global records are presented in Section 2.3.1, their robustness is discussed in 
Section 2.3.2 and their regional distributions are investigated in Section 2.3.3. The significant 
QPOs in each region are identified in Section 2.3.4, thereby finalizing our goal to create a 
comprehensive database of observed natural variability, both globally and regionally, based on 
a single long-term observational variable. Inspired by ENSO, we study in Section 2.3.5 the West-
East-temperature difference (WETD) in eight oceanic regions and determine the significant 
QPOs therein. Discussions are offered in 2.4 and we close with an outlook on possible future 
work in Section 2.5.  
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2.2 Data and Analysis Method 
2.2.1 Data 
We study natural variability in the four long-term atmosphere-ocean near-surface instrumental 
temperature records updated through 2010: HADCRUT4, the record compiled by the Hadley 
Centre and the University of East Anglia [1]; GISTEMP, the record compiled by the National 
Aeronautic and Space Administration’s Goddard Institute for Space Studies [2]; the National 
Oceanographic and Atmospheric Administration (NOAA) record [5]; and the Japanese 
Meteorological Agency (JMA) record [3, 4]. Two shorter satellite records are employed to test 
the robustness of our results against changes of the record length: UAH, the dataset prepared 
at the University of Alabama at Huntsville [39], and RSS, the dataset prepared by Remote 
Sensing Systems [40]. In addition, we use the proxy-based reconstruction of global 
temperatures by Mann et al. [41] to overcome the shortness of the instrumental record and to 
further evaluate the longest-period QPO found in the instrumental records. 
 
2.2.2 Singular Spectrum Analysis 
To identify the QPOs in the temperature records, we employ SSA, a proven and tested data-
adaptive, non-parametric spectral-estimation method. It has been successfully used by a 
number of authors to identify QPOs in global, hemispheric and regional temperature records [6, 
15, 16, 22, 24, 35, 42-49]. Unlike Fourier Analysis (FA), SSA is not restricted to using sines and 
cosines as basis functions, but rather determines the basis functions that are best suited to 
represent a given time series.  
SSA operates by: (a) considering L lagged copies { (   )        } of a time series 
{ ( )        }, (b) determining the lag-covariance matrix by moving a window of length L  
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along the time series, and (c) determining the eigenvalues and eigenvectors of the lagged 
covariance matrix. The time series is projected onto the eigenvectors to obtain the 
corresponding temporal principal components (PCs). Each eigenvalue corresponds to the partial 
variance of the time series in the direction of the corresponding eigenvector. Thus by ranking 
the eigenvalues in order of decreasing magnitude, the leading PCs that account for most of the 
variance of the time series can be extracted. 
Additionally, the time series can be separated into: (a) trends, which do not need to be linear; 
(b) oscillations that can be quasi-periodic; and (c) noise. An oscillatory mode is characterized by 
a pair (sometimes multiplet) of nearly equal SSA eigenvalues and their associated PCs; the latter 
are in approximate phase quadrature [22]. When plotted in decreasing order, eigenvalues that 
lie above the so-called “noise floor” or “slope” break are considered to represent the signal. 
 
2.2.3 Statistical Significance 
The statistical significance of any detected QPO can be assessed by performing a Monte-Carlo 
test, following Allen and Smith [36] typically testing against red-noise.  
First the red-noise characteristic of the original data series is determined and used to generate 
an ensemble of 1000 surrogate time series with the same red-noise characteristic as the 
original one. For each realization the lag-covariance matrix is computed, projected onto the 
eigenvector basis of the original data and its diagonal elements {            }, are 
extracted. For each  , the statistical distribution of     , obtained from the ensemble of 1000 
Monte Carlo simulations, is used to determine the statistical significance of     , the eigenvalue 
of the original data series. For example, if      lies outside the 95% confidence interval of     , 
then the eigenvalue and its associated eigenvector can be considered to be significant at the 2 
σ level. 
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To compare our results with our previous SR94 study, where detrending was performed, we 
also assess the statistical significance of the detected QPOs, testing against red-noise plus the 
“SSA-trend”. In both cases the underlying assumption is that the trend determined either with a 
model or SSA is accurate. In addition, to test whether some QPOs are hidden behind the 
dominant AMO signal, we test against red-noise plus the trend and the dominant oscillation. All 
the oscillations we report in the following have passed at least one of the two significance tests 
at the 2 σ level. 
 
2.2.4 Robustness Tests 
The robustness of our results is tested against the choice of window and record-length values. 
The window length   sets the dimension of the lag autocorrelation matrix to be constructed 
and diagonalized by SSA, thereby determining the longest periodicity captured by SSA. L is 
chosen as large as possible, that is half of the record’s length, since we are particularly 
interested in the long wavelength oscillation of type O1. The dependence of our results on the 
value of window length is tested for   {                          } years. 
As mentioned in the introduction, the ability of SSA to separate an existing trend from the 
longest period QPOs crucially depends on the length of record. However the earliest part of the 
temperature record is more uncertain, with larger errors due to the temporal and spatial 
sparseness of the data and the less sophisticated and standardized technology and 
methodology employed to measure temperatures. We address this issue by truncating the 
earliest and most unreliable part of the record and performing SSA on the shortened record in 
decadal increments. 
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2.3 Results 
2.3.1 Global Signals 
Figure 1 shows the trend and five QPOs identified in the global HADCRU4 temperature data 
updated through 2010. 
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Figure 1. The trend, and five QPOs with periods of 61 years (O1), 21 years (O2), 9 years (O3), 5 
years (O4) and 4 years (O5) as well as S1, a time series corresponding to a single significant 
eigenvalue, found in the HADCRUT4 temperature record. 
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The extended record length allows for a better discrimination between the trend and the long-
period oscillation, making it possible to identify the long-period AMO signal without prior 
detrending. We confirmed (See Figure 2) that all significant QPOs found in the detrended time 
series, using either a simple climate model [34] following SR94 or a simple (linear) regression 
model, are also found in the non-detrended data, with only minor differences in the period, 
amplitudes and phases. Therefore, we choose to no longer perform prior detrending, allowing 
our SSA study to be independent of any assumptions and models used in the procedure. 
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Figure 2. Test of Methodology: QPOs O1-O5 are found to be significant in non-detrended 
HadCRUT4 temperature record (solid) and the detrended records using either a simple climate 
model [34] (long-dashed) or a linear regression model (dotted). 
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The two leading principal components (PCs) found in each of the four long-term temperature 
records are non-oscillatory, and instead combine to form the “SSA trend”. For each record the 
trend is nonlinear, increases in time, and contains about 0.6 - 0.8oC of warming over the 20th 
century, as do the instrumental records. 
Overall, we detect seven significant QPOs in the HADCRUT4 and GISTEMP global temperature 
records and six significant QPOs in the NOAA and JMA records. Out of these, four QPOs with 
periods 21 years (O2), 9 years (O3), 5 years (O4) and 4 years (O5) can be identified in all four 
instrumental long-term records. In addition, a long-period AMO-type signal, subsequently 
referred to as O1, is found in all datasets except the JMA record starting in 1891, which is too 
short to allow for the separation of O1 from the trend. If prior detrending is performed, the O1 
signal is indeed found in JMA. 
In addition to the five significant QPOs O1-O5, each corresponding to a significant doublet or 
quadruplet, we find a single eigenvalue to be significant in all four long-term datasets. The 
corresponding time series (S1), displayed in Figure 1 (bottom right), oscillates with a period of 
almost exactly 2 years, and beats with a frequency of approximately 120 years while its 
amplitude increases in time.  
For all four long-term observational temperature records, the residual that is left after 
subtracting the trend plus all significant QPOs from the record is best fitted as white noise. 
 
2.3.2 Robustness of the Global Signals 
In addition to the consistency of our results regarding the treatment of the trend in the data, 
we find them robust against changes of the window length for 
  {                          } years (See e.g. O3 in Figure 3), and observe that the 
QPOs are not artifacts of the most unreliable earliest part of the record. 
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Figure 3. Robustness test: QPO O3 as identified in the HadCRUT4 temperature record for 
window length values   {                          } years. 
Up to 40 years of temperature data can be cut from the beginning of the HADCRUT4 record and 
O1-O5 are still found. It is only when the shortened record consists of only 110 years of data 
from 1900-2010, that SSA is no longer able to separate the trend from O1. O2, the bidecadal 
QPO remains a robust feature of the HADCRUT4 temperature record until shortened to 50 
years of data from 1960-2010. Finally, O3 the decadal QPO is still detectable when the record is 
cut back to comprise only the satellite era from 1979-2010. As seen in Figure 4 , the results of 
the shortened HADCRUT4 record are in almost perfect agreement with the SSA results of the 
RSS and UAH data sets. Note that the offset between the HadCRUT4 data and the two satellite 
records is largely due to two different reference periods, namely 1961-1990 for the HadCRUT4, 
and 1981-2010 for the two satellite records. 
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Figure 4. The QPOs O3, O4 and O5 in the RSS (long-dashed), UAH (dotted) and the shortened 
HADCRUT4 temperature anomaly record (solid), spanning the satellite era (1979-2010) only. 
With a period of 61 years, less than three samples of O1 are contained in the instrumental 
temperature record. We chose the proxy-based reconstruction of Northern Hemisphere 
temperatures by Mann et al. [41] spanning one and one-half millennia to further evaluate O1 
and identify a significant QPO of period close to 50 years as O1 (See Figure 5). 
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Figure 5. The long-period QPO O1 in the HADCRUT4 record (red solid line) and the proxy-based 
reconstruction of Northern Hemisphere temperatures by Mann et al. [41] (black dashed line). 
 
2.3.3 Regional Distributions of the Global Signals 
To investigate whether the five QPOs and S1 are global or regional phenomena we divide the 
planet into 12 regions, as displayed in Figure 6 - Figure 11. Due to the sparseness of the data, 
the polar regions are excluded. The gridded temperatures are averaged over each region, with 
the resulting average regional temperature record analyzed via SSA. Considering JMA’s inability 
to separate O1 from the trend, the regional SSA study is only performed on the HADCRUT4, the 
GISTEMP and the NOAA data. As for global analysis, we choose to report a QPO to be present in 
one region only if all three datasets agree. 
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Figure 6. Regional distribution of O1. O1 is present in all red shaded land regions and light red 
shaded oceanic regions. 
We find that O1-type oscillations exist in all ocean basins and the following land regions, North 
America and Africa. In general, it can be noted that the amplitudes of the regional O1s are 
larger in the Northern Hemisphere than in the Southern Hemisphere, with an average 
amplitude of 0.15°C and 0.10°C, respectively. 
 
Figure 7. Regional distribution of O2. O2 is present in all blue shaded land regions and light blue 
shaded oceanic regions. 
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O2 can be identified in all regions besides Australia, in which we identify a QPO of period 27 
years that seems to be distinct from O2. 
 
Figure 8. Regional distribution of O3. O3 is present in all green shaded land regions and light 
green shaded oceanic regions. 
O3 is found in all regions besides Australia. The amplitudes of the regional signals are in general 
larger for the oceanic than the land regions, with an average amplitude of 0.05°C and 0.02°C, 
respectively.  
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Figure 9. Regional distribution of O4. O4 is present in all purple shaded land regions and light 
purple shaded oceanic regions. 
O4 is found in all land regions except Africa, and in the North and Eastern Equatorial Pacific, the 
South Atlantic and the Indian Ocean. 
 
Figure 10. Regional distribution of O5. O5 is present in all orange shaded land regions and light 
orange shaded oceanic regions. 
O5 is identified in all regions except Eurasia and the North and South Pacific. 
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Figure 11. Regional distribution of S1. S1 is present in all turquoise shaded land regions and 
light turquoise oceanic regions. 
S1 is found in the North Atlantic, the Indian Ocean, and all land regions except Africa. 
 
2.3.4 The Statistically Significant QPOs in the 12 Regions 
In addition to the regional distribution of the significant QPOs found in the global temperature 
record, the significant QPOs in each of the 12 regions are also determined. Only those that are 
found in all three data sets are reported here. The significant QPOs found in each region 
derived from the HADCRUT4 dataset are summarized in Table 1 the corresponding results of 
the GISSTEMP and NOAA analysis can be found in Table A.1 and Table A.2 of the Appendix. 
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Table 1. Significant QPOs in the regional temperature records derived from the HADCRUT4 
dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Atlantic 3 1st 61.4 0.15 31.4% O1 
2nd 9.1 0.05 3.8% O3 
3rd 3.6 0.03 1.2% O5 
North America 6 1st 56.8 0.25 12.2% O1 
2nd 6.1 0.10 6.2%  
3rd 4.7 0.06 5.4% O4 
4th 2.6 0.12 5.3%  
5th 3.3 0.07 4.6% O5 
6th 3.3 0.03 2.8%  
Eurasia 4 1st 4.7 0.15 5.3% O4 
2nd 4.5 0.07 5.0%  
3rd 13.2 0.03 3.3%  
4th 5.8 0.05 3.0%  
Africa 5 1st 64.5 0.13 10.7% O1 
2nd 3.5 0.10 5.4% O5 
3rd 5.3 0.04 3.0%  
4th 9.1 0.02 2.4% O3 
5th 2.7 0.03 1.4%  
North Pacific 2 1st 63.7 0.17 19.6% O1 
2nd 7.5 0.05 2.4%  
South Atlantic 2 1st 57.0 0.10 3.5% O1 
2nd 3.5 0.05 0.6% O5 
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table 1 Continued. 
South America 2 1st 3.8 0.06 3.9% O5 
2nd 6.3 0.03 3.4%  
Eastern 
Equatorial 
Pacific 
3 1st 5.7 0.17 11.8% ENSO 
2nd 12.7 0.11 8.8%  
3rd 3.6 0.08 5.1% O5 
South Pacific 3 1st 21.2 0.08 6.9% O2 
2nd 9.2 0.06 2.9% O3 
3rd 5.9 0.03 2.3%  
Western 
Equatorial 
Pacific 
3 1st 9.2 0.08 11.1% O3 
2nd 14.6 0.04 6.2%  
3rd 2.9 0.03 3.2%  
Indian Ocean 4 1st 59.5 0.07 4.6% O1 
2nd 23.2 0.05 3.4% O2 
3rd 9.6 0.04 1.5% O3 
4th 3.5 0.03 0.7% O5 
Australia 4 1st 2.1 0.05 3.5% S1 
2nd 4.3 0.07 3.1%  
3rd 24.5 0.07 2.9%  
4th 3.6 0.06 2.4% O5 
2.3.4.1 North Atlantic  
Three significant QPOs can be identified in the North Atlantic. The dominant QPO is O1 (T = 61.4 
years) followed by O3 and O5. 
2.3.4.2 North America 
Six significant QPOs are found in North America. In decreasing order of explained variance we 
identify QPOs with a period of 56.8, 6.1, 4.7, 2.6, 3.3 and 3.3 years. The most dominant QPO 
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can be identified as O1 (T = 56.8 years), the third most dominant as O4 and the fifth most 
dominant QPO as O5. 
2.3.4.3 Eurasia 
Four significant QPOs can be identified in Eurasia. The dominant QPO is O4. The additional 
significant QPOs possess periods of 4.5, 13.2 and 5.8 years in decreasing order of explained 
variance. 
2.3.4.4 Africa 
Five significant QPOs are found in the African temperature record. The periods are 64.5, 3.5, 
5.3, 9.1 and 2.7 years in decreasing order of explained variance. The dominant QPO can be 
identified as O1 (T = 64.5 years), the second most dominant QPO as O5 and the fourth most 
dominant QPO as O3.  
2.3.4.5 North Pacific 
There are two significant QPOs in the temperature record of the North Pacific. The dominant 
QPO is O1 (T = 63.7 years) followed by a QPO with a period of 7.5 years.  
2.3.4.6 South Atlantic 
The South Atlantic temperature record contains two significant QPOs. The dominant QPO is O1 
(T = 57.0 years); it is followed by O5. 
2.3.4.7 South America 
We find two significant QPOs in the South American temperature record. The dominant QPO is 
O5, followed by a QPO of period of 6.3 years. 
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2.3.4.8 Eastern Equatorial Pacific 
Three significant QPOs are identified in the temperature record of the Eastern Equatorial 
Pacific, the region in which the El Niño–Southern Oscillation (ENSO) is most prominent. In 
decreasing order of explained variance the periods are 5.7, 12.7 and 3.6 years. The third most 
important QPO is O5. 
 
Figure 12. The dominant QPO in the Eastern Equatorial Pacific as derived from the HADCRUT4 
dataset is quite regular and has almost constant period of 5.7 years. 
2.3.4.9 South Pacific 
We identify three significant QPOs in the South Pacific. The dominant QPO is O2, followed by 
O3 and a QPO with period 5.9 years. 
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2.3.4.10 Western Equatorial Pacific 
Three significant QPOs are found in the Western Equatorial Pacific. The dominant QPO is O3, 
followed by two QPOs with periods of 14.6 and 2.9 years. 
2.3.4.11 Indian Ocean 
We find four significant QPOs in the Indian Ocean. The dominant QPO is O1 (T = 59.3 years), 
followed by O2, O3 and O5. 
2.3.4.12 Australia 
Four significant QPOs exist in Australia. The dominant signal is S1, followed by two QPOs with 
periods of 4.3 and 24.5 years and O5. 
 
2.3.5 The Statistically Significant QPOs in the 8 Oceanic Regions 
Inspired by ENSO, which displays a strong west-east dipole, we subdivide eight oceanic regions, 
namely the North Pacific, the Equatorial Pacific, the South Pacific, North Atlantic, the Equatorial 
Atlantic, the South Atlantic, the Equatorial Indian Ocean, and the South Indian Ocean. The 
temperature values of the western region are subtracted from the ones of the eastern region 
yielding the west-east-temperature difference (WETD), which is subjected to SSA. In all eight 
cases the WETD contains almost no remaining trend. The significant QPOs found in the WETD of 
all eight oceanic regions derived from the HADCRUT4 dataset are summarized in Table 2 and 
the corresponding results of the GISSTEMP and NOAA analysis can be found in Table A.3 and 
Table A.4 of the Appendix. 
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Table 2. Significant QPOs in the west-east-temperature difference (WETD) of the 8 oceanic 
regions derived from the HADCRUT4 dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Pacific 3 1st 42.7 0.15 12.1%  
2nd 5.7 0.13 11.0% ENSO 
3rd 4.4 0.06 7.8%  
Equatorial 
Pacific 
4 1st 5.7 0.20 14.3% ENSO 
2nd 9.1 0.16 10.4% O3 
3rd 3.5 0.09 6.4%  
4th 2.7 0.03 5.4%  
South Pacific 3 1st 49.8 0.18 17.4%  
2nd 15.8 0.12 11.6%  
3rd 6.9 0.08 9.0%  
North Atlantic 5 1st 24.0 0.10 13.1%  
2nd 8.1 0.04 8.3%  
3rd 3.9 0.06 8.1%  
4th 5.8 0.07 7.1%  
5th 2.5 0.03 3.9%  
Equatorial 
Atlantic 
5 1st 12.6 0.14 13.3%  
2nd 5.5 0.08 6.5%  
3rd 54.8 0.07 6.3%  
4th 2.6 0.06 3.7%  
5th 2.3 0.03 2.5%  
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table 2 Continued. 
South Atlantic 4 1st 37.6 0.03 5.5%  
2nd 12.2 0.06 5.4%  
3rd 3.4 0.08 5.4%  
4th 2.5 0.05 5.2%  
Equatorial 
Indian Ocean 
1 1st 5.2 0.06 7.3%  
Southern 
Indian Ocean 
3 1st 49.9 0.22 21%  
2nd 4.9 0.05 3%  
3rd 13.7 0.04 2%  
2.3.5.1 North Pacific 
Three significant QPOs with periods of 42.7, 5.7 and 4.4 years in decreasing order of explained 
variance are found in the WETD of the North Pacific. The dominant QPO is the PDO and the 
second corresponds to the dominant signal of the Eastern Equatorial Pacific.  
2.3.5.2 Equatorial Pacific 
Four significant QPOs can be identified in the WETD of the equatorial Pacific. The dominant 
QPO is, as expected, the dominant QPO of the Eastern Equatorial Pacific. The second most 
dominant QPO is O3, the third most dominant QPO has a period of 3.5 years, which 
corresponds to the third most dominant QPO of the Eastern Equatorial Pacific, and the fourth 
most dominant QPO has a period of 2.7 years. The second most dominant QPO exists probably 
because O3 is much more prominent in the western region, where it is the dominant QPO, than 
in the eastern region.  
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2.3.5.3 South Pacific 
The WETD of the South Pacific contains three significant QPOs. In decreasing order of explained 
variance their periods are 49.8, 15.8 and 6.9 years. Hence, the dominant QPO seems to be a 
southern cousin of the PDO, at least in a temporal sense. 
2.3.5.4 North Atlantic 
We find five significant QPOs in the WETD of the North Atlantic. Their periods are 24.0, 8.1, 3.9, 
5.8 and 2.5 years in decreasing order of explained variance. The dominant QPO is not related to 
O2. 
2.3.5.5 Equatorial Atlantic 
Five significant QPOs are identified in the WETD of the Equatorial Atlantic. Their periods are 
12.6, 5.5, 58.6, 2.6 and 2.3 years in decreasing order of explained variance. The second most 
dominant QPO corresponds to the fourth most dominant QPO in the WETD of the North 
Atlantic. Although less dominant, the Equatorial Atlantic does display some PDO-type 
oscillation, at least in a temporal fashion. 
2.3.5.6 South Atlantic 
We identify four significant QPOs in the WETD of the South Atlantic. The dominant QPO is a 
PDO-type QPO with a period of 37.6 years. The second most dominant QPO corresponds to the 
dominant QPO of the WETD of the Equatorial Atlantic. The remaining two QPOs are 
characterized by periods of 3.4 and 2.5 years in decreasing order of explained variance. 
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2.3.5.7 Equatorial Indian Ocean 
The WETD of the Equatorial Indian Ocean contains one significant QPO with a period of 5.2 
years. 
2.3.5.8 Southern Indian Ocean 
Three significant QPOs are identified in the WETD of the Southern Indian Ocean. The dominant 
QPO is a PDO-type QPO of period 49.9 years, followed by QPOs with periods of 4.9 and 13.7 
years in decreasing order of explained variance. 
 
2.4 Discussion 
2.4.1 The Global Signals and Their Distribution 
In addition to a non-linear trend, we find five statistically significant quasi-periodic oscillations 
(QPOs) in the global temperature record with periods of 61 (O1), 21 (O2), 9 (O3), 5 (O4) and 4 
(O5) years that also pass all our robustness tests. The traditional “red-noise” model of 
background climate variability [50] or even “colored-noise” models are  insufficient to explain 
the existence of these QPOs as noted previously [51, 52]. Moreover, our analysis suggests that 
the global temperature records consist of a trend that increases in time, a finite set of 
significant QPOs, and stochastic noise which is best fitted as white noise for all four long-term 
datasets. The latter statement is in agreement with studies by Wu et al. [53] and Huang et al. 
[54], who noted that the sum of the high-frequency components of the yearly global-mean 
surface temperature derived via empirical mode decomposition, i.e. the residual after removing 
the trend and components with timescales longer than two decades, resembles white noise. 
The SSA trend (See Figure 13) contributes to about 0.6°C of warming over the 20th century, and 
correlates very well (ρ = 0.97) with the well-mixed GHG radiative forcing over this time span. 
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Figure 13. The global trend as observed in the HadCRUT4 temperature record (magenta solid 
line) plotted alongside the well-mixed GHG radiative forcing (black dotted line). 
 
2.4.1.1 The Multidecadal QPO 
O1 can be identified as the dominant QPO of SR94, which was found to exist in the detrended 
time series of the North Atlantic and its surrounding land regions. It was later named the AMO 
[55] and proposed [6, 52, 56-60] to be due to small fluctuations in the thermohaline circulation 
in the North Atlantic. Arguably the most surprising finding of our regional analysis is the 
presence of an O1-type QPO not only in the North Atlantic and its surrounding regions, but also 
in all other ocean basins.  
To our knowledge, O1-type QPOs in near-surface temperatures outside the North Atlantic and 
its surrounding continents, the famous AMO, have only been previously reported in the North 
Pacific [61-63].  
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We conclude that the global O1 is not due to the AMO only, but rather is the result of all 
regional O1s combined, one of them being the AMO. For this reason, referring to the globally 
observed multidecadal QPO as the AMO is misleading. Additionally, the multidecadal QPO in 
the North Atlantic should rather be referred to as NAMO (North Atlantic Multidecadal 
Oscillation) rather than the AMO, since the Southern Atlantic also displays a multidecadal QPO, 
distinct from its northern cousin, which we call in analogy SAMO (South Atlantic Multidecadal 
Oscillation).  
The distribution of the regional O1s agrees with the proposed character of the NAMO [6, 52, 
56-60] being caused by small fluctuations in the thermohaline circulation. Since the density-
driven deep-ocean circulation flows through all ocean basins it should not be a surprise to find 
an AMO-type oscillation in all of them. 
Our analysis of the proxy temperature record by Mann et al. [41] reveals that O1 has existed for 
at least the past 1500 years, a result consistent with previous proxy record studies [51, 52, 64-
67] and rejects the possibility that it is only an artifact of studying the relatively short historic 
record that consists of trend plus red-noise [36, 45]. This is supported by our finding in Section 
2.3.1 that O1 is also present in the detrended time series using either a simple climate model 
[34] following SR94, or a simple (linear) regression model. 
Finally, an alternative theory suggesting that anthropogenic aerosols are the prime driver of the 
AMO [68] can be rejected for several reasons. Firstly, the regional distribution of O1 does not 
agree with this mechanism, and secondly, O1 has long existed before the industrial revolution, 
and hence, long before any significant amounts of anthropogenic aerosols were released. 
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2.4.1.2 The Decadal and Bidecadal QPOs 
Not only is O1 widespread, but so are all the other four significant global QPOs and S1. This is 
especially true for O2 and O3, which are found in all 12 regions except Australia, being in phase 
with the respective global signal. O3 with a period of 9 years is distinct from the interdecadal 
signal with a period close to 15 years identified by Ghil and Vautard [24] and the 10-12 years 
quasi-decadal mode of Mann and Park [37, 69] that projects only weakly onto the global mean-
surface temperatures due to phase cancellation, but could be related to Ghil and Vautard [24]’s 
non-fundamental and therefore not further discussed QPO of period 9 years. The widespread 
nature of O2 and O3 is in agreement with many previous studies [6, 24, 35, 70-100] that 
identified decadal and bidecadal signals in temperature, rainfall, sea level, lake water level, 
river flow, and harvest and drought records all over the planet. This global character of both 
QPOs being present in all regions besides Australia supports the idea that they are caused by 
external mechanisms that drive the regional O2s and O3s, rather than internal ocean or 
atmosphere-ocean processes as pioneered by Bjerknes [59] and subsequently put forward by 
references [66, 101-111]. Being all in phase, they add up to appear as significant signals in the 
global record. Therefore, it is not surprising that the existence of O2 and O3 has often been 
linked to the Sun [73, 96, 97, 112], the Moon [77-79, 87, 113-117] or both [71, 72, 86, 91, 96, 
98, 118], in all cases the influence of an external and quasi-periodic forcing.  
Comparing the time-series of O2 and O3 to the respective solar and lunar cycles suggests that 
the lunar nodal cycle does not cause O2, and the sunspot cycle [119] does not cause O3. As 
shown in Figure 14, the correlations between O2 and the lunar nodal cycle (ρ = 0.16) and O3 
and the sunspot cycle (ρ = 0.05) are very poor, because of a mismatch between the driving 
(18.6 and 11 years) and response frequencies (22 and 9 years) and with it, the lack of a constant 
phase relationship. Trying to relate those signals would yield an unphysical and unintuitive 
interpretation, e.g. that the local maximum of sunspots in 1957 caused a warming of up to 
0.03°C associated with O3, while the local maximum of sunspots in 2000 caused a cooling of up 
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to 0.02°C. Because the climate system is a nonlinear system, and the 11-year sunspot cycle is 
not a perfect sinusoidal driving force, but rather has broad spectrum with maximum spectral 
power at 11 years and several additional sub-peaks at 103, 52, 10, 12 and 8 years, one might 
not expect a perfect one-to-one correspondence between the driving and response signals as 
predicted by a linear harmonic oscillator driven by a single sinusoidal signal. Recall that a 
nonlinear system driven by two sinusoidal forces yields not only the original frequencies and 
their higher harmonics, but response signals corresponding to the sum and difference of the 
two driving frequencies and higher harmonics called intermodulation (IM) distortions. 
Accordingly, one might at a first glance be inclined to revive the idea of explaining O3 by the 
sunspot cycle. However this idea is quickly discarded due to the unexplained and complete 
absence in the global temperature record of any of the original peak-frequencies of the sunspot 
power spectrum. 
Based solely on correlation, a possible link between the lunar nodal cycle (1st harmonic) and O3, 
as well as the magnetic Hale cycle and O2, cannot be excluded. However, correlation does not 
equal causation. Regarding the underlying 11-year cycle several possible mechanisms have 
been proposed to link the number of sunspots to the temperature on Earth’s surface. Among 
those are variations in the direct radiative forcing, fluctuations in the solar ultraviolet radiation 
influencing the stratosphere, and changes in the solar wind affecting the global electric circuit 
[refer to 120 and references therein]. The latter includes galactic cosmic rays coupling to 
aerosols and clouds. However, any possible effect of the magnetic Hale cycle on Earth’ surface 
temperatures should be dominated by the more fundamental 11-year cycle, which is absent in 
our analysis of the global temperature record. Therefore we reject the hypothesis that the 
magnetic Hale cycle is the driver of such a strong response (Amplitude (O2) = 0.04°C) in global 
average temperatures.  
Similarly, any proposed mechanism trying to link the lunar nodal cycle to O3 is impeded by the 
absence of the more fundamental 18.6 lunar nodal signal in the global temperature record. 
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Figure 14. Comparison between O2 (blue solid), O3 (green solid) and lunar (black dotted) and 
solar cycles (black long-dashed). 
 
2.4.1.3 The Interannual Signals 
Interannual signals in global climate records are found to be separated into low-frequency (4-6 
year) and high-frequency (2-3 year) bands [24, 35, 42, 47, 121-123] and have been often 
associated with ENSO variability [18, 24, 37, 38, 47, 122-126].  
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O4 and O5 with periods of 5 and 4 years respectively lie within the low-frequency band, while 
S1 is quasi-biennial and lies in the high-frequency band. The latter is tightly tied to the annual 
cycle (from 1850 to 1890 and from 1945 to 2010 every odd year is warm, while between 1890 
and 1945 the opposite holds true) and seems unrelated to the quasi-biennial oscillation (QBO) 
of the zonal wind in the tropical stratosphere [127, 128] (ρ = 0.16), in agreement with previous 
work [38, 42, 122, 129, 130]. Our regional analysis finds S1 to exist in the North Atlantic, the 
Indian Ocean, and all land regions except Africa, and is the dominant signal of Australia.  
Tropospheric biennial signals have been known since the 19th century e.g. [13, 14, and 
references in 131] and Landsberg et al. [132] concluded that there “is no doubt that a pulse 
slightly in excess of 2 years period, is a worldwide phenomenon.” In particular tropospheric 
biennial signals have been identified in the North Atlantic [101, 133-135], in Europe [136-141], 
in North America [13, 14, 46, 136, 137, 142-144], in Australia [145, 146], and are even evident 
in polar regions [147]. 
Quasi-biennial variability in the Indo-Pacific region, and particularly of the Indian, Australian 
and South Asian summer monsoon rainfall [148-156], has been linked to the so-called 
tropospheric biennial oscillation (TBO). Brier [157] proposed a conceptual model consisting of a 
negative-feedback process acting on a two-state (summer and winter) system that creates a 
biennial oscillation. This mechanism was extend by Nicholls [158-160] and Meehl [161, 162], 
both involving air-sea interactions within the monsoon sector, where the ocean retains the 
effect of those interactions from one winter to the next summer and vice versa, in order to 
explain the TBO. The latter was used by some [125, 151, 160-167] to account for the noted 
biennial variability of ENSO [123, 125, 126, 167-171], going as far as to interpret El Niño and La 
Niña as extreme excursions of the TBO, e.g. [161, 162, 167]. Others [172-178] explain the 
occurrence of a biennial signal in ENSO as the result of subharmonic frequency-locking of the 
Pacific ocean-atmosphere oscillator to the annual cycle. While the former explanation points to 
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the importance of the Indian Ocean and the Monsoon to ENSO, the latter only involves the 
classical equatorial Pacific region. 
Given that we do not find S1 in either the Western or the Eastern Equatorial Pacific, but in 
places as far away as Europe and North America, the sole association of the quasi-biennial 
signal contained in the global temperature record with ENSO, even when considering 
teleconnections, seems at best questionable. Moreover, an analysis of the Multivariate ENSO 
Index (MEI) [179] vie SSA yields no sign of S1, while the two significant QPOs can be identified 
as O5 and O4 in decreasing order of explained variance. Hence, our analysis indicates that S1 is 
most probably distinct from ENSO. Considering that the amplitudes of the regional S1s are the 
strongest in Asia, Australia and North America, all regions with a well-developed monsoon, 
suggests that the latter might be essential in explaining S1. 
While O4 and O5 are the two significant signals of the MEI, explaining 22% and 21% of the total 
variance, they play a lesser role in the temperatures of the Eastern Equatorial Pacific, where O5 
is identified as the third most dominant QPO in the Eastern Equatorial Pacific, and O4 is not 
significant. On the other hand, O4 it is the dominant signal of Eurasia and also exists in all other 
land regions except Africa, as well as the North Pacific, the South Atlantic and the Indian Ocean. 
O5 is the dominant signal of South America, has the largest amplitude in Africa and exists in all 
regions except Eurasia, the North Pacific and the South Pacific. Thus, O4 and O5 do not only 
exist in the ENSO region, and consequently in the MEI, but also play an important role, arguably 
even more so, in other regions of the planet. More research needed to determine whether the 
low-frequency interannual QPOs O4 and O5 found in the global temperature record are related 
to ENSO or not.  
We conclude with a cautionary note that not every interannual signal found in any climate 
variable should be, by default, connected with ENSO, which seems to be a widespread practice.  
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2.4.1.4 Natural Variability and Human-Caused Climate Change 
We decided to report in this dissertation only those signals that are found to be significant in all 
four long-term atmosphere-ocean temperature records, and in the case of O1, in all but JMA, to 
ensure that they are true features of the climate system and not an artifact of using a particular 
dataset. Minor differences between the O2s-O5s and larger differences between the O1s of the 
different data sets are mostly due to the different starting dates. Since the HADCRUT4 data 
starts in 1850, GISTEMP and the NOAA records in 1880 and the JMA record in 1891, we employ 
different records, and consequently different window lengths. 
We use the time series of the detected QPOs to address two points often used by climate-
change skeptics to argue against man-made global warming. Firstly, it has been argued that the 
global-average temperature has failed to continue its pre-1998 rising trend in the most recent 
decade, even though GHG concentrations have been steadily increasing. Part of this can be 
explained by noting that phases of the significant QPOs are such that when combined, they 
contribute to about 0.13°C to 0.27°C of cooling, depending on the dataset, over the past 12 
years. This number should be compared to an average increase of 0.16°C per decade between 
1970 and 2000, as announced in 2010 by the UK Meteorological Office [7]. In general it can be 
noted that for all datasets, O2 (0.00 to –0.09°C), O3 (–0.04°C to –0.13°C) and O5 (–0.03°C to –
0.09°C) are especially the drivers of this cooling, while O1 alone would cause a small warming of 
0.01 to 0.03°C over this particular period. In this aspect we differ from Tung and Zhou [180] 
who also argue that natural variability is the cause of the observed slowing of the warming rate, 
but only consider and attribute it to the AMO. Other (partial) explanations of this lack of a 
continued steep rise in near-surface temperature in the past decade, such as cyclical reduction 
in solar activity [181, 182], increased aerosol emission from Asia due to pollution [183, 184], 
and changes in stratospheric water vapor concentration [185] have been proposed. Here we 
show quantitatively that the observed natural variability has contributed to the decrease in the 
warming rate over the past decade, as previously suggested [7].  
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Secondly, the observed temperature record displays two warming phases, the Early Century 
Warming (ECW) from the 1900s to the 1940s, and the Late Century Warming (LCW) from 
1970s-1998, interrupted by the global Mid-Century Cooling (MCC) from the 1940s to the 1970s. 
This raises the question as to why there was global cooling in mid-century even though GHGs 
were increasingly emitted. While some modeling studies [186-188] suggest that aerosol cooling 
might be partially responsible for this, some evidence [189] points to the effect of long-term 
variations in solar irradiance and Park and Mann [190] argue for long-term variations in the 
exchange of heat between the ocean and atmosphere. We address the question qualitatively 
by comparing the observed temperatures to the trend-only and the trend-plus-O1 
temperatures. In Figure 15 the observed HADCRUT4 temperature anomalies are plotted 
alongside the SSA-trend and the SSA-trend plus O1. Adding O1 to the SSA trend yields a better 
fit (ρ = 0.94) to the observed data than the trend alone (ρ = 0.88). In particular, adding O1 to 
the trend reproduces the two warming phases interrupted by the MCC. Therefore, we conclude 
based on this more qualitative argument that the MCC is predominantly due to O1 changing 
from its positive phase to its negative phase, contributing up to 0.23°C of cooling. Similarly, it 
can be inferred from Figure 15 that part of the ECW and the LCW are caused by O1 changing 
from its negative phase to its positive phase, and that the anthropogenic warming rate is only 
slowly increasing with a 1970-2000 average of about half of the 0.16°C warming rate per 
decade given by the UK Meteorological Office [7]. This figure compares well with anthropogenic 
warming rate estimates given by references [53, 180, 191]. 
Quantitatively this attribution question was addressed previously by our group [8, 192], yielding 
the same conclusion and supported by subsequent work [58, 180]. We note that if the quasi-
periodic behavior of O1 continues in a similar fashion, it will work for some time against the 
global GHG warming trend once it again changes from its positive to its negative phase. Hence, 
depending on its amplitude and the magnitude of the GHG warming, some period of global 
cooling or stagnation in temperature rise is possible in the future, and it would be a 
tremendous error to mistake it as the end or disproof of human-made warming. 
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Figure 15. Comparison between the observed HADCRUT4 global temperature record (black 
solid line), the SSA-trend (green dashed line) and the SSA-trend plus O1 (red solid line). 
 
2.4.2 The Regional Signals 
Overall we are able to identify 41 significant QPOs in the 12 regional records, out of which 17 
are distinct from any global signal. In six out of the twelve regions, namely the North Atlantic, 
North America, Africa, the North Pacific, the South Atlantic and the Indian Ocean, the dominant 
QPO is an O1-type QPO. It causes temperature fluctuations between 0.14°C to 0.5°C from 
maximum to minimum, and thus has a large influence on the climate of those regions. 
Additionally, in five regions the dominant signal can be identified as one of the significant global 
signals. O2 is the dominant QPO in the South Pacific, O3 in the Western Equatorial Pacific, O4 in 
Eurasia, O5 in South America and S1 in Australia. Only in the Eastern Equatorial Pacific, where 
the ENSO is prominent, do we find a distinct dominant signal, a very regular oscillation with a 
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period of 5.7 years. This signal is robust against changes of the window length for values 
ranging from 80 to 10 years, and can be identified in all four datasets. 
 
Figure 16. The dominant QPO (magenta solid line) of the Eastern Equatorial Pacific derived from 
the HADCRUT4 dataset is plotted alongside the yearly averaged Multivariate ENSO Index (black 
dashed line) [179]. 
This dominant signal is plotted alongside the yearly averaged Multivariate ENSO Index (MEI) 
[179] in Figure 16, where in general a very good agreement between QPO maxima and El Niño 
events, and QPO minima and La Niña events can be noted. Over the past 150 years the period 
of the dominant signal did not change; rather, it retains a value of 5.7 years. Given its past 
regularity, it seems reasonable to attempt to predict its future evolution as shown in Figure 17, 
at least in terms of its phase.  
  
42 
 
Figure 17. The dominant QPO (magenta solid line) of the Eastern Equatorial Pacific derived from 
the HADCRUT4 dataset is plotted alongside its sinusoidal fit (black dashed line) 
 ( )       (
  
 
  )    projected through 2022. 
Consequently, a part of the temperature of the Eastern Equatorial Pacific, and with it ENSO, 
might be somewhat predictable. Based solely on the projections of the dominant QPO of the 
Eastern Equatorial Pacific throughout 2022 we expect La Niña conditions to prevail around 2013 
and 2019 and El Niño conditions around 2016 and 2021. 
It is important to emphasize that, despite the similarity between the MEI and temperature 
record of the Eastern Equatorial Pacific, this very regular QPO is not found when analyzing the 
relatively short yearly averaged MEI. Instead, we find two significant QPOs identified as O5 and 
O4 in decreasing order of explained variance. Hence the advantage of using the temperature 
time series instead of the MEI is that they yield up to 100 years of additional data, and it is only 
with this additional data that we are able to discover this constant-period signal in the Eastern 
Equatorial Pacific.  
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Several additional, non-global, interannual QPOs are identified in the regional temperature 
records, however only one, the second most dominant QPO of South America with a period of 
6.3 years, is clearly associated with ENSO (See Figure 18). 
 
Figure 18. The second most dominant 6.3-year QPO (tomato colored solid line) of South 
America derived from the HADCRUT4 dataset is plotted alongside the yearly averaged 
Multivariate ENSO Index (solid dashed line) [179]. 
This absence of a clear ENSO signal is especially noteworthy in the extratropical North and 
South Pacific. Besides O1, there is only one other significant QPO present in the North Pacific 
temperature record. With a period of 7.5 years, it lies below the low-frequency band of 
interannual ENSO variability, but is too short to be termed quasi-decadal. To our knowledge, a 
signal of such periodicity has been not been noted before in the North Pacific. As it can be seen 
in Figure 19, it is quite regular in terms of period. 
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Figure 19. The second most dominant 7.5-year QPO of the North Pacific derived from the 
HADCRUT4 dataset. 
In addition to O2 and O3, a QPO of period 5.9 years exists in the South Pacific which is distinct 
from the dominant 5.7-year QPO of the Eastern Equatorial Pacific (ρ = –0.256), and which also 
correlates poorly (ρ = –0.096) with the MEI. Hence none of the five significant signals found in 
the extratropical Pacific seems to be related to ENSO, indicating that it is not a mere slave to its 
tropical counterpart. On the contrary, it seems that the “extratropical” PDO of the North Pacific 
[61, 63] (See Figure 20) and its almost basin-wide manifestation, the IPO [17], have a significant 
footprint in the tropical regions of the Pacific.  
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Figure 20. Typical wintertime sea-surface temperature (colors), sea-level pressure (contours) 
and surface wind stress (arrows) anomaly patterns during warm and cool phases of the PDO. 
Left panel: positive (warm) phase; right panel: negative (cold) phase (Source: JISAO [193]). 
The third dominant QPO of Australia (T = 24.5 years) and the second most dominant QPOs of 
the Western Equatorial Pacific (T = 14.6 years) and the Eastern Equatorial Pacific (T = 12.7 
years) all have periods within or close to the cycle-length range of the IPO, and show a good 
match when plotted alongside the IPO index [194] (See Figure 21).  
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Figure 21. QPOs of period 24.5 (Australia), 14.6 (Western Equatorial Pacific) and 12.7 years 
plotted (Eastern Equatorial Pacific) plotted alongside the yearly averaged PDO Index (black 
dashed line) [193] and IPO Index (solid dotted line) [194], respectively. 
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The impact of the IPO on Australian climate was first discussed by Power et al. [17] and the 
occurrence of a signal of period slightly above 10 years in the Equatorial Pacific was noted by 
references [108, 195-198]. Whether the variability in the Tropical Pacific with a timescale 
slightly above 10 years is related to, and/or induced by, the interdecadal QPO of the 
extratropical Pacific [199-209] or intrinsic to the tropics [210-220], and distinct from the 
interdecadal extratropical signal [195, 221], is still an open question. 
Outside the Pacific region we identify three regions, namely the North Atlantic, the South 
Atlantic and the Indian Ocean, in which all significant QPOs are regional manifestations of the 
global signals only. In contrast, the North American temperature record contains, besides the 
global signal O1, O3 and O5, three interannual QPOs of periods 6.1, 2.6, 3.3 years. The 2.6-year 
period QPO is distinct from the biennial signal S1, but might correspond to the 2.5-year cycle 
identified by Clough [136, 137] in US pressure, temperature, and to a lesser degree, rainfall. A 
cycle of period 3.3 years in US surface-air temperatures has been noted by Dettinger et al. [46] 
to be present mostly in the Western part of the country. 
In Eurasia we identify, in addition to O4, two interannual QPOs of periods 4.5 and 5.8 years, and 
a QPO of period 13.2 years, which is distinct from the global decadal signal O3. The latter may 
be related to the interdecadal oscillation near the 15-year period oscillation noted by Ghil and 
Vautard [24] in the global surface temperatures. References [37, 69] analyzed the spatial 
distribution of the interdecadal signal and found it to exist in the US, Europe, India, South Asia, 
Argentina, South Africa and Australia; however, with very distinct phases, which explains the 
rather weak projection of the interdecadal signal onto the global-mean surface temperatures. 
Finally, the African temperature record contains in addition to O1, O5 and O2, two QPOs with 
periods of 5.3 and 2.7 years, the latter being distinct from S1. A quasi-quinquennial oscillation 
(5.1–5.8 years) --- QQO--- and a quasi-biennial oscillation (2.0–2.8 years) were noted by Moron 
[222] in the annual rainfall of the subequatorial and tropical North Africa. 
  
48 
 
2.4.3 The Oceanic Signals 
When dividing the planet into regions we are guided by the SR94 study. Their choice to divide 
the Equatorial Pacific into an Eastern and Western part was inspired by ENSO, which displays a 
strong west-east dipole. In analogy, we subdivide the other ocean basins into an Eastern and 
Western part to study phenomena that are linked to the redistribution of heat within an ocean 
basin, rather than a net change in temperature.  
Hence, identification of the dominant QPO of the Eastern Equatorial Pacific WETD and the 
second most dominant QPO of the North Pacific WETD as the dominant 5.7-year oscillation of 
the Eastern Equatorial Pacific does not come as a surprise. We also find that the dominant 42.6-
year QPO in the WETD of the North Pacific describes rather well the pentadecadal component 
of the PDO [61, 62] (See Figure 22).  
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Figure 22. The dominant QPO (green solid line) in WETD of the North Pacific derived from the 
HADCRUT4 dataset is plotted alongside the yearly averaged PDO Index (black dashed 
line) [193].    
More interestingly, we find that the dominant QPOs in the WETD of the North Pacific, the South 
Pacific, the North Atlantic, the South Atlantic and the Southern Indian Ocean are all long-period 
PDO-type QPOs temporally, with periods ranging from 24 to 50 years. On the other hand, the 
periods of the leading signals in the WETD of the equatorial oceanic regions are shorter, varying 
from 5.5 to 12.6 years. We believe that this very intriguing observation is a consequence of 
different dynamics in the tropical vs. extra-tropical oceanic regions, rather than a coincidence. 
 
2.5 Conclusions 
We embarked on this research with the goal of creating an up-to-date comprehensive global 
and regional database of observed natural variability based on a single climate variable. We 
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chose temperature for the latter since it is simulated with maximum confidence and accuracy 
by GCMs. This allows us to compare the observed natural variability to the one simulated by 
current GCMs in Chapter 4, ultimately resulting in an assessment of their ability to reproduce 
the observed natural variability. 
Our study presented in this chapter focuses on the temporal component of natural variability 
only. Additionally, helpful insight can be gained by studying the spatial component of some of 
the newly discovered QPOs. For instance, it would be very interesting to investigate if the 
dominant QPO in the WETD of the South Pacific with a period of 49.8 years exhibits a spatial 
pattern similar to its Northern cousin, the PDO. 
Moreover, some questions were left open, one of them being whether the interannual signals 
O4 and O5 are related to ENSO or not. To further address this question, a spatiotemporal 
analysis would be helpful. 
Some of the non-dominant but significant regional QPOs were not further discussed in this 
dissertation. Even though they are very interesting phenomena in their own, their detailed 
discussion is out of the scope of this dissertation and is a good candidate to focus on in future 
studies.    
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3 Temperature Outlook 
3.1 Introduction 
As stated in the introduction, the observed global temperature record is the result of human 
caused climate change and natural variability. Two important and often debated features of the 
temperature record – the Mid Century Cooling period and the slowdown of the decadal rise in 
average global temperatures over the first decade of the 21st century – were attributed mainly 
to natural variability in Section 2.4.1.4 of this dissertation. Additionally, we warned about the 
danger of interpreting a possible future period of global cooling or stagnation in temperatures 
as a refutation of human-caused climate change. In order to substantiate this warning, we 
attempt to forecast the future evolution of global temperature based on our best and current 
knowledge of natural variability gained in Chapter 2 and two possible future GHG emission 
scenarios. This endeavor is particularly inspired by an email correspondence with Andrew 
Revkin, former New York Times reporter and currently writer of the Dot Earth environmental 
blog for the Times’ Opinion Page, who asked “if this ‘pause’ in the rise of temperatures persists 
through 2017 or longer (…), that could raise some questions (about the reality of human made 
warning) [223]”.  
 
3.2 Methods 
We combine projections of the natural climate change, both predictable and unpredictable on a 
year-by-year basis, with projection of human-caused changes in global-mean near-surface 
temperatures over the course of the 21st century. 
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3.2.1 Human-Caused Climate Change 
Two future emission scenarios, the Reference and Mitigation scenarios, taken from our two 
2012 papers, “A Fair Plan to Safeguard Earth’s Climate [224] (hereafter FP1) and a “Revised Fair 
Plan to Safeguard Earth’s Climate” [225] (hereafter FP2) are used in combination with our 
simple climate model [34] to calculate the changes in global-mean near-surface temperatures 
over the course of the 3rd millennium.  
The Mitigation scenario proposed by FP2 [225] is a “fair” total phase-out scenario, starting in 
2020 and completing in 2100, in which the cumulative trade-adjusted GHG emissions of 
developed and developing countries are equal and the maximum global-mean warming does 
not exceed the 2°C limit adopted by the United Nations Framework Convention on Climate 
Change “to prevent dangerous anthropogenic interference with the climate system [226, 227]. 
Further details about the Reference Scenario – the Representative Concentration Pathway 8.5 
scenario (RCP-8.5) – and the Mitigation Scenario can be found in FP1 and FP2. 
The simple climate model [34] is run with the optimum parameters that yields the best 
agreement between the simulated and observed temperature records as described in detail by 
Ring et al. [8].  
 
3.2.2 Predictable Natural Climate Change 
Our projections of the predictable part of natural variability are based on the forecasts of O1, 
O2 and O3. Contrary to the interannual signals O4, O5 and S1, the three leading QPOs are 
regular enough to be predicted on a year-to-year basis, making a meaningful forecast possible. 
They alone explain more than 50% of the variance associated with natural variability, and 
accordingly possess the largest amplitudes. Additionally, their periods are of decadal to multi-
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decadal order and thus contribute to significant changes in temperature over a longer time 
scale than the interannual signals.  
Seven different forecasting methods are examined and their skills are assessed. The “SSA-
vector” and “SSA-recurrent” methods implemented in the Rssa package [228, 229] of the 
statistical software R [230] yield “the new series which is expected to ’continue’ the current 
series” [229] based on a given decomposition. While the former “sequentially projects the 
incomplete embedding vectors (either original or from reconstructed series) onto the subspace 
spanned by the selected eigen-triples of the decomposition to derive the missed (ending) 
values of the such vectors” [229], the latter “continues the set of vectors in the subspace 
spanning the chosen eigenvectors (…) and then derive the series out of this extended set of 
vectors” [229]. 
Four additional methods are built on the idea that the QPOs are narrowband time series, and 
therefore can be predicted fairly well by fitting a low order AR process to the QPOs [19]. The 
method has been successfully used by Keppenne and Ghil [123] to forecast the SOI time series 
with considerable skill for 30-36 months. However, Ghil [231] concluded that the instrumental 
temperature record is not long enough to determine its quasi periodic components reliably 
enough to allow for a skillful decadal or longer forecast.  
Using our temperature record extended by more than 20 years when compared to the one 
referred by Ghil [231], QPOs O1 to O3 are extracted, fitted with an AR process and coefficients 
thereof are used to predict their future evolution. This approach is implemented in the 
statistical software R [20], and the “AR-Burg”, “AR-OLS”, “AR-MLE” and “AR-Yule-Walker” 
methods of fitting the AR-model are evaluated. The order M of the AR process is either 
automatically determined using the Akaike Information Criterion, or fixed to values of 
  {              } years. 
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Finally, since O1-O3 are quite periodic, which is especially true for O2 and O3, each QPO is 
fitted by a sinusoidal function  ( )       (
  
 
  )  , with parameters  ,  ,   and   
determined by the Kaleidagraph software package [232], which in turn is used to extrapolate 
into the future. 
The forecast skill for the above methods is assessed for 5, 10 and 20-year periods using the 
HadCRUT4 record. This record is truncated to: (a) 1850 to 1990, (b) 1850 to 2000 and (c) 1850 
to 2005 and SSA is used to determine the corresponding “truncated” O1, O2, and O3. These 
truncated QPOs are then forecasted into the future and compared to the QPOs of the 1850-
2010 time series. The forecasting skills of the different methodologies are evaluated using: (a) 
visual inspection, V; (b) root-mean-square errors, R; and (c) the correlation coefficient, ρ. 
Moreover, the robustness of the results comparing different lead times and different 
forecasting methods is assessed. 
Finally, the predictable temperature changes due to QPOs O1-O3 are combined with the 
simulated human-caused temperature changes to obtain the total predictable temperature 
changes 
      ( )       ( )  ∑       ( )
 
                 (1) 
from 1850 through 2100.  
 
3.2.3 Unpredictable Temperature Changes 
The contribution of the unpredictable part of climate change, is defined as 
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    ( )        ( )       ( )                (2) 
the difference between the observed temperature changes and total predictable temperature 
changes. This includes the contributions of the irregular interannual signals O4, O5 and S1 that 
are not predictable on a year-to-year basis. 
 
3.3 Results 
3.3.1 Human-Caused Climate Change 
The simulated temperature changes from 1765 for the Reference RCP-8.5 and FP2 Mitigation 
scenarios obtained by running our simple climate model [34] with the optimal parameters that 
maximize the agreement between the simulated temperatures and the HADCRUT4 dataset are 
displayed in Figure 23. 
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Figure 23. The simulated temperature changes from 1765 for the Reference RCP-8.5 (red solid 
line) and FP2 Mitigation scenarios (blue long-dashed line) obtained by running our simple 
climate model [34] with the optimal parameters that maximize the agreement between the 
simulated temperatures and the HADCRUT4 dataset. The UNFCCC limit of 2°C is shown by the 
green dashed line. 
The simulation of past temperature changes from 1850 through 2012 includes the 
contributions from humanity, the sun and volcanoes, whereas the one of future temperature 
changes from 2012 to 3000 includes the contributions of humanity represented by the two 
emission scenarios alone. The interested reader is referred to references [8, 34]  for more 
details about the simple climate model and Schlesinger et al. [9] for an in-depth analysis of the 
NOAA, NASA and JMA records as well. 
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3.3.2 Predictable Natural Climate Change 
3.3.2.1 Skill Assessment 
In Table 3 we summarize a skill assessment based solely on four criteria: “+”, “0”, “–“ and “/”.  
A “+” indicates good V, small R and ρ > 0.8.  An “0” means a neutral V, that is, neither good nor 
bad; an average R compared to the overall distribution of R for this particular skill test, and 0.3 
< ρ < 0.8. A “–“ signifies poor V, large R and ρ < 0.3.  A “/” indicates the failure to fit the 
corresponding QPO. The Score equals the sum of +’s (each = 1), 0’s (each = 0), –‘s (each = –1) & 
/’s (each = –2).  
Table 3. Skill assessment for 5-year, 10-year and 20-year projections based on: (1) visual 
inspection, V; (2) root-mean-square error, R; and (3) correlation coefficient, ρ. A “+” indicates 
good V, small R and ρ > 0.8.  An “0” means a neutral V, with an average R and 0.3 < ρ < 0.8.  A “–
“ signifies poor V, large R and ρ < 0.3. A “/” indicates the failure to fit the corresponding QPO. 
The Score equals the sum of +’s (each = 1), 0’s (each = 0), –‘s (each = –1) & /’s (each = –2). 
 Forecasting Period  
5 years 10 years 20 years 
QPO QPO QPO 
1 2 3 1 2 3 1 2 3 
Method/Skill V R ρ V R ρ V R ρ V R ρ V R ρ V R ρ V R ρ V R ρ V R ρ 
Scor
e 
AR-MLE / / / + + + 0 0 0 / / / + 0 0 – – – / / / – – – 0 0 0 –20 
AR-OLS – – – + + + + 0 0 – – – + + 0 – – – 0 0 + – – – 0 – – –7 
SSA-Vector 0 0 – + 0 + 0 0 0 + + – + + 0 – 0 0 – – – + 0 + – – – –1 
AR-YW + 0 + + + + 0 0 0 – + – + + + – 0 – 0 0 + – 0 – 0 0 – 3 
AR-Burg 0 – – + + + + + + 0 0 + + + + – – – 0 0 + – – – 0 0 0 3 
SSA-Recurrent + 0 + + 0 + + + + + 0 + + + 0 – 0 0 – – 0 0 – 0 – 0 – 5 
Sine + + + 0 – + + + + + 0 0 0 – – + + + 0 – + + 0 0 + + + 12 
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The best method by far is "Sine", followed by “SSA-Recurrent”, "AR-Burg" and "AR-YW". 
However, the latter is very dissipative in time and hence not applicable for more than a decade. 
The “SSA-Recurrent” approach shows considerable skill in forecasting O1 for 5 and 10 years, but 
tends to underestimate the actual amplitudes of O2 and O3. The latter is also a problem of the 
“SSA-Vector” approach. The other two methods fail the majority of skill tests; “AR-MLE” is 
especially unsuccessful in fitting an AR process to O1. 
 
3.3.2.2 Robustness of the Future Projections 
Our ability to project 10 years ahead from 2000 to 2010 using the “Sine” method is displayed in 
Figure 24.  
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Figure 24. 10-year forecast skill. The QPOs O1-O3 as extracted from the HadCRUT4 1850-2010 
temperature record are displayed in dashed lines. The sinusoidal fits of the corresponding QPO 
derived from the truncated HadCRUT4 1850-2000 temperature record are plotted in solid red 
(O1), blue (O2) and green (O3). 
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In Figure 25 we show the “Sine” projections of O1-O3 to the end of the 21st century starting in 
2001, 2006, 2011 and 2013. 
  
Figure 25. Projections to the end of the 21st derived with the “Sine” method for QPOs O1 (red), 
O2 (blue) and O3 (green) extracted from the HadCRUT4 records starting in 1850 and ending in 
2000 (solid), 2005 (dashed), 2010 (dotted) and 2012 (long dashed). 
  
61 
Two important points can be taken from these figures. The instrumental temperature record is 
long enough and O2 and O3 are regular enough to be very consistently forecasted into the 
future. This is not (yet) the case for O1, and accordingly our forecasting skill is smaller. The 
ability to separate O1 from the trend depends on the length of the record, and in essence we 
need every year we have at our disposal to determine O1. By shortening the record we 
essentially change O1. Therefore, regardless of our ability to fit and forecast this particular O1, 
it will always differ somewhat from the O1 determined using the full data set. This problem will 
only be resolved in time, time we do not really have, but fortunately also time we do not need 
to wait out. 
As can be seen in Figure 26, regardless of the imperfection in our forecasting ability, the 
predictions to the end of the 21st century starting in 2000, 2005 and 2010 and 2012 all tell the 
same overall story.  
 
Figure 26. Projections until the end of the 21st century derived with the “Sine” method for the 
sum of QPOs O1-O3, extracted from the HadCRUT4 records starting in 1850 and ending in 2000 
(solid), 2005 (dashed), 2010 (dotted) and 2012 (long-dashed). 
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This statement is also true when comparing across the different forecasting methods (See 
Figure 27).  
 
Figure 27.  Projections derived from the HadCRUT4 (1850-2012) temperature record to the end 
of the 21st century using the “SINE” (black solid line), “AR-Burg” (red dashed), “AR-YW” (blue 
dotted line), “SSA-Recurrent” (green long-dashed line) and “SSA-Vector” (magenta two-dashed 
line) forecasting methods described in the text. 
The contribution of O1-O3 to global temperatures diminishes from the beginning of the 21st 
century to become negative sometime around 2010, thereby counteracting human made 
warming, and stays negative for about 30-40 years. It will return to positive values and peak 
sometime around 2060, repeating its cycle thereafter. 
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3.3.3 Unpredictable Temperature Changes 
The distribution function of the unpredictable part of climate change is shown in Figure 28 and 
is very well fitted by a normal distribution with a median of essentially zero, indicating no bias 
in the unpredictable temperature change, and a standard deviation of          . Hence, in 
the following the uncertainty due to the unpredictable part of climate change is represented by 
its 90% confidence interval. 
 
Figure 28. The Cumulative distribution function (CDF) for the unpredictable temperature 
change,     ( )        ( )      ( )             (black solid lines). The fit by the 
normal distribution (red dashed line) is         ( ) wherein                and 
          are the median and standard deviation, respectively. 
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3.4 Discussion and Conclusions 
The point of these projections is not to extract exact numbers or to forecast O1-O3 for 
centuries, but rather to obtain a more qualitative estimation of what might be possible in the 
near future based on our best and most current knowledge of natural variability. In 
combination with our projections of human made warming (See Section 3.3.1), we can address 
Andrew Revkin’s question. 
 
Figure 29. Projected temperature changes from the 1961-1990 average for the first part of the 
21st century due to humanity and natural variability. The human contribution is represented by 
two possible future emission scenarios, Reference RCP-8.5 scenario (red solid line) of FP1/FP2 
and the FP2 Mitigation scenario (blue solid line) of FP2. Projections of the predictable natural 
climate change are derived with the “Sine” method and the contributions of the unpredictable 
part of natural variability are represented by its 90% confidence interval (dotted lines). The 
UNFCCC limit of 2°C is shown by the green dashed line. 
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We do expect natural variability to contribute relative to 2012 to a cooling for about 30-40 
years. The magnitude of human made warming versus the magnitude of this “natural cooling” 
compares such that we expect a “pause”, and even some time of cooling to persist until around 
2020. Thus, instead of a disproof of global warming, the persistence of a “pause” until the 
2020s would rather demonstrate that we have gained in the meantime some encouraging 
ability to separate human-caused global warming from natural variability, and especially a 
better understanding of the latter. 
As can be taken from Figure 30, the human warming signal is already now clearly evident 
against the background noise of the predictable and unpredictable natural variability. 
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Figure 30. Observed (black solid line) and simulated (red and blue solid lines) temperature 
changes from the 1961-1990 average. The simulated past temperature changes from 1850 to 
2012 are due to humanity, the sun, volcanoes and the year-to-year predictable part of natural 
variability. The simulated future temperature changes from 2013 to 2100 are due to humanity 
and the predictable part of natural variability only. Two possible emission scenarios, the 
Reference RCP-8.5 case (red solid line) of FP1/FP2 and the Mitigation FP2 case (blue solid line) 
of FP2, are employed and projections of the predictable natural climate change are derived 
with the “Sine” method. The contributions of the unpredictable part of natural variability are 
represented by its 90% confidence interval (dotted lines) and the UNFCCC limit of 2°C relative 
to pre-industrial temperature is shown by the green dashed line. 
In combination with the fact that without any intervention global-mean warming will exceed 
the UNFCCC limit of 2°C by mid-century and continue to increase, there remains no doubt that 
the time to take action is now. We strongly advise to stop deferring decisions and prepare to 
transition from a Business-As-Usual RCP-8.5 emission scenario to the Fair Plan FP2 scenario 
proposed by Schlesinger et al. [225]. 
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4 QPOs in the Simulated Temperature Records 
4.1 Introduction 
Global climate models (GCM)s do simulate some form of natural variability, but the phases, 
amplitudes and periods of the simulated QPOs often do not agree among the models nor with 
what is observed in nature (see IPCC AR4 [233] Working Group I Chapter 8.4 and references 
therein and [234, 235]). In addition, while the multi-model mean (IPCC AR4) projects a weak 
shift towards more El Niño-like conditions in the tropical Pacific in an enhanced greenhouse 
world (see IPCC AR4 [233] Working Group I Chapter 10.3.5.3 and references therein), a recent 
paleoclimate reconstruction by Mann et al. [236] implies the opposite. The proxy record 
suggests that Earth’s climate responded to global warming, as a result of an increase in the 
natural radiative forcing, with La Niña-like conditions in the tropical Pacific. In so doing, the 
tropical atmosphere-ocean system may act like a thermostat that tries to counteract or offset 
the global warming. Mann et al. [236] found that neither the GISS-ER nor the NCAR-CSM model 
reproduced the more La Niña-like conditions during the Medieval Warm Period (MWP) as 
compared to the Little Ice Age (LIA). They state that the “thermostat mechanism [237] is not 
active in either model”.  
This clearly shows that there is a strong need to improve the models’ abilities to: (1) reproduce 
the naturally occurring interannual-to-centennial QPOs in the climate record, and (2) project 
these QPOs into the future under increased greenhouse-gas conditions. This need was for 
example recognized by the Department of Energy and resulted in their funding opportunity DE-
FOA-0000242 “Regional and Global Climate Modeling Program: Modes of Low Frequency 
Variability in a Changing Climate” of 2010. 
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Before the models can be improved, the ability of the most current models to simulate the 
observed natural variability has to be assessed. We approach this goal by first establishing an 
up-to-date and comprehensive database of simulated natural variability, and then comparing it 
to the one observed in Earth’s climate system as described in Chapter 2. 
We are not the first to make such an assessment. The ability of GCMs to simulate some 
patterns of natural variability such as the AO, NAO, AMO, ENSO, and the PDO has been studied 
before (see Stoner et al. [238] and references therein), and extensively in the case of the latter. 
However, studies (with Stoner et al. [238] as an exception) typically focus on one or two 
patterns of natural variability and/or focus on a quite limited set of models. Here, we not only 
choose to evaluate the entire suite of models that participated in the most current Coupled 
Model Intercomparison Project (CMIP), but also compare against a new, up-to-date database of 
observed natural variability derived in Chapter 2 that includes some QPOs that have been not 
previously described. 
In Section 4.2 we discuss the data and methods employed to establish such a comprehensive 
database of simulated variability. General results thereof are presented in Sections 4.3.1 and 
4.3.2 while we focus in Section 4.3.3 on the ability of the GCMs to reproduce the observed 
natural variability. Our findings and implications are discussed in Section 4.4 and we conclude in 
Section 4.5.  
 
4.2 Data and Analysis Method 
We use the same methodology, Singular Spectrum Analysis (SSA), as previously used for the 
observed temperature records (Section 2.2.2), to create an up-to-date and comprehensive 
database of simulated natural variability, allowing for a one-to-one comparison between 
simulated and observed variability.  
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We take advantage of the newly released data from the CMIP5 [239], which became available 
in 2012 and can be downloaded from the website of the Earth System Grid Federation [240], 
making this research one of the most up-to-date model assessment studies available. For the 
comparison with the observed variability, we use the “historical” runs from a total of 41 models 
listen in Table A.5. Several modeling centers do provide multiple ensemble members of a given 
run, in that case we chose the “r1i1p1” member for our analysis. 
In order to evaluate the influence of the human contribution on the models’ simulated natural 
variability we also analyze, when available, the natural-only “historicalNat” run and compare it 
to the full “historical” run that includes both human and natural factors. A total of 16 models 
labeled with an asterisk in Table A.5 allow for this comparison. 
We employ: (a) visual inspection, V; (b) root-mean-square error, R; and (c) the correlation 
coefficient, ρ, to analyze the ability of the current GCMs to simulate the observed natural 
variability. Initially, our search for potential analogs of the observed signals in the simulated 
temperature records is guided by correlation. We do allow for phase shifts between the 
simulated and observed QPOs since the simulated natural oscillation does not need to be 
necessarily initiated with the same phase as the observed ones. Ultimately, ρ and visual 
inspection are used to decide whether a potential candidate is deemed a representative of an 
observed signal and further studied or discarded. While we do allow for phase shifts and 
differences in the simulated vs. observed amplitude, we pay particular attention to match the 
periodicity of the observed and simulated signals. 
We compose a measure 
           (
            ̅̅ ̅̅ ̅̅ ̅̅
 (     )
 
                  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
 (        )
)         
                     (3) 
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where           and        are the root-mean-square error and correlation coefficient of a 
specific model with respect to a particular QPO, respectively, and   the standard deviation, to 
quantify a model’s ability to simulate the observed natural variability. This measure is maximal 
for models that do simulated QPOs with realistic amplitudes, while at the same time ensuring 
that the shape of the signal follows the observations.  
 
4.3 Results 
The significant QPOs found in the “historical” run of 41 models and the “historicalNat” run of 16 
models are summarized in Table A.6 and Table A.7 of the Appendix.  
 
4.3.1 Historical Run 
Overall, we identify significant long-period QPOs in 17 out of 41 models, out of which 14 qualify 
as an O1-type QPO.  
14 models do simulate a significant QPO of period close to 25 years that does not correspond to 
any globally observed signal. This compares to a total of 18 models that do simulate a 
significant O2-type QPO. 
Very noticeable are also significant QPOs of periods close to 15 and 11 years that are simulated 
by 22 and 6 models, respectively, and just like the 25-year QPO, are not observed in the global 
temperature record. In comparison, only 10 models simulate a correct O3-type QPO. 
These “unnatural” signals are in general independent of O2 and O3, with the former appearing 
in several models in addition to the observed signals O2 and O3. 
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Significant interannual QPOs are simulated abundantly (160 total) by the models. However, 
QPOs O4, O5 and S1 can be identified in only 12, 13 and 1 model, respectively. 
 
4.3.2 HistoricalNat Run 
All 16 models simulate a significant long-period QPO, out of which 11 can be identified as an 
O1-type QPO.  
QPOs O2, O3, O4 and O5 are found in 4, 6, 4 and 7 models, respectively, while no model 
simulates a significant S1-type signal.  
Only 2, 4 and 0 models simulate a significant QPO of period close to 25, 15 and 11 years, 
respectively. 
 
4.3.3 Observed QPOs in the Historical Runs 
Overall 23 out of 41 models simulate an O1-type QPO, out of which 14 are significant. O2 is 
simulated by 31 models and is distinguishable from red-noise in 18 models. 27 models produce 
an O3-type QPO and in 10 models it is significant. O4 can be identified in 37 models, but passes 
the significance test in only 12 models. While all models simulate an O5-type QPO, only 13 
surpass the 95% confidence limit. Finally, S1 is simulated by 40 models, but is a significant signal 
in only one. 
For each model and each QPO the skill measure {                        } is 
summarized in Table 4. 
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Table 4. Ability of the CMIP5 models to simulate the observed natural variability. For each QPO, 
the value of the skill measure {                        }, is computed considering all 
GCMs that successfully simulate it. Large positive numbers indicate simulated QPOs with 
realistic amplitudes and shapes. 
GCM O1 O2 O3 O4 O5 S1 
BCC-CSM1.1 0.25 0.12 0.53 –0.63 1.28 –1.59 
BNU-ESM 0.42 0.41 --- --- –0.42 --- 
CanESM2 –1.12 0.24 --- 1.25 0.07 –1.04 
CCSM4 0.83 0.30 --- --- –0.78 –0.22 
CSIRO-Mk3.6.0 --- 0.53 0.00 0.63 0.53 0.02 
FGOALS-g2 --- --- 0.34 0.08 0.59 1.29 
GFDL-CM3 –0.37 --- –0.40 0.47 1.02 0.63 
GFDL-ESM2M --- 0.05 --- –2.10 0.00 –0.03 
GISS-E2-H 0.50 --- 0.37 1.03 1.28 0.53 
GISS-E2-R --- 0.58 --- --- 1.48 –0.26 
HadGEM2-ES –0.02 –0.42 0.95 0.63 0.42 0.72 
IPSL-CM5A-LR 0.66 0.81 --- –0.05 –0.52 0.78 
IPSL-CM5A-MR 0.32 0.65 1.08 –0.74 0.55 1.45 
MIROC-ESM 0.52 –0.10 0.12 0.31 –0.98 1.38 
MIROC-ESM-CHEM 1.06 1.18 –0.75 –0.81 –0.77 –0.08 
MRI-CGCM3 --- –0.80 0.32 –0.20 –0.19 –0.71 
NorESM1-M 0.14 --- --- –0.73 –0.40 –0.12 
BCC-CSM1.1(m) --- 0.63 –0.38 –0.02 0.98 –0.24 
CanCM4 –0.60 –1.43 –1.10 1.39 –1.92 –2.18 
FGOALS-s2 --- –0.17 --- 0.44 –0.22 –0.32 
GFDL-ESM2G 0.15 –1.02 –0.90 –0.04 0.53 0.41 
GISS-E2-H-CC --- --- --- –0.41 0.31 0.75 
HadCM3 --- --- --- –0.16 –1.72 –0.31 
HadGEM2-AO 0.55 –0.21 0.46 –0.25 0.60 0.49 
HadGEM2-CC --- –0.41 1.04 --- –0.04 –0.21 
IPSL-CM5B-LR --- --- 0.44 –0.08 0.41 –0.84 
MIROC4h –0.56 --- –1.52 0.79 –1.23 –0.12 
MIROC5 –1.27 0.57 --- –0.81 –0.28 0.32 
NorESM1-ME --- –0.60 0.70 0.57 –0.09 –0.45 
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Table 4 Continued. 
ACCESS1.0 --- –0.73 0.12 0.58 1.00 0.03 
ACCESS1.3 --- 0.05 --- 1.03 –0.50 –0.14 
CESM1(CAM5) 0.14 –0.16 --- 0.12 1.30 –0.09 
CESM1 (FASTCHEM) 0.56 0.74 –0.06 –0.36 0.32 –0.06 
CESM1(WACCM) –0.40 0.25 –0.16 0.21 –0.61 0.31 
CMCC-CESM --- 0.33 –0.84 –1.24 0.46 0.03 
CMCC-CM 0.63 0.01 0.90 0.23 –0.62 0.50 
CMCC-CMS --- --- 0.10 –0.54 0.14 –0.04 
FIO-ESM --- 0.00 --- 1.29 0.13 0.42 
MPI-ESM-LR 0.27 0.38 0.04 0.32 –0.53 0.68 
MPI-ESM-MR --- --- 0.97 –0.03 0.55 1.27 
MPI-ESM-P –0.22 0.79 –0.49 0.39 0.21 –0.20 
BCC-CSM1.1 --- --- 0.10 –0.54 0.14 –0.04 
BNU-ESM --- 0.00 --- 1.29 0.13 0.42 
CanESM2 0.27 0.38 0.04 0.32 –0.53 0.68 
CCSM4 --- --- 0.97 –0.03 0.55 1.27 
CSIRO-Mk3.6.0 –0.22 0.79 –0.49 0.39 0.21 –0.20 
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It is used in Table 5 to rank the models according to their ability to simulate the observed 
natural variability. 
Table 5. Ability of the CMIP5 models to simulate the observed natural variability. For each 
observed mode of natural variability, the models are ranked from highest to lowest employing 
the skill measure         given in Equation (3). 
Rank O1 O2 O3 O4 O5 S1 
1 MIROC-ESM-
CHEM 
MIROC-ESM-
CHEM 
IPSL-CM5A-
MR 
CanCM4 GISS-E2-R IPSL-CM5A-
MR 
2 CCSM4 IPSL-CM5A-LR HadGEM2-CC FIO-ESM CESM1(CAM5) MIROC-ESM 
3 IPSL-CM5A-LR MPI-ESM-P MPI-ESM-MR CanESM2 BCC-CSM1.1 FGOALS-g2 
4 CMCC-CM CESM1 
(FASTCHEM) 
HadGEM2-ES GISS-E2-H GISS-E2-H MPI-ESM-MR 
5 CESM1 
(FASTCHEM) 
IPSL-CM5A-
MR 
CMCC-CM ACCESS1.3 GFDL-CM3 IPSL-CM5A-LR 
6 HadGEM2-AO BCC-
CSM1.1(m) 
NorESM1-ME MIROC4h ACCESS1.0 GISS-E2-H-CC 
7 MIROC-ESM GISS-E2-R BCC-CSM1.1 HadGEM2-ES BCC-
CSM1.1(m) 
HadGEM2-ES 
8 GISS-E2-H MIROC5 HadGEM2-AO CSIRO-Mk3.6.0 HadGEM2-AO MPI-ESM-LR 
9 BNU-ESM CSIRO-Mk3.6.0 IPSL-CM5B-LR ACCESS1.0 FGOALS-g2 GFDL-CM3 
10 IPSL-CM5A-
MR 
BNU-ESM GISS-E2-H NorESM1-ME MPI-ESM-MR GISS-E2-H 
11 MPI-ESM-LR MPI-ESM-LR FGOALS-g2 GFDL-CM3 IPSL-CM5A-
MR 
CMCC-CM 
12 BCC-CSM1.1 CMCC-CESM MRI-CGCM3 FGOALS-s2 CSIRO-Mk3.6.0 HadGEM2-AO 
13 GFDL-ESM2G CCSM4 MIROC-ESM MPI-ESM-P GFDL-ESM2G FIO-ESM 
14 NorESM1-M CESM1(WACC
M) 
ACCESS1.0 MPI-ESM-LR CMCC-CESM GFDL-ESM2G 
15 CESM1(CAM5) CanESM2 CMCC-CMS MIROC-ESM HadGEM2-ES MIROC5 
16 HadGEM2-ES BCC-CSM1.1 MPI-ESM-LR CMCC-CM IPSL-CM5B-LR CESM1(WACC
M) 
17 MPI-ESM-P GFDL-ESM2M CSIRO-Mk3.6.0 CESM1(WACC
M) 
CESM1 
(FASTCHEM) 
ACCESS1.0 
18 GFDL-CM3 ACCESS1.3 CESM1 
(FASTCHEM) 
CESM1(CAM5) GISS-E2-H-CC CMCC-CESM 
19 CESM1(WACC
M) 
CMCC-CM CESM1(WACC
M) 
FGOALS-g2 MPI-ESM-P CSIRO-Mk3.6.0 
20 MIROC4h FIO-ESM BCC-
CSM1.1(m) 
BCC-
CSM1.1(m) 
CMCC-CMS GFDL-ESM2M 
21 CanCM4 MIROC-ESM GFDL-CM3 MPI-ESM-MR FIO-ESM CMCC-CMS 
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Table 5 Continued. 
22 CanESM2 CESM1(CAM5) MPI-ESM-P GFDL-ESM2G CanESM2 CESM1 
(FASTCHEM) 
23 MIROC5 FGOALS-s2 MIROC-ESM-
CHEM 
IPSL-CM5A-LR GFDL-ESM2M MIROC-ESM-
CHEM 
24  HadGEM2-AO CMCC-CESM IPSL-CM5B-LR HadGEM2-CC CESM1(CAM5) 
25  HadGEM2-CC GFDL-ESM2G HadCM3 NorESM1-ME NorESM1-M 
26  HadGEM2-ES CanCM4 MRI-CGCM3 MRI-CGCM3 MIROC4h 
27  NorESM1-ME MIROC4h HadGEM2-AO FGOALS-s2 ACCESS1.3 
28  ACCESS1.0  CESM1 
(FASTCHEM) 
MIROC5 MPI-ESM-P 
29  MRI-CGCM3  GISS-E2-H-CC NorESM1-M HadGEM2-CC 
30  GFDL-ESM2G  CMCC-CMS BNU-ESM CCSM4 
31  CanCM4  BCC-CSM1.1 ACCESS1.3 BCC-
CSM1.1(m) 
32    NorESM1-M IPSL-CM5A-LR GISS-E2-R 
33    IPSL-CM5A-
MR 
MPI-ESM-LR HadCM3 
34    MIROC5 CESM1(WACC
M) 
FGOALS-s2 
35    MIROC-ESM-
CHEM 
CMCC-CM NorESM1-ME 
36    CMCC-CESM MIROC-ESM-
CHEM 
MRI-CGCM3 
37    GFDL-ESM2M CCSM4 IPSL-CM5B-LR 
38     MIROC-ESM CanESM2 
39     MIROC4h BCC-CSM1.1 
40     HadCM3 CanCM4 
41     CanCM4  
37    GFDL-ESM2M CCSM4 IPSL-CM5B-LR 
38     MIROC-ESM CanESM2 
39     MIROC4h BCC-CSM1.1 
40     HadCM3 CanCM4 
41     CanCM4  
Table A.8 and Table A.9 show the analogous results when considering only those models that 
produce significant representatives of the observed global signals. 
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4.4 Discussion 
4.4.1 Ability of the GCMs to Simulate Natural Variability as Observed 
The message we gain from Table 4 and Table 5 is mixed. Although we find an encouraging 
number of models that simulate some QPOs corresponding to observed modes of natural 
variability, there is not one or a set of models that performs particularly well. For example, 
MIROC-ESM-CHEM, the model that is best in simulating QPOs O1 and O2, is ranked among the 
lowest when considering the other 4 observed signals of natural variability. Similar arguments 
apply to IPSL-CM5A-LR, CESM1 (FASTCHEM), the third (second) and fifth (fourth) most 
successful models in simulating O1 (O2), the former additionally not reproducing O3. Likewise 
CanCM4, the top-ranked model for O4, is ranked low to lowest for QPOs O1-3, O5 and S1. 
Finally, GISS-E2-R, the best performing model for O4, does not even simulate QPOs O1, O3 and 
O4, and is ranked more average-to-low for O2 and S1. 
Moreover, while there is an encouraging percentage of models that simulate an observed signal 
of natural variability – 56% for O1, 76% for O2, 66% for O3, 90% for O4, 100% for O5 and 98% 
for S1 – this number is the lowest for the most dominant signal of observed variability. In other 
words, almost half the models do not simulate the most important mode of natural variability. 
When we expand the analysis to O1-O3, we find that only 13 out of 41 models, i.e. less than 
one third, reproduce the first three most dominant and very regular signals of observed natural 
variability. This number reduces to two models only, CESM1 (FASTCHEM) and CESM1(WACCM), 
when we additionally require the simulated O1s-O3s to be significant. This clearly shows that 
much improvement still has to be made before we can claim that the current state-of-the-art 
GCMs do simulate natural variability accurately. Especially the FGOALS-g2, GFDL-ESM2M, GISS-
E2-R, FGOALS-s2, GISS-E2-H-CC, HadCM3, IPSL-CM5B-LR, CMCC-CMS and MPI-ESM-MR models 
are not successful in simulating at least two of the three dominant modes of natural variability 
including O1, and will have to be improved. 
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Positive to note is the high percentage of models that simulate the interannual signals O4, O5 
and S1. However, this percentage decreases to 29%, 32% and 2%, respectively, when only 
significant signals are considered. In the case of S1, most simulated analogs stem from high-
ranked eigenvalues that are well within the so-called “SSA noise-floor”. Accordingly, the 
amplitudes and significance of those signals, and the confidence in them, are very small. 
Contrary to that, the confidence in the simulated O5s and O4s is in general much higher. The 
large number of models that reproduce those two modes accurately reflects the effort and 
success of the modeling groups in improving their GCM to simulate natural QPOs on the 
interannual time scale, especially referring to ENSO.    
Considering all 6 observed modes of natural variability, we find the same 13 models that 
successfully simulate QPOs O1-O3 reproduce them all. However, this number is reduced to zero 
when we consider only those models that simulate analogs of the observed signals that surpass 
the 95% confidence limit. For each of the 13 models we average over all standardized measures 
{ ̂      (             
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  (      )         }  to derive a total score (Table 6) 
that represents the models’ ability to reproduce all six observed modes of natural variability. 
This score is a relative measure rather than an absolute measure suitable to rank the models. 
Large positive numbers imply a model that simulates QPOs with realistic amplitudes and 
shapes. 
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Table 6. Ability of the CMIP5 models to simulate all six observed modes of natural variability. 
Large positive numbers indicate simulated QPOs with realistic amplitudes and shapes. 
GCM Total O1-S1 
IPSL-CM5A-MR 0.70 
HadGEM2-ES 0.39 
CMCC-CM 0.32 
HadGEM2-AO 0.27 
MIROC-ESM 0.21 
CESM1 (FASTCHEM) 0.21 
MPI-ESM-LR 0.19 
MPI-ESM-P 0.02 
MIROC-ESM-CHEM –0.03 
BCC-CSM1.1 –0.12 
CESM1(WACCM) –0.2 
GFDL-ESM2G –0.38 
CanCM4 –1.53 
Bases on this measure, the most successful model is IPSL-CM5A-MR, followed by HadGEM2-ES 
and CMCC-CM. IPSL-CM5A-MR is ranked low in simulating O4, is average for QPOs O1 and O5, 
good for O2, and best for O3 and O5. The other two top-ranked models show more of an 
average-to-good performance over all QPOs. The QPOs simulated by these three top-ranked 
models are displayed in Figure 31. 
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Figure 31. The six significant observed modes of natural variability with periods of 61 years 
(O1), 21 years (O2), 9 years (O3), 5 years (O4), 4 years (O5) and 2 years (S1) from the 
HADCRUT4 temperature record (solid line) are plotted alongside their simulated counterparts 
derived from the “historical” run of the IPSL-CM5A-MR (long dashed line), HadGEM2-ES (dotted 
line) and the CMCC-CM (dashed line) model. 
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When we limit our analysis to the first three dominant signals of observed variability (Table 7), 
we find the same 13 models as above, but ranked differently.  
Table 7. Ability of the CMIP5 models to simulate the three dominant modes of natural 
variability, O1-O3. Large positive numbers indicate simulated QPOs with realistic amplitudes 
and shapes. 
GCM Total O1-O3 
IPSL-CM5A-MR 0.93 
MIROC-ESM-CHEM 0.76 
CMCC-CM 0.65 
CESM1 (FASTCHEM) 0.56 
BCC-CSM1.1 0.32 
HadGEM2-AO 0.27 
MPI-ESM-LR 0.24 
MIROC-ESM 0.15 
HadGEM2-ES 0.07 
MPI-ESM-P –0.06 
CESM1 (WACCM) –0.3 
GFDL-ESM2G –1.06 
CanCM4 –1.81 
In the case of CESM1 (FASTCHEM) and CESM1 (WACCM), all three representatives of QPOs O1-
O3 are significant. We further study the top four ranked models, IPSL-CM5A-MR, MIROC-ESM-
CHEM, CMCC-CM, and CESM1 (FASTCHEM), and investigate the regional distribution of the 
simulated QPOs O1-O3. 
4.4.1.1 IPSL-CM5A-MR 
The IPSL-CM5A-MR model simulates O1-type QPOs in all regions besides the North Atlantic, 
North America, the South Pacific and Australia. Hence, it is not able to reproduce the observed 
spatial distribution of O1, particularly its prominent role in the North Atlantic and its 
surrounding regions. O2-type QPOs are simulated in all regions except Eurasia and Africa. The 
amplitudes and shapes of the simulated QPOs are generally in very good agreement with the 
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observed O2. Finally, O3-type QPOs are found in all regions besides Africa, the North Pacific and 
Australia. The noted larger amplitudes of the observed regional O3s over the oceans are 
reproduced by the model.  
4.4.1.2 MIROC-ESM-CHEM 
The MIROC-ESM-CHEM model simulates O1-type QPOs in all regions and successfully 
reproduces the fact that the O1 signal is stronger in the Northern than the Southern 
Hemisphere. It produces O2-type QPOs in all regions besides the North Atlantic and the Indian 
Ocean. The simulated regional signals are more clear and stronger in the Southern Hemisphere 
and in the Equatorial Pacific than in the Northern Hemisphere, and in very good agreement 
with the observed O2. O3-type signals are simulated in all regions except the North Pacific, 
South America and Australia. The amplitudes of the simulated regional O3s are, contrary to 
observations, larger for the land than the oceanic regions. 
4.4.1.3 CMCC-CM 
The CMCC-CM model simulates O1-type QPOs in all regions besides Africa and Australia. 
However, the amplitudes of the simulated QPOs are much too small for the Southern 
Hemisphere, North America and the North Pacific. We find O2-type QPOs in all regions except 
the North Atlantic, although their shapes are less uniform than the observed O2 since higher 
frequency signals tend to be superimposed on the underlying bidecadal variability. O3-type 
QPOs are simulated in all regions besides Eurasia and the Western Equatorial Pacific, however 
without a consistent phase relationship, resulting in a relative small simulated global O3 due to 
partial phase cancelation. 
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4.4.1.4 CESM1 (FASTCHEM) 
The CESM1 (FASTCHEM) model is moderately successful in simulating the regional O1s. While it 
simulates O1-type QPOs in the North Atlantic and its surrounding land regions as well as the 
North Pacific, the amplitude of those signals are much too weak, with an average simulated 
amplitude of only one third of the observed 0.15°C. It also fails to simulate long period QPOs in 
the Eastern Equatorial and the South Pacific. O2-type QPOs are simulated in all regions besides 
the South Pacific and the Indian Ocean, and are in very good agreement with the observed 
signal. Finally, O3-type QPOs are simulated in all regions besides the Indian Ocean and the 
South Atlantic. They are in general in very good agreement with the observed signal in terms of 
the shape but the amplitude is overestimated by a factor of almost two, which is also the case 
for the simulated global O3. Moreover, unlike in the observed record, the regional O3s are 
stronger for the land than the oceanic regions.  
In summary, all models simulate globally distributed multidecadal, bidecadal and decadal 
signals. The IPSL-CM5A-MR the MIROC-ESM-CHEM and the CESM1 (FASTCHEM) models 
perform quite well in simulating the regional O2s. The stronger O1 signal in the Northern 
Hemisphere centered around the North Atlantic and the North Pacific is only reproduced by the 
MIROC-ESM-CHEM model. Likewise, the observed larger amplitudes of the regional O3s for 
oceanic regions are only successfully simulated by the IPSL-CM5A-MR model. Taking Table 5 
into account, it can be concluded, as a first order rule of thumb, that only the models that are 
top-ranked in the simulation a particular global QPO are quite successful in simulating the 
corresponding regional QPOs. 
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4.4.2 The “historicalNat” Runs and the Comparison to the “historical” 
Runs 
The existence of O1, O2 and O3 in the “historicalNat” output of several models support our 
assessment of some possible drivers discussed in Section 2.4.1. Despite the fact that the moon 
is not present in the “historicalNat” forcings, several modes simulate the bidecadal and decadal 
signal, thereby rejecting a possible lunar origin of those signals. Likewise, O1 exists in the 
absence of any human forcing, including anthropogenic aerosols. 
Sixteen models allow for a comparison between the SSA results derived from the “historical” 
and the “historicalNat” simulations. It becomes immediately apparent that the number of 
significant above-decadal QPOs that appear in addition to O1-O3 and do not correspond to any 
globally observed QPO is greatly reduced in the latter run. This is especially true for the 25-year 
period QPO which is present in the “historical” simulations of 10 out of 16 models. This number 
diminishes to two models in the case of the “HistoricalNat” runs. Similarly, the number of 
models that simulate the “unnatural” 11-year and 15-year QPOs diminishes from 4 to 0 and 
from 6 to 4, respectively, when turning off the human forcing. These findings strongly suggest 
that the striking accumulation of simulated modes of variability in the interdecadal band that 
do not correspond to nature, noted in Section 4.3.2, is due to the human forcing.  
This hypothesis is briefly tested by applying SSA to the total global anthropogenic radiative 
forcing [241] available on the website of the Potsdam Institute for Climate Impact Research 
[242]. The eigenvalue doublets 6 & 7 and 8 & 9 yield promising QPOs with periods of 27 and 17 
years, respectively. However the corresponding amplitudes are very small (0.010 and 0.004 
W/m2, respectively), since the forcing record is completely dominated by the trend. The latter 
explains 98.9 % of the total variance and yields an increase of approximately            
  
from 1850 to 2005. Through the comparison with other QPOs that contribute to the total 
radiative forcing, e.g. an 11-year QPO of amplitude 0.045 W/m2 due to solar sunspot cycle, it 
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becomes clear that the 27- and 17-year QPOs found in the total global anthropogenic radiative 
forcing are insufficient to explain the existence of the “unnatural” 15-year and 25-year QPOs in 
the “historical” runs of many GCMs. Thus, their existence and how it is linked to the human 
forcing remains an open question. 
Moreover, there is a very notable shift to longer periods for the simulated multidecadal QPOs 
when the human forcing is excluded, the median period increased from 63 years to 81 years.  
Both points discussed above clearly show that the human forcing does have an impact on the 
QPOs of Earth’s climate system as simulated by the state-of-the-art GCMs. The idea that natural 
variability does respond to changes in the background state of Earth’s climate system is not a 
new one (e.g. Mann et al. [236] finding more frequently La Niña-like conditions during the so-
called Medieval Warm Period) but in the case discussed above it is humanity that changes the 
background state. Why the simulated average simulated period of O1 increases from 63 to 81 
years when the human forcing is excluded is an intriguing question, but is out of the scope of 
this dissertation.  
 
4.5 Conclusions 
We apply SSA, the same technique that we used to analyze the observed temperature records, 
to the output of the “historic” and “historicalNat” runs simulated by the entire suite of CMIP5 
models (where data is currently available for 41 models). We thereby create an up-to-date 
database of “simulated natural variability” that can be compared one-to-one with our database 
of observed variability derived in Chapter 2.  
The outcome of this comparison is mixed. On one hand there is an encouraging number of 
models that do simulate one or several modes of natural variability (O1: 23, O2: 31, O3: 27, O4: 
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37, O5: 41 and O5: 40), on the other there is not a single model or set of models that performs 
particularly well across all six QPOs. Only 13 models, i.e. less than 32%, reproduce all of them. 
Among the best are the IPSL-CM5A-MR, HadGEM2-ES, CMCC-CM, MIROC-ESM-CHEM and 
CESM1 (FASTCHEM) models, while much improvement has to be made for the FGOALS-g2, 
GFDL-ESM2M, GISS-E2-R, FGOALS-s2, GISS-E2-H-CC, HadCM3, IPSL-CM5B-LR, CMCC-CMS and 
MPI-ESM-MR models.  
While in this dissertation we focus on “only” one ensemble member, the “r1i1p1” member” of 
a given run, and almost exclusively restrict our analysis to a global focus, we believe that this 
still provides an important and current assessment of the CMIP5 models’ ability to simulate the 
observed natural variability. Therefore, we hope our research will contribute to improve 
current GCMs, ultimately allowing climate science to: (a) better predict natural variability, and 
(b) separate human-caused climate change from natural variability. 
Valuable additional information could be obtained by performing a regional analysis in analogy 
to the one performed in Sections 2.3.3 and 2.3.4 and initiated for the IPSL-CM5A-MR, MIROC-
ESM-CHEM, CMCC-CM and CESM1 (FASTCHEM) models, thereby adding some spatial 
dimension to our otherwise exclusively temporal analysis. 
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5 Summary and Conclusions 
The research in this dissertation was guided by our overall motivation to advance our 
understanding of natural variability as it is observed in nature and simulated by GCMs. By 
combining the two, we hope to contribute to: (a) improve our predictions of natural variability, 
and (b) separate human-caused climate change from that caused by natural variability. 
We successfully establish a comprehensive and up-to-date database of observed natural 
variability employing SSA in Chapter 2. Six significant signals with periods of 61 years (O1), 21 
years (O2), 9 years (O3), 5 years (O4), 4 years (O5) and 2 years (S1) are identified in the global 
temperature record.  
The regional analysis performed in Section 2.3.3 helps to shed some light on possible 
mechanisms driving those signals. We learn that O1 is the result of similar long-period QPOs 
present in all ocean basins, North America, Africa and very weakly in Australia. Its pan-oceanic 
distribution is consistent with an extended AMO mechanism, being due to small variations in 
the thermohaline circulation in the respective ocean basins. The almost-global spread of the 
decadal and bidecadal signals O2 and O3 points to an external rather than an internal ocean-
only or atmosphere-ocean mechanism. However, we find no support of a solar or lunar origin of 
those signals. Regarding the interannual QPOs O4 and O5, we conclude that there is still more 
research needed to determine whether they are directly related to ENSO or not. The latter is 
not the cause of the quasi-biennial signal S1, which seems to be related to the monsoon. 
Therefore, we interpret the appearance of S1-type signals in ENSO-related variables as a strong 
support of the important role that the Indian Ocean and the Monsoon play in influencing ENSO.  
We elaborate on the importance of these natural QPOs in shaping the observed temperature 
record in Section 2.4.1.4 and Chapter 3. Both the Mid Century Cooling period and the slowdown 
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of the decadal rise in average global temperatures over the first decade of the 21st century are 
attributed to natural variability. A temperature outlook for the 21st century based on our 
projections of natural variability and two possible forcing scenarios is produced in Chapter 3. 
We estimate natural variability to contribute relative to 2012 to a cooling for about 30-40 years. 
The magnitude of human-made warming versus the magnitude of this “natural cooling” 
compares such that we expect a “pause” and even some time of cooling to persist until around 
2020. By that time the human warming signal will be unmistakable against the background 
noise of natural variability and if no actions are taken, global-mean warming will exceed the 
UNFCCC limit of 2°C around mid-century. We strongly urge the global community to transition 
from a business-as-usual scenario to a total phase-out scenario such as proposed in FP2 “to 
prevent dangerous anthropogenic interference with the climate system” [226, 227].  
The same SSA approach as described in Chapter 2 is applied to simulations by atmosphere-
ocean GCMs (CMIP5) to characterize the QPOs in their simulated near-surface temperature 
records. Their ability to reproduce the characteristics of the observed QPOs is assessed in 
Section 4.4.1 with a mixed outcome. While many models do simulate one or more observed 
mode of variability, there is not a single model or a set of models that performs particularly well 
across all signals. In total, only 13 out of 41 CMIP5 models are able to reproduce the first three 
most dominant and very regular QPOs O1-O3, clearly showing that there is much room left to 
improve the current GCMs’ abilities to accurately simulate natural variability. Positive to note is 
the large number of models that show skill in reproducing QPOs O4 and O5, demonstrating the 
progress made by modeling groups in simulating natural QPOs on the interannual time scale, 
especially referring to ENSO. For future assessments, we recommend evaluating GCMs 
specifically based on their skill to simulate O1-O3. 
The modeling study further demonstrates the significant impact of the human forcing on the 
simulated QPOs, which causes shifts in the average period of O1 and the appearance of 
additional QPOs that are not observed in nature. We conclude that the human forcing changes 
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the background state of Earth’s climate system, thereby causing changes in the simulated 
QPOs. 
We started this research with the goal of enhancing our understanding of natural variability as 
it is observed in nature and the way it is simulated by GCMs. One and a half years and around 
5000 inspected SSA principal component (and many sleepless nights) later, we feel that we 
have achieved this goal. We hope our research will contribute to advance currently used GCMs 
and thus allow climate science to: (a) improve the prediction of natural variability, and (b) 
separate human-caused climate change from that caused by natural variability. Moreover, our 
results yield an improved understanding of the naturally occurring QPOs, both globally and 
regionally, and how they affect climates on Earth independently of anthropogenic climate 
change.  
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6 Appendix 
Table A.1. Significant QPOs in the regional temperature records derived from the GISSTEMP 
dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Atlantic 3 1st 69.2 0.21 60.1% O1 
2nd 8.9 0.05 5.5% O3 
3rd 3.6 0.03 2.5% O5 
North America 5 1st 70.0 0.42 27.3% O1 
2nd 5.5 0.07 4.6%  
3rd 4.7 0.14 6.7% O4 
4th 2.6 0.14 11.2%  
5th 3.5 0.10 7.1% O5 
6th 3.3 0.05 4.2%  
Eurasia 4 1st 4.7 0.12 6.5% O4 
2nd 4.5 0.03 3.3%  
3rd 12.4 0.03 5.4%  
4th 5.7 0.11 5.4%  
Africa 5 1st 47.8 0.04 6.5% O1 
2nd 3.5 0.07 7.8% O5 
3rd 5.3 0.04 3.4%  
4th 9.1 0.03 2.9% O3 
5th 2.7 0.04 3.3%  
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.1 Continued. 
North Pacific 2 1st 56.6 0.14 20.5% O1 
2nd 7.6 0.04 2.2%  
South Atlantic 2 1st 50.8 0.03 1.9% O1 
2nd 3.5 0.01 0.9% O5 
South America 2 1st 3.6 0.07 7.7% O5 
2nd 6.4 0.07 7.2%  
Eastern 
Equatorial 
Pacific 
3 1st 5.7 0.15 19.4% ENSO 
2nd 13.4 0.10 8.9%  
3rd 3.6 0.12 10.2% O5 
South Pacific 3 1st 21.6 0.02 2.5% O2 
2nd 8.9 0.04 6.8% O3 
3rd 5.8 0.04 3.9%  
Western 
Equatorial 
Pacific 
3 1st 8.8 0.05 11.4% O3 
2nd 14.3 0.04 6.3%  
3rd 2.9 0.01 5.0%  
Indian Ocean 4 1st 45.7 0.06 4.6% O1 
2nd 20.2 0.03 2.9% O2 
3rd 9.4 0.03 2.2% O3 
4th 3.6 0.03 1.4% O5 
Australia 4 1st 2.1 0.12 9.6% S1 
2nd 4.3 0.06 7.3%  
3rd 23.8 0.12 8.9%  
4th 3.6 0.07 5.4% O5 
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Table A.2. Significant QPOs in the regional temperature records derived from the NOAA 
dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Atlantic 3 1st 66.7 0.22 54.8% O1 
2nd 8.9 0.05 4.6% O3 
3rd 3.6 0.03 1.8% O5 
North America 5 1st 62.7 0.26 10.1% O1 
2nd 5.5 0.08 3.2% 
 
3rd 4.8 0.12 4.4% O4 
4th 2.6 0.11 3.1%  
5th 3.5 0.01 4.7% O5 
6th 3.3 0.04 2.9%  
Eurasia 4 1st 4.7 0.11 3.5% O4 
2nd 4.5 0.03 1.6%  
3rd 12.6 0.05 1.9%  
4th 5.7 0.09 4.1%  
Africa 5 1st 68.3 0.24 28.1% O1 
2nd 3.6 0.09 6.1% O5 
3rd 5.2 0.04 2.5%  
4th 9.6 0.04 2.6% O3 
5th 2.7 0.04 2.1%  
North Pacific 2 1st 76.5 0.17 65.2% O1 
2nd 7.6 0.03 3.3%  
South Atlantic 2 1st 52.1 0.09 1.9% O1 
2nd 3.5 0.05 0.6% O5 
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.2 Continued. 
South America 2 1st 3.6 0.04 1.4% O5 
2nd 6.4 0.05 1.2%  
Eastern 
Equatorial 
Pacific 
3 1st 5.7 0.15 8.0% ENSO 
2nd 13.4 0.13 6.2%  
3rd 3.6 0.09 5.0% O5 
South Pacific 3 1st 20.0 0.07 1.8% O2 
2nd 9.1 0.06 1.4% O3 
3rd 5.9 0.02 0.7%  
Western 
Equatorial 
Pacific 
3 1st 9.1 0.07 3.9% O3 
2nd 14.9 0.05 2.3%  
3rd 2.9 0.03 1.1%  
Indian Ocean 4 1st 47.2 0.05 2.0% O1 
2nd 19.5 0.03 1.2% O2 
3rd 9.5 0.04 0.7% O3 
4th 3.5 0.01 0.3% O5 
Australia 4 1st 2.0 0.13 4.5% S1 
2nd 4.4 0.09 3.8%  
3rd 23.9 0.09 3.1%  
4th 3.6 0.09 2.0% O5 
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Table A.3. Significant QPOs in the west-east-temperature difference (WETD) of the 8 oceanic 
regions derived from the GISSTEMP dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Pacific 3 1st 50.2 0.04 12.8%  
2nd 5.6 0.12 14.7% ENSO 
3rd 4.4 0.03 4.2%  
Equatorial 
Pacific 
4 1st 5.7 0.18 15.1% ENSO 
2nd 9.1 0.08 8.3% O3 
3rd 3.6 0.14 10.5%  
4th 2.9 0.10 5.3%  
South Pacific 3 1st 58.0 0.04 11.7%  
2nd 15.8 0.10 9.8%  
3rd 6.5 0.05 4.9%  
North Atlantic 5 1st 22.0 0.02 5.5%  
2nd 8.1 0.02 7.2%  
3rd 3.9 0.03 6.9%  
4th 5.6 0.06 11.0%  
5th 2.5 0.03 6.1%  
Equatorial 
Atlantic 
5 1st 12.7 0.14 20.3%  
2nd 5.6 0.07 9.2%  
3rd 64.6 0.07 12.6%  
4th 2.6 0.03 3.6%  
5th 2.3 0.04 4.8%  
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.3 Continued. 
South Atlantic 4 1st 37.7 0.06 9.9%  
2nd 12.9 0.04 7.4%  
3rd 3.5 0.03 2.5%  
4th 2.6 0.03 1.8%  
Equatorial 
Indian Ocean 
1 1st 5.2 0.05 12.2%  
Southern 
Indian Ocean 
3 1st 47.4 0.07 29%  
2nd 5.0 0.06 9%  
3rd 13.4 0.03 6%  
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Table A.4. Significant QPOs in the west-east-temperature difference (WETD) of the 8 oceanic 
regions derived from the NOAA dataset. 
Region Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. Note 
North Pacific 3 1st 52.4 0.18 20.0%  
2nd 5.6 0.14 12.9% ENSO 
3rd 4.4 0.09 6.9%  
Equatorial 
Pacific 
4 1st 5.7 0.19 15.6% ENSO 
2nd 9.0 0.13 10.3% O3 
3rd 3.6 0.10 9.2%  
4th 2.9 0.08 4.6%  
South Pacific 3 1st 40.9 0.12 20.0%  
2nd 15.8 0.04 5.2%  
3rd 6.9 0.06 8.5%  
North Atlantic 5 1st 22.8 0.05 11.9%  
2nd 8.2 0.04 7.1%  
3rd 3.9 0.02 4.8%  
4th 5.7 0.05 12.2%  
5th 2.5 0.04 7.8%  
Equatorial 
Atlantic 
5 1st 12.7 0.12 11.1%  
2nd 5.5 0.06 3.9%  
3rd 60.9 0.11 10.8%  
4th 2.6 0.05 2.7%  
5th 2.3 0.02 0.9%  
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.4 Continued. 
South Atlantic 4 1st 42.1 0.07 10.9%  
2nd 12.1 0.07 4.9%  
3rd 3.5 0.06 6.1%  
4th 2.5 0.04 3.2%  
Equatorial 
Indian Ocean 
1 1st 5.3 0.04 9.6%  
Southern 
Indian Ocean 
3 1st 47.0 0.21 40%  
2nd 4.9 0.02 3%  
3rd 14.2 0.06 4%  
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Table A.5. List of the 41 models and institutions that provided model outputs used in this study. 
The 16 models for which both the “historical” and “historicalNat” output were available are 
labeled with an asterisk. 
Modeling Center (or Group)  Institute ID Model Name 
Commonwealth Scientific and Industrial 
Research Organization (CSIRO) and Bureau of 
Meteorology (BOM), Australia 
CSIRO-BOM ACCESS1.0 
ACCESS1.3 
Beijing Climate Center, China Meteorological 
Administration 
BCC BCC-CSM1.1* 
BCC-CSM1.1(m) 
College of Global Change and Earth System 
Science, Beijing Normal University 
GCESS BNU-ESM 
Canadian Centre for Climate Modeling and 
Analysis 
CCCMA CanESM2* 
CanCM4 
National Center for Atmospheric Research NCAR CCSM4* 
Community Earth System Model Contributors NSF-DOE-NCAR CESM1(CAM5) 
CESM1(FASTCHEM) 
CESM1(WACCM) 
Centro Euro-Mediterraneo per i Cambiamenti 
Climatici 
CMCC CMCC-CESM 
CMCC-CM 
CMCC-CMS 
Commonwealth Scientific and Industrial 
Research Organization in collaboration with 
Queensland Climate Change Centre of 
Excellence 
CSIRO-QCCCE CSIRO-Mk3.6.0* 
LASG, Institute of Atmospheric Physics, Chinese 
Academy of Sciences and CESS, Tsinghua 
University 
LASG-CESS FGOALS-g2* 
LASG, Institute of Atmospheric Physics, Chinese 
Academy of Sciences 
LASG-IAP FGOALS-s2 
The First Institute of Oceanography, SOA, China FIO FIO-ESM 
                                                     
* The 16 models for which both the “historical” and “historicalNat” output were available are 
labeled with an asterisk. 
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Table A.5 Continued. 
NOAA Geophysical Fluid Dynamics Laboratory NOAA GFDL GFDL-CM3* 
GFDL-ESM2G 
GFDL-ESM2M* 
NASA Goddard Institute for Space Studies NASA GISS GISS-E2-H* 
GISS-E2-H-CC 
GISS-E2-R* 
National Institute of Meteorological 
Research/Korea Meteorological Administration 
NIMR/KMA HadGEM2-AO 
Met Office Hadley Centre (additional 
HadGEM2-ES realizations contributed by 
Instituto Nacional de Pesquisas Espaciais) 
MOHC (additional 
realizations by 
INPE) 
HadCM3 
HadGEM2-CC 
HadGEM2-ES* 
Institut Pierre-Simon Laplace IPSL IPSL-CM5A-LR* 
IPSL-CM5A-MR* 
IPSL-CM5B-LR 
Japan Agency for Marine-Earth Science and 
Technology, Atmosphere and Ocean Research 
Institute (The University of Tokyo), and 
National Institute for Environmental Studies 
MIROC MIROC-ESM* 
MIROC-ESM-CHEM* 
Atmosphere and Ocean Research Institute (The 
University of Tokyo), National Institute for 
Environmental Studies, and Japan Agency for 
Marine-Earth Science and Technology 
MIROC MIROC4h 
MIROC5 
Max-Planck-Institut für Meteorologie (Max 
Planck Institute for Meteorology) 
MPI-M MPI-ESM-MR  
MPI-ESM-LR 
MPI-ESM-P 
Meteorological Research Institute MRI MRI-CGCM3* 
Norwegian Climate Centre NCC NorESM1-M* 
NorESM1-ME 
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Table A.6. Significant QPOs in the simulated temperature records obtained from the “historical” 
run of 41 CMIP5 models. 
GCM Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. 
BCC-CSM1.1 8 1st 57.5 0.12 7.2% 
2nd 25.2 0.07 3.2% 
3rd 6.6 0.03 1.0% 
4th 5.1 0.03 0.6% 
5th 2.5 0.03 0.5% 
6th 2.1 0.02 0.4% 
7th 2.7 0.02 0.3% 
8th 2.3 0.02 0.3% 
BNU-ESM 8 1st 21.3 0.08 2.1% 
2nd 63.5 0.06 1.2% 
3rd 9.5 0.04 0.7% 
4th 3.0 0.04 0.5% 
5th 5.7 0.02 0.5% 
6th 6.5 0.02 0.5% 
7th 2.9 0.01 0.3% 
8th 2.1 0.02 0.3% 
CanESM2 8 1st 76.6 0.18 16.5% 
2nd 20.6 0.11 12.0% 
3rd 6.1 0.06 3.3% 
4th 4.1 0.06 2.6% 
5th 11.6 0.05 2.2% 
6th 5.7 0.05 1.8% 
7th 2.2 0.05 1.5% 
8th 1.7 0.01 1.3% 
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.6 Continued. 
CCSM4 6 1st 61.7 0.09 2.9% 
2nd 9.9 0.07 1.7% 
3rd 3.6 0.04 1.6% 
4th 3.8 0.03 1.0% 
5th 3.2 0.03 0.5% 
6th 3.9 0.01 0.5% 
CSIRO-Mk3.6.0 7 1st 175.4 0.26 61.3% 
2nd 26.9 0.07 6.2% 
3rd 16.0 0.05 4.3% 
4th 5.8 0.05 2.9% 
5th 4.5 0.04 2.2% 
6th 2.1 0.02 0.7% 
7th 2.5 0.02 0.7% 
FGOALS-g2 8 1st 4.0 0.03 0.8% 
2nd 3.1 0.02 0.7% 
3rd 5.9 0.02 0.6% 
4th 4.2 0.01 0.5% 
5th 5.2 0.01 0.5% 
6th 26.1 0.01 0.5% 
7th 16.5 0.01 0.4% 
8th 3.6 0.01 0.3% 
GFDL-CM3 5 1st 90.1 0.13 29.9% 
2nd 27.9 0.08 10.9% 
3rd 9.1 0.06 5.5% 
4th 12.1 0.03 3.9% 
5th 2.4 0.03 1.1% 
GFDL-ESM2M 5 1st 27.0 0.12 13.9% 
2nd 5.1 0.08 6.2% 
3rd 3.1 0.06 4.8% 
4th 4.3 0.04 2.9% 
5th 3.6 0.03 2.3% 
  
101 
Table A.6 Continued. 
GISS-E2-H 5 1st 15.1 0.04 0.5% 
2nd 25.5 0.03 0.4% 
3rd 8.0 0.03 0.3% 
4th 5.0 0.02 0.3% 
5th 3.9 0.03 0.2% 
GISS-E2-R 9 1st 27.7 0.04 1.1% 
2nd 9.5 0.03 0.7% 
3rd 2.4 0.02 0.7% 
4th 20.0 0.02 0.5% 
5th 6.7 0.02 0.5% 
6th 3.6 0.02 0.4% 
7th 3.7 0.01 0.4% 
8th 3.1 0.01 0.4% 
9th 2.9 0.01 0.3% 
HadGEM2-ES 6 1st 25.0 0.08 16.4% 
2nd 16.3 0.06 6.5% 
3rd 2.6 0.03 1.7% 
4th 4.2 0.02 1.5% 
5th 2.3 0.02 1.3% 
6th 2.7 0.01 1.2% 
IPSL-CM5A-LR 7 1st 64.5 0.14 5.7% 
2nd 22.6 0.07 2.8% 
3rd 9.6 0.04 1.5% 
4th 3.4 0.04 1.4% 
5th 6.2 0.03 1.1% 
6th 4.6 0.03 1.1% 
7th 5.5 0.02 0.9% 
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Table A.6 Continued. 
IPSL-CM5A-MR 6 1st 62.1 0.05 5.7% 
2nd 7.6 0.05 2.8% 
3rd 5.3 0.05 1.5% 
4th 3.6 0.03 1.3% 
5th 10.3 0.03 1.2% 
6th 2.5 0.03 1.1% 
MIROC-ESM 7 1st 27.0 0.09 4.4% 
2nd 12.8 0.06 3.2% 
3rd 9.8 0.04 1.3% 
4th 6.7 0.04 0.9% 
5th 3.4 0.03 0.4% 
6th 2.4 0.02 0.3% 
7th 2.2 0.01 0.2% 
MIROC-ESM-CHEM 6 1st 22.2 0.06 3.3% 
2nd 61.0 0.08 3.0% 
3rd 10.9 0.04 1.9% 
4th 7.5 0.04 1.2% 
5th 5.1 0.03 1.0% 
6th 3.8 0.03 0.6% 
MRI-CGCM3 6 1st 18.7 0.03 3.2% 
2nd 13.4 0.06 2.5% 
3rd 9.2 0.06 2.1% 
4th 3.3 0.03 1.5% 
5th 3.9 0.02 0.8% 
6th 2.8 0.01 0.5% 
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Table A.6 Continued. 
NorESM1-M 9 1st 11.2 0.05 6.6% 
2nd 23.5 0.03 3.1% 
3rd 4.6 0.04 2.8% 
4th 2.4 0.02 2.7% 
5th 8.5 0.04 2.6% 
6th 5.5 0.03 2.0% 
7th 3.0 0.04 1.9% 
8th 3.8 0.03 1.7% 
9th 2.1 0.03 1.6% 
BCC-CSM1.1(m) 6 1st 9.6 0.05 1.8% 
2nd 19.9 0.04 1.4% 
3rd 13.3 0.05 1.1% 
4th 2.5 0.03 0.7% 
5th 3.1 0.03 0.6% 
6th 4.6 0.02 0.4% 
CanCM4 3 1st 26.6 0.15 17.2% 
2nd 3.4 0.05 4.6% 
3rd 4.3 0.04 3.1% 
FGOALS-s2 7 1st 31.8 0.08 1.1% 
2nd 8.7 0.07 0.7% 
3rd 17.1 0.05 0.5% 
4th 12.2 0.04 0.4% 
5th 3.3 0.05 0.4% 
6th 24.6 0.02 0.3% 
7th 3.8 0.03 0.3% 
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Table A.6 Continued. 
GFDL-ESM2G 7 1st 11.9 0.06 8.6% 
2nd 6.0 0.06 9.0% 
3rd 16.9 0.03 5.2% 
4th 3.2 0.04 3.8% 
5th 5.0 0.03 3.5% 
6th 2.9 0.03 1.8% 
7th 1.7 0.02 1.1% 
GISS-E2-H-CC 6 1st 36.9 0.06 0.8% 
2nd 26.4 0.04 0.5% 
3rd 13.3 0.03 0.3% 
4th 4.3 0.04 0.3% 
5th 3.0 0.03 0.3% 
6th 2.5 0.02 0.2% 
HadCM3 6 1st 45.5 0.14 20.6% 
2nd 13.4 0.04 4.8% 
3rd 3.7 0.05 3.9% 
4th 5.6 0.04 3.4% 
5th 2.6 0.04 2.4% 
6th 3.4 0.04 1.9% 
HadGEM2-AO 5 1st 10.2 0.06 8.3% 
2nd 13.4 0.05 5.0% 
3rd 4.3 0.04 1.5% 
4th 5.9 0.02 1.4% 
5th 2.3 0.03 0.9% 
HadGEM2-CC 6 1st 28.9 0.09 25.9% 
2nd 6.7 0.03 5.2% 
3rd 6.5 0.03 5.1% 
4th 4.4 0.03 3.1% 
5th 3.8 0.02 2.7% 
6th 2.2 0.02 1.9% 
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Table A.6 Continued. 
IPSL-CM5B-LR 6 1st 15.8 0.05 1.5% 
2nd 34.2 0.05 1.3% 
3rd 9.8 0.05 0.6% 
4th 4.0 0.04 0.5% 
5th 3.6 0.02 0.6% 
6th 2.1 0.02 0.2% 
MIROC4h 3 1st 14.9 0.08 5.2% 
2nd 3.5 0.05 2.7% 
3rd 5.5 0.04 1.9% 
MIROC5 7 1st 143.5 0.12 19.9% 
2nd 7.1 0.07 8.3% 
3rd 9.9 0.06 5.7% 
4th 4.9 0.06 4.8% 
5th 6.0 0.04 4.4% 
6th 3.2 0.02 1.9% 
7th 2.9 0.02 1.3% 
NorESM1-ME 8 1st 24.8 0.05 4.6% 
2nd 6.4 0.05 2.8% 
3rd 15.3 0.04 2.4% 
4th 10.2 0.02 1.7% 
5th 3.6 0.03 1.3% 
6th 5.0 0.02 1.2% 
7th 3.1 0.01 1.1% 
8th 6.0 0.01 1.1% 
ACCESS1.0 4 1st 26.4 0.08 11.2% 
2nd 2.8 0.03 1.5% 
3rd 3.2 0.03 0.8% 
4th 2.5 0.02 0.7% 
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Table A.6 Continued. 
ACCESS1.3 6 1st 21.7 0.08 10.6% 
2nd 9.8 0.06 7.5% 
3rd 4.4 0.05 3.2% 
4th 3.2 0.03 1.4% 
5th 2.4 0.01 0.8% 
6th 2.6 0.01 0.8% 
CESM1(CAM5) 7 1st 58.4 0.15 8.8% 
2nd 15.4 0.07 3.1% 
3rd 5.8 0.04 2.4% 
4th 5.3 0.03 1.3% 
5th 3.0 0.03 1.1% 
6th 4.4 0.02 0.9% 
7th 3.4 0.02 0.8% 
CESM1 (FASTCHEM) 7 1st 67.5 0.09 2.3% 
2nd 20.0 0.05 1.2% 
3rd 8.9 0.06 0.7% 
4th 6.7 0.05 0.6% 
5th 3.2 0.04 0.4% 
6th 2.6 0.03 0.4% 
7th 2.7 0.02 0.3% 
CESM1(WACCM) 8 1st 48.4 0.08 2.2% 
2nd 20.1 0.06 1.9% 
3rd 14.6 0.04 1.2% 
4th 8.9 0.05 1.1% 
5th 4.2 0.04 0.7% 
6th 6.2 0.02 0.6% 
7th 3.5 0.02 0.4% 
8th 3.2 0.02 0.4% 
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Table A.6 Continued. 
CMCC-CESM 6 1st 4.0 0.05 9.0% 
2nd 4.6 0.05 8.3% 
3rd 7.5 0.05 7.4% 
4th 3.1 0.02 4.9% 
5th 3.1 0.03 4.4% 
6th 2.8 0.03 3.0% 
CMCC-CM 5 1st 54.4 0.06 6.7% 
2nd 15.8 0.05 3.8% 
3rd 9.9 0.03 2.8% 
4th 4.5 0.02 1.2% 
5th 2.7 0.02 1.0% 
CMCC-CMS 6 1st 31.9 0.06 22.1% 
2nd 11.1 0.04 6.2% 
3rd 8.2 0.04 4.9% 
4th 3.5 0.03 3.4% 
5th 4.7 0.03 3.0% 
6th 2.9 0.02 2.6% 
FIO-ESM 5 1st 3.2 0.07 2.3% 
2nd 13.0 0.05 1.9% 
3rd 24.7 0.05 1.6% 
4th 3.4 0.03 0.8% 
5th 3.9 0.03 0.7% 
MPI-ESM-LR 6 1st 60.4 0.07 1.7% 
2nd 8.8 0.05 0.9% 
3rd 5.3 0.04 0.6% 
4th 3.2 0.04 0.5% 
5th 3.8 0.02 0.3% 
6th 2.7 0.03 0.3% 
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Table A.6 Continued. 
MPI-ESM-MR 6 1st 28.0 0.04 1.9% 
2nd 15.1 0.06 1.8% 
3rd 9.5 0.03 1.1% 
4th 4.7 0.03 1.1% 
5th 6.8 0.03 0.9% 
6th 4.3 0.03 0.5% 
MPI-ESM-P 8 1st 21.7 0.05 1.6% 
2nd 15.0 0.05 1.2% 
3rd 8.7 0.03 1.1% 
4th 9.8 0.03 1.0% 
5th 3.1 0.01 0.5% 
6th 2.5 0.02 0.4% 
7th 3.1 0.02 0.3% 
8th 2.3 0.02 0.3% 
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Table A.7. Significant QPOs in the simulated temperature records obtained from the 
“historicalNat” run of 16 CMIP5 models. 
GCM Number of 
significant 
QPOs 
Characteristics 
Rank Period* Amplitude* Ex. Var. 
BCC-CSM1.1 8 1st 99.6 0.14 33.9% 
2nd 42.2 0.10 16.3% 
3rd 4.7 0.03 2.6% 
4th 3.6 0.03 2.1% 
5th 4.4 0.01 1.7% 
6th 2.7 0.01 1.3% 
7th 2.4 0.02 1.1% 
8th 2.4 0.01 1.1% 
GCM 6 1st 26.0 0.05 12.1% 
2nd 7.9 0.04 6.4% 
3rd 8.9 0.03 5.1% 
4th 6.8 0.02 4.7% 
5th 4.0 0.04 4.2% 
6th 4.4 0.03 4.0% 
CCSM4 10 1st 82.4 0.12 20.8% 
2nd 9.0 0.06 8.4% 
3rd 3.5 0.06 7.4% 
4th 6.6 0.03 7.3% 
5th 19.9 0.04 6.7% 
6th 5.0 0.06 5.7% 
7th 4.4 0.04 3.4% 
8th 3.9 0.04 2.8% 
9th 2.8 0.03 2.0% 
10th 3.4 0.01 1.9% 
                                                     
* A period and amplitude are assigned by fitting the QPO with a periodic signal. 
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Table A.7 Continued. 
CSIRO-Mk3.6.0 7 1st 69.9 0.16 46.0% 
2nd 21.0 0.05 6.8% 
3rd 15.7 0.04 6.1% 
4th 4.4 0.05 4.7% 
5th 8.3 0.02 3.8% 
6th 3.4 0.03 3.8% 
7th 2.7 0.03 2.2% 
FGOALS-g2 10 1st 46.2 0.04 11.4% 
2nd 9.2 0.02 7.1% 
3rd 3.7 0.01 7.0% 
4th 3.6 0.01 6.3% 
5th 3.8 0.01 5.7% 
6th 2.3 0.02 5.6% 
7th 12.5 0.01 5.4% 
8th 3.9 0.01 4.1% 
9th 5.8 0.01 4.1% 
10th 3.0 0.01 3.4% 
GFDL-CM3 5 1st 68.3 0.09 17.3% 
2nd 22.0 0.05 12.3% 
3rd 2.5 0.04 4.5% 
4th 2.7 0.04 3.9% 
5th 2.1 0.03 2.8% 
GFDL-ESM2M 6 1st 87.7 0.20 30.3% 
2nd 25.5 0.09 5.9% 
3rd 4.9 0.08 4.5% 
4th 6.2 0.05 2.9% 
5th 3.5 0.05 2.3% 
6th 4.4 0.03 1.7% 
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Table A.7 Continued. 
GISS-E2-H 7 1st 69.7 0.07 25.2% 
2nd 9.8 0.05 9.1% 
3rd 5.6 0.03 6.6% 
4th 2.1 0.03 3.2% 
5th 2.4 0.02 3.0% 
6th 3.6 0.02 2.8% 
7th 2.5 0.01 2.0% 
GISS-E2-R 5 1st 84.6 0.10 18.7% 
2nd 3.3 0.05 6.3% 
3rd 9.0 0.03 5.0% 
4th 3.1 0.01 3.0% 
5th 2.3 0.02 2.8% 
HadGEM2-ES 6 1st 78.8 0.18 32.9% 
2nd 33.1 0.09 14.0% 
3rd 4.9 0.05 2.9% 
4th 3.6 0.04 1.9% 
5th 2.6 0.03 1.1% 
6th 2.9 0.03 1.4% 
IPSL-CM5A-LR 4 1st 33.6 0.10 20.2% 
2nd 6.7 0.04 5.8% 
3rd 3.3 0.05 5.3% 
4th 2.6 0.03 4.8% 
IPSL-CM5A-MR 5 1st 42.7 0.13 33.0% 
2nd 108.2 0.09 20.9% 
3rd 3.8 0.02 2.1% 
4th 2.9 0.03 1.9% 
5th 2.7 0.01 1.0% 
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Table A.7 Continued. 
MIROC-ESM 6 1st 128.4 0.12 35.0% 
2nd 8.8 0.04 12.3% 
3rd 12.8 0.04 10.5% 
4th 4.3 0.03 2.6% 
5th 2.7 0.02 2.2% 
6th 3.2 0.01 1.7% 
MIROC-ESM-CHEM 3 1st 93.5 0.18 53.4% 
2nd 21.8 0.07 9.3% 
3rd 2.4 0.01 1.1% 
MRI-CGCM3 5 1st 65.7 0.11 23.1% 
2nd 6.5 0.03 5.1% 
3rd 4.3 0.02 3.7% 
4th 3.5 0.02 3.4% 
5th 2.8 0.03 2.4% 
NorESM1-M 5 1st 106.0 0.10 18.5% 
2nd 9.1 0.06 19.8% 
3rd 14.3 0.05 12.3% 
4th 3.1 0.02 3.4% 
5th 3.0 0.03 3.2% 
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Table A.8. Ability of the CMIP5 models to simulate the observed natural variability. For each 
QPO, the value of the skill measure {                        } is computed 
considering only GCMs that successfully simulate a significant analog of the observed signal. 
Large positive numbers indicate simulated QPOs with realistic amplitudes and shapes. 
GCM O1 O2 O3 O4 O5 S1 
BCC-CSM1.1 0.25 --- 0.83 –0.38 --- --- 
BNU-ESM 0.47 0.42 --- --- --- --- 
CanESM2 –1.41 0.28 --- --- --- --- 
CCSM4 0.88 0.27 --- --- –0.14 --- 
CSIRO-Mk3.6.0 --- --- --- --- --- --- 
FGOALS-g2 --- --- --- 0.46 0.89 --- 
GFDL-CM3 –0.36 --- –0.22 --- --- --- 
GFDL-ESM2M --- --- --- –1.45 0.42 --- 
GISS-E2-H --- --- --- --- --- --- 
GISS-E2-R --- 0.53 --- --- 1.75 --- 
HadGEM2-ES --- --- --- --- --- --- 
IPSL-CM5A-LR 0.68 0.77 --- --- --- --- 
IPSL-CM5A-MR 0.37 --- --- –0.21 0.91 --- 
MIROC-ESM --- --- --- --- –0.61 --- 
MIROC-ESM-CHEM 1.12 1.10 --- –0.50 --- --- 
MRI-CGCM3 --- –0.70 0.58 --- --- --- 
NorESM1-M --- --- --- --- --- --- 
BCC-CSM1.1(m) --- 0.60 0.01 --- --- --- 
CanCM4 --- –1.17 –0.86 --- –1.11 --- 
FGOALS-s2 --- –0.15 --- --- --- --- 
GFDL-ESM2G --- –0.91 –0.58 0.57 --- --- 
GISS-E2-H-CC --- --- --- --- --- --- 
HadCM3 --- --- --- --- –1.00 --- 
HadGEM2-AO --- –0.16 --- --- --- --- 
HadGEM2-CC --- --- --- --- --- --- 
IPSL-CM5B-LR --- --- --- --- --- 0.00 
MIROC4h --- --- --- --- –0.57 --- 
MIROC5 –1.23 --- --- 0.06 --- --- 
NorESM1-ME --- –0.52 --- --- 0.28 --- 
  
114 
Table A.8 Continued. 
ACCESS1.0 --- --- --- --- --- --- 
ACCESS1.3 --- 0.09 --- --- --- --- 
CESM1(CAM5) 0.08 --- --- 0.80 --- --- 
CESM1 (FASTCHEM) 0.61 0.70 0.21 --- --- --- 
CESM1(WACCM) –0.33 0.26 0.14 --- –0.22 --- 
CMCC-CESM --- --- --- --- --- --- 
CMCC-CM 0.69 --- --- --- --- --- 
CMCC-CMS --- --- --- –0.18 0.51 --- 
FIO-ESM --- 0.01 --- --- 0.47 --- 
MPI-ESM-LR 0.32 --- --- 0.95 --- --- 
MPI-ESM-MR --- --- 1.32 0.58 --- --- 
MPI-ESM-P --- 0.74 –0.13 0.89 --- --- 
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Table A.9. Ability of the CMIP5 models to simulate the observed natural variability. For each 
observed mode of natural variability the models are ranked from highest to lowest employing 
the skill measure         given in Equation (3) considering only these models that produce 
significant representatives of the observed global signal. 
Rank O1 O2 O3 O4 O5 S1 
1 MIROC-ESM-
CHEM 
MIROC-ESM-
CHEM 
MPI-ESM-MR MPI-ESM-LR GISS-E2-R IPSL-CM5B-LR 
2 CCSM4 IPSL-CM5A-LR BCC-CSM1.1 MPI-ESM-P IPSL-CM5A-
MR 
 
3 CMCC-CM MPI-ESM-P MRI-CGCM3 CESM1(CAM5) FGOALS-g2  
4 IPSL-CM5A-LR CESM1 
(FASTCHEM) 
CESM1 
(FASTCHEM) 
MPI-ESM-MR CMCC-CMS  
5 CESM1 
(FASTCHEM) 
BCC-
CSM1.1(m) 
CESM1(WACC
M) 
GFDL-ESM2G FIO-ESM  
6 BNU-ESM GISS-E2-R BCC-
CSM1.1(m) 
FGOALS-g2 GFDL-ESM2M  
7 IPSL-CM5A-
MR 
BNU-ESM MPI-ESM-P MIROC5 NorESM1-ME  
8 MPI-ESM-LR CanESM2 GFDL-CM3 CMCC-CMS CCSM4  
9 BCC-CSM1.1 CCSM4 GFDL-ESM2G IPSL-CM5A-
MR 
CESM1(WACC
M) 
 
10 CESM1(CAM5) CESM1(WACC
M) 
CanCM4 BCC-CSM1.1 MIROC4h  
11 CESM1(WACC
M) 
ACCESS1.3  MIROC-ESM-
CHEM 
MIROC-ESM  
12 GFDL-CM3 FIO-ESM  GFDL-ESM2M HadCM3  
13 MIROC5 FGOALS-s2   CanCM4  
14 CanESM2 HadGEM2-AO     
15  NorESM1-ME     
16  MRI-CGCM3     
17  GFDL-ESM2G     
18  CanCM4     
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