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Abstract: In the Second Order Theories (SOT) of real relativistic fluids, the non-ideal
properties are described by a new set of dynamical tensor variables. In this work we explore
the non-linear dynamics of those modes in a conformal fluid. Among all possible SOTs,
we choose to work with the Divergence Type Theories (DTT) formalism, which ensures
that the second law of thermodynamics is satisfied non-perturbatively. In considering
a perturbative scheme within this formalism, at next to leading order a set of Maxwell-
Cattaneo equations is obtained, as in e.g. Israel-Stewart theories. The tensor modes include
two divergence-free modes which have no analog in theories based on covariant Navier-
Stokes equations, and that are particularly relevant because they may couple linearly to a
gravitational field. To study the dynamics of this irreducible tensor sector, we observe that
in causal theories such as DTTs, thermal fluctuations induce a stochastic stirring force in
the equations of motion, which excites the tensor modes while preserving energy momentum
conservation. From fluctuation-dissipation considerations, it follows that the random force
is Gaussian with a white spectrum. The irreducible tensor modes in turn excite vector
modes, which back-react on the tensor sector, thus producing a consistent non-linear,
second order description of the divergence-free tensor dynamics. Using the Martin-Siggia-
Rose (MSR) formalism we obtain the two-point correlation function for these tensor modes
at next to leading order, and the induced stochastic component of the energy-momentum
tensor. We find that the thermal fluctuations induce a scale invariant spectrum at short
scales, while preserving a white spectrum at large scales. This result suggests that tensor
modes could sustain an entropy cascade.
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1 Introduction
Fluid description of relativistic matter proved to be a powerful tool for a clearer understand-
ing of high energy phenomena [1, 2]. Examples are the thermalization [3] and isotropization
[4] of the quark-gluon plasma created in the Relativistic Heavy Ion Collider (RHIC) fa-
cilities; the behaviour of matter in the inner cores of Neutron Stars (NS) [5–7]; the state
of the plasma around the cosmological phase transitions [8]; etc. Moreover, in general,
the features of the phenomena observed in those systems cannot be explained using ideal
relativistic fluids.
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Unlike non-relativistic hydrodynamics, where there is a successful theory to describe
non-ideal fluids, namely the Navier-Stokes equation, there is no definite mathematical
model to study real relativistic fluids. The history of the development of such theory begins
with the recognition of the parabolic character of Navier-Stokes and Fourier equations1 [9],
which implies that they cannot be naively extended to relativistic regimes. In fact, the
first attempts by Eckart and Landau [10, 11] to build a relativistic theory of dissipative
fluids starting from the non-relativistic formulation, also encountered this pathology.
The paradox about the non-causal structure of Navier-Stokes and Fourier equations,
known as First Order Theories (FOTs), was resolved phenomenologically in 1967 by I.
Mu¨ller [12]. He showed that by including second order terms in the heat flow and the
stresses in the conventional expression for the entropy, it was possible to obtain a sys-
tem of phenomenological equations which was consistent with the linearized form of Grad
kinetic equations [13], i.e., equations that describe transient effects that propagate with
finite velocities. These equations, constitute the so-called Second Order Theories (SOTs),
whose main difference with respect to FOTs is that the stresses are upgraded to dynamical
variables that satisfy a set of Maxwell-Cattaneo equations [14–17]. Latter on, Mu¨ller’s
phenomenological theory was extended to the relativistic regime by W. Israel and others
[18–30].
An improved, more systematic description of relativistic thermodynamics was intro-
duced in 1986 by Liu, Mu¨ller and Ruggieri [31], who developed a field-like description of
particle density, particle flux and energy-momentum components. The resulting field equa-
tions were the conservation of particle number, energy momentum and balance of fluxes,
and were strongly constrained by the relativity principle, the requirement of hyperbolicity
and the entropy principle. The only unknown functions of the formalism were the shear
and bulk viscosities and the heat conductivity, and all propagation speeds were finite.
Several years latter, Geroch and Lindblom extended the analysis of Liu et al. and wrote
down a general theory were all the dynamical equations can be written as total-divergence
equations [32, 33], see also Refs. [34–39]. This theory, known as Divergence Type Theory
(DTT) is causal in an open set of states around equilibrium states. Moreover, all the dy-
namics is determined by a single scalar generating functional of the dynamical variables, a
fact that allows to cast the theory in a simple mathematical form. Besides the dynamical
equations an extra vector four-current is introduced, the entropy four-current, whose di-
vergence is non-negative and, by the sole virtue of the dynamical equations, is a function
of the basic fields and not of any of their derivatives. This fact guarantees that the second
law is automatically satisfied at all orders in a perturbative development. In contrast, as
Israel-Stewart-like theories must be built order by order, the second law must be enforced in
each step of the construction [40]. In other words, DTTs are exact hydrodynamic theories
that do not rely on velocity gradient expansions and therefore go beyond Israel-Stewart-like
second-order theories. In Appendix A we elaborate this statement more formally.
The novelty of SOTs, either Israel-Stewart or DTT, is the introduction of tensor dy-
namical variables to account for non-ideal features of the flow which, at lowest order in a
1Recall that the non-relativistic Fourier law allows for an instantaneous propagation of heat.
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perturbation scheme, satisfy a set of Maxwell-Cattaneo equations. This means that besides
the scalar (spin 0) and vector (spin 1) modes already present in Landau-Lifshitz or Eckart
theories, it is possible to excite tensor (spin 2) perturbations. This fact enlarges the set
of hydrodynamic effects that a real relativistic fluid can sustain. In particular the tensor
sector may be decomposed, as it is familiar for the gravitational field, into scalar, vector,
and divergence-free components. If present in the Early Universe plasma, the latter could
excite primordial gravitational waves [41], or seed primordial electromagnetic fluctuations
[42]. Another scenario where tensor modes could play a relevant role are high energy
astrophysical compact objects as, e.g., Neutron Stars [6]. It is well known that tensor
normal modes of those stars can source gravitational waves, however at present there is no
compelling hydrodynamical model of those objects, nor even of their fluid internal layers.
A further step in the analysis of real relativistic fluids is the consideration of stochastic
flows, as could be induced by external forcing or else by the fluid’s own thermal fluctua-
tions. In this case the goal is to derive the correlation functions for the hydrodynamical
currents, such as the energy-momentum tensor, and the hydrodynamical variables, such
as the inverse temperature vector. The spectrum of these fluctuations may bear the fin-
gerprints of relativistic turbulence [43–46]. Forcing by thermal noise is relevant to the
calculation of the transport coefficients of the fluid [47–49] as well as the phenomenon of
long time tails [50–54]. Noise, whether thermal or not, can also play an important role in
early Universe phenomena such as primordial magnetic field induction [55, 56] and phase
transitions [57, 58] to cite a few.
Effective field theory methods are a powerful tool to study random flows [59–62]. The
Martin-Siggia-Rose (MSR) formalism [63–68] is a systematic way to derive an effective
action for such systems, which then may be evaluated through a diagrammatic expansion
[68–71]. These methods have been applied to relativistic fluids in Refs. [3, 72–74], and
thermal fluctuations were described by the Landau-Lifshitz formulae in Refs. [11, 75]. Here
we shall use instead a formulation of the fluctuation - dissipation theorem appropriate to
causal hydrodynamics [38], recovering the Landau-Lifshitz fluctuating hydrodynamics as a
limiting case.
In summary, in this manuscript we begin to study the non-linear hydrodynamics of the
divergence-free part of the tensor sector within the framework of DTTs. We concentrate
on the spectrum induced in the fluid’s irreducible tensor modes by a stochastic stirring
force representing the fluid’s own thermal fluctuations, within a fully consistent causal
formalism. The noise-induced divergence-free tensor modes spectrum results to be ’white
noise’ for large scales and ’scale invariant’ for short scales.
The paper is organized as follows. In section 2 we give a brief description of second
order DDT formalism for conformal fluids and write down the complete set of second order
equations of the theory. In section 3 we derive the scale-invariant stirring force from a
fluctuation-dissipation theorem consistent with a causal theory [38]. We outline the field
theory method that we shall use to handle the nonlinear response and to calculate the
two-point correlation function of the induced irreducible tensor perturbations. Starting
from a MSR generating functional, we write down the corresponding ‘one-particle irre-
ducible effective action’ (1PIEA) [77, 78], from whose Hessian we shall derive the mode
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correlations. In Section 4 the 1PIEA is evaluated perturbatively up to leading order, which
amounts to considering only terms that are cubic in the tensor field. We then compute
the corresponding energy momentum tensor correlations, and show that scale invariance is
restored for short wavelength fluctuations. Finally, in Section 5 we outline our main con-
clusions. There are eight Appendices where we put some miscellaneous calculations as well
as some conceptual developments. In Appendix A we show that in DTTs the Second Law
is satisfied non-perturbatively. In Appendix B we write down both the ideal hydrodynam-
ics and the Landau-Lifhstiz non-ideal hydrodynamics as a DTT theory. We also build the
minimal conformal DTT that we use in this manuscript. In Appendix C we introduce the
decomposition into scalar, vector and tensor modes and write the last two components in
the base of eigenfunctions of the curl operator. This has the advantage that the dynamical
variables are scalars, a fact that facilitates the calculations. In Appendix D we find the
solutions of the equations for the scalar and vector sectors induced by the irreducible tensor
perturbations at lowest non-linear order. Of all scalar modes, only temperature fluctua-
tions are induced, while of vector modes only velocity perturbations are considered2. In
Appendix E we express the two-point correlation function of the tensor modes in terms of
the curl eigenfunctions and show explicitly its properties. In Appendix F we summarize
the fluctuation-dissipation theorem as applied to causal relativistic hydrodynamics based
on [38]. In Appendix G we clarify the meaning of the loop expansion of the 1PIEA in our
framework. Finally, in Appendix H we derive explicitly the Eq. (4.8) using dimensional
regularization. We work in natural units (c = ~ = kB = 1) and signature (−,+,+,+).
2 The model
We shall work within a theory which is arguably the minimal extension of Landau-Lifshitz
hydrodynamics which enforces the second law of thermodynamics non-perturbatively (see
Appendices A and B). We consider real neutral conformal fluids, whose dynamics is given
by the conservation laws of the energy-momentum tensor (EMT) Tµν and of a third or-
der tensor Aµνρ that encodes the non-ideal properties of the flow. Besides the mentioned
tensors, we also consider an entropy current Sµ whose conservation equation enforces the
second law of thermodynamics. Tµν is symmetric and traceless, and Aµνρ is totally sym-
metric and traceless on any two indices. The set of hydrodynamic equations is
Tµν;ν = 0 (2.1)
Aµνρ;ρ = I
µν , (2.2)
while the second law is (see Appendix A)
Sµ;µ = −Iµνζµν (2.3)
with ζµν a new tensor variable that describes the non-ideal behavior of the flow.
2The vector sector consists of the incompressible velocity modes and the vector modes of the dissipative
tensor function of DTTs. In this first work on non-linear dynamics of DTTs we only consider the former
because they are the lowest order non-linear contribution.
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Both Tµν and Aµνρ are local functions of the true hydrodynamical degrees of freedom,
which are the Landau-Lifshitz four-velocity uµ (namely, the only time-like proper vector of
Tµν), the Landau-Lifshitz temperature T , which is the only dimensionful variable, and the
tensor ζµν which is zero in local thermal equilibrium (LTE). The four velocity is normalized
as u2 = −1, and the tensor degrees of freedom satisfy the constraints ζµµ = ζµν uν = 0.
Discounting Lorentz invariance we therefore have 9 true degrees of freedom.
According to the developments of Appendix B, we decompose the EMT into ideal and
viscous parts as
Tµν = Tµν0 + Π
µν (2.4)
with
Tµν0 = σSBT
4
[
uµuν +
1
3
∆µν
]
(2.5)
where
∆µν = ηµν + uµuν (2.6)
is the projection tensor onto surfaces orthogonal to uµ and ηµν is the Minkowski space
time metric. σSB is the Stefan-Boltzmann constant, which depends on the number and
statistics of the fields in the theory and T the Landau-Lifshitz temperature. For a spinless
particle obeying Maxwell-Ju¨ttner statistics, σSB = 3/pi
2. The non-ideal part is given by
Πµν = σSBT
4Γµν (2.7)
Γµν =
1
3κ
[
aZµν + b
(
Z2µν − 1
3
∆µνZ2
)]
(2.8)
where Z2µν = ZµρZνρ and Z
2 = ZµνZνµ. The tensor Z
µν is a dimensionless version of ζµν
defined as
Zµν = ζµν T 2 κ−1/2 (2.9)
and
κ = 1 +
7
12
bZ2. (2.10)
In equilibrium the constants a and b may be parameterized in terms of the Landau-Lifshitz
shear viscosity η and the fluid’s relaxation time τ as (see Appendix B)
a =
3η
σSBT 30
(2.11)
b = aT0τ. (2.12)
We may estimate η from the AdS/CFT bound [79], η ≥ (4/3)σSBT 30 /4pi, whereby a ≥
1/3pi. T0 is an equilibrium temperature. Causality requires Tτ ≥ 3η/4σSBT 30 ≥ 1/4pi.
The tensor Aµνρ can also be decomposed as (see Appendix B)
Aµνρ = AµνρLL +A
µνρ
1 (2.13)
AµνρLL =
1
6
aσSB
T 5
κ5/4
{3uρuµuν + ∆ρµuν + ∆ρνuµ + ∆µνuρ} (2.14)
Aµνρ1 =
1
6
bσSB
T 5
κ5/4
[uρZµν + uνZρµ + uµZρν ] (2.15)
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The conservation equations for the energy and for the momentum are obtained as
usual, by projecting the EMT conservation equation Tµν;ν = 0 along uµ, and onto the
surfaces defined by ∆µν = ηµν + uµuν . The energy conservation equation reads
T,µu
µ
T
+
1
3
uν;ν −
1
4
Γµνuµ;ν = 0 (2.16)
and the momentum conservation equation is
uµ;λu
λ + ∆µν
T,ν
T
+ 3Γµν
T,ν
T
+
3
4
∆µρΓ
ρν
;ν = 0. (2.17)
Therefore we need 5 supplementary equations to close the system. These are obtained as
the transverse, traceless components of the conservation law for Aµνρ, namely
1
2
[
∆µσ∆
ν
λ + ∆
µ
λ∆
ν
σ −
2
3
∆µν∆σλ
]
Aσλρ;ρ =
1
2
[
∆µσ∆
ν
λ + ∆
µ
λ∆
ν
σ −
2
3
∆µν∆σλ
]
[Iµν + Fµν ] .
(2.18)
Fµν is a stochastic source which may be derived from fluctuation-dissipation considerations
and will be described in more detail below and in the Appendix F. For now, only observe
that this force sources entropy, and not energy, as there is no stirring in the equations that
stem from the conservation of Tµν . This rather simple model, however, will enable us to
study the basic features of the non-linear dynamics of tensor modes.
We normalize the force as
Fµν =
b
6
σSB
T 5
κ5/4
fµν (2.19)
and adopt the Anderson-Witting prescription for the deterministic source [80]
Iµν = − b
6
σSB
1
τ
T 5
κ5/4
Zµν . (2.20)
This yields the new equations
a
b
σµν +
1
τ
Zµν + ∆µρ∆
ν
σ Z
ρσ
;λu
λ + uµ;ρZ
νρ + uν;ρZ
ρµ
− 2
3
∆µνZρσuρ;σ + Z
µν
[
uρ;ρ + 5
T,λu
λ
T
− 5
4
κ,λu
λ
κ
]
= fµν (2.21)
where σµν is the shear tensor
σµν = ∆µσ∆νλ
(
uσ;λ + uλ;σ − 2
3
∆σλu
ρ
;ρ
)
(2.22)
The entropy current is Sµ = suµ with
s =
4
3
σSB
T 3
κ3/4
[
1 +
3
8
bZµνZµν
]
(2.23)
and the entropy production
Sµ;µ =
1
6
bσSB
τ
T 3
κ3/4
ZαβZαβ. (2.24)
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In the equations above, the degrees of freedom are T , uµ and Zµν . However, because
of the constraints u2 = −1, uνZµν = Zµµ = 0, these are not all independent. To identify
the independent degrees of freedom, we assume a fiducial equilibrium configuration with
velocity Uµ = (1, 0, 0, 0) and temperature T0. We also write h
µν = ηµν +UµUν for the pro-
jection onto three dimensional surfaces orthogonal to Uµ. We can write uµ = γ (Uµ + vµ),
with γ =
(
1− v2)−1/2 and vµUµ = 0. We further write the space-like components of uµ as
vi. Both vi and Zµν vanish in equilibrium. Observe that as Zµν is transverse with respect
to uµ, we have that UµZ
µν = −Zµνvµ. Then we may adopt the spatial components Zij as
the independent degrees of freedom, and write
Zµν = hµi h
ν
jZ
ij +
[
UµhνjZ
kj + Uνhµi Z
ik
]
vk + U
µUνZαβvαvβ (2.25)
We also parametrize T = T0e
t. The temperature fluctuation t, the three components of vi
and the five independent components of Zij together form the nine true degrees of freedom
of the theory. After replacing the expressions of uµ and T defined above in eqs. (2.16) and
(2.17) we obtain the corresponding equations for t and vi. We quote them here for future
use:
t˙+
1
3
vν;ν + H = 0 (2.26)
H = t,µv
µ +
1
3
γ2vµ (v˙µ + vµ;νv
ν)− 1
4
γ2vρvρ;ν (Uµ + vµ) Γ
µν + vµ;νΓ
µν (2.27)
γ2v˙µ + t,λh
µλ +
a
4
hµρZ
ρν
;ν + G
µ = 0 (2.28)
Gµ = γ2vµ;λv
λ + γ4vρ (Uµ + vµ)
(
v˙ρ + vρ;λv
λ
)
+ γ2
[
vµvν + Uµvν + vµUν − v2UµUν] t,ν
+3Γµνt,ν − 3
4
κ,ν
κ
Γρν∆µρ +
1− κ
4κ
∆µρ
[
aZρν;ν + b
(
Z2ρν;ν −
1
3
∆ρν;ν −
1
3
∆ρνZ2;ν
)]
(2.29)
where g˙ = g,µU
µ. Of course, t is a spatial scalar, vi may be decomposed into one scalar
and two vector degrees of freedom, and Zij in one scalar, two vector and two irreducible
tensor (namely, traceless and divergence-free) components. To isolate these components
with well defined tensorial character, we first introduce Fourier transforms according to
the convention
f(x) =
∫
d3k
(2pi)3
eikxf (k) (2.30)
f (k) =
∫
d3x e−ikxf(x) (2.31)
and then decompose the Fourier transforms of t, vi and Zij into linear combinations of
angular momentum eigenstates (see Appendix C). This allows us to express the dynamical
content of the theory in terms of the following scalar functions: the temperature scalar
fluctuation t(k); the scalar (compressible) parts V(S)(k) and the vector (incompressible)
parts V(V )sk(k) of v
i; the scalar part Z(S)(k), the vector part Z(V )sk(k) and the tensor part
Z(T )sk(k) of of Z
ij . In all the above expressions sk = −1, 1.
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3 Nonlinear response of tensor modes
In this section we study the nonlinear response of tensor modes to the stochastic source
fµν given by the fluctuation-dissipation theorem in eq. (2.21) (see Appendix F). Since our
interest lies in the divergence-free components of Zij , we shall consider only the irreducible
tensor components of the stochastic source, namely, the part of fµν such that fµµ = f
µν
;ν = 0.
Its Fourier transform may be written in terms of two polarization amplitudes as
fij(k, t) = fsk(k, t)h
ij
sk
(k). (3.1)
Each amplitude is an independent, equally distributed, rotation and parity invariant Gaus-
sian process with zero mean and correlation (see Appendix C and E for this decomposition)〈
fsk(k, t)fsk′ (k
′, t′)
〉
= N
(
k, k′, sk, sk′
)
δ(t− t′)δ(k + k′)
= −(2pi)3 sk δsksk′ N (k) δ(t− t′)δ(k + k′), (3.2)
where N(k) is the thermal noise spectrum
N (k) = N =
12
bσSBT 30
1
τ
, (3.3)
henceforth N .
3.1 Generating functional
Being a forced, classical (i.e., not quantum) system, we calculate the correlation function
of the tensor modes using the Martin-Siggia-Rose (MRS) prescription [63–65]. Formally,
we have a theory of nine fields Xα (k, sk, t) obeying equations of the form (cfr. eqs. (2.26)-
(2.29) and (2.21))
X˙α (k, sk, t) + iΩ
α
β (k, sk)X
β (k, sk, t) +W
α (k, sk, t,X
α) = fα (k, sk, t) , (3.4)
here Ωαβ (k, sk) is the coefficients matrix of the linear terms and W
α (k, sk, t,X
α) represents
all the nonlinear terms in eqs. (2.26), (2.28) and (2.21). Since we are interested specifically
in the tensor modes, we further discriminate Xα = (Xa, Zsk), where Zsk , sk = ±1, are the
amplitudes for the two tensor polarizations. Then we have the system
P [Xa, Zsk ] ≡ X˙a (k, sk, t) + iΩab (k, sk)Xb (k, sk, t) + Ha [k, sk, t,Xa, Zsk ] = 0 (3.5)
D [Zsk , Xa] ≡ Z˙sk (k, t) +
1
τ
Zsk (k, sk, t) + Wsk [k, sk, t,X
a, Zsk ] = fsk (k, sk, t) (3.6)
where we used the fact that the linear equations for fields of different tensorial character
decouple.
To obtain the correlation functions for the Zsk fields we define a generating functional
[63–65].
eiW [j] = 〈eijsk (k,t)Zsk (k,t)〉 =
∫
DXaDZsk Dfsk P [fsk ] δ (Zsk − Zsk,f [Xa]) eijsk (k,t)Zsk (k,t)
× δ(Xa −Xa [Zsk ])eijsk (k,t)Zsk (k,t) (3.7)
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with Xa [Zsk ] the solutions to eqs. (3.5) for given tensor amplitudes Zsk , and Zsk,f are the
solutions of (3.6) for a given noise realization, and given fields Xa. P [f ] is the Gaussian
probability density of the noise fsk . The correlation functions of the Zsk fields are obtained
from this generating functional as functional derivatives with respect to the sources jsk(k, t).
We now change the δ (Zsk − Zsk,f ) into a delta function of the equations of motion
δ (Zsk − Zsk,f [Xa]) = δ (D [Zsk , Xa]− fsk) Det
δD [Zsk , Xa]
δZs′k
. (3.8)
It can be shown that the functional determinant is constant and so shall be disregarded
[81]. Following MSR procedure, we exponentiate this delta function by adding an auxiliary
field Ysk and its corresponding source gsk . We then have
eiW [j,g] =
∫
DY skDZskDX
a Df P [f ] exp {i Y sk(k, t) [D [Zsk , Xa]− fs(k, t)]} ×
× exp
{
i
[
jsk(k, t)Zsk(k, t) + gsk(k, t)Y
sk(k, t)
]}
δ(Xa −Xa [Zsk ]). (3.9)
Finally we integrate over fsk and X
a to get
eiW [j,g] =
∫
DY skDZsk e
iS[Y sk ,Zsk ] × exp
{
i
[
jsk(k, t)Zsk(k, t) + gsk(k, t)Y
sk(k, t)
]}
,
(3.10)
where
S [Y sk , Zsk ] = Y
sk(k, t)D [Zsk , Xa [Zsk ]] +
i
2
Y sk(k, t)〈fsk(k, t)fsk′ (k′, t′)〉Y sk′ (k′, t′).
(3.11)
To obtain a formal expression for Xa [Zsk ] we rewrite the equation of motion as
Xa = i
(
Ω−1
)a
b
[
Hb [k, sk, t,X
c, Zsk ]− X˙b
]
. (3.12)
Iterating this equation, using as initial condition that Xa = 0, we obtain an expansion
of the scalar and vector modes in powers of the tensor ones. Since by definition it is not
possible to extract a scalar or a vector linearly from a tensor mode, the leading term in
this development is at least quadratic in Z. With solution (3.12) we can write
S [Y sk , Zsk ] = S0 [Y
sk , Zs] + Sint [Y
sk , Zsk ] (3.13)
where S0 is the quadratic action
S0 [Y
sk , Zsk ] = Y
sk(k, t)
{
Z˙sk(k, t) +
1
τ
Zsk(k, t)
}
+
+
i
2
Y sk(k, t)〈fsk(k, t)fsk′ (k′, t′)〉Y sk′ (k′, t′) (3.14)
and
Sint =
∫
dt
∫
d3k
(2pi)3
Y sk(k, t) Wsk [k, sk, t,X
a, Zsk ] , (3.15)
is the interaction action which has an infinite number of vertices, each vertex having one
Y leg and n Z legs, with n ≥ 3. Here Wsk represents the tensor part of the nonlinear term
in the hydrodynamic equation (2.21). In the section 4 we give the explicit form of Sint to
lowest non-trivial order.
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3.2 The effective action
Our goal is to find the lowest order moments of the tensor modes, namely the mean fields
Z¯ =
δW [j, g]
δj
∣∣∣∣
j=g=0
(3.16)
Y¯ =
δW [j, g]
δg
∣∣∣∣
j=g=0
(3.17)
and the two-point correlations for the fluctuations z = Z − Z¯ and y = Y − Y¯ , which can
be set in a compact notation as( 〈
zsk (k, t) zsk′ (k
′, t′)
〉 〈
zsk (k, t) ysk′ (k
′, t′)
〉〈
ysk (k, t) zsk′ (k
′, t′)
〉 〈
ysk (k, t) ysk′ (k
′, t′)
〉) = (−i)
 δ2W [j,g]δjsk (k,t)δjsk′ (k′,t′) δ2W [j,g]δjsk (k,t)δgsk′ (k′,t′)
δ2W [j,g]
δgsk (k,t)δjsk′ (k
′,t′)
δ2W [j,g]
δgsk (k,t)δgsk′ (k
′,t′)
 .
(3.18)
Rather than computing these derivatives directly, we introduce the 1-Particle Irreducible
Effective Action(1PIEA) [78]
Γ
[
Z¯, Y¯
]
= W [j, g]− (jsk(k, t)Z¯sk(k, t) + gsk(k, t)Y¯sk(k, t)) . (3.19)
The function Γ
[
Z¯, Y¯
]
is the generating function of 1-particle irreducible correlation func-
tions. In graphical language, these are functions that cannot be separated into two inde-
pendent correlations by just cutting one internal line (or propagator). The mean fields are
obtained as the solution to the equations of motion
δΓ[Z¯sk(k, t), Y¯sk(k, t)]
δZ¯sk′ (k
′, t′)
= −jsk′ (k′, t′) (3.20)
δΓ[Z¯sk(k, t), Y¯sk(k, t)]
δY¯sk′ (k
′, t′)
= −gsk′ (k′, t′) (3.21)
with j = g = 0. The two-point correlations are the inverse of the Hessian of the effective
action δ2Γ[Z¯,Y¯ ]δZ¯sk (k,t)δZ¯sk′′ (k′′,t′′) δ2Γ[Z¯,Y¯ ]δZ¯sk (k,t)δY¯sk′′ (k′′,t′′)
δ2Γ[Z¯,Y¯ ]
δY¯sk (k,t)δZ¯sk′′ (k
′′,t′′)
δ2Γ[Z¯,Y¯ ]
δY¯sk (k,t)δY¯sk′′ (k
′′,t′′)

(〈
zsk′′ (k
′′, t′′) zsk′ (k
′, t′)
〉 〈
zsk′′ (k
′′, t′′) ysk′ (k
′, t′)
〉〈
ysk′′ (k
′′, t′′) zsk′ (k
′, t′)
〉 〈
ysk′′ (k
′′, t′′) ysk′ (k
′, t′)
〉) = iδ (t− t′) δ (k − k′) δsksk′ 1.
(3.22)
Some properties of the generating functional are relevant to the implementation of resum-
mation techniques. It is possible to show that W [j = 0, g] = 0 [71]. This implies that Y¯
and the correlation functions of y-fields alone all vanish on-shell. It also implies that, even
off-shell, in order to obtain Y¯ = 0 we need to set j = 0. All this means that we have
Γ
[
Z¯, Y¯ = 0
]
= W [j = 0, g] = 0 (3.23)
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whereby all derivatives of Γ with respect to Z¯ vanish on-shell, where Y¯ = 0. Then the
equations of motion reduce to
δ2Γ[Z¯, Y¯ ]
δZ¯sk (k, t) δY¯sk′′ (k
′′, t′′)
〈
ysk′′
(
k′′, t′′
)
zsk′
(
k′, t′
)〉
= iδ(k − k′)δ (t− t′) δsksk′ (3.24)
δ2Γ[Z¯, Y¯ ]
δY¯sk (k, t) δZ¯sk′′ (k
′′, t′′)
〈
zsk′′
(
k′′, t′′
)
ysk′
(
k′, t′
)〉
= iδ(k − k′)δ (t− t′) δsksk′ (3.25)
δ2Γ[Z¯, Y¯ ]
δY¯sk (k, t) δZ¯sk′′ (k
′′, t′′)
〈
zsk′′
(
k′′, t′′
)
zsk′
(
k′, t′
)〉
+
δ2Γ[Z¯, Y¯ ]
δY¯sk (k, t) δY¯sk′′ (k
′′, t′′)
〈
ysk′′
(
k′′, t′′
)
zsk′
(
k′, t′
)〉
= 0. (3.26)
In order to evaluate Γ we split it as Γ = S + SF , where S is the classical action eq.
(3.13) evaluated on the mean fields (Z¯, Y¯ ) and the SF is the correction coming from the
fluctuations. Explicitly, for its computation we need to replace Z = Z¯+z and Y = Y¯ +y in
(3.10) and drop the sources and linear terms in z and y. Then the effective action becomes
the sum of all one particle irreducible vacuum graphs for the theory with action SF where
[78]
SF [z, y] = S0 [z, y] + Sint
[
Z¯ + z, Y¯ + y
]− Sint [Z¯, Y¯ ]
− z δ
δZ¯
Sint
[
Z¯, Y¯
]− y δ
δY¯
Sint
[
Z¯, Y¯
]
. (3.27)
4 Perturbative evaluation of the effective action
Since by symmetry the mean fields must vanish, our goal is to compute the correlations
of the fluctuations, for which we only need to know the quadratic terms in the effective
action (cfr. eqs. (3.24)-(3.26)).
The leading contribution to Sint (eq. (3.15)) comes from a quartic term, namely one
term with one Y and 3 Z fields (see Appendix G). Explicitly we replace
Wsk [k, sk, t,X
a, Zsk ] = hskµν(k)
∫
d3x e−ikx
{
uµ;ρ(x)Z
νρ(x) + uν;ρ(x)Z
ρµ(x)
− 2
3
∆µνZρσ(x)uρ;σ(x)
+ Zµν(x)
[
uρ;ρ(x) + 5 t(x),λu
λ − 5
4
κ(x),λu
λ
κ
]}
(4.1)
in (3.15) with t(x), uµ(x) representing the scalar and vector parts of Zµν regarded as
functions of the tensor part of Zij through eq. (3.12).
We must then seek for terms in Wsk which are cubic in Z; these may only come from
terms where one tensor Z combines with a quadratic term coming from either a scalar or
vector degree of freedom. We analyze the scalar and vector degrees of freedom in Appendix
D. We conclude that no such term can arise from the scalar sector, but there is a suitable
term coming from the incompressible part of the velocity (see eq. (D.11)). Using this
lowest order term we obtain
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Wsk [k, t] =
(
b
a
)2 1
τ
∑
sp,sq ,sw
∫
d3p
(2pi)3
d3q
(2pi)3
d3w
(2pi)3
(2pi)3 δ(p+ q + w − k)
× Λsk,sp,sq ,sw(k, p, q, w)Zsp(p, t)Zsq(v, t)Zsw(w, t) (4.2)
with
Λsk,sp,sq ,sw(k, p, q, w) =
(
hijsk(k)k
k + 2hkisk(k)k
j
)
×
(
P dk (p+ q)
(p+ q)a
(p+ q)2
hcspa(p)hsqcd(q)hswij(w)
)
. (4.3)
The projector P kd is defined in eq. (C.6) and hijsk in eqs. (C.12)-(C.13). Going through
the procedure to find the 1PIEA we obtain the perturbative corrections to the quadratic
part as
Γ(1) =
(
b
a
)2 1
τ
∫
dt
∑
sk,sp,sq ,sw
∫
d3k
(2pi)3
d3p
(2pi)3
d3q
(2pi)3
d3w δ(p+ q + w − k) Λsk,sp,sq ,sw(k, p, q, w)
× Y¯sk(k, t)
{
Z¯sp(p, t)〈zsq(q, t)zsw(w, t)〉+ Z¯sq(q, t)〈zsp(p, t)zsw(w, t)〉
+ Z¯sw(w, t)〈zsp(p, t)zsq(q, t)〉
}
. (4.4)
In QFT language, we may say that Γ(1) corresponds to the sum of three tadpole Feynman
graphs, where the propagator in the internal line is the “classical” correlation function
〈zsk(k, t)zsk′ (k′, t′)〉 = −(2pi)3skδsksk′ δ(k + k′)
6
bσSBT 30
e−|t
′−t|/τ , (4.5)
obtained by using expr. (3.3) in the equations of motion (3.24)-(3.26) with the effective
action Γ = S. Replacing this propagator in the loop integral (4.4) we arrive to
Γ(1) =
∑
sk
∫
dt
∫
d3k
(2pi)3
Y¯sk (k, t)
∑
sp
Z¯sp (k, t)
[
6b
σSBa2T 30 τ
]
J [k, sk, sp] (4.6)
where
J [k, sk, sp] =
∫
d3w
(2pi)3
{ [
hijsk(k)k
k + 2hkisk(k)k
j
]
P kd (k − w) (k − w)
a
(k − w)2 ×
×
[
hacsp(k)Λ
icjd(w) + hcdsp(k)Λ
iajc(w)
]}
(4.7)
In Appendix H we compute J [k, sk, sp] using dimensional regularization, we show that
the result is
J [k, sk, sp] = Aδskspk
3 (4.8)
with A = 649/4096 ' 0.16. In consequence
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Γ(1) =
∑
sk
∫
dt
∫
d3k
(2pi)3
Y¯sk (k, t)
[
6b
σSBa2T 30 τ
A k3
]
Z¯sk (k, t) . (4.9)
Then the complete effective action to one loop is
Γ ' Y¯sk (k, t)
[
∂
∂t
+
1
τ
+
6b
σSBa2T 30 τ
Ak3
]
Z¯sk (k, t) +
+
i
2
Y¯sk (k, t)
〈
fsk (k, t) fsk′
(
k′, t′
)〉
Y¯sk′
(
k′, t′
)
=
= Y¯sk (k, t)
[
∂
∂t
+
1
τ1(k)
]
Z¯sk (k, t) +
+
i
2
Y¯sk (k, t)
〈
fsk (k, t) fsk′
(
k′, t′
)〉
Y¯sk′
(
k′, t′
)
(4.10)
with
1
τ1(k)
=
1
τ
[
1 + 2A
τT 40
η
k3
T 30
]
, (4.11)
From now on we use the relations (2.11)-(2.12) to replace a and b for η and τ . If we come
back to the equations of motion (3.24)-(3.26) we are able to compute the Hadamard’s
propagator of the irreducible tensor modes 〈ZZ〉 which reads
〈
Zsk (k, t)Zsk′
(
k′, t′
)〉
= − (2pi)3 skδsksk′ δ
(
k + k′
)( 4
ηT0
)(
τ1(k)
τ
)2
×
×
(
e−|t−t′|/τ1(k)
2 τ1(k)
)
. (4.12)
In the Appendix G we argue that, in the limit T0τ  1, the Eq. (4.9) represents the
lowest order correction to the effective action. This new terms comes from the one-loop
correction to the retarded propagator 〈Y Z〉, whose Feynman diagram is shown in Fig. 1.
In consequence the Eq. (4.12) is the lowest order correction to the Hadamard’s propagator.
By virtue of the projection properties in the Appendix C, the irreducible tensor part
of the energy-momentum tensor is〈
Πij(T )(k, t)Π
kl
(T )(k
′, t′)
〉
=
(
σSBT
4
0 a
3
)2 〈
Zij(T )(k, t)Z
kl
(T )(k
′, t′)
〉
= (2pi)3 4 η T0 Λ
ikjl(k)
(
τ1(k)
τ
)2 (e−|t−t′|/τ1(k)
2 τ1(k)
)
δ
(
k + k′
)
. (4.13)
We see that in the limit τ → 0, the Eq. (4.13) converges to the projected Landau-Lifshitz
hydrodynamic fluctuations〈
Πij(T )(k, t)Π
kl
(T )(k
′, t′)
〉
LL
= (2pi)3 4 η T0 Λ
ikjl(k) δ(t− t′) δ (k + k′) . (4.14)
On the other hand, in the limit k → ∞ and in the coincidence limit t = t′, eq. (4.13)
becomes 〈
Πij(T )(k, t)Π
kl
(T )(k
′, t′)
〉
→ (2pi)3 Λikjl(k) η
2
Aτ2
1
k3
δ
(
k + k′
)
, (4.15)
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which corresponds to a scale invariant spectrum, with a temperature-independent ampli-
tude. The fact that at one loop the thermal fluctuations change the two-point correlation
function in a non-trivial way, strongly suggests that tensor modes can sustain an entropy
cascade [46]. Whether this is so or not can be elucidated by analyzing the convective term
in the conservation equation for the entropy of the tensor modes, eq. (2.24) which is of the
form i〈kj [sV j ]〉(k), along e.g. similar lines as R. Kraichnan did in Ref. [76]. At the order
considered in this work this term vanishes, hence we must go beyond the tadpole and find
the full four-point correlation function. We leave this study for future work.
Figure 1. Vertex correction to the retarded propagator, the internal loop line is a Hadamard’s
propagator 〈ZZ〉. The diagram represents expr. (4.9) and is the lowest order correction to the
retarded propagator 〈Y Z〉.
5 Conclusions and Discussion
In this paper we began the study of the non-linear hydrodynamics of a real relativistic
conformal fluid within the framework of Divergence Type Theories. In those theories, the
fact that non-ideal effects are described by a new independent tensor variable permits to
enlarge the set of hydrodynamic effects, as now quadrupolar oscillations represented by
purely tensor modes are allowed in the flow, besides the scalar and vector ones already
present in First Order theories. This fact was previously exploited in [41] to investigate
the induction of primordial gravitational waves by the presence of these modes if the
Early Universe plasma is described by a DTT and also in [42] in the context of Early
Universe magnetogenesis. We consider a simple situation where tensor modes are excited
by a Gaussian noise with a white spectrum. This noise is due to the fluid own thermal
fluctuations and the spectrum can be computed from the fluctuation-dissipation theorem.
Moreover, we consider that the energy and momentum contents of the system are not
affected by the noise and consequently, due to the structure of the theory, it can be thought
as if entropy is added to the system, while keeping constant its energy content. This toy
model allows to simplify the mathematics while retaining the most important features of
the dynamics as e.g., the scaling properties of two point functions. We implemented the
Martin-Siggia-Rose formalism to calculate the lowest order spectrum of the pure tensor
modes induced by the stirring. This corresponds to a tadpole correction of a retarded
propagator, as shown in Fig. 1. At the order considered, the tensor spectrum remains
white, but with a smaller amplitude, for large scales (small k), while for small scales (large
k) it becomes scale invariant, with an amplitude independent of the temperature. This
result suggests that tensor modes could sustain a turbulent cascade of entropy [46], and
we intend to study this issue in a forthcoming work.
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Besides the studies mentioned just above, other systems where fluid tensor modes can
play an important role are the Neutron Stars [5–7] and the plasma of the Early Universe
[8], to name a few. It is well known that the r-modes of rotating NS can source gravita-
tional waves and, as said above, also in the Early Universe those waves can be excited by
tensor modes sustained by the primordial plasma. In both systems, the fluid is a non-ideal
relativistic plasma. Therefore it is important to have a solid hydrodynamic theory of those
fluids in order to understand the features of those systems within the DTT formalism. This
work is a small step toward that goal and sets the basis for more complete studies of tensor
turbulence where energy injection is also taken into account.
A Divergence Type Theories and the Second Law
Let us consider the simplest case of a conformal fluid, for which there is no particle number
current and the energy-momentum tensor is traceless. The energy density ρ is defined by
the Landau prescription
Tµνuν = −ρuµ (A.1)
with normalization u2 = −1. Observe that eq. (A.1) is also the definition of uµ. For an
ideal fluid the energy momentum tensor must be isotropic in the rest frame, so
Tµν0 = ρu
µuν + p∆µν (A.2)
where ∆µν = gµν + uµuν . Tracelessness implies the equation of state
p =
ρ
3
. (A.3)
From the entropy density s = (ρ+ p) /T we build the entropy flux
Sµ0 = su
µ = pβµLL − βLLνTµν0 (A.4)
with βµLL = u
µ/TLL, TLL being the Landau-Lifshitz temperature. The differential form for
the first law, ds = dρ/T , implies
dSµ0 = −βLLνdTµν0 , (A.5)
which gives that an ideal fluid flows with no entropy production, i.e.,
Sµ0;µ = −βLLνTµν0;µ = 0. (A.6)
Besides from p = ρ/3, s = (ρ+ p) /TLL = 4ρ/3TLL and ds/dρ = 1/TLL we get ρ = σSBT
4
LL,
where σSB is the Stefan-Boltzmann constant.
A real fluid departs from an ideal one in that now
Tµν = Tµν0 + Π
µν (A.7)
where Πµν encodes the non-ideal properties of the flow. If we still consider Sµ0 to be the
entropy flux, we now have
Sµ0;µ = −βLLνTµν0;µ = βLLνΠµν;µ = −
uν;µ
TLL
Πµν . (A.8)
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Positive entropy production is satisfied if
Πµν = −ησµν (A.9)
with σµν given by (2.22) and where η ∝ T 3LL is the fluid viscosity. This constitutive rela-
tion leads to Landau-Lifshitz hydrodynamics, namely a convariant Navier-Stokes equation,
which violates causality.
We may intend to solve the problem by adopting a Maxwell-Cattaneo equation for
Πµν , having eq. (A.9) as an asymptotic limit. We then write
Πµν = −
[
ησµν + τ Π˙
µν
]
. (A.10)
This would follow from demanding positive entropy production with an entropy production
term
Sµ;µ = −
Πµν
2TLL
[
σµν + ςΠ˙µν
]
(A.11)
and identifying later on τ = ςη. There arises the problem of what is Sµ. A natural choice
would be
Sµ1 = S
µ
0 −
ς
2TLL
uµΠγνΠγν (A.12)
which is thermodynamically satisfactory, but leads to
Sµ;µ = −
Πµν
2TLL
[
σµν + ςΠ˙µν
]
− ς
2
ΠγνΠγνβ
µ
LL;µ. (A.13)
The extra term may be expected to be small, as it is of third order in deviations from
equilibrium, but it is not nonnegative definite, and so we cannot be certain that the Second
Law is properly enforced. To guarantee that it is, we should go to higher order in eq. (A.10),
a step that would stem from including a new higher order term in the expression (A.11),
and then impose a condition equivalent to (A.12), and so on. In other words, we should
enforce the Second Law order by order.
Instead of patching the theory order by order in deviations from equilibrium, DTTs
attempt to formulate a consistent theory in its own right by postulating new currents,
besides Tµν , which together determine the entropy flux. In its simplest form there is only
one further current, Aµνρ, satisfying a divergence-type equation
Aµνρ;ρ = I
µν (A.14)
where Iµν is a tensor source that, in the framework of kinetic theory, can be directly
related to the collision integral [34, 82]. A naive count of degrees of freedom tells us
that we need 5 independent equations to complement the 4 equations from the energy
momentum conservation. We impose Aµνρ to be totally symmetric and traceless on any
two indices and take the transverse, traceless part of eq. (A.14) as providing the required
equations.
The big assumption of DTTs is that we have a local First Law of the form
dSµ = −βνdTµν − ζνρdAµνρ (A.15)
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with ζµν a new tensor variable that encodes the non-ideal properties of the flow. In par-
ticular, this leads to
Sµ;µ = −ζνρIµν . (A.16)
So the second law is enforced as long as
ζµνI
µν ≤ 0. (A.17)
B Minimal conformal DTT beyond Landau-Lifshitz hydrodynamics
In this Appendix we write down the minimal conformal extension of Landau-Lifshitz hy-
drodynamics within the DTT formalism. We begin by writing down βν = uν/T , which
clearly satisfies the normalization β2 = −1/T 2. The tensor variable ζµν accounts for five
degrees of freedom, and we assume it is symmetric, transverse and traceless, as is Πµν . On
dimensional grounds we may write ζµν = Zµν/T
2.
Eq. (A.15) implies that if we form the vector
Φµ = Sµ + βνT
µν + ζνρA
µνρ (B.1)
then we have
Tµν =
∂Φµ
∂βν
(B.2)
Aµνρ =
∂Φµ
∂ζνρ
. (B.3)
On the other hand the symmetry of Tµν implies that there is a scalar functional Φ of the
dynamical degrees of freedom, such that
Φµ =
∂Φ
∂βµ
. (B.4)
Consequently the theory is completely defined by the scalar Φ and the tensor Iµν (see eq.
[A.14]). Again, on dimensional grounds we may write
Φ = T 2φ [uµ, Zµν ] (B.5)
To compute the different derivatives we need the following rules:
∂T
∂βν
= T 2uν
∂uµ
∂βν
= T∆µν (B.6)
∂Zµν
∂βρ
= 2TZµνuρ
∂Zµν
∂ζρσ
=
T 2
2
(gµρgνσ + gµσgνρ) . (B.7)
Observe that the ideal fluid is in fact a DTT with φ = φ0 = σSBT
2/6, where σSB is
the Stefan-Boltzmann constant. We can then write for the ideal fluid
Φµ0 =
σSB
3
T 30 u
µ, (B.8)
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so
Tµν0 = σSBT
4
0
(
uµuν +
1
3
∆µν
)
, (B.9)
and
Aµνρ0 = I
µν
0 = 0. (B.10)
Here T0 is an equilibrium temperature. The entropy current S
µ reads
Sµ0 = Φ
µ
0 − βνTµν0 =
4
3
σSBT
3
0 u
µ. (B.11)
B.1 Landau-Lifshitz Hydrodynamics
Landau-Lifhstiz hydrodynamics is also a DTT, with
φ = φLL =
σSBT
2
LL
6
[
1 + a1Z
λ
λ + a2uσZ
σλuλ
]
(B.12)
whereby form eqs. (B.4) and (B.5) we have
ΦµLL =
σSBT
3
LL
3
[
uµ
(
1 + 2a1Z
λ
λ + a2uσZ
σλuλ
)
+ a2Z
µλuλ
]
. (B.13)
Observe that in principle TLL 6= T0. Therefore
TµνLL = σSBT
4
LL
[
uµuν +
1
3
∆µν +
a2
3
Zµν
]
(B.14)
and
AµνρLL =
σSBT
5
LL
3
[
uρ (2a1g
µν + 3a2u
µuν) +
a2
2
(gρµuν + gρνuµ)
]
. (B.15)
By symmetry we must have a1 = a2/4 and this automatically enforces tracelessness. We
then have (writing a2 = a)
AµνρLL =
aσSB
2
T 5LL
[
uρuµuν +
1
3
(∆ρµuν + ∆ρνuµ + ∆µνuρ)
]
. (B.16)
The Landau-Lifshitz entropy current SµLL now reads
SµLL = Φ
µ
LL − βLLνTµνLL −AµνρLL ζνρ =
4
3
σSBT
3
LLu
µ. (B.17)
The conservation law for Aµνρ becomes
Iµν = AµνρLL;ρ =
aσSB
6
T 5LLσ
µν . (B.18)
The second law will be satisfied if we enforce relation (A.9) by writing
Iµν = −
(
aσSBT
3
LL
)2
18
T 3LL
η
Zµν (B.19)
with η the shear viscosity.
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B.2 Minimal DTT Beyond Landau-Lifshitz Hydrodynamics
The minimal conformal DTT beyond Landau-Lifshitz hydrodynamics must then be of
second order in Zµν . Its generating function is of the form
φ =
σSBT
2
DTT
6
[
1 + a
(
uσZ
σλuλ +
1
4
Zλλ
)
+ b1
(
Z2
)µ
µ
+ b2uσZ
2σλuλ
]
(B.20)
where Z2 = ZρσZρσ and Z
2σλ = ZσρZλρ . Therefore we take
Φµ = ΦµLL +
σSBT
3
DTT
3
[
uµ
(
3b1Z
2 + 4b2uσZ
2σλuλ
)
+ b2Z
2µλuλ
]
(B.21)
and
Tµν (TDTT ) = T
µν
LL (TDTT ) + σSBT
4
DTT
[
b1Z
2 (7uµuν + ∆µν) +
b2
3
Z2µν
]
(B.22)
where by TµνLL (TDTT ) we mean the functional form of T
µν
LL but with the dependence on the
new temperature TDTT . Tracelessness of T
µν implies b1 = b2/12 and so we can write (with
b2 = b)
Tµν =
[
1 +
7
12
bZ2
]
Tµν0 (TDTT ) +
σSBT
4
DTT
3
[
aZµν + b
(
Z2µν − 1
3
∆µνZ2
)]
(B.23)
where by Tµν0 (TDTT ) we again mean the formal expression for T
µν
0 but with the tempera-
ture TDTT . As the temperature dependence of T
µν
0 is T
4, we can define TDTT as
TDTT =
TLL
κ1/4
(B.24)
with
κ = 1 +
7
12
bZ2. (B.25)
Therefore we can write
Tµν = Tµν0 (TLL) +
σSBT
4
LL
3κ
[
aZµν + b
(
Z2µν − 1
3
∆µνZ2
)]
. (B.26)
The new current is
Aµνρ = AµνρLL (TDTT ) +
bσSBT
5
DTT
6
[uρZµν + uµZρν + uνZµρ] (B.27)
which is explicitly transverse and traceless. The entropy current now is
Sµ =
4
3
σSBT
3
DTT
[
1 +
3
8
bZ2
]
uµ. (B.28)
The equation of motion for Aµνρ is
σSBT
5
DTT
6
[
aσµν + b
(
uµ;ρZ
νρ + uν;ρZ
ρµ − 2
3
∆µνZρσuρ;σ + Z
µνuρ;ρ + Z˙
µν
)]
= Iµν . (B.29)
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Note that we can define either a or b arbitrarily, since there is no absolute normalization
for Zµν . Moreover we can also keep Iµν as given in expr. (B.19). It is straightforward to
show that eq. (B.29) can be cast in the form
TDTT τZ˙
µν + σµν + Nonlinear terms = −TDTTZµν (B.30)
provided that we re-write
a =
3η
σSBT 3DTT
(B.31)
b = aTDTT τ. (B.32)
C Decomposition into angular momentum eigenmodes
Given an arbitrary unit vector ν¯ for each k¯ we build [83, 84]
e¯sk(k) =
kˆ × ν¯ + iskkˆ ×
(
kˆ × ν¯
)
√
2
∣∣∣kˆ × ν¯∣∣∣ (C.1)
where sk = ±1 and kˆ = k/|k|. Vectors e¯sk(k) satisfy ikˆ × e¯sk(k) = ske¯sk(k), i.e., are
eigenfunctions of the curl operator. Note that esk (−k) = −e−sk (k) and e∗sk (k) = e−sk (k).
Also e¯sk(k) · e¯∗s′k(k) = δsks′k .
In Fourier space we can write a vector vi(k) as a linear combination of a compressible
(scalar) and incompressible (vector) parts as
vi(k) = V(S)(k)kˆ
i + V(V )sk(k)e
i
sk
(C.2)
where sum over sk is understood, and where
V(S)(k) = kˆ
jvj(k) (C.3)
V(V )sk(k) = e
j∗
sk
vj(k). (C.4)
Equivalently we may write
vi(k) = kˆj kˆivj(k) + P
ij(k)vj(k), (C.5)
where P il(k) is the projector onto subspace perpendicular to ~k which, in view of (C.2) and
(C.4) reads
Pij(k) =
∑
sk
eisk(k)e
j∗
sk
(k), (C.6)
and then
Pij(k)k
i = 0. (C.7)
Analogously, tensor quantities can be decomposed into scalar, vector and tensor com-
ponents as
Tij(k) = T(S)ij + T(V )ij + T(T )ij (C.8)
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with (again repeated sk indexes are summed over)
T ij(S)(k) =
3
2
(
kˆikˆj − δ
ij
3
)
T(S)(k), TS(k) = kˆ
pkˆqTpq(k) (C.9)
T ij(V )(k) =
(
kˆiejsk + kˆ
jeisk
)
T(V )sk(k), T(V )sk(k) = kˆ
peq∗skTpq(k) (C.10)
T ij(T )(k) = h
ij
sk
(k)T(T )sk(k), T(T )sk(k) = h
pq
sk
(k)Tpq(k) (C.11)
where
hij1 (k) =
i√
2
[
ei1(k)e
j
1(k)− ei−1(k)ej−1(k)
]
(C.12)
hij−1(k) =
1√
2
[
ei1(k)e
j
1(k) + e
i
−1(k)e
j
−1(k)
]
. (C.13)
It is straightforward to check that
P il(k) =
∑
sk
hijsk(k)h
jl
sk
(k). (C.14)
The projection properties of hijsk(k) are
hijsk(k)kj = 0
hij∗sk (k) = h
ij
sk
(k)
hijsk(−k) = −skhijsk(k) (C.15)
and
hijsk(k)hijs′k
(k) = δsks′k (C.16)
From (C.9)-(C.13) we can write
T ij(k) =
[
3
2
(
kˆikˆj − 1
3
δij
)(
kˆpkˆq − 1
3
δpq
)
+
1
3
δijδpq
]
Tpq(k)
+2kˆ(iP j)q(k)kˆpTpq(k) + Λ
ipjq(k)Tpq(k) (C.17)
where round brackets around indices denote symmetrization and where
Λipjq(k) =
1
2
[
P pi (k)P
q
j (k) + P
p
j (k)P
q
i (k)− Pij(k)P pq(k)
]
=
∑
sk
hijsk(k)h
pq
sk
(k) (C.18)
is the tensor projector. It is clear that
Λipjq(k)ki = 0 (C.19)
for any indexes contraction.
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D Induced Scalar and Vector Modes
After transforming Fourier eqs. (2.26)-(2.29) and projecting them into the scalar, vector
and tensor sectors according to the prescription given in Appendix C, we arrange the
scalar modes into a triad tα (k) =
(
t(k), V(S)(k), Z(S)(k)
)
and the vector modes into two
doublets Vαsk(k) =
(
V(V )sk(k), Z(V )sk(k)
)
. There are of course two tensor modes Zsk(k).
The equation for the scalar sector reads
t˙α + iΩα(S)βt
β + Hα = 0 (D.1)
where the triad Hα collects the scalar projections of the nonlinear terms, and the matrix
of frequencies is
Ωα(S)β =
 0 k/3 0k 0 ak/4
0 4ak/(3b) −i/(τ)
 (D.2)
with inverse
iΩ
(−1)α
(S)β =
 a2τ/b ik−1 −aτ/43ik−1 0 0
−4aτ/b 0 −τ
 . (D.3)
Because we only seek Hα to order Z2sk(k), and the scalar and vector modes are already at
least quadratic, we may neglect them outright. Then the only potential term comes from
the quadratic part of Γµν in equation (2.17) for vi. In other words, Hα has the structure
Hα =
 0G(S)
0
 (D.4)
Solving the equations formally as in eq. (3.12), the only non-null quantity is
t (k) = ik−1G(S) = −
b
4
kˆikˆj Z˜(T )ij(k). (D.5)
Since only the time derivative of t (k) enters into eq. (2.21), its back reaction on Zsk (k)
must be neglected because it is of higher order. The same holds for the κ˙/κ term in the
same equation.
For the vector modes, we find
V˙αsk(k) + iΩ
α
(V )βV
β
sk
(k) + Gαsk(k) = 0 (D.6)
where Gαsk(k) collects the nonlinear terms in eqs (2.17) and (2.21), and
Ωα(V )β =
(
0 ak/4
ak/b −i/τ
)
(D.7)
with inverse
iΩ
(−1)α
(V )β =
(
−4b/(a2k2τ) ib/(ak)
i4/(ak) 0
)
. (D.8)
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As eq. (2.21) is linear on Zsk(k), there are no quadratic terms contributing to the equation
for Z(V )sk(k). The only nonlinearity comes from the equation for V(V )sk (k). In other words,
up to quadratic terms
Gαsk(k) =
(
G(V )sk(k)
0
)
(D.9)
where
G(V )sk(k) =
ib
4
kie
∗
skj
(k) Z˜ij(T ) (k) . (D.10)
Solving again the equations formally as in eq. (3.12) we obtain
V(V )s (k) = −i
b2
a2kτ
kˆie
∗
skj
(k) Z˜ij(T ) (k) . (D.11)
E Random Flows
Let us consider the correlation function for tensor modes in the simplest translation, rota-
tion and reflection invariant case. By the first property we can write〈
Zij(T ) (p¯)Z
kl
(T ) (q¯)
〉
= (2pi)3Cijkl (p¯) δ (p¯+ q¯) . (E.1)
By the other two, Cijkl (p¯) is an even function of p¯ built from pi itself and the isotropic
tensor δij . It has to be symmetric under the exchanges i ↔ j, k ↔ l and (i, j) ↔ (k, l).
This fact narrows the possibilities to
Cijkl (p¯) = Apipjpkpl +B
(
pipjδkl + pkplδij
)
+ C
(
pipkδjl + pjpkδil + piplδjk + pjplδik
)
+ Dδijδkl + E
(
δikδjl + δilδjk
)
. (E.2)
Imposing piC
ijkl(p¯) = 0 = Ciikl(p¯) we obtain after simple algebra that
Cijkl (p¯) = C[p] 1
2
[
pipjpkpl
p4
+ δikδjl + δilδjk − δijδkl
+
1
p2
(
pipjδkl + pkplδij − pipkδjl − pjpkδil − piplδjk − pjplδik
)]
= C[p]Λikjl(p). (E.3)
Since Zij(r¯) is real, 〈Zij(T )(r¯)Zij(T )(r¯)〉 ≥ 0. Then, using exprs. (E.1) and (E.3) we
obtain
〈Zij(T )(r¯)Zij(T )(r¯)〉 =
∫
d3q
(2pi)3
eiq¯·r¯
∫
d3p
(2pi)3
eip¯·r¯〈Zij(T )(q¯)Zij(T )(p¯)〉
= 2
∫
d3q
(2pi)3
C[q] (E.4)
so that C[p] must be real and non-negative.
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The expectation value
〈
Z˜ij(T ) (k)
〉
is both transverse and traceless and so it must vanish.
Indeed: 〈
Zik(T )Z(T )kj
〉
(k) = (2pi)3δ (k)
∫
d3p
(2pi)3
Cikjk (p¯)
= (2pi)3 δ (k)
∫
d3p
(2pi)3
C[p]
[
δij − p
ipj
p2
]
(E.5)
and so 〈
Zij(T )Z(T )ij
〉
(k) = 2 (2pi)3 δ (k)
∫
d3p
(2pi)3
C[p], (E.6)
consequently 〈
Z˜ij(T )(k)
〉
= (2pi)3 δ (k)
∫
d3p
(2pi)3
C[p]
[
δij
3
− p
ipj
p2
]
= 0. (E.7)
Then according to exprs. (D.5) and (D.11) the induced temperature and velocity fluctua-
tions has zero mean.
The mean entropy density was given by eq. (2.23), which now to second order reads
〈s(k)〉 =
〈
4
3
σSBT
3
0
[
(2pi)3 δ (k)− b
16
[
Zij(T )Z(T )ij
]
(k)
]〉
=
4
3
σSBT
3
0 (2pi)
3 δ (k)
[
1− b
8
ϑ
]
(E.8)
where
ϑ =
∫
d3p
(2pi)3
C[p]. (E.9)
The mean total entropy dissipated by unit time is〈
S˙
〉
=
bσSBVT 30
6τ
ϑ (E.10)
whit V = (2pi)3 δ(k)|k=0 the volume of the system.
We can write expr. (E.1) in terms of helical waves and obtain〈
Z(T )sp (p)Z(T )sq (q)
〉
= (2pi)3 hspij (p)hsqkl (−p)Cijkl (p) δ (p+ q)
= − (2pi)3 sqhspij (p)hsqkl (p)Cijkl (p) δ (p+ q)
= − (2pi)3 sqδspsqC[p]δ (p+ q) . (E.11)
Observe that only modes with the same helicity, i.e., sp = sq, contribute to the two point
function.
F Fluctuation-dissipation theorem in a DTT framework
We summarize the derivation of the fluctuation-dissipation theorem as applied to causal
relativistic fluid theories [38].
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Let us start with some shorthand notation of the variables described in the main text
ζA = (βa, ζab)
AaA = (T
ab, Aabc)
IB = (0, Iab)
FB = (0, Fab)
Sa = Φa − ζBAaB
AaB =
δΦa
δζB
,
with Φa the vector generating functional defined in Appendix B. The entropy production
is given by
Sa;a = −ζBAaB;a. (F.1)
To include thermal fluctuations we include random sources in the equations of motion
which become Langevin-type equations, namely
AaB;a = IB + FB. (F.2)
A satisfactory theory must predict vanishing mean entropy production in equilibrium,
so
〈Sa;a〉 = 〈ζB(x)IB(x)〉+ 〈ζB(x)FB(x)〉 = 0. (F.3)
However, because the coincidence limit may not be well defined, we impose a stronger
condition due to elementary causality considerations, which is
〈ζB(x)IB(x′)〉+ 〈ζB(x)FB(x′)〉 = 0 (F.4)
for every space-like pair (x, x′). In the linear approximation
〈ζB(x)IB(x′)〉 = 1
2
[
δIB(x
′)
δζC(x′′)
+
δIC(x
′′)
δζB(x′)
]
〈ζB(x)ζC(x′′)〉. (F.5)
Only the symmetrized derivative occurs in (F.5) due to the symmetry of the stochastic
average. On the other hand we assume gaussian white noise
〈FB(x)FC(x′)〉 = σBC δ(4)(x, x′), (F.6)
and then
〈ζB(x)FB(x′)〉 = σBC δζ
B(x)
δFC(x′)
. (F.7)
The fluctuation dissipation theorem follows from
〈ζB(x)ζC(x′)〉 = 2 δζ
B(x)
δFC(x′)
, (F.8)
which implies
〈ζB(x)IB(x′)〉 =
[
δIB(x
′)
δζC(x′′)
+
δIC(x
′′)
δζB(x′)
]
δζB(x)
δFC(x′)
. (F.9)
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Using (F.4), (F.7) and (F.9) we get
σBC = −2 I(B,C), (F.10)
or equivalently
〈FA(x)FB(x′)〉 = −
[
δIA(x)
δζB(x′)
+
δIB(x
′)
δζA(x)
]
. (F.11)
We use this version of the fluctuation-dissipation theorem in order to set the correlation
function of the noise source. Of course, as we show in the main text, in the limit in which
our DTT converges to the Landau-Lifshitz hydrodynamics, the correlation of the stochastic
energy-momentum tensor converges to the well-known Landau-Lifshitz noise [75].
To verify Eq. (F.8), let us multiply both sides by the non-singular matrix
MAB = na
δ2 Φa
δζAδζB
(F.12)
where na is the unit normal field to some Cauchy surface containing both x and x
′. In the
linear approximation
MABζ
B =
δ(−naΦa)
δζA
=
δΦ0
δζA
. (F.13)
In equilibrium we may apply the Einstein’s formula, relating the thermodynamic potentials
to the distribution function of fluctuations, to conclude that
MAB〈ζB(x)ζC(x′)〉 = −δCA δ(x, x′) (F.14)
where δ(x, x′) is the three-dimensional covariant delta function on the Cauchy surface. This
is a generalized version of the equipartition theorem. On the other hand
2 MAB
δζB(x)
δFC(x′)
= −2 δA
0
A(x)
δFC(x′)
(F.15)
with A0A = −naAaA. It is possible to write the equations of motion (F.2) as
∂A0A(x)
∂t
+ LA(x) = FA(x) (F.16)
where LA involves the field variables on the surface, but not their normal derivatives, and
∂/∂t := na ∂/∂x
a. Indeed
δA0A(x)
δFC(x′)
=
1
2
δCAδ(x, x
′). (F.17)
The factor 1/2 takes into account the average of the derivative evaluated in x = x′− and
x = x′+. Therefore (F.14) and (F.15) are equal. Due to the non-singularity of MAB,
equation (F.8) holds.
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G Diagrammatics of the Effective Action
In order to understand the loop expansion of the theory it is useful to study the classical
action under the following transformations
t → t˜ = t
τ
k → k˜ = k
T0
Zsk(k, t) →
1
T 40 τ
Zsk(k˜, t˜)
Ysk(k, t) → Ysk(k˜, t˜)
〈fsk(k, t)fsk′ (k′, t′)〉 →
1
η T 40 τ
3
〈Fsk˜(k˜, t˜)Fsk˜′ (k˜′, t˜′)〉. (G.1)
The last line is the relation (3.2)-(3.3) with the definitions (2.11)-(2.12).
To find the scaling of the interaction action (3.15) we take (4.1) to lowest order in
which only the terms with velocities and tensors contribute. Further, assuming that the
velocity scales with the same law as the tensor Zsk(k, t) does, the action (3.13) reads
eiS = exp
{
i
T0τ
[
Ysk˜(k˜, t˜)d Zsk˜(k˜, t˜)
dt˜
+ Ysk˜(k˜, t˜)Zsk˜(k˜, t˜) + Ysk˜(k˜, t˜)Wsk˜ [k˜, sk˜, t˜,X a,Zsk˜ ]
+
i
2
(
T0
3
η
)
Ysk˜(k˜, t˜)
〈
Fsk˜(k˜, t˜)Fsk˜′ (k˜′, t˜′)
〉
Ysk˜′ (k˜′, t˜′)
]}
. (G.2)
As we see, in comparison with a quantum formalism, the parameter τT0 plays the
role of ~. In consequence we may interpret the loops expansion as an expansion in powers
of τT0. Finally in the limit τT0  1 the first order correction comes from the one loop
effective action (4.9).
On the other hand let us assume a diagram with EY fields Y and EZ fields Z in the
external legs, together with Jyz internal lines of the kind 〈Y Z〉 (retarded propagators) and
Jzz internal lines of the kind 〈ZZ〉 (Hadamard’s propagators), and Vn vertices with one Y
and n fields Z. Then the total number of internal lines is I = Jyz + Jzz, the total number
of vertices is V =
∑
n Vn and the total number of loops then is L = I − V + 1.
Now each external Y leg and each line 〈Y Z〉 have an Y field that must be plugged
into a vertex, hence the total number of vertices also is V = EY +Jyz. Moreover, each line
〈ZZ〉 has two Z fields that must also be plugged somewhere, therefore we have that EZ +
Jyz + 2Jzz =
∑
nVn and consequently it is satisfied that 2Jzz =
∑
(n− 1)Vn− (EZ −EY ).
Gathering the expressions above
L =
1
2
∑
(n− 1)Vn − EY + EZ
2
+ 1. (G.3)
Then the corrections to the retarded propagator require that EZ = EY = 1. As n ≥ 3 we
find that the lowest order L = 1 has a single vertex with three Z legs (V3 = 1). This is the
tadpole shown in Fig. 1.
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H Derivation of Eq. (4.8)
We need to compute the following integral
J [k, sk, sp] =
∫
d3w
(2pi)3
{ [
hijsk(k)k
k + 2hkisk(k)k
j
]
P kd (k − w) (k − w)
a
(k − w)2 ×
×
[
hacsp(k)Λ
icjd(w) + hcdsp(k)Λ
iajc(w)
]}
(H.1)
with P (cfr. eq. (C.6)) the projector onto subspace perpendicular to ~k and Λ the irreducible
tensor projector which is written in terms of P (cfr. eq. (C.18)). In cartesian basis, P
reads
P ij(k) = δij − k
ikj
k2
. (H.2)
Expanding the integrand in (H.1) and using the projection and contractions properties
(C.7), (C.15) and (C.19), we arrive to integrals of the form∫
d3w
(2pi)3
wi1 . . . win
(k − w)2aw2b . (H.3)
In order to reduce the denominators to spherical symmetric formulae which depend on w2,
it is useful to apply the generalized Feynman trick [85]∫
d3w
(2pi)3
wi1 . . . win
(k − w)2aw2b =
∫ 1
0
dxxa−1(1−x)b−1 Γ(a+ b)
Γ(a)Γ(b)
∫
d3w′
(2pi)3
(w′i1 + xki1) . . . (w′in + xkin)
(w′2 + x(1− x)k2)a+b
(H.4)
Therefore we discard the terms with odd number of w′i in the numerator by symmetry.
Now we need to calculate ∫
d3w′
(2pi)3
w′i1 . . . w′in
(w′2 + x(1− x)k2)a+b , (H.5)
with zero or an even number of w′i. These integrals can be computed using dimensional
regularization [85]. In our case there are terms with 0, 2, 4 and 6 w′i in the numerator,
the formulae are∫
dDw
(2pi)D
1
(w2 + x(1− x)k2)a+b =
1
(4pi)D/2
Γ(a+ b−D/2)
Γ(a+ b)
1
[x(1− x)k2]a+b−D/2
(H.6)
∫
dDw
(2pi)D
wiwj
(w2 + x(1− x)k2)a+b = δij
1
2 (4pi)D/2
Γ(a+ b− 1−D/2)
Γ(a+ b)
1
[x(1− x)k2]a+b−1−D/2
(H.7)∫
dDw
(2pi)D
wiwjwkwl
(w2 + x(1− x)k2)a+b = (δijδkl + δikδjl + δilδjk)
1
4 (4pi)D/2
Γ(a+ b− 2−D/2)
Γ(a+ b)
×
× 1
[x(1− x)k2]a+b−2−D/2
(H.8)
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∫
dDw
(2pi)D
wiwjwkwlwmwn
(w2 + x(1− x)k2)a+b = (δijδklδmn + . . . )
1
8 (4pi)D/2
Γ(a+ b− 3−D/2)
Γ(a+ b)
×
× 1
[x(1− x)k2]a+b−3−D/2
, (H.9)
where (. . . ) in (H.9) means 14 extra terms with permutations of indexes. In our case a and
b are 1 or 2. There are terms in which a or b are zero, but using the Veltman’s formula
directly in (H.3) we conclude that those integrals are zero [86].
Observe that for D = 3 and a, b = 1, 2 there are no divergences in the integrals (H.6)-
(H.9) because the arguments of the Γ-functions are real semi-integer numbers. Further the
remaining x-integrals are finite.
Since the integrals are finite, the renormalization scale which is introduced in the
dimensional regularization method does not appear in the final result. We then extract an
overall power of k3, as can be verified by dimensional analysis of Eq. (H.1). Performing
the remaining index contractions we obtain a Kronecker delta in the polarization indexes,
δsksp , due to the property (C.16). An explicit evaluation of the prefactor yields the final
result (4.8).
Acknowledgments
We thank P. Minnini for fruitful discussions. The work of E.C. was supported in part by
CONICET and University of Buenos Aires. N.M.G. is supported by a fellowship of Uni-
versidad Nacional de Buenos Aires. A.K. acknowledges financial support from FAPESB
grant FAPESB-PVE-015/2015 and FAPESB-PIE-0013/2016, and support from Universi-
dade Estadual de Santa Cruz, Project 00220.1300.1876.
References
[1] L. D. Landau, On multiple production of particles during collisions of fast particles, Izv.
Akad. Nauk SSSR 17 (1953) 51.
[2] L. D. Landau and Z. Belenkij, A hydrodynamic theory of multiple formation of particles,
Usp. Phys. Nauk SSSR 56 (1955) 309.
[3] P. Romatschke and U. Romatschke, Relativistic fluid dynamics in and out equilibrium - Ten
years of progress in theory and numerical simulations of nuclear collisions,
[arXiv:1712.05815] (2017).
[4] M. Strickland, Anisotropic Hydrodynamics: Three lectures, Act. Phys. Pol. B 45 (2014) 2355.
[5] X. G. Huang, M. Huang, D. H. Rischke and A. Sedrakian, Anisotropic hydrodynamics, bulk
viscosities, and r-modes of strange quark stars with strong magnetic fields, Phys. Rev. D 81,
045015 (2010).
[6] J. L. Friedman and N. Stergioulas, Rotating Relativistic Stars, Camb. Monog. on Math.
Physics, Cambridge Univ. Press, New York, USA (2013).
[7] V. Paschalidis and N. Stergioulas, Rotating stars in relativity, Living Rev Relativ (2017) 20:
7.
– 29 –
[8] P. Niksa, M. Schlederer and G. Sigl, Gravitational waves produced by compressible MHD
turbulence from cosmological phase transitions, Class. Quant. Grav. 35 (2018) 144001.
[9] W. Israel, Covariant fluid mechanics and thermodynamics: An introduction, in Relativistic
Fluid Dynamics, edited by A. M. Anile and Y. Choquet-Bruhat, Springer, New York (1988).
[10] C. Eckart, The thermodynamics of irreversible processes. III. Relativistic theory of the simple
fluid, Phys. Rev. 58 (1940) 919.
[11] L. D. Landau and E. M. Lifshitz, Fluid Mechanics, Pergamon Press eds, Oxford, UK (1959).
[12] I. Mu¨ller, Zum Paradoxon der Wr¨meleitungstheorie, Z. Physik 198, 329 (1967).
[13] H. Grad, On the kinetic theory of rarefied gases, Comm. Pure and App. Math. 2, 331 (1949).
[14] J. C. Maxwell, On the dynamical theory of gases, Philos. Trans. Soc. London 157 (1867) 49.
[15] Cattaneo, C., Sulla conduzione del calore, Atti del Semin. Mat. e Fis. Univ. Modena 3 (1948)
3
[16] Cattaneo, C., Sur la propagation de la chaleur en relativite´, C. R. Acad. Sci. Paris247 (1958)
431.
[17] D. D. Joseph and L. Preziosi, Heat waves, Rev. Mod. Phys. 61 (1989) 41; Addendum, Rev.
Mod. Phys. 62 (1990) 375.
[18] W. Israel, Nonstationary irreversible thermodynamics: A causal relativistic theory, Ann.
Phys. (NY) 100 (1976) 310.
[19] W. Israel and J. M. Stewart, Thermodynamics of nonstationary and transient effects in a
relativistic gas, Phys. Lett. A 58 (1976) 213.
[20] W. Israel and M. Stewart, Transient relativistic thermodynamics and kinetic theory, Ann.
Phys. (NY) 118 (1979) 341.
[21] W. Israel and M. Stewart, On transient relativistic thermodynamics and kinetic theory. II,
Proc. R. Soc. London, Ser A 365, 43 (1979).
[22] W. Israel and J. M. Stewart, Progress in relativistic thermodynamics and electrodynamics of
continuous media, in General Relativity and Gravitation, edited by A. Held, Plenum, New
York, 2 (1980) 491.
[23] W. A. Hiscock and L. Lindblom, Generic instabilities in first-order dissipative relativistic
fluid theories, Phys. Rev. D 31 (1985) 725.
[24] W. A. Hiscock and L. Lindblom, Stability in dissipative relativistic fluid theories, Contemp.
Mathem. 71 (1988) 181.
[25] W. A. Hiscock and L. Lindblom, Nonlinear pathologies in relativistic heat-conducting fluid
theories, Phys. Lett. A 131 (1988) 509.
[26] T. Olson, Stability and causality in the Israel-Stewart energy frame theory, Ann. Phys. 199
(1990) 18.
[27] T. Olson and W. Hiscock, Plane steady shock waves in Israel-Stewart fluids, Ann. Phys. 204
(1990) 331.
[28] D. Pavo´n, D. Jou and J. Casas-Va´zquez, Heat conduction in relativistic thermodynamics, J.
Phys. A: Math. Gen. 13 (1980) L77.
– 30 –
[29] D. Jou, J. Casas-Va´zquez and G. Lebon, Extended irreversible thermodynamics, Springer
(2010).
[30] Fabio S. Bemfica, Marcelo M. Disconzi and Jorge Noronha, Causality of the
Einstein-Israel-Stewart Theory with Bulk Viscosity, arXiv:1901.06701 (1919).
[31] I. S. Liu, I. Mu¨ller and T. Ruggeri, Relativistic thermodynamics of gases, Ann. Phys. 169
(1986) 191.
[32] R. Geroch and L. Lindblom, Dissipative relativistic fluid theories of divergence type, Phys.
Rev. D 41 (1990) 1855.
[33] R. Geroch and L. Lindblom, Causal theories of dissipative relativistic fluids Ann. Phys. (NY)
207 (1991) 394.
[34] O. A. Reula and G. B. Nagy, On the causality of a dilute gas as a dissipative relativistic fluid
theory of divergence type, J. Phys. A 28 (1995) 6943.
[35] J. Peralta-Ramos and E. Calzetta, Divergence-type nonlinear conformal hydrodynamics,
Phys. Rev. D 80 (2009) 126002.
[36] J. Peralta-Ramos and E. Calzetta, Divergence-type 2+1 dissipative hydrodynamics applied to
heavy-ion collisions Phys. Rev. C 82 (2010) 054905.
[37] E. Calzetta, Hydrodynamic approach to boost invariant free streaming, Phys. Rev. D 92
(2015) 045035.
[38] E. Calzetta, Relativistic fluctuating hydrodynamics Class. Quant. Grav. 15 (1998) 653.
[39] L. Lehner, O. A. Reula and M. E. Rubio, A Hyperbolic Theory of Relativistic Conformal
Dissipative Fluids, Phys. Rev. D 97, 024013 (2018).
[40] R. Loganayagam, Entropy current in conformal hydrodynamics, JHEP 05 (2008) 087.
[41] N. Miro´n Granese and E. Calzetta, Primordial gravitational waves amplification from causal
fluids, Phys. Rev. D 97 (2018) 023517.
[42] E. Calzetta and A. Kandus, A Hydrodynamic Approach to the Study of Weibel Instability,
Int. J. Mod. Phys. A, 31 (2016) 1650194.
[43] Itzhak Fouxon, Yaron Oz, Exact scaling relations in relativistic hydrodynamic turbulence,
Physics Letters B 694 (2010) 261264.
[44] Stefan Floerchinger and Urs Achim Wiedemann, Fluctuations around Bjorken flow and the
onset of turbulent phenomena, JHEP11(2011)100.
[45] Federico Carrasco, Luis Lehner, Robert C. Myers, Oscar Reula, and Ajay Singh, Turbulent
flows for relativistic conformal fluids in 2 + 1 dimensions, Phys. Rev. D 86, 126006 (2012).
[46] Gregory L. Eyink and Theodore D. Drivas, Cascades and Dissipative Anomalies in
Relativistic Fluid Turbulence, Phys. Rev. X 8, 011023 (2018).
[47] Guy D. Moore and Kiyoumars A. Sohrabi, Kubo Formulas for Second-Order Hydrodynamic
Coefficients, Phys. Rev. Lett. 106, 122302 (2011).
[48] Pavel Kovtun, Guy D. Moore, and Paul Romatschke, Stickiness of sound: An absolute lower
limit on viscosity and the breakdown of second-order relativistic hydrodynamics, Phys. Rev. D
84, 025006 (2011).
[49] J. Peralta-Ramos, and E. Calzetta, Shear viscosity from thermal fluctuations in relativistic
conformal fluid dynamics, JHEP02 (2012), 085.
– 31 –
[50] Pavel Kovtun and Laurence G. Yaffe, Hydrodynamic fluctuations, long-time tails, and
supersymmetry, Phys. Rev. D 68, 025007 (2003).
[51] J. I. Kapusta, B. Mu¨ller, and M. Stephanov, Relativistic theory of hydrodynamic fluctuations
with applications to heavy-ion collisions Phys. Rev. C 85, 054906 (2012).
[52] Yukinao Akamatsu, Aleksas Mazeliauskas and Derek Teaney, Kinetic regime of hydrodynamic
fluctuations and long time tails for a Bjorken expansion Phys. Rev. C 95, 014909 (2017).
[53] M. Martinez and T. Scha¨fer, Stochastic hydrodynamics and long time tails of an expanding
conformal charged fluid, arXiv:1812.05279 (2018).
[54] Xin An, Gokce Basar, Mikhail Stephanov, and Ho-Ung Yee, Relativistic Hydrodynamic
Fluctuations, arXiv:1902.09517 (2019).
[55] A. Kandus, E. A. Calzetta, F. D. Mazzitelli and C. E. M. Wagner, Cosmological magnetic
fields from gauge-mediated supersymmetry-breaking models, Phys. Lett. B 472 (2000) 287.
[56] E. Calzetta and A. Kandus, Self-consistent estimates of magnetic fields from reheating, Phys.
Rev. D 65 (2002) 063004.
[57] E. Calzetta and E. Verdaguer, Noise induced transitions in semiclassical cosmology, Phys.
Rev. D 59 (1999) 083513.
[58] E. Calzetta, A. Roura and E. Verdaguer, Dissipation, noise and vacuum decay in quantum
field theory, Phys. Rev. Lett. 88, (2001) 010403.
[59] Saso Grozdanov and Janos Polonyi, Viscosity and dissipative hydrodynamics from effective
field theory, Phys. Rev. D 91, 105031 (2015).
[60] Michael Crossley, Paolo Glorioso and Hong Liu, Effective field theory of dissipative fluids,
arXiv:1511.03646v3 (2017).
[61] Kristan Jensen, Natalia Pinzani-Fokeeva and Amos Yarom, Dissipative hydrodynamics in
superspace, JHEP09 (2018), 127.
[62] Felix M. Haehl, R. Loganayagam and Mukund Rangamanic, Effective action for relativistic
hydrodynamics: fluctuations, dissipation, and entropy inflow, JHEP10 (2018), 194.
[63] P. C. Martin, E. D. Siggia and H. A. Rose, Statistical Dynamics of Classical Systems, Phys.
Rev. A 8 (1973) 423.
[64] J. De Dominicis, Techniques de renormalisation de la the´orie des champs et dynamique des
phe´nome`nes critiques, J. Physique Coll. 37 (1976) C1.
[65] A. Kamenev, Field Theory of Non-Equilibrium Systems, Cambridge Univ. Press, Cambridge,
UK (2011).
[66] G. L. Eyink, Turbulence Noise J. Stat. Phys. 1, 83 (1996) 955.
[67] J. Zanella and E. Calzetta, Renormalization Group and Nonequilibrium Action in Stochastic
Field Theory, Phys. Rev. E 66 (2002) 036134.
[68] W. D. McComb, Homogeneous, Isotropic Turbulence, Oxford University Press, Oxford, UK
(2014).
[69] H. W. Wyld, Formulation of the Theory of Turbulence in an Incompressible Fluid, Ann. of
Phys. 14 (1961) 143.
[70] W. D. McComb, The Physics of Fluid Turbulence, Oxford University Press, Oxford, UK
(1990).
– 32 –
[71] E. Calzetta, Kadanoff-Baym Equations for Near-Kolmogorov Turbulence, (2009)
[arXiv:0908.4068].
[72] Pavel Kovtun, TOPICAL REVIEW: Lectures on hydrodynamic fluctuations in relativistic
theories, J. Phys. A: Math. Theor. 45 (2012), 473001.
[73] Pavel Kovtun, Guy D. Moore and Paul Romatschke, Towards an effective action for
relativistic dissipative hydrodynamics, JHEP07(2014), 123.
[74] Michael Harder, Pavel Kovtun and Adam Ritz, On thermal fluctuations and the generating
functional in relativistic hydrodynamics, JHEP07 (2015), 025.
[75] Landau L and Lifshitz E, Hydrodynamic Fluctuations, Zh. Eksp. Teor. Fiz 32, 618 (1957)
(Engl. transl. Sov. Phys.JETP 5, 512 (1957)).
[76] R. Kraichnan, Inertial ranges in two-dimensional turbulence, Phys. of Fluids 10 (1967) 1417.
[77] J. Rammer, Quantum Field Theory of Nonequilibrium States, Cambridge Univ. Press,
Cambridge, UK (2007).
[78] E. A. Calzetta and B. L. Hu, Nonequilibrium Quantum Field Theory, Cambridge Univ.
Press, Cambridge, UK (2008).
[79] G. Policastro, D. T. Son and A. O. Starinets, Shear viscosity of strongly coupled N = 4
supersymmetric Yang-Mills plasma, Phys. Rev. Lett. 87 (2001) 081601.
[80] J. L. Anderson and H. R. Witting, A relativistic relaxation-time model for the Boltzmann
equation, Physica (Amsterdam) 74 (1974) 466; Relativistic quantum transport coefficients,
Physica (Amsterdam) 74 (1974) 489.
[81] J. Zinn-Justin, Quantum field theory and critical phenomena, 3rd ed., Clarendon Press,
Oxford, UK (1996).
[82] M. Aguilar and E. Calzetta, Causal relativistic hydrodynamics of conformal Fermi-Dirac
gases, Phys. Rev. D 95 (2017) 076022.
[83] M. Lesieur, Turbulence in fluids, Martinus Nijhoff, Dordrecht, Netherlands (1987).
[84] F. Waleffe, The Nature of Triad Interactions in Homogeneous Turbulence, Phys. of Fluids A
4 (1992) 350.
[85] P. Ramond, Field Theory: A Modern Primer, Frontiers in Physics, Avalon Publishing (1997).
[86] H. Kleinert and V. Schulte-Frohlinde, Critical Properties of φ4-theories, World Scientific
(2001).
– 33 –
