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Let a field K be an algebraic extension of a subfield k of characteristic not 2, n an integer,
n ≥ 3, Q a non-degenerate isotropic form in n variables over K with coefficients in k.
We study subgroups of the orthogonal group On(K ,Q ) that contain the derived subgroup
Ωn(k,Q ) of the group On(k,Q ).
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1. Introduction
Let K be a field extension of a field k of characteristic not two, n an integer, n ≥ 2,Q a non-degenerate quadratic form in
n indeterminates over k. If L is an arbitrary field extension of k, then we denote by QL the quadratic form which is the scalar
extension of Q by L. If the field L is clear from the context, we write simply Q instead of QL. Note that the Witt index of QL
(the dimension of a maximal totally isotropic subspace of a vector L-space equipped with QL) may be greater than that of Q .
ByΩn(L,QL) = Ωn(L,Q )we denote the derived subgroup of the orthogonal group On(L,QL) = On(L,Q ) defined by QL. The
purpose of the present paper is to describe subgroups ofOn(K ,Q ) containingΩn(k,Q )provided the formQ = Qk is isotropic,
i.e., itsWitt index is different from zero. The similar problem for the orthogonal groups of quadratic formswhoseWitt index
is greater than one has been settled by Ya.N. Nuzhin [12] within the framework of his general investigation of Chevalley
groups whose rank is greater than one. When n ≥ 2 and Q has non-zeroWitt index, O. King [9] has examined groups which
lie between the special orthogonal group SOn(k,Q ), that is, the group of all elements in On(k,Q )whose determinant equals
to one and the special linear group SLn(k). It is worthwhile to note that under the condition n = 2 the result from [9] gives in
fact the remarkable description of those subgroups of SL2(k) that contain the subgroup ofmonomialmatrices. Overgroups of
Ωn(k,Q ) in the general linear group GLn(K) for n > 4 have been studied by the author in [1,2] provided that theWitt index
of Q is greater than one and the field K is an algebraic extension of k. Regarding the groupsΩn(k,Q ) of quadratic forms Q
whose Witt index is one, the most essential result in this area seem to be obtained by Li Shang Zhi [10] who has described
overgroups ofΩn(k,Q ) in SLn(k). The present paper is devoted to proving the following theoremwhich may be regarded as
the further development of the above mentioned results.
Theorem 1.1. Let a field K be an algebraic extension of a subfield k of characteristic not two, n an integer, n ≥ 3, Q a non-
degenerate isotropic quadratic form in n variables over k. Suppose that k is infinite. LetΩn(k,Q ) ≤ X ≤ On(K ,Q ). Then one of
the following assertions holds:
(1) If n 6= 4, then X contains a normal subgroupΩn(L,Q ), where L is a subfield of K such that k ⊆ L.
(2) If n = 4 and QK has Witt index 1, then X contains a normal subgroup isomorphic to the group
Ω3(L0,Q0) ∼= PSL2(L0) = SL2(L0)/{±1},
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where L0 is a subfield of some quadratic field extension of K , L0 ⊇ k, Q0 is a non-degenerate quadratic isotropic form in
three variables over L0; in particular, if K is a simple extension of k, then X contains a normal subgroupΩ4(L,Q ), where L is
a subfield of K containing k.
(3) If n = 4 and QK is a quadratic form of Witt index 2, then X contains a normal subgroup isomorphic either to the group
Ω3(L0,Q0) ∼= PSL2(L0), where L0 is a subfield of the direct sum K ⊕ K of two copies of the field K and Q0 is a non-degenerate
isotropic form in three variables over L0 or to the quotient group (SL2(L1)× SL2(L2))/{±1}, where L1 and L2 are subfields of
K that contain k.
The rather large size of formulation of Theorem 1.1 is caused by the particular structure of the groupΩ4. If the constraint
n 6= 4 is imposed, the theorem takes a less intricate form. Actually it keeps only Part (1). Note that Theorem 1.1 includes
the case of quadratic forms whoseWitt index is one. Thereby this theorem generalizes and strengthens those results of [12]
which relate to the orthogonal groups. Also Theorem 1.1 combinedwith the abovementioned results from [1,2,9,10,12]may
be regarded as a part of the direction of the group theory that studies the subgroup structure of linear groups by describing
intermediate groups which lie between two given linear groups. Further information on this area which is rather actively
elaborated together with related references may be found in the surveys [11,15–18].
The starting point of our considerations is a well known fact that the group On(K ,Q ) contains unipotent elements of
special kind, namely so-called short root elements which may be defined as follows.
Let E be a finite-dimensional vector space over a field K of characteristic not two. We endow E with a non-degenerate
isotropic quadratic form Q . Denote by f the non-degenerate symmetric bilinear form on E × E which is associated with Q
and for every x ∈ E satisfies the condition Q (x) = f (x, x). In other words,
f (x, y) = 1
2
[Q (x+ y)− Q (x)− Q (y)] ∀x, y ∈ E. (1.1)
Further, let u, w be linearly independent vectors in E such that Q (u) = f (u, w) = 0. For each x ∈ E, we set
tu,w(x) = x+ uf (x, w)− wf (x, u)− u12 f (x, u)Q (w).
Here scalars aremultiplied from the right, that is, we consider E as a right vector space.We prefer to distinguish between left
and right vector spaces to avoid confusions because in our discussion left and right vector spaces may occur simultaneously
(for instance, while considering dual vector spaces). The transformation tu,w is an automorphism of E and tu,w ∈ Ωn(K ,Q )
[7]. If Q (w) 6= 0 (resp. Q (w) = 0), then tu,w is called a short (resp. long) root element ofΩn(K ,Q ). If g is a long root element
ofΩn(K ,Q ), then (g−1)2 = 0, while if g is a short root element ofΩn(K ,Q ), the condition (g−1)3 = 0 is satisfied though
(g − 1)2 6= 0. It is important to note that the group Ωn(K ,Q ) contains long root elements if and only if the Witt index of
Q is greater than one. It is this circumstance that dictates the choice of short root elements as a main tool used in studying
the orthogonal groups corresponding to quadratic forms whose Witt index equals one. The significant property of these
elements is also that they generate the groupΩn(K ,Q ). The method of the proof of Theorem 1.1 given in the present paper
is based on the fact that Ωn(K ,Q ) is a quotient group of the spinor group Spinn(K ,Q ), the short root elements being pre-
images of quadratic unipotent elements under the canonical epimorphism Spinn(K ,Q )→ Ωn(K ,Q ). In turn the behavior
and properties of quadratic unipotent elements can be rather well studied and understood by methods which have been
developed and advanced before. Complying with this scheme, we derive Theorem 1.1 from the following statement.
Theorem 1.2. Let K , k, n,Q be as in Theorem 1.1 and let Spinn(k,Q ) ≤ Y ≤ Spinn(K ,Q ). The following assertions are true:
(1) If n 6= 4, then Y contains a normal subgroup Spinn(L,Q ), where L is a subfield of K , k ⊆ L.
(2) If n = 4 and QK hasWitt index 1, then Y contains a normal subgroup isomorphic to the group Spin3(L0,Q0) ∼= SL2(L0), where
L0 and Q0 are as in Part (2) of Theorem 1.1. In particular, if K is a simple extension of k, then Y contains a normal subgroup
Spin4(L,Q ), where L is a subfield of K containing k.
(3) If n = 4 and QK hasWitt index 2, then Y contains a normal subgroup isomorphic either to the group Spin3(L0,Q0) ∼= SL2(L0),
where L0 and Q0 are as in Part (3) of Theorem 1.1 or to the direct product SL2(L1)× SL2(L2), where L1 and L2 are subfields of
K that contain k.
Theorem 1.2 has a rather cumbersome formulation for it involves the case n = 4. Having deleted this case, Theorem 1.2
similarly to Theorem1.1 can be stated in a very short and clearway. In fact, Theorem1.1will be derived not fromTheorem1.2
itself but from its slight weaker version. However, the exact formulation of this version requires some technical preparation,
and therefore we prefer to postpone this formulation till Section 6.
Recently several authors have discovered the possibility of applying the theory of Jordan algebras to the study of subgroup
structure of linear groups [4,5,13,14]. Here this method will be used and therefore Section 4 is devoted to proving some
classification results on Jordan algebras of symmetric bilinear forms. The interrelationship between linear groups and Jordan
algebras is based on the fact that the Clifford algebra of an isotropic quadratic form Q has a representation by 2×2matrices
over a suitable associative ring with 1. This representation can be restricted on the spinor group Spinn(K ,Q ) to produce a
representation of this group. In Sections 2 and 3, we discuss the constructions of these representations and give some of
their properties.
Now let us write down the principal notation which will be used throughout this paper.
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If Q is a quadratic form on a vector space E over a field K of characteristic not two, then by the symmetric bilinear form
associated with Q we always understand the form f connected with Q by Eq. (1.1). If P is a field extension of K , then fP
denotes the scalar extension of f by P .
If L is a subgroup of the additive group of K and tu,w is a long or short root element of Ωn(K ,Q ), then the set tu,w(L) =
{tu,wλ | λ ∈ L} is a subgroup of Ωn(K ,Q ). One can easily check that tu,w(L) is isomorphic to L. This tu,w(L) is called a short
(resp. long) root subgroup if tu,w is a short (resp. long) root element ofΩn(K ,Q ).
Let R be an arbitrary associative ring and m, n integers. If g is an m × nmatrix over R, then tg is the transpose matrix of
g . As usual, Mn(R) denotes the full matrix ring of degree n over R. Suppose that R contains an identity element 1. Then R×
denotes the multiplicative group of all invertible elements of R. In particular, GLn(R) = Mn(R)× the general linear group.
In (resp. 0n) denotes an identity (resp. zero) matrix in Mn(R). By eij (1 ≤ i, j ≤ n) we denote a matrix of Mn(R) with 1 in
its (i, j)-position and zeros elsewhere. The matrix In + αeij (α ∈ R, 1 ≤ i 6= j ≤ n) is denoted by tij(α) and is called an
elementary transvection. Let S be any subset of R. Then tij(S) = {tij(s) | s ∈ S} and En(S) is a subgroup of GLn(R) generated
by all tij(S) with i 6= j. If λ1, λ2, . . . , λn, µ1, µ2, . . . , µn are elements of R satisfying the condition∑ni=1 µiλi = 0, then the
matrix In + t(λ1 . . . λn)(µ1 . . . µn) is called a transvection.
The special linear group SLn(R) is the group generated by all transvections in GLn(R).
By diag(a1, a2, . . . , al)we denote the block-diagonal matrix with a1, a2, . . . , al on its main diagonal.
Let E be a right module over R. By E∗ we denote the module dual to E. If v1, v2, . . . , vm are elements of V (m ≥ 1), then
the submodule of E generated by v1, v2, . . . , vm will be denoted by v1R + v2R + · · · + vmR. Suppose now that E is a right
free module over R with a basis f1, . . . , fn of n elements, n ≥ 1. As is well known, E∗ is a left free module over R with a
basis f ′1, f
′
2, . . . , f
′
n , where f
′
i is an R-linear map E → R such that f ′i (fj) = δij, the Kronecker symbol. The group GLn(R) can
be regarded as the automorphism group of E. In particular, a transvection can be regarded as an automorphism of E having
the form x → x + sψ(x), where s and ψ are fixed elements in E and E∗ respectively such that ψ(s) = 0. It is convenient
to write this transvection as I + sψ , where I means the identity automorphism of E. If α ∈ R and g is a transvection,
g = I + sψ (s ∈ E, ψ ∈ E∗), then the automorphism (matrix) I + (sα)ψ = I + s(αψ) is also a transvection which will be
denoted by gα . If L ⊆ R, then we write g(L) to denote the set of all gα with α ∈ L. If L is a subgroup of the additive group of
R, then g(L) is a subgroup of GLn(R) and g(L) ∼= L.
If X is an abelian additive group and Y is a subset of X , then Y# denotes the set of all non-zero elements of X .
We recall the definition of a quaternion algebra. Let F be a field of characteristic not two and a, b ∈ F#. Let A be a four-
dimensional vector space over F with a basis 1, u, v, w. On Awe introduce amultiplication operation, defining it on this basis
as follows: 1 is a neutral element, uv = −vu = w, u2 = a, v2 = b and extend this on A by linearity. The algebra obtained is
called a quaternion algebra. Every quaternion algebra over F either is a division one or is isomorphic to the algebraM2(F).
2. On a matrix representation of Clifford algebras
Let k be a field of characteristic not two, V a finite-dimensional vector space over k. Endow V with a non-degenerate
quadratic form Q . Denote by n the dimension of V and suppose that n ≥ 2. Denote by C(Q ) the Clifford algebra of Q . Let ρ
be a canonical embedding of V into C(Q ). Each vector e ∈ V is identified with its image ρ(e) ∈ C(Q ) and we write e rather
than ρ(e). Fix an orthogonal basis {e1, e2, . . . , en} of V . For each natural number i ≤ [ n2 ], we set
Ci = k+ ke1e2 . . . e2i−1 + ke2i−1e2i + ke1e2 . . . e2i−2e2i,
and set
C ′r = k+ ke1e2 . . . e2r−1
when n is odd, n = 2r−1. The subspaces Ci and C ′r are actually subalgebras of the k-algebra C(Q ). Moreover, Ci is isomorphic
to a quaternion algebra over k and C ′r is isomorphic either to a field which is a quadratic extension of k or to the direct sum
of two copies of k. These Ci and C ′r allows us to write the following decomposition of C(Q ) into a tensor product of its
subalgebras:
C(Q ) =

r⊗
i=1
Ci, if n is even, n = 2r;(
r−1⊗
i=1
Ci
)⊗
C ′r , if n is odd, n = 2r − 1.
(2.1)
(See [8], pp. 260–264).
We let C+(Q ) denote the subalgebra of C(Q ) consisting of all even elements in C(Q ). Set
Bi = k+ ke1e2 . . . e2i−2 + ke2i−2e2i−1 + ke1e2 . . . e2i−3e2i−1,
for each i, 2 ≤ i ≤ [ n−12 ] + 1, and set
B′r+1 = k+ ke1e2 . . . e2r
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when n is even, n = 2r . The subspaces Bi and B′r+1 are subalgebras of C+(Q ): Bi is isomorphic to a quaternion algebra over
k and B′r+1 is isomorphic either to a quadratic field extension of k or to the direct sum of two copies of k. These Bi and B
′
r+1
enable us to decompose C+(Q ) into a tensor product of its subalgebras:
C+(Q ) =

r⊗
i=2
Bi, if n is odd, n = 2r − 1;(
r⊗
i=2
Bi
)⊗
B′r+1, if n is even, n = 2r .
(2.2)
Now we shall assume that Q is isotropic. In this case e1, e2, may be chosen so that Q (e1) = 1,Q (e2) = −1, i.e.,
e21 = 1, e22 = −1 (2.3)
in the algebra C(Q ). It follows that subalgebras C1 and B2 are isomorphic to the full matrix algebra M2(k). Moreover,
equations (2.3) imply that
(e1e2 . . . e2i−1)2 = (e3e4 . . . e2i−1)2 (i ≥ 2),
(e1e2 . . . e2i−2)2 = (e3e4 . . . e2i−2)2 (i ≥ 3).
(2.4)
Using (2.4), one can easy verify the following algebra isomorphisms:
Ci ∼= k+ ke3e4 . . . e2i−1 + ke2i−1e2i + ke3e4 . . . e2i−2e2i (i ≥ 2),
C ′r ∼= k+ ke3e4 . . . e2r−1,
Bi ∼= k+ ke3e4 . . . e2i−2 + ke2i−2e2i−1 + ke3e4 . . . e2i−3e2i−1 (i ≥ 3),
B′r+1 ∼= k+ ke3e4 . . . e2r ,
(2.5)
where the subspaces on the right are thought as being subalgebras of C(Q ).
Denote by V0 the subspace of V generated by e3, e4, . . . , en and let Q0 be the restriction of Q to V0. We apply (2.5) to (2.1),
(2.2) to get
C(Q ) ∼= M2(k)⊗ C(Q0) ∼= M2(C(Q0)),
C+(Q ) ∼= M2(k)⊗ C+(Q0) ∼= M2(C+(Q0)).
Our next aim is to exhibit an explicit realization of these two isomorphisms.
With this end, denote by ρ0 a canonical embedding of V0 into the Clifford algebra C(Q0) and choose in M2(C(Q0)) the
following nmatrices:
%1 =
(
0 1
1 0
)
, %2 =
(
0 −1
1 0
)
, %i =
(
ρ0(ei) 0
0 −ρ0(ei)
)
(3 ≤ i ≤ n). (2.6)
It is checked straightforward that
%i%j + %j%i = 02 (1 ≤ i 6= j ≤ n), %2i = Q (ei)I2 (1 ≤ i ≤ n). (2.7)
Furthermore, if s is a natural number and j1, j2, . . . , js are integers such that 1 ≤ j1 < j2 < · · · < js ≤ n, then all the products
%j1%j2 . . . %js are linearly independent over k. This shows that the subalgebra of M2(C(Q0)) generated by %1, %2, . . . , %n
coincides with M2(C(Q0)). In turn equalities (2.7) mean that each matrix %i may be identified with the vector ei. So the
equations
ρ(ei) = %i (1 ≤ i ≤ n) (2.8)
determine an isomorphism between the Clifford algebra C(Q ) and the full matrix algebra M2(C(Q0)). Under this
isomorphism the space V is identified with the set of all matrices of the form
(
ρ0(v) a
b −ρ0(v)
)
with v ∈ V0, a, b ∈ k.
More precisely,
ρ(V ) =
{(
ρ0(v) a
b −ρ0(v)
) ∣∣∣∣ v ∈ V0, a, b ∈ k} .
To obtain the image of C+(Q ) under the isomorphism indicated we first note that Eqs. (2.8) imply that
B2 =
{(
a ρ0(e3)b
ρ0(e3)c d
) ∣∣∣∣ a, b, c, d ∈ k} .
But C+(Q ) ∼= B2 ⊗k C+(Q0), and so
ρ(C+(Q )) =
{(
α ρ0(e3)β
ρ0(e3)γ δ
) ∣∣∣∣ α, β, γ , δ ∈ C+(Q0)} .
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We shall write C+(Q ) instead of ρ(C+(Q )). If we set D = diag(1, ρ0(e3)), then
DC+(Q )D−1 = M2(C+(Q0))
in full conformity with the above considerations.
The universal property of Clifford algebras implies that the algebra C(Q ) admits a unique involution J0 such that
ρ0(v)
J0 = −ρ0(v) for every v ∈ V0. If for every matrix
(
a b
c d
)
∈ M2(C(Q0)), we set
(
a b
c d
)J
=
(
dJ0 bJ0
c J0 aJ0
)
,
then J is an involution on M2(C(Q0)) such that J leaves invariant each matrix in ρ(V ). This means that J may be identified
with the canonical involution on the algebra C(Q ), the important fact to note for it will be used repeatedly in our paper.
3. A matrix representation of the spinor group
We recall that if V is a vector space of finite dimension n ≥ 2 over a field k of characteristic not two and Q is a non-
degenerate quadratic form Q : V → k, then the spinor group Spinn(k,Q ) of Q is, by definition, a multiplicative group of
invertible elements s ∈ C+(Q ) such that sVs−1 = V and ssJ = 1, where J is the canonical involution on the Clifford algebra
C(Q ) [7]. In this section, the notation of Section 2 are retained. In particular, we assume that Q is isotropic. The results of
Section 2 show that in this case the algebra C(Q ) is isomorphic to the full matrix algebraM2(C(Q0)) and the algebra C+(Q )
is isomorphic toM2(C+(Q0)). Since Spinn(k,Q ) ⊆ C+(Q ), the restriction of this latter isomorphism to Spinn(k,Q ) leads to
a representation of the spinor group Spinn(k,Q ) by matrices of degree two over the algebra C+(Q0). The particular form
of the representation of the algebra C(Q ) given before in Section 2 is used to get an explicit form of the representation of
Spinn(k,Q ) and so to obtain a number of its properties.
In this section, we identify the elements of the subspace V0 = e3k + e4k + · · · + enk with its images under a canonical
embedding of V0 into the Clifford algebra C(Q0). We shall be concerned with matrices of degree two only, so using the
symbols t12, t21we shall bear inmind just this case, that is, t12(a) and t21(a)willmean
(
1 a
0 1
)
and
(
1 0
a 1
)
respectively. The
diagonal matrix diag(a, b)will be designated by d(a, b). Our first lemma gives in fact examples of elementary transvections
in Spinn(k,Q ).
Lemma 3.1. If l ∈ V0, then the matrices t12(l), t21(l) belong to Spinn(k,Q ), and so E2(V0) ≤ Spinn(k,Q ).
Proof. The lemma follows directly from the definition of the spinor group. 
The main aim of this section is to establish the fact that the group inclusion from Lemma 3.1 is actually the equality, i.e.,
Spinn(k,Q ) = E2(V0). We divide the proof of this assertion into several steps. To begin with, let us recall that the group of all
invertible elements s ∈ C(Q ) such that sVs−1 = V is called the Clifford group of Q and is denoted by Γ (Q ). Our first step is
to prove that Γ (Q ) is generated by the group E2(V0) together with the subgroup of all diagonal matrices that are contained
in Γ (Q ). More precisely, the following statement holds.
Lemma 3.2. Every element of Γ (Q )may be represented in the form dg, where d is a diagonal matrix in Γ (Q ) and g ∈ E2(V0).
Proof. First we note that if l is a non-isotropic vector in V0, v is an arbitrary vector in V0 and c ∈ k#, then
t12(v)d(l, l−1) = d(l, l−1)t12(l−1vl−1),
t21(v)d(l, l−1) = d(l, l−1)t21(lvl),
t12(v)d(1, c) = d(1, c)t12(vc),
t21(v)d(1, c) = d(1, c)t21(vc−1).
(3.1)
It is known that Γ (Q ) is generated by the set which consists of all invertible elements of V and all invertible elements of
the center Z of C(Q ). Every invertible element in Z has the form d(z, z), where z is an invertible element of the center of
the algebra C(Q0) and every element in V = ρ(V ) has the form
(
l a
b −l
)
with l ∈ V0, a, b ∈ k. Assume that the matrix(
l a
b −l
)
is invertible. This is amount to the inequality l2 + ab 6= 0, and if l2 6= 0, then
(
l a
b −l
)
= d(1,−l2 − ab)d(l, l−1)t21(−(l+ abl−1)−1b)t12(l−1a). (3.2)
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Let l2 = 0. Then b 6= 0 and one can find a non-isotropic vector v ∈ V0 with the property that the vector l + vb is also
non-isotropic. According to the relation
t12(v)
(
l a
b −l
)
t−112 (v) =
(
l+ vb −lv − vl− bv2 + a
b −l− vb
)
and Eq. (3.2), we have
t12(v)
(
l a
b −l
)
t−112 (v) = d(1, c)d(l˜, l˜−1)t21(l′)t12(lˆ),
where c ∈ k#, l˜, l′, lˆ ∈ V0, the vector l˜ being non-isotropic. Hence(
l a
b −l
)
= t12(−v)d(1, c)d(l˜, l˜−1)t21(l′)t12(lˆ+ v). (3.3)
We apply (3.1) to (3.3) and then take into consideration (3.2) to conclude that every element in V can be written in the form
d(1, c)d(l˜, l˜−1)t12(l¯)t21(l′)t12(l′′)
where c ∈ k#, l˜, l¯, l′, l′′ ∈ V0, the vector l˜ being non-isotropic (it is possible that l¯ = 0). As it has been noted above, every
element in Γ (Q ) has the form
d(z, z)
(
l1 a1
b1 −l1
)
. . .
(
ls as
bs −ls
)
, (3.4)
where s ≥ 0, li ∈ V0, ai, bi ∈ k, z belongs to the center of C(Q0) and l2i + aibi 6= 0 for all i = 1, 2, . . . , s. In turn each matrix(
li ai
bi −li
)
∈ V provided l2i + aibi 6= 0 may be represented in the form
d(1, ci)d(l˜i, l˜−1i )t12(l¯i)t21(l
′
i)t12(l
′′
i ),
where ci ∈ k#, l˜i, l¯i, l′i, l′′i ∈ V0 and all l˜i are non-isotropic. We use (3.1) to write (3.4) as
d¯t12(m1)t21(n1) . . . t12(mq)t21(nq),
where d¯ is a diagonal matrix, q is a non-negative integer, mi, ni ∈ V0 and m1, nq can be equal to zero. To finish the
proof it remains merely to notice that by Lemma 3.1 the product t12(m1)t21(n2) . . . t12(mq)t21(nq) belongs to Γ (Q ) since
E2(V0) ≤ Spin(k,Q ) ≤ Γ (Q ). Therefore, d¯ ∈ Γ (Q ). The lemma is proved. 
Lemma 3.2 yields immediately the following.
Lemma 3.3. Everymatrix lying inM2(C(Q0))∩Spinn(k,Q )may bewritten as a product dg, where g ∈ E2(V0) and d is a diagonal
matrix in Spinn(k,Q ).
We now give a criterion for a diagonal matrix ofM2(C(Q0)) to belong to Spinn(k,Q ).
Lemma 3.4. The diagonal matrix d ∈ M2(C(Q0)) belongs to Spinn(k,Q ) if and only if there exist an integer s ≥ 0 and non-
isotropic vectors x1, x2, . . . , x2s ∈ V0 such that d = d(x1x2 . . . x2s, x−11 x−12 . . . x−12s ).
Proof. Let us take a matrix d = d(pi, σ ) in M2(C(Q0)) and suppose that d belongs to Spinn(k,Q ). In particular, d is an
invertible element in the subalgebra which consists of all elements(
α e3β
e3γ δ
)
with α, β, γ , δ ∈ C+(Q0), and so pi and σ are invertible elements in C+(Q0). Since dρ(e1)d−1 ∈ ρ(V ), we have σ = ppi
with p ∈ k#. The equation ddJ = 12 implies d = d(pi, pi−J0). Further, dρ(ei)d−1 ∈ ρ(V ) for each i = 3, 4, . . . , n, so
pieipi−1 ∈ V0 for i = 3, 4, . . . , n, hence pi can be represented as a product x1x2 . . . x2s, where s ≥ 0 and each xi is a
non-isotropic vector in V0 (see [7]). We use the definition of the involution J0 to obtain d = d(x1x2 . . . x2s, x−11 x−12 . . . x−12s ).
Conversely, if x1, x2, . . . , x2s are non-isotropic vectors in V0 and
d = d(x1x2 . . . x2s, x−11 x−12 . . . x−12s ),
then one can check straightforwardly that d ∈ Spinn(k,Q ). The lemma is proved. 
Next we get conditions which ensure that a diagonal matrix lies in the group E2(V0).
Lemma 3.5. If d ∈ M2(C(Q0)) is a diagonal matrix and d belongs to Spinn(k,Q ), then d ∈ E2(V0).
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Proof. By Lemma 3.4, d = d(x1x2 . . . x2s, x−11 x−12 . . . x−12s ), where s ≥ 0 and all xi are non-isotropic vectors in V0. Let us put
d0 = d(e3, 1). Since d0E2(V0)d−10 = E2(e3V0), it suffices to show that d0dd−10 ∈ E2(e3V0). In view of the equation
d0dd−10 =
s∏
i=1
[
d(e3x2i−1, (e3x2i−1)−1)d(x2ie−13 , (x2ie
−1
3 )
−1)
]
,
this follows from the relations d(e3x, (e3x)−1) ∈ E2(e3V0), d(xe−13 , (xe−13 )−1) ∈ E2(e3V0) (x ∈ V0). In turn the equation
d(λ, λ−1) = t12(λ2 − λ)t21(λ−1)t12(−λ+ 1)t21(−1)
implies both these relations. Indeed, putting λ = e3x, we obtain the first relation. To prove the second, we note first that
xe−13 = e3e−23 (e3xe−13 ) ∈ e3V0 and take λ = xe−13 . The lemma is proved. 
Now we can establish the coincidence of Spinn(k,Q ) and E2(V0)without any difficulties.
Proposition 3.6. Spinn(k,Q ) = E2(V0).
Proof. By Lemma 3.3, every h ∈ Spinn(k,Q )may be written in the form dg , where g ∈ E2(V0), and d is a diagonal matrix in
Spinn(k,Q ). By Lemma 3.5, d ∈ E2(V0), and so h ∈ E2(V0). Hence Spinn(k,Q ) ≤ E2(V0) and this combined with Lemma 3.1
yields Spinn(k,Q ) = E2(V0). The proposition is proved. 
Proposition 3.6 says, in particular, that the spinor group Spinn(k,Q ) is generated by quadratic unipotent elements. For
any invertible s ∈ C(Q ), let us define a mapping ϕ(s) : C(Q )→ C(Q ) as follows: ϕ(s)(x) = sxs−1 (x ∈ C(Q )). It is known
that the restriction of ϕ(s) to V is contained in On(k,Q )whenever s ∈ Γ (Q ). Now let s be a quadratic unipotent element in
Γ (Q ). We will show that ϕ(s) remains still unipotent satisfying the condition (ϕ(s) − 1)3 = 0, though it is not necessary
that (ϕ(s)− 1)2 = 0. This fact will be obtained as a corollary of the following slightly more general assertion.
Proposition 3.7. If s is an element in C(Q ) such that (s− 1)2 = 0, then s is invertible and (ϕ(s)− 1)3 = 0.
Proof. The fact that s is invertible and,moreover, that s−1 = −s+2 is trivial. Hence ϕ(s) is determined and for any x ∈ C(Q )
we have (ϕ(s)− 1)(x) = −sxs+ 2sx− x. Further, s2xs2 = 4sxs− 2xs− 2sx+ x, and so
(ϕ(s)− 1)2(x) = (ϕ(s)− 1)(−sxs+ 2sx− x)
= s2xs2 − 4s2xs+ 2sxs+ 4s2x− 4sx+ x
= −2(s− 1)x(s− 1).
For short we put y = −2(s− 1)x(s− 1). This gives
(ϕ(s)− 1)3(x) = (ϕ(s)− 1)(y)
= −sy(s− 1)+ (s− 1)y
= −s[−2(s− 1)x(s− 1)](s− 1)+ (s− 1)[−2(s− 1)x(s− 1)]
= 2s(s− 1)x(s− 1)2 − 2(s− 1)2x(s− 1) = 0.
The proposition is proved. 
To provide an example of a quadratic unipotent element s ∈ Γ (Q ) such that (ϕ(s)− 1)2 6= 0 let us consider an element
s ∈ C(Q ) of the form 1+uw, where u is an isotropic vector in V andw is a non-isotropic vector in V orthogonal to u. Indeed,
s = (w−1 + u)w, a product of non-isotropic vectors, and so s ∈ Γ (Q ). Denote by f the symmetric bilinear form associated
with Q . Since n ≥ 3, V contains an isotropic vector u1 such that f (u1, w) = 0, f (u, u1) = 1. In the algebra C(Q ), we have
u1u+ uu1 = 2, and this equation implies (ϕ(s)− 1)2(u1) = −4uw2 6= 0. Thus (ϕ(s)− 1)2 6= 0, though by Proposition 3.7,
(ϕ(s)− 1)3 = 0.
4. Certain properties of Jordan algebras of symmetric bilinear forms
The proof of Theorem 1.2 (and thereby the proof of Theorem 1.1) uses essentially Jordan algebras of symmetric bilinear
forms. So it is not out of place to remind here the definition of such an algebra.
Let K be a field of characteristic not two and M a K -vector space with a symmetric bilinear form g . The Jordan algebra
of g is a vector space 1K ⊕ M , a direct sum ofM and a one-dimensional space 1K having the basis 1, with a multiplication
determined by
(1α + x)(1β + y) = 1(αβ + g(x, y))+ (yα + xβ) (α, β ∈ K , x, y ∈ M).
The Jordan algebra of the symmetric bilinear form g : M×M → K , whereM is a vector space over a field K , will be denoted
by A(g,M, K).
Now let k be a subfield of the field K . ThenM is a vector space over k and letM0 be a subspace of the k-vector spaceM such
that g(x, y) ∈ k for all x, y ∈ M0. Thus M0 is a k-vector space with the symmetric bilinear form g0 which is the restriction
of g to M0 × M0. In this situation, the Jordan algebra A(g0,M0, k) is determined and the main purpose of this section is to
describe subalgebras of the Jordan k-algebra A(g,M, K) that contain A(g0,M0, k). This description is given by the following
proposition which is of some independent interest too.
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Proposition 4.1. Assume that the following conditions hold:
(1) The dimensions dimkM0 and dimK M are finite and dimkM0 > 1.
(2) The forms g and g0 are non-degenerate.
(3) The extension K/k is algebraic.
Then if A is a subalgebra of the Jordan k-algebra A(g,M, K) such that A ⊇ A(g0,M0, k), then A = A(g1,M1, L), where L is a
subfield of K such that L ⊇ k, M1 is a subspace of the vector space M over L such that M1 ⊇ M, g(x, y) ∈ L for all x, y ∈ M1,
and g1 is the restriction of g to M1 ×M1.
The proof of Proposition 4.1 uses the following almost evident assertion the proof of which we omit.
Lemma 4.2. Let m be an integer, m ≥ 2, and α1, α2, . . . , αm, a1, a2, . . . , am elements in k satisfying the two following
conditions:
(1) α1, α2, . . . , αm are all different from zero.
(2) α1a21 + α2a22 + · · · + αma2m 6= 0.
Then the polynomial
(α1a21 + α2a22 + · · · + αma2m)(α1X21 + α2X22 + · · · + αmX2m)2
−(α1a1X1 + α2a2X2 + · · · + αmamXm)2(α1X21 + α2X22 + · · · + αmX2m)
in variables X1, X2, . . . , Xm is different from zero in the ring k[X1, X2, . . . , Xm].
It is worthwhile to notice that Lemma 4.2 does not hold form = 1. It is this reason that the proof of Proposition 4.1 given
below cannot be extended to the case dimkM0 = 1. Moreover, an example given later after the proof of Corollary 4.3 shows
that Proposition 4.1 is not true, in general, when dimkM0 = 1. In this case, the description of intermediate subalgebras is
unknown to the author.
Proof of Proposition 4.1. Put dimkM0 = m, dimK M = n. Pick an orthogonal basis {e1, e2, . . . , em} of M0 relative to
g0. Since g0 is non-degenerate, the vectors e1, e2, . . . , em are linearly independent over K , and so they form a basis of
the subspace M0 ⊗ K of M . Since g is non-degenerate and dimK M is finite, we can decompose M into the direct sum
of M0 ⊗ K and its orthogonal complement (M0 ⊗ K)◦ in M . Let a ∈ A(g,M, K). Then a = 1γ + e′ + e′′, where
γ ∈ K , e′ ∈ M0 ⊗ K , e′′ ∈ (M0 ⊗ K)◦. In this decomposition, the element e′′ will be called the (−1)-component of a.
Let Q be a quadratic form associated with g , that is, Q (x) = g(x, x) for every x ∈ M . If e′′ is the (−1)-component of a ∈ A,
then the element Q (e′′) ∈ K will be called the (−1)-coefficient of a. The set of all (−1)-coefficients of elements of Awill be
denoted by L−1. In (M0⊗K)◦we choose an orthogonal basis {em+1, . . . , en}. Then the collection {e1, e2, . . . , em, em+1, . . . , en}
forms an orthogonal basis of the whole spaceM relative to g . If a ∈ A and a = 1γ + e1γ1+ · · · + enγn (γ ∈ K , γi ∈ K), then
γ is called the 0-coefficient of a whereas γi is called the i-coefficient of a (1 ≤ i ≤ n). For every i, 0 ≤ i ≤ n, the set of all
i-coefficients of elements of Awill be denoted by Li. Let
L =
m⋃
i=−1
Li.
It is claimed that L is a subfield of K and k ⊆ L. The last inclusion is obvious for 1k ⊆ A and so k ⊆ L0 ⊆ L. Now we recall
that the extension K/k is algebraic. Hence to prove that L is a subfield it is sufficient to establish that L is a subring of K . In
turn this will be a consequence of the following:
(a) if α ∈ L, then 1α ∈ A.
Indeed, if (a) is true, and α, β are elements in L, then 1α, 1β are elements in A, and so A contains 1α + 1β = 1(α + β)
and (1α)(1β) = 1(αβ). This means that α + β and αβ are 0-coefficients of elements of A, namely, of 1(α + β) and 1(αβ)
respectively. Therefore, α + β and αβ lie in L0 and so in L. Further for proving (a), it suffices to convince ourselves that
(b) if a is an element in A and δ ∈ K is the i-coefficient of a for some i,−1 ≤ i ≤ m, then 1δ ∈ A.
In order to prove (b) we observe first that since the extension K/k is algebraic, the following two assertions hold:
(c) if y ∈ A ∩M and g(y, y) 6= 0, then 1g(y, y)−1 ∈ A;
(d) if z is a non-isotropic vector in A ∩M and δ is an element in K# such that zδ ∈ A, then 1δ ∈ A.
Now let a be an arbitrary element in A. Write a = 1β + x with β ∈ K and x ∈ M . For any y ∈ M , we have
y2a− y(ya) = xg(y, y)− yg(x, y). This means, in particular, that for any y ∈ M0
xg(y, y)− yg(x, y) ∈ A ∩M. (4.1)
Since g0 is non-degenerate, one may take y ∈ M0 so that g0(y, y) 6= 0. In accordance with (4.1), we can find l ∈ A ∩M such
that xg(y, y)− yg(x, y) = l, whence it follows that
x = lg(y, y)−1 + yg(x, y)g(y, y)−1. (4.2)
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Pick another element inM0, say y1. We have
xg(y1, y1)− y1g(x, y1) ∈ A ∩M. (4.3)
Next we substitute (4.2) into (4.3) to get
lg(y, y)−1g(y1, y1)+ yg(x, y)g(y, y)−1g(y1, y1)− y1g(y, y)−1g(l, y1)− y1g(y, y1)g(x, y)g(y, y)−1 ∈ A ∩M.
But l ∈ A and y, y1 ∈ M0 ⊆ A. So by (c),
lg(y, y)−1g(y1, y1) = l(1g(y, y)−1)(1g(y1, y1)) ∈ A ∩M,
and moreover,
y1g(y, y)−1g(l, y1) = y1(1g(y, y)−1)(ly1) ∈ A ∩M
and 1g(y, y) ⊆ k# ⊆ A. Hence
(yg(y1, y1)− y1g(y, y1))g(x, y) ∈ A ∩M (4.4)
for any non-isotropic y ∈ M0 and any y1 ∈ M0. Put g(ei, ei) = αi (1 ≤ i ≤ m). All αi are non-zero because g is non-
degenerate. Since m ≥ 2, we can apply Lemma 4.2 to deduce that y1 ∈ M0 can be chosen so that g(y, y)g(y1, y1)2 −
g(y, y1)2g(y1, y1) 6= 0 (it is the place in our proof where Lemma 4.2 is used). Under this choice of y, y1, the vector
yg(y1, y1) − y1g(y, y1) ∈ M0 is non-isotropic. So by (d), substituting in (4.4) z for yg(y1, y1) − y1g(y, y1) and δ for g(x, y)
yields
1g(x, y) ∈ A (4.5)
for anynon-isotropic y ∈ M0. Nowwedecompose the vector x relative to the basis {e1, e2, . . . , en}: x = e1β1+· · ·+enβn (βi ∈
K). Since ei ∈ M0, one may take y = ei in (4.5). This yields 1(βiαi) ∈ A, and so 1βi ∈ A for 1α−1i ∈ 1k ⊆ A. Thereby we
have shown the following: if 1 ≤ i ≤ m and δ is the i-coefficient of some a ∈ A, then 1δ ∈ A. Hence we conclude that (b) is
proved for i-coefficients with 1 ≤ i ≤ m. In addition, relations 1βi ∈ A and ei ∈ A (1 ≤ i ≤ m) give e1β1 + · · · + emβm ∈ A,
hence 1α + em+1βm+1 + · · · + enβn ∈ A. Put x′ = em+1βm+1 + · · · + enβn. So, 1α + x′ ∈ A, and by (4.1), the relation
x′g(y, y) − yg(x′, y) ∈ A ∩ M is valid for any y ∈ M0. But x′ ∈ (M0 ⊗ K)◦, and so g(x′, y) = 0 which implies x′g(y, y) ∈ A
for any y ∈ M0. Again we take into account that g is non-degenerate and so we can take y to be non-isotropic. Let us denote
by W the set of all (−1)-components of elements in A. The choice of y shows then that (x′g(y, y))(1g(y, y)−1) = x′ ∈ A
since 1g(y, y)−1 ∈ A. It follows that W ⊆ A and furthermore, x′x′ = 1g(x′, x′) ∈ A. The last relation proves (b) for (−1)-
coefficients of elements belonging to A. Finally, 1α = (1α + x′)− x′ ∈ A and this shows that (b) holds for 0-coefficients of
elements which belong to A. Thus (b) is proved and so too is (a).
Now let w and w1 be (−1)-components of two elements in A, say b and c respectively. Then w + w1 is the (−1)-
component of b + c ∈ A. Further, if α ∈ L, then 1α ∈ A, and so αw is the (−1)-component of (1α)b ∈ A. This
shows that W is a subspace of the vector space M over L. Moreover, Q (w),Q (w1),Q (w + w1) are contained in L, hence
g(w,w1) = 12 (Q (w+w1)−Q (w)−Q (w1)) is contained in L also. Therefore, settingM1 = (M0⊗L)⊕W , we get g(x, y) ∈ L
for all x, y ∈ M1. Next define g1 to be the restriction of g toM1 ×M1. ThenM1 is a vector space with the bilinear symmetric
form g1, hence the Jordan algebra A(g1,M1, L) can be determined and A(g1,M1, L) ⊆ A since 1L ⊆ A,M0⊗L ⊆ A andW ⊆ A.
It remains to demonstrate the converse inclusion A ⊆ A(g1,M1, L). To do this let us take an arbitrary element in A, say a.
We have a = 1β0 + e1β1 + · · · + enβn with β0, β1, . . . , βn ∈ K . If 0 ≤ i ≤ m, then βi is the i-coefficient of a, so βi ∈ L. This
means
1β0 + e1β1 + · · · + emβm ∈ 1L⊕ (M0 ⊗ L)
⊆ 1L⊕ (M0 ⊗ L)⊕W = A(g1,M1, L),
whereW means as above the set of all (−1)-components of elements in A. The element em+1βm+1+· · ·+ enβn serves as the
(−1)-component of a hence it is contained inW ⊆ A(g1,M1, L). Consequently, a ∈ A(g1,M1, L) as required. The proposition
is proved completely. 
In the proof of Theorem 1.2, we shall make use not Proposition 4.1 itself but its slightlymoreweaker version. This version
is obtained as the following corollary of the proof of Proposition 4.1.
Corollary 4.3. Let k be a field of characteristic not two and M0 a finite-dimensional vector space over k with a non-degenerate
symmetric bilinear form g0. Let a field K be an algebraic extension of k. Suppose that dimkM0 > 1. If A is a subalgebra of the
Jordan algebra A((g0)K ,M0 ⊗ K , K) such that A ⊇ A(g0,M0, k), then A = A((g0)L,M0 ⊗ L, L), where L is a subfield of K , L ⊇ k.
Proof. According to the proof of Proposition 4.1, A = 1L⊕ (M0 ⊗ L)⊕W , where L is a subfield of K such that L ⊇ k andW
is the orthogonal complement forM0 ⊗ K inM0 ⊗ K itself. Since g0 is non-degenerate, we haveW = {0}, which completes
the proof of the corollary. 
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Now we will show by an example that Corollary 4.3 is not true for dimkM0 = 1.
Let k0 be a field of characteristic p > 2, k = k0(x, y, z) the field of rational functions in indeterminates x, y, z
over k0 and M a one-dimensional vector space over k having a basis e. We supply M with a non-degenerate symmetric
bilinear form g such that g(e, e) = z. Denote by K the field k( p√x, p√y). The Jordan algebras A(g,M, k) = 1k + ek and
A(gK ,M⊗K , K) = 1K+eK are isomorphic to the fields k(√z) and K(√z) respectively. If wewould have A = A(gP ,M⊗P, P)
for some subfield P of K , then A must be a subfield of K(
√
z) having the form P(
√
z). However, take A to be the field k(α)
with α = p√x+ p√y√z. Then k(√z) ⊆ A for
√
z = α
p − x
yz
p−1
2
∈ A.
But it is easy to see that this A cannot be represented in the form P(
√
z), where P is a subfield of K such that P ⊇ k. Therefore,
A as a subalgebra of the Jordan k-algebra A(gK ,M⊗ K , K) cannot be written in the form A(gP ,M⊗ P, P)whichever subfield
P of K , P ⊇ k, would be chosen.
5. Certain properties of linear groups over associative rings
In this section, we prove two auxiliary results which will be used in the proof of Theorem 1.2. These results have actually
been established in [6] and we give them for completeness and for the better elucidation of our main theorems.
Lemma 5.1. Let R be an associative ring with an identity element 1 and k an infinite subfield of the center of R. Assume that
2 ∈ R×. If α ∈ R× and α is algebraic over k, then the subgroup G of GL2(R) generated by the set t12(1) ∪ t21(kα) coincides with
SL2(k[α]).
Proof. It is obvious that G ≤ SL2(k[α]). Clearly also that the ring k[α] is a commutative subalgebra of the k-algebra R. Since
α is algebraic over k, k[α] is finite-dimensional over k. In particular, k[α] is a locally finite k-algebra. Therefore, the lemma
follows from Lemmas 2.4, 2.5 [6]. 
Again let R be an arbitrary ringwith identity. On the additive group of Rwe introduce amultiplication operation ◦defining
it on arbitrary a, b ∈ R as follows:
a ◦ b = 1
2
(ab+ ba).
Then R under the initial addition and the multiplication ◦ constitutes a Jordan ring which will be denoted by R(+). If R is an
algebra over a field k, then R(+) is a Jordan algebra over k.
Now let n be an integer, n ≥ 2. If G ≤ GLn(R), then throughout the paper we denote the set {a ∈ R | t12(a) ∈ G} by L(G).
If r is integer, 0 < r < n, and H ⊆ Mr(R), then diag(H, In−r) denotes the set {diag(h, In−r) | h ∈ H} ⊆ Mn(R).
Lemma 5.2. Let R be an associative ring with an identity element 1, n an integer, n ≥ 2, G ≤ GLn(R). Assume that the following
conditions hold:
(1) 2 ∈ R×.
(2) The center of R contains an infinite subfield k such that every element of R is algebraic over k.
(3) G ≥ diag(SL2(k), In−2).
Then L(G) is a subalgebra of the Jordan k-algebra R(+).
Proof. Let a ∈ L(G). The subring k[a] of R contains a finite number of maximal ideals. So, since k is infinite, one can find
r ∈ k such that r + a ∈ R×. As k ⊆ L(G), we have r + a ∈ L(G). This means that t12(r + a) ∈ G and hence G contains the
subgroup 〈t12(r + a), t21(k)〉which coincides with the group
diag(SL2(k[r + a]), In−2) = diag(SL2(k[a]), In−2)
by Lemma 5.1. In particular, it follows that ka ⊆ L(G) and a2 ∈ L(G). Now let us take another element in L(G), say b. Then
b2 ∈ L(G) and since a+ b ∈ L(G), (a+ b)2 ∈ L(G). Therefore, L(G) contains (a+ b)2 − a2 − b2 = ab+ ba as required. 
6. Subgroups of Spinn(K ,Q ) containing Spinn(k,Q )
The purpose of the present section is to prove Theorem 1.2. Throughout this section, K is a field which is an algebraic
extension of a field k, n an integer, n ≥ 3, Q is a quadratic form in n indeterminates over k, V is an n-dimensional vector
space over k equipped with Q . We assume that char k 6= 2. Denote by f the symmetric bilinear form associated with Q .
If P is a field extension of k, then by VP we denote the vector space over P obtained from V by the extension of k to P , i.e.,
VP = V ⊗k P . We suppose that the form Q is isotropic. It implies that onemay fix an orthogonal basis {e1, e2, . . . , en} of V so
that Q (e1) = 1,Q (e2) = −1. Denote by V0 the subspace of V generated by e3, e4, . . . , en and let Q0 be the restriction of Q to
V0. A canonical embedding of V0 into the Clifford algebra C(Q0) of Q0 will be denoted by ρ0. Every vector e ∈ V0 is identified
with its image ρ0(e) ∈ C(Q0) and we write simply e instead of ρ0(e). We treat the Clifford algebra C(Q ) of Q as the full
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matrix algebraM2(C(Q0)). The isomorphism between C(Q ) andM2(C(Q0)) is determined by the canonical embedding ρ of
V into C(Q ) and in turn ρ is furnished by the following conditions:
ρ(e1) =
(
0 1
1 0
)
, ρ(e2) =
(
0 −1
1 0
)
, ρ(ei) =
(
ei 0
0 −ei
)
(3 ≤ i ≤ n).
The image of the subalgebra C+(Q ) under ρ coincides with the subalgebra C ofM2(C(Q0)) and this C consists of all matrices(
α e3β
e3γ δ
)
∈ M2(C(Q0)) with α, β, γ , δ ∈ C+(Q0). Put D = diag(1, e3). Then DCD−1 = M2(C+(Q0)), that is, C is
conjugate to the algebra M2(C+(Q0)). In this section, we are dealing with matrices of degree two solely. Therefore, the
symbols t12(a) and t21(a) are related to this case only, i.e., they denote
(
1 a
0 1
)
and
(
1 0
a 1
)
respectively.
Let U be an arbitrary subset of C(Q ). The collection of all elements of U having the form 1+ ρ(y)ρ(a), where y is a non-
isotropic vector in V and a is an isotropic vector in V orthogonal to y, will be designated by S(U). Clearly, S(U) ⊆ C+(Q ) for
any U ⊆ C(Q ). The following lemma lists several properties of S(C(Q )).
Lemma 6.1. (1) Every element of S(C(Q )) has the form(
1+ v1v2 + c1d2 v1c2 − v2c1
v2d1 − d2v1 1+ v1v2 + c2d1
)
, (6.1)
where v1, v2 ∈ V0, c1, c2, d1, d2 ∈ k are subjected to the following conditions:
v21 + c1d1 6= 0, (6.2)
v22 + c2d2 = 0, (6.3)
v1v2 + v2v1 + c1d2 + c2d1 = 0. (6.4)
(2) The set S(C(Q )) generates the group Spinn(k,Q ).
(3) If g ∈ S(C(Q )) and s belongs to the Clifford group Γ (Q ), then sgs−1 ∈ S(C(Q )).
Proof. (1) Let us take an arbitrary g ∈ S(C(Q )). By the definition of S(C(Q )), we have g = I2 + ρ(y)ρ(a), where y, a ∈ V
and
ρ(y)2 6= 02, ρ(a)2 = 02, ρ(y)ρ(a)+ ρ(a)ρ(y) = 02. (6.5)
Next if we set
ρ(y) =
(
v1 c1
d1 −v1
)
, ρ(a) =
(
v2 c2
d2 −v2
)
with v1, v2 ∈ V0, c1, c2, d1, d2 ∈ k, then relations (6.5) imply (6.2)–(6.4).
(2) Note that according to the example at the end of Section 3, we have S(C(Q )) ⊆ Spinn(k,Q ). Since V0 possesses a basis
which consists of non-isotropic vectors only, Proposition 3.6 implies that the group Spinn(k,Q ) is generated by matrices
t12(v), t21(v), where v ranges over the set of all non-isotropic vectors of V0. But for any v ∈ V0, we have
t12(v) = I2 + ρ(v)ρ
(
1
2
(e1 − e2)
)
, t21(v) = I2 + ρ(−v)ρ
(
1
2
(e1 + e2)
)
.
Thus, the matrices I2 + ρ(±v)ρ( 12 (e1 ∓ e2)), with v running through the set of all non-isotropic vectors of V0, generates
Spinn(k,Q ). All these matrices are contained in S(C(Q )). Hence the entire set S(C(Q )) generates Spinn(k,Q ) all the more.
(3) This follows immediately from the definition of the Clifford group. 
We require certain notation related to quadratic forms. Namely, by 〈b1〉 ⊥ 〈b2〉 ⊥ · · · ⊥ 〈bm〉 we denote the quadratic
form q such that the diagonal form of q is b1x21 + b2x22 + · · · + bmx2m.
The key step while proving Theorem 1.2 is to establish the following statement.
Theorem 6.2. Let K be a field of characteristic not two, k a subfield of K such that the extension K/k is algebraic, n an integer,
n ≥ 3, Q a non-degenerate quadratic form in n indeterminates over k. Suppose that Q is isotropic and k is infinite. Let
Spinn(k,Q ) ≤ G ≤ Spinn(K ,Q ) and assume that G is generated by the set S(G). Then the following assertions hold:
(1) If n 6= 4, then G = Spinn(L,Q ), where L is a subfield of K , L ⊇ k.
(2) If n = 4 and QK has Witt index 1, then G ∼= Spin3(L0, Q˜ ) ∼= SL2(L0), where L0 is a subfield of a field which is a quadratic
extension of K , L0 ⊇ k, Q˜ is a non-degenerate quadratic form in three indeterminates over L0, the Witt index of Q˜ being equal
to 1. If the extension K/k is simple, then G ∼= Spin4(L,Q ), where L is a subfield of k, L ⊇ k.
(3) If n = 4 and QK has Witt index 2, then either G ∼= Spin3(L0, Q˜ ) ∼= SL2(L0), where L0 is a subfield of the direct sum of
two copies of K , Q˜ is a non-degenerate quadratic form in three indeterminates over L0, the Witt index of Q˜ equals 1, or
G ∼= SL2(L1)× SL2(L2).
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Proof. For the sake of brevity, we put
R = C((Q0)K ), T = C+((Q0)K ), H = DGD−1.
We treat the group Spinn(K ,Q ) and each of its subgroup, in particular G, as a subgroup of GL2(R). If P is a subfield of K
containing k, then the groupDSpinn(P,Q )D−1will be denoted by Fpinn(P,Q ). It is clear that Fpinn(k,Q ) ≤ H ≤ Fpinn(K ,Q ).
By Proposition 3.6, Fpinn(k,Q ) = E2(e3V0), Fpinn(K ,Q ) = E2(e3(V0⊗K)). But e3V0 = k+ke3e4+· · ·+ke3en is a subalgebra
of the Jordan algebra T+, and, moreover, e3V0 is isomorphic to the Jordan algebra A(Φ,N, k), where N = ke3e4+· · ·+ke3en
is a k-vector space of dimension n − 3 with the non-degenerate symmetric bilinear form Φ associated with the quadratic
form 〈−e23e24〉 ⊥ · · · ⊥ 〈−e23e2n〉. Also it should be evident that e3(V0 ⊗ K) = A(ΦK ,N ⊗ K , K). Thus L(H) is a subalgebra of
the Jordan k-algebra A(ΦK ,N ⊗ K , K) and L(H) ⊇ A(Φ,N, k).
First we consider the case n ≥ 5. Here dimk N ≥ 2 and by Corollary 4.3, L(H) = A(ΦL,N ⊗ L, L), where L is a subfield
of K such that L ⊇ k. In other words, L(H) = L + Le3e4 + · · · + Le3en, and so L(G) = Le3 + Le4 + · · · + Len. This shows
that G ≥ Spinn(L,Q ). Now we will proceed to prove the converse inclusion. By our assumption, G = 〈S(G)〉, hence by Part
(2) of Lemma 6.1, it is sufficient to show that if g ∈ S(G) is of the form (6.1) for which conditions (6.2)–(6.4) hold, then
g ∈ Spinn(L,Q ).
In our further arguments, the group GL2(R) will be considered as the automorphism group of a right free R-module F ′
with a basis of two elements f1, f2. We identify eachmatrix of GL2(R)with an automorphism of F ′ determined by this matrix.
The set F ⊆ F ′ of all elements f1u1+ f2u2 with u1, u2 ∈ T is a right free module over T with the same basis {f1, f2}. The group
Fpinn(K ,Q ) consists of automorphisms of the module F . Let g ∈ S(G). Then g has the form (6.1) such that (6.2)–(6.4) are
true. Suppose that c2 6= 0. We employ successively (6.3), (6.4), (6.2) to get
(v1c2 − v2c1)2 = v21c22 − c1c2(v2v1 + v1v2)+ c21v22
= v21c22 − c1c2(−c1d2 − c2d1)+ c1(−c1d2) = c22 (v21 + c1d1) 6= 0.
Thismeans that the vector v1c2−v2c1 ∈ V0 is non-isotropic or, in otherwords, the element ρ(v1)c2−ρ(v2)c1 is invertible
in C(Q ). In addition, since c2 6= 0, we see that
g = I + (f1 − f2v2c−12 )((v1c2 − v2c1)c−12 v2f ′1 + (v1c2 − v2c1)f ′2),
that is, g is a transvection. Consequently, DgD−1 = I + sψ with
s = f1 − f2e3c−12 v2, ψ = (v1c2 − v2c1)c−12 v2f ′1 + (v1c2 − v2c1)e−13 f ′2.
Let us put t = f2, ϕ = f ′1, h = I + tϕ. The invertibility of v1c2 − v2c1 implies that sψ(t) and t are linearly independent
elements in F . It is well known that the algebra T is either simple or a direct sum of two simple algebras. But theWedderburn
theorem says that each simple finite-dimensional associative algebra with identity is isomorphic to the full matrix algebra
over a suitable associative division algebra. In turn every full matrix ring over an associative division ring is von Neumann
regular one. We take into account the fact that a direct sum of regular rings is also regular to draw a conclusion that T is
a regular algebra. But if a module over a regular ring has a basis of m ≥ 1 elements (over this ring), then each m linearly
independent elements of this module form its basis. Hence, in particular, the pair sψ(t), t is a basis of F . Let us denote the
product ϕ(s)ψ(t) by γ . It should be clear that γ = (v1c2 − v2c1)e3 = ψ(t). The automorphisms DgD−1 and hr (r ∈ k) of
the module F have with respect to this basis {sψ(t), t} the matrices t12(1) and t21(γ r) respectively. Hence, by Lemma 5.1,
the group 〈DgD−1, h(k)〉 ≤ H is realized in this basis as SL2(k[γ ]). In particular, H contains the automorphism g˜ such that
its matrix with respect to {sψ(t), t} is t12(γ−1). It is readily verified that
g˜ = (DgD−1)γ−1 = I + wκ,
wherew = f1 − f2e3c−12 v2, κ = e3c−12 v2f ′1 + f ′2 .
Since the field k is infinite, it contains two distinct elements b1, b2 such that bi + c−12 e3v2 ∈ T× for every i = 1, 2.
Set pi = f1 + f2bi, χi = bif ′1 − f ′2 and let h(i) = I + piχi. Evidently, h(i)(k) ≤ Spinn(k,Q ). The elements wκ(pi), pi are
linearly independent over F (for each i = 1, 2), and so they form the basis of F which we denote by B. With respect to this
B, the transvection g˜ has the matrix t12(1) while the transvection h
(i)
r has the matrix t21(δi), where δi = (bi + e3c−12 v2)2.
By Lemma 5.1, the subgroup 〈h(i)(k), g˜〉 of the group H is realized with respect to B as the group SL2(k[δi]). In particular, H
contains the automorphism of F with thematrix t21(δ2i ) relative to B, i.e., the automorphism h
(i)
δi
= I+ (f1+ f2bi)δi(bif ′1− f ′2).
Now let us recall that we agree to identify the automorphism h(i)δi with its matrix relative to the basis {f1, f2}. This yields
h(i)δi = t21(bi)t12(−δi)t21(−bi). But t21(bi) ∈ Fpinn(k,Q ) ≤ H . Therefore, t12(−δi) ∈ H , and it follows that δi ∈ L(H). Thus
b2i + 2bic−12 e3v2 + c−22 e3v2e3v2 ∈ L(H) and in view of the relation b2i ∈ k ⊆ L(H), we have
2b1c−12 e3v2 + c−22 e3v2e3v2 ∈ L(H), (6.6)
2b2c−12 e3v2 + c−22 e3v2e3v2 ∈ L(H). (6.7)
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Let us subtract (6.7) from (6.6) to obtain e3c−12 v2 ∈ L(H) = L+Le3e4+· · ·+Le3en. Hence c−12 v2 ∈ Le3+Le4+· · ·+Len = V0.
This shows that t21(v2c−12 ) ∈ Spinn(L,Q ) ≤ G. Next the equation g = t21(−v2c−12 )t12(v1c2 − v2c1)t21(v2c−12 ) implies that
t12(v1c2 − v2c1) ∈ G, and so g ∈ Spinn(L,Q ).
Now let us recall that the inclusion Spinn(L,Q ) ≤ G has already been obtained, and so in order to prove that g belongs
to Spinn(L,Q ) one may replace g by hgh−1, where h is an arbitrary element in Spinn(k,Q ). Assume that v2 6= 0. We may
choose l ∈ V0 appropriately and then replace g by t12(l)gt−112 (l) to get c2 6= 0. As we have proved above, it follows that
g ∈ Spinn(L,Q ). Assume now that v2 = 0. In this case, (6.3) shows that either c2 = 0 or d2 = 0. Note that without loss of
generality we may suppose that c2 and d2 are not both zero for otherwise g = 1. Thus we are left with the alternatives (1)
c2 6= 0, d2 = 0 or (2) c2 = 0, d2 6= 0. In case (1), relation (6.4) implies that d1 = 0, and so g = t12(v1c2). It follows that
v1c2 ∈ L(G) = V0⊗ L and hence g ∈ Spinn(L,Q ). In case (2), g = t21(−v2d1). Consequently, v2d1 ∈ L(G) = V0⊗ L and again
we obtain that g ∈ Spinn(L,Q ). Thus the theorem is proved for n ≥ 5. It remains to consider the cases n = 3 and n = 4.
Let n = 3. In this situation,we see that V and V0 are spanned over k by the sets {e1, e2, e3} and {e3} respectively. Therefore,
Spin3(k,Q ) = E2(V0) = 〈t12(e3k), t21(e3k)〉,
and so
Fpin3(k,Q ) = E2(e3V0) = 〈t12(k), t21(k)〉 = SL2(k).
Similarly, Fpin3(K ,Q ) = SL2(K). Thus SL2(k) ≤ H ≤ SL2(K). As it has been shown before, every element of S(Spin3(k,Q )) is
a transvection, and since G = 〈S(G)〉, the group H is generated by transvections. According to [3], it follows that H = SL2(L),
where L is a subfield of K such that L ⊇ k. Hence G = 〈t12(e3L), t21(e3L)〉 = Spin3(L,Q ).
Let n = 4. Here we have V = e1k+ e2k+ e3k+ e4k, V0 = e3k+ e4k. Therefore,
Spin4(k,Q ) = 〈t12(V0), t21(V0)〉 = 〈t12(e3k+ e4k), t21(e3k+ e4k)〉
and Fpin4(k,Q ) = E2(k + ke3e4). Similarly, Fpin4(K ,Q ) = E2(K + Ke3e4). Since (e3e4)2 = −e23e24 ∈ k#, the ring
k + ke3e4 = k[e3e4] is either a field or the direct sum of two fields isomorphic to k. In particular, k[e3e4] is semi-local,
and so E2(k[e3e4]) = SL2(k[e3e4]). Also Fpin4(K ,Q ) = SL2(K [e3e4]). Thus, SL2(k[e3e4]) ≤ H ≤ SL2(K [e3e4]) and the group
H is generated by transvections. Here we can imagine three possibilities:
(1) QK has Witt index 1.
(2) Q has Witt index 1 whereas QK has Witt index 2.
(3) Q has Witt index 2.
If Case (1) occurs, then the rings k[e3e4] and K [e3e4] are fields, so L(H) is a subfield L of K [e3e4] such that L ⊇ k. It follows
that H = SL2(L) and hence G ∼= SL2(L) ∼= Spin3(L, Q˜ ), where Q˜ is a quadratic form in three variables over L, the Witt index
of Q˜ being one. If the extension K/k is simple, then L can be represented as L0[e3e4], where L0 is a subfield of K , L0 ⊇ k and
we have G ∼= SL2(L0[e3e4]) ∼= Spin4(L0,Q ). Consider Case (2). Here k[e3e4] is a field, while the ring K [e3e4] is isomorphic to
the direct sum K ⊕ K of two copies of K . By Lemma 2.10 [6], H = SL2(L), where L is a subring of K containing k. Therefore,
either G ∼= SL2(L), where L is a field, L ⊇ k, or L is a direct sum L1 ⊕ L2 of the fields L1, L2 such that both L1, L2 contain k. In
the latter case, G is isomorphic to the direct product SL2(L1)× SL2(L2). At last, when Case (3) occurs, we have k[e3e4] ∼= k⊕k
and K [e3e4] ∼= K ⊕ K . Once again we invoke Lemma 2.10 [6] to infer that G ∼= SL2(L), where L is a subring of the ring K ⊕ K
containing the subring k⊕ k. Therefore, L ∼= L1 ⊕ L2, where L1, L2 are subfields of K containing k and G ∼= SL2(L1)× SL2(L2).
The theorem is proved completely. 
Now we pass to a proof of Theorem 1.2. In view of Theorem 6.2, there is no difficulty about this.
Proof of Theorem 1.2. LetGbe the subgroupof the groupY such thatG is generated by the set S(Y ). By Part (3) of Lemma6.1,
G E Y . Since Spinn(k,Q ) ≤ G ≤ Spinn(K ,Q ), Theorem 1.2 follows immediately from Theorem 6.2. 
7. Proof of Theorem 1.1
Denote by N the subgroup of X such that N is generated by short root elements which are contained in X . Since
Ωn(k,Q ) is generated by short root elements, Ωn(k,Q ) ≤ N . Hence Ωn(k,Q ) ≤ N ≤ Ωn(K ,Q ). We may assume that
Q = 〈1〉 ⊥ 〈−1〉 ⊥ 〈b3〉 ⊥ · · · ⊥ 〈bn〉with b3, . . . , bn ∈ k#. Let us denote by Q0 the quadratic form 〈b3〉 ⊥ · · · ⊥ 〈bn〉. The
group Spinn(K ,Q )will be regarded as a group of matrices of degree two over the ring C+((Q0)K ). Denote Z = {±I2}. Clearly
Z ≤ Spinn(K ,Q ) and let pi be the canonical epimorphism
Spinn(K ,Q )→ Spinn(K ,Q )/Z ∼= Ωn(K ,Q ).
Denote by G the complete pre-image of N under pi . It should be evident that Spinn(k,Q ) ≤ G ≤ Spinn(K ,Q ). We claim that
G is generated by the set S(G). Let s be an arbitrary element in G. We have ϕ(s) ∈ N , and so ϕ(s) = t1t2 . . . tw , wherew ≥ 0
and ti is a short root element ofN (1 ≤ i ≤ w). Denote by pi the pre-image of ti underpi . Then pi ∈ S(G) andpi(pi) = piZ = ti.
Thus pi(s) = pi(p1) . . . pi(pw), i.e., sZ = (p1Z) . . . (pwZ). It follows that either s = p1 . . . pw or s = p1 . . . pw(−I2). When
the former equation holds, s clearly belongs to the group 〈S(G)〉. Since −I2 ∈ Spinn(k,Q ) = 〈S(Spinn(k,Q ))〉, the same
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is true when the latter equation holds. Thereby we have shown that G = S(G), hence Theorem 6.2 can be applied to G.
First we suppose that n 6= 4. In this case, by Theorem 6.2, G = Spinn(L,Q ), where L is a subfield of K , L ⊇ k and so
N = pi(G) = pi(Spinn(L,Q )) = Ωn(L,Q ). Suppose now that n = 4. First we consider the case when QK is of Witt index 1.
By Part (2) of Theorem 6.2, we have G ∼= Spin3(L0, Q˜ ) ∼= SL2(L0), where L0 is a subfield of some field which is a quadratic
extension of K , L0 ⊇ k, and Q˜ is a non-degenerate quadratic form in three variables over L0, the Witt index of Q˜ being 1. It
follows that
N ∼= G/Z ∼= Spin3(L0, Q˜ )/Z ∼= Ω3(L0, Q˜ ) ∼= PSL2(L0).
If the extension K/k is simple, then G ∼= Spin4(L,Q ), where L is a subfield of K , L ⊇ k and N ∼= Ω4(L,Q ). Finally, let us
consider the case when QK is of Witt index 2. In this case, by Part (3) of Theorem 6.2 one of the following holds:
(a) G ∼= Spin3(L0, Q˜ ), where L0 is a subfield of the direct sum K⊕K , Q˜ is a non-degenerate quadratic form in three variables
over L0, the Witt index of Q˜ being 1.
(b) G ∼= SL2(L1)× SL2(L2), where L1, L2 are subfields of K containing k.
In Case (a), we have
N ∼= G/Z ∼= Ω3(L0, Q˜ ) ∼= PSL2(L0),
while in case (b),
N ∼= G/Z ∼= (SL2(L1)× SL2(L2))/Z .
The theorem is proved completely.
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