Simulations of radiation damage in single molecule imaging using X-ray free electron laser use atomic rates calculated in the lowest order. We investigate the difference in ion yield predictions using Hartree-Fock and local density approximation for light and heavy elements of biological significance. The results show that for short and bright pulses both approximations give very similar results for light atoms. For heavy atoms and for light atoms with smaller peak intensity the predictions may differ considerably. This presented analysis allows one to predict if the two approaches will produce similar results for a given atom in a pulse with certain parameters. We also discuss the choice of effective potential and gauge for the calculation of transition rates.
INTRODUCTION
Single molecule imaging using X-ray free electron laser has the potential to outrun radiation damage in the sample [1] . For a typical intensities and pulse lengths of the order of ten femtoseconds radiation damage becomes dynamic and nonlinear which rapidly distorts the electronic configuration of the target [2] . However different studies suggest [3] [4] [5] that the impact of damage might be limited and allow extraction of molecular structure from diffraction data.
Accurate ab initio simulation of XFEL interaction with large molecules is a challenging task due to importance of both structure and dynamics. This goal is beyond any currently available computation resources so approximations are made. High velocities that particles acquire shortly after the start of the pulse allow to use of molecular dynamics methods which treat the problem of free electrons and ions motion as classical. For a molecule with few atoms inclusion of molecular structure effects can be treated at various levels of theory [6, 7] . For large molecules the only currently available option treats molecule as an collection of atoms which evolve independently from one another subject to the XFEL pulse and free electrons [5, 8] released by atoms. With this approximations one can use molecular dynamics [9, 10] or plasma-type simulations [5, 11] with classical motion of atoms, ions, and free electrons but quantum dynamics for the states of individual ions.
For the independent atom model of biomolecules in XFEL pulses various damage effects such as Compton scattering [12] , electron impact ionization [13, 14] , have been studied. In this paper we compare the predictions of the Hartree-Fock and local density exchange approximation in the basic level of the theory which is typically used. We show that for short bright pulses one obtains very similar results with both approximation while with long and weak pulses two methods produce different predictions. An exception to this rule occurs if almost complete ionization is reached by the end of the pulse. Under this condition both approximation converge to the same obvious result. The time scale that determines if the pulse is short or long is the lifetime of a single the K shell hole. The brightness of the pulse can be determined by comparing the total decay rate of K shell vacancy with the product of peak intensity with K shell ionization cross-section.
MEAN FIELD ATOMIC STRUCTURE CALCULATIONS
Atomic structure theory has being used for evaluation of rates for different processes since its foundation by Hartree [15] and Fock [16] . Numerous improvements (see for example [17, 18] ) were developed and allow accurate calculations to be carried out. For simulations of interaction of molecules with XFEL pulse these sophisticated methods are of no advantage compared to independent atoms model because of the complete neglect of molecular effects, which are significant. Therefore we limit ourselves with simple mean field atomic model.
The stationary Schrdinger equation for a single electron orbital [17] in the field of the nucleus and other electrons can be written as
where ψ a ( r) is the bound state wavefunction with energy ǫ a andV dir ( r ) andV ex ( r ) are direct and exchange part of the mean field potential. The above equation is solved for all occupied bound state orbitals of a given atom or ion and solved self consistently. The direct part of the potential has a classical analog and represents electro-static repulsion between an electron in orbital a and all other electrons:
Unlike the direct part the exchange potential can be described using several different forms. Local density exchange (LDA), or simply local exchange is widely used for modeling of atom interaction with XFEL [6, 10, 19, 20] . The exchange potential in this case is local and given by the following equation
where b indicates the summation over all bound state orbitals. The advantage of the LDA approximation is its computation simplicity and ease of implementation. This comes at the price of accuracy which is rather poor. A more accurate expression for exchange potential is obtained in the Hartree-Fock (HF) approximation [15, 16] . It is non-local and is defined through its action on the occupied wavefunction
As a result it is more difficult to implement and the computational cost is higher by about a factor three compared to LDA. This is not a problem for light elements, where approximately 100 runs are required for different electronic configurations but becomes considerable for elements beyond fourth row of the periodic table where tens or hundreds of thousands of different configurations need to be evaluated. We use the restricted average over configuration form of equation (1) . A detailed description can be found in many textbooks on atomic physics, for example [18] . For the evaluation of orbitals with positive energy (continuum) an electron-electron interaction the potential needs to be adjusted to account for reduction in the number of bound state electrons. Since the effective potential for initial and final states are different in this approach the length and velocity gauges no longer result in the same radiative matrix elements [21] . In the following section we consider continuum states in more details.
LENGTH AND VELOCITY GAUGE FOR PHOTOIONIZATION CROSS-SECTIONS

PHOTOIONIZATION
Absorption of photons by an atom leads to photoionization, provided that the energy of the photon exceeds the ionization potential. In the Hartree-Fock approximation the ionization potential I = −ǫ e according to Koopmans theorem [22] , therefore the final continuum state energy of the escaping electron is ǫ c = ω + ǫ e . For local exchange orbitals this expression is only approximately correct. We consider photoionization process in the electric dipole approximation so the corresponding selection rules should be applied. In the non-relativistic case it means that the final and initial orbitals should have an opposite parity, conserved electron spin direction, and the angular momentum change fixed to |l e − l c | = 1.
Total photoionization cross-section in length gauge averaged over initial state and summed over final states can be written as
where α is a fine structure constant, N e is the number of electrons in orbital e, l > = max(l e , l c ). Calculation of radial continuum wavefunctions P c (r) in (5) becomes progressively more demanding with increase in photon energy. In the case of X-ray photons the initial orbital P e (r) is a slowly varying function compared to P c (r) so that the integral in (5) becomes small with increase of ǫ e . In this case replacement of P c (r) with its asymptotic expression may result in a large error in the matrix element value. In this case one should numerically integrate P c (r) to the end of the numerical mesh or to a practical infinity of P e (r) provided that the asymptotic is reached. We chose a log-linear mesh [23] which is uniform in ρ = r + β ln r with small value of parameter β ≈ 10 −3 to insure that there are at least 40 points per wavelength in the asymptotic region.
As mentioned in the previous section, the mean field potential for evaluation of P c (r) needs to be chosen. If one aims at an ab initio calculation it is natural to use the V N −1 potential [17, 24] since it accounts for reduction in the number of remaining electrons and insures orthogonality. We used a simplification of this potential V N −1 no (non-orthogonal) where we sacrificed orthogonality. Although use of non-orthogonal orbitals for evaluation of continuum states is known to provide good results even for comparably low energies [25] the overlap integral of P c (r) and the bound orbitals becomes vanishingly small for energies above a few atomic units [26] . Table I allows the comparison of our results for cross-sections with the existing calculations for carbon atom. The agreement is reasonable and is within 10% for inner shell orbitals while reducing to about 30% for outer shells. We observe a similar pattern for all other elements for which we carried out calculations. The reason for such discrepancy pattern between the LDA and HF results is intuitively clear. As one progresses from the inner to valence shells two approaches give different screening of the nuclear potential. We accurately reproduced the results of [19] us- ing the V N local exchange approximation, in which the excited states are calculated in the field of all initial electrons. Such potential corresponds to N + 1 particles in the final state of the system which results in rather poor approximation for excited states without further application of post-Hartree-Fock methods. Although all model potentials mentioned above must lead to similar results for high energies (Born approximation) we used V N −1 no throughout this letter for consistency reasons.
The use of different potentials for initial and final orbitals results in different values of transition matrix elements in length and velocity gauges. Eq. (5) is written in the length gauge, which is employed throughout this paper. It can be easily re-written in velocity gauge [27] by replacing the radial integral
. (6) Tab. II illustrates the photoionization cross-section values dependence on the gauge. The difference between length and velocity gauge results for HF is in general smaller than that of LDA. As will be shown below the choice of gauge has a much smaller effect on the calculated dynamics of the atom in XFEL pulse than the choice between HF and LDA approximations.
FLUORESCENCE
When the vacancy in the inner shells is created it resembles a highly excited state of the system. Such a state is unstable and quickly transitions into the lowest available energy configuration. The system can dispose of excess energy by emitting a photon (fluorescence) or an electron (Auger/Coster-Kronig processes); we first consider fluorescence.
The energy of the photon is given by ω f h = ǫ f − ǫ h , where ǫ f is the energy of the initial orbital f from which electron fills the hole in orbitals h with energy ǫ h . This transition represents spontaneous decay and the leading order process is of the same electric dipole type as is photoionization and the same selection rules are applied. The total rate Γ F can be calculated using the equation
For fluorescence calculations we used the radial orbitals obtained in a single calculation performed for the initial configuration. This approach is known to give sufficiently good accuracy for initial guess that can be further improved by means of many body perturbation theory [18] , the random phase approximation [23] , or truncated configuration interaction [28, 29] . Any of those refinements would be prohibitively expensive as we seek to evaluate all the possible electronic configurations for a given atom. The molecular effects that were ignored in this model limit the accuracy of the results obtained using atomic calculations in the molecular context. In heavy elements, fluorescence is the dominant mechanism for filling of core vacancies, while for lighter elements Auger effect defines the primary channels.
AUGER AND COSTER-KRONIG PROCESSES
For light atoms the dominant relaxation mechanism is the Auger effect, when the electron from a higher energy orbital f fills the low energy vacancy h and transfers all the excess energy to another electron e from outer shell by means of Coulomb interaction. The latter electron escapes the atom if it acquires energy E c > 0. By means of perturbation theory the transition rate for Auger and Coster-Kronig process is given by the expression [30, 31] Γ A = 2π
Following [31] , stands for summation over final and averaging over initial states, while sum over a = b represents pairwise interactions of electrons. After taking advantage of the properties of Slater determinants and adopting LS coupling scheme [19] one can write (8) as
where c stands for continuum orbital to which electron e is promoted, l c is it's angular momentum. Weighting factor N H h stands for number of holes in orbital h, and
Applying Wigner-Eckart theorem to matrix element in (9) one obtains:
where the reduced matrix element [32] 
and the radial integral (12) are defined by the corresponding expressions in eq. (11) and (12) . In the radial integral in eq. (12) r < = min(r 1 , r 2 ) and r > = max(r 1 , r 2 ). The energy of the Auger electron can become very small for certain configurations. To ensure the convergence of continuum wavefunctions in a Hartree-Fock potential one needs to integrate to some distant radial point where the asymptotic behavior is reached. Such a procedure becomes computationally expensive for small energies of Auger electrons so the cutoff energy is introduced. We used min(ǫ c ) = 0.5 a.u. as the cutoff which we found to give accurate results. Beyond this threshold higher order correlation effects may render the energy negative, making an excited state bound rather than a continuum function. Since we do not consider such processes in the first place it makes the cutoff procedure necessary to validate the approximations that have been adopted.
RATE EQUATION MODEL FOR TIME EVOLUTION
Accurate solution of time dependent Schrdinger equation is a challenging problem. Within perturbation theory it is convenient to use an approximation where the time-dependent wavefunctions are replaced by the timedependent probabilities of finding the system at a given time in certain electronic configuration. This probabilities are interconnected by the processes described above and together form a system of the coupled rate equations [19, 20] . This system can be written as
where i, j indicate electron configurations of bound state electrons, rates Γ i can be both time independent, as fluorescence and Auger process are, or time dependent as is the case of photoionization Γ i (t) = σ i I(t). The pulse intensity, I(t), is taken to have a Gaussian profile characterized by peak intensity and width. Although a real XFEL pulse cannot be accurately described by a single Gaussian type function, it was shown that such an approximate description provides acceptable quantitative match to experimental dynamics [33] . We ran the simulation for time intervals equal to 10 pulse widths, with the pulse centered in the middle of the time interval. A smoothing window function was also introduced at the beginning of the pulse to suppress numerical instabilities. Time intervals between each iteration for solution ware linearly decreasing towards the peak of the pulse and increasing afterwards. We used the implicit Newton method with precision of 10 −6 for convergence for first few starting points and a five step PECE AdamsMoulton method onwards [34] . The size of the numerical grid depends on the parameters of the pulse and indirectly on the element under consideration through the total number and magnitude of transition rates. For a model 8 keV XFEL pulse with 10 fs width and peak intensity of 5.4 × 10 20 W/cm 2 , 1000 points were sufficient for stable integration for light atoms such as C, N, and O, but the required density of numerical grid grows rapidly for heavier elements. For sulfur we used 20000 points, and for iron 10 6 were required. This is to be expected for heavier atoms for which the photoionization cross-section for K-shell grows as Z 6 [35] which requires a much smaller time step for any finite difference scheme. The calculation time is further increased by the rapid growth of the number of available decay channels for each of N possible configurations which can be evaluated as
where n o is the number of orbitals, q a is the number of electrons in the initial orbital a that can be ionized by photons of a given frequency. The cautious reader may notice that for some pulses and moderately heavy atoms the K shell ionization potential might drop below the photon energy due to reduction in screening as there the atom looses valence electrons during the pulse. This is exactly the case for an iron atom in certain pulses, as will be shown below.
CHARGE STATE DYNAMICS
When a single molecule or a cluster is exposed to a short bright pulse of an XFEL it builds up substantial net charge during the pulse. Therefore the electronic structure of a target is quickly distorted from its original configuration. The standard approach to such complex dynamics is to treat atoms as independent subject to external perturbations. We solved the rate equations using the rates calculated with HF and LDA approximations for carbon, nitrogen, oxygen, sulfur, and iron atoms. The first three atoms are relatively light. Together they represent the majority of the atom types one encounters in biological molecules. Sulfur and iron on the other hand are heavy. Although usually present in small amounts in proteins their physical properties with regards to interaction with X-rays are starkly different to light elements. Fig. 1 and 2 demonstrate the results of solving the rate equations (13) for charge state dynamics for carbon, nitrogen, and oxygen atoms in the field of a 10 fs XFEL pulse with peak intensity 5.4 × 10 20 W/cm 2 focused in a 100 × 100 nm 2 area. One can see that by the end of the pulse only three charge states have appreciable population: complete ionization (
, and two electrons retained (C 4+ ,N 5+ ,O 6+ ). For all of these elements the most likely state is that with one remaining electron. The HF and LDA approximations produce similar results that differ by no more than 5%. A separate simulation with the velocity form of photoionization and fluorescence matrix elements showed the difference well below 1%. This leads to the conclusion that the difference in Auger rates that are unaffected by the choice of the gauge has much more influence on the ion yield than the photoionization and fluorescence rates for light elements. One would expect a higher relative yield of completely ionized atoms with increase of atomic number. That is indeed the case as can be seen from Fig. 3 and 4 . Both LDA and HF predict a very similar results for sulfur for the pulse with parameters listed above. We observed the discrepancy increase between two approximations for longer pulse of 40 fs and 5.4 × 10 19 W/cm 2 peak intensity. For this pulse modeling predicts 89.38% and 10.60% for completely ionized and one electron sulfur ions respectively with LDA approximation, while HF gives 94.16% and 5.83% respectively. This difference in yields are of the order of 5% in absolute values and grows beyond 10% for pulse with an order of magnitude weaker intensity. For low intensities it can be attributed to the different rates and cross-sections produced the two approximations. For higher intensities the choice between HF and LDA doesn't affect the results so sharply because of the much more extreme na-ture of the external perturbation which dominates over the differences in internal structure produced by two approaches.
The latter point is further supported by the results obtained for an iron atom. The difference in dynamics produced by LDA and HF approximation is easily visible in Figs. 3 and 4 . The last line of Tab. IV shows a discrepancy of the order of 7%. The lifetimes of the inner shell holes of iron ions are considerably shorter than those of sulfur. So while for sulfur 10 fs, 5.4 × 10 20 W/cm 2 XFEL pulse was "short" and "bright" enough to make the difference between HF and LDA small it is not the case for iron. This explains the emergence of a 7% discrepancy in predictions of HF and LDA for iron listed in Tab. IV.
In our HF calculation the K shell ionization potential for neutral iron atom is 261.39 a.u. which is comparable with the 294.11 a.u. photon energy in the model XFEL pulse. For nitrogen-like iron the K shell ionization potential rises to 296.11 a.u. therefore blocking photoionization in that shell. A similar effect can take place in the system described in [36] where the simulations [37] showed small difference in ion yields of iron atoms irradiated with XFEL beams with photon energy slightly above (7.36 keV) and below (6.86 keV) the neutral K shell ionization potentials. For the pulse parameters listed in the paper our simulations yielded 96% of Fe 24+ for both pulses.
To illustrate the effect of dynamics on ion yield we considered four pulses of 40 fs and 6 × 10 18 W/cm 2 peak intensity with photon energies being 6.86, 7.36, 7.8, and 8.0 keV. First two columns in tab. V show little difference in ion yields. The first few ionization and relaxation events result in a complete halt of K shell photoionization for the pulse with the photon energy slight above the K shell edge. But at that point the ion has enough electrons left to relax and proceed with photoionization without Kshell ionization. The energies for the last two columns of Tab. V are chosen so that one is above and other is below the K-shell ionization potential of nitrogen-like iron. One can clearly see a significant change in ion yields between last two columns which is not the case for the first two columns. So the effect of K-shell ionization blockade is more pronounced at later ionization stages while making no significant difference if it happens at the very start of ionization.
CONCLUSIONS
We carried out simulations of radiation damage dynamics for light and moderately heavy atoms of biological significance using Hartree-Fock and local density exchange potentials. Comparing the yields of different ionization states we observed that for high energy, short, and bright pulses both approximations are in very good agreement for light elements such as carbon, nitrogen, and oxygen. For all of those elements the photon energy greatly exceeded the K shell ionization potential, and the pulse length was of the same order of magnitude as the lifetime of the K shell hole. For those pulse parameters the difference in structure produced by HF and LDA are negligible compared the the effect of external perturbation of the system. For sulfur atoms we observed that as the peak intensity is reduced two approaches start to diverge. The difference in rates calculated using HF and LDA allows sufficient time to manifest itself for longer and less intense pulses. For the long and bright pulse the difference disappears due to complete ionization which is observed regardless of the approximation used. This conclusion is supported by the results obtained for iron for which the model 8 keV XFEL pulse with 10 fs width and 5.4 × 10 20 W/cm 2 peak intensity is neither short nor bright enough compared to light elements and sulfur. Hartree-Fock and local exchange approximations predict up to 7% different yields for this element.
To analyze the difference in dynamics induced by two pulses with photon energies slightly below and above K shell ionization threshold we ran two sets of simulation for iron atom. First set had energy in the vicinity of neutral K shell threshold (7.36 keV and 6.86 keV) while in second second set nitrogen-like iron K shell ionization was targeted (8 keV and 7.8 keV). For neutral atoms an extra channel would hardly make much difference due to large number of electrons and as a result short lifetimes. For highly charge ions the core holes live long enough to affect the overall dynamics. The described above scenario might take place if one considers two approximations one of which allows K shell ionization at the latter stages of the pulse while the other one forbids it. This might be the case for relativistic and non-relativistic treatment of heavy elements such as xenon.
To summarize, both Hartree-Fock and local exchange potentials are equally viable for simulations of interactions of biomolecules in the field of an XFEL pulse. The differences of both approaches for short (comparable to core hole lifetime), highly energetic (much larger photon energy than the K shell ionization potential), and bright (those that yield near completely ionized atoms) pulses is very small compared to errors produce by ignor- ing molecular effects in independent atom approximation. When the pulse doesn't satisfy the above criteria two approaches lead to significantly different results. 
