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a b s t r a c t
This paper investigates the BIBO (bounded input and bounded output) interval stability
testing of fractional-delay systems, a problem of justifying the BIBO stability of a polytopic
family of functions involving fractional-order powers as well as exponential powers. It
proves that the BIBO stability of the polytope is governed by the BIBO stability of the edges
of the polytope, and the latter can be tested graphically via frequency response plots. The
main results generalize some results in the literature.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional-delay systems, standing for dynamical systems involving non-integer order derivatives as well as time delays,
have found many applications in science and engineering [1]. In the field of active control, for example, fractional-order
derivatives have been used to model viscoelastic materials [2–4], and time delay usually comes from the control path
due to measurement, signal processing, filtering and actuation [1]. Both the fractional-order derivatives and time delays
have a significant effect on the system dynamics. Thus, stability of fractional-delay systems has been studied by many
authors [5–11].
The stability of fractional-delay systems can be determined by the root location of the characteristic functions. The
characteristic function of a fractional-order system is a multi-valued function, and it becomes a single-valued function with
a branch cut, say taking the negative real axis as the branch cut. Then, a fractional-delay system is BIBO (bounded input
bounded output) stable if and only if the characteristic equation has no roots in the closed right-half complex plane [10],
where the negative real axis is taken as the branch cut of the multi-valued characteristic function. A number of methods are
available for checking the BIBO stability of a fractional-delay system, such as themethod of Nyquist plot [1,9], themethod of
stability switch [12], some numerical algorithms [5,6], and a generalization of Hassard’s theorem for ordinary delay systems
to fractional delay systems [13].
A real system is usually subjected to some kind of uncertainties, say, structural uncertainty or parameter uncertainty,
due to operating conditions, modeling errors, and so on.When a system involves parameter uncertainty, it means that some
uncertain parameters take values in given intervals respectively. It is required that the system is stable under all parameter
combinations. This is usually referred to as interval stability [14,15], a special case of robust stability. When the orders are
integers, one amazing result for the interval stability is theKharitonov theorem [16],which states that an interval polynomial
family, which has an infinite number of polynomials, is Hurwitz stable (all the roots have negative real parts) if and only if
four specified polynomials of the family are Hurwitz stable. A generalization of this theorem is made in [14]. However, it
has been shown that the Kharitonov theorem cannot be extended either to ordinary delay systems with integer order [17],
or to delay-free fractional systems [18]. Motivated by Fu et al. [17] and Tan et al. [18], this paper shows that the Kharitonov
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theorem cannot be generalized to fractional-delay systems, instead the edge theorem holds for the BIBO interval stability
of a class of fractional-delay systems. Based on the edge theorem as done in [17], a graphical method is proposed. As an
extension of [17], this paper also generalizes the result in [18].
The rest of this paper is organized as follows: Section 2 offers a counter example to show that the BIBO stability at the
endpoints does not guarantee the stability within the whole interval. Section 3 presents the main results, with the proof
given in Section 4. In Section 5, two examples are given for demonstration. Section 6 ends the paper with a few concluding
remarks.
2. Statement of the problem
In this paper, we focus on the fractional-delay systems described by
C
0D
α
t x(t) =
l−
i=0
Aix(t − τi), (0 < α < 2) (1)
where C0D
α
t x(t) is Caputo’s fractional derivative defined by
C
0D
α
t f (t) =
1
Γ (m− α)
∫ t
0
f (m)(τ )
(t − τ)α+1−m dτ (2)
and Γ (·) is the Gamma function,m = [α] + 1 with [α] satisfyingm− 1 ≤ [α] < m, where [α] is the integral part of α and
x(t) ∈ Rn, Ai ∈ Rn×n, 0 = τ0 < τ1 < τ2 < · · · < τl are time delays. With F(s) = L[f (t)] being the Laplace transform of
f (t), one has
L[C0Dαt f (t)] = sαF(s)
under the zero initial conditions. Thus, the characteristic equation of (1) reads:
det

sα I −
l−
i=0
e−τisAi

= 0 (3)
where the characteristic function, namely the left hand side of (3), is
p(s) = snα +

N−
k=0
a1ke−hks

s(n−1)α +

N−
k=0
a2ke−hks

s(n−2)α + · · · +

N−
k=0
anke−hks

(4)
where 0 = h0 < h1 < h2 < · · · < hN are linear combinations of τi, (i = 0, 1, . . . , l), and ajk ∈ R, (j = 1, 2, . . . , n, k =
0, 1, . . . ,N). The system is BIBO stable if and only if p(s) has roots with negative real parts only. As shown in [9], the BIBO
stability can be tested graphically. More precisely, let
p(iω)
(iω + c)nα = R(ω)+ iS(ω), (i
2 = −1) (5)
then p(s) is BIBO stable if and only if for some positive number c , the frequency response plot {R(ω)+ iS(ω) : −∞ < ω <
+∞} does not encircle the origin of the complex plane. Here c can be taken as 1 if |p(0)| is not very large, and c should be
larger if |p(0)| is very large. In addition, the denominator (iω + c)nα in (5) can be replaced with ((iω)α + c)n.
Now, let ajk and a¯jk be specified lower and upper bounds of ajk, satisfying
ajk ∈ [ajk, a¯jk]. (6)
The main objective of this paper is to establish an effective criterion for checking the BIBO interval stability, namely, p(s)
only has roots with negative real parts, for each combination of ajk ∈ [ajk, a¯jk] (j = 1, 2, . . . , n, k = 0, 1, . . . ,N).
Before the statement of the main result, a counter example is firstly given to show that in general the BIBO stability of
the fractional delay system with a parameter being the endpoints of a given interval does not result in the BIBO interval
stability of the system. For example, let us consider a fractional-delay system with an open-loop transfer function
G(s) = −1.5K
(s+ 1)0.495 + Ke−0.165s . (7)
The characteristic function corresponding to the open-loop is:
q(s) = (s+ 1)0.495 + Ke−0.165s. (8)
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Fig. 1. The frequency response plot of Eq. (9) for K = 1, 2 and K = 3.
Fig. 2. The Nyquist plot of Eq. (7) for K = 1, 2 and 3 respectively.
The open-loop is BIBO stable for K = 0 because all the roots of q(s) with K = 0 are in the open left complex plane of the
principal Riemann surface. For K = 1, 2 and K = 3, the open-loop is also BIBO stable because the corresponding frequency
response plot of
q(iω)
(iω + 1)0.495 (9)
does not encircle the origin as shown in Fig. 1. In Fig. 2, the Nyquist plot of G(s) does not encircle the point (−1, 0) for K = 1
and K = 3. While for K = 2, one has G(iω) = −1 at ω = 0, which implies that the Nyquist plot of G(s) crosses the point
(−1, 0). Then the closed-loop corresponding to G(s)with unit feedback is stable for K = 1 and K = 3 except K = 2. That is
to say, the BIBO interval stability of the system cannot be guaranteed by the stabilitywith the parameter being the endpoints
of the given interval.
3. The main results
The BIBO interval stability of our concern requires that each function p(s) in
P =

p(s) = snα +
n−
j=1
N−
k=0
ajke−hkss(n−j)α : ajk ∈ [ajk, a¯jk], j = 1, 2, . . . , n, k = 0, 1, . . . ,N

(10)
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is BIBO stable. And the family P is called BIBO stable if and only if all p(s) ∈ P are BIBO stable. For convenience, let
K(s) = [e−h0ss(n−1)α, . . . , e−hN ss(n−1)α, . . . , e−h0s, . . . , e−hN s], p⃗ = [a10, . . . , α1N , . . . , an0, . . . , anN ]T . (11)
Then, p⃗ ∈ P2n(N+1) := [a10, a¯10] × [a11, a¯11] × . . .× [anN , a¯nN ], and the characteristic function p(s) can be written as
p(s) = snα + K(s)p⃗.
Obviously, p⃗ corresponds to p(s) one by one.
Corresponding to the vertices of P2n(N+1) , one defines
p1(s) = snα + K(s)[a10, a11, a12, . . . , a1N , . . . , αnN ]T
p2(s) = snα + K(s)[a¯10, a11, a12, . . . , a1N , . . . , anN ]T
p3(s) = snα + K(s)[a10, a¯11, a12, . . . , a1N , . . . , anN ]T· · ·
p2n(N+1)(s) = snα + K(s)[a¯10, a¯11, a¯12, . . . , a¯1N , . . . , a¯nN ]T
 . (12)
We call these pk(s), (k = 1, 2, . . . , 2n(N+1)), the vertices of P .
Definition. For given vertices pm(s) and pn(s),−→pm and−→pn are vectors corresponding to pm(s) and pn(s) defined in Eq. (11), if
{λ−→pm + (1− λ)−→pn , λ ∈ [0, 1]} (13)
is the edge of the polytope P2n(N+1) , then the edge of P connecting pm(s) and pn(s) is defined by
Em,n = {λpm(s)+ (1− λ)pn(s), λ ∈ [0, 1]}. (14)
Let PE be the set of all edges of P , namely
PE = {E1,2, E1,3, . . . , E2n(N+1)−1,2n(N+1)}
= {λp1(s)+ (1− λ)p2(s), λp1(s)+ (1− λ)p3(s), . . . , λp2n(N+1)−1(s)+ (1− λ)p2n(N+1)(s), λ ∈ [0, 1]}. (15)
Then one has
Theorem 1 (Edge Theorem). P is stable if and only if PE is stable.
Remark 1. Themain result of [18] is a special case of Theorem 1with all τi = 0.With α = 1 in Eq. (10), Theorem 1 becomes
the main result of [17].
Theorem 2 (Graphical Test). Let E1, E2, . . . , Et be all edges of P, and each edge Ek connects two vertices pk0(s), pk1(s). Then, P
is stable if and only if for all Ek, 1 ≤ k ≤ t satisfying the following conditions:
(i) for some c > 0, the frequency response plot of pk0(iω)/((iω)α + c)n does not encircle the origin;
(ii) the frequency response plot of pk1(iω)/pk0(iω) does not cross (−∞, 0].
Here in Theorem 2, condition (i) guarantees the stability of pk0(s), while condition (ii) together with condition (i)
guarantees the stability of edge Ek.
4. Proof of the main results
Let P(ξ), PE(ξ) be the sets of P and PE with specified s = ξ ∈ C respectively, then the following lemma holds.
Lemma 1. For a given ξ ∈ C, the following relationship holds
∂[P(ξ)] ⊂ PE(ξ) (16)
where ∂[P(ξ)] is the boundary(or the set of exposed edges) of P(ξ).
Proof. With ξ ∈ C, we define an affine map K as following
K : P2n(N+1) → P(ξ) ⊂ C
p⃗ → ξ nα + K(ξ)p⃗.
Obviously, K maps P2n(N+1) to P(ξ) one by one with K(P2n(N+1)) = P(ξ). It follows that K maps vertices and edges of polytope
P2n(N+1) to vertices and edges of P(ξ) respectively (see Fig. 3). In addition, as an affinemap, K maps parallel lines into parallel
lines. So the image P(ξ) is a polytope in the complex plane C, as shown in Fig. 4 for n(N + 1) = 3 and ajk = 0. Meanwhile
the boundary ∂[P(ξ)] of P(ξ) is the union of the exposed edges of P(ξ). Hence ∂[P(ξ)] ⊂ PE(ξ) holds. This completes the
proof of Lemma 1. 
Y.J. Yu, Z.H. Wang / Computers and Mathematics with Applications 62 (2011) 1501–1509 1505
O
y
z
x
K
Fig. 3. The set P2n(N+1) of P for n(N + 1) = 3.
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Fig. 4. The image of P2n(N+1) in the complex plane. The edge with ‘‘∗’’ is the exposed edge of P .
Proof of Theorem 1. The necessity is obvious because PE ⊂ P . Conversely, assume by contradiction that if PE is stable and
there exists s0 withℜ(s0) ≥ 0 such that 0 ∈ P(s0), whereℜ(s0) is the real part of s0, then the sufficiency is proved if we find
s1 withℜ(s1) ≥ 0 such that 0 ∈ PE(s1). In fact, forM > 0 we have
sup
p(s)∈P;ℜ(s)≥0
|s|=M
p(s)snα − 1
 = sup
p(s)∈P;ℜ(s)≥0
|s|=M
 n−
j=1

N−
k=0
ajke−hks

s−jα
 . (17)
It follows that
sup
p(s)∈P;ℜ(s)≥0
|s|=M
p(s)snα − 1
 = sup
p(s)∈P;ℜ(s)≥0
|s|=M
 n−
j=1

N−
k=0
ajke−hks

s−jα
→ 0, (M →+∞). (18)
It means that p(s) ≈ snα for a sufficiently large M . So there exists an M1 > 0 such that for all s satisfying |s| ≥ M1 and
ℜ(s) ≥ 0, we have 0 ∉ P(s). Because the closed right-half complex plane is connected, there is a continuous curve Γ
connecting the point s0 and point s2, where s2 satisfies |s2| ≥ M1,ℜ(s2) ≥ 0. For ξ ∈ Γ , we define
d(ξ) =

min{|qξ | : qξ ∈ ∂[P(ξ)]}; 0 ∉ P(ξ)
−min{|qξ | : qξ ∈ ∂[P(ξ)]}; 0 ∈ P(ξ). (19)
The function d(ξ) is continuous along Γ because Γ is continuous. Obviously d(s2) > 0, d(s0) ≤ 0, thus there exists s1 ∈ Γ
such that d(s1) = 0, namely 0 ∈ ∂[P(s1)], thus 0 ∈ PE(s1) due to Lemma 1, a contradiction to the condition that PE is stable.
The proof of Theorem 1 is completed. 
Remark 2. Lemma 1 and Theorem 1 still hold if the coefficients in p(s) are complex numbers. In this case, the matrix K(s)
is constructed by using the real part and the imaginary part of p(s), and the results can be proved in a similar way as done
above.
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Remark 3. From the proof of Theorem 1, we conclude that P is stable if and only if ∂P (or all exposed edges) is stable. In
applications, however, it is usually difficult to determine precisely the ∂P if the number of parameters of p(s) is larger than
three. Thus, one has to test the stability as required in Theorem 2, namely checking the stability of all edges of P .
Proof of Theorem 2. Based on Theorem1,we should to prove conditions (i) and (ii) are equivalent to all edges E1, E2, . . . , Et
are stable. From [9], one sees that condition (i) is equivalent to pk0(s) is stable.
When condition (i) holds, condition (ii) is equivalent to Ek is stable. In fact, the roots of the function pkλ(s) = (1 − λ)
pk0(s) + λpk1(s) corresponding to the edge Ek are continuous with respect to λ, the stability of the edge function pkλ(s)
connecting pk0(s) can change only if there is a λ ∈ (0, 1] and ω ∈ R such that
pkλ(iω) = (1− λ)pk0(iω)+ λpk1(iω) = 0 (20)
which is equivalent to
1− λ
λ
+ pk1(iω)
pk0(iω)
= 0. (21)
When λ ∈ (0, 1], we have (1− λ)/λ ∈ [0,∞). So pkλ(s), λ ∈ (0, 1] is stable, if and only if condition (ii) holds. Theorem 2 is
proved. 
Remark 4. In practice, the BIBO stability of P is tested according to the following steps:
(a) Find out all the vertices of P .
(b) Test the BIBO stability of an arbitrarily chosen vertex p1(s).
(c) Test the stability of the edges connecting p1(s) and the stability of the edges which have a common vertex with one of
the edges tested before.
We conclude that P is BIBO stable if the stability in steps (b) and (c) is justified, or P is not stable if one vertex or one edge in
steps (b) and (c) loses its stability.
5. Illustrative examples
Example 1. Firstly, let us consider the following fractional-delay equation
C
0D
0.9
t x1(t) = −ax1(t)+ akx2(t − τ)
C
0D
0.9
t x2(t) = x3(t)
C
0D
0.9
t x3(t) = −36x2(t)− 9.6x3(t)+ 36u(t)
(22)
which ismodified directly from the integral wind tunnel control problem [17], with the first order derivative in the left hand
side being replaced with a fractional-order derivative C0D
0.9
t . The parameters are assumed to take values in
a ∈ [0.388, 1.353], k ∈ [−0.01444,−0.0029] (23)
the time-delay is fixed to be τ = 0.33, and the feedback controller is given by
u(t) = 36.25x1(t)+ 0.62493x2(t)+ 0.1x3(t)− 0.0252816x2(t − 0.165)− 0.0058395x2(t − 0.33).
Thus the characteristic function of system (22) is
p(s, a, k) = s2.7 + (6+ a)s1.8 + (13.75+ 6a+ 1.82e−0.165s + 0.42e−0.33s)s0.9
+ 13.75a+ 1.82ae−0.165s + (0.42a− 1305ka)e−0.33s. (24)
We want to check that this fractional-delay differential equation is BIBO stable under all parameter combinations given in
(23). By following the graphical test, one has
Step (a). The vertices of P are given below:
p1(s) = p(s, a, k) = s2.7 + 6.388s1.8 + (16.078+ 1.82e−0.165s + 0.42e−0.33s)s0.9
+ 5.335+ 0.70616e−0.165s + 7.4745096e−0.33s
p2(s) = p(s, a, k¯) = s2.7 + 6.388s1.8 + (16.078+ 1.82e−0.165s + 0.42e−0.33s)s0.9
+ 5.335+ 0.70616e−0.165s + 1.631346e−0.33s
p3(s) = p(s, a¯, k) = s2.7 + 7.353s1.8 + (21.868+ 1.82e−0.165s + 0.42e−0.33s)s0.9
+ 18.60375+ 2.46246e−0.165s + 26.0644626e−0.33s
p4(s) = p(s, a¯, k¯) = s2.7 + 7.353s1.8 + (21.868+ 1.82e−0.165s + 0.42e−0.33s)s0.9
+ 18.60375+ 2.46246e−0.165s + 5.6886885e−0.33s.
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Fig. 5. The frequency response plot of Eq. (26) in Example 1.
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Fig. 6. The frequency response plots of the functions given in Eq. (27).
With the notation Em,n = {(1− λ)pm(s)+ λpn(s), λ ∈ [0, 1]}, the edge set PE , namely the exposed edges of the polytope P
are given by
PE = {E1,2, E1,3, E2,4, E3,4}. (25)
Step (b). Check the stability of p1(s). As ω varies from−∞ to+∞, the frequency response plot of
p1(iω)/((iω)0.9 + 1)3 (26)
does not encircle the origin, as shown in Fig. 5. So p1(s) is BIBO stable.
Step (c). Check the stability of the edges. As shown in Fig. 6, the frequency response plots of
{p2(iω)/p1(iω), p3(iω)/p1(iω), p4(iω)/p2(iω), p4(iω)/p3(iω)} (27)
do not cross (−∞, 0]. So all edges are BIBO stable. Thus, P is BIBO interval stable.
Example 2. Now, we check the interval stability of the family [18]
P = {p(s) = a0 + a1s0.5 + a2s+ a3s1.5 + s2 : a0 ∈ [6, 4], a1 ∈ [9, 12], a2 ∈ [0.4, 1.6], a3 ∈ [0.8, 1.2]}. (28)
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Fig. 7. Frequency response plot of p1(iω)/((iω)0.5 + 1)4 in Example 2.
Step (a). The vertices of P are given below:
p1(s) = 6+ 9s0.5 + 0.4s+ 0.8s1.5 + s2, p2(s) = 14+ 9s0.5 + 0.4s+ 0.8s1.5 + s2
p3(s) = 6+ 12s0.5 + 0.4s+ 0.8s1.5 + s2, p4(s) = 14+ 12s0.5 + 0.4s+ 0.8s1.5 + s2
p5(s) = 6+ 9s0.5 + 1.6s+ 0.8s1.5 + s2, p6(s) = 14+ 9s0.5 + 1.6s+ 0.8s1.5 + s2
p7(s) = 6+ 12s0.5 + 1.6s+ 0.8s1.5 + s2, p8(s) = 14+ 12s0.5 + 1.6s+ 0.8s1.5 + s2
p9(s) = 6+ 9s0.5 + 0.4s+ 1.2s1.5 + s2, p10(s) = 14+ 9s0.5 + 0.4s+ 1.2s1.5 + s2
p11(s) = 6+ 12s0.5 + 0.4s+ 1.2s1.5 + s2, p12(s) = 14+ 12s0.5 + 0.4s+ 1.2s1.5 + s2
p13(s) = 6+ 9s0.5 + 1.6s+ 1.2s1.5 + s2, p14(s) = 14+ 9s0.5 + 1.6s+ 1.2s1.5 + s2
p15(s) = 6+ 12s0.5 + 1.6s+ 1.2s1.5 + s2, p16(s) = 14+ 12s0.5 + 1.6s+ 1.2s1.5 + s2
and the edge set PE reads:
PE =

E1,2, E3,4, E5,6, E7,8, E9,10, E11,12, E13,14, E15,16;
E1,3, E2,4, E5,7, E6,8, E9,11, E10,12, E13,15, E14,16;
E1,5, E2,6, E3,7, E4,8, E9,13, E10,14, E11,15, E12,16;
E1,9, E2,10, E3,11, E4,12, E5,13, E6,14, E7,15, E8,16,
 .
Step (b). Check the stability of p1(s). As shown in Fig. 7, the frequency response plot of p1(iω)/((iω)0.5+1)4 does not encircle
the origin, so p1(s) is BIBO stable.
Step (c). Check the stability of the edges of P . We should give out the following frequency response plots:
p2(iω)/p1(iω), p4(iω)/p2(iω), p6(iω)/p2(iω), p10(iω)/p2(iω), p8(iω)/p4(iω), p12(iω)/p4(iω),
p8(iω)/p6(iω), p14(iω)/p6(iω), p3(iω)/p1(iω), p4(iω)/p3(iω), p7(iω)/p3(iω), p11(iω)/p3(iω),
p8(iω)/p7(iω), p15(iω)/p7(iω), p12(iω)/p11(iω), p15(iω)/p11(iω), p5(iω)/p1(iω), p6(iω)/p5(iω),
p7(iω)/p5(iω), p13(iω)/p5(iω), p14(iω)/p13(iω), p15(iω)/p13(iω), p16(iω)/p14(iω), p16(iω)/p15(iω),
p9(iω)/p1(iω), p10(iω)/p9(iω), p11(iω)/p9(iω), p13(iω)/p9(iω), p12(iω)/p10(iω), p14(iω)/p10(iω),
p16(iω)/p12(iω), p16(iω)/p8(iω)

. (29)
As shown in Fig. 8, all frequency response plots in (27) do not cross (−∞, 0]. Then P is BIBO stable, which is identical to the
one given in [18].
6. Conclusion
When a fractional-delay system is subjected to some uncertain parameters falling in some given intervals respectively,
the BIBO interval stability requires checking the BIBO stability of a polytope with infinite number of functions involving
fractional-order powers as well as exponential powers. As a generalization of the results in [17,18], the main results of this
paper indicate that the BIBO stability of the polytope can be tested by the BIBO stability of the edges of the polytope, a case
that the BIBO stability can be tested graphically via frequency response plots through a finite number of steps. The illustrative
examples show that the graphical testing works effectively.
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Fig. 8. Frequency response plots of the functions given in (29).
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