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A CORRECTION TO THE PAPER
“LOG ABUNDANCE THEOREM FOR THREEFOLDS”
Kenji Matsuki
Dr. Qihong Xie of Tokyo University points out that in Chapter 6 of the paper
“Log Abundance Theorem for Threefolds” by Sean Keel, Kenji Matsuki, and
James McKernan, Duke Math. J. Vol. 75 No. 1 (1994), 99-119, there are several
crucial mistakes and misleading statements.
The original manuscripts of the second author, on which the entire Chapter 6
was based upon, did not contain these mistakes, and the statements were different
from the ones in the paper. The calamity somehow crept into the paper in the
process of collaboration in order to adapt, simplify and modify the arguments in
the manuscripts.
To be more precise and concrete, we list the mistakes and problematic statements
that Xie [22] communicated to us below:
Theorem 6.1: In “Moreover” statement in case (2) of the assertion, the crucial
assumption of D1 ·D2 · ... ·Dn−1 being not numerically trivial is missing. Further-
more, the asserted inequality is different from the one in the original manuscripts
mentioned above.
The absence of the assumption also affects the statements of Corollaries 6.2 and
6.3, both of which did not exist in the original manuscripts.
Corollary 6.2: The paper intended to apply Theorem 6.1 with Dn−1 = Dn =
−KX and the fact that there is no family of rational curves C covering X with
−KX · C = 0. The correct statement with the extra assumption will be found at
the end of this correction.
Corollary 6.3: The statement is correct, but the proof needs a little more care
taking the extra assumption into consideration.
Lemma 6.4: The second part of the assertion “and there is a fixed positive
number ǫ such that f ≤ g implies f(a) ≤ g(a), for all 0 ≤ a ≤ ǫ and any f and
g in P .” is a sheer nonsense. For example, if we take P = {fn, gn;n ∈ N, fn =
−n2a + 1, gn = −(n + 1)
2a + 2}, then P is a subset of Q[a] such that the degree,
the coefficients, and the denominator of any coefficient are bounded from above.
Obviously we have fn ≤ gn according to the definition of the paper. However, as
fn−gn = (2n+1)a−1, there is no fixed positive number ǫ such that fn(a) ≤ gn(a)
for all 0 ≤ a ≤ ǫ and for all n ∈ N.
Lemma 6.5: In “Furthermore” part of the assertion, the crucial assumption of
D1 ·D2 · ... ·Dn−1 being not numerically trivial is missing. Moreover, the asserted
inequality is different from the one in the original manuscripts mentioned above.
Proof of Lemma 6.5: For the assertion that the Harder-Narasimhan filtration of
E with respect to H1 ·H2 · ... ·Hn−1 is independent of a when a is small enough (and
positive), the paper simply attributes the proof to Lemma 6.4, which is found to be
a nonsense as above. In the original manuscripts, there was no Lemma 6.4 and the
argument there for the stability (independence) of the Harder-Narasimhan filtration
is different and more explicit than the one in the paper, as will be presented in this
correction.
For the proof of the inequality, the paper says, “(Now, if we set
D = 1
k
c1(F ) −
1
(r−k)c1(E/F ), then D ·D1 ·D2 · ...Dn−1 = 0,) and so, by applying
the Hodge index theorem on S and taking the limit, D2 · D1 · D2 · ... · Dn−2 ≤ 0.
Using this, it is an easy calculation to deduce the Bogomolov inequality for E.”
Not only that the author (Kenji Matsuki) of this correction does not understand
this part of the argument, but also, since it seems that it does not use the crucial
assumption of D1 ·D2 · ... ·Dn−1 being not numerically trivial in any way, it raises
a serious question to the validity of the proof (and also to the asserted inequality
itself). In the original manuscripts, the inequality asserted is different from the one
in the paper, and the explicit computation to derive the inequality shows clearly
one place where the assumption of D1 ·D2 · ... ·Dn−1 being not numerically trivial
is used in an essential way.
In this correction, therefore, we rewrite Chapter 6 presenting the arguments
closer to and more faithful to the original manuscripts, in order to clarify these
mistakes and the statements. With the corrected arguments and statements, we do
estabilsih the required inequality involving the second Chern class to complete the
arguments for the log abundance conjecture (for threefolds) in the case ν = 2. The
rest of the proof remains valid without any change.
Although the original paper is a collaboration of the above three authors, the
second author, Kenji Matsuki, is solely responsible for this correction, as well as
for the mistakes and misleading statements in the published paper which called for
the necessity of this correction.
We thank Dr. Qihong Xie for bringing the attention of the author to the needs
of this correction, and Profs. Keiji Oguiso and Yoichi Miyaoka for valuable help.
New Chapter 6. Interaction of Bogomolov stability and Mori’s bend and
break method.
6.1. Brief review of the outline.
We briefly recall the essence of the log abundance conjecture for threefolds.
Let (X,∆) be a pair consisting of a normal projective (or more generally com-
plete) variety X of dimension 3 (over an algebraically closed field of characteristic
zero) and an effective Q-divisor ∆, called a boundary divisor, such that it has
only kawamata log terminal (or more generally log canonical) singularities and that
KX +∆ is nef. The conjecture asserts that the linear system |m(KX +∆)| is base
point free for some m ∈ N.
The basic and rough outline of our proof for the conjecture goes as follows:
Firstly, we show that |m(KX +∆)| is non-empty for some m ∈ N.
This is done in Theorem 1.2 of Keel-Matsuki-McKernan[8]. The argument follows
closely the one by Miyaoka[13,14,15] for the existence of a member of |mKX |, for
some m ∈ N, where X is a minimal threefold, as the first step to prove the usual
abundance conjecture for threefolds (cf.Kawamata[5]). In our log(arithmic) version,
a special attention has to be paid to the case where X has a structure of a uniruled
variety with κ(X,KX) = −∞ and where the addition of an effective Q-divisor
should push up κ(X,KX +∆) to 0 or more.
Secondly, we analyze the cases according to the numerical Kodaira dimension
ν(X,KX +∆) = 0, 1, 2, 3.
Suppose ν = 0. Then the existence of a member implies that m(KX + ∆) ∼ 0
for some m ∈ N, verifying the log abundance.
Suppose ν = 3 = dimX . Then the base point freeness theorem of Kawamata-
Reid-Shokurov (cf. Kawamata-Matsuda-Matsuki[7]) tells us that |m(KX + ∆)| is
base point free for sufficiently large and divisible m ∈ N, verifying the log abun-
dance.
In order to deal with the remaining cases where ν = 1, 2, we follow the strategy
of Kawamata[5] applied to settle the usual abundance conjecture for threefolds in
the cases where ν = 1, 2.
One of the main ingredients of his strategy is the application of the log MMP to
find a “better” (minimal) model than the original one, whose abundance statement,
however, will imply that of the original. This part can be carried out similarly for
our log(arithmic) version. (We use the same notation (X,∆) for the “better” model
by abuse of notation.) See Chapter 5 of Keel-Matsuki-McKernan[8] for detail and
the precise meaning of the word “better”.
Once this is done, the proof for the case where ν = 1 goes almost verbatim as
the one in Chapter 13 of Kolla´r et al[9] for the usual abundance.
Another of the main ingredients of his strategy, to settle the case where ν = 2,
is the non-negativity of the intersection c2 · L where L = mKX . This guarantees
that there are enough sections to imply the abundance, via the computation of the
Riemann-Roch formula for L and via the log abundance for surfaces in an induc-
tional scheme of the proof. The non-negativity is a consequence of the Bogomolov-
Miyaoka inequality, which is implied by the generic semi-positivity of Ω1X (which is
equivalent to the generic semi-negativity of the tangent sheaf TX).
In our log(arithmic) version, however, we do not have the generic semi-positivity
of Ω1X , as X may well be uniruled as an ambient space.
This is the place where we have to observe the interaction of the Bogomolov
stability and Mori’s bend and break method more closely, as we do here in Chapter
6.
Namely, if the tangent sheaf is not semi-negative, then there is some destabilizing
“positive” subsheaf. Then by the method of Mori’s bend and break, there exists a
family of rational curves C along this subsheaf with the property L · C = 0 where
L = m(KX + ∆). Essentially the family of rational curves induces a fiber space
structure X → Y , where the line bundle L is the pull-back of another on Y . Thus
the log abundance of L on X is reduced to that of this line bundle on Y , which has
dimension one less, and we are done.
If the tangent sheaf does not have such a destabilizing subsheaf, i.e., if it is
semistable, then we can derive the same non-negativity of the intersection c2 ·L via
the modification of the Bogomolov-Miyaoka inequality, obtaining the same estimate
for the sections of L as before. This finishes the proof for the case where ν = 2.
In the following, we present this interaction of the Bogomolov stability and Mori’s
bend and break method in detail.
6.2. Setting.
LetX be a normal projective variety of dimension d which has quotient singulari-
ties in codimension 2, i.e., there is a Zariski closed subset F ofX with codimXF ≥ 3
such that X \ F has only quotient singularities. (This is the case if, for example,
X has only (kawamata) log terminal singularities.)
We remark then that, though the notion of Q-varieties and Q-sheaves in the
sense of Mumford[18] (cf. Matsusaka[11]Kawamata[5]Chapter 10 in Kolla´r et al[9])
is well-defined only over X \F , for a Q-sheaf on X \F , the Chern classes cˆ1(E) and
cˆ2(E) are well-defined objects in A
1(X) ⊗ Q and A2(X) ⊗ Q, respectively, via the
isomorphisms
A1(X \ F )⊗Q
∼
→ A1(X)⊗Q
A2(X \ F )⊗Q
∼
→ A2(X)⊗Q.
(In Chapter 10 of Kolla´r et al[9], the Chern classes for Q-varieties are explicitly
defined by Megyesi only in dimension 2, where the condition in Mumford [18] of the
“global cover” X˜ being Cohen-Macaulay is automatically satisfied. Being a non-
expert in the field, we can only offer an explicit reference without the dimension
restriction of the Chern classes (the resolution property) to the recent paper by
Totaro[20]. The reader is also invited to look at Vistoli[21], Eddidin-Hassett-Kresch-
Vistoli[2] among others.)
We also remark that, for Cartier divisors D1, D2, ..., Dd−1 on X , the intersection
numbers cˆ1(E) · D1 · D2 · ... · Dd−1, cˆ1(E)
2 · D1 · D2 · ... · Dd−2, and
cˆ2(E) · D1 · D2 · ... · Dd−2 are well-defined. (Note that, by taking appropriate hy-
perplane sections, these intersection numbers can be computed on normal surfaces
with only quotient singularities.)
We write KX = cˆ1(Ω
1
X) = −cˆ1(TX) ∈ A
1(X) ⊗ Q, where Ω1X is the sheaf of
1-forms and TX is the tangent sheaf of X , respectively.
For a torsion free coherent sheaf E onX and nef Cartier divisorsD1, D2, ..., Dd−1,
it is straightforward to define the (averaged) slope
µ(D1·D2·...·Dd−1)(E) =
cˆ1(E) ·D1 ·D2 · ... ·Dd−1
rank E
and semistability of E with respect to (D1 ·D2 · ... ·Dd−1), as well as to show the
existence and the uniqueness of the Harder-Narasimhan filtration.
6.3. Theorem. Let D1, D2, ..., Dd be nef Cartier divisors on X such that
D1 ·D2 · ... ·Dd = 0 and −KX ·D1 ·D2 · ... ·Dd−1 ≥ 0.
Then either
(1) X is covered by a family of rational curves (of bounded degree) such that
Dd · C = 0, or
(2) the tangent sheaf TX is (D1 · D2 · ... · Dd−1)-semistable and
cˆ1(TX) ·D1 ·D2 · ... ·Dd−1 = −KX ·D1 ·D2 · ... ·Dd−1 = 0.
Moreover, in case (2), if D1 · D2 · ... · Dd−1 is not numerically trivial, then we
have the inequality
cˆ2(TX) ·D1 ·D2 · ... ·Dd−2 ≥
1
2
cˆ1(TX)
2 ·D1 ·D2 · ... ·Dd−2.
(In particular, if we assume further that cˆ1(TX)
2 ·D1 · D2 · ... ·Dd−2 = K
2
X ·D1 ·
D2 · ... ·Dd−2 ≥ 0, then cˆ2(TX) ·D1 ·D2 · ... ·Dd−2 ≥ 0.)
The rest of the chapter is devoted to the proof of Theorem 6.3.
6.4. Proposition. Let E be a torsion free coherent sheaf, H an ample divisor, and
D1, D2, ..., Dd−1 nef Cartier divisors on X. Then the Harder-Narasimhan filtration
of E with respect to (H + nD1) · (H + nD2) · ... · (H + nDd−1)
0 = E0,n ⊂ E1,n ⊂ ... ⊂ Ekn,n = E
stabilizes for n sufficiently large. That is to say, there exists a filtration
0 = E0 ⊂ E1 ⊂ ... ⊂ Ek = E
and no ∈ N such that for n ≥ no we have
0= E0 ⊂ E1 ⊂ ... ⊂ Ek = E
∥∥∥
∥∥∥
∥∥∥
∥∥∥
0=E0,n⊂E1,n⊂ ... ⊂Ekn,n = E
Proof.
Step 0. Let
nd−1Ad−1+n
d−2Ad−2+ ...+nA1+A0 = (H +nD1) · (H +nD2) · ... · (H +nDd−1)
be the expansion according to the powers of n. Remark the two facts. The first,
which can be easily verified since X has quotient singularities in codimension 2, is
that there exists q ∈ N such that for any subsheaf F ⊂ E we have
µAd−1(F), µAd−2(F), ..., µA1(F), µA0(F) ∈
1
q · r!
Z
where r = rank E . The second is that there exists b ∈ N such that for any subsheaf
F ⊂ E
µAd−1(F), µAd−2(F), ..., µA1(F), µA0(F) ≤ b.
In order to see the second assertion, one can for example argue as follows. Take
the dual E∨ = HomOX (E ,OX). Choose a sufficiently ample divisor L such that
E∨⊗L is globally generated, i.e., we have a surjection O⊕mX → E
∨⊗L→ 0. Taking
the dual sequence, we have an injection 0 → E∨∨ → L⊕m. Note that for any
subsheaf F ⊂ E there is an open subset U ⊂ X with codimX(X \ U) ≥ 2 such
that F|U and E|U are locally free and that E|U = E
∨∨|U . The above injection
then induces another injection 0 → F|U → L
⊕m|U and hence one more injection
0 → ∧sF|U → ∧
s(L⊕m)|U where s = rank F . Since codimX(X \ U) ≥ 2, this
implies that
µAi(F) =
1
s
cˆ1(F) ·Ai ≤ L ·Ai ≤ max
i
{L ·Ai} = b,
where b = maxi{L · Ai} is independent of F .
Step 1. Let md−1 = max{µAd−1(F);F ⊂ E}. The existence of such md−1 is
guaranteed by Step 0. We claim that there is a maximal subsheaf EAd−1 with
µAd−1(EAd−1) = md−1, i.e., any subsheaf G ⊂ E with µAd−1(G) = md−1 is contained
in EAd−1 .
In fact, let G,H ⊂ E be two subsheaves with µAd−1(G) = µAd−1(H) = md−1.
Consider the exact sequence
0→ G ∩H → G ⊕H → G +H → 0
where G ∩H,G+H ⊂ E are subsheaves and where (g, h) ∈ G ⊕H 7→ g−h ∈ G+H.
We have
rank (G ∩ H)µAd−1(G ∩ H) + rank (G +H)µAd−1(G +H)
rank (G ∩ H) + rank (G +H)
= µAd−1(G ⊕ H)
=
rank (G)µAd−1(G) + rank (H)µAd−1(H)
rank (G) + rank (H)
= md−1
Since µAd−1(G∩H), µAd−1(G+H) ≤ md−1 by the maximality of md−1, we conclude
µAd−1(G ∩ H) = µAd−1(G +H) = md−1.
Now the existence of the maximal subsheaf EAd−1 follows from the noetherian prop-
erty of the coherent sheaf E .
Inductively we construct the subsheaves E(Ad−1,Ad−2,...,Ad−i) for i = 2, ..., d.
Step i. Let md−i = max{µAd−i(F);F ⊂ E , µAd−k(F) = md−k, k = 1, ..., i − 1}.
The existence of such md−i is guaranteed by Step 0. We claim that there is a
maximal subsheaf E(Ad−1,Ad−2,...,Ad−i) with µAd−k(E(Ad−1,Ad−2,...,Ad−i)) = md−k for
k = 1, ..., i, i.e., any subsheaf G ⊂ E with µAd−k(G) = md−k for k = 1, ..., i is
contained in E(Ad−1,Ad−2,...,Ad−i).
In fact, let G,H ⊂ E be two subsheaves with µAd−k(G) = µAd−k(H) = md−k for
k = 1, ..., i. Consider the exact sequence
0→ G ∩H → G ⊕H → G +H → 0
where G ∩H,G+H ⊂ E are subsheaves and where (g, h) ∈ G ⊕H 7→ g−h ∈ G+H.
Then in Step (i− 1) we showed as an inductional hypothesis that
µAd−k(G ∩ H) = µAd−k(G +H) = md−k for k = 1, ..., i− 1.
We have
rank (G ∩ H)µAd−i(G ∩ H) + rank (G +H)µAd−i(G +H)
rank (G ∩ H) + rank (G +H)
= µAd−i(G ⊕ H)
=
rank (G)µAd−i(G) + rank (H)µAd−i(H)
rank (G) + rank (H)
= md−i.
Since µAd−i(G ∩H), µAd−i(G+H) ≤ md−i by the maximality of md−i, we conclude
µAd−i(G ∩ H) = µAd−i(G +H) = md−i.
Now the existence of the maximal subsheaf E(Ad−1,Ad−2,...,Ad−i) follows from the
noetherian property of the coherent sheaf E . Note that
E(Ad−1,Ad−2,...,Ad−i) ⊂ E(Ad−1,Ad−2,...,Ad−(i−1)) ⊂ E .
By induction on the rank of E , it is enough to show that the first piece of the
Harder-Narasimhan filtration E1,n is stable for n≫ 0.
Final Step. We claim that E(Ad−1,Ad−2,...,A1,A0), which we denote by E1 for
short, is the first piece E1,n of the Harder-Narasimhan filtration with respect to
(H + nD1) · (H + nD2) · ... · (H + nDd−1) for n≫ 0.
Choose n1 ∈ N such that for all n ≥ n1 we have
md−1n
d−1+md−2n
d−2+ ...+m1n+m0 > {md−1−
1
q · r!
}nd−1+bnd−2+ ...+bn+b.
For a subsheaf F ⊂ E , if µAd−1(F) 6= md−1, then we have for n ≥ n1
µ(H+nD1)·(H+nD2)·...·(H+nDd−1)(E1)
= md−1n
d−1 +md−2n
d−2 + ...+m1n+m0
> {md−1 −
1
q · r!
}nd−1 + bnd−2 + ...+ bn+ b
≥ µAd−1(F)n
d−1 + µAd−2(F)n
d−2 + ...+ µA1(F)n+ µA0(F)
= µ(H+nD1)·(H+nD2)·...·(H+nDd−1)(F).
Therefore, in order for F to have the maximal (averaged) slope with respect to
(H + nD1) · (H + nD2) · ... · (H + nDd−1) it is necessary that µAd−1(F) = md−1.
Inductively, for i = 2, ..., d, choose n1 ≤ n2 ≤ ... ≤ ni such that for all n ≥ ni we
have
md−1n
d−1 +md−2n
d−2 + ...+md−(i−1)n
d−(i−1)
+md−in
d−i +md−(i+1)n
d−(i+1) + ...+m1n+m0
> md−1n
d−1 +md−2n
d−2 + ...+md−(i−1)n
d−(i−1)
+ {md−i −
1
q · r!
}nd−i + bnd−(i+1) + ...+ bn+ b.
For a subsheaf F ⊂ E with
µAd−1(F) = md−1, µAd−2(F) = md−2, ..., µAd−(i−1)(F) = md−(i−1),
if µAd−i(F) 6= md−i, then we have for n ≥ ni
µ(H+nD1)·(H+nD2)·...·(H+nDd−1)(E1)
= md−1n
d−1 +md−2n
d−2 + ...+md−(i−1)n
d−(i−1)
+md−in
d−i +md−(i+1)n
d−(i+1) + ...+m1n+m0
> md−1n
d−1 +md−2n
d−2 + ...+md−(i−1)n
d−(i−1)
+ {md−i −
1
q · r!
}nd−i + bnd−(i+1) + ...+ bn+ b.
≥ µAd−1n
d−1 + µAd−2n
d−2 + ...+ µAd−(i−1)n
d−(i−1)
+ µAd−in
d−i + µAd−(i+1)n
d−(i+1) + ...+ µA1n+ µA0
= µ(H+nD1)·(H+nD2)·...·(H+nDd−1)(F).
Therefore, in order for F to have the maximal (averaged) slope with respect to
(H + nD1) · (H + nD2) · ... · (H + nDd−1) for n ≥ ni it is necessary that
µAd−1(F) = md−1, µAd−2(F) = md−2, ..., µAd−(i−1)(F) = md−(i−1), µAd−i(F) = md−i.
Finally we conclude that for n ≥ nd in order for a subsheaf F ⊂ E to have the
maximal (averaged) slope with respect to
(H + nD1) · (H + nD2) · ... · (H + nDd−1) it is necessary (and sufficient) that
µAd−1(F) = md−1, µAd−2(F) = md−2, ..., µA1(F) = m1, µA0(F) = m0.
Since E1 is the maximal subsheaf among such, it is the maximal destabilizing sub-
sheaf of E with respect to (H + nD1) · (H + nD2) · ... · (H + nDd−1) for n ≥ nd.
This concludes the proof of Proposition 6.4.
Proposition 6.5. Let D1, D2, ..., Dd−1 be nef Cartier divisors on X. Let E be
a (D1 · D2 · ... · Dd−1)-semistable torsion free coherent sheaf on X. Suppose that
D1 ·D2 · ... ·Dd−1 is not numerically trivial and that cˆ1(E) ·D1 ·D2 · ... ·Dd−1 = 0.
Then
cˆ2(E) ·D1 ·D2 · ... ·Dd−2 ≥
1
2
cˆ1(E)
2 ·D1 ·D2 · ... ·Dd−2.
In particular, if we assume further that cˆ1(E)
2 ·D1 ·D2 · ... ·Dd−2 ≥ 0, then we have
cˆ2(E) ·D1 ·D2 · ... ·Dd−2 ≥ 0.
Proof.
By Fujita[3], we take a very ample divisor H on X such that H + nD is very
ample for any nef Cartier divisor on X and any n ∈ N. (The use of a theorem of
Fujita here is purely for the simplicity of presentation. We could take a sufficiently
high multiple m(H + nD) to make it very ample, and then divide it back by m
in the computation without using the theorem.) By Proposition 6.4, take no ∈
N such that for n ≥ no the Harder-Narasimhan filtration of E with respect to
(H + nD1) · (H + nD2) · ... · (H + nDd−1)
0 = E0,n ⊂ E1,n ⊂ ... ⊂ Ekn,n = E
stabilizes to
0 = E0 ⊂ E1 ⊂ ... ⊂ Ek = E .
Let Sn = ∩
d−2
i=1Wi,n be the complete intersection of the general members
Wi,n ∈ |H + nDi|. Then by Mehta-Ramanathan[12], the restriction to Sn of the
Harder-Narasimhan filtration above
0 = Υ0 = E0|Sn ⊂ Υ1 = E1|Sn ⊂ ... ⊂ Υk = Ek|Sn = E|Sn = Υ
is the Harder-Narasimhan filtration of E|Sn = Υ on Sn.
Set Gi = Ei/Ei−1 and set gi = Gi|Sn , which is a (H + nDd−1)-semistable sheaf
on Sn.
We compute
cˆ2(E) · (H + nD1) · (H + nD2) · ... · (H + nDd−2)
= cˆ2(Υ)
=
∏
1≤i<j≤k
cˆ1(Υi/Υi−1)cˆ1(Υj/Υj−1) + Σ
k
i=1cˆ2(Υi/Υi−1)
=
∏
1≤i<j≤k
cˆ1(gi)cˆ1(gj) + Σ
k
i=1cˆ2(gi)
=
1
2
cˆ1(Υ)
2 +Σki=1cˆ2(gi)−
1
2
Σki=1cˆ1(gi)
2
≥
1
2
cˆ1(Υ)
2 +Σki=1
ri − 1
2ri
cˆ1(gi)
2 −
1
2
Σki=1cˆ1(gi)
2
=
1
2
cˆ1(E)
2 · (H + nD1) · (H + nD2) · ... · (H + nDd−2)− Σ
k
i=1
1
2ri
cˆ1(gi)
2
where ri = rank gi and we used the Bogomolov inequality (cf. Lemma 10.11 in
Kolla´r et al[9]) to derive the inequality in the second last line.
Moreover, we have by the Hodge index theorem
cˆ1(gi)
2 ≤
{cˆ1(gi) · (H + nDd−1|Sn)}
2
(H + nDd−1|Sn)
2
=
{cˆ1(Gi) · (H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)}
2
(H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)2
.
We claim that
cˆ1(Gi) · (H + nD1) · (H + nD2) · ... · (H + nDd−1)
is O(nd−2), i.e., its absolute value is bounded from above by cnd−2, where c is some
positive fixed constant independent of n. This is equivalent to claiming
cˆ1(Gi) ·D1 ·D2 · ... ·Dd−1 = 0.
Postponing the proof of the claim till the end, we finish the proof of the asserted
inequality. We compute
cˆ2(E) ·D1 ·D2 · ... ·Dd−2
= lim
n→∞
1
nd−2
cˆ2(E) · (H + nD1) · (H + nD2) · ... · (H + nDd−2)
≥ lim
n→∞
1
nd−2
[
1
2
cˆ1(E)
2 · (H + nD1) · (H + nD2) · ... · (H + nDd−2)
− Σki=1
1
2ri
{cˆ1(Gi) · (H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)}
2
(H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)2
]
=
1
2
cˆ1(E)
2 ·D1 ·D2 · ... ·Dd−2,
obtaining the desired inequality.
Remark that in concluding
lim
n→∞
1
nd−2
{cˆ1(Gi) · (H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)}
2
(H + nD1) · (H + nD2) · ... · (H + nDd−2) · (H + nDd−1)2
= 0,
we used the claim as well as
H ·D1 ·D2 · ... ·Dd−1 > 0
since D1 ·D2 · ... ·Dd−1 is not numerically trivial and H is (very) ample.
It remains to prove the claim, by induction on i.
For i = 0, we have G1 = E1. Then
cˆ1(G1) ·D1 ·D2 · ... ·Dd−1
= cˆ1(E1) ·D1 ·D2 · ... ·Dd−1
= (rank E1) · µAd−1(E1) = (rank E1) ·md−1
where md−1 = max{µAd−1F ;F ⊂ E} and where Ad−1 = D1 ·D2 · ... ·Dd−1.
(See the proof of Proposition 6.4.)
Now since
cˆ1(E) ·D1 ·D2 · ... ·Dd−1 = 0
and since E is Ad−1 = (D1 ·D2 · ... ·Dd−1)-semistable, we conclude that md−1 = 0
and hence that
cˆ1(G1) ·D1 ·D2 · ... ·Dd−1 = cˆ1(E1) ·D1 ·D2 · ... ·Dd−1 = 0.
Note that this also implies the quotient E/E1 is Ad−1 = (D1·D2·...·Dd−1)-semistable
with
cˆ1(E/E1) ·D1 ·D2 · ... ·Dd−1 = 0.
Inductively, we assume that
cˆ1(Gj) ·D1 ·D2 · ... ·Dd−1 = 0 for j = 1, ..., i− 1
and hence
cˆ1(Ei−1) = Σ
i−1
j=1cˆ1(Gj) ·D1 ·D2 · ... ·Dd−1 = 0
and that E/Ei−1 is Ad−1 = (D1 ·D2 · ... ·Dd−1)-semistable with
cˆ1(E/Ei−1) ·D1 ·D2 · ... ·Dd−1 = 0.
From these assumptions we conclude, as in for i = 0 and as in the proof of Propo-
sition 6.4, that the first piece Gi = Ei/Ei−1 of the Harder-Narasimhan filtration of
E/Ei−1 with respect to (H + nD1) · (H + nD2) · ... · (H + nDd−1) (for n ≥ no) has
the property µAd−1(Gi) = 0 and hence
cˆ1(Gi) ·D1 ·D2 · ... ·Dd−1 = 0.
Note that this also implies the quotient E/Ei is Ad−1 = (D1 ·D2·...·Dd−1)-semistable
with
cˆ1(E/Ei) ·D1 ·D2 · ... ·Dd−1 = 0.
Now the inductional argument is complete.
This finishes the proof of the claim, and hence that of Proposition 6.5.
6.6. Proof of Theorem 6.3.
Suppose (2) does not hold. (That is to say, suppose either that the tangent sheaf
E = TX is not (D1 ·D2 · ... ·Dd−1)-semistable or that −KX ·D1 ·D2 · ... ·Dd−2 > 0.)
Then
cˆ1(E∞) ·D1 ·D2 · ... ·Dd−1 > 0,
where E∞ is the maximal destabilizing subsheaf of E = TX with respect to
(D1 · D2 · ... · Dd−1) (i.e., the first piece of the Harder-Narasimhan filtration of
E = TX with respect to (D1 ·D2 · ... ·Dd−1)).
By Proposition 6.4, take no ∈ N such that for n ≥ no the Harder-Narasimhan
filtration of E with respect to (H + nD1) · (H + nD2) · ... · (H + nDd−1)
0 = E0,n ⊂ E1,n ⊂ ... ⊂ Ekn,n = E
stabilizes to
0 = E0 ⊂ E1 ⊂ ... ⊂ Ek = E .
Then by the proof of Proposition 6.4, we have
µAd−1(E1) = md−1 = µAd−1(E∞) > 0
where Ad−1 = (D1 ·D2 · ... ·Dd−1).
Therefore, for n≫ 0, we have
cˆ1(E1) · (H + nD1) · (H + nD2) · ... · (H + nDd−1) ≥ cn
d−1
where c is some positive constant independent of n.
Then, by applying a theorem of Shepherd-Barron (Theorem 9.0.2 in Kolla´r et
al[9]) after Miyaoka-Mori[16], we have a covering family of rational curves C such
that
(H + nDd) · C ≤
2d(H + nD1) · (H + nD2) · ... · (H + nDd)
cˆ1(E1) · (H + nD1) · (H + nD2) · ... · (H + nDd−1)
.
Remark that
lim
n→∞
2d(H + nD1) · (H + nD2) · ... · (H + nDd)
cˆ1(E1) · (H + nD1) · (H + nD2) · ... · (H + nDd−1)
≤ lim
n→∞
2d(H + nD1) · (H + nD2) · ... · (H + nDd)
cnd−1
< α <∞,
since
D1 ·D2 · ... ·Dd = 0.
Thus for n≫ 0 we have (H+nDd) ·C < α, and in particular if we take n ≥ α then
Dd · C = 0
since both H · C and Dd · C are nonnegative integers.
This finishes the proof of the first part of Theorem 6.3.
The second part, i.e., “Moreover” part of Theorem 6.3, follows directly from
Proposition 6.5.
This finishes the proof of Theorem 6.3.
We mention two direct corollaries of Theorem 6.3, which are due to S. Keel and
J. McKernan.
6.7 Corollary. Suppose X is a normal projective variety of dimension d with only
canonical singularities. Suppose −KX is nef of numerical dimension m < d. As-
sume that D1, D2, ..., Dd−m−1 are nef Cartier divisors such that
(−KX)
m ·D1 ·D2 · ... ·Dd−m−1 is not numerically trivial.
Then cˆ2 · (−KX)
m−1 ·D1 ·D2 · ... ·Dd−m−1 is nonnegative.
Proof.
Apply Theorem 6.3 with Dd−m = Dd−m+1 = ... = Dd = −KX . Remark that
there is no covering family of rational curves C with −KX · C = 0, and hence case
(1) never occurs.
6.8 Corollary. Let X be a normal projective 3-fold with only canonical singular-
ities. Suppose that −KX is nef but not big, and that χ(OX) = 0. Then X is
Gorenstein.
Proof.
Recall (See (10.3) of Reid [19].) that the Riemann-Roch formula for a threefold
with canonical singularities implies
χ(OX) =
1
24
cˆ1cˆ2 + x
where x is a nonnegative term which is zero if and only if X is Gorenstein. Thus it is
enough to show cˆ1cˆ2 = cˆ2 · (−KX) ≥ 0 under the assumption. When ν(−KX) = 0,
we have cˆ2 · (−KX) = 0. When ν(−KX) = 1, take an ample divisor H with
(−KX) · H being not numerically trivial. Then apply Theorem 6.3, setting D1 =
−KX , D2 = H . When ν(−KX) = 2, apply Theorem 6.3, setting D1 = D2 = −KX .
Remark again that there is no covering family of rational curves C with−KX ·C = 0,
and hence case (1) never occurs.
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