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Введение
В настоящее время все большее распростране-
ние получают сети широкополосного беспровод-
ного доступа. Это распространение вызвано по-
явлением широкого спектра портативных
устройств (ноутбуки, смартфоны), а широкополос-
ные беспроводные сети, как известно, позволяют
успешно решить проблему «последней мили». Так-
же, беспроводная сеть может быть развернута
в географически труднодоступных районах, где
прокладка обычной кабельной сети сопряжена
со значительными затратами или вообще невоз-
можна.
В общем виде сети широкополосного беспро-
водного доступа состоят из следующих основных
частей: базовых (БС) и абонентских станций (АС),
а также оборудования, связывающего базовые
станции между собой, с поставщиком сервисов
и глобальной сетью Интернет. Для соединения ба-
зовой станции с абонентской, как правило, ис-
пользуется высокочастотный диапазон радиоволн.
Стандарт IEEE 802.16 описывает сеть широко-
полосного беспроводного доступа масштаба города
(MAN – Metropolitan Area Network). Коммерческое
название сетей, работающих по протоколу 802.16 –
WiMAX.
Сеть WiMAX представляет собой совокупность
беспроводного и базового (опорного) сегментов.
Беспроводной сегмент определен стандартом IEEE
802.16 [1], базовый – определяется спецификация-
ми WiMAX Forum (WMF). Базовый сегмент – это
все, что не относится к радиосети, т. е. связь базо-
вых станций друг с другом, связь с локальными
и глобальными сетями (в том числе с Интернет).
Базовый сегмент основывается на IP-протоколах
и стандартах Ethernet (IEEE 802.3). Однако, соб-
ственно архитектура сети, включая механизмы
криптозащиты, роуминга, хэндовера и т. п., опи-
сывается в документах WMF [2]. Стандарт IEEE
802.16 описывает физический и MAC-уровни сети.
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Архитектура WiMAX-сети обеспечивает незави-
симость архитектуры сети доступа, включая ра-
диосеть, от функций и структуры транспортной
IP-сети. Масштабируемость и гибкость WiMAX-
сети возможна по таким эксплуатационным пара-
метрам, как число абонентов, географическая про-
тяженность зоны покрытия, частотные диапазоны,
топология сети, мобильность абонентов [2].
Протоколы сетей широкополосного беспровод-
ного доступа отличаются большей сложностью
по сравнению с проводными сетями, такими как
Ethernet, или беспроводными сетями с небольшой
зоной покрытия, например, WiFi. В сети возможно
большое число событий и состояний, предусмо-
тренных протоколом. Это связано, во-первых,
с нестабильностью беспроводных каналов, и, сле-
довательно, необходимо выполнять мониторинг
и подстройку. Во-вторых, протокол ориентирован
на соединения с обеспечением качества обслужи-
вания и основной контроль по управлению сетью
должна брать на себя базовая станция. Все возмож-
ные события сети WiMAX описаны в стандарте
IEEE 802.16 в виде сообщений.
В связи со сложностью протокола 802.16,
усложняется также и тестирование реализации си-
стемы управления сетью на предмет соответствия
протоколу, то есть проверка того, что на данное
конкретное сообщение система управления сетью
реагирует именно так, как того требует стандарт.
Суммарный объем документации стандарта
IEEE вместе с рекомендациями WMF составляет
несколько тысяч страниц. Как будет показано да-
лее, технология UniTESK позволяет перевести тех-
нические спецификации стандарта на формаль-
ный язык автоматических тестов, не зависящих
от конкретной программной или схемотехниче-
ской реализации.
Реализация системы управления 
сетью стандарта IEEE 802.16
Все управляющие воздействия, описанные
в стандарте IEEE 802.16, передаются между про-
граммными модулями, в том числе между различ-
ными станциями, посредством управляющих
MAC-сообщений.
Разрабатываемая кафедрой Автоматизирован-
ных систем управления (АСУ) Томского государ-
ственного университета систем управления и ра-
диоэлектроники (ТУСУР) совместно с ЗАО «НПФ
МИКРАН» реализация системы управления сетью
стандарта IEEE 802.16 основана на событийно-
ориентированной архитектуре. Событийно-ориен-
тированная архитектура [3] является шаблоном ар-
хитектуры программного обеспечения, позволяю-
щим создание, определение, потребление и реак-
цию на события. Модульная событийно-ориенти-
рованная архитектура хорошо подходит для реали-
зации программного обеспечения базовой и або-
нентской станции. Такая архитектура соответству-
ет идеологии стандарта IEEE 802.16. В такой архи-
тектуре реализуется абстракция детерминирован-
ных автоматов. В данной реализации системы каж-
дое управляющее MAC-сообщение стандарта пере-
дается с помощью определенного события.
Программное обеспечение базовой и абонент-
ской станций декомпозируется на отдельные моду-
ли, например, модули управления сервисными по-
токами, модули поддержки мобильности и т. п. Об-
мен информацией между модулями осуществляет-
ся посредством событий: каждый модуль подписы-
вается на те события, которые он должен обрабо-
тать. Каждый модуль может генерировать в про-
цессе работы события, которые должны быть обра-
ботаны другими модулями. Обработка события
осуществляется в отдельном потоке операционной
системы.
Реализация протокола IEEE 802.16 на основе
событийно-ориентированной архитектуры легко
поддается тестированию (модульному, функцио-
нальному, нагрузочному, стресс-тестированию) да-
же при отсутствии реальных радиоустройств. Лю-
бой модуль может быть заменен другим, выпол-
няющим те же функции, но обладающим своими
специфическими особенностями. Например,
драйвер радиомодема может быть заменен на драй-
вер, ориентированный на работу с виртуальными
сетевыми устройствами. Все события, которые мо-
гут возникнуть в сети, могут генерироваться в слу-
чайной или заданной последовательности внешни-
ми генераторами, что позволяет провести нагру-
зочное, функциональное и другие виды тестирова-
ния системы в условиях, приближенных к реаль-
ным, без применения радиооборудования.
Архитектура тестирующей системы
Тестируемую систему можно условно разделить
на две части: ядро системы и подключаемые моду-
ли. Ядро системы организует всю работу системы,
отвечает за размещение и функционирование мо-
дулей, связь между ними, и предоставляет при-
кладной интерфейс (API) для управления жизнен-
ным циклом модулей. Модули, как правило, созда-
ют сторонние разработчики, не имеющие доступа
к исходному коду ядра системы.
В качестве тестируемой системы представлена
реализация протокола IEEE 802.16 (WiMAX) [1].
Исходный код ядра системы и ряда модулей, недо-
ступен, так как разрабатывается отдельной рабочей
группой. Каждый модуль собирается в виде дина-
мической библиотеки. Модули взаимодействуют
посредством обмена сообщениями.
Для проведения автоматизированного тестиро-
вания на основе спецификаций был применен ин-
струмент CTESK [4]. Интеграция тестируемой си-
стемы с инструментом CTESK была выполнена со-
гласно схеме (рис. 1).
На рис. 1 представлены отдельные модули те-
стируемой и тестирующей системы. Связь между
тестируемой и тестирующей системой организова-
на через сокеты. К тестируемой системе добавлено
два вспомогательных модуля: сервис-приемник
и сервис-отправитель. Их цель– обеспечить ин-
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терфейс между тестируемой и тестирующей систе-
мой. Сервис-приемник прослушивает сетевой порт
в ожидании сообщения от тестирующей системы
и транслирует это сообщение в термины тестируе-
мой системы. У сервиса-отправителя обратная
функция: он переводит сообщение в термины те-
стирующей системы и записывает его в сокет.
Во избежание взаимных блокировок для принятия
и отправки сообщений используются разные соке-
ты. Также, взаимодействие через сокеты может
быть полезным на следующих стадиях разработки,
когда тестируемая система будет развернута на це-
левой аппаратной платформе. Сервис-приемник
и сервис-отправитель разрабатываются как про-
граммные компоненты в течение всего цикла раз-
работки системы.
Предложенный способ коммуникации тестиру-
емой и тестирующей системы может быть приме-
нен не только в данной разработке, но и для тести-
рования других систем, ориентированных на обра-
ботку сообщений и имеющих собственный поток
управления.
Сложность тестирования представленной си-
стемы в том, что она: 1) имеет собственные потоки
управления; 2) может отвечать на тестовые воздей-
ствия асинхронно. Для тестирования таких систем
в CTESK имеется механизм отложенных реакций
[5]. Тестирующая система после посылки некото-
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Рис. 1. Структурная схема тестирования взаимодействия
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Рис. 2. Диаграмма последовательности тестирования
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рых тестовых импульсов, ожидает некоторое время
возникновения реакций на эти импульсы, затем
обрабатывает реакции в соответствующих функ-
циях, определяя, была ли корректна работа тести-
руемой системы. В этом случае уже не тестирую-
щая, а тестируемая система является инициатором
взаимодействия.
Ниже представлена диаграмма последователь-
ности процесса тестирования системы. Опишем
более подробно взаимодействия, представленные
на диаграмме (рис. 2).
1. Сценарная функция вызывает спецификацион-
ную функцию;
2. Спецификационная функция вызывает медиа-
торную функцию;
3. Медиаторная функция посылает в сокет ин-
формацию о тестовом импульсе и необходимые
данные;
4. Тестовый сервис-приемник формирует запрос к
тестируемому сервису и отправляет его;
5. Тестовый сервис посылает медиатору уведомле-
ние, что запрос направлен;
6. Возврат из медиаторной функции;
7. Возврат из спецификационной функции;
8. Посылка сообщения тестируемому сервису;
9. Ответ тестируемого модуля;
10. Возврат результата запроса тестовому сервису
отправителю;
11. Тестовый сервис-отправитель посылает резуль-
тат перехватчику отложенных реакций в медиа-
торе.
12. Перехватчик реакций вызывает функцию-обра-
ботчик отложенных реакций.
Сообщения 1–7 – это посылка импульса в те-
стируемую систему, инициатором является тести-
рующая система. Сообщения 10–12 – это реакции
тестируемой системы, которые фиксируются и об-
рабатываются тестирующей системой, инициатор–
тестирующая система. Сообщения 8–9 – обработка
тестовых импульсов внутри тестируемой системы.
Как видно из описания, спецификации теста
являются абстрактными и могут использоваться
для тестирования не только данной системы,
но и целого класса систем, например различных
реализаций сетевого протокола.
Тестирование ранжирования при входе АС в сеть
Рассмотрим тестирование начального ранжи-
рования. В данном случае тестирующая система
имитирует работу абонентской станции.
Рис. 3. Диаграмма взаимодействия станций при ранжиро-
вании
На этапе ранжирования АС посылает базовой
станции (БС) сообщение RNG_REQ [1], по спе-
циально выделенному для этого каналу. БС, полу-
чив запрос, должна сформировать ответ –
RNG_RSP. В ответе содержится информация о фи-
зических характеристиках (мощность АС, времен-
ное смещение в канале), MAC-адрес АС и другие
поля, среди которых идентификатор основного со-
единения и идентификатор первичного соедине-
ния [2]. Одна из задач тестируемой системы на дан-
ном этапе – создать основной и первичный сер-
висные потоки и отправить абонентской станции
ответное сообщение RNG_RSP.
Тестирование ранжирования АС выполняется
в два этапа:
1. Тестирование взаимодействия (соответствие
системы протоколу IEEE 802.16), которое про-
веряет следующие условия:
1.1. на каждое посланное сообщение RNG-REQ
должно приходить ответное сообщение
RNG-RSP;
1.2. идентификаторы основного и первичного
соединения должны присутствовать в сооб-
щение RNG-RSP и иметь уникальные зна-
чения;
1.3. значение идентификатора основного сое-
динения должно находиться в интервале
1...N, где N – максимально поддерживаемое
число абонентских станций;
1.4. значение идентификатора первичного сое-
динения должно находиться в интервале
N+1...2N, где N – максимально поддержи-
ваемое число абонентских станций;
2. Модульное тестирование с просмотром вну-
тренних состояний тестируемой системы:
2.1. в хранилище сервисных потоков на ба-
зовой станции должны добавиться два
новых потока.
Тестируемые требования были оформлены
в виде спецификационных функций и отложенных
реакций. Тестирующая система, имитируя, або-
нентскую станцию, посылает тестируемой системе
запрос, на который через некоторое время обратно
посылается ответ. Ответ перехватывается и обраба-
тывается в функции обработки отложенной реак-
ции. Корректность этого ответа проверяется тести-
рующей системой. Ниже представлен код функции
обработки отложенной реакции:
reaction RNG_RSP* rngRSP_spec (void)
updates waitingList, activeFlowsCount
{
post {
if (! rngRSP_spec) return true;
bool testLogic = value_Integer
(rngRSP_spec->basicCID)!= 0 &&
value_Integer (rngRSP_spec->pri-
maryCID)!= 0 &&
value_Integer (rngRSP_spec->ba-
sicCID) >= minBasicCID &&
value_Integer (rngRSP_spec->ba-
sicCID) <= maxBasicCID &&
RNG-REQ 
RNG-RSP 
?? ?? 
RNG-REQ 
RNG-RSP 
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value_Integer (rngRSP_spec->pri-
maryCID) >= minPrimaryCID &&
value_Integer (rngRSP_spec->pri-
maryCID) <= maxPrimaryCID &&
value_Integer (activeFlowsCount)==
value_Integer (@activeFlowsCount)+2;
if (testLogic) {
printf («Success\n»);
} else {
printf («Failure\n»);
}
return testLogic;
}
}
В списке waitingList содержатся отправленные
запросы ранжирования. По мере прихода ответов
запросы из списка удаляются. activeFlowsCount –
количество активных потоков в хранилище. Моди-
фикатор updates означает, что эти переменные дол-
жны измениться. В обработчике реакции, как и в
спецификационной функции, можно получить
значение такой переменной как до, так и после те-
стового воздействия на систему.
При тестировании протокола без доступа к реа-
лизации, проверяя только получаемые сообщения,
нельзя узнать реальное количество активных пото-
ков. Можно лишь создать модель хранилища
на стороне тестирующей системы и изменять
ее в зависимости от тестовых взаимодействий. При
проходе сценариев прямо или косвенно могут про-
явиться отклонения, связанные с неправильной
работой реального хранилища. Информацией, от-
куда берется количество активных потоков, владе-
ет слой медиаторов. Реализация на спецификации
не влияет.
Результаты выполнения тестов
После прохождения тестов тестирующая си-
стема формирует трассу их прохождения в фор-
мате XML. Трасса содержит все действия тести-
рующей системы и может быть представлена
в формате простого текста или в формате HTML-
страницы.
В текстовом формате UniTESK Reports поме-
щает главную статистическую информацию о ко-
личестве пройденных тестов в начало файла. В ка-
честве примера ниже представлена основная (ста-
тистическая) часть файла результата при выполне-
нии тестов без ошибок.
Для восприятия человеком более удобен
HTML-формат, в котором с помощью ссылок мож-
но переходить к просмотру выполнения опреде-
ленного сценария, спецификационной функции,
сообщения об ошибке. Также, HTML-представле-
ние отображает информацию в виде удобных для
восприятия таблиц, рис. 4.
Чтобы убедиться в работе тестирующей систе-
мы в тестируемую были намеренно введены дефек-
ты. Одним из таких дефектов была ошибка генера-
ции значения первичного идентификатора потока.
Идентификатор потока мог быть создан за рамка-
ми допустимого диапазона. Тестирующая система
успешно справилась с задачей и, как только значе-
ние вышло за рамки диапазона, она просигнализи-
ровала об ошибке, рис. 5.
В случае неуспешного теста разработчика будет
интересовать конкретное состояние системы и воз-
действие, вызвавшее ошибку. Эту информацию мож-
но увидеть в развернутом описании ошибки (рис. 6).
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Рис. 4. Успешное прохождение теста
Из файлов результатов можно получить подробно-
сти прохождения теста: переходы между состояниями,
стек вызовов сценарных функций, значения перемен-
ных. Таким образом, можно регулярно проводить ре-
грессионное функциональное тестирование реализа-
ции системы управления сетью стандарта IEEE 802.16.
Дальнейшая работа будет связана с наполнением
базы тестов, а также с адаптацией технологии Uni-
TESK для тестирования таких механизмов протоко-
ла IEEE 802.16 как качество обслуживания – QoS.
Выводы
В работе предложена технология тестирования ре-
ализаций системы управления сетью стандарта IEEE
802.16. Оригинальность предложенной технологии
заключается в применении технологии UniTESK для
тестирования промышленной реализации системы.
В итоге, можно выделить следующие преиму-
щества предлагаемого подхода:
• формальность и абстрактность спецификаций
обеспечивает возможность применения набора
тестов для тестирования некоторого класса си-
стем, например, различных реализаций одного
сетевого протокола;
• автоматическое выполнение тестов позволяет
выполнять регрессионное тестирование слож-
ных систем в ходе разработки;
• предложенный способ коммуникаций тести-
руемой и тестирующей системы позволяет вы-
полнять тестирование как по типу вход-вы-
ход, так и с учетом внутренних состояний си-
стемы.
Разработка осуществляется в соответствии с госкон-
трактом № 13.G25.31.0011 от 07 сентября 2010 г.
Данная технология использована в НИР, выполняемой
по ФЦП «Научные и научно-педагогические кадры иннова-
ционной России» (госконтракт № 14.740.11.0398; шифр заяв-
ки 2010-1.1-215-138-022).
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Рис. 5. Результаты прохода теста с ошибкой: трасса
Рис. 6. Результаты прохода теста с ошибкой: описание ошибки
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Повышенный интерес к алгоритмам сжатия
изображений на основе фракталов вызван необхо-
димостью минимизации размеров передаваемых
или хранимых данных. Для сжатия статических
изображений существует множество методов [1–3].
Наиболее известными из методов сжатия графиче-
ской информации с потерей качества являются ал-
горитмы JPEG и JPEG2000. Поэтому, при разра-
ботке новых алгоритмов, проводят сравнение
именно с JPEG. При рассмотрении алгоритмов
сжатия наиболее важными являются три основных
свойства: коэффициент компрессии, степень поте-
ри качества по сравнению с оригиналом, трудоем-
кость. Однако в рамках различных задач ценность
этих параметров не равнозначна. Для случая дефи-
цита дискового пространства и полосы пропуска-
ния каналов, при достаточном количестве вычи-
слительных мощностей, представляет интерес ис-
пользование фрактального сжатия [2], обладающе-
го потенциально более высоким коэффициентом
компрессии, но более трудоемким при сжатии. Об-
ратный процесс – распаковка, требует меньше вы-
числений, чем у JPEG [3]. Свойство, заключающе-
еся в независимости восстанавливаемого изобра-
жения от разрешения, позволяет использовать
фрактальный алгоритм для визуализации цифро-
вых изображений на больших экранах.
Как правило, в работах, посвященных исследо-
ванию алгоритмов фрактального сжатия, наклады-
вается такое ограничение, что алгоритм должен
обеспечивать приемлемое время сжатия на персо-
нальном компьютере [4, 5]. Поскольку полный пе-
ребор при поиске соответствия доменных и ранго-
вых блоков приводит к большому количеству опе-
раций, то усилия разработчиков, в основном, на-
правлены на сокращение количества сравнений
блоков за счет предварительной классификации
[6]. Сокращение числа рассматриваемых блоков
неизбежно приводит к большим потерям качества
по сравнению с полным перебором. В данном ис-
следовании ограничение на производительность
вычислительной системы было ослаблено исходя
из того, что высокопроизводительные системы
разных классов становятся все более доступными
для конечных пользователей. Так, сервисы типа
GRID и «облачные вычисления» позволяют задей-
ствовать удаленные вычислительные мощности
в режиме on-line. Другим трендом развития совре-
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