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ABSTRACT 
 A complete understanding of biological substructures is often obscured by the diffraction 
limit of visible light in conventional fluorescence microscopy. Recently developed fluorescence 
nanoscopy techniques such as stochastic optical reconstruction microscopy (STORM) effectively 
break the diffraction limit (~250 nm) to enable imaging with an order of magnitude smaller than 
the spatial resolution. In this work, we applied fluorescence nanoscopy to study the patterning of 
proteins in biological surfaces at a high spatial resolution of 25 nm. We also developed new 
analytical methods to extract quantitative information on protein arrangement within biological 
substrates to elucidate key phenomenon such as signal amplification in bacteria during 
chemotaxis. In B. subtilis, we observed reorganization in arrays of McpB receptor proteins, key 
chemotactic receptors for asparagine sensing, upon exposure to saturating stimulant 
concentrations. More specifically, receptors formed large polar clusters in the absence of 
stimulant but shifted towards smaller and more dispersed lattices throughout the cell when 
stimulant was added. In a first-of-its-kind fluorescence nanoscopic study on B. subtilis, we 
measured cluster sizes and intra cluster density of these receptors. Our results support the 
existing theories on the role of cooperativity via receptor clustering in signal amplification to 
respond to wide range of external stimuli in bacteria. In second project, we studied the role of 
viral proteins on HIV-1 infectivity. In HIV-1, envelope proteins gp120 and gp41 are known to 
play a significant role in infectivity and their arrangement is indicative of internal viral structure 
at different stages of its life cycle. We ascertained the distribution of both the envelope proteins 
on surface of virions at a high resolution of ~25 nm using three-color fluorescence nanoscopy. 
Our work effectively paves the way for revealing new levels of organization of surface proteins 
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at nanometer scale spatial resolution for a molecular view understanding of dynamics in 
biological systems. 
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1. Introduction1 
1.1 Overview and significance of fluorescence nanoscopy 
A complete understanding of cellular functions requires detailed knowledge of cellular 
architecture, protein interactions and modifications, as well as distribution of biomolecules in the 
cell. Cells are very crowded environments, with a mean spacing between proteins of ~10 nm. 
Fundamental biological processes in a cell occur at the level of macro- molecular complexes in 
the size range of tens to few hundred nanometers, thus necessitating the use of nanoscale 
imaging to resolve sub-cellular events [1]–[3]. 
The spatial resolution of conventional optical microscopy is limited by the diffraction 
limit of light, which inhibits imaging at high spatial resolution of subcellular structures and 
hinders a molecular- level understanding of cell structure and dynamics. Electron microscopy 
(EM) allows for imaging at molecular-scale resolution, but this approach has limited 
applicability due to complex staining procedures and incompatibility with living systems. To 
circumvent these issues, recent advances in fluorescence nanoscopy have enabled imaging below 
the diffraction limit using optical microscopy [4]. 
The response of an imaging system to a point source of light is known as the point spread 
function (PSF), which governs the spatial resolution based on the Rayleigh criterion. Spatial 
resolution is typically limited to ≈250 nm in the lateral direction and ≈500 nm in the axial 
direction for diffraction-limited optics as dictated by Abbe diffraction limit of light (λ/2NA) [5]. 
Over the past decade, it has been realized that biological systems can be effectively probed by 
breaking this diffraction limit using various super- resolution (SR) microscopy techniques, 
                                                
 
1 Major sections and figures in this chapter are reproduced from author’s publication [4] with permission from 
journal 
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thereby facilitating direct visualization of biological processes (Figure 1.1). In general, SR 
techniques employ physical or chemical concepts to distinguish fluorescence emission from 
nearby probes in a diffraction-limited region. SR approaches can be classified into two broad 
categories: deterministic ensemble-level methods based on patterned illumination (such as 
stimulated emission depletion microscopy, STED), and single molecule-based stochastic 
methods employing photoswitching or other mechanisms to reduce the number of 
simultaneously active fluorophores (such as photoactivated localization microscopy, PALM, or 
stochastic optical reconstruction microscopy, STORM). 
1.2 Super-resolution imaging techniques 
STED relies on shrinking the PSF by depleting the fluorescence emission in the periphery 
of a diffraction limited spot using stimulated emission (Figure 1.1 b) [6]. The size of the 
nanometric focus scales inversely with the intensity of depletion beam, which suggests that the 
resolution of STED is theoretically diffraction-unlimited. Using STED, spatial resolutions as 
small as 20 nm have been achieved on biological samples involving fluorophore tagged DNA on 
glass surfaces.  
Single molecule-based SR methods function by stochastically activating individual 
fluorescent molecules in a diffraction-limited region and localizing their position. In this way, 
single fluorophores are stochastically ‘switched on’, localized, and ‘switched off’ over 
subsequent images (Figure 1.1 c). An integrated SR image is reconstructed by repeating this 
cycle of activation, imaging, and bleaching to accumulate a sequence of images containing many 
single molecule localizations. Several point-localization SR techniques have been developed, 
including photoactivated localization microscopy (PALM) [7], fluorescence photoactivated 
localization microscopy (FPALM) [8], and stochastic optical reconstruction microscopy 
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(STORM) [9]. For these methods, spatial resolution relies on high-precision localization of dyes 
(i.e. bright probes and a high signal-to-background ratio) [10] and a sufficiently large labeling 
density of fluorophores such that the average dye spacing is no larger than approximately half 
the desired resolution (Nyquist criterion) [11]. Several recent reviews provide an excellent 
description of the implementation of various SR microscopy techniques [12]–[15] . 
1.3 Fluorescent probes for super-resolution imaging 
For any imaging experiment, the SR imaging method dictates the selection of fluorescent 
probes. STED can utilize a wide range of photostable conventional fluorophores, but generally 
requires complex instrumentation to generate the imaging and depletion beams. On the other 
hand, stochastic SR imaging can be achieved with a comparatively simpler total internal 
reflection fluorescence microscopy (TIRF-M) setup, albeit with special requirements on the type 
of fluorescent probes, generally requiring the ability for photoactivation or photoswitching. 
Three primary types of fluorescent probes are most commonly used for SR imaging: fluorescent 
proteins, synthetic organic fluorophores, and semiconductor nanocrystals (quantum dots or QDs). 
Probe brightness, photostability, and photoswitching properties are key aspects to consider 
before embarking on an SR imaging experiment, and the relative importance of each property 
can help dictate which probe should be used. 
Fluorescent proteins can be genetically encoded, which is a major advantage over 
synthetic organic dyes, thereby allowing direct labeling of many proteins in a living cell. In 
addition to photoactivatable green fluorescent protein (PA-GFP) [16], recently developed 
proteins such as mEos2 [17] and PA-mCherry [18] have enabled increased localization precision 
and multicolor PALM experiments. However, fluorescent proteins tend to have a lower 
brightness [19] compared to synthetic fluorophores (e.g. Alexa, Atto and cyanine dyes). Organic 
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dyes generally exhibit enhanced brightness (via larger quantum yields or absorption, or both), 
thereby allowing for higher localization precision. The cyanine dye Cy5 can be efficiently and 
reversibly switched between bright and dark states in the presence of Cy3 [20] or in isolation 
[21]. Synthetic fluorophores are typically conjugated to primary or secondary antibodies (∼150 
kDa) to specifically target cellular components, which effectively increases the size of the probe 
and can add 10–20 nm in localization uncertainty [22]. Future directions in the development of 
improved probes are aimed at methods to increase probe brightness and/or photostability [23], 
[24]. Our work employs STORM based super-resolution studies using paGFP and synthetic 
organic dye-labeled antibodies as probes. 
1.4 Biological applications of fluorescence nanoscopy 
The unique nanoscale view conferred by fluorescence nanoscopy holds the potential to 
improve our understanding of signal transduction pathways, gene expression dynamics, 
mechanisms of cellular machines such as ribosomes and organelles, and molecular drug targets. 
In the recent past, super-resolution techniques have provided novel insights in virions, neurons, 
bacteria, epithelial cells and yeast portraying a distinct advantage over traditional diffraction 
based techniques [4]. Numerous studies on these methods have been extended to live cells and 
multicolor, three-dimensional imaging, thereby providing exquisite spatiotemporal resolutions of 
the order of 10‒20 nm and 1‒2 s for subcellular imaging. Given the current pace of technology 
development, fluorescence nanoscopy will soon progress to a routinely used method to image 
biological systems with subcellular resolution, to design or evaluate potential drug therapies, and 
to quantify genetic data, all of which will have a profound impact on the field of biotechnology. 
Therefore, with a view towards elucidating a comprehensive molecular-level 
understanding of key events in: (1) bacterial motility and, (2) viral (HIV) infectivity, I have 
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applied fluorescence nanoscopy-based imaging techniques to enable super resolution imaging 
with an improved spatial resolution of 20-25 nm. In chapter 2 and 3, we studied receptor lattice 
rearrangement upon chemical stimulation in B. subtilis during chemotaxis using fluorescence 
nanoscopy and conventional fluorescence microscopy techniques respectively. We successfully 
obtained high-resolution images of chemotaxis receptors in B. subtilis to enhance fundamental 
understanding of bacterial chemotaxis, which has broad implications in applied industrial 
microbiology (e.g., for constructing microbial sensors for pollutant detection and degradation). 
In chapter 4, we investigated viral envelope protein localization and redistribution during 
different stages of HIV-1 budding. In particular, my work capitalized on advances in optical 
microscopy and digital image processing to provide insight on spatial organization in viral 
structure, which has broad implications in the pharmaceutical industry (e.g., for designing better 
drug targets).  
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1.5 Figures 
 
Figure 1.1: Principle of super-resolution microscopy1.  
(a) Hypothetical biological structure with a diffraction limited pixel size of 200 nm × 200 nm. (b) 
Principle of stimulated emission depletion microscopy (STED) demonstrated by an excitation 
PSF by labeled fluorophore combined with depletion pulse that converts fluorophores back to 
ground state, thereby resulting in an effective PSF with a higher resolution. Right panel 
demonstrates the STED imaging procedure, which involves scanning the whole surface with the 
STED pulse. (c) Principle of blinking in STORM is demonstrated using reversible 
photoactivation and photobleaching of a single fluorophore upon irradiation with 405 nm pulse 
and imaging laser, respectively. A diffraction-limited image of a single pixel using conventional 
optics is shown for reference. Right panel depicts the principle of single molecule localization 
microscopy (STORM/PALM) wherein multiple images acquired over time are used to 
reconstruct a final image with fluorophores separated both spatially and temporally. Each image 
consists of diffraction-limited spots whose position is determined by a fit, and crosses mark the 
center of the fit. PSF: Point spread function, STED: stimulated emission depletion, STORM: 
stochastic optical reconstruction microscopy, PALM: photoactivated localization microscopy [4]. 
  
                                                
 
1 Figure reproduced with permission from [4]  
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2. Spatial patterning of chemotaxis proteins in B. subtilis using fluorescence 
nanoscopy 
2.1 Introduction 
In this work, we used direct stochastic optical reconstruction microscopy (dSTORM) 
based fluorescence nanoscopy technique to investigate dynamic changes in spatial architectures 
of key chemotactic proteins in B. subtilis in response to chemical stimulation. In particular, we 
visualized changes in spatial organization of key asparagine receptor, McpB in absence and 
presence of attractant with a high resolution of ~25 nm. Furthermore, we proposed clustering 
based analytical methods to extract cluster sizes and densities using dSTORM data. In this way, 
we showed that cells exhibit a largely polar clustering of McpB with high cluster areas in the 
absence of asparagine but display dispersed and smaller cluster across the cell when subjected to 
saturating attractant concentrations. Our results did not show significant variation between intra-
cluster densities in both stimulation regimes. Based on our results, we envisaged a ‘lattice model’ 
to explain receptor redistribution, according to which receptors amplified chemotactic signal 
using long range interactions within large clusters in absence of attractant but when high 
amounts of attractant was added this level of amplification is not desired thereby limiting cluster 
sizes. 
2.1.1 Background and significance of bacterial chemotaxis in B. subtilis 
Chemotaxis refers to the movement of microorganisms under the influence of chemical 
gradients used by microbes to search for nutrients for survival [25]. Chemotaxis is exploited 
industrially for designing microbial biosensors for detection and degradation of a broad spectrum 
of chemicals including toxins, environmental pollutants, as well as bio-warfare agents [26]. 
Microbial degradation offers a safer, cost-effective, and sustainable alternative to 
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physicochemical methods for pollutant abatement. In general, bacteria perform chemotaxis via 
run-and-tumble strategy using an intricate internal signaling network [27]. Chemotaxis is a two-
component system that has been studied extensively to elucidate molecular details of signal 
transduction, signal amplification, and cellular robustness. A two- component signaling system 
transforms the cues from external environment like ligand binding on surface receptors into a 
behavioral response like motility [28]. 
In Bacillus subtilis, chemotaxis network consists of three adaptation pathways [29]. 
These adaptation systems contain multiple chemotactic proteins such as receptors (to sense 
ligands), CheA kinase that phosphorylates other proteins for signaling, CheV that is the prime 
response regulator often associated with receptors, CheY which sends signal downstream to 
flagellar motor and other chemotaxis proteins (CheC, CheD, CheR, CheB). A complex interplay 
between all these chemotaxis proteins and relative concentration of their active and inactive state 
modulates the bacterial system to elicit response in form of motility and adapt to external 
environment [30], [31].  
One of the adaptation pathways in B.  subtilis involves reversible receptor  methylation 
[32] whereas two others involve the  chemotaxis proteins CheC, CheD and CheV.  The 
chemotactic receptors, also known as   methyl accepting chemotaxis proteins (MCP)  are located 
across inner membrane of the cell. These receptors sense and bind (directly or indirectly) to the 
attractant, thereby inducing a  structural change. Other proteins such as CheR and CheB  can also 
mediate this structural change in receptors by reversible receptor methylation. CheA protein 
kinase, which is associated with these receptors, can modulate its kinase activity based on this 
receptor structural change. An activated CheA kinase can phosphorylate CheY (to form CheYp) 
that interacts with the flagellar motor inducing clockwise (results in tumble) or counterclockwise 
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(results in run) flagellar rotation. In this way, CheA relays the chemotaxis signal downstream 
from receptors upstream within the cell. The details of this chemotaxis pathway are shown in 
Figure 2.1a. In the CheC-CheD-CheYp adaptation system, concentration of activated CheY 
(CheYp) is regulated by formation of CheC-CheYp complexes coupled with CheD protein. The 
third adaptation system involves CheV as a response regulator. In this pathway, attractant 
binding activates CheA kinase, thus increasing the levels of CheYp and CheVp (phosphorylated 
CheV). CheVp is then thought to inhibit kinase activity by disrupting the coupling between the 
receptors and CheA causing the cell to adapt [29]. 
Unlike the heavily deciphered chemotaxis chassis in E. coli, a complete understanding of 
the adaptation system in B. subtilis remains lacking. This is in part due to the complexity 
conferred by the existence of three distinct adaptation systems in B. subtilis, at least two of which 
are necessary for bacteria to adapt [29] (Figure 2.1a). Understanding chemotaxis in B. subtilis is 
significant because it provides a more comprehensive understanding of chemotaxis across 
bacteria owing to the complexity of networks, presence of novel components, and being close to 
the progenitor pathway. Overall, there is a lack of understanding of how B. subtilis chemotaxis 
system functions as an ensemble to modulate response over a wide range of ligand 
concentrations. A full molecular scale view has yet to be achieved regarding the mechanism of 
methylation induced activation, association of various chemotactic proteins with each other and 
with the receptors during the chemotactic response, and the dynamics of nano-architecture of 
various receptors. 
2.1.2 Fluorescence nanoscopy to probe bacterial substructures 
Fluorescence microscopy is of paramount importance to probe molecular and cellular 
biology of both mammalian cells and prokaryotes in the least perturbative way for direct 
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visualization of key events within the cells. Conventional fluorescence microscopy has even 
been extended to study dynamic processes using gene expression dynamics in live cells [4], [33]. 
Most biological phenomenon involves biomolecular assemblies of proteins or other biomolecules 
to execute functions such as signal transduction, cell growth, and cell response. The 
underpinnings of complex nanomachines that work in synchrony to execute functions within 
cells are constituted by structures with dimensions lower than 250 nm, almost comparable to size 
of a bacterial cell (1-2 μm) [2]. The fundamental diffraction limit of visible light prohibits 
investigation below this limit (~200 nm lateral) using standard fluorescence microscopy [5]. 
While most eukaryotic cells form organelles and localize proteins specific to each organelle 
within them, prokaryotic cellular substructure does not conform to compartmentalization of 
biomolecular assemblies. The presence of hundreds and thousands of proteins and other 
biomolecules across the bacterial cell in a crowded environment and in a relatively less defined 
manner has limited our understanding of dynamics and internal architectures more so in bacterial 
cells. Electron microscopy on the other hand, confers an exquisite resolution of the order of 
angstrom to tens of nanometers but is often limited by perturbative biological sample preparation 
methods [34].  
In the past decade or so, researchers have effectively broken this diffraction limit by 
developing a new class of methods called super-resolution microscopy or fluorescence 
nanoscopy [35]. The most prominent among these are structured illumination microscopy (SIM, 
[36]), stimulated emission depletion microscopy (STED, [6]), photoactivated localization 
microscopy (PALM/fPALM, [7]) and stochastic optical reconstruction microscopy 
(STORM/dSTORM, [9], [37]). Our work uses fluorescence nanoscopy technique based on 
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STORM or direct STORM (dSTORM) to probe chemotactic receptor assemblies in fixed B. 
subtilis cells under different stimulation conditions. 
Localization microscopy methods based on STORM utilize standard photoswitchable 
fluorescent organic dyes that can be attached to specific antibodies to probe target proteins. In 
these methods, fluorophores are stochastically switched ‘on’ and ‘off’ within a diffraction 
limited area, with each emitter being detected and localized by an electron multiplying charge 
coupled device (EMCCD), over a period of time (typically thousands of frames) to form a 
reconstructed image incorporating structural details of the surface probed [37].  Localization of 
each emitter is accomplished by fitting a 2D Gaussian to its point spread function (PSF), the 
accuracy of which depends on number of photons and signal to noise ratio [10]. The resolution 
of the reconstructed image is in the range of ~25 nm based on the localization precision provided 
Nyquist criteria is satisfied. Nyquist criteria states that maximum attainable resolution cannot be 
better than twice the minimum distance of fluorophores on surface [38].  
STORM based methods require careful fine tuning of the ratio of ‘on’ and ‘off’ times 
(duty cycle) of fluorophores to avoid multiple ‘on’ emitters in a diffraction limited area in same 
snapshot of time which heavily depend on laser power, fluorophore type and imaging buffer 
composition (see section 2.2.3 for details) [4]. The output of this type of fluorescence nanoscopy 
consists of a rendered image for qualitative interpretation as well as a list of all points 
constituting the image.  While PALM has often been used for molecular counting applications in 
biological substrates, there is considerably less precedence for the use of STORM based 
localizations in bacterial systems [34], [39]. Current work also focuses on using STORM data 
with clustering algorithms to seek quantitative insight on distribution of receptor proteins within 
the bacterial cell membrane.   
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2.1.3 Receptor clustering in bacteria during chemotaxis 
Bacteria have the ability to sense and respond to chemical stimulants over a concentration 
range of five orders of magnitude using cooperativity and signal amplification by the 
chemotactic receptors [40], [41]. Chemotaxis is mediated by receptor clusters that display 
dynamic changes in spatial organization and architecture in response to chemical cues [42]. As 
chemotactic clusters are several folds smaller than the diffraction limit of light (~250 nm), the 
application of fluorescence nanoscopy is imperative to develop an accurate model for chemotaxis. 
Current work focuses on asparagine sensitive receptor in B. subtilis called methyl-accepting 
chemoreceptor or McpB. The active structure of this receptor is not yet completely deciphered 
but homology modeling and similarity of other characteristics demonstrate Tm1143 (receptor 
from T. maritima) to be a valid model for this receptor [29]. A typical chemotaxis receptor that 
flanks the plasma membrane of a bacterial cell consists of multiple domains including the N-
terminal region, sensing domain, transmembrane regions, HAMP domain (cytoplasmic linker 
domain), highly conserved domain or HCD and C-terminal region as shown in Figure 2.1b [43]. 
While sensing domain interacts with external stimulant in periplasmic space (asparagine in this 
case), HCD is the signaling domain that influences the association of various cytoplasmic 
chemotactic signaling proteins for signal transduction. McpB receptors are commonly known to 
associate as stable homodimers and have also been recently shown to form higher order 
structures such as arrays of 12 nm hexagonal lattices of trimers of dimers [18] in a range of 
bacterial species (Figure 2.2).  
In E. coli, chemotactic receptors are believed to function cooperatively by enhancing 
allosteric interactions in ordered arrays to amplify and transduce signal efficiently [42], [45]. 
Even as cryo-electron tomography has shed some light on the large-scale organizational pattern 
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of chemoreceptors, the location and association of receptors during chemotaxis remains a topic 
of considerable debate. There has been little consensus on whether receptor arrays change 
position via large-scale structural rearrangement during chemotaxis. Are receptors present across 
the entire cell and become active or inactive selectively, or are they only polar? How do 
receptors associate with each other- stochastically anywhere or actively at cell division points? Is 
signal transduced by nanometric conformational changes within receptor clusters and amplified 
by cytoplasmic factors? And how do these organizational and assembly characteristics vary 
across bacteria?  
Until early 2000s, it was believed that in E. coli, chemoreceptors were largely confined to 
the polar regions of bacteria irrespective of external environmental conditions and signal 
transduction during chemotaxis did not largely alter this cluster morphology [46]. The modern 
outlook acknowledges the presence of receptor proteins elsewhere in the cell as well. 
Conventional fluorescence microscopy studies on B. subtilis by Wu et al. demonstrated this 
redistribution of receptors, from a mainly polar to a more lateral or diffused profile upon 
chemical stimulation [47], [48]. According to their work using anti-McpB antibodies in fixed B. 
subtilis cells, bacteria showed a largely polar distribution of receptors as punctate spots in the 
unstimulated state that shifted to a more diffused fluorescence profile across the cell when 
saturating concentration of stimulant asparagine was added to the system. Interestingly, polar 
lattices were shown to reappear post adaptation (Figure 2.3). These studies were further validated 
using GFP- fused receptors which also exhibited diffused patterning.  
Greenfield and coworkers used PALM by incorporating photoactivatable protein fusions 
tdEos (Figure 2.2a) to study clustering phenomenon in E. coli chemotactic receptors (Tar) and 
demonstrated the existence of smaller and larger clusters throughout the cell. These studies were 
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indicative of presence of receptors across the cell, either in undetectable inactive form in pre-
stimulation state or actively restructuring themselves in membrane during chemotaxis. 
Movement of receptors across a membrane solely via diffusion cannot fully explain the 
timescales involved in chemotaxis response [48]. PALM study attributed receptor cluster 
formation via stochastic self-assembly process [34], [49] that does not require specific anchor 
sites nor any cytoskeletal network interaction. Evidence by Kiessling et al. has further supported 
the theory of fluidity in receptor architecture to enhance cooperativity during chemotaxis. Their 
studies employed synthetic multivalent ligands to promote receptor clustering that resulted in 
100- 1000 fold increase in serine sensing chemotaxis efficiency in E. coli thereby signifying the 
role of receptor proximity in signal amplification [50].  
In contrast, Briegel and coworkers hypothesize, the absence of disassembly of receptor 
arrays upon activation by stimulant [44], [51]–[53]. They isolated cellular membranes containing 
chemotactic receptors from a wide variety of strains and organisms and subjected them to 
electron cryotomagraphy. In most cases, including both unstimulated and stimulated cellular 
states a regular lattice of hexagonal arrays was deciphered (Figure 2.2b). Studies on non-
adaptable ΔCheR and ΔCheB strains also resulted in regular receptor patterning similar to 
ground state upon freezing and slicing the cells for cryo EM studies. FRET studies also 
postulated the presence of nanoscale conformational changes caused by the interaction of 
receptor trimers with CheW/kinase complex in E. coli upon activation [54]. All these studies 
hypothesized that signal amplification during bacterial chemotaxis occurred via small shifts or 
flips in receptor domains, which kept the lattice intact while rapid activation and inactivation of 
arrays cooperatively transduced the signal downstream within cell cytoplasm. 
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2.1.4 Significance of current work 
In our work, we used a fluorescence nanoscopy based technique called STORM to probe 
patterning of McpB receptors in B. subtilis cells under different conditions of stimulation with an 
exquisite spatial resolution of ~25 nm. We have employed immunofluorescence staining using 
labeled anti-McpB and anti-CheA antibodies to probe receptor distribution. While FRET studies 
have been decisive in exploring mechanistic details of signaling, these approaches so far have 
been inefficient to ascertain the distribution of receptors inside the cell [34]. Previous fluorescent 
studies using conventional methods lack information on number of receptors, sizes of clusters 
and their densities. A few nanoscopic investigations done on chemotaxis system do not shed 
light on bacterial adaptation under stimulated conditions adequately. Our work pioneers as one of 
the first STORM based imaging approaches to investigate receptor distribution during 
chemotaxis in B. subtilis and directly visualize McpB proteins under saturating stimulant 
conditions.  
Using this approach, we were able to visualize the presence of large polar clusters in 
unstimulated cells qualitatively. We also demonstrate a dramatic shift in McpB architecture to a 
more polar and lateral profile upon exposure to saturating asparagine concentrations. 
Furthermore, our work provides a new platform for robust analysis of fluorescence nanoscopic 
data involving assemblies of proteins on cell surfaces in bacterial systems. Our data supplements 
the currently lacking quantitative studies on composition of receptor redistribution in B. subtilis. 
Overall, fluorescence nanoscopy presents tremendous potential to provide molecular-scale 
understanding of chemotactic response using receptor dynamics by tapping information on 
cluster densities, cluster sizes, cluster shapes and number of receptors forming a cluster. 
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2.2 Materials and methods 
2.2.1 Bacterial strains and growth conditions 
All B. subtilis strains were provided by the collaborators in Ordal lab (UIUC). The 
current work utilized OI1085- wild type strain; OI3545 (Δ10 mcp) and OI1840 (cheA::cat). The 
strains were grown in Luria-Bertani (LB) media at 37°C. Validation studies for receptor 
localization used minimal media (50 mM K3PO4, 1.2 mM MgCl2, 1 mM (NH4)2SO4, 140 μM 
CaCl2, 10 μM MnCl2, 20 mM sorbitol, 50 μg/ml histidine, 50 μg/ml methionine, and 50 μg/ml 
tryptophan) for growth [48]. 
2.2.2 Immunofluorescence staining 
Cells were grown overnight on TBAB plates at 30°C and then resuspended in media to an 
initial OD of about 0.1 and subcultured to A600nm = 0.5 - 0.6. Bacteria were fixed for 15 min at 
room temperature (while gently rotating) in 2.5% (v/v) paraformaldehyde (Ted Pella, Redding, 
CA) and kept on ice for 30 min. Alternatively, the latter step was done by directly coating the 
poly-L-lysine (Sigma) coated chambered coverglass (Nunc LabTekII) with fixed cell culture and 
incubated for 40 min in 4°C. Chambered coverglass used was pre-treated by sonicating in 1 M 
KOH and ethanol followed by rinsing with Millipore water before use. In cases that require 
membrane staining, the cells were stained with 200 μg/ml of FM 1-43 (Invitrogen) prior to 
fixation and staining followed by 15 min incubation in dark.  
The asparagine stimulation was also provided post this step but before fixation. 
Saturating concentration (1 mM) of L-Asparagine (Sigma) is exposed to cells followed by quick 
fixation (about 5 sec) by paraformaldehyde. The chambered coverglass was coated with poly-L-
lysine by 10 min incubation, followed by washing with ultra pure water prior to the experiment. 
Post 4°C incubation of fixed cells, coverslips were then washed three times (for 5 min each) in 
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phosphate buffered saline (PBS) containing 2% (w/v) goat serum albumin (GSA). The cells were 
then treated with lysozyme (0.1 μg/ml) for 20 min. The coverslips were then washed again three 
times (for 10 min each) with PBS containing 2% GSA (w/v). The cells were then incubated 
overnight at 4°C in primary antibodies diluted into PBS containing 2% GSA (w/v). These 
custom rabbit polyclonal primary antibodies were provided by collaborators in Ordal lab (UIUC) 
and preliminary testing was done using western blotting. After overnight incubation with the 
primary antibodies, the coverglass was then washed three times (for 10 min each) with PBS 
containing 2% (w/v) GSA and then incubated (if using unlabeled primary antibodies) for 5 h at 
4°C with a labeled (Cy5 or Cy3-Cy5) goat anti-rabbit secondary antibody at a dilution of 1:500 
in PBS containing 2% (w/v) GSA. Finally, the coverglass was washed three times (for 5 min 
each) in PBS containing 2% (w/v) GSA and incubated in 0.5 μg/ml DAPI for 5 min [48]. This 
was followed by three more washes (5 min each) before storing the sample for imaging at 4°C.  
It is imperative in STORM to minimize localizations resulting from non-specifically 
bound antibodies on bacterial surface. To this end, all antibodies used in this study (anti-McpB 
and anti-CheA) were purified by treating them six times using acetone powder pre-absorption 
with their corresponding knockout strains OI3545 (Δ10mcp) and OI1840 (ΔcheA) respectively. 
This method removes most non-specific protein components from the antibody serum leaving 
only the useful target protein binding proteins.  The antibodies were then labeled using NHS 
ester amine chemistry with Cy5 or Alexa 647 NHS esters (Jackson Immunolabs, Invitrogen). For 
labeling, the antibodies and dyes were incubated together (~100 μl) in dark at a specific molar 
ratio (determined empirically) in PBS at room temperature for 1 hour. Initial recommended 
protein concentration ranged from 1-10 mg/ml and molar ratio <10 for lower degree of labeling 
(number of dyes per antibody, DOL). Antibody-dye conjugate was purified by dialysis to remove 
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excess dye using Slide-O-Lyzer MINI dialysis unit (10kDa MWCO) overnight at 4°C against ~1 
L of PBS solution. The degree of labeling was then measured using UV-vis spectroscopy 
(Nanodrop 2000) and optimized for ~1-2 dyes per antibody. Both primary antibodies anti-McpB 
and anti-CheA were used at a dilution ranging from 250 to 1000 fold based on sample labeling 
density (see section 2.2.3). Fiducial markers (200 nm tetraspeck beads) were incorporated in 
chamber slides before imaging for alignment and drift correction such that ~ 3-5 beads were 
visible in imaging region of 256 x 256 pixels present away from cells. Detailed protocols are 
provided in the Appendix. 
2.2.3 Image acquisition 
Fluorescence imaging was performed on an inverted microscope (Olympus IX-71) 
equipped with a 100x oil immersion objective lens (Olympus UPlanSApo, NA 1.4) and an Andor 
Ixon EMCCD camera on a vibration isolation table (Newport Corporation). The optical set up 
schematic is shown in Figure 2.4. STORM imaging was performed using small angle total 
internal reflection fluorescence microscopy (TIRFM) while epifluorescence imaging was used 
for DAPI and membrane stain. DAPI was imaged using 405 nm laser (15 mW, Excelsior) while 
488 nm (50 mW, Coherent) was used to image membrane stain FM 1-43. The imaging path for 
both DAPI and membrane stain consisted of a 488 nm long pass dichroic mirror (Chroma) 
coupled with a high quality 488 nm long pass emission filter (HQ488LP, Chroma). Alexa647 or 
Cy5-tagged antibodies were illuminated using solid-state red laser 637 nm (140 mW, Coherent) 
with laser excitation power of 50 mW at the source. For Alexa 647 or Cy5 imaging experiments, 
a dichroic mirror (FF650-Di01-25x36, Semrock) and high quality emission filters like bandpass 
filter (HQ700/75nm, Chroma) and long pass filter (HQ665LP, Chroma) fitted in a filter cube on 
a turret were used. Image acquisition was done with continuous illumination of excitation red 
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laser with periodic pulsing of 405 nm activation laser. A custom code in LabVIEW (National 
Instruments) was used to achieve fluorophore reactivation by pulsing 405 nm laser (15 mW) for 
100 ms per sec at about 50 μW power at the source. A feedback controlled LED based Z-stage 
(PI, ASI controller) was used to keep the imaging plane in focus that relied on change in position 
of near IR LED signal post reflection from sample coverglass. The imaging plane was chosen 
such that the top of the cell was imaged while the surface containing non-specifically bound 
antibodies is below the focal plane to eliminate artifacts. This surface was usually ~200 μm 
above the glass surface, which was discerned by focusing on non-specifically bound antibodies 
to glass.  
Fluorescence nanoscopy using STORM strongly depends on a multitude of factors that 
were carefully optimized using labeled antibodies bound on glass surface and test 
immunostained cell samples [55]. Careful tuning of acquisition parameters is imperative for 
correct qualitative and quantitative interpretation of STORM results and reduction of artifacts 
due to false positives and signal averaging [56]. The acquisition and data processing protocol for 
STORM was determined based on five important parameters: (i) type of fluorophore (Cy5/ 
Alexa 647), (ii) photobleaching and photoswitching rates (koff/kon), (iii) labeling density, (iv) 
degree of labeling of antibodies, and (v) imaging buffer composition. The type of fluorophore 
determined the number of photons emitted per blink by the dyes and intrinsic dye properties such 
as sensitivity to blinking and imaging buffer requirements. Based on these conditions, we 
selected acquisition parameters, EM Gain of 180 and exposure time of ~20-30 ms, while signal-
to-noise ratio was above 7 (see section 2.2.4). Photobleaching and photoswitching rates depend 
on laser power of both excitation and activation laser respectively apart from other factors. The 
switching constants koff (rate of switching to dark ‘off’ state) and kon (rate of switching from dark 
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to fluorescent state) scale linearly with excitation and activation laser power [8]. Additionally, in 
dSTORM excitation red laser self activates some of the fluorophores to the ‘on’ state. These 
parameters were determined semi-empirically by quantifying photobleaching kinetics of 
individual labeled antibodies and by imaging under a range of conditions with varied laser 
powers and labeling density as environment during imaging modifies the outcome of such 
kinetics [57]. Hence, we optimized the initial photobleaching time to ~3 mins using the 
excitation red laser, followed by image acquisition and activator pulsing. This photobleaching 
time ensured that enough molecules reversibly bleach out during initial bleaching to reach 
equilibrium state and the number of activated fluorophores per diffraction-limited spot is 
sufficiently low to localize individual fluorophores. In this way, enough frames could be 
acquired to integrate majority of signal from receptors in B.subtilis.  
Labeling density of labeled antibodies bound to target receptors determine the total 
number of acquired frames for structural resolution, which we empirically optimized to about 
20000-30000 per acquisition. If the labeling density is too low due to a low number of bound 
antibodies or rapid irreversible bleaching, then the reconstructed image would not satisfy the 
Nyquist criteria according to which a resolution ‘R’ can be achieved on a uniform surface if there 
is a probe at least every ‘R/2’ distance apart [58]. On the other hand, if the labeling density is too 
high, then it can obscure accurate pattern determination with multiple probes in ‘on’ state within 
a diffraction-limited area at a snapshot of time. Since each fluorophore may result in multiple 
localization spots in reconstructed image we ensured that the degree of labeling remained low 
around 1-2 dye molecules per antibody. A higher degree of labeling might propagate errors in 
quantitative clustering analysis and cause self-quenching [59].  
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Components of imaging buffer play a key role in effective photoswitching and reversible 
photobleaching by controlling pH, molecular oxygen and presence of thiols [56], [60]. Thiols 
such as beta-mercaptoethanol (βME) promote initial fluorophore inactivation and photochromic 
blinking during image acquisition. Most dark states longer than a few milliseconds are not 
related to triplet states and rather depend on specific photochemistry of fluorophores or redox 
blinking, such as in the case of Cy5 [13]. The oxygen scavenging system stabilizes dark states 
and inhibits the production of singlet oxygen species, superoxides and peroxides which can be 
perturbative to biological surfaces while imaging (Figure 2.5). We employ an oxygen scavenging 
system to reduce photobleaching. This system typically consists of glucose, which is converted 
to gluconic acid and water by the action of a glucose oxidase and catalase enzyme mixture, 
which serves to scavenge molecular oxygen from the system [61]. Single molecule imaging was 
performed using imaging buffer (100 mM Tris-HCl at pH 8.0, 10 mM NaCl) in the presence of 
thiols like beta-mercaptoethanol (1% v/v or 140 mM) and oxygen scavenging system containing 
0.5 mg/ml glucose oxidase (Sigma), 0.25 mg/ml catalase (Sigma) and glucose (10% w/v). 
Fluorescence nanoscopy was performed by imaging for reference cell image first in blue channel 
(488 nm) followed by STORM acquisition as detailed above in red channel on the same region.  
2.2.4 Image processing 
Image processing for fluorescence nanoscopy was performed using the open access 
QuickPALM [62] plugin in the widely used software Image J (http://rsb.info.nih.gov/ij/) and 
Matlab (Mathworks, R2010a). Firstly, the QuickPALM algorithm performs background 
correction and noise reduction in the overall image frame by noise filtering and subtracting the 
convolved image to a convolution of the original image with a Gaussian kernel of sigma as twice 
the user specified maximum full width at half maximum (FWHM). In the second step, potential 
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localizations are ascertained by scanning the image for high intensity spots and surrounding 
spots if found to be located within a local square window of twice the specified FWHM from 
selected pixel and above a certain SNR threshold. These spots are further validated or rejected 
using multiple criteria for image edge, image saturation, and overlapping. Finally, a Gaussian 
model of the point-spread function is constructed on that spot to extract the (x, y) coordinates 
based on the center of mass. This spot is rejected if it fails to satisfy the FWHM and symmetry 
criteria defined by the user. The choice of FWHM depended on pixel size of detector and size of 
PSF of a single fluorophore. Once selected, the center of this Gaussian is considered a 
localization in the reconstructed image and its coordinates are listed as (x, y) in resulting data file. 
The selection of parameters depended highly on the type of dye used and with an assumption of 
lower density of antibody labeling to avoid overlapping signals. The list of parameters used is 
listed in Table 2.1.  
Post-acquisition drift correction was performed using QuickPALM plugin by identifying 
fiducial markers or permanent features in acquired data. The reference diffraction limited images 
(256 x 256 pixels) obtained showing membrane staining to ascertain cells were averaged in 
ImageJ and scaled bilinearly to match the width of reconstructed image. These images were then 
merged for visualization, interpretation and cell selection for further analysis (Section 2.2.5). The 
reference image often needs to be aligned with STORM image due to difference in optical 
imaging path for two channels. This was accomplished by registration using fiducial markers 
fluorescent in both channels by translating them in ImageJ.   
The visualization of rendered reconstructed image was done using a simple ‘histogram 
visualization’ which is a commonly used method to visualize super-resolved fluorescent 
biological data [38]. A 2D histogram of an obtained localization was calculated with an 
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appropriate fixed bin size (Table 2.1), which is the same as pixel size in rendered reconstructed 
image. The reconstructed image therefore is a pixelated image with local intensity proportional 
to bin occupancy and corresponds to a homogenous degree of smoothing [63]. This technique of 
visualization is particularly suitable for dSTORM imaging applications involving 
photoswitchable dyes that result in multiple localizations per molecule [64] along with uniform 
labeling density.  However, one should exercise caution in selecting the bin size to ensure 
adequate smoothing for target biological surface and to avoid visible discontinuities in 
fluorescent regions. We selected a bin size ~30 nm based on the localization accuracy for each 
emitter and for optimal interpretation of the results from super-resolved image for qualitative 
structural analysis [65]. Localization accuracy of emitters often used in Gaussian representation 
of localizations was calculated based on the number of photons (N) per single molecule PSF of 
fluorophores [10]. Localization accuracy is given by the equation 
𝜎!!   =    𝑆𝑖2𝑁 +    𝑎212𝑁+   8𝜋𝑆𝑖4𝑏2𝑎2𝑁2  
where 𝑆 is the standard deviation of Gaussian distribution (1/2.35 times PSF width) , 𝑎 is the 
pixel size and 𝑏 is background intensity [64]. The localization accuracy was estimated to be ~15 
nm and hence bin size was kept >20 nm to avoid structural artifacts. Moreover, the reconstructed 
images shown in results section are saturated to provide contrast whilst removing density 
information. However, the most accurate form of dSTORM results is the raw set of localizations 
without any applied binning which was used after image reconstruction for quantitative analysis 
as detailed in further sections. 
The diffraction-limited spatial resolution of a single labeled antibody or fluorophore was 
measured using full width at half maximum (FWHM) of a Gaussian fit to the lateral intensity 
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profile of center of mass of each pixel in a well separated visibly single fluorescent spot (Figure 
2.6). To determine the resolution for reconstructed super-resolved images, we identified clusters 
of single point-like objects on glass surface visibly away from other localizations.  These point-
like objects correspond to individual labeled primary antibodies bound to glass surface. We 
aligned a collection of such proteins (~50) on their center of mass to measure the resolution [8], 
[66]. A histogram of localization counts in this cumulative cluster was constructed and fitted to a 
Gaussian with FWHM of ~25 nm, thereby giving a measure of spatial resolution (Figure 2.6). 
The effective resolution is governed by a combination of the intrinsic imaging resolution and the 
size of the antibody-dye probes. We used the direct immunofluorescence method where primary 
antibodies are labeled, which led to us to achieve improved resolution by removing a step for 
secondary antibody addition that would have increased total probe size, distance from target 
molecule and induced rotation effects [67].  
2.2.5 Cluster analysis 
The reconstructed image and data file obtained from ImageJ (NIH) are subjected to 
further analysis-using  Matlab (Mathworks, R2014a) to extract properties of distribution of McpB 
within the cell. The data file obtained by the QuickPALM plugin in ImageJ contains coordinates 
(x, y) of each spot utilized to reconstruct a STORM image [62]. These coordinates (x, y) are 
referred to as localizations and correspond to extracted signal from dye labeled anti-McpB (or 
anti-CheA) primary antibodies bound to the protein of interest. The individual cells are then 
selected and cropped visually to eliminate aggregated or out of focus cells from reconstructed 
image and data file to generate corresponding individual data files for each cell as shown in 
Figure 2.7a, d. The cells are then aligned along their longest axis (Figure 2.7b, e). Each aligned 
cell is then used to measure and plot the number of localizations along the cell length at every 
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small step “Δr or dr” to categorize distribution as polar or lateral as shown in Figure 2.7c, f. 
Cells are grouped into one of the three regimes based on the peaks above a certain threshold 
(~20% of localizations) along cell length- polar, lateral and polar-lateral regime.  Cells with 
peaks on the poles (~25% cell length at both ends of cell is assumed to be polar region) and no 
visible peaks along the cell length are called polar cells. Cells with peaks along the cell length 
only and not at the polar regions are called lateral cells while the cells with peaks in both regions 
are referred to as polar-lateral cells [48].   
The localizations in each aligned cell were then subjected to a density based clustering 
approach to characterize receptor clusters in STORM localization data. Most non-overlapping 
clustering methods can be divided into two categories of hierarchical and partitioning algorithms 
[68]. Hierarchical clustering relies on decomposing the database into multiple levels of nested 
clusters forming a dendrogram. Partitioning techniques divides the database into k clusters using 
a single-level partition such that members of a cluster are more similar to constituents of the 
same cluster than any other cluster. Partitioning algorithms are better suited for clustering in 
chemical and biological applications. However, most partitioning approaches utilize pre-defined 
criteria for the number of clusters or centroid coordinates for each dense region in database that 
can highly bias the accurate representation of natural patterns in biological substrates. We 
utilized a density based partitioning clustering algorithm called ‘DBSCAN with noise’ that uses 
a single scan technique to group the objects based on high local density regions segregated from 
other regions via low density areas [69].  
This approach allocates localizations into different clusters based on the criteria of 
minimum number of points to define a cluster (Minpts) and neighborhood radius (ε). The 
localizations are considered to be a part of the same cluster if they lie in the vicinity of center of 
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mass of that cluster at a distance lower than neighborhood radius (ε) and mentioned cluster 
contains at least minimum number of points (Minpts) i.e. density in the neighborhood exceeds a 
certain threshold of localizations [70].   The algorithm of such single scan density based 
clustering approach functions by calculating the Euclidean distance between a point to other 
neighboring points and once it reaches the Minpts threshold within ε radius, all points are 
grouped into the same cluster. In the same way, distance of other points is measured from this 
point and if cluster condition is satisfied they are added to same cluster else a new cluster is 
created. This scanning is done for all the points in the database to categorize them into clustered 
(core and border) points and outliers (Figure 2.8). These points or localizations can be defined 
as: (i) core objects if there are atleast Minpts objects in each of their neighborhood radius of ε, 
(ii) border objects if they belong within the neighborhood radius ε of a core object, while 
themselves not being in the vicinity of Minpts objects, and (iii) outliers if they are not border 
objects and their neighborhood of radius ε contains less than Minpts objects. Most fluorescence 
methods are sensitive to noise; therefore the information on outliers can be valuable in biological 
applications to gauge single proteins present across the cell or unspecific antibody binding while 
immunostaining. Outliers or single localizations were confirmed to be not experimental or 
imaging artifacts as all artifacts were eliminated during image processing phase in QuickPALM 
by setting a threshold of signal-to-noise ratio to 7 or higher. The prime significance of this 
approach is that it eliminates the need to define cluster centers or to assume a certain kind of 
distribution in a single cluster thereby not biasing analysis of biological behavior. 
2.2.6 Cluster parameters and validation  
The design criteria for input parameters (Minpts, ε) used in this clustering approach were 
carefully chosen to mirror the biological significance and reduce errors. For instance, number of 
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localizations to define a cluster (Minpts) depends on the degree of labeling of antibody, type of 
labeling of antibody (Cy5 or Alexa 647), number of antibodies bound per receptor and minimum 
number of receptors required to define a cluster. Each dye may result in multiple localizations in 
dSTORM reconstruction. Hence, Minpts reflected the presence of sufficient localizations to 
incorporate presence of few receptor molecules. The first step to determine Minpts was to 
estimate the number of localizations that individual labeled primary antibodies resulted when 
imaged on a clean glass surface-using STORM. It was concluded that Cy5 and Alexa 647 labeled 
antibodies resulted in ~3 and ~7 localizations per antibody, respectively, thereby indicating that 
Minpts must exceed these values for each dye.  Hence clustering was optimized visually for 
Minpts range 3-25.  
The parameter choice for neighborhood radius (ε) also needed to ensure presence of more 
than one molecule in its area indicating dependency on resolution of fluorescence nanoscopy 
method used. Localization precision is a measure of resolution and can be assessed by nearest 
neighbor distance for each localization. Our method yields a localization precision of ~10 nm 
which led us to choose ε = 30 nm ensuring the presence of multiple molecules in an area with 30 
nm radius. Clustering was then visually inspected for a combination of different values of 
parameters Minpts and ε (i.e. Minpts = 5, 10, etc. and ε = 15, 20, 40). The parameter choice 
varied between the type of dyes used and was best estimated as Minpts = 10 and ε = 30 for Cy5 
and Minpts = 15 and ε = 30 for Alexa 647. Selection of parameters by visual examination of 
clusters relied on formation of well-separated clusters with minimal outliers (Figure 2.9).  
We performed independent verification of chosen parameters utilizing distribution cut-off 
criterion detailed in literature [69]. A box plot map of the distribution of median distance of kth 
nearest neighbor was constructed at different values of k for a dataset (anti CheA- alexa 647) as 
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shown in Figure 2.10. This map is indicative of localization precision and minimum number of 
localizations that define a single protein. For instance, most points for k < 10 lie in the range of 
localization precision (~10 nm) and hence the chosen Minpts value must exceed 10 for alexa 647. 
Another verification using similar criterion is obtained by estimating the breaking point of the 
distribution graph of minimum distance at a specific value of k. Figure 2.11 shows such a 
minimum distribution curve for all localizations in a representative antiMcpB-Cy5 dataset at k = 
10 and cut-off ~30 nm. This cut-off showcases whether a neighboring point should be accepted 
as a member of the cluster or not.  This analysis legitimizes our choice of Minpts and ε.  
Most partitioning approaches using density based clustering use silhouette coefficient (s) 
as a measure for validating clustering performance [68]. The silhouette coefficient s(i) can be 
represented using the following equation, where a(i) is the measure of average dissimilarity of i 
with all other data within the same cluster and b(i) is the measure of lowest dissimilarity of i to 
other clusters.  
𝑠 𝑖 =    𝑏 𝑖 −   𝑎 𝑖max 𝑎 𝑖 , 𝑏 𝑖    
𝑠 𝑖 =            1− 𝑎 𝑖𝑏 𝑖   𝑖𝑓  𝑏 𝑖 > 𝑎 𝑖        0                              𝑖𝑓  𝑏 𝑖 = 𝑎 𝑖        𝑏 𝑖𝑎 𝑖 − 1    𝑖𝑓  𝑏 𝑖 < 𝑎 𝑖  ∴   −1 ≤ 𝑠 𝑖 ≤ 1                                                              𝑎𝑛𝑑, 𝑖𝑓  𝑎 𝑖 ≪ 𝑏 𝑖 → 𝐺𝑜𝑜𝑑  𝑓𝑖𝑡 
We measured both a(i) and b(i) using squared Euclidean distance and since a(i) is a 
measure of dissimilarity of i with members of same cluster, smaller this value better is its 
assignment in that cluster. Silhouette values represent the strength of clustering scheme. 
Generally, higher silhouette values (s > 0.5) are indicative of good clustering performance such 
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that clustering pattern distributes all clustered localizations appropriately. Figure 2.12 shows a 
silhouette map at different Minpts value for a representative dataset, with Minpts value of 15 and 
ε = 30 nm generating best clustering performance.  
2.2.7 Cluster properties 
Our clustering algorithm results in localizations of all clustered and outlier points for 
each cell. These localizations in every cell were then subjected to additional analysis using 
MATLAB to extract various cluster characteristics such as number of clusters per cell, number 
of localizations per cluster, cluster sizes, and packing density of clusters (number of localizations 
per μm2 of cluster area). Cluster sizes are represented using cluster axis or cluster radius, which 
is estimated by measuring the length of major (longest) axis within the cluster. The area of each 
cluster is computed as the bounding area of outermost localizations. This estimate is the best 
approximation for measuring areas of clusters as compared to the grid based area estimation that 
is highly sensitive to grid size as proposed in literature [69].  
2.3 Results and discussion 
2.3.1 Fluorescence nanoscopy provides 25 nm spatial resolution 
Stochastic optical resolution microscopy based fluorescence nanoscopic methods require 
careful optimization of parameters to obtain high-resolution images free of structural artifacts. 
Current work employed target specific primary antibodies labeled with fluorescent dyes such as 
Cy5 and Alexa 647 to probe receptor distribution. Imaging parameters were optimized by super-
resolution imaging of labeled antibodies on clean glass surfaces.  Image acquisition and 
processing settings were semi-empirically determined based on excitation laser power, 
photobleaching times and imaging buffer composition. Direct STORM imaging was performed 
by first photobleaching the region of interest by red excitation laser to switch most fluorophores 
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into dark state, followed by image acquisition with regular pulsing (100 ms per sec) of activation 
laser at low power to photoswitch the fluorophores to bright and dark states (also called blinking). 
A string of frames (~20,000) acquired in this manner was processed to produce a reconstructed 
image. Figure 2.6 shows a comparison of resolution between diffraction limited and super-
resolved image of single surface bound antibodies. The spatial resolution of single antibodies 
was reported as ~350 nm in diffraction limited regime using FWHM by Gaussian fitting to 
lateral intensity profile agreeing with the Rayleigh diffraction limit of light (λ/2NA). Each 
fluorophore may result in multiple localizations in reconstructed STORM image. We fitted a 
Gaussian to the histogram of localization counts for about 50 aligned clusters of single antibodies 
from reconstructed image to measure the resolution of our fluorescence nanoscopy method. We 
successfully achieved a spatial resolution of ~25 nm using our imaging setup.  
Choice of far-red dyes such as Cy5 and Alexa 647 was dictated by their high photon 
count, which offers a higher signal-to-noise ratio (SNR) and favorable photoswitching ability. 
Furthermore, auto fluorescent components in biological systems do not affect SNR for these dyes 
as most such components are in blue or green region. The degree of labeling of antibodies used 
was between 1-2 dyes per antibody, high enough to localize accurately while imaging and low 
enough to enable molecular counting and well-spaced photoswitching. Some antibodies tend to 
aggregate in solution while immunostaining, which could lead to errors in interpretation of 
results. To this end, we measured the sizes of single labeled antibodies on glass substrate (data 
not shown) and eliminated any possible aggregation by centrifugation of antibodies before use. 
Some degree of non-specific antibody binding on glass surface was observed and found to be 
heavily dependent on antibody concentration even after pretreatment of coverglass by KOH, 
ethanol, and water followed by surface passivation with PBS + 2% goat serum albumin.  
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2.3.2 Dramatic shift in McpB receptor patterning upon asparagine stimulation 
After optimizing the imaging conditions for fluorescence nanoscopy, we imaged fixed 
wild type B. subtilis strain OI1085 immunostained with labeled primary anti-McpB antibodies. 
The cells were grown and immobilized on surface using poly-L-lysine to obtain non-aggregated 
flatly immobilized (planar) cells for imaging. The cells were also stained with membrane stain 
FM1-43 or/and DAPI for cell reference during imaging. Once the sample was mounted on the 
microscope, few fiducial markers were added for spectral alignment and drift correction. Axial 
drifts were monitored by a feedback-controlled z-stage during acquisition. We first imaged for a 
single region of interest by locating planar non-aggregated cells with the aid of reference stain 
(FM 1-43) and recorded the reference image. In the second step, we photobleached fluorophores 
in the region of interest followed by STORM acquisition. We performed two-dimensional super-
resolution imaging of cells with focal plane slightly above the surface of coverglass (~200 μm) 
to avoid background signal from non-specifically bound antibodies on glass and capture cellular 
regions above the center of cells.  Primary antibodies were used (instead of secondary 
antibodies) to remove rotation-induced artifacts of target-attached probes and to increase 
resolution [71]. This avoided an addition of 10-15 nm distances when secondary antibodies are 
bound to target attached primary antibodies. The labeling of antibodies was done in house using 
NHS ester amine chemistry followed by dialysis to keep the degree of labeling ~1.  
Based on the constraints of resolution in fluorescence nanoscopy, we did not sample all 
(~1000-3000 per cell) receptors present in a single bacterial cell. The labeling density was kept 
low enough to sustain imaging of only a single fluorophore per diffraction-limited area in a 
snapshot of time. While this obscured the estimation of total number of McpB proteins on cell 
surface, it did not affect the qualitative and quantitative understanding of receptor arrangement in 
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different stimulation conditions. For instance, while we could not decipher the presence of 18 
McpB molecules in a 12 nm radius, our results showed if there were relative large-scale 
movements among receptors at that length scale as well as the location of receptors across the 
cell. For an exhaustive STORM sampling of all bound fluorophores, there has increasingly been 
a push for the development of powerful algorithms capable of reconstructing STORM images 
while detecting multiple fluorophores in diffraction-limited regime per snapshot of time to 
enable researchers to probe higher labeling densities on biological surfaces [72].  
Fluorescence nanoscopy is solely based on fluorophore detection; hence we concentrated 
our efforts in improving the image quality by reducing non-specific antibody binding to cells. To 
this end, each anti-McpB antibody used was pre-absorbed at least six times with corresponding 
knockout strains. Multiple factors such as antibody labeling with dyes, paraformaldehyde 
fixation of cells, and conformational changes in McpB receptor at different cell cycle stages can 
affect the specificity of primary antibodies with target proteins. We optimized our experimental 
design by scanning multiple antibodies in different conditions on wild type and control strains to 
test antibody specificity and concentration. We also reduced non-specific background by 
incorporating multiple washing and blocking steps during immunostaining. Our results comprise 
of multiple imaging regions from different days of cell growth, staining and imaging.  
We tested receptor patterning in B. subtilis using fluorescence nanoscopy in two different 
conditions: unstimulated conditions with no asparagine (ASN) addition and stimulated condition 
in which the cells were subjected to saturating concentrations of asparagine (1 mM). Previous 
fluorescence microscopy studies that investigated the dynamics of McpB receptor localization 
upon chemical stimulation have utilized similar stimulation conditions [47], [48]. We rendered 
the reconstructed STORM images using ‘histogram equalization’ method with 30 nm pixel size 
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and the representative images comparing diffraction limited (top panel) and super-resolved 
regime (bottom panel) are presented in Figure 2.13. Images are absolved of density variation 
with ‘red’ spots being of same intensity indicating location of McpB receptors for qualitative 
interpretation. The cell reference image is shown in green while antibody localizations are 
represented in red. The diffraction limited reference image appears pixelated, as it is the original 
image that is scaled bilinearly to construct reference image for reconstructed image.  
Our results are one of the first, to show McpB receptor patterning in B. subtilis at an 
exquisite spatial resolution of ~25 nm in fixed cells. We observed that in the absence of 
asparagine, McpB receptors are largely exhibited near the poles of cell as large polar clusters 
with only a few spots shown in lateral regions of the cell (Figure 2.14a). However, we saw a 
dramatic shift in receptor localization in cells, which had been exposed to asparagine. Under 
stimulated conditions, McpB localization changed from a largely polar to polar and lateral 
localization suggesting a shift in chemoreceptor assembly during chemotaxis (Figure 2.14b). Our 
results point to the fact that McpB clusters are present all across the cell and not just at the poles. 
Our results are also consistent with the results of Wu et al., which showed a reduction in polar 
profile of clusters upon stimulation with asparagine [48].  
We also performed super-resolution imaging on control strain (3545) to account for 
antibody fidelity and to ascertain the reliability of our results (Figure 2.14c). The control strain 
lacked all chemotactic receptors including McpB. The control experiments showed very minimal 
and random antibody localizations on cell surface that could be attributed to floating antibodies 
in imaging buffer during acquisition time of ~7 minutes. Some of these stray spots in control 
sample and actual samples could also be attributed to surface background and were only visible 
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at high contrasts. However, these spots were eliminated successfully in clustering analysis, as 
they were smaller than the smallest discernable unit in clustering.  
Consistent with previous diffraction limited studies, we did not observe a binary switch 
like change in receptor patterning in unstimulated and stimulated conditions. More often, in both 
cases of with and without asparagine, we saw a combination of cells showing polar and lateral 
clusters. There were more instances of higher lateral clustering component in the presence of 
asparagine than in the absence. This degree of cell-to-cell variability under different stimulation 
conditions could arise due to cellular asynchrony in growth and division and also by non-uniform 
induction by asparagine as has been shown for E. coli [42]. 
 B. subtilis adapts fairly quickly (in seconds) to asparagine and adapted cells attain a 
configuration similar to unstimulated cells [48]. We fixed the cells within 10 seconds after the 
addition of asparagine to remove the possibility of adaptation in stimulated cells for fluorescence 
nanoscopy experiments. Furthermore, immunofluorescence based imaging methods, may lead to 
artifacts due to crosslinking post fixation and antibody non-specificity; hence we tested the 
presence of McpB clusters in GFP-McpB fusion strains under different conditions of stimulation. 
Our results showed the presence of both polar and polar- lateral profiles in adaptable cells 
(KW134) with polar-lateral profiles dominating at saturating asparagine concentrations.  These 
results also validated that receptor patterning is not uniform in all cells and they do not undergo 
binary switch like characteristics. We validated our findings further by using non-adaptable 
strains (KW 138), which showed similar receptor localization patterns as KW134, indicating that 
the time scales we used for stimulation and fixations were reasonable (Chapter 3) and indeed our 
results are not an artifact of immunofluorescence. We tested the dependence on cell culture 
conditions by growing live B. subtilis cells with GFP-McpB fusions on agarose pads and imaged 
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them after 10 hours of cell growth at 37°C (Chapter 3). Expectedly, we found a uniform 
distribution of large polar clusters in all cells suggesting that when cells are subjected to nutrient 
limited growth conditions they maximize their response sensitivity by increasing cooperativity 
among receptors to form large receptor arrays. 
Our results show for the first time, changes in McpB receptor architecture in B. subtilis in 
both unstimulated and stimulated state with a spatial resolution of 25 nm using STORM based 
fluorescence nanoscopy. We observe a shift to a more polar-lateral profile upon asparagine 
addition, moreover our results show a variation in the distribution of McpB receptors within each 
cell consistent with PALM studies by Greenfield et al. [34]. Figure 2.15 shows a sample-
reconstructed image as a density color map indicating normalized number of localization counts 
obtained by dSTORM within each 30 nm pixel. This alluded to the presence of small and large 
clusters varying in their distribution in different areas of the cell. Conventional fluorescence 
microscopy is unable to visualize all proteins present in the cell. It is possible that McpB 
receptors present as single proteins or as very small clusters were beyond the detection limit of 
fluorescence microscopy and were not exhibited in some previous studies. When present as large 
clusters in polar-regions of cells, these McpB arrays are easily detectable by conventional 
microscopy as giant punctate or blobs. Our work surpasses this limit by its ability to detect single 
proteins or small clusters across the cell at high resolution. While we were unable to decipher the 
mechanism of movement or association of receptors within the cell, we anticipate that certain 
conformational changes within receptor arrays tend to destabilize the larger arrays while 
associating smaller clusters together upon asparagine addition. In other words, receptors are 
present across the cell but they manifest themselves as larger arrays in different conditions. 
While, our results and previous studies have shown the presence of polar arrays in both 
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unstimulated and stimulated conditions, our imaging method provided a new platform using 
STORM localizations to investigate changes in cluster areas, cluster packing and their 
distribution across the cell that were inaccessible before on full cell systems.      
2.3.3 Clustering analysis quantifies presence of small and big clusters  
 Post processing of image data acquired by fluorescence nanoscopy generated high-
resolution images for qualitative interpretation and coordinates of all localizations for 
quantitative analysis. We executed this quantitative analysis by manually selecting ‘useful’ cells 
and extracting their localization coordinates from merged image for further analysis. The cells 
with clearly stained membranes lying flat in high-resolution image were referred to as ‘useful’. 
Figure 2.7 shows representative images from both unstimulated and stimulated conditions and 
extraction of their localizations using Matlab. Figure 2.7 also shows the normalized localization 
density profile across representative aligned cells exhibiting polar and lateral profiles in 
unstimulated and stimulated conditions respectively.  
We then subjected individually selected cells to a density based clustering algorithm 
called DBSCAN, which is suitable for biological data distribution [39], [70]. The clustering 
process utilized two parameters- minimum number of localizations to define a cluster and 
minimum distance range to consider a particle part of the same cluster. We carefully determined 
these parameters with a view to incorporate multiple McpB proteins within a cluster, rather than 
a single protein being called a ‘cluster’. We further validated cluster map and cluster parameters 
visually (Figure 2.9) as well as with the aid of standard techniques such as silhouette plot. After 
clustering and validation, we determined the properties of clustered points in each cell. More 
specifically, properties such as the number of clusters per cell, number of localizations per 
cluster, length of the cluster (cluster axis) and intra-cluster density was determined. Figure 2.16 
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shows these properties for selected sample cells. The bin size for representing distribution of 
cluster properties, carefully chosen to best represent the data, is kept the same in all cases 
between unstimulated and stimulated cells for comparison. The details of clustering algorithm, 
validation and property determination are provided in materials and methods. 
 We then proceeded to select multiple cells (~100) from experiments on different days for 
both conditions of absence and presence of asparagine. The selection of ‘useful’ cells was 
performed randomly to visualize unbiased outcomes. These cells were then subjected to 
clustering analysis and plotted for different properties in Figure 2.17. This figure shows the 
distribution of cumulative properties of all cells in the absence and presence of asparagine. 
Cluster sizes are indicated by cluster axis, which is a measure of length across a single cluster. 
The most striking difference between the two regimes of unstimulated and stimulated cells was 
the difference in distribution of cluster sizes. We detected a range of cluster sizes with distinct 
peaks in distribution. We observed two distinct peaks in cluster size distribution profile of cells 
in the absence of asparagine. These peaks corresponded to ~60 nm and ~250 nm cluster sizes 
showcasing the presence of both smaller and larger clusters. However, upon stimulation with 
asparagine cluster size distribution dramatically shifted to ~60 nm axis length, which was 
indicative of the presence of smaller clusters. These results were consistent with our qualitative 
results and previous studies that showed a decrease in large sized clusters upon asparagine 
addition. Interestingly, our results also showed the presence of fewer smaller clusters in 
unstimulated cells.  
 We plotted the mean of cluster properties of all cells in both regimes for a direct 
comparison as shown in Figure 2.18. We quantified that in the absence of asparagine, the number 
of localizations per cluster is higher than in the presence of asparagine. Also, a comparison of 
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mean cluster sizes also indicated the presence of larger clusters in absence of asparagine. The 
number of clusters was lower in unstimulated cells, while more number of smaller clusters was 
found in stimulated cells (data not shown). As shown by qualitative imaging, larger clusters were 
mainly constituted on the poles, apart from a few cases where large clusters appeared near the 
center possibly indicating a cell division site. Our work presents one of the first robust 
quantitative assessments of McpB cluster sizes in B. subtilis in stimulated and unstimulated 
states. Our results concluded that in the absence of asparagine, cells formed larger polar clusters 
with few existing smaller lateral clusters but upon exposure to saturating concentrations of 
asparagine larger clusters disintegrate to form a large number of smaller clusters all across the 
cells. Notably, few cases of stimulated cells also contained large polar clusters which was 
masked by our data distribution profiles of ~1000 analyzed clusters.  
 Apart from cluster sizes, we measured intra-cluster density of cells by accurately 
estimating bounded cluster area as shown in Figure 2.18c. Interestingly, our results showed that 
there is not a significant difference between packing density of proteins within each cluster 
irrespective of the absence or presence of asparagine. This result signifies that in unstimulated 
state cells do not increase cooperativity by packing receptors more closely but may rather rely on 
signal amplification via larger lattices. Our results are also consistent with cryo EM studies by 
Briegel et al., who showed that receptors are always distributed as arrays of regular hexagonal 
lattices 12 nm apart [52]. This led them to conclude the absence of any large-scale structural 
rearrangement. However, we showed that in presence of asparagine there are cells that exhibit 
large clusters and even smaller clusters possibly retain similar array structure. This can explain 
cryo EM findings by Briegel et al. as well, as they analyzed ~12 cells for receptor architecture, 
while our data conclusively showed variability from cell to cell in both unstimulated and 
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stimulated states [53]. Considering the hexagonal lattice model, we can speculate that smaller 
clusters are composed of ~25 hexagons while large clusters incorporate a lattice of ~450 
hexagons. However, the presence of similarly ordered lattices of variable array sizes in cryo EM 
would indicate a uniform surface in both conditions.  
2.3.4 CheA patterning changes insignificantly upon stimulation 
 CheA is a chemotactic protein that regulates signaling by phosphorylating CheV and is 
believed to be associated with McpB receptors [29], [73]. CheA has been largely shown to be a 
static protein associated with receptors at the poles and it does not change localization upon 
stimulation [48]. We next sought to determine the changes in CheA patterning upon addition of 
saturating concentration of asparagine. The sample preparation, imaging, data processing and 
analysis scheme was performed in a similar manner as for McpB. We optimized anti-CheA 
antibodies using CheA knockout strain (OI1840) and observed that high-resolution image of 
CheA knockout strain showed insignificant localizations. Figure 2.19 and Figure 2.20 show the 
distribution and mean values of cluster properties for CheA in absence and presence of 
asparagine respectively. In both cases, CheA was shown to be associated with large cluster sizes 
with a minor increase in smaller clusters upon asparagine stimulation. Interestingly, mean cluster 
radius for CheA was determined to be ~170 nm, similar to mean size in case of McpB receptors 
in absence of asparagine. Our findings were consistent with previous CheA studies and showed 
that CheA formed larger clusters that changed very minimally upon stimulation [48]. 
 A very recent study has proposed a model for receptor array assembly that involves the 
association of CheA with receptors. Interestingly, B. subtilis has a high ratio of MCP to CheA 
proteins with ~23 receptor dimers per CheA dimer, a lot higher than in E. coli [73]. This could 
also imply for CheA that since there is a higher probability of visualizing CheA associated with 
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larger hexagonal McpB lattices, we saw bigger CheA clusters than smaller clusters of CheA. We 
detected smaller McpB clusters, as chances of sensing McpB over CheA is higher. We might 
have seen single CheA localizations resulting from the above interpretation, but these 
localizations were not incorporated during clustering. However, according to our current data on 
CheA, we conclude that CheA does not play a huge role in receptor clustering during chemotaxis 
in B. subtilis because very few CheA molecules are needed to organize receptors in regular 
lattices.  
2.3.5 Proposed qualitative model for McpB receptor architecture in B. subtilis 
 B. subtilis has an ability to respond to a large range of stimulant concentrations- from 
very low to very high. In other words, range at which chemotaxis response is elicited varies from 
only a few ligand molecules binding to the receptor mosaic to large ligand concentrations almost 
saturating the receptor binding sites. Our results indicated that when the ligand concentration is 
negligible, McpB receptors are present as large clusters predominantly at the poles of the cell. 
These receptors were also present in other regions of the cell but not in large assembled form that 
can be effectively probed by existing fluorescence techniques. However, upon addition of 
saturating ligand concentration the receptor-clustering pattern shifts from a largely polar regime 
to a more dispersed lateral regime comprising of smaller clusters. Some of the large polar 
clusters were also present in this regime. This is an indication of a process by which the larger 
clusters disintegrate to form smaller islands while some of the non-assembled McpB across the 
cell also assemble into small islands to transduce signal downstream. Both these processes take 
place without a significant change in intra-cluster density suggesting that clusters redistribute in 
fixed lattices.  
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Based on these observations, we have proposed a lattice model similar to one proposed 
by Kiessling et al. [47] as shown in Figure 2.21, according to which signal transduction for lower 
ligand concentration occurs via larger continuous clusters for effective signal amplification. 
However, if the ligand concentration is high, such an extent of signal amplification is not desired 
and larger lattices of receptors distribute into smaller islands possibly reinforced by structural 
change upon multiple ligand binding to receptors. In our work, we also observed small 
localizations possibly single proteins across the cell, which were discarded for clustering, could 
also play a role in assembly. In a minor number of cases, McpB localizations were also shown to 
be associated in a pattern reminiscent of cytoskeletal network within the cells.  
Our work demonstrates a STORM based fluorescence nanoscopy technique to probe 
McpB receptor patterning in B. subtilis with a spatial resolution of 25 nm under distinct 
stimulation conditions for the first time. We also presented a general analysis methodology, 
which is useful for interpreting biological data obtained by STORM. There still remains a vast 
amount of knowledge to aid in complete molecular understanding of signal transduction in B. 
subtilis during chemotaxis. For instance, we do not yet know the mechanism by which receptor 
arrays break or form or how they actively transition between active-inactive states to 
continuously assemble-disassemble. We anticipate that our work would effectively augment 
future investigations in such phenomenon with fluorescence nanoscopy and other powerful 
techniques such as FRET and cryo EM. Dynamics within receptor arrays could be elucidated 
using live cell PALM; or dual color STORM could be used to study interaction of receptors with 
cytoskeletal components and other chemotactic proteins.  
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2.4 Future directions 
2.4.1 Effect of methylation on receptor clustering 
Current work laid foundation for a lot of interesting future directions to probe chemotaxis 
in B. subtilis using fluorescence nanoscopy. One such study is to investigate the effect of 
methylation on structural redistribution of receptors during B. subtilis chemotaxis. Reversible 
methylation of receptors in B. subtilis is known to play a key role in activating kinase and has a 
profound impact on structural stability of receptors by inducing charge-charge repulsions [29], 
[74]. Furthermore, super-resolution studies can explore this and delve deep into the mechanism 
of structural stability of receptor cluster lattice during the adaptation process. 
Methylation of residues in chemotactic receptors is of prime significance in determining 
the degree of cooperativity and signal amplification while responding to a chemical stimulant. 
The structural change induced by methylation or demethylation can cause the receptors to form a 
stable dense lattice like structure or appear in a loosely packed inactive state. In B. subtilis the 
methyl groups are shown to shuttle between crucial residues on the receptors in response to 
addition or removal of stimulant, thereby modulating the kinase activity. The three-methylation 
sites on the receptors that can confer a structural change in receptor architecture are located at 
Glu371, Glu630 and Glu637 (Figure 2.22a). This methylation is selective, that is, methylation of 
some sites activates while others deactivate CheA kinase (Figure 2.22b). 
To this end, we attempt to utilize mutant strains containing McpB only receptors and 
devoid of methylating and deamidating enzymes (CheR and CheB). In this manner, a certain 
receptor configuration (tightly or loosely packed) is fixed based on the receptor mutation. Our 
collaborators, H. Walukiewicz (Ordal lab, UIUC) performed extensive CheA kinase studies on 
these mutants to correlate kinase activity with the mutants. Based on these studies, critical 
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mutants including QEE (wt), EEE, and EEQ were identified to study receptor architecture. 
Glutamine (Q, Gln) is considered as methyl-glutamate mimic, hence EEQ for instance would be 
considered methylated at position 637 while demethylated at residues 371 and 630. Using 
fluorescence nanoscopy, we aim to investigate variation in receptor configuration using these 
mutants and correlate it with the methylation state of critical residue. 
Super-resolution imaging was performed on a small subset of mutant cells followed by 
cluster analysis. Our preliminary results showed a degree of cell-to-cell variation for the same 
sample making it difficult to make reasonable conclusions on receptor architecture. The EEE 
mutants however do appear more diffused than EEQ or QEE (wt) mutants. Density based 
clustering also indicated a higher number of localizations per cluster in EEQ mutants with only a 
marginal increase in cluster area in case of EEE mutants. These findings may suggest the 
presence of compact clusters when residue 637 is methylated in comparison to when none of the 
residues is methylated. The first goal of this future work is to investigate the effect of 
methylation- demethylation of receptor residues on nano-architecture of McpB receptors. This 
will be accomplished by expanding the super-resolution data set of mutant strains (EEE, EEQ, 
QEE) over multiple cells. We expect to obtain data on number of receptors per cluster, cluster 
area, shape of the clusters, and cluster packing density using this study. 
We anticipate that this work can provide novel insights on methylation state of each 
residue and corresponding receptor architecture during each step of chemotactic response to 
asparagine. Prof. Chris Rao (UIUC) has proposed a model based on kinase data by H. 
Walukiewicz (Ordal lab, UIUC) to correlate receptor activity and packing with state of 
methylation of three critical residues (unpublished work). This model envisages the existence of 
three distinct receptor cluster states, namely: high capacity (packed), intermediate capacity 
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(relaxed) and low capacity (packed) states, which are reversible and depend on the stage of 
chemotactic response. We believe our data will be able to adequately supplement this model and 
together would yield, currently much lacking mechanistic details on receptor reorganization in B. 
subtilis. 
2.4.2 Dual color super-resolution imaging of B. subtilis cytoskeletal system and receptors 
Some of our results exhibited McpB localization patterns reminiscent of cytoskeletal 
assembly in cells. Future efforts could be focused on studying the association of cytoskeletal 
network in B. subtilis with the chemotactic receptors (McpB) using dual color 
immunofluorescence based fluorescence nanoscopy. Cytoskeletal system can serve as anchor 
points for cluster nucleation and distribution. Hence this work has a potential to reveal crucial 
insights on structural rearrangement of receptors. 
  Direct visualization of   interaction of chemotactic receptors with cytoskeletal system in B. 
subtilis has not yet been observed. In E. coli, however, the involvement of cytoskeletal system in 
receptor reorganization is supported to be negligible [34]. Some of our super-resolution studies 
on McpB receptors in wild type cells indicated a spiral-like localization profile reminiscent of 
some of the cytoskeletal components (Figure 2.24) [75].  Alternatively, this studies could be 
performed using optical astigmatism to generate 3D super-resolution data. These studies will be 
done using anti-cytoskeletal component antibodies (Mbl1, MreB, MreBH) provided by the 
collaborators (Ordal lab). We performed diffraction limited preliminary imaging using these 
antibodies as shown in Figure 2.23. As expected, single section through bacteria showed lateral 
spots such that periodicity of spots seemed consistent with spiral nature of B. subtilis 
cytoskeleton. The localization pattern of MreBH also seemed to be similar to CheV localization. 
This study can provide unique insights to explore the association of B. subtilis chemotactic 
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network with cytoskeletal components. This work has a potential to reveal new levels of cellular 
organization and may help discern long-standing mystery of mechanistic details of receptor 
reorganization in B. subtilis during chemotaxis. 
 2.4.3 Super-resolution imaging of related chemotactic proteins: CheC and CheD 
Super-resolution imaging was also performed on some of the cytosolic proteins involved 
in B. subtilis chemotaxis (details see Section 2.3.4). CheA kinase is known to be primarily 
associated with polar McpB receptors irrespective of chemical stimulation [29]. Our images 
showed a largely polar localization of CheA kinase. This result also served as a biological 
control for our experiments as we successfully validated polar CheA localization. Preliminary 
results on CheC imaging showed no real localization preference and appeared as a more diffused 
spots throughout the cell. CheD, on the other hand, which is postulated to be associated with the 
inactive receptors and dissociated when ligand binds, showed polar-lateral localization profiles. 
Owing to a very small dataset, we cannot quantify the nature of cluster localizations. However, 
CheD did seem to form larger polar clusters in the absence of asparagine and assumed a more 
lateral-polar profile when stimulated by asparagine (Figure 2.24). These studies can further be 
explored to study the association dynamics of various chemotactic proteins with each other as 
well as the receptors using dual color fluorescence nanoscopy.   
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2.5 Figures and tables 
 
Figure 2.1: Cartoon showing the main components of chemotaxis system in B. subtilis. 
(a) Shows the chemotaxis pathway. B. subtilis uses a two- component chemotaxis network to 
sense and respond to external environment with input as the ligand binding to receptors resulting 
in bacterial motility as output. This system consists of various transmembrane and cytoplasmic 
protein components. The ligand (red) is ASN, which binds to the chemotaxis receptors in 
membrane- McpB proteins (Methyl accepting chemoproteins) causing a change in their structure 
and arrangement thereby transducing the signal downstream to various affecter proteins and 
kinase (CheV, CheW, CheA). These proteins then activate the response regulator protein CheY 
that binds to motor protein FliY resulting in motility. As the bacteria responds and adapts, the 
concentration of activated proteins as mentioned above is controlled by various feedback loops 
involving phosphorylation, methylation, amination reactions and other chemotactic proteins such 
as CheB, CheR, CheC, CheD. B. subtilis can respond to a large range of ligand concentrations 
due to the significant role that chemoreceptors play in signal amplification and transduction 
governed by structural rearrangement of chemoreceptors upon ligand binding. (b) Cartoon 
showing the domains of a monomer of typical chemoreceptor (dashed boxed region in a). It 
consists of ligand sensing domain (in case of asparagine it directly binds onto it), transmembrane 
domains (TM1, TM2), HAMP domain, which is a common cytoplasmic linker domain in methyl 
accepting chemoreceptors, HCD or highly conserved domain which is believed to be responsible 
for downstream signaling in cytoplasm. (c) Our experimental design for immunostaining, which 
involves dye labeled primary antibodies (IgG) binding to the receptors in inner membrane of cell. 
The binding depicted here is just a representation and Abs can bind to any region of receptor. All 
the above cartoons are shown not to scale [43].   
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Figure 2.2: Compilation showing relevant high-resolution studies on membrane proteins1 
(a) PALM imaging of Tar chemotaxis clusters in E.coli. The Tar clusters were localized at a high 
resolution-using PALM imaging on Tar-tdEos fusions and are represented here as a 2D Gaussian 
fitted based on localization errors. Different colors correspond to density variation among Tar 
clusters, which are present throughout the cell. These proteins are present in varying cluster sizes 
and even as single proteins. Both large and small clusters are depicted here. The scale bar in top 
panel is 1 μm while at the bottom panels are 50 nm each. This study proposed stochastic 
nucleation model for receptor propagation [34]. (b) Receptor cluster architecture as detected by 
cryo electron tomography in various organisms. Top panel shows a tomographic slice from a S. 
enterica minicell, OM:outer membrane and IM: inner membrane. Bottom panel shows 
reconstructed subtomogram averages of various organisms (as shown). The study points towards 
the presence of a conserved receptor architecture across these organisms with regular hexagonal 
lattics consisting of dimers of trimers of homodimers. Scale bar on top is 100 nm while on 
bottom is 12 nm [52]. (c) Comparison of diffraction limited and dSTORM imaging of syntaxin 
membranal clusters in mammalian cells portraying the exquisite resolution obtained using 
fluorescence nanoscopy [39].   
                                                
 
1 Permission sought to reproduce these copyrighted images from [34], [39], [52] 
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Figure 2.3:Previous fluorescence microscopy study on McpB architecture in B. subtilis [48]1 
(a) Percentage of cells exhibiting different McpB localization patterns (Walukiewicz et al.) Their 
results showed that unstimulated cells in the absence of stimulant asparagine, show a largely 
polar localization of McpB proteins. The system was probed using anti-McpB antibodies coupled 
with secondary antibodies using immunofluorescence based fluorescence microscopy. The 
addition of saturating concentration of asparagine disrupts this highly polar clustering to give 
way for cells containing lateral and diffused cluster patterning. This result also shows variability 
among cells imaged in the same region with some cells still showing a largely polar distribution 
while others show different pattering. Notably, the receptor patterning was restored to large polar 
clusters once the cells are allowed to adapt within a matter of seconds. (b) Cartoon depicting 
redistribution of McpB receptors in B. subtilis under different stages of chemotactic response as 
suggested by their experiments. (c) Diffraction limited imaging of polar clusters of McpB 
(Walukiewicz et al.) Green indicates FITC antibody while blue represents the DAPI stain. Scale 
bar 1 μm. 
  
                                                
 
1 Permission sought to reproduce these copyrighted images from[48] 
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Figure 2.4: Cartoon showing the optical setup for fluorescence nanoscopy 
STORM acquisition was done using the above set up with red excitation laser (637 nm) and 
violet activation laser (405 nm) for far-red dyes like Cy5 and Alexa 647. The blue laser (488 nm) 
was used for capturing diffraction limited reference images. The excitation laser and activation 
laser are focused on the back port of microscope via separate optical paths containing multiple 
optical elements such as lenses (L), mirrors (M) and dichroics (DM). Neutral density filters (ND) 
are used to control laser power for best imaging results. Once the lasers meet to enter the 
backport of microscope they pass through filter cube assembly containing appropriate dichroics 
to 100x objective thus illuminating the sample. Emission by sample is filtered by emission filter 
and detected by an EMCCD camera. For more details refer to section 2.2.3. Not shown in the 
schematic is the piezostage, which is used to control axial drift while imaging the sample. The 
piezostage uses a near IR LED to sense axial movement of coverglass and provides feedback to 
correct for it. This assembly is mounted between the microscope front port and the camera 
detector. Laser pulsing was done with a custom LabVIEW program with a 100ms pulse per 
second of acquisition. 
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Figure 2.5: Schematic showing probable mechanism of dye (Cy5/Alexa 647) switching. 
Excitation or illumination laser excites the fluorophores (P) to excited singlet state. The 
fluorophores can relax directly to ground state emitting fluorescence else undergo intersystem 
crossing into a dark triplet state. Fluorophores can quickly oxidize to ground state in the presence 
of molecular oxygen producing singlet oxygen. The dark triplet state however, could be 
quenched to some extent by βME. Redox reactions can also form a relatively stable radical anion 
state. This radical anion state is quite stable for milliseconds to seconds range. Fluorophores can 
transition to ground state facilitated by molecular oxygen or 405 nm irradiation. Molecular 
oxygen is efficiently scavenged by GODCAT system to promote relatively stable dark states to 
facilitate blinking, avoid formation of singlet oxygen and to inhibit generation of superoxides 
and peroxides. Photoswitching therefore is promoted by transition to bright states by red light, 
entrapment in stable dark states (triplet/ radical anion) in absence of molecular oxygen using 
GODCAT followed by reactivation to bright state upon UV irradiation. GODCAT refers to the 
oxygen scavenging system referred to in section 2.2.3. 
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Figure 2.6: Resolution enhancement using fluorescence nanoscopy (dSTORM) 
Comparison of diffraction limited and super-resolution imaging of Cy5 tagged anti-McpB 
antibodies. The signal/localizations are indicated with red spots. (a) Diffraction limited image of 
a single anti-McpB antibody tagged with Cy5 (red) with a ratio of ~1 dye/antibody. The 
antibodies were localized non-specifically on a glass substrate. (b) Lateral intensity profile of 
single antibody as shown in (a) indicating a full width at half maximum (FWHM) ~350 nm. 
FWHM was calculated based on a Gaussian fit to intensity profile (c) Super-resolution image of 
multiple aligned clusters (~50) of single anti-McpB antibodies reconstructed here using 
dSTORM. The localizations are represented with red ‘+’ in the image (d) FWHM of super-
resolved image based on Gaussian fit to histogram of localization counts obtained post dSTORM. 
The resolution obtained using this method is ~25 nm. The scale bar in all cases is 500 nm. 
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Figure 2.7: Sample cell analysis of one cell each in with and without ASN regime.  
Super-resolution imaging using dSTORM records the signal from Cy5-labeled anti-McpB  
antibodies bound to McpB receptors in the cell resulting in a reconstructed image after acquiring 
~20,000 frames. More details on image reconstruction, image analysis and clustering can be 
found in materials and methods. (a-c) indicates cell analysis for no ASN regime while (d-f) 
shows cell analysis in with ASN regime. (a,d) Shows reconstructed dSTORM image with cells 
(FM 1-43, green) and McpB (immunofluorescence, red) proteins. The dashed box shows the 
single cell used for analysis in each case in rest of the figure. Scalebar is 1000 nm. (b, e) 
Extracted localizations from the reconstructed image using MATLAB plotted on a (x,y) scale 
with each cell aligned on x-axis as the longer cell axis. (c, f) Shows normalized number of 
localizations across the lateral (longer) cell axis with a bin of 20 nm indicating distinct polar and 
lateral features. The graph in (c) shows peaks towards the polar ends of the cell while (f) shows a 
more dispersed localization profile showing the presence of McpB across the cell in the presence 
of ASN.  
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Figure 2.8: Scheme of density based clustering algorithm (DBSCAN with noise). 
Schematic showing the allocation of different objects using DBSCAN algorithm into core, 
border and outliers. Localizations can be defined as (i) core objects if there are atleast Minpts 
objects in each of their neighborhood radius of ε, (ii) border objects if they belong within the 
neighborhood radius ε of a core object, while themselves not being in the vicinity of Minpts 
objects, and (iii) outliers if they are not border objects and their neighborhood of radius ε 
contains less than Minpts objects. N is the number of points in a circle and d is the Euclidean 
distance between two points.  
Figure 2.9: Representative cluster map obtained using DBCAN from localization map. 
(a) Localization map showing the extracted coordinates of dSTORM localizations for each cell 
after each cell has been individually selected, extracted and aligned using MATLAB. The x-axis 
serves as the longest cell-axis along which it is aligned.  (b) The localization map in (a) is 
subjected to DBSCAN with noise clustering algorithm to generate a visual map with clusters 
indicated by colored spots and outliers indicated by pluses. This was used for visual inspection of 
clusters for appropriate parameter choice. The parameters in this example cluster map are 
Minpts= 5 and ε= 30 nm.  
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Figure 2.10: Distribution of median distances of kth nearest neighbor.  
This shows a box plot of variation of kth nearest neighbor distances at different k values for a 
sample of dataset (not containing entire clustering data). To construct this plot, median of each 
kth nearest neighbor distance at different k for each cell is computed. These median values are 
then consolidated for different cells to result in shown box plot. This is useful to estimate the 
minimum number of points required to escape the threshold of localization precision. The shown 
dataset was obtained for multiple cells stained with anti-CheA tagged with alexa 647 antibodies.  
Figure 2.11: Distribution curve for kth nearest neighbor distance. 
This shows a minimum distribution curve for all localizations in a representative antiMcpB-Cy5 
dataset at k= 10 and cut-off ~30 nm. The graph was computed by measuring the distance of each 
one of ~2000 localizations (from one of the measurements days) to its kth nearest localization. 
The localizations are sorted in ascending order of their distance values (in nm). The cut-off or 
breaking point showcases whether a neighboring point should be accepted as a member of the 
cluster or not. This threshold determines the localizations that belong to clusters. 
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Figure 2.12: Silhouette value map to ascertain clustering performance at different Minpts. 
Silhouette values represent strength of different clustering schemes at different parameters used 
here to validate the parameter choice. Values above 0.5 are considered good distribution of 
objects into clusters. (a-d) Graphs show silhouette maps at different Minpts value for a 
representative dataset, with Minpts value of 15 and ε = 30 nm generating best clustering 
performance. Plotted on y-axis is the cluster number corresponding to the histogram of silhouette 
values shown on x-axis. Automatically binned silhouette values correspond to the number of 
localizations exhibiting those values within each cluster and these localization bin counts are 
represented implicitly on y-axis for each cluster. In the figure shown, the values of k are varied 
and its influence on clustering is shown. Above is a representative dataset using which the value 
of k is selected to be 15 as anything higher (d) results in same clustering pattern and anything 
lower (a, b) produces very low or negative silhouette values. Silhouette value compares the 
relation of a localization i in a cluster with other localizations in same cluster as well as with 
center of mass of nearest cluster. To read the map for instance, cluster 1 in (a) is sub-optimal as 
while some points have favorable s values others have s values in negative range.    
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Figure 2.13: Super-resolution imaging (dSTORM) breaks the diffraction limit of light to 
achieve resolution of 25 nm.  
Comparison of diffraction limited and super-resolution imaging in B. subtilis using 
immunofluorescence based staining of McpB receptors. McpB receptors are imaged using Cy5 
tagged anti-McpB antibodies and the signal/localizations are indicated with red spots. (a) The 
panel shows fluorescence image of a single B. subtilis cell using conventional fluorescence 
microscopy. Shown on the left is a bacterial cell stained with FM 1-43 (green), in the center is 
the immunofluorescence signal from McpB receptors (red) and to the right is shown a merged 
image of cell (green) and signal from McpB receptors (red). (b) The panel shows super-resolved 
image of a single B. subtilis cell using super-resolution (dSTORM) microscopy. Shown on the 
left is a bacterial cell stained with FM 1-43 (green), in the center is the reconstructed image from 
dSTORM showing localizations for McpB receptors (red) and to the right is shown a merged 
image of cell (green) and super-resolved image (red). The reconstruction was done after 
collecting localizations post acquisition over ~20,000 frames. More details in materials and 
methods. The scale bar in all cases is 500 nm.  
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Figure 2.14: Super-resolution imaging of McpB receptors in B. subtilis in the absence and 
presence of stimulant (asparagine).  
(a) Super-resolution imaging (dSTORM) of McpB receptors (red) in B. subtilis (green) in the 
absence of any stimulant (no asparagine). Absence of asparagine indicate that McpB receptors 
are largely exhibited near the poles of cell as large polar clusters with only a few spots shown in 
lateral regions of the cell. The inset provides magnified image of a couple of cells. (b) Super-
resolution imaging (dSTORM) of McpB receptors (red) in B. subtilis (green) in the presence of 
stimulant (1 mM asparagine). Presence of asparagine indicates that McpB receptors are exhibited 
across the cell and not just on poles. The presence of more lateral clusters along with polar 
clusters upon addition of stimulant suggests a dramatic shift in chemoreceptor assembly during 
chemotaxis. The inset provides magnified image of a couple of cells. More often, in both cases 
of with and without asparagine we see a combination of cells showing polar and lateral clusters 
(refer to supplementary figures). (c) Control image of Δ10 strain of B. subtilis showing that the 
antibody and method used does not lead to significant false positives and non-specific antibody 
binding is negligible. The cells used are WT strain OI1085 (unless indicated) are shown by FM 
1-43 stain (green) and McpB receptors are probed using Cy5 tagged anti-McpB antibodies (red). 
The ratio is ~1 dye/antibody. In both cases the resolution is ~25 nm. The method for imaging is 
detailed in materials and methods. The scale bar is 2000 nm for both figures and 500 nm for both 
inset (magnified) figures.  
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Figure 2.15: Variation in the distribution of McpB receptors within each bacterial cell.  
Super-resolution image of McpB receptors in a B. subtilis cell indicating the presence of clusters 
(big and small) and variations in the distribution of McpB receptors in different areas of the cell. 
The color scale indicates a normalized measure of number of localization counts obtained from 
dSTORM within each pixel of 30 nm. The scale bar is 500 nm.  
 
Figure 2.16: Clustering properties for representative cells in both regimes. 
The clustering analysis was done using DBSCAN (density based clustering) in MATLAB and 
multiple parameters are extracted for each cluster. (a, d) Shows the frequency histogram of 
number of localizations per cluster in both cells. (b, e) Shows the frequency histogram of cluster 
radius or cluster axis for both cells. Cluster axis is defined as the longest axis of cluster 
approximating it as an ellipse. (c, f) Shows the frequency histogram of intra-cluster density based 
on the number of localizations per cluster area.  
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Figure 2.17: Cumulative analysis of McpB clustering for all cells in the absence and 
presence of ASN.  
The analysis shown was done for multiple cells (~100) and combined to present a cumulative 
analysis in the absence and presence of ASN. While (a-c) show results for cells in the absence of 
ASN, (d-f) show profiles in the presence of ASN. (a, d) Shows the frequency histogram of 
number of localizations per cluster (b, e) Shows the frequency histogram of cluster radius or half 
of cluster axis for all cells (c, f) Shows the frequency histogram of intra-cluster density based on 
the number of localizations per cluster area. Note that in (b) two peaks – lower and higher are 
shown suggesting the presence of both smaller and larger clusters in the absence of ASN while it 
shifts to a predominantly lower peak in (e) indicating smaller clusters in the presence of ASN. 
Figure 2.18: McpB receptor changes for all cells in the absence and presence of 1 mM 
asparagine (ASN).  
The graphs compare the mean values of (a) Number of localizations per cluster, (b) Length of 
cluster axis or cluster radius and (c) Intra-cluster density based on the number of localizations 
per cluster area in two regimes of absence and presence of ASN. Note that the variation of 
density between two regimes is not remarkable suggesting that the compactness of individual 
clusters don’t change significantly alluding to the presence of a fixed lattice like structure for 
McpB receptors irrespective of exposure to stimulants.   
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Figure 2.19: Cumulative analysis of CheA clustering for all cells in the absence and 
presence of ASN.  
The analysis shown was done for multiple cells and combined to present a cumulative analysis in 
the absence and presence of ASN. While (a-c) show results for cells in the absence of ASN, (d-f) 
show profiles in the presence of ASN. (a, d) Shows the frequency histogram of number of 
localizations per cluster (b, e) Shows the frequency histogram of cluster radius or half of cluster 
axis for all cells (c, f) Shows the frequency histogram of intra-cluster density based on the 
number of localizations per cluster area. 
 
 
Figure 2.20: CheA changes for all cells in the absence and presence of 1 mM asparagine.  
The graphs compare the mean values of (a) Number of localizations per cluster, (b) Length of 
cluster axis or cluster radius and (c) Intra-cluster density based on the number of localizations 
per cluster area in two regimes of absence and presence of ASN. Note that the variation in all 
these parameters is not significant suggesting that CheA doesn’t redistribute upon addition of 
asparagine as opposed to McpB.  
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Figure 2.21: Proposed model for receptor rearrangement upon stimulant binding during 
chemotaxis in B. subtilis. 
B. subtilis has an ability to respond to a large range of stimulant concentrations- from very low to 
very high. In other words, range at which chemotaxis response is elicited varies from only a few 
ligand molecules binding to the receptor mosaic to large ligand concentrations almost saturating 
the receptor binding sites. Our results indicate that when the ligand concentration is negligible 
McpB receptors are present as large clusters predominantly at the poles of the cell. These 
receptors are also present in other regions of the cell but not in any assembled form that can be 
effectively probed by existing fluorescence techniques. However, upon addition of saturating 
ligand concentration the receptor-clustering pattern shifts from a large polar regime to a more 
dispersed lateral regime comprising of smaller clusters. Some of the polar clusters are also 
present in this regime. This is an indication of a process by which the larger clusters disintegrate 
to form smaller islands while some of the non-assembled McpB across the cell also assemble 
into small islands to transduce signal downstream. Both these processes take place without a 
significant change in intra-cluster density suggesting that clusters redistribute in fixed lattices. 
Based on these conclusions, we have proposed a lattice model as shown, according to which 
signal transduction for lower ligand concentration occurs via larger continuous clusters for 
effective signal amplification. However, if the ligand concentration is high, such an extent of 
signal amplification is not desired and larger lattices of receptors distribute into smaller islands 
possibly reinforced by structural change upon multiple ligand binding to receptors.  
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Figure 2.22: McpB cytoplasmic domain1 and methylation 
(A) Model of cytoplasmic domain of McpB structure in B. subtilis showing the crucial residues 
for methylation sites. Note that this model was developed by homology modeling with Tm1143 
receptors in T. maritima. [29] (B) Schematic of reversible methylation reaction carried out on 
chemotaxis receptors using CheR and CheB, thereby releasing methanol.  
                                                
 
1 Figure reproduced with permission from [29]. 
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Figure 2.23: Diffraction limited imaging of three different B.subtilis cytoskeletal proteins 
(Mbl-1, MreBH, MreB) using immunofluorescence. 
The punctate spots in lateral region of cells are reminiscent of how cytoskeletal components are 
visualized using 2D fluorescence microscopy. Cytoskeleton network in bacteria is present as 
spiral encompassing the entire cell. 
 
Figure 2.24: Fluorescence nanoscopy for related chemotactic proteins  
(a) SR image showing McpB receptors following a pattern similar to spiral cytoskeletal 
components. Scale bar: 500 nm (b) Super-resolution imaging of CheC and CheD under different 
stimulant conditions. 
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Parameters for QuickPALM Value 
SNR >7 (dye dependent) 
FWHM 4 pixels 
Image pixel size 160 nm 
Pixel size of rendered image 30 nm 
Minimum symmetry 20% 
Local threshold (% maximum intensity) 20% 
Table 2.1: Parameters used for image reconstruction in QuickPALM (see 2.2.4) 
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3. Spatial organization and dynamics of bacterial chemotaxis proteins using 
fluorescence microscopy 
3.1 Introduction  
The chemotaxis network in B. subtilis is far more complicated and less understood as 
compared to E. coli chemotaxis. B. subtilis employs a complex interplay of three adaptation 
systems to respond to a wide range of stimulants with a varying degree of interaction among its 
adaptation systems [29]. Our work has largely focused on understanding the spatial arrangement 
and dynamics of its model asparagine receptor- McpB to explain signal amplification during 
stimulation using immunofluorescence based fluorescence nanoscopy (Chapter 2). In current 
work, we examined the spatial organization of chemotaxis receptor McpB in a B. subtilis strain 
with McpB fused with green fluorescent protein (GFP) using fluorescence microscopy. Here, we 
elucidated that the receptor patterning in cell population shifts towards a more broadly 
distributed profile as against polar caps by varying the amount of stimulant exposure from low to 
high. Furthermore, we investigated dynamic changes in receptors in live B. subtilis cells upon 
exposure to asparagine.  
3.1.1 Overview and significance of current work 
 Peritrichously flagellated bacteria like Escherichia coli and Bacillus subtilis can respond 
to over five orders of magnitude difference in stimulant concentration using bacterial chemotaxis 
system [42]. In B. subtilis this is aided by a complex interplay between three sensory adaptation 
networks.  The details of chemotaxis system and adaptation in B. subtilis are discussed in Section 
2.1. This bacterial chemotactic response serves as a paradigm for a highly sensitive and robust 
signaling network [76]. Chemotactic receptors such as methyl accepting chemoproteins (McpB) 
sense the external stimulant when it binds to their periplasmic sensory domain. In other cases, 
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this process may happen indirectly via binding of adaptor proteins to sensory domains. The 
signal is then adequately amplified and relayed downstream to elicit cellular response in the form 
of cell motility [54]. Receptors hence assume paramount significance in the ability of bacteria to 
sense gradients.   
 Receptors have been believed to form complexes with other cytoplasmic chemotactic 
proteins like CheW adaptor protein and CheA histidine kinase to aid in signal transduction [28]. 
Such ternary complexes are present in large numbers within the bacteria and are critical for 
signal amplification and transduction during adaptation. Intuitively, it would seem that the 
optimal strategy for cell to elicit effective response is to position the receptors (singly or in 
clusters) all across the cell [77]. However, previous work using electron microscopy and 
fluorescence imaging has shown that these receptors are present in large clusters mainly at the 
poles of the cell [40], [78]. More recent findings suggest the presence of chemotactic receptors 
across the cell apart from being localized only at poles [34], [47], [48]. This theory is further 
supported by the fact that bacteria uses temporal sensing of gradients rather than spatial. Our 
previous work has also suggested the presence of large polar clusters in ground state of cell, 
perhaps to better prepare for adaptation (Chapter 2). One of the major reasons attributed to 
detectable large polar clusters is the large membrane curvature on cell poles that energetically 
favors concave shaped receptor lattice [76]. The premise of the presence and action of receptor 
clusters in lateral cell regions has been debated based on whether these clusters play a role at all 
in chemotaxis, or if they function independently of polar clusters or if they only ensure receptor 
distribution for dividing cells [79]. 
 Interactions within receptors are known to modulate chemotactic activity. These 
interactions have been categorized as short-range allosteric interactions that occur between 
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dimers or multiple dimers within a single unit of receptor array or, long-range interactions that 
can occur between different receptor lattices [41]. A structural change in McpB can induce 
changes in receptor packing which can lead to either nanoscale effects or can also lead to large 
scale rearrangement of receptor lattices [53]. While there is no adequate proof to support or 
reject one of the above-mentioned theories, there is keen interest in whether cooperativity exists 
within receptor lattices to selectively amplify a signal at low ligand counts [50].  
 In current work we have utilized fluorescence microscopy to probe receptor distribution 
at varying degrees of stimulation using asparagine, which is a model attractant for B. subtilis 
chemotaxis. In this way, we were able to determine the in situ shift of McpB clustering patterns 
at variable attractant concentrations. Most previous studies have utilized in vitro techniques to 
probe this phenomenon [80]. We also performed time-lapse fluorescence microscopy (TLFM) 
experiments on live B. subtilis cells to probe dynamics of receptor movement within the cell 
during chemotaxis. Our work has a potential to provide direct evidence for large-scale cluster 
reorganization during chemotaxis and may also help elucidate the role of lateral receptor clusters.  
3.2 Materials and methods 
3.2.1 Fixed cell imaging  
 Current work used the B. subtilis strains provided by our collaborators (Ordal and Rao 
lab, UIUC). The strains consisted of green fluorescent protein (GFP) fusions with McpB receptor 
expressed ubiquitously. The two strains we used were KW134, which was very similar to wild 
type B. subtilis while KW138 had CheR and CheB deletions. While KW134 adapts to asparagine, 
KW138 is rendered non-adaptive due to mentioned deletions. The cell culturing protocol is 
detailed in section 2.2. In fixed cell imaging, we used Luria Bertani (LB) media for cell growth 
and propagation for studies on receptor patterning in absence or presence of saturating 
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concentration of asparagine. In fixed cell imaging to test spatial organization of receptors with 
varying asparagine, we used minimal media for growth.  In this case, cells were grown on 
tryptone blood agar broth (TBAB) plates overnight at 30°C, followed by a ‘first pass’ of cell 
growth at 37°C for 6-8 hours while shaking (250 rpm) in CMM+Tbr with starting optical density 
measured at 600 nm (OD) ~0.02. Media (CMM) components are detailed in appendix. A small 
volume of cultured cells from this ‘first pass’ was transferred to a fresh tube for ‘second pass’ 
cell growth for 12-16 hours in only CMM with a starting OD ~0.1 with same culture conditions. 
After this culturing step, cells that needed to be exposed to asparagine were incubated in 
asparagine for 30 mins (only non-adaptive strain) followed by formaldehyde (2.5% v/v) fixation. 
Asparagine concentrations used have been listed in Table 3.1. Cells were then plated onto poly-
L-Lysine coated chambered coverglass (Nunc LabTek II) and incubated for atleast an hour 
followed by washing twice to remove unbound cells.  In some cases cells were additionally 
stained with 4', 6-diamidino-2-phenylindole (DAPI) that is a DNA binding stain followed by 
washing thrice.  
 Imaging for fixed cells was performed at room temperature on Olympus IX71 
microscope (Schroeder lab). For more details refer to section 2.2. McpB-GFP fusions were 
imaged using 488 nm laser at ~5 mW power at sample in the blue imaging channel. A 100x 
objective (oil immersion, NA=1.4) was used at a magnification of 1 or 1.6 times to image for 
cells. Reference cell image was obtained using 405 nm laser (5 mW) in blue channel to image for 
DAPI. Image acquisition was done at 50-100 milliseconds exposure times with an electron 
multiplying charge coupled device (EMCCD) camera.  
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3.2.2 Live cell imaging 
 Live cell imaging for B. subtilis was performed using KW138 (non-adaptive) strains on 
agarose pad [81]. Agarose pads were made by heating ~10% agarose in sterile media (LB or 
minimal) to melt it. A few drops (2-5) of this melted solution was dripped onto 25x25 mm 
coverslips depending on the desired thickness of agarose pads. This coverslip and agarose 
assembly is then sandwiched by gently dropping a 25x25 mm coverslip on top. This assembly is 
let to dry for about an hour followed by gently rotating or pulling off the top coverslip to reveal 
agarose pad. This agarose pad was then cut in different smaller pieces to use for experiments.  
 The actively growing cells while in ‘second pass’ phase as detailed in section 3.2.1 were 
incubated on top of agarose pads at 37°C for 15 minutes to acclimatize the pads to moisture. This 
step helps to reduce the lateral shift during TLFM experiments with agarose pads. After coating 
the cells on agarose pads they were inverted facing down on a new coverglass (in a glass 
bottomed petriplate or chambered coverglass). The chamber/ plate containing cells and 
coverglass was then sealed using vacuum grease and internal environment moistened using a wet 
Kim wipe (for plate) or water (for chambered coverglass) [82]. This step helps in reducing 
artifacts due to agarose pads shrinkage while imaging enabling a minimal lateral shift for atleast 
a few hours. This lateral shift (if any) was easily corrected during image processing using 
TurboReg® in ImageJ.  
The slide-agarose pad assembly was then mounted on microscope for TLFM imaging. 
Imaging for live cells was performed at 37°C on Leica microscope (Rao Lab). Green channel 
optimized for GFP imaging was used using Argon Lamp illumination. In some cases a phase 
image was also acquired using phase-contrast microscopy on the same set up. A continuous 
feedback controller prevented large axial shifts during imaging. The imaging parameters were 
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optimized empirically based on GFP photobleaching and best signal-to-noise ratio to detect 
proteins. On an average, frames were acquired every minute at an exposure time of 100-200 
milliseconds using an EMCCD. The cells were imaged initially in the absence of asparagine to 
detect active growth and to choose a region of interest containing flatly immobilized cells. 
Adding a drop of asparagine solution on top of agar pads to let it diffuse through the pads and 
reach cells to induce chemotactic behavior achieved asparagine stimulation. Images were 
acquired till considerable photobleaching was seen.     
3.3 Results and discussion 
3.3.1 Presence of polar and broadly distributed McpB patterns in B. subtilis population 
 One of the methyl accepting chemo proteins - McpB is the prime receptor for cell 
response towards asparagine in B. subtilis, which is a model attractant for bacterial chemotaxis 
studies [80]. Our previous work (Chapter 2) demonstrated the presence of both polar and lateral 
clustering patterns for McpB in B. subtilis at a high resolution (~25 nm) using 
immunofluorescence based fluorescence nanoscopy.  In our current work, we utilized McpB 
fused with GFP reporter to probe receptor patterning in fixed B. subtilis cells in the absence and 
presence of saturating concentration of asparagine (1 mM). Our current results also serve as a 
control experiment for work in Chapter 2 to probe artifacts due to receptor crosslinking upon 
fixation and antibody based staining. Figure 3.1 shows representative images of adaptive 
(KW134) and non-adaptive (KW138) strains in both absence and presence of asparagine. While 
the adaptive strains were fixed within seconds of stimulation, the non-adaptive strains were 
incubated for atleast 15 minutes with asparagine to obtain a fully stimulated state of cell. This 
incubation time was based on previous work done to measure chemotaxis on non-adaptive 
strains using swarm plate assay (Walukiewicz et al., unpublished work).  
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 We found that the cell populations for both strains and under both type of stimulation 
conditions exhibited a ‘non-binary’ clustering pattern for McpB. In other words, the population 
consisted of cells showing different McpB clustering profiles such as, a fraction of cells 
displayed polar McpB patterns while another fraction presented a broadly distributed McpB 
profile. We categorized patterns containing lateral GFP spots or diffused McpB with or without 
polar McpB components as broadly distributed profile.  While it was difficult to ascertain the 
difference between relative compositions of two different types of cell population in adaptive 
strain in different stimulation conditions, the non-adaptive strain displayed more lateral or 
diffused McpB spots in the presence of asparagine than in its absence. Our results are consistent 
with fluorescence nanoscopy work on receptor patterning (Chapter 2) that showed that receptor 
lattice configurations do not shift in a ‘binary’ manner upon stimulation and consists of both 
polar and broadly distributed components at all times- however this relative distribution may 
shift upon stimulation. We hypothesize that this variability is attributed to heterogeneity in cell 
lifecycle state and non- uniform exposure and response to stimulants [42]. 
 We quantified the images obtained by fluorescence microscopy by first, averaging 
multiple snapshots of all cells in same region of interest that were acquired while imaging, to 
increase the signal-to-noise ratio using ImageJ.  We then extracted the cells manually and 
aligned the intensity profile for each cell individually on its longest axis using a custom Matlab 
code. In the third step, background was subtracted from this intensity profile to visualize 
intensity peaks along cell length. Cells that only contained intensity peaks at 25% of cell length 
at either ends were categorized as polar, rest were collectively termed as ‘broadly distributed’ 
cells. Based on this analysis, we counted the number of each kind of cells in KW138 strain on 
multiple regions of interest. Figure 3.2 shows a comparison of relative number of cells exhibiting 
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polar or broadly distributed McpB profiles in the absence and presence of asparagine. The data 
obtained was a collection of atleast 100 cells for each stimulation condition for each of three 
separate experiments. 
 Based on our results, we found that upon asparagine stimulation about 50% of cells 
exhibiting polar McpB clustering in absence of asparagine shift towards a broadly distributed 
profile (Figure 3.2). Our results are consistent with previous immunofluorescence based study on 
wild type B. subtilis, that showed a shift from ~80% of polar cells to ~40% of polar cells upon 
stimulation, i.e. about a 50% change [48]. However, our relative population composition differed 
from previous studies and we observed a higher broadly distributed component even in 
unstimulated states (~40%). 
 The premise for changes in spatial organization of McpB receptors is based on clustering 
and packing of receptor complexes within cells [73]. Previous studies on C. crescentus have 
shown that localization patterns can be perturbed by addition of fusion tags and can differ in 
activity [83]. Hence, the tight packing of McpB receptors is bound to be somewhat affected by 
GFP fusion. This could explain the difference we observed in relative population composition 
from previous studies. Possibly, due to the GFP tag, closely packed receptor clustering is 
reduced at the poles and hence some of these fusions manifest themselves laterally as well. 
Collectively, our results showed that the McpB fusion strains we used were functional, 
responsive to asparagine and exhibited similar level of restructuring upon stimulation as previous 
studies.      
3.3.2 Shift in McpB clustering pattern under variable asparagine concentration 
We extended fixed cell studies on KW138 (non-adaptive) strain of B. subtilis to detect 
variation in McpB clustering when cells were subjected to variable degrees of asparagine 
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stimulation. Most previous in vivo studies on B. subtilis have used only saturating asparagine 
concentrations for stimulation. A previous in vitro study in a modified B. subtilis strain 
(overexpressing McpB) quantified receptor-kinase activity with varying asparagine concentration 
indicating that changes in relative kinase activity depended heavily on receptor methylation state 
[80]. The activity increases at a certain receptor-methylated state while decreases in other cases. 
Receptor methylation and demethylation is critical in adaptation and induces a structural change 
within the receptor dimers [74]. In other words, although the way that methylation might affect 
large-scale receptor architecture is relatively unknown, different degrees of asparagine 
stimulation may affect receptor architecture to optimize chemotactic response.  
To this end, we exposed non-adaptive B. subtilis cells to varying degrees of asparagine 
concentrations and investigated the changes in McpB clustering patterns using fluorescence 
microscopy. Interestingly, we observed a shift of McpB clustering within cell populations 
marked by a decrease in fraction of cells exhibiting polar clustering leading to a consequent 
increase in fraction of cells displaying broadly distributed McpB (Figure 3.3). Our results also 
showed that this shift was more apparent within a certain attractant concentration range of 2 μM 
to 20 μM. We accounted for atleast 100 cells in each data point for asparagine concentration. 
Notably, our results point to the fact that receptor clustering in cells changed more drastically at 
certain stimulant concentration range than at others. Our results sampled these changes based on 
number of different types of cells (polar or broadly distributed) assuming that this shift is 
correlated with receptor clustering within each cell.  
Exposure of B. subtilis cells to attractant asparagine is manifested by asparagine binding 
on to the receptor-sensing domain in cell periplasm. In other words, receptor occupancy varies 
with asparagine concentration. Receptor occupancy refers to the amount of ligands bound per 
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receptor and has been modeled using receptor- ligand binding dynamics. Previous in vitro studies 
[84] estimated this relation between receptor occupancy with ligand concentration using Hill 
equation given by 
𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙  𝑅.𝑂.=    𝑥!𝑥! + 𝑘! 
Where, fractional R.O. refers to receptor occupancy or fraction of receptors bound to 
ligand, x refers to ligand concentration, n is the Hill coefficient and k is the dissociation constant. 
Based on these studies, we calculated the receptor occupancy to corresponding asparagine 
concentrations using k = 5.63 x 10-5 M and n = 1. These results are presented in Table 3.1. Our 
collaborators in Ordal lab (UIUC) provided the value for k (unpublished work). We observed 
that maximum change in fraction of cells from polar to broadly distributed profiles occurred 
more rapidly at lower receptor occupancy (~ 0-25%) than at higher receptor occupancy. In this 
way, our results suggest that receptor organization changes at relatively lower ligand 
concentrations to prepare the cell for efficient chemotactic response. However, currently we do 
not have enough data or theory to support this hypothesis. 
Kiessling et al. suggested that at high asparagine concentrations, the cell ‘turns off’ 
cooperativity and does so by disrupting the array structure [47]. Our results show that array 
structure starts changing immediately. We do not yet fully understand if this could be an 
additional form of regulating the system or if different degrees of array structure could confer 
different amounts of cooperativity. Zimmer et al. studied chemotaxis efficiency as a function of 
RO and demonstrated that chemotaxis efficiency is greatest at the lowest and at the highest ROs 
(unpublished work). Overall, while we observed changes in clustering patterns indicating 
putative changes in array size, we are yet to answer whether cluster sizes affect cooperativity, for 
e.g. whether smaller clusters limit spread of molecular interaction. Testing cooperativity in long-
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range interactions and elucidating exact role of receptor cooperativity in signal amplification 
would require a more sophisticated experimental design.  
3.3.3 Spatial organization within polar clusters independent of asparagine 
Apart from examining clustering patterns of McpB receptors in different cellular 
locations, we observed different patterns within the polar regions of cells. These distinct patterns 
present in polar region consisted of either one discrete spot (one pole), or a double (two pole) or 
triple spot (three pole), or a diffused polar cap (condensed). Figure 3.4 shows the variation of 
such polar clustering profiles at varying degree of cell stimulation. A minimum of 100 cells was 
sampled at each asparagine concentration. We found that while polar McpB clusters usually 
manifest as single discrete spot on pole (one pole), two distinct spots on poles was also seen 
often. The condensed pole and three or more distinct spots on poles were seen relatively rarely. 
Previous fluorescence microscopy studies on chemoreceptors fused with reporters in E. coli [76] 
and B. subtilis [48] have also shown the presence of distinct intra-polar clustering profiles with 
single spots seen most commonly. Not much is known about how such intra-polar profiles 
emerge in cells, but it could be an artifact of receptor clustering.     
3.3.4 Live cell dynamics of McpB on agarose pads 
 We performed live cell imaging of B. subtilis (KW138) using time lapse fluorescence 
microscopy (TLFM) on agarose pads at 37°C. Phase contrast imaging was done to obtain 
reference images for cells. Figure 3.5 shows a sample fluorescence and phase contrast image of a 
region with actively growing cells. The images showed distinct McpB clustering patterns within 
the cells probed using GFP fusions. Although an extensive quantitative analysis was not 
performed for receptor clustering in live cells, by visual inspection most images displayed 
similar McpB profiles as in shown fixed cells (section 3.3.1). This suggests that our experiments 
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did not suffer from fixation related crosslinking artifacts. We characterized the photobleaching 
kinetics of GFP fused with McpB in cells by selecting distinct fluorescent spots (Figure 3.5b), 
which were continuously illuminated, and extracted their intensity traces using ‘Time series 
Analyzer’ in ImageJ. These fluorescence intensity traces were normalized by initial intensity of 
each trace and plotted together as shown in Figure 3.5c. An exponential fit to average of all 
traces (~42) provided GFP photobleaching kinetics. Based on this exponential decay model, GFP 
half-life was calculated as ~27 seconds. In this way we were able to optimize imaging 
parameters for long-term (minutes) cell imaging. Pulse illumination (every 2 minutes) with long 
exposure times (~200 milliseconds) and low excitation power produced best signal- to- noise 
ratio to discern McpB localization.  
 For live cell stimulation, asparagine was added on top of agarose pads, which diffused 
through the pad to stimulate the cells. Imaging was continued through this period of stimulation 
for about 20- 30 minutes and aborted due to photobleaching. Figure 3.6 shows fluorescence 
images of sample cells pre-stimulus and after stimulus. Our results from live cell imaging 
showed that most cells preserved their McpB clustering profile but elongated in length over time. 
A small fraction of cells displayed change in McpB patterning but the change was too diverse to 
predict any trends, for instance, while some cells shifted from two distinct poles to one, others 
changed lateral localization of McpB. The dynamics of these changes were not captured as they 
were faster than our sampling time of 2 minutes.  
 Some of the potential issues with agarose pad based live cell experiment were (i) non-
uniformity in stimulation, (ii) photobleaching that prevented long time acquisition, (iii) cells not 
immobilized flatly and, (iv) lateral drift after asparagine addition. We could address the 
photobleaching issue by estimating the exact time it takes to stimulate KW138 strains and 
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capturing receptor dynamics at a higher sampling rate (5 sec). We propose to address the other 
three issues using flow cell or microfluidic based devices coupled with syringe pumps to 
exchange fluid flow. Our initial work in this direction utilized poly-L-lysine and anti-flagellin 
antibodies to immobilize the cells in two different studies. While poly-L-lysine inhibited active 
cell growth, anti-flagellin antibodies resulted in flat cell immobilization by binding to bacterial 
flagella for about 30-40 minutes. Active flow based devices will prevent lateral shift and non- 
uniform cell stimulation.    
3.3.5 Prolonged cell growth manifests a predominantly polar clustering of McpB 
 Growth of cells on agarose pads for long periods of time is subjected to nutrient 
limitation, during which, cells conserve their resources by reducing cell division and increasing 
response sensitivity towards favorable nutrient gradients [76]. We subjected B. subtilis cells 
(KW138) to grow for ~5-6 hours at 37°C on LB media based agarose pads. Figure 3.7 shows an 
image of a sample region showing prolonged cell growth in fluorescence and phase contrast 
modes. We observed longer cell lengths which is reminiscent of prolonged cell growth under 
nutrient limitation when cells may continue to get longer but do not form septae for division. 
Interestingly, we observed more than 90% of cells exhibiting polar clustering profile for McpB 
proteins. These cells had displayed about 60% polar localization of receptors at initial growth 
point.  
As few previous studies [85] suggest, that under nutrient limited conditions, bacteria 
increases the size of signaling arrays thereby strengthening receptor interactions and response 
sensitivity. This perhaps resulted in the formation of largely polar clusters after prolonged cell 
growth. Another theory that suggests polar localization of chemoreceptors as an energy 
conservation tactic [76] by bacteria proposes that receptors tend to stably localize on poles due to 
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energetically favorable association into large clusters aided by larger membrane curvature. While 
there have not been direct experiments to prove this, it was shown that a Tar receptor fused with 
GFP in E. coli became localized at the pole after a period of time post its lateral insertion in cell 
membrane [86].   
3.4 Conclusions and future directions 
In this work, we performed in vivo fluorescence imaging of McpB receptor proteins using 
McpB fusions with GFP in B. subtilis cells. We demonstrated the presence of both polar as well 
as broadly distributed clustering profiles of McpB receptors in unstimulated and stimulated cells. 
This finding validated our previous work on high resolution imaging of McpB clustering patterns. 
We also examined this change in clustering pattern of chemoreceptors at varying degree of cell 
stimulation using different attractant concentrations. Direct visualization of receptor dynamics is 
key to answer significant questions such as role of receptor cooperativity in signal amplification, 
correlation between cluster size with response, role of lateral clusters in cooperativity and 
existence of large scale spatial organization upon ligand binding. We presented here, TLFM 
studies to directly visualize receptor dynamics during stimulation in actively growing cells on 
agarose pads.  
In future, we will employ microfluidic or flow-cell based devices passivated with 
chitosan or anti-flagellin antibodies and coupled with syringe pumps to study live cell 
stimulation dynamics using TLFM [87]. Photoactivated localization microscopy (PALM) was 
used to resolve mechanism of chromosome segregation in bacteria [88] and is often utilized to 
visualize subcellular interactions at high resolution [34], [89]. PALM based studies combined 
with microfluidic platforms can shine light on a variety of complexities posed by adaptation 
system in B. subtilis [2], [90].   
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3.5 Figures and tables 
 
Figure 3.1: B. subtilis cells exhibit a distribution of both polar and lateral components upon 
stimulation with asparagine.  
Diffraction limited imaging of fixed B. subtilis strains, both adaptive and non-adaptive in the 
presence and absence of stimulant- asparagine. In the merged images shown, the green regions 
correspond to GFP-McpB fusions in both strains while blue region corresponds to DAPI staining. 
The above images show an oversaturated DAPI staining (blue) to create reference cells. (a) 
Shows fluorescence imaging of KW134 (adaptive) strains in the absence of asparagine, (b) 
shows KW134 (adaptive) strains upon exposure with saturating asparagine concentration, (c) 
shows KW138 (non-adaptive) strains in the absence of asparagine and, (d) shows KW138 (non-
adaptive) strains upon exposure with saturating asparagine concentration. Scale bar: 2 μm. In 
both cases a distribution of polar and lateral clustering was seen in the presence or absence of 
stimulant. In (d) we observed more lateral/diffused spots in the presence of asparagine than in the 
absence. Diffused spots are referred to green regions on cells that do not manifest themselves as 
distinct punctate, but as continuous green region around the edges of cells. The above images 
show that cell population consists of both type of cells, i.e., with polar McpB and with broadly 
distributed McpB, however there relative numbers may vary between different stimulation states.  
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Figure 3.2: Relative distribution of cells exhibiting polar McpB profiles reduces upon 
asparagine addition. 
The graph above shows the normalized number of cells exhibiting a certain McpB localization 
profile in the absence or presence of asparagine. The McpB localization profiles are (i) polar 
which constitutes cells that show GFP-McpB fusions only at cell poles, (ii) both or broadly 
distributed that constitutes cells showing GFP-McpB fusions in lateral regions of cells as 
punctate or diffused as well as polar regions. The y- axis represents fraction of cells showing a 
certain McpB localization profile. The x-axis shows the data under two conditions of absence of 
stimulant asparagine (ASN) or in presence of saturating concentration of stimulant (1 mM ASN). 
Above graph indicated that at both stimulant conditions, cell population consists of two types of 
cells showing ‘polar’ or ‘broadly distributed’ McpB profiles, however the relative numbers of 
cells showing polar profiles decrease when asparagine was added. Asparagine addition led to an 
increase in relative number of cells exhibiting ‘both (broadly distributed)’ McpB localization 
profile. 
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Figure 3.3: Shift in receptor clustering pattern, from ‘polar’ to ‘broadly distributed’, with 
stimulant concentration.  
We categorized the cells in two distinct categories of (i) polar, those showed McpB localization 
only at the poles and, (ii) broadly distributed, those showed McpB localization along lateral 
regions, or both polar and lateral regions, or diffused continuous pattern along cell edges. The 
inset shows sample fluorescence microscopy images of polar (left) and broadly distributed (right) 
KW138 cells stained with DAPI (blue) and exhibiting GFP-McpB (green). Scale bar: 2 μm. The 
graph shows the change in fraction of cells exhibiting a certain profile plotted versus varying 
asparagine concentration on a log scale from 0 to saturating (0.01 M). The absence of asparagine 
state, or with 0 mM asparagine is shown here as 1E-8 mM concentration for plotting purposes 
only. About 100 or more cells were analyzed for each data point and error bars represent 
standard error. The graph shows that cell population shifts from cells displaying a more polar 
McpB profile to a more broadly distributed McpB profile upon increase in asparagine 
concentration. Interestingly, this shift is manifested at relatively low asparagine concentrations or 
at low receptor occupancy by stimulants.  
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Figure 3.4: The different polar clustering profiles of GFP-McpB do not depend on 
asparagine concentration. 
Our data showed the presence of four seemingly distinct polar clustering profiles of GFP-McpB 
fusions in B. subtilis cells. The insets show sample cells exhibiting corresponding polar 
localization profile. The cells were stained with DAPI indicated by blue region, while green 
regions/spots correspond to GFP-McpB fusions. Scale bar: 2 μm. We categorized these profiles 
as (i) condensed marked by relatively larger green regions at cell poles, (ii) one pole (1P) marked 
by a single distinct green spot on poles, (iii) two poles (2P) marked by two distinct green spots 
on poles and, (iv) three poles (3P) marked by three or more distinct spots on poles of cells. The 
3P profile may fuse to form a condensed profile based on imaging parameters and detection 
limits. The graph shows a histogram of the percentage of cells exhibiting the mentioned polar 
McpB profile upon variation of asparagine concentration, from 0 to 0.01 M). Our results here 
showed that variation within polar clustering is not a function of stimulation state of cell as 
different polar profiles exist in cell populations at different stimulation conditions. The ‘1P’ polar 
profile dominates in most cases followed by ‘2P’ profile in some. Note that the x-axis is not 
drawn to scale based on asparagine concentration. About 100 or more cells were analyzed at 
each stimulant concentration data point. 
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Figure 3.5: Live cell fluorescence imaging of B. subtilis on agarose pads. 
(a) Shows the fluorescence and phase microscopy image of a region of actively growing KW138 
strain of B. subtilis cells on LB media based agar pads at 37°C. The fluorescent image is shown 
with a ‘green-blue’ scaling indicating the high fluorescence regions due to GFP-McpB 
localization in green and low or negligible fluorescence due to auto fluorescence in cell or LB 
based agar pads in blue. Relatively higher cellular auto fluorescence marks the boundary of cell 
as shown in figure. Scale bar: 1 μm. The imaging was optimized based on GFP photobleaching 
characteristics and long exposure times with low illumination power were used for data 
acquisition. (b) Shows sample GFP localizations (white squares) in actively growing cells which 
were monitored using time lapse fluorescence microscopy to extract photobleaching behavior. 
(c) The graph shows 42 traces of decreasing fluorescence intensity of individual GFP spots on 
living cells upon constant illumination sampled every 400 ms. (d) The graph shows the average 
of 42 fluorescence intensity traces as shown in (c) plotted with time to extract photobleaching 
characteristics of GFP. An exponential fit on this averaged intensity plot revealed a half-life of 
~27 sec for GFP punctate displayed on cells. 
  
 84 
 
Figure 3.6: Dynamic changes in McpB patterning in live B. subtilis cells upon asparagine 
stimulation  
Shows the fluorescence images of actively growing cells of KW138 strain of B. subtilis before 
and after asparagine exposure on LB media based agarose pads at 37°C. The fluorescent image is 
shown with a ‘green-blue’ scaling with GFP-McpB localization in green and auto fluorescence 
from cell or background in blue. Relatively higher cellular auto fluorescence marks the boundary 
of cell as shown in figure. Scale bar: 1 μm. (a) Shows a collection of cells in the absence of 
asparagine and, (b) shows the same regions as in (a) after being exposed to 10 mM asparagine 
for ~15 minutes. Only a small fraction of cells exhibited dynamic changes in McpB localization. 
While most cells showed growth with preserved McpB patterning some for instance, as marked 
here with a dashed circle and arrow showed two polar spots reduce to one and changed lateral 
localization of McpB respectively.  
 
Figure 3.7: Predominantly polar GFP-McpB localization after long growth of live B. 
subtilis cells on agarose pads. 
Shows the fluorescence and phase microscopy image of a region of live KW138 strain of B. 
subtilis cells after prolonged cell growth (6 hours) on LB media based agar pads at 37°C. The 
fluorescent image is shown with a ‘green-blue’ scaling indicating the high fluorescence regions 
due to GFP-McpB localization in green and low or negligible fluorescence regions due to auto 
fluorescence in cell or LB based agar pads in blue. Relatively higher cellular auto fluorescence 
marks the boundary of cell as shown in figure. Scale bar: 1 μm. The cells after long periods of 
growth possibly start competing for nutrients and exhibit highly polar McpB clustering on most 
cells (>90%). Prolonged cell growth is also marked by long cell lengths indicating channelization 
of cellular resources away from division processes towards energy conservation tactics.  
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Asparagine (M) Receptor Occupancy 
0.00 0.00% 
2.00E-07 0.35% 
2.00E-06 3.43% 
2.00E-05 26.21% 
2.00E-04 78.03% 
2.00E-02 99.44% 
 
Table 3.1: Shows different asparagine concentrations used for our experiments and 
corresponding receptor occupancy calculated by Hill model (details in text).  
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4. Fluorescence nanoscopy of HIV-1 virions 
4.1 Introduction 
The focus of this work is to study retroviral budding in human immunodeficiency virus-1 
(HIV-1) using fluorescence nanoscopy by characterizing the interplay between viral infectivity 
and viral surface protein dynamics with high resolution. The distribution of envelope proteins 
(gp120 and gp41) on the surface of HIV-1 is known to be crucial for HIV-1 infectivity. 
Furthermore, patterning of these envelope proteins is reminiscent of internal structure 
reorganization in HIV-1. In this work, we used immunofluorescence based stochastic optical 
reconstruction microscopy (STORM) to probe spatial distribution of envelope proteins with ~25 
nm spatial resolution. Furthermore, we characterized relative abundance of each envelope 
protein (gp120 or gp41) in HIV-1 using spectral signature from ‘on-off’ photoswitching 
properties of fluorophores.  Finally, we performed three-color fluorescence nanoscopy to discern 
localization of envelope proteins on different types of HIV-1 virions. This project is a part of the 
collaborative effort with Dr Thomas Hope in Northwestern University (NU). 
4.1.1 Retroviral budding of HIV-1 
Fundamental studies in cellular and molecular biology have revealed a wealth of 
knowledge regarding HIV-1 infections, including viral interactions with host factors and the viral 
life cycle [91], [92]. The HIV-1 Gag protein is primarily responsible for retroviral particle 
assembly and budding at the plasma membrane through an intricate set of interactions between 
viral proteins such as matrix (MA) and capsid (CA) and host factors like endosomal sorting 
complexes required for transport (ESCRT I and III) [93]. However, a complete molecular scale 
view of the retroviral life cycle has yet to be achieved. In addition, a full understanding of the 
precise host factor recruitment dynamics and kinetics of viral entry and exit remains lacking [94]. 
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The HIV-1 Gag polyprotein is expressed in the cytoplasm of an HIV-1 infected cell and 
trafficks to the plasma membrane by a not yet fully understood pathway [95]. Assembly begins 
when MA interacts with the plasma membrane through insertion of N-terminal amino acids and 
through interaction with the membrane (Figure 4.1). During assembly, the CA protein mediates 
interactions between neighboring Gag multimers on the plasma membrane, whereas MA aids in 
recruitment of the viral envelope glycoprotein (Env) into budding particles. The p6 protein 
recruits host cellular ESCRT machinery, which is required for viral budding and release. The 
ESCRT machinery aids in membrane scission to generate nascent viral particles. Finally, the Gag 
protein is processed by the viral protease PR, which induces a major structural rearrangement 
within virions with the CA protein enclosing the genomic RNA, nucleocapsid (NC), reverse 
transcriptase (RT) and integrase (IN), thereby resulting in mature virions. 
4.1.2 Significance of fluorescence nanoscopy for HIV-1  
High-resolution imaging is imperative to study envelope protein distribution and 
association (gp120-gp41) under different stages of HIV-1 budding to elucidate their effect in 
virus infectivity. A complete molecular scale understanding of the budding mechanism and 
retroviral lifecycle is critically lacking due to the limitations of traditional, diffraction-limited 
microscopy, which only provides a spatial resolution of ~250 nm. However, HIV-1 virions have 
particle sizes smaller than the diffraction limit (diameter of ~120 nm) [93], [96]–[98], and 
associated viral budding dynamics involve sub-diffraction length scales (~1-150 nm), which 
strongly motivates the need for studying viral budding dynamics using super-resolution imaging 
techniques [35]. 
While single virus tracing [99] provided dynamics of individual recruitment-assembly 
events in real time (Figure 4.1a), super-resolution microscopy (PALM [100], STORM [101], 
 88 
STED [102]) has greatly enhanced lateral resolution to ~30 nm, thereby providing high spatial 
resolution visualization of sub viral features [95]. Envelope proteins play a crucial role in viral 
budding and are essential for infectivity [103]. Envelope proteins exist as trimers of dimers in the 
lipid envelope of HIV-1 particles as surface glycoprotein and the transmembrane protein gp41. 
Cryo-EM studies have revealed that there are about 7 to 14 Env trimers per viral particle [104]. 
Exemplary dSTORM visualization of Env clusters surrounding Gag assembly sites and on 
individual virions, demonstrated the feasibility of super- resolution approach to study Env 
recruitment and distribution [101] (Figure 4.1c). Chojnacki and coworkers revealed coupling 
between viral interior and exterior using Env surface clustering [102] (Figure 4.1b). 
The mechanism of envelope protein (Env) recruitment to the Gag assembly site and 
dynamics of surface proteins are currently not understood. Our work aims to assess variation in 
virion sub- structure using immunofluorescence-based super-resolution microscopy to obtain a 
high spatial resolution image of HIV-1 virion. Current work holds the potential to transform our 
understanding of retroviral processes and cellular structure/function relationships at the 
molecular scale. 
4.2 Materials and methods 
4.2.1 Immunofluorescence based super-resolution microscopy 
The HIV-1 samples for this work were provided by collaborators in the Hope lab (NU). 
The samples consisted of fixed viral particles on chambered coverglass (LabTek) that were 
immunostained with labeled antibodies just before imaging in Schroeder lab (UIUC). The HIV-1 
particles were paGFP-Vpr tagged, where Vpr is one of the accessory proteins in the virus, which 
aids in viral infection. The samples were immunostained with envelope protein specific 
antibodies (anti-gp41 7B2, anti-gp41 3D6, anti-gp120 PG9, anti-gp120 B12, anti-gp120 2G12) 
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labeled with fluorophores. Each antibody was labeled with either one fluorophore (Cy3B, Alexa 
647, Cy5) capable of photoswitchable fluorescence emission (reporter) to aid in dSTORM[8], 
and some were labeled with an additional activator fluorophore (Cy3-Alexa 647, Alexa 405- 
Alexa 647) with same reporter for STORM. However, for most of studies single reporter was 
used to avoid crosstalk due to blinking by a common reporter fluorophore.  
The super-resolution imaging platform is described in section 2.3.3. The image 
acquisition was performed sequentially for multicolor super-resolution imaging by acquiring 
15,000-25,000 frames. Antibodies labeled with Cy3B were illuminated with green laser (532 nm, 
50 mW) with 100 ms periodic pulsing of 405 nm laser (150 μW) every sec. For Cy3B imaging 
experiments, a dichroic mirror (Z532RDC, Chroma) and a long pass filter (HQ545LP, Chroma) 
was used. HIV-1 particle tagged with paGFP was imaged using 488 nm illumination upon 405 
nm activation for a few seconds [13]. Similarly, antibodies labeled with Cy5 were illuminated 
with red laser (637 nm, 50 mW) with 100 ms periodic pulsing of 405 nm laser (150 μW) every 
second. Table 4.1 summarizes imaging steps and acquisition parameters for multicolor super-
resolution imaging.  
Multicolor super-resolution imaging was acquired using two different optical paths to 
image in red and green channel. The reference viral particles were imaged in the blue channel. 
Different paths utilize different sets of dichroic mirrors, emission filters, etc resulting in 
differences in image translation and rotation. Hence, a registration method was used for 
alignment between different channels. We used fiducial markers (200 nm far-red emitting 
quantum dots, Molecular Probes) visible in all detection channels to align the images obtained 
from different channels. These markers were also used within each imaging channel to correct 
for drift and other aberrations accumulated over the course of STORM image acquisition time 
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(Figure 4.3). Super-resolution image reconstruction was performed using QuickPALM [62] 
plugin in ImageJ. Different signal-to-noise ratios (SNR) were used based on fluorophore, for 
example SNR = 10 was used for Alexa 647 while SNR=8 was used for Cy3B. The Time Series 
Analyzer (Version 2.0) plug-in in Image J was used to track fluorescent probes, and subsequent 
analysis was performed with Microsoft Excel and Matlab. 
4.2.2 Duty cycle based occupancy analysis 
Here, we describe the general method that we used to calculate “occupancy”, which 
refers to the number of antibodies bound to a single virion.  Fluorescence nanoscopy using 
STORM relies on the stochastic on/off switching properties of fluorophores for image 
reconstruction. Each dye shows a distinct “spectral signature” consisting of transient, stochastic 
on/off switching events [60]. The stochastic switching signature for each distinct dye can be 
quantified by a duty cycle, which is the ratio of time during which a fluorophore is in an “on” 
state to the total time for which it is active (defined as the time between the first “on” state to the 
last “on” state).  
We used this characteristic duty cycle to determine the “occupancy” on viral particles. 
The duty cycle of the antibody depends on the labeling fluorophore (e.g., Cy5, Alexa 647), the 
local environment on the antibody, and the degree of labeling. Therefore, different antibodies 
like B12, 2G12, PG9 or 3D6 will show different characteristic duty cycles. This method of 
analysis relies on the assumption that if the duty cycle of a single antibody is d, then the duty 
cycle of n aggregated antibodies will be ‘n times d’.  
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4.3 Results and discussion 
4.3.1 Single color super-resolution imaging of gp120/ gp41 envelope proteins 
Our first goal in this work was to determine the spatial distribution and clustering of viral 
envelope proteins (gp120) on the surface of arrested HIV-1 particles using fluorescence 
nanoscopy. Viral envelope proteins mediate viral binding and fusion with target cells and play a 
key role in viral infectivity. Direct visualization of HIV-1 envelope proteins would thus enable a 
deeper understanding of the infection process. 
As a first step, we determined the localization of HIV-1 particle on chambered coverglass 
using paGFP tagged Vpr in the viral particle. The precise HIV-1 position was ascertained using 
paGFP activation that resulted in a much brighter spot, thus distinguishing the particles from 
other fluorescent surface background usually visible in 488 nm illumination (Figure 4.4). This 
was then used as a HIV-1 reference for colocalization studies. dSTORM based fluorescence 
nanoscopy experiments on immunostained HIV samples required imaging plane directly on the 
glass surface which suffered from signal from non-specific antibody sticking to glass. One of the 
reasons attributed for increased non-specific binding was gp120 shedding by HIV-1 particles, 
however, this was soon ruled out when we observed non-specific binding on surfaces devoid of 
HIV. We obtained cleaner surfaces with low degree of non-specific antibody binding by 
optimization of multiple surface pre-cleaning and passivation steps (Figure 4.5). Our results 
recommended the use of KOH to pre-clean the surfaces before HIV attachment followed by 
fibronectin treatment (Figure 4.6). In this way, we were greatly able to reduce the amount of 
non-specific antibody binding to glass surfaces. 
Next, we used fluorescence nanoscopy to visualize the interaction of envelope proteins 
gp120 and gp41 individually with the paGFP tagged mature HIV-1 virions. To this end, we 
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performed single color direct immunofluorescence based dSTORM imaging using corresponding 
antibodies for each glycoprotein. Figure 4.7 shows representative images of four virions each 
colocalizing with ‘red’ or ‘green’ spots corresponding to respective antibodies. In this way, we 
were able to probe gp120 and gp41 proteins on HIV-1 with a high resolution of ~25 nm. 
Interestingly, most cases of antibody binding to HIV occurred as single clusters with only a few 
incidences of multiple clusters (<5%). We tested for false-positives in STORM imaging by 
performing a similar study using HIV knockout strain (lacks gp120 and gp41) as control sample. 
Results with control samples showed minimal colocalizations between HIV-1 and any of the 
antibodies indicating that the colocalizations we visualized were not an artifact of sample 
preparation and imaging scheme (data not shown).  
Our results are consistent with one previous study that demonstrated that mature viral 
particles exhibit single clusters of gp120 [102]. We performed additional control studies to verify 
if the single gp120 clusters we observed were not an artifact of antibody binding to HIV-1. These 
studies were executed by performing fluorescence nanoscopy on different antibodies at different 
concentrations on wild type as well as envelope knockout virions. A few of these results are 
presented in Figure 4.8. We demonstrated that knockout virions do not exhibit non-specific 
binding to antibodies at the range of antibody (Ab) concentration used in our experiments. Also, 
we found that increasing antibody concentration after a certain extent did not change the relative 
percentage of colocalized virions. We postulate that this saturation effect was observed due to 
gp120 receptor shedding by some virions or binding site disruption due to effects of 
centrifugation and fixation. In this way, we were also able to optimize the type and quantity of 
antibodies best suited for our experiments. 
 93 
Notably the clustering patterns for gp120 seemed denser than for gp41. We also found 
more ‘colocalization incidences’ of anti-gp120 antibodies with HIV than for anti-gp41 antibodies. 
Env gp41 is a trans-membrane domain of envelope proteins, which is shielded by gp120. We 
hypothesize that under certain circumstances during virus maturation, gp120 bulb can shed off 
exposing gp41 domains on the surface of HIV-1 particles. We could explain the observation of 
less anti-gp41 antibody colocalizations with HIV due to steric hindrance by gp120 bulb. In 
virions with intact gp120 bulb, anti-gp41 antibodies cannot find binding sites. Similarly, the 
probability of antigen site on gp41 being perturbed due to transmembrane location is higher.  
4.3.2 Determination of number of gp120/ gp41 on HIV-1 virions 
By counting the number of fluorescently labeled antibodies (ABs) per virion using super-
resolution imaging (method described in section 4.2.2), we can determine the number of 
envelope proteins present on viral particles (e.g., gp120, gp41). This approach is particularly 
significant in the case of two-color STORM, where we can use two different ABs in the same 
imaging experiment, which will enable us to determine the number and distribution of two ABs 
bound to single virions. In this method, first we calculated the duty cycle (ratio of ‘on’ times by 
‘off’ times) of individual antibodies using the non-specifically bound antibodies. Next, we 
calculated the duty cycles of fluorophores arising from ABs colocalized with virions, which 
enabled us to determine the number of ABs per virion. Finally, as a control, we constructed a 
histogram of the duration of each “on” event in the trace of a single molecule and multiple 
molecules (Figure 4.10a), which ensures that our analysis is uniform and aggregates are 
resolvable. 
The duty cycles of antibodies were measured using particle traces. Figure 4.9 shows 
sample traces for transient photoswitching events   of photoswitchable dyes in our experiment. 
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This figure shows the transient fluorescence  emission for a non-specifically bound AB  (B12) and 
the fluorescence  emission for an AB (B12) colocalized with an  HIV-1 virion. These traces were 
produced by plotting the intensity profile of fluorophores spaced apart from other fluorophores 
after providing adequate threshold for background. Figure 4.10b shows the duty  cycle histogram 
for non-specifically bound  PG9 ABs (N ~ 50 molecules per histogram). Using fluorescent trace 
data, we calculated representative duty cycles for B12 (d = 0.012) and PG9 (d = 0.01). Next, we 
constructed duty cycle histograms for colocalized particles (data not shown), treating each 
colocalized particle as a single entity. Similar histograms were constructed for other antibodies 
too (data not shown) to extract duty cycle. This is important as duty cycle depends heavily on 
imaging parameters that change between experiments depending on the antibody label, type of 
antibody, imaging buffer, photobleaching and photoswitching, as well as degree of labeling of 
antibody (quenching effects). Overall, this methodology can be used to ascertain the number of 
envelope proteins by estimating the number of antibodies bound to each protein. Figure 4.10c 
and 4.10d show sample distribution graphs for the number of gp120 and gp41 envelope proteins 
respectively using above mentioned duty cycle analysis on 2G12 and 3D6 antibodies. Using this 
approach, we determined a range of 1-8 2G12 ABs and 1-7 3D6 ABs per HIV-1 viral particle. 
Our results agree with previous results that approximate the number of gp120/41 proteins 
between 4-14 [102]. We observed the lower range of this distribution in our data possibly due to 
steric hindrance from antibody binding on particles in same cluster.  
4.3.3 Multi-color super-resolution imaging to study envelope protein colocalization 
We further investigated the relative distribution and spatial localization of gp120 and 
gp41 components of envelope proteins using dual color fluorescence nanoscopy. This involved 
immunostaining the paGFP virions with both labeled antibodies followed by sequential red and 
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green STORM imaging. We performed control experiments to quantify crosstalk between the 
three channels used for multicolor super-resolution imaging using fluorophore tagged antibodies 
or DNA. Crosstalk arises when signal from one fluorophore leaks out into a different channel 
which is used to image for another fluorophore resulting in colocalization artifacts. In these 
studies, red channel is used to image Cy5 or Alexa 647 tagged antibodies, green channel is used 
to image Cy3B tagged antibodies and blue channel is used for imaging paGFP tagged HIV-1 
particles. Our results showed negligible crosstalk of red dye tagged antibodies in green channel 
(1%), while minimal crosstalk was seen in case of green fluorophore signal being leaked into red 
channel (~4%) (Figure 4.11). 
In this three-color imaging approach, we visualized gp120 and gp41 using Cy5 and 
Cy3B-tagged antibodies respectively. Figure 4.12 shows a comparison between diffraction 
limited and super-resolved images of HIV-1 virions exhibiting both gp120 and gp41. We 
achieved a ten fold better resolution (~25 nm) than the diffraction limit of light, which has a 
potential to help us clearly define relative abundance and distribution of envelope proteins. We 
performed imaging on wild type HIV-1 (Figure 4.13) and found a high incidence of 
colocalization of both antibodies and HIV. Some virions colocalized only with anti-gp120 
antibodies while most anti-gp41 colocalizations also exhibited anti-gp120 binding suggesting the 
absence of ‘only gp41’ stalks in virus. To remove possibility of artifacts due to antibody labeling 
we switched dye labels between the two antibodies, which gave us similar results for wild type 
mature HIV. Notably, most colocalizations contained individual clusters of antibodies agreeing 
with expected observation in mature HIV. In some cases, we observed less number of three-color 
colocalization incidences, that is, virus bound to both antibodies, which could be due to steric 
hindrance among IgGs. Similar three-color imaging study was done on control samples (Figure 
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4.14) with knockout HIV-1 (Δenv) that showed negligible AB-HIV-1 binding and minimal 
‘green’ background (<5%).  
We wish to expand this three-color imaging platform to different types of virus 
preparation and discern changes in envelope protein patterning on HIV-1 surface. To this end, 
we developed a virus preparation with wild type HIV but depleted in gp41 using magnetic bead 
separation, also referred to as gp120-enriched virus. Multicolor fluorescence nanoscopy on these 
particles showed that virus was bound to only anti-gp120 antibodies with no viable gp41 binding 
regions on viral surface (Figure 4.15). Figure 4.15b shows the heatmap of anti-gp120 antibodies 
indicating a variation of density within each spot with high in the centre and low in periphery 
indicating the presence of single gp120 clusters.  
Overall, the imaging platform and quantitative methodology presented in our work can 
effectively investigate changes in relative abundance and spatial distribution of gp120 and gp41. 
The envelope protein fingerprint is reminiscent of internal viral arrangement [95] and thus, HIV-
1 infectivity can be probed by observing changes in gp120/gp41 mosaic after subjecting HIV-1 
particles to different growth conditions, mutations or drugs. 
4.4 Future directions 
In future work, multicolor colocalization studies can be continued to study envelope 
(Env) proteins and can be extended to different phases of HIV-1 maturation in the viral life cycle 
(mature versus. immature). In this way, we could determine the average distance between 
envelope proteins in virions, which will allow for determination of spatial ordering or 
correlations in position, if present. The relative abundance of gp120 and gp41 at different stages 
will provide insights on receptor shedding by HIV-1 and spatial resolution will enable us to 
determine whether they are more evenly distributed or form a part of same nano-domain on the 
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viral particle. These studies can also be extended to fixed cells infected with HIV-1 followed by 
immunofluorescence. The interaction of Env protein and their folding is crucial for internal 
architecture rearrangements during viral maturation. We also propose to use structurally 
modified Env proteins (provided by Hope Lab, NU) to investigate the dependence of viral 
infectivity on Env structure. We anticipate that our work will help uncover new molecular 
interactions between key viral and host cellular proteins during the HIV-1 budding process. Our 
work has the potential to reveal new targets for pharmacological inhibition of retrobudding in 
HIV-1 and will provide a molecular basis to understand the mechanism of viral pathway 
disruption by therapeutics.  
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4.5 Figures and tables 
 
Figure 4.1: Cartoon showing retroviral budding in HIV-1 
Virus assembly and interaction with host cell proteins occur at length scales below the diffraction 
limit of visible light. HIV-1 virions are ~120 nm in diameter and viral assembly occurs at time 
scales of 5-10 mins. The cartoon above shows this assembly of virus from a host cell to an 
immature virion that when matured infects other cells. Components of viral assembly are 
recruited towards the cell membrane namely- gag monomers (comprising of capsid protein (CA), 
nucleocapsid (NC), matrix proteins (MA), etc.). The gag monomers assemble to form multimers 
and combine genomic RNA, protease, integrase and other helper proteins towards membrane. 
Glycoproteins on membrane called envelope proteins- gp120, gp41 get coupled to the internal 
viral rearrangement. Once host protein complexes form near the viral budding site (ESCRT, etc) 
the virion eventually buds off from the host cell as immature virions. This can undergo more 
structural changes to form a mature infective virion.  
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Figure 4.2: Employing fluorescence imaging to probe retroviral budding1. 
(a) Shows tracking of single virus particles within a cell showing real time dynamics albeit at a 
diffraction limited resolution of >200 nm [99]. In this work, recruitment of VPS4 (tagged with 
eGFP) to HIV (mCherry tagged) assembly site is studied. The images are obtained by TIRFM 
and show few snapshots of time here. All scale bars are 800 nm. (b) Shows representative images 
of HIV attached to cell surface. HIV tagged with eGFP-Vpr fusions (green) is probed using 
confocal microscopy while CD4 receptors (blue) on cells and HIV envelope protein (magenta) is 
investigated using immunofluorescence based STED. Scale bars are 100 nm. In this work 
authors studied maturation dependent envelope surface clustering by STED. STED or stimulated 
emission depletion microscopy is another type of fluorescence microscopy and in this work they 
obtained a resolution of ~40 nm. Overall, Chojnacki et al. showed coupling between virus 
exterior and interior- opening up a lot of possibilities to study internal structure rearrangement 
based on envelope clustering [102]. (c) Shows the visualization of various components of HIV-1 
particle using dSTORM. HIV particles were probed using Dronpa-Vpr fusion within the virus 
and conventional fluorescence microscopy. Other components such as integrase, capsid, matrix 
and envelope protein gp 120 were probed by indirect immunofluorescence using Alexa647 
tagged secondary antibodies. The scale bars are 200 nm. Overall, this work studied binding of 
tetherin with HIV during HIV-1 assembly and demonstrated the feasibility and power of 
fluorescence nanoscopic tools to investigate HIV mechanisms [100]. 
  
                                                
 
1 Permission sought to reproduce from [99] [102] [100]. 
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Figure 4.3: Spectral alignment and drift correction 
(a) Shows the effect of chromatic aberration and spectral alignment using quantum dots (~200 
nm) on glass surface. The need for spectral correction arises due to optical shift while imaging in 
two different channels. This alignment was done using transform function in ImageJ. The left 
and the right panels show merged images of quantum dots in red and green channels. Pre-aligned 
panel to left demonstrates shifted image, which was, corrected post alignment in right channel. 
(b) Shows a merged image of a quantum dot, which is also used for drift correction during image 
processing. Our work uses three color imaging, which comprises of diffraction limited image in 
blue channel (shown in blue), a reconstructed STORM image in red channel (shown in red) and a 
reconstructed STORM image in green channel (shown in green). Since QD: quantum dot is 
visible in all channels we see components from red, green and blue, which are used for drift 
correction. 
 
 
Figure 4.4: HIV identification using photoactivatable GFP (paGFP) 
(a) and (b) show pre-activation and post-activation image of HIV discerned by paGFP. As can be 
seen, there is a huge difference of signal-to-noise ratio between the two images showing spots 
similar in intensity before activation, which converts to highly bright and easily discernible spots. 
These spots serve as diffraction limited reference image for HIV. The inset shows a zoom-in on a 
single HIV particle. The imaging was done by blue laser (488 nm) in both cases while activation 
is done using low power 405 nm laser. The violet laser activation shifts the spectrum of paGFP 
such that its emission increases manifold in blue regime after being activated.  
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Figure 4.5: Effect of different surface treatments on non-specific antibody binding 
Shows the effect of surface treatment with and without KOH pre-cleaning step under different 
surface passivation conditions as indicated in the labels. Grey spots indicate Cy3B antibody 
localizations after STORM reconstruction. While non-specific antibody binding seems to 
increase in all cases without KOH clean up, fibronectin treated surface proved best to reduce 
non-specific binding. Optimization of surface passivation conditions was important to reduce 
artifacts of colocalization with HIV particles. 
Figure 4.6: KOH treatment is effective in reducing non-specific antibody binding to surface 
Graph shows the number of localizations of Cy3B antibody (indicated on y-axis) under different 
surface pre-cleaning and passivation conditions (indicated on x-axis). Caution: This graph should 
be considered more qualitative than quantitative as no. of localizations are highly subject to 
change depending on various factors that affect STORM imaging.  
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Figure 4.7: Fluorescence nanoscopy of surface envelope proteins (gp120 and gp41) 
Here we present two color imaging with reconstructed high-resolution images of envelope 
proteins merged with diffraction-limited images of wild type paGFP HIV particles (blue). The 
fluorescence nanoscopic images were obtained by immunofluorescence using corresponding 
labeled primary antibodies. (a) Shows Cy5 tagged anti-gp120 antibodies (red) while (b) shows 
Cy3B tagged anti-gp 41 antibodies (green). We visualized these envelope proteins at a high 
resolution of ~25 nm. Scale bar: 200 nm. 
 
Figure 4.8: Comparison of antibody specificity and concentration 
The graph compares normalized number of colocalizations of anti-envelope protein antibodies 
(gp120/ gp41) with HIV particles using reconstructed image from fluorescence nanoscopy. 
Normalized # colocalizations = (no. of colocalization incidences between antibody and HIV 
virions)/ (total no. of HIV virions for that region of interest). Here we compare: (i) pAB 
colocalizations with wt HIV vs Δenv HIV; (ii) No. of colocalizations of pAnti-gp120 Abs with 
wt HIV virions. B12 and 2G12 are the pABs used, and; (iii) No. of colocalization incidences at 
twice the conc. of pAnti-gp120 Abs with wt HIV virions. Error bars show SD. N~1500 
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Figure 4.9: Comparison of fluorescent traces from non-specifically bound single antibody 
with antibody colocalized with an HIV particle. 
Each dye shows a distinct “spectral signature” consisting of transient, stochastic on/off switching 
events. The stochastic switching signature for each distinct dye can be quantified by a duty cycle, 
which is the ratio of time during which a fluorophore is in an “on” state to the total time for 
which it is active (defined as the time between the first “on” state to the last “on” state). The 
traces for unbound and bound antibody shown above will correspond to a duty cycle for unbound 
single antibodies and bound single or more number of antibodies to eventually count the number 
of bound antibodies to HIV. The traces were produced by plotting the intensity profile of 
fluorophores spaced apart from other fluorophores after adequate thresholding for background. 
The inset shows the region from where these two representative traces were selected. Scale bar is 
200 nm. The frame number on the x-axis corresponds to the frames acquired while imaging with 
an exposure time of 30 ms.  
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Figure 4.10: Quantitative approach to characterize number of envelope proteins based on 
duty cycle analysis. 
(a) This graph serves as a quality control parameter for duty cycle analysis detailed in previous 
figure. It compares the number of frames a fluorophore (dye labeled primary antibody) remains 
continuously on over a period of acquisition and helps eliminate long periods of continuous 
bright signal from fluorophores. The validity of duty cycle analysis is based on stochastic on-off 
switching of dyes after they have been sufficiently photobleached before STORM acquisition. 
The graph here shows that the continuous length of time fluorophore is in ‘on’ state is between 
1-2 frames for most instances and hence our assumptions and duty cycle analysis will hold true. 
(b) Shows a representative distribution of duty cycle of a single unbound labeled anti-gp120 
antibody (N=53) that can be used as a reference to count bound antibodies. The stochastic 
switching signature for each distinct dye can be quantified by a duty cycle, which is the ratio of 
time during which a fluorophore is in an “on” state to the total time for which it is active (defined 
as the time between the first “on” state to the last “on” state). By counting the number of 
fluorescently labeled ABs per virion using fluorescence nanoscopy, we can determine the 
number of envelope proteins present on viral particles (e.g., gp120, gp41, etc.). However, based 
on imaging conditions this distribution is bound to vary and hence it is calculated each time for 
different experiments. (c) And (d) show a distribution of gp120 and gp41 envelope proteins 
respectively in HIV based on duty cycle analysis. Our results are consistent with literature and 
show that envelope proteins range from 1 to about 7 or 8 in HIV-1 virions.  
  
 105 
 
Figure 4.11: Crostalk analyses of dyes in different channels for dual color fluorescence 
nanoscopy 
The graph compares the number of localizations obtained by STORM reconstruction of surface 
bound labeled fluorophores, which are listed on x-axis. Three different surfaces were imaged 
identically in all channels to calculate crosstalk. Cross talk between fluorophores occurs when a 
particular fluorophore is visible in other channels as well, apart from its own channel. For 
instance, Cy5 that is a fluorophore, which is recorded in red channel, begins lighting up in green 
channel as well while imaging for green dye like Cy3B. This will highly obscure dual color 
imaging using distinct fluorophores in two different channels. This is a function of optics and our 
results showed very minimal crosstalk in all channels with red fluorophores counted in green 
channel less than 1% of times and green fluorophores counted in red or blue channels <4% of 
times which is negligible.   
 
Figure 4.12: Comparison of resolution improvement using fluorescence nanoscopy 
Shows a comparison of diffraction limited and super resolved image of the same HIV particle 
(blue) colocalized with anti-gp120 (red) and anti-gp41 (green) antibodies. We obtained high-
resolution (~25 nm) three-color imaging based on fluorescence nanoscopy (STORM). HIV is 
imaged using paGFP after activation with 405 nm laser using fluorescence microscopy.  
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Figure 4.13: Multicolor fluorescence nanoscopy of wild type HIV with both antibodies. 
(a-d) Here we present three color imaging with reconstructed high-resolution images of envelope 
proteins merged with diffraction-limited images of wild type paGFP HIV particles (blue). The 
fluorescence nanoscopic images were obtained by immunofluorescence using Cy5 tagged anti-
gp120 antibodies (red) and Cy3B tagged anti-gp41 antibodies (green). Yellow represents areas of 
overlap between both antibodies. Scale bar is 2000 nm in (a) and 200 nm in (b-d). (e) Shows the 
normalized incidence counts of colocalization between HIV and only gp120 (red), HIV and only 
gp41 (green), HIV and both ABs (yellow) and HIV colocalized with no antibody. Our results 
show wild type HIV colocalized well with both ABs with only ~35% unlabeled virus. N=352 
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Figure 4.14: Multicolor fluorescence nanoscopy of envelope deleted HIV with both 
antibodies 
(a) Here we present three color imaging with reconstructed high-resolution images of envelope 
proteins merged with diffraction-limited images of envelope deleted paGFP HIV particles (blue). 
The fluorescence nanoscopic images were obtained by immunofluorescence using Cy5 tagged 
anti-gp120 antibodies (red) and Cy3B tagged anti-gp 41 antibodies (green). Scale bar: 2000 nm 
(b) Shows the normalized incidence counts of colocalization between HIV and only gp120 (red), 
HIV and only gp41 (green), and HIV colocalized with no antibody. Our results showed 
negligible colocalization between knockout virus and ABs providing a good control. N=512.   
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Figure 4.15: Multicolor fluorescence nanoscopy of gp120 enriched HIV with both 
antibodies 
(a) Here we present three color imaging with reconstructed high-resolution images of envelope 
proteins merged with diffraction-limited images of gp120 enriched paGFP HIV particles (blue). 
The fluorescence nanoscopic images were obtained by immunofluorescence using Cy5 tagged 
anti-gp120 antibodies (red) and Cy3B tagged anti-gp 41 antibodies (green). Scale bar: 2000 nm 
(b) Shows density ‘colormap’ of only ‘red’ localizations showing variation of density within 
each spot from the centre indicating the presence of single gp120 clusters (high to low density: 
white/yellow to blue) (c) Shows the normalized incidence counts of colocalization between HIV 
and only gp120 (red), HIV and only gp41 (green), HIV and both ABs (yellow) and HIV 
colocalized with no antibody (blue). Our results show that this virus preparation was enriched in 
gp120 and depleted in gp41. N= 759.   
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Step 
# 
Imaging channel 
(Imaging entity) 
Acquisition settings 
(laser used, laser power at source, # frames acquired, 
illumination time or camera exposure time per frame) 
1 Blue channel (paGFP-HIV) 488 nm, 5 mW, 100 frames 
2 Blue channel (paGFP-HIV) 405 nm, 15 mW, 100 frames, 20 sec 
3 Blue channel (paGFP-HIV) 488 nm, 5 mW, 100 frames 
4 Red channel (Cy5 or Alexa 647 AB) 637 nm, 1.6 mW, 0 frames, 3-5 mins 
5 Red channel (Cy5 or Alexa 647 AB) 
637 nm, 1.6 mW, 20,000 frames, 20 ms exposure time 
+ 
405 nm, 150 μW, pulsed 100 ms every sec 
6 Green channel (Cy3B AB) 532 nm, 5 mW, 0 frames, 1-3 mins 
7 Green channel (Cy3B AB) 
532 nm, 5 mW, 20,000 frames, 50 ms exposure time 
+ 
405 nm, 500 μW, pulsed 100 ms every sec 
 
Table 4.1: Table showing the sequence of image acquisition and related parameters for 
STORM based three-color fluorescence nanoscopy. AB refers to primary antibody.   
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5. Conclusion 
5.1 Fluorescence nanoscopy of molecular scale bacterial and viral processes 
The ability to image and track cellular events in real time using fluorescence microscopy 
is of paramount importance for understanding dynamic processes. However, optical diffraction 
limits the spatial resolution of conventional fluorescence microscopy to ≈ 250 nm, which 
precludes spatially resolved analysis of nanometer-scale cellular protein assemblies, which 
mediate key biological processes, such as viral infections and microbial motility. Therefore, with 
a view to elucidating a comprehensive molecular-level understanding of key events in 1) 
bacterial motility and, 2) viral (HIV) infectivity, we have applied single molecule fluorescence 
nanoscopy-based imaging techniques to enable super resolution imaging with an improved 
spatial resolution of 20-25 nm. In particular, we capitalized on advances in synthetic chemistry 
technology, optical microscopy, and digital image processing to enhance fundamental 
understanding of bacterial motility and viral dynamics, which has broad implications in applied 
industrial biotechnology (for example, constructing microbial sensors for pollutant detection and 
degradation) as well as in the pharmaceutical industry (for designing better drug targets).  
In current work, we have applied STORM-based imaging for visualizing molecular-level 
dynamics of environmental signal processing by bacteria during chemotaxis. Chemotaxis refers 
to the movement of microorganisms under the influence of chemical gradients and is exploited 
industrially for designing microbial biosensors for detection and degradation of a broad spectrum 
of chemicals including toxins, environmental pollutants, as well as bio warfare agents. Microbial 
degradation offers a safer, cost-effective, and sustainable alternative to physicochemical methods 
for pollutant abatement. Chemotaxis is mediated by clusters of biological nano-machines that 
display dynamic changes in spatial organization and architecture in response to chemical cues. 
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As chemotactic clusters are several folds smaller than the diffraction limit of light (250 nm), the 
application of fluorescence nanoscopy is imperative to develop an accurate model for chemotaxis. 
We have extensively characterized dynamic re-organization events in bacterial cell surface 
receptor clusters upon sensing chemical stimulants with an exquisite resolution of ~25 nm. We 
also investigated dynamic changes in cluster architecture (cluster density, size, spatial 
organization) in B. subtilis under different conditions of stimulation. Our work has augmented a 
platform for direct application to engineer cells with programmable chemotactic responses for 
bio-remediation. 
HIV particles are ≈ 120 nm in diameter, which limits the application of conventional 
diffraction-limited fluorescence microscopy to investigate the dynamics of viral budding and 
infection. Consequently, a detailed molecular-scale understanding of viral lifecycle, budding, and 
interactions between viral and host cell proteins, is critically lacking. To this end, we have 
applied fluorescence nanoscopy to determine how clustering and distribution patterns of surface 
moieties (gp120/ gp41) play a role in viral infectivity. We also developed a novel quantitative 
approach based on stochastic optical reconstruction microscopy (STORM) imaging that enables 
precise quantification of the relative abundance and spatial patterning of surface moieties. In 
addition, using a first-of-its-kind approach, we established a platform for three-color 
fluorescence nanoscopy to simultaneously visualize multiple surface characteristics on a viral 
particle with high- precision. In this way, our results have provided a molecular framework for 
understanding mechanisms of virus disruption and have potential to reveal novel targets for 
pharmacological inhibition of HIV infectivity. Importantly, this work serves as a true precursor 
for drug target screening and validation, which is of prime significance to address key problems 
in healthcare.  
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5.2. Lab-on-a-chip technology for micromanipulation of nanoparticles and cells1 
We also applied ‘hydrodynamic trap’ principle to develop a microfluidic single cell 
bioreactor that enables confinement and precisely controlled manipulation of single cells and 
nanoparticles in a microfluidic device using extensional fluid flow. By enabling long term 
trapping and observation of individual entities in a non-perturbative fashion, the platform 
provides substantial advantages compared with existing trapping techniques that typically rely on 
strongly perturbative force fields such as laser and electricity. In this way, the microfluidic 
bioreactor represents an enabling technology for time resolved studies on single cell gene 
expression for applications in biological engineering. This unique platform also has a potential to 
observe polymer dynamics under multiple reaction conditions as well as to carry out controlled 
reactions to aid assembly and disassociation.  
 
 
 
 
  
                                                
 
1 This work is based on [33] co-authored by Agrawal. This work is not a part of thesis and more details can be found 
in mentioned reference. 
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Appendix 
A.1 Minimal growth media for B. subtilis 
Minimal growth media for subtilis: 
50mM K3PO4 
1.2 mM MgCl2 
1mM (NH4)2SO4 
140uM CaCl2 
10uM MnCl2 
20mM sorbitol 
50ug/ml histidine 
50ug/ml methionine 
50ug/ml tryptophan 
 
Add antibiotics such as ampicillin and spectinomycin at conc. of 100ug/ml if needed 
 
A.2 Preparation of glucose oxidase catalase system 
• T50 (made 10x T50: 10mM Tris, 50mM NaCl at pH8.0. Diluted 1:10) 
• 50mg glucose oxidase (Sigma G2133, 100000 U/g solid) 
• 25mg catalase (Sigma, C9322 2000-5000U/mg protein) 
• Add GOD and CAT to 0.5ml T50 and 0.5 ml Glycerol 
• Centrifuge 13000g for 5 min 
• Filter the supernatant using 0.45 um syringe filter  
• Aliquot 10ul each and store at -20C 
 
  
 123 
A.3 Cell culture- B. subtilis 
1085: wild type strain 
Δ10: strain with all receptors deleted 
3605: McpB only strain 
1840: No CheA strain 
 
Glycerol stocks of strains 
TBAB agar plates (stored in the cold room on 4th floor of clg of medicine) 
Sterile pipette tips for streaking 
30C incubator  
Growth media : LBr or minimal 
Spectrophotometer to measure absorbance 
Culture tubes 
Eppendorfs 
Cuvettes 
37C incubator shaker 
 
1. The glycerol stocks of all the subtilis strains are stored at -80C fridge right outside 
Ordal’s lab. The stated strains are located in the 2nd box from top in the holder titled 
Hanna. Temporarily the 1085 and Δ10 strains are located in one of the corners of the box. 
2. The glycerol stocks then put in an icebox are used to streak the TBAB agar plates using a 
sterile pipette tip. 
3. The streaked plates are stored overnight at 30C incubator 
4. The morning of the experiment, plates are taken out at RT. Sterile loop is used to scrape 
off some cells from the plate and suspended in 100 ul or 1ml of media. Rubbing the 
eppendorf tubes on the tube holder does the suspension. 
5. The OD at 600nm is measured using spectrophotometer. Note that the single read 
photometric mode is used with wavelength set to 600nm. Autozero is used to blank using 
the media or water in both the cuvettes. The back port of the spectrophotometer is taken 
as the blank occupied by media or water containing cuvette. The front port is used to 
make measurements on the suspension. Note that the reading should range from 0.05 to 
1.0 and appropriate dilutions maybe necessary to fit that range.  
6. 1 to 2ml media is put into glass culture tubes. Cell suspension is added such that the 
starting OD is between 0.1-0.2. Usually 1:10 dilution suffices. Else the following can be 
used: 
(OD of cell suspension) X  (volume of cell suspension) = (Starting OD) X (volume of cell 
culture) 
7. The cells are subcultured to A (at 600)  = 0.5-0.6. Usually it takes a 5 hour day culture in 
LBr 
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A.4 Immunostaining protocol 
1. Cells were grown overnight on TBAB (or Cells were grown overnight in minimal media 
at 37 °C and then diluted 1:10 in 1 ml of minimal media and subcultured to A600 = 0.5–
0.6.) 
2. Chambers incubated with 200 ul 1X poly-L-lysine, washed with PBSX3 
a. Alternatively the chambers are not washed with PBSX3 and are directly used by 
sucking out the excess poly-L-lysine and adding 200ul of cells 
3. 5 hour day culture in LBr/minimal media  
4. 25 ul of 1-FM43 added to 1 mL of cells :::: 
5. 15 min incubation in dark 
6. ASN added to 1mL of cells iff (200ul- make fresh daily) 
7. Bacteria were fixed for 15 min at room temperature (while spinning) and then 30 min on 
ice in 2.5% (v/v) paraformaldehyde (Ted Pella, Redding, CA).  
a. Alternatively, after the 15 min RT incubation 200 ul of the cell solution can be 
added to the chamber slide post removal of excess poly-L-lysine.  
b. This can then be put at 4C for a minimum of 30-40 mins. This step is a good step 
to take a break for an hour or so. 
8. Fixed bacterial cells were then plated onto poly-l-lysine-coated glass coverslips and 
incubated for 10 min. 
9. The coverslips were then washed three times (for 5 min each) in phosphate-buffered 
saline (PBS) containing 2% (w/v) goat serum albumin (GSA): 500ul each 
10. The cells were treated with lysozyme (0.1 μg/ml) for 20 min. 
11. The coverslips were washed again three times (for 10 min each) with PBS containing 2% 
GSA (w/v)  
12. Incubated overnight at 4 °C in primary antibody diluted into PBS containing 2% (w/v) 
GSA. The primary antibody anti-McpB-labeled was used at a dilution of 1:250 or 
1:500 .(200 ul) 
13. After overnight incubation with the primary antibodies, the coverslips were then washed 
three times (for 10 min each) with PBS containing 2% (w/v) GSA  
14. And then incubated in PBS / GSA + DAPI :::: 
15. Then washed again in PBS GSA X 3 
16. With 200ul of PBS / GSA stored at 4C. 
Poly-lysine coating:  
Chamber slide: coverglass labtek 8 well , 155411 
Poly-lysine: poly-L-Lysine solution from sigma Aldrich (stored at RT) 
 
1. Add 200ul of poly-l-lysine into each of the chambers. Only the central four chambers out 
of eight are utilized for imaging purposes due to the constraints posed by the piezo stage. 
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2. Use a homemade small spreader (made by melting capillary tube over flame) and spread 
inside each chamber within the poly-lysine solution 
3. Incubate this chamber slide for about 2-5 hours (flexible) at 37C.  
4. Remove the chamber slide from 37C and incubate at RT until experiment begins 
5. Remove excess poly-lysine and coat the slide with cells. 
• Optional to wash PLL surface thrice with PBS+2%GSA 
FM 1-43: This is the lipophilic membrane dye.  
 From Invitrogen 
 Stored at -80C  
 Packaging contains powder and water is added to get to the final conc. 
 Working concentration 200ug/ml 
 Add 25 ul to 1 ml of cells 
 
L-Asparagine: From Sigma.. Stored at RT 
Need to be made fresh daily as it degrades within a day.  
We use the conc of 150mg in 10ml of water. A 10ml falcon is used to make the solution. 
It takes time to dissolve and hence the need for continuous vortexing. 
Add 200ul of this solution to 1 ml cells.  
 
Paraformaldehyde (Ted Pella, CA): 156 ul of 16% paraformaldehyde (stored at 4C) 
It comes in a pack that is usually stored at RT with sealed vials. Once the seal is broken it 
is stored at 4C in parafilmed vial or transferred to a 10 ml falcon 
 
Lysozyme: working conc of 0.1ug/ml 
 Stored at -80C. Put it out for thawing at the time of cold incubation of cells post fixation. 
 Stock solution conc: 100mg/ml- Need to perform serial dilution  
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A.5 Antibody purification using acetone adsorption 
This protocol is for making an acetone powder from a gene deletion strain for the purpose of 
clearing and antibody serum of non-specific interacting proteins. From Hazelbauer. 
Prepare acetone powder and pre-adsorption 
• 700 ml TB culture at 0.8 OD (0.5- 1.0 OD should be OK) in 1 liter Sorvall centrifuge 
tube (use rotor SLC6000) 
• Spin at 1000g for 10 min at 4C 
• Weight the pellet (net weight should be around 1.8 g) 
• Resuspend in 1.8 ml of 0.9% NaCl and transfer to 30 mL glass centrifuge tube 
• Yield ~3ml, using 1 ml 0.9% NaCl to rinse the tube 
• 4 ml resuspension + 16 ml acetone 
• Incubate on ice for 30 min with occasional shaking (every 5 min) 
• Spin at 10000g for 10 min at 4C in SS-34 rotor 
• Discard supernatant 
• Resuspend pellet with 20 ml acetone 
• Leave it on ice for 10 min 
• Spin at 10000g for 10 min at 4C 
• Discard supernatant 
• Remove the pellet from the tube onto a piece of filter paper or weighing paper 
• Smash the pellet until there are no more yellow chunks 
• Dry at room temp, transfer the powder to a strain vial 
• Store it in -20C 
To pre-absorb 
1. Dilute antibody to 10-50 folds (e.g. high concentration Ab (e.g. 1:50) dilute 10 fold. 10 ul 
Ab+ 90 ul with TBS 1X; low concentration Ab (e.g 1:4000) dilute 50 fold 10ul Ab + 490 
ul TBS 1X 
2. Add acetone powder to ~1%(w/v) (e.g. 500 ul solution + ~5mg) 
3. Incubate at RT for 20-30 min 
4. Spin at max speed 14K for 5 min 
5. Supernatant is ready for assay 
6. If necessary, transfer the supernatant to a new tube, and repeat step 2-4 
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A.6 Western blotting preparation and protocol for B. subtilis 
B. subtilis Western samples (adopted from Hanna) 
1. Streak test strain out on selective plate. Incubate at 30C overnight. 
2. Inoculate 2 ml overnight with isolated colony. Selective antibiotics are necessary only for 
plasmid harboring strains. 
3. Inoculate 5 mL LB test culture with 1:100 dilution of the overnight culture. Incubate 5 
hrs at 37C with shaking at ~250 rpm 
4. Transfer culture to 13x100 mm sterile test tube and centrifuge at 5000 rpm in Sorvall 
tabletop centrifuge for 5 min 
5. (Optional: Resuspend  culture in 3 ml chemotaxis buffer with 100-250 ug/ml 
chloramphenicol.) 
6. (Optional: Centrifuge at 5000 rpm for 5 min again in Sorvall tabletop centrifuge. Repeat 
step 5 one time.) 
7. Resuspend cell pellet in 3 ml protoplast buffer with 100-250 ug/ml chloramphenicol. 
Repeat centrifugation step at 5000 rpm for 8 min. 
8. Decant supernatant and Resuspend cell pellet in residual protoplast buffer 
9. Measure A525 of 1:100 dilution in water 
10. Dilute cells to A525 1.0 in 2-5 ml protoplast buffer with 1-5 mg/ml lysozyme 
11. Incubate at 37C 30 min with shaking at 100-150 rpm. Remove 1 ml aliquots and 
immediately freeze in dry ice/ ethanol or liquid nitrogen bath 
12. Good stopping point for the day 
13. Thaw cells completely in ice water bath. Centrifuge cells at 5000 rpm for 30 min at 4C 
14. Decant and dry pellet approximately 10 min at room temperature. Resuspend pellet in 
100 ul 1X SDS loading dye, and boil for 10-15 min. Sample is now ready to be loaded or 
safe for long term storage.  
Buffers: 
Che cocktail (50 ml) 
1 ml 0.5M EDTA pH 8 
245 ul 1M CaCl2 
2.5 ml 100% glycerol 
3.6 ml (6.96M) 60% w/w Na-lactate 
1.5 ml 1M (NH4)2SO4 
qs to 50 mL (41.15 GDA) 
pH to 7.0, filter sterilize 
 
 
 
 
 
Che Buffer (100ml) 
1mL che cocktail 
1ml KPO4 pH 7 
98 mL GDA 
KPO4 (pH 7) 
68.25 g KH2PO4 
87.1 g K2HPO4 
500 mL GDA 
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Western Blotting (adopted from Hanna) 
(using the Trans-Blot Semi-dry Electrophoretic Transfer Cell) 
• Run SDS-PAGE Gel (BioRad or Thermo minigel) at 200C for about 52 min in Tris-
glycine buffer. Equilibrate gel in 50 ml of Transfer buffer for 15 min. Cut one piece of 
PVDF membrane to the size of the gel, soak in 100% methanol, then equilibrate in the 
transfer buffer with the gel with mild shaking at 60 rpm. Cut 6 pieces of blotting paper to 
the size of the gel and wet in Transfer buffer.  
• Load the sample by placing three pieces of blotting paper on the Cell plate. Next place 
the PVDF membrane and then the gel. Finally put three more pieces of blotting paper on 
top. Squeeze off extra buffer by rolling a test tube gently over the sample “sandwich”. 
Soak up excess buffer around the edge of the “sandwich” with paper towels.  
• Run the Cell at 25V (2-300mA is maximum for power sources) for 1 hr. You can vary the 
time – 45 min for 1-2 gels, 30 min for 3-4 gels- if you wish, but 1 hr is fine.  
• Block the membrane by shaking it in 50 ml of Tris-PM buffer (store unused buffer in the 
fridge) for 15 min- 1 hr. Pour off the buffer and wash the membrane 3 times with dd-
water. 
• Add primary antibody of selected dilution to 50 ml of Tris-PM. Pour onto membrane and 
shake overnight (better in cold room if hot in lab). Pour off the buffer and wash the 
membrane 3 times with dd-water. 
• Wash the membrane with 50 ml of Tris-PM Tween 20 buffer for 30 min. Pour off the 
buffer and wash the membrane 3 times with dd-water.  
• Add dilution (e.g., 1:10,000) of secondary antibody to 50 ml Tris-PM and pour onto 
membrane. Shake for 3-4 hr covered. Note: keep the membrane covered for rest of the 
procedure. Pour off the buffer and wash the membrane 3 times with dd-water.  
• Mix 5 ml of a 40:1 solution of ECLPlus Solution A: Solution B. Cover membrane with 
the solution and let incubate at room temp for 5 min. Pour off solution and absorb excess 
with a paper towel. Dry off liquid from the gel. 
• Expose using the UVP imaging system. May have to try several different exposure times 
to find the optimum exposure time. Alternately, expose to phosphoimager.  
Transfer Buffer Tris-PM (make fresh as lasts a week) 
5.82 g Tris 2.42 g     Tris 
2.93 g Glycine 14.62 g   NaCl 
0.04 g SDS Add 600 ml dd-water 
Dissolve in 500 ml dd-water pH to 7.5 with conc. HCl 
Add 200 ml methanol 50 g Powdered Milk (add slowly) 
Qs to 1 L with dd-water 500 μl     Tween  
qs to 1L with dd-water 
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A.7 Antibody labeling protocol 
The purified protein should be at a concentration of 1mg/ml in a buffer that does not contain 
primary amines (e.g., ammonium ions, Tris, glycine, ethanolamine, triethylamine, glutathione), 
or imidazole. All of these substances will significantly inhibit protein labeling. Also, partially 
purified protein samples, or protein samples containing carriers like BSA, (e.g., antibodies) will 
not be labeled well and should not be used.  
Input- measure protein and dye conc 
Initial protein/AB concentration should be around 1 mg/ml. 
Measure the conc of reactive dye (Cy5). 
Reaction stoichiometry: 
The amounts of protein and dye to be added in a reaction are governed by the final desired 
degree of labeling (DOL). Hence, the initial molar ratio (MR) of dye:protein depends on two 
parameters (1) the MW of protein- for IgG its 150 kDa (2) the optimal DOL of alexa or Cy5 for 
these proteins as determined by dye vendor. 
For IgG (150kDa): 
Lower DOL : =<10 
Optimal DOL: 20 
Higher DOL: >=28 𝑀𝑅 =    𝑚𝑜𝑙𝑒𝑠  𝑜𝑓  𝑑𝑦𝑒𝑚𝑜𝑙𝑒𝑠  𝑜𝑓  𝑝𝑟𝑜𝑡𝑒𝑖𝑛 =    𝑑𝑦𝑒  𝑖𝑛  𝜇𝑀 .𝑉d(𝑚𝑙)6.67. 𝑃𝑟𝑜𝑡  𝑖𝑛𝑚𝑔𝑚𝑙 .𝑉p(𝑚𝑙)    𝑛𝑚𝑜𝑙𝑛𝑚𝑜𝑙  
Reaction: 
• Abs can be diluted to appropriate initial conc in PBS or DI water 
• Add appropriate amount of dye solution to this AB solution 
• Mix gently by pipette tip rotation. 
• Leave this at room temp away from light for 1 hr 
• Use 500 ml of PBS as a dialysate 
 
Use the Slide-O-Lyzer MINI dialysis unit (#69574- 10k MWCO). Place the unit into the float so 
that the bottom of the dialysis unit is in contact with the dialysate. Always make sure that the 
volume level of the sample is at or above the level of the dialysate. If the volume level of the 
sample is lower than the level of dialysate, hydrostatic pressure will force dialysate into the unit, 
diluting the sample. 
Although the physical capacity of the unit is 500 ul, for best results, apply a sample volume of 
10-100ul. 
To prevent contamination, do not touch the membrane with ungloved hands. 
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• If glycerol removal is desired, soak the Slide-O-Lyzer MINI dialysis unit in 1 L water for 
15 mins. 
• Cap the Slide-O-Lyzer MINI dialysis unit and place in a floatation device. 
• Use a low speed setting on a stir plate so that the floatation device is not submerged. 
• Typical dialysis time to obtain equilibrium is 10 mins to 2 hrs using a dialysate vol of 
0.5-1 L. We will use 2 hrs to run this reaction. 
• Repeat dialysis if the solution seems colored (blue in case of Cy5).  
• For best recovery, collect the sample from the corner of the Slide-O-Lyzer MINI dialysis 
unit. 
Output: 
• Measure the concentrations of protein and dye-protein (conjugates) in the solution. 
• Estimate the DOL for this. [e.g. Dye=25 μM; IgG MW=150000Da; Prot 
conc=0.7mg/ml ] 𝐷𝑂𝐿 =    𝑐𝑜𝑛𝑐  𝑜𝑓  𝑑𝑦𝑒   𝜇𝑀𝑐𝑜𝑛𝑐  𝑜𝑓  𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝜇𝑀 =    𝑑𝑦𝑒  𝑖𝑛  𝜇𝑀𝑃𝑟𝑜𝑡  𝑖𝑛𝑚𝑔𝑚𝑙 . 10!𝑃𝑟𝑜𝑡  𝑀𝑊  𝑖𝑛  𝑔      𝜇𝑀𝜇𝑀  =    250.7 . 10^6/ 150,000   = 250.7 . 6.67 =    254.67 = 5.3 
 
A.8 Imaging strategy for B. subtilis samples 
• Adjust 405 nm ND to 0.0. At this use cube 4 to focus on cells which are stained with 
DAPI. After focusing and selecting an appropriate region for imaging prepare the 
imaging buffer. Add the imaging buffer to the chamber. 
• Acquire 100 frames for DAPI based cell reference at 100ms exposure time. 
• Switch to cube 5 and illuminate with red laser  (ND=1.5) for ~5 mins. While this is 
happening change the ND on 405 nm laser to 1.0. Also change the #frames to 16000 and 
exposure time to 20ms. 
• Focus using the fine control on the MFC unit. This focus is usually a ballpark estimate. 
One way to do it is to go down to the surface of non-specifically stuck fluorophores and 
then go up about 100-200 um depending on the selection of best cell surface at your 
discretion. 
• Acquire the STORM movie with switching 405 nm laser and continuous red laser 
illumination. 
• After acquisition prepare for the next data set acquisition and accordingly change 
spooling, ND on 405, region change, focus, new imaging buffer, etc… 
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A.9 Data reconstruction protocol using ImageJ for B. subtilis samples 
1. Goto the respective folder for the data set you wish to analyze. There will be one 
STORM movie (usually 16k-20k frames) and about 2-3 GB in size. This can be a single 
movie file or can be split into two with the other half denoted by “name”_X2. Along with 
this file there should be another smaller file (about 12 MB or so) that serves for the cell 
reference file. This cell reference file can correspond to a DAPI image or a FM dye 
image or a brightfield image. Sometimes there maybe multiple image reference files 
which is also fine. Note that the STORM movie file maybe absent if the fluorophores 
used for imaging vary - for instance, they maybe FITC, etc which provides for diffraction 
limited imaging and hence are not suitable to be analyzed for STORM.  
 
2. Upon locating the files open ImageJ (32 bit or 64 bit). The amount of load ImageJ can 
take with respect to image processing depends on the RAM of the computer you are 
working on and the memory limit for ImageJ. Try to work on lab computers or your own 
computer if it has decent RAM. The memory load that imageJ can take can be increased 
by going to ImageJ-- Edit--Options--Memory & Threads which will open a pop-up 
window. Set the max memory the highest you can get to (maybe 28GB etc..). and the no. 
of parallel threads to 4. Check and uncheck the box acc to the image shown below. You 
wont have to do this step every time.  
 
3. Drag and drop the cell reference file in ImageJ. This file will be 256x256 in size or can 
vary depending on how it has been acquired.  
 
4. Goto Image-- Stacks-- Z Project  to open a popup window. Keep the start and end slice 
unchanged. Use the projection type as average. In some cases we may have to use other 
types such as maximum too. Upon choosing average a new image will be opened in a 
separate window. Save this image in the same folder by choosing save as or control+S. 
Alternatively you can create a subfolder within this folder and name it analysis.  
 
5. The image just created wont be the same size of the reconstructed image and hence 
appropriate scaling is required. If you don’t know the scaling beforehand, first reconstruct 
the image and then scale this cell reference image. For most of the cases now however, 
we will use 1366x1366 scaling. To scale, Image-- Scale that creates a popup window. 
Enter 1366 in width and height and set interpolation as bilinear. Rest of the information is 
in the figure here. Click OK to generate a scaled image. Save it in the same folder.  You 
can close the images for now and begin reconstructing STORM image. You can always 
open them later while combining the STORM image and cell reference image. Note that 
the scaled cell reference image will be used for future. 
 
6. Drag and drop the STORM movie in ImageJ. It might take sometime to open this up in 
the software as these movies are generally quite large. Once the image opens up goto 
Plugins-- QuickPALM--Analyze Particles to open a popup window. Set the parameters 
acc to the image shown.  
a. Minimum SNR= 10.00 
b. Max FWHM = 4 
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c. Image plane pixel size (nm) = 160 
d. Check Smart SNR 
e. Check Online rendering 
f. Pixel size of rendered image = 30.00 
g. Minimum symmetry = 20% 
h. Most of the parameters won’t have to be adjusted for every data set as ImageJ will 
retain its memory. Usually the minimum symmetry part has to be changed to 
20%. Click OK. This will start image processing in ImageJ and you can see the 
cursor move in the 16k frame movie for example. This can also take a few 
minutes. 
 
7. Once the above process is completed several new pop-up windows will open. Close the 
window called Log. Save the results file and the reconstructed image file. After saving 
the results file you may close it. Also close the STORM movie. In the reconstructed 
movie up top you can see the pixel count, in most cases it ll be 1366x1366 but if not you 
will need to adjust your cell reference image accordingly.  
 
8. Open the scaled cell reference file, if it was closed. Now, we will proceed to overlay the 
images. Convert the reconstructed image file to 16 bit by Image-- Type-- 16 bit. 
 
9. Goto Image-- Color- Merge Channels. Choose the reconstructed image for red channel 
and the cell reference image for green channel if FM dye is used. For DAPI cell reference 
use blue channel. All other channels should be set to “None”. Check Create Composite 
and check Keep source images. Ignore source LUTs needn’t be checked. Click OK. This 
will form an image called Composite- Save it.  
10. You can adjust the visual aspects of this image by Image--Adjust--Brightness and 
Contrast. This will open a window where you can toggle the min and max cursors to 
change visibility of these images. The composite image will have 2-3 channels and the 
color on the brightness and contrast popup window will indicate the color of the 
corresponding channel. You can change the brightness and contrast to make a suitable 
composite image, which shows the red localizations, and also cell references. Usually in 
the red channel keeping the min toggle bar to the far left and the max toggle just a little 
before far left will show the max red spots. Use this setting. Once contrast has been 
adjusted save the composite image again by overwriting the previously saved composite 
image. 
11. We might have to transform the images but at this point we will leave the analysis till 
here. Close all the windows and proceed to the next folder to analyze by going to step 3. 
 
