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A dual foliation treatment of General Relativity is presented. The basic idea of the construction
is to consider two foliations of a spacetime by spacelike hypersurfaces and relate the two geometries.
The treatment is expected to be useful in various situations, and in particular whenever one would
like to compare objects represented in different coordinates. Potential examples include the con-
struction of initial data and the study of trapped tubes. It is common for studies in mathematical
relativity to employ a double-null gauge. In such studies local well-posedness is treated by referring
back, for example, to the generalized harmonic formulation, global properties of solutions being
treated in a separate formalism. As a first application of the dual foliation formulation we find
that one can in fact obtain local well-posedness in the double-null coordinates directly, which should
allow their use in numerical relativity with standard methods. With due care it is expected that
practically any coordinates can be used with this approach.
I. INTRODUCTION
For their consideration as an initial value problem the
field equations of General Relativity are typically split
into a set of evolution and constraint equations. This is
done by introducing coordinates xµ = (t, xi). The level
sets of the time coordinate t are taken to be spacelike hy-
persurfaces which foliate the spacetime. The unit normal
to the hypersurfaces is used to 3+ 1 decompose the field
equations in the natural way. This results in the vacuum
field equations in the textbook form [1–3],
∂tγij = −2αKij + Lβγij ,
∂tKij = −DiDjα+ α[Rij − 2KkiKjk +KKij ] + LβKij ,
H = R−KijKij +K2 = 0 ,
Mi = D
jKij −DiK = 0 . (1)
Given two sets of observers, one associated with xµ, an-
other with coordinates Xµ = (T,X i), what is the re-
lationship between the solutions as expressed in each
in the 3 + 1 picture? Unfortunately a clear presenta-
tion of the resulting formalism is not readily available,
despite being straightforwardly obtained by space-time
decomposition of the four-dimensional Jacobians Jµµ =
∂Xµ/∂xµ. The first aim of this work is to give just such a
presentation, which can be found in section II. This dual
foliation approach will be useful in numerical relativity,
where one expects it will help in the construction of ini-
tial data and in the comparison of solutions constructed
with different choices of lapse α and shift βi.
Amongst the most powerful machinery in mathemati-
cal relativity is that of the double-null coordinates. With
this choice the field equations exhibit a particular struc-
ture that allows the demonstration of the stability of
Minkowski spacetime [4], and that a certain special class
of vacuum initial data will collapse to form blackholes [5].
One would thus like to use these coordinates in numerical
relativity, preferably with standard methods. A number
of applications present themselves; the conjectured insta-
bility of Cauchy horizons [6], the propagation of weak-
null singularities [7], and the critical formation of black-
holes [8]. Unfortunately from this perspective the proofs
of these impressive results employ a different formalism
for long-term results and local existence. This is a serious
bugbear because, as painful experience has taught, a nec-
essary condition for any numerical method to converge is
that the PDE problem is locally well-posed. Therefore
the second aim of this work is to find such a formulation.
In section III this is attempted in a direct way. The nor-
mal approach is to modify the equations by introducing
new constraints, coupled in a particular way to the gauge
choice, and insodoing uncover, say, a strongly hyperbolic
formulation. But we find in a pure gauge analysis that
the standard form of the double-null coordinates are only
weakly hyperbolic, and so can not be used in this way [9–
11]. With appropriate alterations, there may be such a
straightforward formulation, but because a preferred di-
rection is singled out the construction will in any case be
complicated. We thus abandon the search.
In section IV we summarize the first order reduc-
tion [12] of the generalized harmonic gauge (GHG) for-
mulation [13–15] employed in the numerical relativity
codes SpEC [16] and bamps [17–19]. We use the dual
foliation formalism to derive equations of motion for the
Jacobian that maps from generalized harmonic to double-
null coordinates. These equations are minimally coupled
to the field equations, and so their hyperbolicity may be
treated easily. Indeed the Jacobians satisfy a set of non-
linear advection equations, and so are hyperbolic. We
may consider the full set of fields to be solved for as the
GHG system with the Jacobians tacked on. We can sub-
sequently change independent variables from xµ → Xµ,
with Xµ the double-null coordinates. The punchline is
that since the system has at most first derivatives, we can
do so without generating any derivatives of the evolved
Jacobians. Therefore the PDE properties of the system
are unaffected and we end up with a formulation that
is symmetric hyperbolic directly in the double-null coor-
dinates. Weaker notions of hyperbolicity are also con-
sidered. Concluding remarks are collected in section V.
Geometric units are used throughout.
2II. THE DUAL FOLIATION FORMALISM
In this section we work in the intersection of two co-
ordinate patches xµ = (t, xi) and Xµ = (T,X i), related
by the Jacobian Jµµ = ∂X
µ/∂xµ. The two time coor-
dinates define distinct foliations of the spacetime, and
with them different notions of spacelike tensors, intrin-
sic and extrinsic curvatures. These quantities are related
in the natural way with a 3 + 1 split of the Jacobian.
Consequently the form of the gravitational field equa-
tions in each foliation is related. Throughout latin in-
dices a, b, c, d, e will be abstract. Greek indices stand for
those in coordinates xµ, or if underlined in Xµ. Simi-
larly latin indices i, j, k, l,m, p stand for spatial compo-
nents in xµ, and when underlined for spatial components
in Xµ. Indices n and v denote contraction in that slot
with the vectors na and va respectively. The summation
convention is always employed.
A. Coordinate freedom
Coordinate change under a 3+1 decomposition: Con-
sider two sets of coordinates xµ and Xµ defined in the
same region of spacetime. Each of the two time coordi-
nates t and T naturally defines a foliation of the space-
time which we will refer to as the lower case and upper
case foliations respectively. In the lower case foliation
we define the standard lapse, normal vector, time vector,
projection operator, and shift vector,
α = (−∇at∇at)− 12 , na = −α∇at ,
ta∇at ≡ 1 , ⊥ab = δab + nanb ,
βa =⊥ batb , βi = −αna∇axi . (2)
With both indices downstairs the projection operator⊥ab
becomes the natural induced metric γab on the lower case
foliation. The covariant derivative associated with γab is
denoted by D with connection Γ. The same definitions
are made in the upper case foliation,
A = (−∇aT ∇aT )− 12 , Na = −A∇aT ,
T a∇aT ≡ 1 , (N)⊥ab = δab +NaNb ,
Ba =
(N)⊥baTb , Bi = −ANa∇aX i . (3)
The covariant derivative associated with (N)γab is denoted
by (N)D with connection (N)Γ.
The Lorentz factor and boost vector: The unit normal
vectors of the upper and lower case foliations are related
by
Na =W (na + va), (4)
where we have defined the Lorentz factor W and lower
case boost vector va,
W = −(Nana) , va = 1
W
⊥baNb . (5)
TABLE I: A summary of the definitions of the various met-
rics, time reduction variables the relationship between them.
The fourth column gives the object used as a time reduction
variable when employing the given metric. The final column
gives states the equation numbers relating the curvature of
the given metric with that of the others. ‘GCM’ stands for
the Gauss-Codazzi-Mainardi equations.
Metric Connection Defn. Time der. Curv. Note
gab ∇,
(4)Γ (4)Rab
γab D,Γ ⊥ gab Kab Rab ‘GCM’
gab D,G ⊥
(N)γab Kab Rab (33)
(N)γab
(N)D, (N)Γ (N)⊥ gab
(N)Kab
(N)Rab (37)
Since the normal vectors have unit magnitude the
Lorentz factor and boost vector satisfy,
W =
1√
1− vivi
, W ≥ 1 > γijvivj ≡ v2 . (6)
This is simply the requirement that the upper and lower
case normal observers travel subluminally relative to one
another. Observe that we also have,
na =W (Na + V a) , (7)
with the upper case boost vector,
Va =
1
W
(N)⊥banb = (W−1 −W )na −Wva , (8)
so that there is a natural reciprocity between the coordi-
nate systems as expected. We thus also obtain,
W =
1√
1− ViV i
. (9)
Provided the spatial boost vector, a vector Sa which is
spacelike in the upper case foliation, SaN
a = 0, can be
reconstructed from its projection into the lower case fo-
liation with,
Sa = (⊥S)b(δba + vbna), (10)
and obviously a similar result holds for all tensor va-
lences. Therefore we may restrict our attention of upper
case spacelike tensors to their projections into the lower
case foliation, and thus look only at the spatial compo-
nents in the lower case tensor basis.
Decomposition of the Jacobian Jµµ: Upon 3 + 1 de-
composition the Jacobian Jµµ ≡ ∂Xµ/∂xµ can be writ-
ten,
nαJααNα = −W , nαJ iα ≡ πi ,
JαiNα =Wvi , J
i
i ≡ φii . (11)
The components πi are given in terms of the upper case
lapse, shift and boost vectors by,
πi =WV i −WA−1Bi , (12)
3although we rarely find that this is the most convenient
form for the expression. In matrix form we therefore have
the representation,
J =
(
A−1W (α− βivi) απi + βiφii
−A−1Wvi φii
)
. (13)
Note that by introducing the variables A−1Wvi and φ
i
i
to replace first order spatial derivatives of the coordinates
we have effectively introduced reduction constraints,
D[i(A
−1Wvj]) = 0 , D[iφ
i
j] = 0 , (14)
which we will refer to as the hypersurface (orthogonality)
constraints. Here and in what follows one must be care-
ful to note that the upper case underlined index is to be
treated as a simple label rather than an open slot when
working in the lower case coordinates. It is straightfor-
wardly checked that the transformation,
J−1 =
(
α−1W (A−BiVi) AΠi +BiΦii
−α−1WVi Φii
)
, (15)
with the various auxiliary quantities defined in the nat-
ural way, is indeed the inverse transformation.
Time development of the Jacobian: By the equality
of mixed partials we have the Hamilton-Jacobi like equa-
tions,
∂t(A
−1Wvi) = −Di
[
α(A−1W )
]
+ Lβ(A−1Wvi) ,
∂tφ
i
i = Di(απ
i) + Lβφii , (16)
for the components JT i and J
i
i. These expressions hold
regardless of the upper case coordinate choice, but the re-
maining four components can be determined only once a
particular coordinate choice is known. Perhaps the sim-
plest useful example is the generalized harmonic gauge
choice Xα = Hα, which results in,
∂t(A
−1W ) = α(A−1W )(K + E)−Di(αA−1Wvi)
+ Lβ(A−1W ) ,
∂tπ
i = Dj(αφij) + αE
i + Lβπi , (17)
where the gauge source functions are decomposed as E =
(A/W )HT and Ei = −Hi. The lower case extrinsic
curvature is defined by,
Kab = − ⊥ca∇cnb , (18)
and likewise in the upper case foliation, except that as
elsewhere we append a label N . On a given spacetime
with coordinates xµ the system (16), (17) can be viewed
as a simple first order reduction of the four wave equa-
tions Xµ = Hµ. Other choices will be more conve-
niently expressed once the relationship between the two
induced geometries are known.
Equations of motion for projected upper case objects:
The equations of motion of the projection of upper case
spacelike tensors Sa and Sab projected into the lower case
foliation are,
∂tSi =
α
W
LNSi + L(β−αv)Si ,
∂tSij =
α
W
LNSij + L(β−αv)Sij , (19)
for vectors and symmetric tensors respectively. Similar
expressions hold for arbitrary valences but will not be
used in what follows. The projected upper case induced
metric defined by gab = γ
c
aγ
d
b
(N)γcd is,
gij =
(N)γij = γij +W
2vivj . (20)
Note that as the sum of a symmetric positive definite
matrix and and semi-positive definite combination of the
boost vector, the projected upper case metric is itself
positive definite and thus invertible, and can be consid-
ered a metric on leaves of the lower case foliation in its
own right, if we so wish. When doing so we will refer to
this object as the boost metric, and denote the covariant
derivative by D with connection G. The boost metric has
inverse,
(g−1)ij = γij − vivj , (21)
by the Sherman-Morrison formula. We now aim to relate
the geometry of the upper and lower case foliations in
terms of the lower case normal, Lorentz factor and boost
vector. A summary of the relationships between the four
different metrics gab, γab,
(N)γab and gab is given in Table I.
Connections and curvatures: The Christoffel symbol
associated with the upper case induced metric is given
by the standard expression,
(N)Γγµν =
(N)⊥(4)Γγµν , (22)
which holds in arbitrary coordinates, and where here and
in what follows we use the projection operator without
indices to denote the projection on every open slot. The
Christoffel symbol associated with the lower case induced
metric is defined similarly. By the argument around
equation (10) we need only compute the projection of
the upper case Christoffel into the lower case foliation.
Using (20) and (22) we find that,
⊥(N)Γkij = gkl gmi gpj Γlmp − 2W 2 gkl gm(ivj)Klm
+W 2vk gmi g
p
j Kmp − 2W 4 vk gm(ivj)am
+W 4gkl vivj al + 2W
2α−1 gkl g
m
(ivj)∂mβ
l
+W 4α−1 gkl vivj ∂nβ
l −W 6vkvivj Ln lnα ,
(23)
where here we use an index n to denote contraction with
the lower case unit normal vector na, and where the accel-
eration of lower case Eulerian observers is ai = Di lnα.
4The upper case induced Ricci tensor can be computed
from,
(N)Rµν =
(N)⊥ ∂κ(N)Γκµν − (N)⊥ ∂µ(N)Γκκν
+ (N)Γκµν
(N)Γδκδ − (N)Γκµδ(N)Γδνκ , (24)
and likewise for the lower case curvature. The rela-
tionships between the upper and lower case connections
above (22) can be used to compute the relationship be-
tween the two Ricci curvatures by brute force, but it is
more convenient to use the Gauss-Codazzi equations, as
described momentarily. The upper case extrinsic curva-
ture projected into the lower case foliation is,
(N)Kij =WKij −D(iWvj) −WA(ivj) ≡W (Kij −A(ivj)) ,
(25)
where here we also define Kij which, for lack of a better
name, we call the boost extrinsic curvature. Note that
we define the trace K ≡ (g−1)ijKij in a nonstandard way
by using the inverse boost metric. The projected upper
case acceleration is,
Ai ≡ Ai = Di(lnA) +W 2vi
(
vjDj(lnA) + Ln(lnA)
)
.
(26)
It is most convenient to express the various equations
in terms of Ai rather than using this expression, as we
wish to suppress the explicit appearance of a Ln(lnA)
contribution.
Constraints under the coordinate change: Comparing
the Hamiltonian and momentum constraints in each fo-
liation, we find that,
(N)H =W 2H − 2W 2Mv ,
(N)Mi =WMi + 2W
3Mvvi −W 3Hvi . (27)
An index v denotes contraction with the boost vector va.
It is thus obvious that the full set of constraints will
be satisfied in the lower case foliation if and only if
they are satisfied in the upper case foliation. Expand-
ing out the upper and lower case constraints and using
projected upper case extrinsic curvature (25) in combi-
nation with (10), we easily find the relationship between
the two spatial Ricci scalars. As it stands, equation (27)
is really of a purely geometric nature and independent
of the gravitational field equations, where we think of
the symbols as mere shorthands according to (1), or the
upper case foliation equivalent.
Electric and Magnetic decomposition of the Weyl ten-
sor: Especially in General Relativity the decomposition
of the Weyl tensor Wabcd into two spatial tracefree ten-
sors, Electric and Magnetic parts,
Eab = n
cndWacbd , Bab = n
cnd ∗Wacbd , (28)
has special significance in encoding the propagating de-
grees of freedom of the gravitational field. The dual Weyl
tensor here is ∗Wabcd =
1
2ǫ
ef
cdWefab. Evidently this de-
composition is foliation dependent, because of the pres-
ence of the normal vector na. The relationship between
the two decompositions is given by,
(N)Eij = (2W
2 − 1)Eij − 2W 2Ev(ivj) +W 2Evvγij
+ 2W 2ǫkv(iBj)k ,
(N)Bij =W
2Bij −W 2ǫlijElv −W 2ǫlviEjl , (29)
where ǫbcd = n
aǫabcd stands for the lower case spatial vol-
ume form. Furthermore this equation shows trivially that
changes of coordinates can not create nor destroy gravita-
tional waves. Since in vacuum the electric and magnetic
parts also satisfy a closed evolution system [20], it is also
clear that if we are given initial data with vanishing Eij
and Bij this will be the case once and for all. The re-
lationship (29) holds in general, but using the vacuum
Einstein equations, we have that,
Eab = R
TF
ab − (KcaKbc)TF +KKTFab , (30)
and likewise for the upper case Electric part. We can
thus relate the tracefree part of the upper case and lower
case spatial Ricci tensors as we did for the Ricci scalars,
namely by expanding out the projected upper case ex-
trinsic curvature with (25) and using (10) to obtain the
non-spatial components.
Boost metric connection and curvature: We would
like to have the equations of motion for upper case ob-
jects in the lower case coordinates. But as it is more
convenient to work with spatial tensors in the lower case
coordinates we instead work with the boost metric and
boost extrinsic curvature (gij ,Kij) to obtain the desired
results. The time derivative of the boost vector is conve-
niently encoded as,
∂t(Wvi) = αW
[
Ai −Avvi −Di ln(αW )
]
+ Lβ(Wvi) .
(31)
The relationship between the connection of the boost
metric and the lower case spatial curvature is Ckij =
G
k
ij − Γkij , with
Ckij =W
2v(iDj)v
k − 12Dk(W 2vivj) + 12vkLvgij
= (g−1)kl
[
v(iDj)(W
2vl)− 12Dl(W 2vivj)
]
+ 12v
kLvγij . (32)
This result can be obtained from the standard expression,
see Ch. 7 of [21], since the lower case spatial metric and
boost metric act in the same tangent space; notice that
this is not the case when we try to relate the upper and
lower case spatial connections. We could now examine
how spatial geodesics are deformed in the boost metric,
but since these are not often used in practice we elect not
to do so here. The standard expression,
Rij = Rij − 2D[iCkk]j + 2Clj[iCkk]l
= Rij − 2D[iCkk]j − 2Clj[iCkk]l , (33)
5similarly relates the two curvatures. Note that in the
three spatial dimensions of the spatial slice the Weyl ten-
sor is identically zero, so we need only consider the Ricci
tensors rather than the full spatial Riemann tensors. Pro-
jecting upper case covariant derivatives into the lower
case foliation immediately reveals the geometric mean-
ing of the boost covariant derivative. Let Sa and Sab
denote upper case spatial tensors, related in the stan-
dard way (10) to their projections sa and sab into the
lower case foliation. Then we have,
⊥ (N)DiS = DiS +Wvi (LNS) , (34)
for a scalar S, and,
⊥ (N)DiSj = Disj +Wvi (LNsj)−Xkijsk ,
⊥ (N)DiSjk = Disjk +Wvi (LNsjk)−X lijslk −X liksjl ,
(35)
for the tensors, with,
Xkij =W (g
−1)kl
[
(⊥(N)K)ijvl − 2 (⊥(N)K)l(ivj)
]
=W 2(g−1)kl
[
Kijvl − 2Kl(ivj) + vivjAl
]
. (36)
The general pattern can be read off from these equa-
tions. The boost covariant derivative is the part of the
projected upper case derivative formed from lower case
spatial derivatives and the boost vector. The remainder
depends on the Lie derivative along Na and the boost
extrinsic curvature Kij . We can relate the projected up-
per case spatial Ricci tensor and the boost curvature by
straightforward, albeit tedious, direct computation,
Rij =⊥(N)Rij +DkXkij −DiXkjk −XkklX lij
+XkilX
l
jk −Wvi ⊥ ((N)Dj (N)K +Aj (N)K)
−W−1vk ⊥ [(N)Dk(N)Kij − 2(N)D(i(N)Kj)k]
−W−1vk ⊥ [Ak(N)Kij − 2A(i(N)Kj)k] . (37)
This result holds regardless of the gravitational field
equations, but possible further manipulation is possible
by the addition of the hypersurface constraints. The
projected upper case covariant derivatives here can be
replaced using (35), which results in a slightly longer ex-
pression in terms of Kij .
Dual foliation formulation of the wave-equation: As
a simple example we consider a 3 + 1 decomposition of
the wave equation φ = 0 using the dual foliation. For
the Lie-derivative of the boost metric we define,
Pij ≡ 12WL(W−1v)gij , (38)
again with the convention that P ≡ (g−1)ijPij . Intro-
ducing the reduction variable LNφ = Wπ. We then ob-
tain,
∂tφ = απ + L(β−αv)φ ,
∂tπ = α (g
−1)ij
[
DiDjφ−XkijDkφ+AiDjφ
]
+ α
[
K+Kvv + P+ Lv log(Wα)
]
π + L(β+αv)π .
(39)
These equations serve as a prototype when looking at the
more complicated systems that follow. In particular the
Lie derivative terms for π differs from what one might
naively expect.
Gravitational field equations: We denote A(ivj) ≡ A⊗
vij . Moving now to write the field equations in terms of
the boost metric we obtain,
∂tgij = −2αKij + 2αA(ivj) + L(β−αv)gij , (40)
and after delicate use of the first hypersurface con-
straint (14),
∂tKij = αRij −W−1D(i
[
W−1αAj)
]
+ v2αAiAj
−W 2α (g−1)kl(DkAl + (2− v2)AkAl)vivj
− αL(W−1v)
(
WA⊗vij
)− 2W−2D(i[W 2αKj)v]
− 2W 2α (g−1)kl(g−1)m(ivj)AkKlm −W 2αAvKvivj
− 2αA(iKj)v + α
(
K+Kvv + P+ Lv log(Wα)
)
Kij
+ αKPij − α
(
v2K+ 2Kvv + P+W
−2
Av
)
A⊗vij
− 2α (K−A⊗v)ki (K−A⊗v)jk − 2Kv(iDj)α
− 4α (g−1)kl(K−A⊗v)k(iPj)l + L(β+αv)Kij . (41)
Notice that we end up here with equations involving prin-
cipal derivatives of the lower case shift but not the lower
case lapse. That is, in equation (40) first derivatives
of βi appear, but in equation (41) no second derivatives
of α appear, and instead we have derivatives of Ai. This
should be compared with the form of the equation (1)
in which second derivatives of α are present. Intuitively
this happens because we are mixing the use of lower case
spatial coordinates with upper case spatial objects. The
Hamiltonian constraint can also be expressed in terms of
these variables, giving,
H = R+ (K+Kvv)
2 −Kij Kij + 2Di
(
viK
)
− 2 (g−1)ijDi
(
Kjv +W
−1vkD[kWvj]
)
+W−2 γijγklD[iWvk]D[jWvl] . (42)
Likewise the momentum constraint becomes,
Mi =W (g
−1)jk Dj(W
−1
Kki)−Di(K+Kvv) + LvKvi
+W (g−1)jk
[
DjD[kWvi] − 12WviDj(W−1vlD[lWvk])
]
− 2(g−1)jkvlD[lWvj]D[kWvi] + Riv + PKvi , (43)
where, up to additions of the hypersurface constraints,
we define H = H−2Mv andMi =Mi. For readability in
equations (42) and (43) we write D[iWvj] ≡ D[i(Wvj]).
No complications arise in including the stress-energy ten-
sor for nonvacuum spacetimes. We note in passing that
by taking gij and Kij as evolved variables the evolution
equation for the metric also looks natural, since the pro-
jected upper case acceleration appears as it would in a
tetrad formulation when the timelike leg differs from the
normal vector na. With this choice of variables, we also
see that the constraints can be written so that there is
6no explicit appearance of the projected upper case accel-
eration Ai. Furthermore, there is no explicit appearance
of LNAi in equation (41). Nevertheless we may be more
interested in how the projected upper case extrinsic cur-
vature evolves. This slightly more compact expression is
trivially obtained by combining (41) and (31). The equa-
tions are given in both forms in mathematica notebooks
that accompany the paper [22]. One expects to be able to
formulate an initial data construction strategy naturally
around the boost metric. A natural starting point for
this would be to examine conformal flatness of the boost
metric in boosted Schwarzschild. See [23] for work along
these lines. Observe that the notation in these last equa-
tions is made slightly more cumbersome by continuing
to insist on raising and lowering indices with the spatial
metric γij , but we prefer to do so to avoid confusion with
the surrounding calculations.
The Generalized Jang equation: The Jang equa-
tion [24] is a quasilinear partial differential equation of
minimal surface type, originally introduced as a tool for
the proof of the positive energy theorem. Given initial
data (γij ,Kij) for the initial value problem in General
Relativity it reads,(
γij − D
iTDjT
1 +DkTDkT
)(
Kij − DiDjT
(1 +DkTDkT )1/2
)
= 0 ,
(44)
for the unknown scalar field T . This equation was moti-
vated by the characterization of slices of the Minkowski
spacetime, in which there exists a scalar function T such
that the second bracket of (44) vanishes, and such that
the boost metric,
gij = γij +DiT DjT ,
is flat. With the present formalism it is clear that the
natural curved space generalization to (44) should be,
(g−1)ij (Kij −A(ivj)) = K−W−2Av = 0 , (45)
which, remarkably corresponds to the upper case foli-
ation being maximal, because using the inverse boost
metric to trace projected upper case quantities reveals
the full trace of the original upper case tensor. One
furthermore expects an analogous characterization of
general asymptotically flat initial data sets to that of
flat-space, in roughly the following terms: Consider
data ((N)γij ,
(N)Kij) extracted from a spacetime (M, g),
written in coordinates Xµ = (T,X i), on some Cauchy
slice, not necessarily a level set of T . An initial data
set (γij ,Kij) corresponds to the same data if and only
if there exist vectors (vi, Ai) satisfying the hypersurface
constraint (14), which we may write in the form,
(D ×Wv)i = (D lnA ×A−1Wv)i , (46)
and a projected Jacobian transformation ϕii with in-
verse (ϕ−1)ii such that,
gij = γij +W
2vivj ,
Kij = Kij −W−1D(iWvj) , (47)
satisfy,
(N)γij = (ϕ
−1)ii (ϕ
−1)j j gij ,
(N)Kij =W (ϕ
−1)ii (ϕ
−1)j j (Kij −A(ivj)) , (48)
everywhere on the constant-t slice. The relationship be-
tween the projected and true Jacobian transformation is
that,
ϕii =
(N)⊥iµJµi , (ϕ−1)ii =⊥iµ(J−1)µi +WviVi .
(49)
The transformation ϕii has the property that it maps N-
spacelike contravariant tensor indices in X i coordinates
to xi coordinates and simultaneously projects the object
into the lower case slice, and vice-versa for covariant n-
spacelike indices in coordinates xi. The inverse property
is easily verified by direct computation. The equivalent
transformation Φii in the opposite direction is defined
in the obvious way. In the special case that the upper
case coordinates are global inertial on Minkowski space-
time this characterization reduces to that stated above
motivating the Jang equation. We propose that this,
rather than the conformal transformation, as is some-
times claimed, constitutes the relation that should be
used to build the natural equivalence class over phys-
ically equivalent solutions to metric-based formulations
of GR.
Discussion of the dual foliation initial value problem:
Given a boost metric gij , projected extrinsic curva-
ture Kij , boost vector vi, and acceleration Ai satisfy-
ing the hypersurface, Hamiltonian and momentum con-
straints we have a suitable set of initial data for vacuum
GR. None of these quantities are invariant under changes
of the upper case time coordinate T , but the form of
the field equations is nevertheless invariant under this
change. One way to view the resulting additional free-
dom is that by breaking the correspondence between the
spatial metric and the projection operator onto slices of
the foliation, we gain the freedom to take the spatial met-
ric of other foliations as the evolved variable. The sub-
sequent projection into the foliation to obtain the boost
metric is the most convenient way to deal with the vari-
able in the 3 + 1 language, and fits nicely with earlier
work such as the Jang equation. It is natural to com-
pare this reformulation with the freedom in the Maxwell
equations, whose gauge can be altered without changing
the coordinates on spacetime. The electric and magnetic
fields are invariant under such changes, as they depend
only on the Faraday tensor and the choice of coordinates.
We have exactly the same status with the boost freedom;
the electric and magnetic parts of the Weyl tensor are de-
termined purely by the choice of coordinates, according
to (28), and thus independent of the choice in the boost
freedom. But the form of the field equations is invariant
under changes to the boost.
Working with the upper case spatial tensor basis: Al-
lowing the boost freedom decouples, in the highest
7derivatives, the lower case lapse from the evolved vari-
ables. Therefore it is natural to ask whether such a de-
coupling can also be obtained in the lower case shift by
keeping all tensors in the X i coordinate basis. We there-
fore now wish to drop the Jang-equation style use of two
time coordinates with everything expressed in the coordi-
nate basis xi vectors, and instead use the X i basis tensor
components, whilst computing derivatives in the xµ co-
ordinates. The time derivative of the projected Jacobian
is,
∂tϕ
i
i = L(β−αv)ϕii − α (AW )−1ϕji∂jBi ,
∂t(ϕ
−1)ii = L(β−αv)(ϕ−1)ii + α (AW )−1(ϕ−1)ij∂iBj .
(50)
Given the time derivative of an upper case spatial tensor
in lower case coordinates we can now use (50) to compute
the lower case time derivative in the upper case basis.
Take for example Sab symmetric upper case spatial, again
with projection sij into the lower case foliation. Suppose
we have,
∂tsij = αXij + Lβsij , (51)
then it follows that,
∂tSij = α (ϕ
−1)ii(ϕ
−1)jjXij + 2α (AW )
−1Sk(i∂j)B
k
+ L(β−αv)Sij . (52)
Taking Sab as the upper case spatial metric, and looking
at (40) we immediately see that indeed the lower case
shift does become decoupled in the highest derivatives.
It is sufficient to consider only this evolution equation
because this is the only place where the shift is coupled
in the principal part. The relationship between the upper
case Christoffel symbol and that of the boost metric is,
ϕii ϕ
j
j (ϕ
−1)kk
(N)Γkij = G
k
ij +X
k
ij
+ (ϕ−1)kk
[
∂(iϕ
k
j) −A−1Wv(iϕlj)∂lBk
]
, (53)
with Xkij defined as above (36). Note that (53) can be
rewritten as,
D(iϕ
k
j) +
(N)Γkij ϕ
i
i ϕ
j
j = X
k
ij ϕ
k
k −A−1Wv(iϕlj)∂lBk ,
(54)
which in the setting with vanishing boost vector can be
interpreted as the statement that the Levi-Civita connec-
tion of the spatial metric is the gauge covariant deriva-
tive associated with spatial diffeomorphisms. The full
field equations are given in this mixed basis form in [25],
together with a canonical Hamiltonian treatment.
III. DOUBLE-NULL FORMULATION
In this section we work in coordinates xµ = (t, xi).
Throughout latin indices a, b, c, d, e will be abstract
as in the previous section, and likewise latin in-
dices i, j, k, l,m, p stand for spatial components in xµ as
before. We perform a 2 + 1 decomposition against r on
the spatial slice, and take xµ = (t, r, θA) to be adapted
coordinates. Thus upper case latin indices A,B,C,D
stand for those in the level-sets of r.
A. 2 + 1 + 1 Decomposition
Motivation: We now turn our attention towards find-
ing coordinates suitable for studying the collapse of grav-
itational waves. It is known that sufficiently small per-
turbations of the Minkowski spacetime are long-lived in
the pure harmonic gauge [26, 27], but this class of initial
data presumably does not include every possible data set
that eventually asymptote to the Minkowski spacetime;
for sufficiently strong data, or indeed sufficiently strong
pure gauge perturbations, coordinate singularities are ex-
pected to form. Indeed there are examples of this phe-
nomenon [28], and it may be that some of the difficulties
in evolving strong Brill waves in [29] were caused by the
use of the pure harmonic slicing. Therefore we look else-
where. Empirically the generalized harmonic gauges [30]
have been found very robust in both binary blackhole
and collapse scenarios. However, from the mathematical
point of view, the strongest results concerning collapse to
a blackhole employ a double-null foliation [5]. It is known
that a particular type of initial data will form an appar-
ent horizon before any coordinate singularity forms. It
is not clear that close to the critical threshold of black-
hole formation these coordinates are well-behaved. It is
also rather doubtful that the double-null foliation will be
useful in the strong-field region in binary-blackhole space-
times. But since these coordinates naturally conform to
the causal structure of the spacetime, and there is like-
wise no guarantee of nice behavior for any other coordi-
nate system, they seem to be in the best shape for con-
sideration. In particular, in both 3+ 1-spherical symme-
try [31] and a 2+ 1 dimensional setting [32] such coordi-
nates have been effectively used in studies of critical col-
lapse, neatly sidestepping the need for mesh-refinement.
We thus look at related gauges suitable for the initial
value problem.
The 2 + 1 decomposition: In a double-null foliation
there are two crucial coordinates, optical functions,
whose level sets are incoming and outgoing null surfaces.
In the 3 + 1 setting we have however only singled out
the time-coordinate for special treatment. A given pair
of these null hypersurfaces intersect in a spacelike two-
sphere. Given a spatial slice of constant t, complete with
spatial metric γij and extrinsic curvature Kij let us de-
fine a new coordinate r, which we will use to perform
a 2 + 1 split. The idea is that the level sets of r should
become the spheres on which the null surfaces intersect.
Obviously the calculations that follow are essentially the
same as those of the standard 3+ 1 split, as described in
detail in [1]. The coordinate r defines a unit normal si
8to a surface of constant r according to,
L−2 = γij(Dir)(Djr) , s
i = γijLDjr . (55)
We will call L the length scalar. The normal vec-
tor si naturally defines the induced metric in the two-
dimensional level set,
qij = γij − sisj . (56)
Likewise we have the extrinsic curvature,
χij = q
k
iDksj , (57)
so the first derivatives of the spatial normal vector are in
total,
Disj = χij − siD/j lnL . (58)
We denote the covariant derivative compatible with the
induced metric qij by D/i, and likewise use ∂/i for the par-
tial derivative projected into the surface. Note the rel-
ative change in sign in the definition of this extrinsic
curvature and that of the slice Kij . Let the vector r
i be
tangent to lines of constant θA, the two spatial coordi-
nates in the level set. We have
ri = Lsi + bi , (59)
with bisi = 0. We call the two-dimensional vector b
i
the slip vector. Note the relation riDir = 1. With this
notation we can express the spatial metric as,
dl2 = L2dr2 + qAB(dθ
A + bAdr)(dθB + bBdr) . (60)
When performing the 3+1 decomposition one finds that
the lapse scalar and shift vector are freely specifiable,
which is of course not the case with the analogous length
scalar and slip vector. The four-dimensional metric is,
ds2 = −α2dt2 + L2(dr + L−1βsdt)2
+ qAB(dθ
A + bAdr + βAdt)(dθB + bBdr + βBdt) .
(61)
The coordinate light speeds in the increasing and decreas-
ing r directions are,
cr± = (−βs ± α)L−1 , (62)
whilst in the transverse directions we have,
cA± = −βA ∓ bA αL−1 . (63)
Although they may not necessarily be associated with
spherical-polar coordinates we will call these transverse
directions ‘angular’. An obvious choice is α = L,
and βs = 0, under which the coordinate light-speeds
are cr± = ±1. With this choice the combinations u = t−r
and v = t+ r are the optical outgoing and incoming null
coordinates alluded to earlier, and the coordinates are
naturally adapted to the causal structure of the space-
time in the null na ± sa directions.
The extrinsic curvatures: We immediately split the
extrinsic curvature χAB into a trace and tracefree part,
χAB = χˆAB +
1
2qAB χ . (64)
We will similarly use the notation q for the determinant
of the two-metric. Finally we decompose the extrinsic
curvature of the spacelike surface as embedded in the
spacetime by
Kij = sisjKss +
1
2qijKqq + 2s(iq
A
j)KA + KˆAB , (65)
where in accordance with the previous notation KˆAB
stands for the projected, tracefree part. We use in-
dices s to denote contraction with sa, and qq for a
trace taken with the two-dimensional metric qAB. We
write KAB = q
i
Aq
j
BKij for the projected extrinsic cur-
vature, and occasionally still use K = Kss + Kqq as a
shorthand for the trace of the extrinsic curvature.
The Christoffel symbol: The spatial Christoffel sym-
bol is readily decomposed as,
Γsss = Ls(lnL) , Γssi qiA = ∂/A(lnL) ,
Γsij q
i
A q
j
B = −χAB , Γkij qiA qjB qkC = Γ/CAB ,
Γkss q
A
k = −∂/A(lnL) + 1L2
(LrbA − bB∂/BbA) ,
Γkis q
i
B qkA = χAB +
1
LqAC∂/Bb
C , (66)
with Γ/ denoting the Christoffel symbols of the two-
metric qAB. The spatial contracted Christoffel sym-
bols Γi = γjkΓijk are therefore,
Γs = Ls(lnL)− χ ,
Γiqi
A = Γ/A + 1L2
(LrbA − bB∂/BbA)−D/A(lnL) . (67)
Curvature: As in (65) the spatial Ricci curvature Rij
can be decomposed according to,
Rss = − 1LD/AD/AL− Lsχ− χABχBA ,
Rqq = − 1LD/AD/AL− Lsχ+R/− χ2 ,
RsA = D/Bχ
B
A −D/Aχ ,
RˆAB = −LsχˆAB − 1LD/AD/TFB L+ 2 χˆCA χˆBC , (68)
by the classical Gauss-Codazzi-Mainardi equations.
Vacuum field equations: The 2 + 1 + 1 decomposed
Einstein equations are given first by the constraints,
H = R/− 2LD/AD/AL− 2Lsχ− χˆABχˆAB − 32χ2
− 12K2qq − 2KqqKss + 2KAKA + KˆABKˆAB ,
Ms = −LsKqq +D/AKA + 2KAD/A(lnL) + χKss
− 12χKqq + χˆABKˆBA ,
MA = LsKA +D/BKˆAB − 12D/AKqq −D/AKss + χKA
−KssD/A(lnL) + 12KqqD/A(lnL) + KˆABD/B(lnL) .
(69)
Since null geodesic expansions in the na±sa directions are
given by χ±Kqq, we can view the H and Ms constraints
9as dictating how the expansions vary over the slice. Next
we have evolution equations for the metric,
∂t(lnL) = −αKss + βAD/A(lnL) +Dsβs ,
∂tb
A = −2αLKA + L2D/A(L−1βs) + LrβA + L/βbA ,
∂tqAB = −2αKAB + 2βsχAB + L/βqAB , (70)
and for the decomposed extrinsic curvature,
∂tKss = −LsLsα+ α[Rss + 2KAKA +KqqKss +K2ss]
−D/A(lnL)D/Aα− 2LKssDs(L−1βs)
− 2LKAD/A(L−1βs) + βsDsKss + βAD/AKss ,
∂tKqq = −D/AD/Aα+ α[Rqq +K2qq + 2KAKA +KqqKss]
− χLsα+ 2LKAD/A(L−1βs) + βsDsKqq
+ βAD/AKqq ,
∂tKA = −D/ALsα+ α[RsA +KqqKA] + χBAD/Bα
− LKADs(L−1βs)− LKBAD/B(L−1βs)
+ L/βKA + βsLsKA ,
∂tKˆAB = −D/AD/TFB α− χˆABLsα+ 2LK(AD/TFB) (L−1βs)
+ α[RˆAB − 2KˆCAKˆBC + (KAKB)TF +KssKˆAB]
+ βsLsKˆAB + L/βKˆAB . (71)
Here we have defined the Lie-derivative in the level-set
of r, in the obvious way, and where it is understood that
the vector argument must be projected with qAB, which
allows us to write, for example,
L/βKˆAB = qkAqlB
(
qjiβ
iD/jKˆkl + 2Kˆj(kD/j)(q
j
iβ
i )
)
.
(72)
Finally the equation of motion for the extrinsic curva-
ture χij can be computed from the relation 2χij = Lsqij .
The result is,
∂tχAB = −Ls(αKAB) + αL/KqAB + 2K(AD/B)α
+ αKssχAB + 2αK(AD/B)(lnL) + (
1
LD/AD/BL)β
s
−D/AD/Bβs + βsLsχAB + L/βχAB . (73)
If we want to treat r as a radial coordinate, and the
remaining θA as angular coordinates we obtain regularity
conditions at r = 0. These conditions will be discussed
elsewhere.
B. Double-null formulation
We now look at the field equations imposing the
double-null gauge explicitly. The aim here is first, to
present the simplified form of the field equations in this
gauge, and second, to examine whether or not hyperbol-
icity of the full system can be obtained.
Pure gauge analysis: Let us examine the behavior
of infinitesimal perturbations to coordinates satisfying
the optical conditions α = L and βs = 0 above, ad-
ditionally taking βA = bA. This sign is chosen as-
suming that the gravitational wave is traveling mostly
in the minus r direction consistent with earlier work.
This is Christodolou’s gauge choice in [5], rewritten in a
time-space rather than a double-null form. The expres-
sions [10] for the time development of the perturbations
to the time and space coordinates are,
∂tθ = U − ψiDiα+ βi∂iθ ,
∂tψ
i = V i + αDiθ − θDiα+ Lβψi . (74)
Then we have,
U ≡ ∆[α] = ∆[L] = ∆[(γijDirDjr)−1/2]
= LLsψs − θLKss + ψAD/AL ,
V s ≡ si∆[βi] ,
V A ≡ ∆[βA] = ∆[bA]
= −2θLKA + L2D/A(L−1ψs) + LrψA + L/ψbA ,
(75)
and obtain the pure gauge subsystem,
∂t[L
−1θ] = LDs[L
−1ψs] + b
AD/A[L
−1θ] ,
∂t[L
−1ψs] = LDs[L
−1θ] + bAD/A[L
−1ψs] ,
∂t(q · ψ)A = ∂r(q · ψ)A + L2D/A[L−1(θ + ψs)]
− 2LKA(θ + ψs) . (76)
This first order PDE system is only weakly hyperbolic.
The arguments presented in [10], building on those
of [9, 33], can be used to show that no strongly hyper-
bolic formulation can be built with this gauge condition,
at least if the formulation is constructed under the stan-
dard free-evolution approach. Therefore the double-null
gauge can not be directly used in numerical relativity in
the standard way, but requires a more subtle approach,
or some modification. Note that the problem here comes
from the choice βA = bA, and there are simple modifica-
tions under which strong hyperbolicity of the pure gauge
subsystem can be obtained. Nevertheless, building a for-
mulation of GR which is at least strongly hyperbolic with
one of these good, modified, conditions will be more in-
volved because here the si direction is singled out for
special treatment. Therefore in the following sections we
instead look for a simpler approach employing the dual
foliation formalism.
Fixing the gauge: Despite the shortcomings un-
earthed by the pure gauge analysis, for completeness we
present the full field equations with in the double-null
form. As above we choose α = L, βs = 0 and βA = bA.
This choice has no effect on the constraints (69), but the
evolution equations become,
∂t(lnL) = −LKss + bAD/A(lnL) ,
∂tb
A = −2L2KA + LrbA ,
∂tqAB = −2αKAB + L/bqAB , (77)
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for the metric components, and
∂tKss = −LsLsL+ L[Rss + 2KAKA +KqqKss +K2ss]
−D/A(lnL)D/AL+ bAD/AKss ,
∂tKqq = −D/AD/AL+ L[Rqq +K2qq + 2KAKA +KqqKss]
− χLsL+ bAD/AKqq ,
∂tKA = −D/ALsL+ L[RsA +KqqKA] + χBAD/BL
+ L/βKA ,
∂tKˆAB = −D/AD/TFB L− χˆABLsL+ L[RˆAB − 2KˆCAKˆBC
+ (KAKB)
TF +KssKˆAB] + L/bKˆAB , (78)
for the extrinsic curvature. Finally we have,
∂tχAB = −Ls(LKAB) + LL/KqAB + 2K(AD/B)L
+ LKssχAB + 2LK(AD/B)(lnL) + L/bχAB .
(79)
Taking linear combinations of these variables one can
rewrite so that all of the equations take the form of
‘transport equations’ in the na ± sa directions, but with
transverse derivatives appearing as sources. Particularly
relevant are the combinations χ ± Kqq, as they reveal
the Raychaudhuri equations. Up to this trivial change of
variables and the split into time-space derivatives, rather
than the double-null choice, this is the same system pre-
sented in Ch. 3 of [4], where it was also noted that this
system is not hyperbolic.
IV. COORDINATE SWITCHED FIRST ORDER
GENERALIZED HARMONIC GAUGE
A. Double-null Jacobians
Time and Radial coordinates: Let us now abandon
the idea of evolving in double-null coordinates directly,
and instead examine how the spacetime could be con-
structed in these coordinates a posteriori, having con-
structed the spacetime locally in the harmonic gauge, for
example. This is similar to the strategy employed in [5].
It has also been used in numerically, in for example [34].
Let us work in lower case coordinates xµ. We would like
the upper case coordinates to satisfy the double-null con-
ditions. As elsewhere,
Na = −A∇aT , Sa = L∇aR . (80)
with Xµ = (T,R,ΘA). We choose A = L to impose the
double-null gauge, regardless of the angular coordinates.
Under this condition we define ingoing and outgoing null
vectors La,Ka,
−Na + Sa = La = L Lˆa , −Na − Sa = Ka = L Kˆa .
(81)
The renormalized vectors Lˆa and Kˆa generate null
geodesics in the La and Ka directions. It is natural to
define two lower case spatial vectors va± and s
a
± from the
Jacobian according to,
v±i = E± s
±
i = φ
R
i ∓ L−1Wvi . (82)
The vectors sa± have unit magnitude. Indices s± stand
for contraction with these vectors. The scalars E± are
the energy of the ingoing and outgoing congruences as
measured by the Eulerian observers na. In terms of the
Jacobian they are,
E± = L
−1W ∓ πR . (83)
The null geodesic vectors are then,
Kˆa = −E−
(
na + sa−
)
, Lˆa = −E+
(
na − sa+
)
. (84)
Straightforward computation then reveals evolution
equations,
∂t lnE± = L(β±αs±) lnE± + α
(
Ks±s± ± Ls± lnα
)
,
∂tv
±
i = ±αD(s±)v±i ± E±Diα+ Lβv±i . (85)
The hypersurface constraints were used freely to arrive at
this result. Interestingly the term appearing as a source
in the first equation is essentially a characteristic variable
of the (first order in time, second order in space) GHG
formulation. Notice furthermore that, after adjusting the
normalization of vi±, these can be compared with the re-
sults of [35], and are of course compatible. Note also
that the equations for E± follow from γ
ijv±i v
±
j = E
2
±.
The equations (85) form a symmetric hyperbolic system
in (E±, v
±
i ) which is equivalent to a system in the scalar
components L−1W and πR and the vector parts φRi
and L−1Wvi of the Jacobian.
Angular coordinates: To complete the equations of
motion for the Jacobian we require a choice for φAi
and πA. We have already seen that from the pure gauge
point of view the choice ‘βA = bA’ is problematic. To
understand how this issue appears in the Jacobian for-
mulation, let us assume that the component πA takes the
form,
πA = −miφAi , (86)
for some known lower case spatial vector mi. This cor-
responds to determining the angular coordinates by Lie-
dragging so that (na + ma)∇aΘA = 0. This family in-
cludes ‘βA = ±bA’ by choosing ma = ±sa±. Plugging the
relation (86) into the Jacobian equation of motion (16)
and using the hypersurface constraints gives the compact
expression,
∂tφ
A
i = L(β−αm)φAi . (87)
If the vector ma is given a priori this equation is hy-
perbolic. On the other hand if we wish to make ma
dependent on the other components of the Jacobian,
the derivative of ma in the Lie-derivative is problem-
atic, as it is a one-way coupling, in the sense that the
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equations of motion for the angular coordinates explic-
itly depend upon the (T,R) coordinates in the princi-
pal part, but not vice-versa. This type of coupling is
dangerous because it can leave non-trivial Jordan blocks
in the principal symbol if the speeds associated with
the T,R and ΘA blocks clash. Fortunately this dis-
cussion suggests two alternatives. The first is to con-
struct the angular coordinates using just vectors associ-
ated with lower case coordinates. For example we could
choose na∇aΘA = 0, or even ta∇aΘA = 0, in which case
the angular coordinates could correspond to those built
directly from the lower case coordinates. One possibil-
ity would be to use a reference metric to build a first
order GHG formulation directly in spherical-polar coor-
dinates. Then the upper case angular coordinates could
be exactly those of the lower case system. The second
option is to make sure that the speeds of the two sub-
systems do not coincide, or that if they do the princi-
pal symbol is nevertheless diagonalizable. For this we
might try Na∇aΘA =W (na+va)∇aΘA = 0, or in other
words ma = va, which is also equivalent to BA = 0 when
working in upper case coordinates. Since,
vi = (E+ + E−)
−1
(
vi− − vi+
)
, (88)
we arrive at,
∂tφ
A
i = −αvjDjφAi + 12αLW−1φAjDi(vj+ − vj−)
− 12αLW−1 πADi(E+ + E−) + πADiα+ LβφAi ,
(89)
after expanding the Lie-derivative.
Hyperbolicity of the Double-Null Jacobians: The
double-null Jacobian system with mi given a priori is
trivially symmetric hyperbolic. Choosing instead mi =
vi as in (89), the principal symbol for the subsystem with
the components (E±, v
±
s , v
±
A , φ
A
s) is,
P
s = αAs + βs 1 , (90)
with,
A
s =


±ss± 0 0 0
0 ±ss± 0 0
0 0 ±ss± 0
− L2W πA ± L2W φAs ± L2W φABqAB −vs

 ,
(91)
with an index ‘s’ denoting contraction with an arbitrary
lower case unit spatial vector si and qab = γab − sasb
as elsewhere. The remaining block of the full principal
symbol, associated with φAA, is decoupled, and has no
affect on the following discussion. The eigenvalues of the
principal symbol are βs ±αss± and βs −αvs±. For strong
hyperbolicity we need that the symbol is diagonalizable
for every si. Choose for example si such that,
(vi − si−)si = 0, (92)
then the ‘ss−’ and ‘v
s’ eigenvalues coincide, and the prin-
cipal symbol is missing eigenvectors. Therefore the sys-
tem is again only weakly hyperbolic. This type of degen-
eracy occurs if mi is taken to be any vector constructed
from vi±, thus we must abandon the second alternative
suggested by the above discussion. This leaves the option
to fix mi a priori, or to choose a gauge of a different form
for the angular coordinates, such as the generalized har-
monic option (17). At least for the choice ‘βA = bA’ this
result was expected, because the pure gauge subsystem
we examined before is closely related to the system for
the Jacobians.
B. First order generalized harmonic gauge
There is much work about formulations of general rel-
ativity in first order form. For a review, see [36]. Of
particular interest in recent years has been the first or-
der reduction of the GHG formulation [12, 37]. To a
large extent this interest was driven by use inside the
SpEC numerical relativity code. Here we summarize just
the relevant features. The first order GHG system is a
quasilinear, first order symmetric hyperbolic system of
the form,
∂tu = A
p∂pu+ S . (93)
The formulation has a set of constraints compatible with
the evolution equations. The key feature of the system
is that the principal part takes the form of a first or-
der reduction of the wave equation. This is attained by
carefully coupling the coordinate choice xα = Hα to
the field equations [13] and then reducing to first order.
Gravitational radiation controlling, constraint preserving
boundary conditions for the system have been studied
and implemented [29, 38, 39]. The evolution system is
now used frequently in the evolution of compact binary
spacetimes. Of crucial importance in the present work
is that in the first order reduction, all first derivatives
of the metric can be expressed in terms of evolved vari-
ables without taking any derivatives. So, for example if
we were to evolve the double-null Jacobians (85) along-
side the GHG variables, we can formulate the system so
that no coupling occurs through derivatives. In other
words the Jacobians are minimally coupled to the GHG
formulation.
C. Coordinate switch and hyperbolicity
Coordinate switch: Suppose, without loss of general-
ity, that we are given a first order quasilinear system of
the form,
∂Tu = (AA
p +Bp 1 ) ∂pu+AS . (94)
Now consider the effect of a change of independent co-
ordinates on the whole system, so that rather than us-
ing the upper case Xµ coordinates we employ the lower
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case xµ ones. In the new coordinates the system of course
retains the same functional form, but now with,
(
1+AV
)
∂tu = αW
−1
(
A
p (ϕ−1)pp −
(
1+AV
)
Πp
)
∂pu
+ αW−1 S . (95)
Recall here the various components of the inverse Jaco-
bian defined by (15) and (49), and the shorthand AV =
A
i Vi. It is easily confirmed that any closed constraint
subsystem remains closed.
Symmetric hyperbolicity: The original system is as-
sumed to be symmetric hyperbolic, that is, there exists
a symmetric positive definite symmetrizer H such that
H (AAp + Bp 1 ) ,
is symmetric for each p. In the present context, this
system can be taken as a first order generalized har-
monic formulation coupled, minimally, to the double-null
Jacobians (85). Under a smallness assumption on Vi
symmetric hyperbolicity is unaffected by the change of
coordinates. Taking the system in the form (95), the
symmetrizer is unaffected by the change of coordinates.
If we insist on multiplying on the left by the inverse
of
(
1 + AV
)
, then we pick up exactly a factor of this
matrix on the right of the modified symmetrizer. But
to obtain energy estimates for metric components using
norms formed from the lower case coordinate basis com-
ponents of tensors more effort may be necessary.
Strong hyperbolicity: The principal symbol of the sys-
tem in Xµ is,
P
S
X = AA
S +BS 1 , (96)
where on the right hand side superscript S denotes con-
traction with an arbitrary unit upper case spatial covec-
tor Si. Multiplying (95) by the inverse of
(
1+AV
)
, the
principal symbol in xµ can be read off,
P
s
x = αW
−1
((
1+AV
)−1
A
s −Πs 1
)
. (97)
On the right hand side superscript s denotes contraction
with an arbitrary unit lower case spatial covector si, and
underlined superscript s denotes the same contraction,
but pushed through the transformation (ϕ−1)ii. Strong
hyperbolicity is the requirement that for each si there ex-
ists a symmetrizer Hs, uniformly symmetric positive def-
inite in si, such that the product of the symmetrizer with
the principal symbol is symmetric. For quasilinear prob-
lems strong hyperbolicity, together with some smooth-
ness conditions on the symmetrizer are sufficient to guar-
antee local well-posedness of the initial value problem.
These smoothness conditions are sometimes included in
the definition of strong hyperbolicity. The existence of
a symmetrizer for fixed si is equivalent to the require-
ment that the principal symbol has a complete set of
eigenvectors with real eigenvalues. Assuming that the
system is strongly hyperbolic in the upper case coordi-
nates Xµ this necessary condition can be seen to hold in
lower case coordinates xµ as follows. This discussion is
adapted from [40]. Fix si. The characteristic polynomial
of P
S
X has real eigenvalues, and thus we have a hyper-
bolic polynomial with respect to Nµ. It follows that if
the boost velocity is sufficiently small then Psx also has
real eigenvalues [41]. Estimates of the range over which
this condition is satisfied can be given. In the presence
of a simple block structure of As, the eigenvalues will
simply be multiplied by those of (1 +AV ). Take one of
these eigenvalues λ. Strong hyperbolicity in Xµ implies
the existence of symmetric positive definite H with,
HL ≡ H
(
A
s − (1+AV ) (λ+Πs)
)
, (98)
symmetric. Suppose that u is a non-vanishing vector
in the nullspace of L, and thus either an eigenvector or
generalized eigenvector of Psx. Suppose that it is a gen-
eralized eigenvector, so that u = Lv for some v. Then,
u
T
Hu = uTHLv = vTHLu = 0 . (99)
The second equality holds by symmetry of HL and the
third because Lu = 0. Since H is symmetric positive
definite we then have that u = 0. Therefore if u is in the
nullspace of L it is a true eigenvector of Psx. Thus P
s
x
has a complete set of eigenvectors. Details concerning
the remaining uniformity condition in si can be found
in [40].
Discussion: The advantage of the dual foliation is
now clear. In section III B we were unable to find a
hyperbolic formulation using the double-null coordinates
directly. Using the dual foliation however the construc-
tion of such a formulation is essentially trivial. Since
the whole system is symmetric hyperbolic we do not
lose regularity when mapping between the two coordi-
nate systems. Regularity will however need to be looked
at carefully if we are to use the double-null radial coor-
dinate all the way to the origin, but this issue is only
that of using spherical polar coordinates, and not related
to the dual foliation strategy. With a little more book-
keeping we can instead work from a standard first order
in time, second order in space [42, 43] formulation of GR
and avoid the first order reduction, but postpone any
presentation thereof. One expects that this formulation
could be treated according to [44] to give an economical
demonstration of a ‘neighborhood theorem’ for the GR
characteristic initial value problem. Physically what has
happened is that the coordinate and gauge degrees of
freedom GR were decoupled as much as possible. Note
that in earlier work a symmetric hyperbolic formulation
using a double-null gauge was constructed using frame
variables coupled to the Bianchi equations [45]. In con-
trast here the aim was to arrive at such a formulation
with as few changes as possible to standard formulations
used in numerical work. From this practical point of view
there is always the danger that the matrix
(
1+AV
)
be-
comes singular. We can mitigate against this by simply
evolving for a short but finite coordinate time, and then
resetting the Jacobian to the identity by transforming
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all the fields into the upper case tensor basis. For suffi-
ciently regular data hyperbolicity guarantees short time
existence so that this procedure can be performed iter-
atively. Coupled with strong theorems on continuation
of solutions, this strategy could perhaps even be used
to guarantee that numerical calculations progress suc-
cessfully into extreme regions of spacetime, although the
double-null gauge might have to be replaced with some
other suitable choice. For the numerical relativist, proba-
bly the simplest summary of the double-null Jacobian re-
sult is that it is the generalization of the dual coordinate
frames approach [46] employed in the SpEC code [16] to
the situation in which two differing time coordinates are
considered, and where the Jacobians satisfy dynamical
equations rather than arising as derivatives of algebraic
relationships between the coordinates.
V. CONCLUSION
Making a dual foliation approach, we have shown that
it is possible to effectively decouple the choice of coor-
dinates from local well-posedness of the field equations
of general relativity. This was done by evolving a first
order reduction of the generalized harmonic formulation
alongside Jacobians mapping from the desired coordinate
system to the generalized harmonic one. The important
example of the double-null gauge was considered. But
in fact the set of coordinate choices resulting in equa-
tions of motion for Jacobians that are minimally coupled
to the remaining field equations is extremely large, and
local well-posedness inside this class follows from well-
posedness of the coordinate choice alone. It is thus ex-
pected that with due care, this observation will allow us
to evolve the generalized harmonic formulation using say,
the Maximal slicing, and quasi-isotropic spatial coordi-
nates, for example. We hope that this would allow for
direct comparison of the results of [47] in a modern nu-
merical relativity code with minimal changes. See [48–52]
for recent work on the problem. It is important to real-
ize that the role of the generalized harmonic formulation
in the construction is completely auxiliary. In fact any
well-behaved formulation of GR is amenable to the same
trick, perhaps after a suitable reduction to first order, if
we wish to avoid complicated book-keeping. The general-
ized harmonic formulation is simply the most convenient
example.
For numerical applications it will be necessary to
translate the constraint preserving boundary condi-
tions [53] of the harmonic system into the new set of
variables and coordinates, but no major difficulty is
expected in doing so. The obvious next step is to sys-
tematically implement and test the approach, preferably
in a simple context. Afterwards we expect to use the
double-null coordinates to study the critical collapse of
gravitational waves using the bamps code [17–19].
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