Dimension-Robust MCMC in Bayesian Inverse Problems by Chen, Victor et al.
Dimension-Robust MCMC in Bayesian Inverse Problems
Victor Chen∗ , Matthew M. Dunlop∗ , Omiros Papaspiliopoulos† , and Andrew M. Stuart∗
Abstract. The methodology developed in this article is motivated by a wide range of prediction and uncertainty
quantification problems that arise in Statistics, Machine Learning and Applied Mathematics, such
as non-parametric regression, multi-class classification and inversion of partial differential equations.
One popular formulation of such problems is as Bayesian inverse problems, where a prior distribution
is used to regularize inference on a high-dimensional latent state, typically a function or a field.
It is common that such priors are non-Gaussian, for example piecewise-constant or heavy-tailed,
and/or hierarchical, in the sense of involving a further set of low-dimensional parameters, which,
for example, control the scale or smoothness of the latent state. In this formulation prediction and
uncertainty quantification relies on efficient exploration of the posterior distribution of latent states
and parameters. This article introduces a framework for efficient MCMC sampling in Bayesian inverse
problems that capitalizes upon two fundamental ideas in MCMC, non-centred parameterisations of
hierarchical models and dimension-robust samplers for latent Gaussian processes. Using a range
of diverse applications we showcase that the proposed framework is dimension-robust, that is, the
efficiency of the MCMC sampling does not deteriorate as the dimension of the latent state gets
higher. We showcase the full potential of the machinery we develop in the article in semi-supervised
multi-class classification, where our sampling algorithm is used within an active learning framework
to guide the selection of input data to manually label in order to achieve high predictive accuracy
with a minimal number of labelled data.
1. Introduction.
1.1. Overview. The methodology developed in this article is motivated by a wide range
of learning problems that arise in Statistics, Machine Learning and Applied Mathematics.
We illustrate our methods on non-parametric regression, inference for functions involved in
differential equation models and semi-supervised classification; Section 2 provides a quick
overview of those. Despite the significant and apparent differences in their details all these
learning problems can be formulated as ill-posed inverse problems. There is data y assumed
to arise from a (forward) model G via
yj = G(u; ηj) , y = {yj}(1.1)
where ηj are i.i.d. realisations of some random noise, and we wish to recover the latent
function u(x) for x ∈ D, where typically D ⊆ Rd. This is ill-posed in the sense that y contains
little or no signal, relative to noise, for parts of u, and some type of regularisation is needed
to obtain a useful inversion. One canonical way to regularize and also deal with uncertainty
quantification is to use Bayesian modelling and assign a prior distribution on u, µ0(du|θ). The
data model (1.1) leads to the likelihood
L(y|u) = exp(−Φ(u; y))
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of y given u, which is combined with µ0 using Bayes’ theorem, to produce the posterior
distribution µy:
µy(du|θ) ∝ exp(−Φ(u; y))µ0(du|θ).
The prior typically involves a low-dimensional parameter vector θ, the choice of which is
critical for good performance (e.g., reconstruction of unknown function, prediction of future
data, etc.) and it is best done using a data-driven criterion. One approach is to adopt priors for
the parameters, pi0(θ)dθ and carry out Bayesian inference for the latent state and parameters,
on the basis of the posterior µy(du,dθ). This article proposes a simple, efficient and plug-
and-play methodology for sampling such posteriors using MCMC. To fix some terminology,
we will call the models described above as latent Gaussian when µ0(du|θ) defines a Gaussian
distribution, and as latent non-Gaussian otherwise, and as hierarchical when pi0(dθ)dθ is part
of the model. The article is interested in latent non-Gaussian and/or hierarchical models.
The article builds upon two fundamental approaches for efficient sampling in such frame-
works both of which have appeared in Statistical Science. [30] described a generic framework
for efficient sampling of latent states and parameters in Bayesian hierarchical models, the
so-called non-centred algorithms. These are based on identifying a transformation u = T (ξ, θ)
such that ξ and θ are a priori independent, and then sampling from the transformed posterior
νy(dξ,dθ) by iterative sampling from the two conditionals, νy(dξ|θ) and νy(dθ|ξ); samples can
be transformed then to u = T (ξ, θ). This scheme has been found to be extremely successful in
a large number of contexts, but it requires that νy(dξ|θ) can be sampled efficiently. The latent
states are high-dimensional, and in certain formulations infinite-dimensional, hence their con-
ditional posterior sampling is challenging. [11] systematized and popularized in the Statistics
community an MCMC framework for efficient sampling of high-dimensional latent states in
latent Gaussian models. The so-called preconditioned Crank-Nicolson (pCN) algorithm (see
Subsection 4.1 later in this article for a description) samples from µy(du|θ) when µ0(du) is
Gaussian and is well-defined even when u is infinite-dimensional, and correspondingly µ0 is
a Gaussian process prior. This has then the effect that when u (correspondingly, µ0 and the
forward problem) has been discretized to finite dimension N , the performance of pCN that
samples from the discretized posterior is robust to the choice of N . In simple terms, the
number of samples needed to approximate a given posterior quantity at a specified accuracy
does not grow as the discretization gets finer, i.e., as N gets larger; we refer to an algorithm
that enjoys this property as dimension-robust. Practically, Metropolis-Hastings algorithms
failing to meet this criterion manifest themselves as having to scale the proposed step by
smaller and smaller constants, as the dimension of the target gets larger, in order to maintain
the same acceptance probability. It is known that na¨ıve application of Metropolis-Hastings
algorithms in Bayesian inverse problems will suffer from the deterioration described above. A
range of other dimension-robust but also gradient-based Metropolis-Hastings algorithms for
latent Gaussian models has appeared since [11], for instance [7, 12, 25, 43]; apart from pCN
in this article we also explicitly consider the ∞-MALA and the ∞-HMC algorithms from this
new generation.
The methodology we develop in this article puts in a single framework dimension-robust
sampling of latent Gaussian states and non-centred parameterizations of hierarchical models
to produce a simple, efficient and plug-and-play framework for posterior sampling in Bayesian
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inverse problems that are non-Gaussian and/or hierarchical. The idea is to identify the prior-
orthogonalizing transformation u = T (ξ, θ) such that ξ is a white noise process. Think of
a white noise process as an infinite vector of i.i.d. standard Gaussians, ξj
i.i.d.∼ N(0, 1). We
can use a dimension-robust sampler for νy(dξ|θ), such as pCN or ∞-HMC, by exploiting
that this is a latent Gaussian posterior distribution. When the parameters θ are part of the
inference, we can use a non-centred algorithm, where now we exploit that transformed latent
states can be sampled efficiently. Hence, the non-centred transformation to white noise solves
simultaneously the two challenging sampling problems. Additionally, we unify two disparate
themes of current high interest in Bayesian inference: the use of transformations from non-
Gaussians to Gaussians as introduced within the randomise-then-optimise methodology in
[47]; and the use of non-centred parameterisations for hierarchical sampling.
Our article shows how to obtain the white noise representation of Gaussian processes and of
a range of commonly used non-Gaussian processes and provides dimension-robust algorithms
for sampling in latent non-Gaussian and hierarchical inverse problems. A main contribution
of the article is the illustration that the proposed methodology provides excellent numerical
results in a range of examples.
Figure 1.1 demonstrates what can be achieved by applying the methodology herein. The
results correspond to a regression analysis (see Example 2.1 in Section 2), where the latent
state is the regression function a priori modelled using a Besov prior. Model-wise we have
an analogue of Gaussian process regression but where the infinite-dimensional analogue of a
Bayesian lasso is used to model the regression function instead of a Gaussian process, see
Subsection 5.4 for details. The figure illustrates the deterioration of two variants on the
random walk Metropolis (RWM) algorithm, together with the dimension-robustness of the
proposed whitened pCN (wpCN) and the whitened ∞-MALA (w∞-MALA) algorithms. In
this example parameters are kept fixed and only latent states are sampled. The figure shows
the acceptance probability as a function of β, which controls the proposed jump size, as the
discretization of the unknown (of the order 1/N) becomes finer. For the proposed algorithms
shown on the left column we obtain a dimension-independent scaling whereas RWM algorithms
shown on the right column deteriorate with increasingly fine discretisation levels.
Figure 1.2(top) shows the recovery of a permeability field on the basis of a small number of
indirect and noisy observations of pressure on the input locations shown in the Figure, where
the permeability and pressure are related though a partial differential equation model, see
Example 2.3 in Section 2 for a brief description and Subsection 6.2 for details. The proposed
method corresponds to the right-most reconstruction. The quality of the reconstruction relies
of exploring successfully the posterior distribution of a parameter that controls the smoothness
of the field - this can be appreciated by comparing the reconstruction on the second panel that
does not learn this parameter with the other two that do. Therefore, this example highlights
the potential of our approach for hierarchical priors. The MCMC traces for the smoothness
parameter are shown in Figure 1.2(bottom). The proposed method is the one with better
mixing. An additional advantage of the proposed method is that it is plug-and-play, it relies
very marginally on the details of the model. The other method that does reasonably well here
- termed semi-centred in the Figures - is tailored to this specific model.
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Figure 1.1. Results for non-Gaussian priors based on series expansions: in this example a sparsity-inducing
Besov prior is used within a regression example, the model is introduced as Example 2.1 in Section 2. The plot
shows expected acceptance probability versus jump size β for the whitened pCN algorithm, the whitened∞-MALA
algorithm and two random walk Metropolis algorithms. Curves are shown for different discretization sizes N
(the higher N the finer the discretization). Details of the different algorithms can be found in Subsection 5.4.
2. Problem and models. We give three examples that will be used throughout the paper
to showcase the performance of the methodology we advocate in this article. We also give an
overview of the different prior models we employ for the latent states.
Example 2.1 (Regression). Regression is the canonical example of an infinite dimensional
inference problem in Statistics. The goal is recovery of function u(x) defined on a bounded
set D ⊂ Rd from a set of noisy point evaluations yj = u(xj) + ηj , j ∈ Z. The formulation of
regression as an inverse problem was sytematized in the foundational work of [46]; subsequently
Gaussian process based learning has built on this work in numerous directions [32]. A more
general version of this problem is to consider recovery of function u from noisy observations of
the action of a linear operator K on u; in particular it is particularly challenging to undertake
this task when K is compact meaning that inversion is unstable, for example when K is a
convolution kernel such as Gaussian blurring. The data may be written in the form yj =
(Ku)(xj) + ηj . We consider such an example in Subsection 5.4. More generally both of these
problems may be cast in the general setting of recovering function u from |Z| noisily observed
linear functionals. Posterior consistency for such problems is discussed in [23, 4, 40].
The results shown in Figure 1.1 correspond to an analysis of the basic linear regression
problem with a non-Gaussian prior. This prior may be viewed as a functional version of
Bayesian lasso in that the MAP estimator minimizes the least squares funtional with lasso
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Figure 1.2. Results for hierarchical priors: a hierarchical model with Gaussian latent state and prior on
the length-scale parameter that defines its covariance kernel in the context of recovering a latent permeability
field on the basis of noisy pressure measurements; the model is described as Example 2.3 in Section 2. Top:
The log-permeability that we wish to recover and the observation locations (left) and the conditional means
from the three methods considered - the proposed is the rightmost. Details in Subsection 6.2. Bottom: The
trace of the length-scale parameter when using the semi-centred hierarchical method (left) versus the proposed
non-centred method (middle). The parameter takes approximately 250 times longer to burn-in with the semi-
centred method, whilst also exhibiting poorer mixing. A comparison of the prior and posterior density on the
length-scale parameter τ for the non-centred hierarchical model is also shown (right).
regularization. The prior is expressed as a series expansion, u(x) =
∑∞
j=1 ρjζjϕj(x), where ρ =
{ρj}j≥1 is a deterministic real-valued sequence, ζj are independent scalar random variables,
ζj ∼ Gj(dζ), and {ϕj(x)}j≥1 are basis functions defined on D. This construction is inspired by
an analogous one for Gaussian processes, the so-called Karhunen-Loeve expansion, which we
recall in Subsection 4.2.3. Subsection 5.2 provides several specific instances of non-Gaussian
expansions, motivations for their use in applications and links to the literature, together with
their white noise representations. The prior behind the results in Figure 1.1 corresponds to
Laplace-distributed coefficients ζj ; details on the specific prior, discretizations, and MCMC
settings are provided in Subsection 5.4.
Example 2.2 (Graph-based semi-supervised Classification). This problem concerns the pre-
diction of labels for a large number of unlabelled input data, xj , j ∈ Z, xj ∈ D ⊂ Rd, on the
basis of a much smaller number of labelled input data, i.e., pairs of input and output obser-
vations (xj , yj), j ∈ Z ′ ⊂ Z, where the output is categorical and without loss of generality
taking values yj ∈ {1, . . . , k}. Section 7 develops models and algorithms for this problem and
illustrates them on the well-known MNIST dataset in which the labels are digits from 0 to 9
and the input are greyscale pixel intensities of hand-written digits. The approach we pursue
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is probabilistic classification, which explicitly accounts for misclassification errors. To every
input data point xj we assign latent variables vj,r, r = 1, . . . , k, where for a given j, each vj,r
contributes to the probability of assigning the data point to the rth class. Let v·,r = {vj,r}j∈Z
and v = {u·,r}kr=1. We treat the v·,r’s a priori as i.i.d., assigned an N -dimensional Gaussian
prior distribution, where N = |Z|, whose covariance matrix is constructed from the input data
{xj}j∈Z . In particular, we identify the input data with the nodes of a graph and use ideas
from spectral clustering to identify connected components in the graph and use this spectral
information to define the eigenstructure of the prior covariance. The prior covariance relies
on two parameters that we treat hierarchically. The latent variables v are mapped to latent
variables u, which are one-hot-encodings of the classes, hence we define what we call in Subsec-
tion 5.3 a vector level-set prior for u. We are interested in classifying a large number of inputs,
i.e., taking |Z| = N  1, on the basis of a small number of labelled inputs, i.e., |Z ′|  N .
In Section 7 we also implement an active learning approach, whereby on the basis of a very
small number of labelled inputs and subsequent analysis with our model, we identify the in-
puts hardest to classify, obtain the labels of those (a human-in-the-loop approach) and re-run
our analysis; this demonstrates excellent predictive performance. The dimension-robustness
of MCMC is critical here since N is in the tens of thousands. Recent theory demonstrates
that the discrete-space model we employ here for regularization has a continuum limit [18],
and the N -dimensional Gaussian converges to a Gaussian process; we conjecture that the ex-
istence of the continuum limit explains the empirically observed dimension-robustness of our
sampler respect to dimension. Using the connection between Whittle-Matern processes and
samples from (possibly fractional) partial differential equations, as established in [26], this
limit may be viewed as a generalized Whittle-Mattern process; it is generalized in the sense
that the homogeneous Laplacian is replaced by an inhomogeneous elliptic differential operator
with coefficients depending on the sampling density of the points {xj}. This connection allows
for the transfer of ideas from hierarchical sampling with Whittle-Matern processes into this
graph based setting; in particular the graph Laplacian plays the role of the Laplacian in the
methdology developed in [26].
Example 2.3 (PDE-based Inversion). These types of problems arise in numerous applica-
tions such as those referenced in the lecture notes [15]. From a statistical point of view their
key feature is that the data is typically given as linear functionals of a function (the output)
which is itself linked to the unknown (the input) via a complex nonlinear transformation. This
nonlinear transformation is defined through solution of a partial differential equation, and may
involve expensive computer code. Indeed the celebrated work of Kennedy and O’Hagan was
concerned with methodologies which replace the expensive computer code by a Gaussian pro-
cess emulator [22]. Our work, however, takes a different path. Acknowledging that the cost
of the computer code evaluation will grow with the degree of spatial resolution used in it,
we seek to design MCMC methods whose rate of convergence is independent of this level of
spatial resolution.
The mapping from the input to the output is refered to as the forward model; it is this map
which is emulated in the approach [22]. The inverse problem refers to recovering the input
from noisily-observed linear functionals of the output; we thus view the input as a latent state
and model it with a prior probability distribution, in order to find the posterior given data.
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We consider two specific examples of such nonlinear PDE-based inverse problems in Sub-
section 6.2; one is drawn from medical imaging and the other from fluid dynamics. For
illustrative purposes we summarise the fluid mechanics problem below; results from it are
shown in Figure 1.2. The steady state Darcy equation describes the pressure p(x), x ∈ D,
where D ⊂ R2 (one can define this for general Rd but this is beyond the scope of this example)
in a porous medium. The pressure solves the partial differential equation (PDE){
−∇ · (u∇p) = f x ∈ D
p = 0 x ∈ ∂D
where f(x) denotes the sources and sinks of fluid, ∇ denotes the gradient vector and ∇· its
contraction to a divergence, and ∂D the boundary of D; think typically of ∂D as including
part of the ground surface and x ∈ D a location underground). The data are given by noisy
measurements of pressure on different locations, yj = p(xj) + ηj . The latent unknown input
state here is the spatial function u(x), x ∈ D, which determines the permeability of the porous
medium.
A commonly occurring prior model is that the permeability is piecewise constant, with un-
known interfaces between known constant values, for example corresponding to different types
of subsurface rocks. A latent non-Gaussian model is necessary for such piecewise constant la-
tent function. We construct such a model by the so-called level-set method, which thresholds
at different levels an underlying smooth Gaussian field. We use the Whittle-Matern Gaussian
process as a model for the smooth field, which we recall in Subsection 4.3 and give its white
noise representation. The thresholding of the smooth Gaussian to obtain a piecewise constant
prior is closely connected to the probit model in Statistics and to the approach we undertake
in the graph-based semi-supervised learning in Example 2.2, and Subsection 5.3 and Section 7
clarify these connections. The prior depends on parameters that we treat hierarchically, and
Figure 1.2 shows reconstruction results based on integrating out the hierarchical parameters,
as well as MCMC trace plots for one of the hierarchical parameters.
3. Good algorithms, bad theory (and vice versa). The methods and experiments in
the article involve local Metropolis-Hastings algorithms, such as random walk Metropolis,
pCN,∞-MALA etc, for sampling high-dimensional latent states. All these algorithms involve
the choice of a step size parameter that is denoted by β throughout the article, see e.g.
Algorithm 4.1 in Subsection 4.1. The claim in the article is that the proposed algorithms
are dimension-robust, i.e., β does not have to be a decreasing function of the dimension
of latent states in order to obtain comparable performance as that dimension varies, e.g.
comparable acceptance probabilities. Effectively, the combination of inverse problem and
sampling algorithm makes the sampling problem a low-dimensional one. This concept is
closely related to the definition of intrinsic dimension for importance sampling algorithms for
linear inverse problems in [5].
This claim is only supported via numerical experiments in a wide range of settings and for
a wide range of applications. From a practitioner point of view there are two sets of theoreti-
cal results that would be useful to have. The first is a set of realistic conditions under which
the claimed dimension-robustness is proven to hold. The second concern the optimal choice
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of β. We have not been able thus far to prove dimension-robustness under realistic weak
assumptions, but we expect to do so in future work. However, it is important to understand
that optimal scaling theory for dimension-robust algorithms is inherently intangible. This is
a manifestation of what we call a “good algorithms - bad theory” situation. The fact that
the combination of inference problem and sampling algorithm makes the sampling problem
effectively low-dimensional, makes it practically impossible to come up with a generic opti-
mality theory for Metropolis-Hastings algorithms. Effectively every sampling problem is like a
different low-dimensional problem, hence a good step size depends on the details of the model
and the data and will be found by familiar pilot tuning (e.g. monitoring autocorrelations,
etc.) or by using some version of adaptation. Good optimality theory exists for bad algo-
rithms in high-dimensional regimes! The vast literature on optimal scaling, e.g., as in [33, 8],
applies to dimension-sensitive algorithms (more precisely, combinations of inference problems
and sampling algorithms), e.g., choose β so that the acceptance probability is 0.234. Even for
general Gaussian Bayesian inverse problems it is not possible to develop such optimal scaling
theory for dimension-robust algorithms. (There is a common misconception that [11] promote
the rule of choosing β in pCN so that to achieve an acceptance probability around 0.3 - this
just happened to work for some of their experiments but it is not actually suggested as a
principle, and there are no good reasons for this choice beyond those experiments!). The main
guideline is to choose β so that the acceptance probability is not too small nor too large. The
experiments in this article were tuned following this very weak criterion.
4. Gaussian priors. This section first recalls a dimension-robust sampler for latent Gaus-
sian models, the pCN Algorithm 4.1. The section provides a range of white noise represen-
tations of Gaussian processes. These have direct application to defining dimension-robust
algorithms for hierarchical priors in Section 6, but are alaso indirectly useful for white noise
representations of non-Gaussian processes. The Section also introduces, and studies from a
variety of angles, the Whittle-Mate´rn Gaussian process that is used as a building block in
several of our examples. The reader might find useful to consult Subsection 4.3 while going
through the white noise representations in Subsection 4.2, in order to have a concrete example
to consider.
4.1. Robust algorithms. The preconditioned Crank-Nicolson (pCN) for Bayesian inverse
problems applies when the prior µ0 is the centred Gaussian N(0, C) and it is presented in
Algorithm 4.1. Notice that the algorithm makes sense when N(0, C) is both finite-dimensional
and infinite-dimensional. The algorithm as named is highlighted in the review paper [11],
but is due to Alex Beskos who, in [9], recognized it as a derivative-free simplification of the
MALA-based dimension robust samplers introduced in [41].
4.2. White noise representation of Gaussian priors. We now construct white noise rep-
resentations of Gaussian processes. To be concrete we consider the case of Gaussian prior
probability measure µ0 on a separable Banach space X of continuous real-valued functions
defined on bounded open D ⊆ Rd. Measure µ0 can then be characterised by its mean function
m : D → R and covariance kernel c : D ×D → R, and is then commonly written as
µ0 = GP(m(x), c(x, x
′)).
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Algorithm 4.1 Preconditioned Crank-Nicolson (pCN)
1: Fix β ∈ (0, 1]. Choose initial state u(0) ∈ X.
2: for k = 0, . . . ,K − 1 do
3: Propose uˆ(k) = (1− β2) 12u(k) + βζ(k), ζ(k) ∼ N(0, C).
4: Set u(k+1) = uˆ(k) with probability
min
{
1, exp
(
Φ(u(k); y)− Φ(uˆ(k); y))}
or else set u(k+1) = u(k).
5: end for
6: return {u(k)}Kk=0.
The covariance function can be used to define a symmetric positive semi-definite covariance
operator C : X → X by
(Cϕ)(x) =
∫
D
c(x, x′)ϕ(x′) dx′(4.1)
for any ϕ ∈ X, x ∈ D; we can then alternatively write µ0 = N(m, C). The operator C
is trace class, which implies its representation by a countable number of eigenvalues and
eigenfunctions, in a way analogous to the spectral decomposition of covariance matrices, see
Subsection 4.2.3. The inverse of the covariance operator, the so-called precision operator
L : D(L)→ X, has domain D(L) which is dense in X. For the definition of white noise as a
Gaussian process on a Hilbert space see the Appendix. We now give three examples of white
noise representations of µ0. We write u = T (ξ) instead of u = T (ξ, θ); the dependence of
the transformation on parameters θ is crucial in hierarchical models and we are explicit when
dealing with those in Section 6.
4.2.1. Cholesky factorisation of covariance matrix.. Consider the centred Gaussian pro-
cess µ0 = GP(0, c(x, x
′)) restricted to a set of n points Dn = {xj}nj=1 ⊂ D. Define matrix
Cn ∈ Rn×n by (Cn)ij = c(xi, xj) and denote by Cn = QnQ∗n its Cholesky decomposition. If
Ξ = Rn, ν0 = N(0, I), T (ξ) = Qnξ
then (Ξ, ν0, T ) is a white noise representation of µ0 restricted to Dn. The decomposition
requires O(n3) operations unless the matrix Cn has specific types of sparsity, hence obtaining
this white noise representation may be infeasible when n is very large. See [32] for an overview.
Notice that this construction only refers to a finite-dimensional or a discretized Gaussian
process and does not have an infinite-dimensional analogue.
4.2.2. Factorisations of precision operator.. Consider the Gaussian measure µ0 = N(0, C)
on X = L2(D;R), the space of square integrable functions on D, where the inverse covari-
ance operator, L, is some densely defined differential operator L on X. The locality of the
differential operator is a form of infinite dimensional sparsity, and certain finite dimensional
approximations of the operator, e.g. finite elements or finite difference methods, result in
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sparse matrices. In fact, there is a close link between Gaussian Markov random fields and
Gaussian processes with differential precision operators, see [29]; therefore, there are canonical
ways to discretize u and its distribution so that the resultant finite-dimensional process is a
Markov random field. Suppose further that L may be factorised as L = A∗A, where A is
itself a differential operator. Then samples u ∼ µ0 can be generated by solving the stochastic
PDE (SPDE)
Au = ξ,(4.2)
which provides the white noise representation by taking T to be the solution mapping ξ 7→ u.
Ξ will be larger than X (see the Appendix) but its image under T will be contained in X as T
is a smoothing operator. [26] systematise the above construction when the Gaussian process is
specified via taking its covariance function to be in the Mate´rn family, see Subsection 4.3 below.
When a sparsity-preserving discretisation is applied to obtain a matrix An approximating
A, so that A∗nAn approximates L, the white noise representation of the finite-dimensional
approximation is given by (Rn,N(0, I), T (ξ) = A−1n ξ). Fast PDE solvers can be utilised to
evaluate T efficiently. In contrast to Subsection 4.2.1 this is based on a factorisation of
the precision as opposed to the covariance matrix. Simulation and computations for finite-
dimensional Gaussian Markov random fields based on Cholesky factorisation of the precision
matrix was systematised in [37].
4.2.3. Karhunen-Loe`ve expansion.. The properties of C mean that it admits a com-
plete orthonormal basis of eigenvectors {ϕj}j≥1 for X with corresponding non-negative and
summable eigenvalues {λj}j≥1; this gives rise to natural spectral methods where functions in
X are represented via expansions in this basis, and approximations may be made by truncat-
ing such expansions. As a consequence of the Karhunen-Loe`ve theorem µ0 = N(0, C) is equal
to the law of the random variable u defined by
u =
∞∑
j=1
√
λjξjϕj , ξj
i.i.d.∼ N(0, 1).
Thus, the white noise representation of µ0 is obtained by taking
T (ξ) :=
∞∑
j=1
√
λjξjϕj .
This series-based construction and white noise representation will be the basis of the method-
ology for non-Gaussian priors in Section 5. This approach can be related to that of Subsec-
tion 4.2.2, since the ϕj are eigenfunctions of L and λ−1j the corresponding eigenvalues, hence
this method can be seen as a special case of a factorisation of the precision operator, wherein
a spectral method is used for the evaluation of T .
4.3. Example: Whittle-Mate´rn process. This process serves to illustrate all of the above
constructions, and will be the main building block in hierarchical priors. We start by intro-
ducing the process through its covariance function
c(x, x′) = σ2
21−β
Γ(β)
(
τ |x− x′|)βKβ (τ |x− x′|) , x, x′ ∈ Rd,
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where σ, τ, β > 0 are scalar parameters representing standard deviation, inverse length-scale
and regularity respectively. Here Γ is the gamma function and Kβ is the modified Bessel
function of the second kind of order β. If µ0 = GP(0, c(x, x
′)) and u ∼ µ0, then almost-surely
u has s Sobolev and Ho¨lder derivatives for any s < β. This can be used to define a Gaussian
process over the whole of Rd, but the covariance can be restricted to a bounded open subset
D.
The Cholesky factorisation of the covariance matrix can be used to obtain a white noise
representation if we restrict to a finite subset of points {xj}nj=1. We can alternatively obtain
a white noise representation of the process everywhere on D by using a factorisation of the
precision operator which, for this covariance on the whole of Rd, has the form
L = σ−2τ−2βq(β)−1(τ2I −4)(β+d/2), q(β) = 2
dpid/2Γ(β + d/2)
Γ(β)
,(4.3)
where 4 is the second-order differential Laplace operator. In [26] it is noted that the square
root of L is
A = σ−1τ−βq(β)−1/2(τ2I −4)(β+d/2)/2.(4.4)
We thus have a factorisation of the precision, and this may be used to define a white noise
representation of the Gaussian. The method can be implemented on a finite domain D ⊂ Rd
by means of finite difference or finite element methods and choosing appropriate boundary
conditions when (β + d/2)/2 is an integer. Note, however, that the the boundary conditions
may modify the covariance structure near the boundary.1 When the exponent of the differen-
tial operator in A is not an integer, its action may be defined through the Fourier transform
F , i.e.
F(Au)(ω) = σ−1τ−βq(β)−1/2(τ2 + |ω|2)(β+d/2)/2.
This leads to spectral methods and the Karhunen-Loe`ve white noise representation. Suppose
D ⊂ Rd is a bounded rectangle, and homogeneous Neumann or Dirichlet boundary condition
are applied. Then the eigenvectors of A are known analytically, and given by Fourier basis
functions. For example, if D = (0, 1) and homogeneous Neumann boundary conditions are
assumed, we have
Cϕj = λjϕj , ϕj(x) =
√
2 cos(jpix), λj = σ
2τβq(β)(τ2 + pi2j2)−β−d/2.
The Karhunen-Loe`ve expansion may then be efficiently implemented numerically using the
fast Fourier transform.
5. Series expansions and level-set priors. We consider priors µ0(du) based on series ex-
pansions with non-Gaussian coefficients, such as uniform, Besov and stable processes, and
level-set transformations of a Gaussian process. For these processes we show how to obtain
1A simple method to ameliorate these effects is to perform sampling on a larger domain D∗ ⊃ D so that
samples restricted to D are approximately stationary. More complex methods have also been considered, for
example by optimal choice of a constant Robin boundary condition, as in [36], or of a variable Robin boundary
condition combined with variance normalisation, as in [13].
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the white noise representation (Ξ, ν0, T ) of µ0. Recall that ν
y(dξ|θ) denotes the posterior dis-
tribution of the transformed latent state; we will drop θ from the formulae and re-introduce it
in Section 6 when we treat hierarchical priors. We develop dimension-robust MCMC samplers
for νy, and then illustrate their efficiency by means of several numerical experiments.
5.1. Robust algorithms. Here we show explicitly how to adapt the pCN and ∞-MALA
algorithms so that they apply to the transformed posterior νy. In doing so we’re defining
dimension robust algorithms for inverse problems with non-Gaussian priors. Other dimension-
robust algorithms for Gaussian priors can be adapted to non-Gaussian priors in a similar
fashion: in this Section we also show results for an adaptation of∞-HMC to the non-Gaussian
setting. Adapting pCN is trivial and yields what we call whitened pCN (wpCN).
Algorithm 5.1 Whitened Preconditioned Crank-Nicolson (wpCN)
1: Fix β ∈ (0, 1]. Choose initial state ξ(0) ∈ Ξ.
2: for k = 0, . . . ,K − 1 do
3: Propose ξˆ(k) = (1− β2) 12 ξ(k) + βζ(k), ζ(k) ∼ N(0, I).
4: Set ξ(k+1) = ξˆ(k) with probability
min
{
1, exp
(
Φ(T (ξ(k)); y)− Φ(T (ξˆ(k)); y))}
or else set ξ(k+1) = ξ(k).
5: end for
6: return {T (ξ(k))}Kk=0.
Adaptation of ∞-MALA is a little trickier since it requires computing gradients. Im-
plementing the algorithm when Ξ is finite-dimensional is straightforward, all derivatives can
be computed in the familiar way. The norm and the inner product that show up in Algo-
rithm 5.2 are the familiar Euclidean norm and dot product in this finite-dimensional setting.
Note that T is differentiable for the uniform, Besov and stable priors described below, and
the gradients are available explicitly, but not for the level-set prior. The whitened ∞-MALA
(w∞-MALA) we present below as Algorithm 5.2 is conceptually valid even when Ξ is infinite-
dimensional. It is in this infinite-dimensional vesion that a little care is needed to define the
quantities involved properly, and the Appendix gives details on how to construct and interpret
the gradients, norms and inner products appearing in Algorithm 5.2.
5.2. White noise representation of series expansions. The common structure for the
priors we consider in this Section is their representation as series expansions with non-Gaussian
coefficients. The construction of these priors is inspired by the Karhunen-Loe`ve expansion for
Gaussian processes, as in Subsection 4.2.3, except the basis does not necessarily correspond to
the eigenbasis of a given covariance operator, and the randomness introduced to each mode is
not necessarily Gaussian. Another approach to define families of non-Gaussian distributions
on function space is through the SPDE (4.2) when the white noise is non-Gaussian; we do
not consider this approach explicitly, though the ideas discussed can be applied in such cases
too. In what follows, the prior µ0 will be given by the law of the X-valued random variable
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Algorithm 5.2 Whitened ∞-MALA (w∞-MALA)
1: Fix h ∈ (0, 4] and define β = 4√h/(4 + h) ∈ (0, 1]. Define Ψ(ξ) = Φ(T (ξ)), with gradient
evaluated at ξ, DΨ(ξ). Choose initial state ξ(0) ∈ Ξ.
2: for k = 0, . . . ,K − 1 do
3: Propose ξˆ(k) = (1− β2) 12 ξ(k) + β
(
ζ(k) −
√
h
2 DΨ(ξ
(k))
)
, ζ(k) ∼ N(0, I).
4: Set ξ(k+1) = ξˆ(k) with probability
min
{
1, exp
(
I(ξ(k), ξˆ(k))− I(ξˆ(k), ξ(k)))}
where we have defined
I(ξ, ξ′) := Ψ(ξ) +
h
8
||DΨ(ξ))||2 +
√
h
2
〈
DΨ(ξ),
ξ′ −
√
1− β2ξ
β
〉
or else set ξ(k+1) = ξ(k).
5: end for
6: return {T (ξ(k))}Kk=0.
defined by
u = m+
∞∑
j=1
ρjζjϕj ,(5.1)
where ρ = {ρj}j≥1 is a deterministic real-valued sequence, ζj ∼ Gj(dζ) are independent,
{ϕj}j≥1 is a deterministic X-valued sequence, and m ∈ X. The white noise representation
for any such prior is
T (ξ) = m+
∞∑
j=1
ρjΛj(ξj)ϕj ,
where Λj(ξ) are transformations of standard Gaussians so that Λj(ξ) ∼ Gj . We now de-
scribe a number of families of non-Gaussian distributions and obtain a transformations Λj(·).
Throughout the Section F will denote the cumulative distribution function of a standard
normal random variable.
5.2.1. Uniform priors.. Here we work with the uniform prior; see [15] for a historical
review. Let D ⊆ Rd be a bounded open subset, let {ϕj}j≥1 ⊆ L∞(D), and define X to
be the closure of the linear span of this sequence in L∞(D). Assume that ρ ∈ `1, m ∈ X,
and let ζj
i.i.d.∼ U(−1, 1). Then Λ(z) = 2F (z) − 1 and let ξ ∼ N(0, 1); it is elementary that
Λ(ξ) ∼ U(−1, 1).
5.2.2. Besov priors.. Besov priors were introduced in [24] and analysed further in [14].
They generalise Gaussian priors by allowing for control over the weight of their tails. Let
D ⊆ Rd be a bounded open domain, and define X = L2(D). Let {ϕj}j≥1 be a basis for X,
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and choose m ∈ X. Given s > 0 and q ≥ 1, define the Banach space Xs,q ⊆ X through the
norm
‖u‖qXs,q =
∞∑
j=1
jsq/d+q/2−1|uj |q where u =
∞∑
j=1
ujϕj .
If D = Td is the torus, and {ϕj}∞j=1 is chosen to be an r-regular wavelet basis for X with
r > s, then Xs,q is the Besov space Bsqq [24].
The series based construction (5.1) can be used to produce probability measures with
strong links to the above spaces. Given s, q as above and κ > 0, define the sequence {ρj}j≥1
by
ρj = κ
− 1
q j
−( s
d
+ 1
2
− 1
q
)
.
Let {ζj}j≥1 be an i.i.d. sequence of draws from the distribution defined via the density
piq(x) ∝ exp
(
−1
2
|x|q
)
,
and let m ∈ X. The measure µ0 is a (κ,Bsqq) measure in the sense of [14] and, when m = 0,
it formally has Lebesgue density proportional to exp
(−κ2‖u‖qXs,q). The cases q = 1 are of
particular interest since they allow for discretisation invariant edge-preserving Bayesian in-
version; this is in contrast to total variation priors which are often used in classical inversion
for edge-preservation as in [24]. MAP estimation using these priors is well-defined and corre-
sponds to Besov regularised optimisation as in [3]. These methods may be viewed as Bayesian
and infinite-dimensional analogues of the lasso.
We construct a white noise representation of µ0. In order to to this, we first write down a
method for sampling the scalar distribution piq. We use the method of [27]: a sample ζ ∼ piq
can be produced as
ζ = 21/qB ·G1/q, B ∼ Bernoulli(1/2), G ∼ Gamma(1/q, 1)
where B and G are independent. The proposed white noise transformation is based on the
transformation
Λ(ξ) = 21/qsgn(ξ)
(
γ−11/q
(
2F (|ξ|)− 1))1/q
where γ1/q is the normalised lower incomplete gamma function:
γ1/q(z) =
1
Γ(1/q)
∫ z
0
t1/q−1e−t dt.
It can be checked that this transformation of a standard Gaussian has the desired distribution.
Remark 5.1. A similar white noise representation to the above is provided in [47], in
the cases where q = 1 and the sum (5.1) is truncated after a finite number of terms. A
randomise-the-optimise approach is used to sample the posterior rather than MCMC, which
should extend easily to the cases q > 1 considered here.
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5.2.3. Stable priors.. Stable priors are introduced and analysed in [42] in the context of
Bayesian inversion. Their intersection with Besov distributions is precisely the set of Gaussian
distributions, and they arise by assuming that each of the random variables ζj in (5.1) is
a stable random variable. The set of stable distributions on R can be interpreted as the
set of distributions that are limits in central limit theorems, and may be defined via their
characteristic function. Let α ∈ (0, 2], β ∈ [−1, 1], γ ∈ (0,∞) and δ ∈ R be scalar parameters,
representing stability, skewness, scale and location respectively. We will say that a real-valued
random variable ζ has stable distribution S(α, β, γ, δ) if, for each t ∈ R,
E
(
e−itζ
)
=
{
exp
(
itδ − |γt|α[1 + iβ tan (piα2 )sgn(t)(|γt|1−α − 1)]) α 6= 1
exp
(
itδ − |γt|[1 + iβ 2pi sgn(t) log(γ|t|)]
)
α = 1.
The Lebesgue density of a S(α, β, γ, δ) distribution is typically not expressible analytically,
however it is known these distributions are unimodal and possess dα − 1e moments; α = 2
corresponds to the Gaussian distributions, and α = 1 to the Cauchy.
Let D ⊆ Rd be a bounded open domain, X = L2(D), and let {ϕj}j≥1 be a normalised
basis for X. Given α ∈ (0, 2] and sequences β = {βj} ⊆ [−1, 1]∞, γ = {γj} ⊆ (0,∞)∞ and
δ = {δj} ⊆ R∞, and
ζj ∼ S(α, βj , γj , δj) independent.
Define also ρj = 1 for each j, and let m ∈ X.
For the white noise representation we will in general require two independent N(0, 1) ran-
dom variables to construct a single ζj . The transformation is based on the method presented
by [10], which is a generalisation of the Box-Muller transform for sampling Gaussian random
variables. For ξ, ξ′ i.i.d.∼ N(0, 1) we define
Λ(ξ, ξ′;α, β, γ, δ) =
δ + γ(1 + τ2)
1
2α
sin(α(U(ξ)+θ))
cos(U(ξ))1/α
{
cos(U(ξ)−α(U(ξ)+θ))
W (ξ′)
} 1−α
α
α 6= 1
δ + τ + γθ
{(
pi
2 + βU(ξ)
)
tan(U(ξ))− β log
(
piW (ξ′) cos(U(ξ))
pi+2βU(ξ)
)}
α = 1
where
τ =
{
−β tan (piα2 ) α 6= 1
2
piβγ log(γ) α = 1,
θ =
{
1
α tan
−1(−τ) α 6= 1
pi
2 α = 1.
The white noise representation takes ν0 = N(0, I)× N(0, I), and the transformation is
T (ξ, ξ′) =
∞∑
j=1
Λ(ξj , ξ
′
j ;α, βj , γj , δj)ϕj .
5.3. White noise representation of level-set priors. A large class of inverse problems
involve the recovery of a piecewise constant function. This class includes classification prob-
lems as in Example 2.2 where the unknown function is a mapping from the set of data points
to a discrete set of classes. It also includes PDE-based inversion as in Example 2.3, which
we analyze in detail in Subsection 6.2: here the unknown permeability may be approximately
piecewise constant, with the different values corresponding to the permeability of different ma-
terials. The key part of such inversion is the recovery of the interfaces separating the different
16 V. CHEN, M. M. DUNLOP, O. PAPASPILIPOULOS AND A. M. STUART
classes. Level-set methods are a popular choice of methods for inverse interface problems, as
they require no prior knowledge or assumption on the topology of the different classes, see
[28, 38]. The Bayesian level-set and hierarchical Bayesian level-set methods were recently in-
troduced in [21] and [17] respectively to allow for uncertainty quantification in inverse interface
problems.
The idea of level-set methods is to create a piecewise constant field by thresholding a
continuous field. Let D ⊆ Rd be a bounded open domain, and define X = L∞(D;R), the
space of bounded measurable R-valued functions on D. Choose classes κ1, . . . , κk ∈ R and
thresholding levels c1 < . . . < ck−1 ∈ R, and define
u(x) =

κ1 v(x) ≤ c1
κ2 c1 < v(x) ≤ c2
...
κk−1 ck−2 < v(x) ≤ ck−1
κk ck−1 < v(x),
(5.2)
for v a continuous function. Hence, given a measure λ0(dv), e.g. such a Gaussian measure,
implies a measure µ0(du), that concentrates on piecewise constant functions. To obtain a
white noise representation of µ0 we first obtain the one for λ0, say (Ξ, ν0, T0), using a method
as described in Subsections 4.2 and 5.2, and then (Ξ, ν0, T ), with T the composition of T0
with the level-set transformation defined above, provides a white noise representation of µ0.
In our examples in this paper λ0 is always Gaussian.
In the above method is there is an ordering of the classes: arbitrary classes cannot share an
interface, and so, for example, a triple-junction cannot be formed. Vector level-set methods
allow one to get around this restriction, in exchange for increasing the dimension of the
unknown field. One such method is that of [20], in which we k continuous functions v1, . . . , vk,
and define
u(x) = 1r(x;v), r(x; v) = arg max
r=1,...,k
vr(x),(5.3)
where {1r}kr=1 denotes the standard basis for Rk.
In familiar terms from Statistics, the model with one latent continuous function is appro-
priate for ordinal data whereas the one with k is for categorical data. In fact, the models
discussed above are closely related to probit models. To see the connection let S(v) de-
note the map from v to the discrete values, and consider k = 2 levels for simplicity with
κ1 = 1, κ2 = −1. A simplistic (but often used for computational convience) way to model
categorical data is via the regression, as in Example 2.1
yj = S
(
v(xj)
)
+ ηj , ηj ∼ N(0, γ).
A more satisfctory way to model such data is to model the noise as additive with respect to
v and not u, so that
yj = S
(
v(xj) + ηj
)
, ηj ∼ N(0, γ),
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then we obtain the negative log-likelihood
Φ(v; y) = −
J∑
j=1
logF
(
v(xj)yj/γ
)
,
where F is the standard normal CDF, which is precisely the probit likelihood function [32].
5.4. Simulation experiments. We first compare the wpCN algorithm and w∞-MALA
with two random walk Metropolis (RWM) algorithms on a problem with a Besov prior. The
prior is of the form described in Subsection 5.2.2, with q = 1, s = 1, κ = 0.1 and d = 2,
and a Fourier basis is used for the expansion; specifically we take m = 0, ρi = (k
2
1 + k
2
2)
−1
and ϕi(x, y) = 2 cos(k1pix) cos(k2piy), where we have enumerated k
2
1 + k
2
2  i. The model
is basic linear regression as described in Example 2.1; the {xj} comprise 16 points on a
uniform grid in the domain (0, 1)2, and the output data {yj} are found by perturbing {u(xj)}
with i.i.d. white noise with standard deviation 0.1. The true field is drawn from the prior
distribution. For practical implementation we truncate the series at size N ; in the experiments
we have considered various sizes. The MCMC sampling is done on the series coefficients but
at each iteration of the algorithm we also compute the approximate (due to truncation of
series) point evaluations u(xj), j ∈ Z to compute the likelihood. The two RWM algorithms
differ in the distribution of their proposal jumps. Each RWM proposal is of the form u 7→
u + βζ for some β > 0, and ζ is a centred random variable. We consider both the case
where ζ ∼ N(0, I) is Gaussian white noise, and the case where ζ is drawn from the prior
distribution. Results from this simulation experiment were shown in Figure 1.1, which clearly
shows that for wpCN and w∞-MALA algorithms these curves are stable under refinement
of the discretisation; in contrast for the RWM algorithms the curves shift with changing
discretisation and, in particular, the proposal size allowable for given acceptance probability
decreases with dimension.
We now compare the generic methodology of this paper to the methodology presented in
[44] for uniform priors. We compare with two methods that are designed to be dimension-
robust for this specific model, the reflected uniform and Gaussian random walk proposals,
referred to as RURWM and RSRWM respectively and derived in [44]. We emphasize that
the methods we promote here are agnostic to the details of the models and only require
the white noise representation of the prior. We study a version of Example 2.1 where the
noise observations are not of u but K(u), where K(u)(x) =
∑
i e
−0.1iρiζiφj(x), for x ∈ (0, 1)
and u(x) =
∑
i ρiζiφi(x); the observations are yj = K(u)(xj) + ηj , with xj ’s equally spaced
on the domain (0, 1). A uniform prior of the form (5.1) is used, with m = 2, ρi = 1/i
2 and
ϕi(x) =
√
2 cos(ipix) for each i ≥ 1. Jump size parameters are chosen such that the acceptance
rate is roughly 30% for wpCN, RURWM and RSRWM, and roughly 60% for w∞-HMC. The
true field is generated on a mesh of 212 points, and observations are corrupted with Gaussian
noise with standard deviation such that the average relative error is approximately 4%. All
methods considered sample 210 coefficients - that is, they all work on the frequency domain
and sample a very high-frequency approximation of u. Autocorrelations of the sampled ||u||,
the L2 norm of the latent function, for different numbers of observation points are shown in
Figure 5.1. With the weaker likelihood derived from 8 observations, the results demonstrate
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Figure 5.1. Autocorrelations for ||u||, the L2-norm of the latent function, for different MCMC samplers
using the convolution forward model, with 8 observations (left) and 32 observations (right).
that the wpCN and w∞-HMC algorithms behave similarly to the existing ad hoc methods.
With a stronger likelihood derived from 32 observations, we see the advantage of using the
likelihood-informed proposal of w∞-HMC.
6. Hierarchical priors. Taking into account parameter uncertainty, we now define µ0 as a
hierarchical prior disintegrated as µ0(du,dθ) = µ0(du|θ)pi0(θ)dθ, with θ a vector of parameters
that define it and where we assume that the marginal prior distribution on the parameters θ
admits Lebesgue density pi0. Note the conditional distribution µ0(du|θ) may concentrate on
different subsets of X for different θ, such as sets of functions with a specific regularity. The
target posterior is now
µy(du,dθ) ∝ exp(−Φ(u; y))µ0(du|θ)pi0(θ)dθ
and the aim is to design dimension-robust algorithms for sampling such distributions.
6.1. Robust algorithms. Joint posteriors of latent states and parameters are typically
sampled using a Metropolis-within-Gibbs algorithm that samples iteratively from the two
conditional distributions:
1. µy(du|θ) ∝ exp(−Φ(u; y))µ0(du|θ)
2. µy(θ|u) ∝ µ0(du|θ)pi0(θ).
The simulation problem in step 1 is analogous to those we have discussed in previous sections;
that in step 2 is typically a low-dimensional sampling problem that can be performed in
more or less straighforward way. The above formulation is an instance of what in Bayesian
hierarchical models is commonly called a centred algorithm or equivalently a Metropolis-
within-Gibbs algorithm based on a centred parameterisation of the model, see [30] for details
and overview.
It is well-documented that such component-wise updating schemes will mix poorly when-
ever the measures µ0(du|θ), for different θ’s, are very different, say with large total variation
distance for small perturbations of θ. In fact, in many applications where X is infinite-
dimensional these measures are mutually singular and the centred algorithm is reducible, i.e.,
it would never move from its initial values; for the first treatment of this problem see [34], for
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an overview see [30] and a theoretical analysis for linear hierarchical Gaussian inverse problems
see [2]. A generic solution to this pathology is to work with a non-centred parameterisation
of the hierarchical model, which is defined to be one under which a transformed latent state
and the parameters are a priori independent. The Metropolis-within-Gibbs algorithm that
targets the corresponding posterior is termed non-centred algorithm. The motivation behind
this parameterisation, especially for infinite-dimensional models, is the following: if the data
are not infinitely informative about u, hence a likelihood function exists, sets that have prob-
ability 1 under the prior also do under the posterior; hence if under the prior latent states
and parameters are not perfectly dependent they will also not be under the posterior and the
non-centred algorithm will be ergodic.
The developments of the previous two sections readily provide non-centred parameter-
isations of the hierarchical Bayesian inverse problem since the Gaussian white noise latent
state ξ ∼ ν0, and parameters θ defining the map u = T (ξ, θ) are a priori independent. The
likelihood thus depends on both ξ and θ and the posterior takes the form
νy(dξ,dθ) ∝ exp(−Φ(T (ξ, θ); y))ν0(dξ)pi0(θ)dθ.
By working in variables (ξ, θ) rather than (u, θ) we completely avoid lack of robustness arising
from mutual singularity, by applying Metropolis-within-Gibbs to the variables (ξ, θ) rather
than (u, θ). Furthermore, by sampling νy(dξ|θ) using a dimension-robust sampler as in the
previous section we construct an overall methodology which is dimension-robust. The method
is provided as pseudocode in Algorithm 6.1.
Algorithm 6.1 Non-centred Preconditioned Crank-Nicolson Within Gibbs
1: Fix β ∈ (0, 1]. Choose initial state (ξ(0), θ(0)) ∈ Ξ.
2: for k = 0, . . . ,K − 1 do
3: Propose ξˆ(k) = (1− β2) 12 ξ(k) + βζ(k), ζ(k) ∼ N(0, C).
4: Set ξ(k+1) = ξˆ
(k)
1 with probability
min
{
1, exp
(
Φ(T (ξ(k), θ(k)); y)− Φ(T (ξˆ(k), θ(k)); y)
)}
or else set ξ(k+1) = ξ(k).
5: Propose θˆ(k) ∼ q(θ(k), ·).
6: Set θ(k+1) = θˆ(k) with probability
min
{
1, exp
(
Φ(T (ξ(k+1), θ(k)); y)− Φ(T (ξ(k+1), θˆ(k)); y)
) q(θˆ(k), θ(k))
q(θ(k), θˆ(k))
pi0(θˆ
(k))
pi0(θ(k))
}
or else set θ(k+1) = θ(k).
7: end for
8: return {T (ξ(k), θ(k))}Kk=0.
6.2. Simulation experiments. We consider hierarchical level-set priors for two PDE in-
version problems; one is recovering the permeability field using pressure measurements and is
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described in Example 2.3, the second is a problem from medical imaging, specifically Electrical
Impedance Tomography, and it is described in detail in this section.
The permeability field we aim to recover is shown in Figure 1.2, together with the spatial
locations of the 36 points at which pressure is measured; pressure is a highly non-linear map
of the latent permeability field. Observations are corrupted by Gaussian white noise with
standard deviation 0.05, resulting in an average relative error of 7.5%. We first consider a
level set prior in which we threshold a Whittle-Mate´rn field at two levels. We then consider
two hierarchical priors in which the inverse length-scale parameter τ of the underlying Gaus-
sian field is treated as a parameter, first using an ad-hoc sampling method introduced in [17],
and then using a non-centred method as considered in this article. The method of [17] can
be considered both centred, in that it maintains correlations between the field and hyper-
parameter under the prior, and non-centred, in that the likelihood is modified to explicitly
depend on the hyperparameter in such a way that measure singularity issues are able to be
circumvented. We will hence refer to this method as semi-centred. The data is generated
using a uniform mesh of 218 points. We use the Karhunen-Loeve white noise representation,
exploiting the explicit eigenstructure for this problem, and sample 216 coefficients and return
the spatial field on a uniform mesh of the same size. We generate 2 × 105 samples, with the
first 5 × 104 discarded as burn-in when calculating means. For the non-hierarchical method
the value τ = 60 is fixed, and for both hierarchical methods τ is initialised at this value. The
level-set transformation of the posterior mean of the continuous field, spatially discretised as
discussed above, are shown in Figure 1.2(top). That arising from the non-hierarchical method
provides a fairly inaccurate reconstruction, due to the fixed length scale not matching that
of the field to be recovered. Those arising from the hierarchical methods are similar to one
another, both providing accurate reconstructions having learned appropriate length scales. In
Figure 1.2(bottom) the trace of τ is shown for both the semi- and non-centred hierarchical
methods. The semi-centred chain takes approximately 5×104 steps before τ reaches the region
of high posterior probability, whereas the non-centred chain takes approximately 200 steps.
Additionally, τ mixes worse with the semi-centred method. Thus, even though both methods
are dimension-robust, the non-centred method provides much better statistical properties for
approximately the same computational cost. Figure 1.2(bottom) also illustrates how well the
parameter τ is informed by the data, comparing the relatively flat prior density to the much
more concentrated posterior density.
We now showcase the proposed methodology on an example from medical imaging. We
consider the Electrical Impedance Tomography (EIT) problem of recovering the interior con-
ductivity of a body from voltage measurements on its boundary. Mathematically the model is
similar to Example 2.3, except measurements are made at the boundary for a variety of differ-
ent boundary conditions, rather than in the interior. Full details of the model are given in [39],
and details of the Bayesian approach are provided in [19]. We focus on the task of recovering
a binary conductivity with two distinct length scales associated with it. The observations
are comprised of voltage measurements on each of the 16 electrodes for 15 different (linearly
independent) current stimulation patterns; the top-right subfigure of Figure 6.1 shows these
values concatenated into a matrix of size 16× 15.
If we were to use a thresholded hierarchical Whittle-Mate´rn distribution as the prior,
as in the permeability example, of the article, then the assertion of a constant length-scale
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throughout the body would restrict reconstruction accuracy. For our prior we hence assume in
addition that the prior on the length-scale is itself a thresholded Whittle-Mate´rn distribution
with a fixed length-scale; effectively we have a “deep” Gaussian process prior. Such anisotropic
length-scales make sense from the SPDE characterisation (4.4) of the distributions. Such
priors have been considered without thresholding in [35]. Algorithm 6.1 assumes existence of
a Lebesgue density of the hyperparameter. This is not the case here, though the methodology
readily extends; see [16] for an explicit statement of the algorithm used. We take the true
conductivity to be a draw from the prior, so that we may also examine the ability to recover the
length-scale field. Observations are perturbed by white Gaussian noise with standard deviation
0.002, leading to a large median relative error of approximately 21%. In Figure 6.1(top) we
show the true conductivity field we wish to recover, its length-scale field, and the observed
data. Samples are generated on the square (−1, 1)2 and restricted to the domain D = B1(0);
Figure 6.1. Top: The true conductivity field (left), its associated length-scale field (middle), and the noisy
data generated from this (right). Bottom: The level-set transformation of the posterior mean of the continuous
conductivity field (left) and length-scale field (right).
this allows for some boundary effects to be ameliorated – see [36, 13] for further discussion
regarding boundary effects of this class of Gaussian random fields. Each field is sampled on a
uniform mesh of 28 × 28 points so that there are 217 unknowns in total. The forward model
is evaluated with a finite element method using the EIDORS software [1] on a mesh of 46656
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elements, with spline interpolation used to move from the sampling mesh.
We generate 4×105 samples using the non-centred pCN within Gibbs method. The wpCN
method may be used to update both fields simultaneously, however we found in practice that
a Metropolis-within-Gibbs method led to better mixing. The level-set transformation of the
posterior mean is shown in Figure 6.1(bottom); the first 1 × 105 samples are discarded as
burn-in in the calculation of these. The main features of the conductivity are recovered, and
some information about the shape of the length-scale field is evidently contained within the
data. The recovery of both fields is more accurate near to the boundary than the centre of
the domain, as is to be expected from the nature of the measurements.
7. Graph-based semi-supervised classification.
7.1. Overview. This Section illustrates the full potential of the computational method-
ology we introduce in this article and the underlying modelling framework. The primary
objective is multi-class classification of N = 10200 instances with as little supervision as
possible; we illustrate our approach on the MNIST dataset, which is available from machine
learning repositories and consists of thousands of hand-written digits. The data are in the
form of input data, which are 20 × 20 greyscale pixel intensities in {0, . . . , 255}, and output
data, which are labels from 0 to 9; 20 of the available instances are shown in Figure 7.2.
In terms of modelling we employ a hierarchical level-set prior, as detailed in Subsection 7.2
below. In our formulation the latent states are N -dimensional, where N = 10200; this is
an example where the latent state is finite-dimensional but of high dimension. In terms of
learning, we adopt a semi-supervised learning approach according to which we use labels for a
tiny fraction of the available images and build probabilistic predictions for the rest. Therefore,
although in this example all available data have been manually labelled, we use the dataset as
testground for the more realistic and common situation where obtaining the labels is costly.
We use an active learning approach to choose which data to obtain labels for by exploiting
the uncertainty quantification aspect of our modelling/inference/computational approach: we
first randomly sample 200 instances to label, then estimate labels and associated uncertainties
for the remaining instances and then obtain labels for the instances that are associated with
largest uncertainties.
7.2. Inverse problem formulation. We turn the input data into features by rescaling the
pixel intensities so that each input observation is a vector in [0, 1]400; then, as in [6] we project
the datapoints onto their first d = 50 principal components; hence each input instance xj is
a vector in [0, 1]50. The goal is to predict labels for N = 10200 instances. With each class
r = 1, . . . , 10 we associate a latent state, vr which is an N -dimensional vector; therefore for
each instance in the sample we associate 10 latent states that capture information about the
instance’s label. The mapping from latent states to labels is done using a vector level-set
transformation, discussed in Subsection 5.3,
(Sv)(x) = 1r(x;v), r(x; v) = arg max
r=1,...,10
vr(x),
where 1r is a 10-dimensional vector with 0’s except for the rth position in which it has an
1, i.e., 1r is the one-hot-encoding or the rth class. When available, the true class of the jth
DIMENSION-ROBUST MCMC SAMPLING 23
instance, yj will also be encoded in the same way, hence yj is also a 10-dimensional vector
with nine 0’s and one 1.
Our prior distribution on each vr is chosen to be Gaussian with covariance matrix that is
constructed using input-data information. We construct a graph with N vertices {xj}Nj=1, and
edge weights {wij}Ni,j=1 given by some similarity function wij = η(xi, xj) of the datapoints.
Specifically let the weights be defined as the self-tuning weights introduced in [48]. Define
L ∈ RN×N to be the symmetric normalised graph Laplacian associated with this graph, i.e.
L = I − D− 12WD− 12 where Wij = wij and D = diagi(
∑N
j=1wij). The eigenvectors and
eigenvalues of this matrix contain a priori clustering information about the input data; see
[45].
Let {λj}Nj=0 denote the (non-negative) eigenvalues of L, ordered in a increasing way, and
denote {qj}Nj=0 its corresponding eigenvectors. Given α > 0 and M ∈ N with M ≤ N , the
random variable
M∑
j=0
1
(1 + λj)α/2
ξjqj , ξj ∼ N(0, 1) i.i.d.
has law N(0, C(α,M)), where C(α,M) = PM (I + L)
−αP ∗M , and PM is the matrix of top M
eigenvectors. The sum is analogous to the Karhunen-Loe`ve expansion and defines directly the
white noise representation of a random variable with this Gaussian distribution. We use this
as a prior distribution for each vr of the unknown vector field, and take the vr’s as a priori
i.i.d.. We treat the parameters α,M hierarchically. A length-scale parameter could also be
introduced and treated hierarchically, however we found empirically that this led to a lower
classification accuracy in the mean. A non-hierarchical Bayesian approach to semi-supervised
learning with this dataset was considered in [6]. There the prior covariance was fixed as
C = L−1, working on the orthogonal complement of q0 so that the inverse is well-defined,
and binary classification was considered on subsets of images of two digits. We shift L by the
identity to provide invertibility on the entirety of RN , increasing the flexibility of the prior.
We place uniform priors U(1, 100) and U({1, 2, . . . , 100}) on the hyperparameters α and M
respectively. The choice of prior on α is made to be generally uninformative, and that on M is
such that M  N . If the input data were perfectly clustered, which means that the associated
graph defined earlier had disconnected components, the first few eigenvectors would suffice
for perfect classification even with as little as a couple of dozen labelled instances, provided
within cluster instances had the same label with high probability. This ideal is never the case
in practice, hence we wish to consider enough eigenvectors.
We use the Bayesian level-set method with likelihood given by
Φ(v; y) =
1
2γ
J∑
j=1
|(Sv)(xj)− yj |,
with γ = 10−4. This is not the vector probit likelihood, rather it is a cheap approximation.
However, it has been shown in [18] that the resulting posteriors from both choices converge
weakly to the conditioned measure
µ(dv) ∝ 1({(Sv)(xj) = yj ∀j ∈ Z ′})µ0(dv)
24 V. CHEN, M. M. DUNLOP, O. PAPASPILIPOULOS AND A. M. STUART
0 1 2 3 4 5 6 7 8 9
Labelled as
0
1
2
3
4
5
6
7
8
9
Tr
ue
 d
ig
it
Confusion matrix
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
Figure 7.1. The confusion matrix arising from the MNIST simulations
in the limit γ → 0, and for the choice γ = 10−4 inference with any of them leads to similar
results. We start by using labels for a random sample of 200 instances.
We apply Algorithm 6.1 using random walk proposals for the parameters and pCN for the
latent states, to generate 70000 samples of which we discard 20000 samples as burn-in. In
Figure 7.1 we show a classification confusion matrix; the (i, j)th entry of this represents the
percentage of images of digit i that has been classified as digit j; we set the diagonal to zero
to emphasise contrast between the off-diagonal entries. The most misclassified pairs are those
digits that can look most similar to one another, such as 4 and 9, or 3 and 8.
We introduce the measure of uncertainty associated with a data point xj as
U(xj) = 1− 10
9
∥∥E(Sv)(xj)− c∥∥22
where c = 110
∑10
r=1 1r = (1/10, . . . , 1/10) is the centre of the simplex spanned by the classes.
This is analogous to the variance of the classification in the case of binary classification as
used in [6]. The normalising factor ensures U(xj) ∈ [0, 1] for all xj . The mean value of the
uncertainty across all 10200 images is 0.135. In Figure 7.2 we show the 20 images with the
highest uncertainty value, as well as a selection of 20 images with zero uncertainty value. On
the whole, the certain images appear clearer and more ‘standard’ than the uncertain images,
as would be expected. The uncertain images depict digits that have properties such as being
sloped, cut off, or visually similar to different digits. We can use this uncertainty measure to
select an additional subset of the images to label, in an effort to decrease overall uncertainty
in the classification. We now provide labels for the 100 most uncertain images, in addition to
the original 200 images, and perform the MCMC simulations again. This could be interpreted
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Figure 7.2. The 20 most uncertain images (top) and a selection of 20 of the most certain images (bottom)
under the posterior after labelling 200 images.
Figure 7.3. Histograms illustrating the distribution of uncertainty across images as the number of labelled
datapoints is increased using human-in-the-loop learning, iteratively labelling the most uncertain points (top)
and most certain points (bottom).
as a form of human-in-the-loop learning, wherein an expert provides labels for data points
deemed most uncertain by the algorithm, an idea that has been introduced in [31]. This
reduces the mean uncertainty across all images to 0.100. As a comparison, we also consider
labeling an additional set of the 100 most certain points rather than most the uncertain points,
that is, points with U(xj) = 0; this has a lesser impact, reducing the mean uncertainty to
0.128. In more detail, in Figure 7.3 we show how the distribution of uncertainty changes
when we perform the human-in-the-loop process iteratively, both for the most uncertain and
most certain images. When the most uncertain images are labelled, the number of images
in the bin of lowest uncertainty increases significantly. In particular, the first labelling of
100 additional images increases its size by over 1000. After labelling 300 additional images,
the mean uncertainty has reduced to 0.070. On the other hand, we see that labelling the
most certain images does not change the distribution of uncertainty as much, and the mean
uncertainty has become 0.132 after labelling an additional 300 images.
8. Conclusions. The aim of this paper has been threefold. First, to introduce a plug-
and-play MCMC sampling framework for posterior inference in Bayesian inverse problems
with non-Gaussian priors. The user needs to specify the elements of the model and a white
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noise transformation. The proposed framework marries two important ideas in MCMC: non-
centred parameterisations of hierarchical models and Metropolis-Hastings algorithms defined
on infinite-dimensional spaces, such as the preconditioned Crank-Nicolson sampler. Second,
to demonstrate the success of the approach in challenging problems where we showcase the
desired robustness with respect to the dimension of the latent process, the advantages of the
method over alternative plug-and-play methods, such as random walk Metropolis algorithms,
and its comparable performance to tailored methods in models where such are available.
Third, to showcase the wide range of applications that this methodology is appropriate for
that encompasses mainstream applications in Statistics, Applied Mathematics and Machine
Learning. The sampling of the latent high-dimensional latent state relies on a single tuning
parameter. The performance of the algorithms is relatively robust to its choice, provided the
resultant acceptance probabilities are bounded away from 0 or 1. We make the case that for
dimension-robust algorithms it is hard, maybe even infeasible, to obtain optimality theory for
the choice of this tuning parameter, essentially for the same reasons why such a theory does
not exist for low-dimensional sampling problems. The article also tackles a more challenging
application where the full machinery of our methodology is employed. We cast multi-class
semi-supervised classification as a Bayesian inverse problem, and use a Gaussian hierarchical
prior for the latent variables that is informed by geometric features of the input data. We
use the proposed sampling algorithms to obtain uncertainty quantification on the labelling of
unlabelled data, which we then use to guide the choice of additional data to manually label in
an active learning fashion. We believe that this application is characteristic of the potential
of the cross-fertilization between scientific disciplines this article promotes.
Acknowledgements MMD and AMS are supported by AFOSR Grant FA9550-17-1-0185
and ONR Grant N00014-17-1-2079.
REFERENCES
[1] Andy Adler and William RB Lionheart. Uses and abuses of EIDORS: an extensible software base for
EIT. Physiological Measurement, 27(5):S25, 2006.
[2] Sergios Agapiou, Johnathan M Bardsley, Omiros Papaspiliopoulos, and Andrew M Stuart. Analysis of the
Gibbs sampler for hierarchical inverse problems. SIAM/ASA Journal on Uncertainty Quantification,
2(1):511–544, 2014.
[3] Sergios Agapiou, Martin Burger, Masoumeh Dashti, and Tapio Helin. Sparsity-promoting and edge-
preserving maximum a posteriori estimators in non-parametric Bayesian inverse problems. Inverse
Problems, 34(4):045002, 2018.
[4] Sergios Agapiou, Stig Larsson, and Andrew M Stuart. Posterior contraction rates for the Bayesian ap-
proach to linear ill-posed inverse problems. Stochastic Processes and their Applications, 123(10):3828–
3860, 2013.
[5] Sergios Agapiou, Omiros Papaspiliopoulos, Daniel Sanz-Alonso, and Andrew M Stuart. Importance
sampling: computational complexity and intrinsic dimension. Statistical Science, 2017.
[6] Andrea L Bertozzi, Xiyang Luo, Andrew M Stuart, and Konstantinos C Zygalakis. Uncertainty quan-
tification in graph-based classification of high dimensional data. SIAM/ASA Journal on Uncertainty
Quantification, 6(2):568–595, 2018.
[7] Alexandros Beskos, Mark A Girolami, Shiwei Lan, Patrick E Farrell, and Andrew M Stuart. Geometric
MCMC for infinite-dimensional inverse problems. Journal of Computational Physics, 335:327–351,
2017.
[8] Alexandros Beskos, Natesh Pillai, Gareth O Roberts, Jesus-Maria Sanz-Serna, and Andrew M Stuart.
DIMENSION-ROBUST MCMC SAMPLING 27
Optimal tuning of the hybrid Monte Carlo algorithm. Bernoulli, 19(5A):1501–1534, 2013.
[9] Alexandros Beskos, Gareth O Roberts, Andrew M Stuart, and Jochen Voss. MCMC methods for diffusion
bridges. Stochastics and Dynamics, 8(03):319–350, 2008.
[10] John M Chambers, Colin L Mallows, and BW Stuck. A method for simulating stable random variables.
Journal of the American Statistical Association, 71(354):340–344, 1976.
[11] Simon L Cotter, Gareth O Roberts, Andrew M Stuart, and David White. MCMC methods for functions:
modifying old algorithms to make them faster. Statistical Science, 28(3):424–446, 2013.
[12] Tiangang Cui, Kody JH Law, and Youssef M Marzouk. Dimension-independent likelihood-informed
MCMC. Journal of Computational Physics, 304:109–137, 2016.
[13] Yair Daon and Georg Stadler. Mitigating the influence of the boundary on PDE-based covariance oper-
ators. Inverse Problems and Imaging, 12(5):1083–1102, 2018.
[14] Masoumeh Dashti, Simon Harris, and Andrew M Stuart. Besov priors for Bayesian inverse problems.
Inverse Problems and Imaging, 6:183–200, 2012.
[15] Masoumeh Dashti and Andrew M Stuart. The Bayesian approach to inverse problems. Handbook of
Uncertainty Quantification, 2017.
[16] Matthew M Dunlop, Mark A Girolami, Andrew M Stuart, and Aretha L Teckentrup. How deep are deep
Gaussian processes? The Journal of Machine Learning Research, 19(1):2100–2145, 2018.
[17] Matthew M Dunlop, Marco A Iglesias, and Andrew M Stuart. Hierarchical Bayesian level set inversion.
Statistics and Computing, 2016.
[18] Matthew M Dunlop, Dejan Slepcˇev, Andrew M Stuart, and Matthew Thorpe. Large data and zero noise
limits of graph-based semi-supervised learning algorithms. Applied and Computational Harmonic
Analysis, to appear, 2019.
[19] Matthew M Dunlop and Andrew M Stuart. The Bayesian formulation of EIT: analysis and algorithms.
Inverse Problems and Imaging, 10:1007–1036, 2016.
[20] Huiyi Hu, Justin Sunu, and Andrea L Bertozzi. Multi-class graph Mumford-Shah model for plume
detection using the MBO scheme. Lecture Notes in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), 8932, 2015.
[21] Marco A Iglesias, Yulong Lu, and Andrew M Stuart. A Bayesian level set method for geometric inverse
problems. Interfaces and Free Boundaries, 18:181–217, 2016.
[22] Marc C Kennedy and Anthony O’Hagan. Bayesian calibration of computer models. Journal of the Royal
Statistical Society: Series B (Statistical Methodology), 63(3):425–464, 2001.
[23] BT Knapik, BT Szabo´, AW van der Vaart, and JH van Zanten. Bayes procedures for adaptive inference in
inverse problems for the white noise model. Probability Theory and Related Fields, 164(3-4):771–813,
2016.
[24] Matti Lassas, Eero Saksman, and Samuli Siltanen. Discretization-invariant Bayesian inversion and Besov
space priors. Inverse Problems and Imaging, 3(1):87–122, 2009.
[25] Kody JH Law. Proposals which speed up function-space MCMC. Journal of Computational and Applied
Mathematics, 262:127–138, 2014.
[26] Finn Lindgren, H˚avard Rue, and Johan Lindstro¨m. An explicit link between Gaussian fields and Gaussian
Markov random fields: the stochastic partial differential equation approach. Journal of the Royal
Statistical Society. Series B: Statistical Methodology, 73(4):423–498, 2011.
[27] Martina Nardon and Paolo Pianca. Simulation techniques for generalized Gaussian densities. Journal of
Statistical Computation and Simulation, 79(11):1317–1329, 2009.
[28] Stanley Osher and James A. Sethian. Fronts propagating with curvature dependent speed: algorithms
based on Hamilton-Jacobi formulations. Journal of Computational Physics, 79:12–49, 1988.
[29] Omiros Papaspiliopoulos, Yvo Pokern, Gareth O Roberts, and Andrew M Stuart. Nonparametric esti-
mation of diffusions: a differential equations approach. Biometrika, 99(3):511–531, 2012.
[30] Omiros Papaspiliopoulos, Gareth O Roberts, and Martin Sko¨ld. A general framework for the parametriza-
tion of hierarchical models. Statistical Science, pages 59–73, 2007.
[31] Yiling Qiao, Chang Shi, Chenjian Wang, Hao Li, Matt Haberland, Xiyang Luo, Andrew M Stuart, and
Andrea L Bertozzi. Uncertainty quantification for semi-supervised multi-class classification in image
processing and ego-motion analysis of body-worn videos. Proc. Electronic Imaging, 2019.
[32] Carl Edward Rasmussen and Christopher KI Williams. Gaussian processes for machine learning. the MIT
Press, 2(3):4, 2006.
28 V. CHEN, M. M. DUNLOP, O. PAPASPILIPOULOS AND A. M. STUART
[33] Gareth O Roberts and Jeffrey S Rosenthal. Optimal scaling for various Metropolis-Hastings algorithms.
Statistical science, 16(4):351–367, 2001.
[34] Gareth O Roberts and Osnat Stramer. On inference for partially observed nonlinear diffusion models
using the Metropolis–Hastings algorithm. Biometrika, 88(3):603–621, 2001.
[35] Lassi Roininen, Mark A Girolami, Sari Lasanen, and Markku Markkanen. Hyperpriors for mate´rn fields
with applications in bayesian inversion. Inverse Problems & Imaging, 13(1):1–29, 2019.
[36] Lassi Roininen, Janne MJ Huttunen, and Sari Lasanen. Whittle-Mate´rn priors for Bayesian statistical
inversion with applications in electrical impedance tomography. Inverse Problems Imaging, 8(2):561–
586, 2014.
[37] H˚avard. Rue and Leonhard Held. Gaussian Markov random fields: theory and applications. Chapman &
Hall, 2005.
[38] Fadil Santosa. A level-set approach for inverse problems involving obstacles. ESAIM, 1(January):17–33,
1996.
[39] Erkki Somersalo, Margaret Cheney, and David Isaacson. Existence and uniqueness for electrode models
for electric current computed tomography. SIAM Journal on Applied Mathematics, 52(4):1023–1040,
1992.
[40] Andrew M Stuart and Aretha L Teckentrup. Posterior consistency for Gaussian process approximations
of Bayesian posterior distributions. Mathematics of Computation, 87(310):721–753, 2018.
[41] Andrew M Stuart, Jochen Voss, Petter Wilberg, et al. Conditional path sampling of SDEs and the
Langevin MCMC method. Communications in Mathematical Sciences, 2(4):685–697, 2004.
[42] Tim J Sullivan. Well-posed Bayesian inverse problems and heavy-tailed stable quasi-Banach space priors.
Inverse Problems & Imaging, 11(5):857–874, 2017.
[43] Michalis K Titsias and Omiros Papaspiliopoulos. Auxiliary gradient-based sampling algorithms. Journal
of the Royal Statistical Society series B, to appear, 2018.
[44] Sebastian J Vollmer. Dimension-independent MCMC sampling for inverse problems with non-Gaussian
priors. SIAM/ASA Journal on Uncertainty Quantification, 3(1):535–561, 2015.
[45] Ulrike Von Luxburg. A tutorial on spectral clustering. Statistics and computing, 17(4):395–416, 2007.
[46] Grace Wahba. Spline models for observational data. SIAM, 1990.
[47] Zheng Wang, Johnathan M Bardsley, Antti Solonen, Tiangang Cui, and Youssef M Marzouk. Bayesian
inverse problems with `1 priors: A Randomize-then-Optimize approach. SIAM Journal on Scientific
Computing, 39(5):S140–S166, 2017.
[48] Lihi Zelnik-Manor and Pietro Perona. Self-tuning spectral clustering. In Advances in neural information
processing systems, pages 1601–1608, 2005.
Appendix: Constructions for white noise, transformations and gradients. This section
provides a concise description of a function space setting which allows us to interpret the
derivative of Ψ(·) required for the (conceptual) implementation of Algorithm 5.2 to sample
elements of a function space. Recall that Ψ(ξ) = Φ(T (ξ)) and that ξ is a white noise. In
order to accomodate the white noise, we introduce the scale of separable Hilbert-spaces Hτ ,
parameterized by τ ∈ R, and given by
Hτ =
{
u ∈ R∞ :
∑
j
j2τu2j <∞
}
with inner product 〈u, z〉Hτ :=
∑
j j
2τujzj . Note that H0 = `2. White noise may be viewed
as an infinite vector of i.i.d. standard Gaussians, ξj
i.i.d.∼ N(0, 1) and hence does not live in `2,
almost surely. On the other hand the identity covariance operator is trace class in Hτ for any
τ = −s with s > 1/2; in the following we fix such an s and then draws from the measure are
in H−s almost surely.
We view T : H−s → X as a bounded linear operator and Φ as a nonlinear operator
mapping X into R. The composition Ψ = Φ ◦ T is then also a nonlinear operator mapping
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H−s into R. Given a space Z, we denote L(Z, Y ) the space of linear functions from Z to Y
and L(Z,R) the dual space of Z. If Z = H−s then its dual with respect to `2 = H0 is (or
more properly may be identified with) the Hilbert space Hs.
Let Ψ′(ξ) denote the Gateaux derivative of Ψ computed at ξ. For each fixed ξ this is a
linear operator in L(H−s,R), and so may be represented by an element DΨ(ξ) ∈ Hs via the
dual pairing above; we refer to this representative as the gradient of Ψ at ξ. In Algorithm 5.2
the norm and inner-product should be interpreted as the norm in `2 and the dual pairing
between H−s and Hs respectively. These are both well-defined since since DΨ(ξ) ∈ Hs.
Note that in practice one will be provided with the derivative of Φ rather than directly
with that of Ψ, however DΨ(ξ) may be computed from the derivatives of Φ and T via the
chain rule: Ψ′(ξ) = Φ′(T (ξ)) ◦ T ′(ξ) with Φ′(T (ξ)) ∈ L(X,R) and T ′(ξ) ∈ L(H−s, X). In
terms of gradients, this may be written as DΨ(ξ) = T ′(ξ)∗DΦ(T (ξ)), where we have again
used the duality pairing to define the adjoint operator T ′(ξ)∗ so that DΨ(ξ) ∈ Hs.
As an example, consider the case T (ξ) =
∑
j
√
λjξjϕj . This is linear and hence T
′(ξ) is
independent of ξ and T ′(ξ)h =
∑
j
√
λjhjϕj . The adjoint operator T
′(ξ)∗ : X → Hs may
then be computed as (T ′(ξ)∗u)j =
√
λj〈u, ϕj〉X for each j, so that
DΨ(ξ)j =
√
λj〈DΦ(T (ξ)), ϕj〉X .
In the more general case T (ξ) = m+
∑
j ρjΛj(ξj)ϕj , we obtain
DΨ(ξ)j = ρjΛ
′
j(ξj)〈DΦ(T (ξ)), ϕj〉X .
