This paper presents a comparative study of multiobjective algorithms to solve the routing and wavelength assignment problem in optical networks. The study evaluates five computational intelligence algorithms, namely: the Firefly Algorithm, the Differential Evolutionary Algorithm, the Simulated Annealing Algorithm and two versions of the Particle Swarm Optimization algorithm. Each algorithm is assessed based on the performance provided by two different network topologies under different data traffic loads and with a different number of wavelengths available in the network. The impact of implementing wavelength conversion processes is also taken into account in this study. Simulated results show that, in general, the evaluated algorithms appropriately solve the problem in small-sized networks in which a similar performance was found. However, key differences were found when the size of the network is significant. This means that more suitable algorithms optimize the search space and the fall into local minimums is avoided.
Introduction
Optical fiber has been consolidated as the preferred means of transmission in today's high-speed and long reach data networks. There have been several reasons for this situation, firstly, the increasing growth of data traffic consumption, which is expected to continue in the forthcoming years [1] . Secondly, the optical fiber systems have reached technological maturity and so they allow optical networks to be deployed, which are capable of managing huge amounts of bandwidth while providing more functions than just point-to-point transmission. These kinds of networks are known as wavelength-routing networks; their related advantages are based on some switching and routing functions that are performed in the optical domain. These were previously performed in the network by electronics. A wavelength-routed network provides lightpaths to its clients i.e. optical connections carried end-to-end from a source node to a destination node using a wavelength on each intermediate link. Depending on the node capabilities, in some cases the lightpaths may be converted from one wavelength to another wavelength, allowing each optical channel to be spatially reused in different parts of the network. The key aspect of designing a wavelength-routing network is in the process that determines the wavelength or set of wavelengths that must be provided on each link that minimize the probability of network blocking from a given number of requests. This aspect is known as the wavelength-dimensioning problem or Routing and Wavelength Assignment (RWA) problem when the lightpath routing process is involved in the general solution of the problem.
In this context, two versions of the RWA problem can be considered. The first is called the offline RWA problem in which all the lightpaths are given at once. The solution to this form of the problem is mainly useful during network planning stages. However, when the network is operational the online RWA is a better answer, as the problem has to be solved for each lightpath at a time.
Solving this issue is not trivial. According to the computational complexity theory, the RWA problem is considered to be NP-complete; this means that it cannot be solved within a polynomial time (the required time to solve any problem by means of deterministic algorithms). For this reason, traditional methods using deterministic algorithms might not be good alternatives to solve the RWA problem. Some nondeterministic algorithms may offer acceptable results: heuristic algorithms represent an alternate solution despite their iterative behavior.
Different approaches from different perspectives have been proposed to solve the RWA problem. A first approach was based on Integer Linear Programming (ILP) in which the routing and wavelength assignment were treated separately. A description of the routing techniques using ILP is presented in [2, 3] and the methods for routing and wavelength assignation are widely discussed in [4] [5] [6] [7] [8] [9] [10] . Nevertheless, for large networks with broad traffic to transport, the ILP solutions have shown some drawbacks, more precisely the potential assignation of a number of lightpaths to a given node higher than the number of wavelengths available in the network; something that brings about network blocking. Heuristic algorithms have shown to be more efficient in solving the RWA problem than the ILP approaches; in fact, one of the most used heuristics is the Tabu search [11] . Another heuristic method widely used is Genetic Algorithms (GA). Taking this into consideration, a comparative study between the GA and the Simulated Annealing (SA) concluded that GA produced better results. Different proposals have also been found in the literature to optimize the RWA problem. One of these is based on Ant Colony (ACO) algorithms, which have been used to solve both static RWA and dynamic RWA [12, 13] . In this context, an ant-based agents approach that reduces the blocking probability to 0.33 and features a traffic load of 60 Erlangs and 8 wavelengths is presented in [14] . This paper focuses on evaluating the solution to the online RWA problem using multiobjective theory [15] . The reason for using such a paradigm is due to the necessity to solve more than one objective and it aims at finding routes that better adapt to the online requests and reduce the blocking probability when the network is operational. The targeted objectives defined in this work are summarized as follows:  Shortest number of hops: This is the problem's main objective. The shorter the number of lightpaths the fewer the network resources used.  Low number of wavelength converters: Reducing the number of wavelength converters results in both costeffective networks while improving the Signal to Noise Ratio (SNR).
 Average number of available wavelengths along the path:
This aims at assuring that the algorithm evenly uses all the nodes in the network, avoiding the overload of specific nodes.  Shortest physical path: This aims at reducing the cumulative delays of the lightpath. In order to assess the multiobjective optimization algorithms, an initial solution to the RWA problem that consists of 30 random paths, the objective of which is to produce a significant amount of potential solutions in order to generate the Pareto front, is carried out. The algorithm to set up the initial paths is based on the work described in [16] , [17] . In this paper, the evaluation of five algorithms based on multiobjective computational intelligence used to solve the RWA problem is presented. The performance of the Firefly Algorithm (FA) [18] , the Differential Evolutionary Algorithm (DEA) [19] , the Simulated Annealing Algorithm (SAA) [20] and two modifications of the Particle Swarm Optimization (PSO) algorithm [21] [22] [23] [24] will be evaluated by varying the number of available wavelengths in the network and the amount of nodes featuring wavelength conversion in two different network topologies.
Multiobjective optimization algorithms
This section presents the multiobjective computational intelligence algorithms that were considered in the comparative study, namely: FA, DEA, SAA and PSO.
Firefly Algorithm (FA)
The firefly algorithm is based on the behavior and characteristics of the fireflies. A firefly uses a luminescent flash pattern to attract other fireflies. The higher the luminescence the firefly exposes, the stronger the attraction. The algorithm modifies the initial worst solutions (the worst paths in our context) to bring them closer to the individuals that perform a better solution i.e. individuals belonging to the Pareto front. Table 1 shows the pseudocode used for modeling the FA approach. 
Differential Evolutionary Algorithm (DEA)
The genetic algorithms have been widely used to solve the RWA problem due to their relative ease in being implemented. In this work we propose a modification of the secondgeneration evolutionary algorithm called the Differential Evolutionary Algorithm [25] . The proposed adaptation aims at finding solutions following a multiobjective based operation in order to improve the performance of the solutions for the online version of the RWA problem. DEA is a modification of the traditional evolutionary algorithm that keeps a population of candidate solutions. Then, recombination and mutation procedures applied to these solutions produce new individuals to be chosen according to a performance function. In this work the initial population corresponds to the random lightpaths that generate the Pareto front, i.e. the performance function. The mutant population is generated by randomly taking groups of three individuals following the well-known Rand/1/bin variant [25, 26] . From these recombined individuals, only those who represent valid lightpaths within the network are chosen. The generation of a new population is accomplished by comparing each recombined individual and the parent population; those individuals who dominate (parent or recombined individual) are chosen to be part of the Pareto front. This procedure guarantees that every new population generated is better than the previous one. The pseudocode defined for the DEA is shown in Table 2 .
Particle Swarm Optimization (PSO)
The PSO algorithm is based on the behavior of bees when they look for areas with a significant amount of pollen [21] . Each particle (bee) carries out a search and memorizes the best location they found, i.e. they remember the best solution they have discovered. In addition, each particle commits to memory the best solution provided by k amount of informers that they are connected to. The model is called lbest for low values of k and gbest for values of k as high as the swarm size. Both models were evaluated in this work, k=5 was used in the context of lbest (low number of particles with the basic amount of informers to carry out an efficient search), whereas k=30 was used to model gbest (each particle has as informers the remaining particles). Also, in the context of the proposed multiobjective algorithm, Vi is the velocity of the particle Xi, Pi is the best solution found by Xi and Gi is the best solution found by the swarm. The pseudocode to model the PSO algorithm is shown in Table 3 .
Simulated Annealing Algorithm (SAA)
The simulated annealing algorithm is inspired by the annealing process of steel and ceramics in which the physical properties of the material is modified through heating (atoms increase its energy) and there is a subsequent controlled slow cooling processes (higher probabilities to re-crystallize in configurations featuring a lower energy than that featured at the beginning of the process). This procedure leads to a slow decrease in the probability of accepting worse solutions as it explores the solution space. For the sake of proposing an approach that follows multiobjective theory, random solutions are used instead of neighbor solutions. These solutions will be constantly compared with the initial results in order to expand the search space during the cooling process.
The SAA works on every one of the 30 initial lightpaths, i.e. each lightpath is compared with 30 different paths that are generated in the same way as the initial solution at every moment during the cooling process. If a solution generated in a given iteration is better than the initial, then the lightpath is updated, otherwise a probability is assigned for the particular lightpath to be chosen. The pseudocode for SAA is shown in Table 4 . 
Topology and traffic characteristics
In order to evaluate the proposed optimization algorithms, the conducted simulations were performed based on the topology characteristics of the National Science Foundation [27] . The significant differences in the number of nodes and links allow a more comprehensive understanding of the capabilities and performances of the evaluated algorithms. Fig. 1 shows the topology of the two networks considered in this work.
The evaluation of the algorithms is based on the normalized traffic load that is present in the networks. The normalized load in Erlangs is given by:
Where T is the average time during which a given lightpath is active in the network, N is the initial number of nodes that generate traffic and λ total is the average number of requests per unit of time that depends on the average number of requests from the initial node n (λ n ) as follows:
In the context of this work, the online traffic is defined following a Poisson distribution such as that seen in [13, 18, 28, 29] . Thus, the probability that k requests per unit time generated using λ n is:
Once the number of requests per unit of time is chosen, the destination nodes are selected following a uniform distribution. Each request must state the amount of time for which it will be active. In this work an exponential distribution with a mean T of 50 seconds was used.
Where T is defined by:
Experimental results
Once the network topology and the data traffic are defined, the modeled algorithms are contrasted based on the capacity of the network to perform wavelength conversion. With this feature, a lightpath may be set up in such a way that several wavelengths are used along the path, which, in turn, provides flexibility to the network as the probability to set up such a lightpath is increased. The simulations conducted involved configurations in both network topologies featuring Full Wavelength Conversion (FWC), Limited Wavelength Conversion (LWC) and No Wavelength Conversion (NWC). FWC implies that all the nodes in the network have the capability to perform wavelength conversion while in LWC only some nodes have such capacity. NWC means that wavelength conversion processes are not performed in the network. The number of wavelengths available in the network was 8, 16 and 32 respectively, with traffic loads ranging from 0.28 to 0.83. The availability of optical channels is examined for the FWC, LWC and NWC configurations in the NSF Network. Performance results for the evaluated algorithms are shown in Fig. 2, 3, and 4 respectively. Fig. 2 shows the blocking probability as a function of the normalized load for the 8 wavelengths available on the network. Note that at high traffic loads, NWC leads to roughly 57% of blocking probability, whereas FWC derives approximately 42%. Overall, for 8 wavelength channels, the blocking probability is improved by 15% when the load is high (>0.8), 20% for medium traffic loads (0.5) and 13% for lost traffic loads (<0.3). As can be seen, the highest improvement is obtained in the medium zone, i.e. when the channel operates at half of its capacity. Low traffic loads lead to few inputs for the algorithms to find the best solution while the high traffic demand featured at high loads does not allow the algorithms to find an appropriate solution within the short time interval of each request. As far as the behavior of the evaluated algorithms is concerned, negligible differences between them were found in the FWC configuration. For NWC and LWC, the DEA and SAA respectively had a lower performance in comparison with the remaining algorithms.
When the networks incorporate 16 wavelengths, the blocking performance is improved, as can be seen in Fig. 3 . Note that at high traffic load for NWC, the blocking probability is reduced to 28% (this is 29% less than the value obtained with 8 wavelengths).
It was also found that for medium to low traffic loads, the blocking probability is very low (less than 5%), while for medium to high loads the LWC and FWC configurations led to blocking probabilities that were lower than 12%. These had negligible differences between the evaluated algorithms in FWC. In this context, despite minimum differences in the obtained results, the algorithm that derived the lower performance was the SAA, while the best performance was Fig. 4 . While the LWC and FWC led to no blocking events, the NWC presented values as low as 0.35% at high traffic loads. Again, the SAA was the one with the lower performance. Table 5 summarizes the blocking probability featured by the algorithms studied in low, medium and high traffic loads under NWC, LWC and FWC schemes with 8, 16 and 32 wavelengths.
As mentioned above, the algorithms were also evaluated in the topology characteristics of the NTT network. In order to give a comparative framework, the evaluation undertaken followed the same procedures and configuration that was accomplished in the NSF network. Fig. 5 shows the results for 8 wavelengths. Note that the fact of having more nodes and more links makes the NWC, LWC and FWC results more uniform, resulting in a rough average difference of 10% between the NWC and FWC configurations. Note that SAA presents a significantly different performance compared with the other algorithms, mainly for the NWC and LWC. It should be pointed out that for the LWC configuration, SAA has a similar performance to the FA in the NWC configuration. This fact demonstrates that SAA needs more network resources to offer functionalities similar to the remaining algorithms when the size of the network is significant. Also, note that blocking events appear for low traffic loads. This is caused by a low number of resources (wavelength channels) available in the moment of setting up the lightpaths. The blocking probability when the network uses 16 wavelengths is shown in Fig. 6 . With this arrangement, the low performance of SAA in NWC, LWC and FWC configurations is more noticeable. Also, the blocking probability for a low traffic load falls to zero and the FWC leads to uniform behavior of the evaluated algorithms. A reduction of 17% for the blocking probability at high traffic loads (>0.8) in comparison to the NWC performance results was found. This comparative study, a significant number of wavelength resources in networks with a substantial number of nodes and links are shown in Fig. 7 . Primarily, negligible differences were found in the LWC and FWC for all the evaluated algorithms except SAA. This showed the lowest performance, being up to an 8% less efficient for LWC configuration, PSO lbest is consistent and had a good performance. The blocking probability is, in general, reduced to values lower than 4% for LWC at high traffic load and nearly to zero for FWC configuration. Besides SAA, all the algorithms present no blocking from medium to low traffic loads in both LWC and FWC.
In order to make the outcomes clearer, Table 6 summarizes the blocking probability featured by the studied 
Conclusions
Five heuristic algorithms based on multiobjective optimization were described and evaluated in this paper. The algorithms allow the problem of wavelength and routing assignment in optical networks to be solved from a dynamic behavior perspective. Each one of the evaluated algorithms offered positive results f to minimize, for example, the distance between nodes, number of hopes and availability of wavelength channels. These were taken into account simultaneously in order to provide a closer approximation to the operation of a real network. The algorithms were evaluated based on the traffic load presented in the network, thus, normalized loads from 0.28 to 0.83 were set up by changing the mean time duration of each lightpath. In general, the multiobjective nature of the evaluated algorithms appropriately solved the RWA problem, and similar results were found in all cases. However, the best results were given by the PSO lbest as each one of the six swarms used in the configuration carry out searches all over the optimization space. This fact avoided that the potential routes that could be chosen were not blocked or held back in a local minimum.
The available number of wavelengths, along with the capability of wavelength conversion, is an important feature to be implemented in optical networks. This feature allows the significant reduction of network blocking by reusing optical channels all along the end-to-end path. The wavelength conversion process allows the network control and management subsystem of the optical networks to be more adaptive to traffic changes while supporting better high data traffic loads.
