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Zusammenfassung
Das Ziel der Dissertation ist eine theoretische Analyse des operativen Betriebs regene-
rativer Energiesysteme in einer stochastischen Umwelt. Von besonderem Interesse sind
hierbei Energiesysteme, die neben einer stochastischen Stromerzeugungscharakteristik,
wie sie bspw. bei Wind- oder Photovoltaikanlagen u¨blich ist, auch einen Energiespeicher
aufweisen. Hierzu werden drei Modelle unterschiedlicher Energiesystemkonfigurationen
als Markovsche Entscheidungsprozesse formuliert und bezu¨glich der Struktur gewinnop-
timaler Betriebsstrategien mit dem Ziel eines reduzierten Lo¨sungsaufwands untersucht.
Im ersten Modell wird ein Energiesystem bestehend aus zwei Kraftwerken und einem
Energiespeicher betrachtet. Die Stromerzeugung eines der beiden Kraftwerke wird als
stochastisch angesehen, wobei sich das andere durch eine gute Regelbarkeit auszeich-
nen soll. Gesteuert wird das System dabei durch Ein- bzw. Ausspeicheraktionen von
elektrischer Energie in bzw. aus dem Energiespeicher. Erweiternde Betrachtungen die-
ses Modells beinhalten daru¨ber hinaus weitere stochastische Einflussgro¨ßen, wie z.B.
stochastische Energiepreise, stochastische Nachfrage, stochastische Stromerzeugung. Im
zweiten Modell betrachten wir ebenfalls ein Energiesystem, welches aus zwei Kraftwer-
ken sowie einem Energiespeicher besteht. Im Gegensatz zum ersten Modell weisen nun
beide Kraftwerke einen stochastischen Stromoutput auf und sollen dabei vom Anlagen-
betreiber simultan gesteuert werden. Bei der Untersuchung optimaler Betriebsstrategien
verwenden wir das KonzeptM ♮-konkaver Funktionen, welches in dieser Form bisher noch
nicht im Bereich der dynamischen Optimierung eingesetzt wurde. Im dritten Modell wird
ein Energiesystem bestehend aus einem Kraftwerk mit stochastischer Stromerzeugungs-
charakteristik sowie einem Energiespeicher betrachtet, wobei zusa¨tzlich die Effekte eines
Day-ahead-Markts fu¨r elektrische Energie beru¨cksichtigt werden. Dem Betreiber der An-
lage bietet sich nun die Mo¨glichkeit Energie entweder im Voraus am Day-ahead-Markt
anzubieten oder aber den Intraday-Handel zur Vermarktung seiner Energie zu nutzen.
Zur Untersuchung der Struktur optimaler Strategien in diesem Fall findet das im Bereich
der dynamischen Optimierung neuartige Konzept L♮-konkaver Funktionen Anwendung.
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Kapitel 1
Einleitung
Die weltweite Versorgung der Menschheit mit elektrischer Energie und anderen Formen
der Nutzenergie wurde bislang u¨berwiegend durch den Einsatz fossiler Energietra¨ger ge-
deckt.1 Durch das globale Bevo¨lkerungswachstum und die zunehmende Technisierung in
den vergangenen Jahrzehnten hat der weltweite Prima¨renergiebedarf und damit auch die
mit klassischen Methoden der Energiewandlung in thermischen Kraftwerken einherge-
henden Emissionen umweltscha¨digender Substanzen erheblich zugenommen. Die Inter-
nationale Energieagentur (IEA) geht daru¨ber hinaus in ihrem ja¨hrlich erscheinenden Be-
richt (
”
World Energy Outlook“) von einer weiteren Zunahme des Prima¨renergiebedarfs
um ein Drittel bis zum Jahre 2035 aus.2 So lag der weltweite Prima¨renergiebedarf im
Jahr 2000 bei ca. 10.097 Mtoe (Megatonne O¨leinheiten) und wuchs bis zum Jahr 2010
auf 12.730 Mtoe, wobei ein weiterer Anstieg bis zum Jahr 2035 auf 17.197 Mtoe gema¨ß
des
”
New Policies“-Szenarios erwartet wird. Ebenso wird jedoch erwartet, dass der An-
teil erneuerbarer Energietra¨ger am weltweiten Prima¨renergiemix zunimmt und somit
ein Ru¨ckgang des Anteils fossiler Energietra¨ger auf ca. 75% die Folge ist (vgl. Inter-
national Energy Agency (2012, S. 51)). In Tabelle 1.1 sind die zuvor genannten Daten
sowie die erwartete Zusammensetzung des weltweiten Prima¨renergiemixes u¨bersichtlich
zusammengefasst.
Ein besonderer Nachfrageschub ging in den vergangenen Jahren vom asiatischen Raum
aus, wobei insbesondere der stetig steigende Energiebedarf Chinas, Indiens sowie des
1Beispielsweise betrug im Jahr 2010 der Anteil fossiler Energietra¨ger am globalen Prima¨renergiemix
81% (vgl. International Energy Agency (2012, S. 51)).
2Die Grundlage fu¨r diese Prognose bildet das von der IEA als am wahrscheinlichsten angenommene
”
New Policies“-Szenario (vgl. International Energy Agency (2012, S. 50)).
1
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Prognose
Jahr 1990 2010 2020 2030 2035 2010-35∗
Kohle in Mtoe 2.231 3.474 4.082 4.180 4.218 0,8%
O¨l in Mtoe 3.230 4.113 4.457 4.578 4.656 0,5%
Gas in Mtoe 1.668 2.740 3.266 3.820 4.106 1,6%
Nuklear in Mtoe 526 719 898 1.073 1.138 1,9%
Wasser in Mtoe 184 295 388 458 488 2,0%
Biomasse in Mtoe 903 1.277 1.532 1.755 1.881 1,6%
Andere erneuerbare
Energietra¨ger
in Mtoe 36 112 299 554 710 7,7%
Gesamt in Mtoe 8.779 12.730 14.922 16.417 17.197 1,2%
*: durchschnittliche ja¨hrliche Wachstumsrate
Tabelle 1.1: Entwicklung des weltweiten Prima¨renergiebedarfs nach Energietra¨gern ba-
sierend auf dem
”
New Policies“-Szenario (nach International Energy Agency
(2012, S. 51)).
mittleren Ostens ein wesentlicher Treiber fu¨r die Entwicklung der weltweiten Nachfra-
ge nach Prima¨renergie darstellt und gema¨ß der Prognosen der IEA auch in Zukunft
darstellen wird (vgl. International Energy Agency (2012, S. 23)). Im Gegensatz dazu
bewegt sich der Prima¨renergiebedarf vieler Industrienationen wie Deutschland in den
letzten Jahren eher auf konstantem Niveau bzw. entwickelt sich leicht ru¨ckla¨ufig. Gru¨nde
hierfu¨r liegen beispielsweise in den Bestrebungen der Regierungen Anreize fu¨r die Um-
setzung von Energieeffizienzmaßnahmen, die darauf abzielen wirtschaftlicher mit den
gegebenen Prima¨renergietra¨gern umzugehen, zu schaffen (vgl. Heuck et al. (2010, S. 2)).
Insgesamt prognostiziert die IEA mittelfristig auch global eine abnehmende Dynamik
in der Entwicklung des Prima¨renergiebedarfs. Als Gru¨nde sind hier ebenfalls Energie-
effizienzmaßnahmen, aber auch die als steigend angenommenen Energiepreise, welche
die Nachfrage nach Energie da¨mpfen, zu nennen. So geht nicht nur die IEA davon aus,
dass ein Anstieg der Energiepreise in den na¨chsten Jahrzehnten sehr wahrscheinlich ist,
sondern beispielsweise auch die EU in ihrem
”
Energiefahrplan 2050“. In diesem wird
szenariou¨bergreifend ein Anstieg der Energiepreise bis zum Jahr 2030 prognostiziert,
wobei ein weiterer Anstieg u¨ber dieses Jahr hinaus lediglich in einem der untersuchten
Szenarien vorausgesagt wird (vgl. Europa¨ische Kommission (2011)).
Im Vergleich zur weltweiten Prima¨renergiebedarf wird davon ausgegangen, dass die
Nachfrage nach elektrischer Energie in den na¨chsten Jahren und Jahrzehnten erheblich
2
Prognose
Jahr 1990 2010 2020 2035
Fossile Energietra¨ger∗ in TWh 7.490 14.446 17.793 20.929
Nuklear in TWh 2.013 2.756 3.443 4.366
Wasser in TWh 2.144 3.431 4.513 5.677
Andere erneuerbare Energietra¨ger in TWh 173 775 2.486 5.665
Gesamt in TWh 11.819 21.408 28.235 36.637
*: Entha¨lt Kohle, Gas und O¨l als Energietra¨ger
Tabelle 1.2: Entwicklung der weltweit installierten Kraftwerksleistung nach Energie-
tra¨gern basierend auf dem
”
New Policies“-Szenario (nach International
Energy Agency (2012, S. 182)).
sta¨rker wa¨chst (vgl. International Energy Agency (2012, S. 180 ff.) oder auch Europa¨ische
Kommission (2011)). So steht im
”
New Policies“-Szenario der IEA ein Wachstum des
Prima¨renergiebedarfs von ca. 30 % einem Wachstum der Stromnachfrage von 70% in
den Jahren zwischen 2010 und 2035 gegenu¨ber. Diese Entwicklung beschra¨nkt sich da-
bei nicht nur auf Schwellen- und Entwicklungsla¨nder, sondern ebenfalls auf die oftmals
durch einen stagnierenden Prima¨renergiebedarf charakterisierten Industrienationen (vgl.
Heuck et al. (2010, S. 2); International Energy Agency (2012, S. 180 ff.); Europa¨ische
Kommission (2011)). Allerdings wird auch hier davon ausgegangen, dass La¨nder wie
China oder Indien in besonderem Maße zur globalen Entwicklung des Bedarfs an elek-
trischer Energie beitragen werden. So hat China im Jahr 2011 die USA als das Land mit
der gro¨ßten Nachfrage nach elektrischer Energie abgelo¨st (vgl. Zhou u. Teng (2013, S.
394)). Gru¨nde fu¨r den steigenden Strombedarf sind unter anderem die Elektrifizierung
von Gebieten, die bisher keinen Zugang zu elektrischer Energie hatten, das Wachstum
der Weltbevo¨lkerung, aber auch Entwicklungen in der Informationstechnologie bzw. im
Bereich der Elektromobilita¨t (vgl. Pforte (2010, S. 13), oder auch International Energy
Agency (2012, S. 181)). Parallel zum erla¨uterten Anstieg der Nachfrage nach elektrischer
Energie wird ein erheblicher Ausbau der weltweit installierten Kraftwerksleistung pro-
gnostiziert, um die Stromnachfrage zu befriedigen. Die Erwartungen der IEA bezu¨glich
der Entwicklung der installierten Kraftwerksleistung ist in Tabelle 1.2 zusammengefasst.
Aus Tabelle 1.2 wird ersichtlich, dass fu¨r die kommenden Jahre die Verwendung er-
neuerbarer Energiequellen zur Stromerzeugung erheblich zunehmen wird. Gru¨nde hierfu¨r
sind unter anderem staatliche Programme, insbesondere in Industrienationen zur Fo¨rder-
ung dieser Technologien, die im Vergleich zu Kraftwerkstechnologien, die auf fossilen
3
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Energietra¨gern basieren, einige Vorteile aufweisen. So gelten die Energietra¨ger, die von
erneuerbaren Energiesystemen zur Erzeugung elektrischer Energie genutzt werden, als
praktisch unerscho¨pflich (vgl. hierzu die Ausfu¨hrungen in Kapitel 2). Im Gegensatz dazu
sind fossile Energietra¨ger wie O¨l, Gas oder Kohle derzeit zwar noch in ausreichendem
Maße verfu¨gbar, aber mittel- bis langfristig werden sich die verfu¨gbaren Ressourcen
erscho¨pfen. Des Weiteren gelten Systeme zur Erzeugung elektrischer Energie aus er-
neuerbaren Quellen als umweltschonender als konventionelle, auf fossilen Energietra¨gern
basierende Kraftwerke. So weisen erneuerbare Energiesysteme je nach Technologie in der
Regel nur geringe Emissionen von Treibhausgasen wie CO2, und Schadstoffen auf.
3
Allerdings ist eine Erho¨hung des Anteils erneuerbarer Energiesysteme, wie sie in vielen
Staaten durch Gesetzesinitiativen, wie z.B. dem Erneuerbare-Energien-Gesetz (EEG) in
Deutschland, vorangetrieben wird, nicht unproblematisch. So sind viele Technologien,
die auf erneuerbaren Energiequellen basieren und der Stromerzeugung dienen, inter-
mittierender Natur. Beispiele hierfu¨r sind Windenergie- und Photovoltaikanlagen, bei
denen die Stromerzeugung von der aktuellen Windgeschwindigkeit bzw. der aktuellen
Sonneneinstrahlung abha¨ngt. Dies ist kritisch fu¨r die Netzstabilita¨t, da hier zu jedem
Zeitpunkt das Stromangebot der Stromnachfrage entsprechen muss und somit vom Netz-
betreiber zum einen die Stromerzeugung und zum anderen die Stromnachfrage fu¨r einen
bestimmten Zeitraum im Voraus prognostiziert werden muss. Dies gestaltet sich mit kon-
ventionellen thermischen Kraftwerken relativ einfach, ist jedoch bei intermittierenden
Stromerzeugungstechnologien eine Herausforderung. Eine Mo¨glichkeit mit dieser Her-
ausforderung umzugehen, liegt im versta¨rkten Einsatz gut regelbarer Spitzenlastkraft-
werke, die als Reserve im Netz vorgehalten und im Falle einer geringeren Einspeisung
elektrischer Energie zugeschaltet werden (vgl. die Ausfu¨hrungen in Kapitel 2.1.5). Eine
weitere Mo¨glichkeit ist der Einsatz von Energiespeichern, die fu¨r einen Ausgleich zwi-
schen Angebot und Nachfrage im Netz sorgen ko¨nnen. Problematisch beim großfla¨chigen
Einsatz von Energiespeichern sind die in der Regel sehr hohen Kosten bzw. das Feh-
len geeigneter Standorte fu¨r die Speichersysteme. So ist in Deutschland beispielsweise
aufgrund geographischer Gegebenheiten der Bau weiterer Pumpspeicherkraftwerke in
Ermangelung geeigneter Standorte nur in sehr begrenztem Maße mo¨glich (vgl. Kapitel
3Tatsa¨chlich emittieren beispielsweise Wind- und Photovoltaikanlagen wa¨hrend des Betriebs kei-
ne Treibhausgase und auch keine Schadstoffe, allerdings gilt es zu beachten, dass bei der Ferti-
gung/Entsorgung durchaus Treibhausgasemissionen bzw. auch andere scha¨dliche Substanzen anfal-
len ko¨nnen.
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1.1 Ziel dieser Arbeit
2.2). Umso wichtiger ist es, bestehende Speichersysteme optimal unter Beru¨cksichtigung
der Effekte erneuerbarer Energiesysteme zu nutzen. Die vorliegende Arbeit leistet hierzu
einen wichtigen Beitrag, indem Modelle fu¨r unterschiedliche Konfigurationen regenerati-
ver Energiesysteme samt Speichereinrichtung entwickelt und optimale Betriebsstrategien
fu¨r diese abgeleitet werden.
1.1 Ziel dieser Arbeit
In der vorliegenden Arbeit bescha¨ftigen wir uns mit der optimalen Steuerung regenerati-
ver Energiesysteme mit intermittierender Stromerzeugungscharakteristik in Kombinati-
on mit Energiespeichern. Wir legen dabei unseren Fokus auf die Optimierung eines beste-
henden Systems, d.h. sowohl das regenerative Energiesystem bestehend aus einem oder
mehreren Generatoren, als auch der Energiespeicher sind gegeben und nicht Teil unserer
Optimierungsbestrebungen. Weiter konzentrieren wir uns auf den kurzfristigen Betrieb
der betrachteten Anlagen, d.h. unsere Analysen bewegen sich eher auf der operativen-
als auf der strategischen Ebene.
Das Ziel dieser Arbeit ist es nun verschiedene Konfigurationen des Energiesystems zu
modellieren und gewinnoptimale Strategien fu¨r den Betrieb des betrachteten Systems
unter Beru¨cksichtigung stochastischer Einflu¨sse abzuleiten. Des Weiteren sollen Struk-
turaussagen bezu¨glich der optimalen Strategien hergeleitet werden, die in der Praxis
dazu genutzt werden ko¨nnen, den numerischen Aufwand fu¨r die Bestimmung optimaler
Strategien erheblich zu reduzieren.
Im ersten Modell betrachten wir ein regeneratives Energiesystem bestehend aus zwei
Kraftwerken zur Erzeugung elektrischer Energie sowie einem Energiespeicher. Die er-
zeugte elektrische Energie eines der Kraftwerke wird als zufa¨llig angenommen, sodass
die Modellierung insbesondere geeignet ist, um beispielsweise Wind- oder Photovoltaik-
anlagen abzubilden. Das zweite Kraftwerk soll gut regelbar sein, um auf die Leistungs-
schwankungen des ersten Kraftwerks reagieren zu ko¨nnen. Zusa¨tzlich steht ein Energie-
speicher zur Verfu¨gung, der genutzt werden kann, um elektrische Energie zu speichern,
wobei die Konversionsverluste des Speichers beachtet werden mu¨ssen. Der Betreiber der
Anlage hat nun die Aufgabe eine gegebene Stromnachfrage unter Nutzung der beiden
Kraftwerke sowie des Energiespeichers gewinnoptimal zu befriedigen.
Im zweiten Modell betrachten wir ebenfalls ein regeneratives Energiesystem, welches,
5
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wie zuvor beim ersten Modell, aus zwei Kraftwerken und einem Energiespeicher besteht.
Im Gegensatz zum ersten Modell wird angenommen, dass die von beiden Kraftwer-
ken erzeugte elektrische Energie stochastischen Schwankungen unterworfen ist. Da sich
der Standort der beiden Kraftwerke in unterschiedlicher Entfernung zum Energiespei-
cher befinden kann, ist es mo¨glich, dass Leitungsverluste in unterschiedlicher Ho¨he fu¨r
die Durchleitung elektrischer Energie bis zum Energiespeicher entstehen, was in der
Modellierung entsprechend beru¨cksichtigt wird. Der Betreiber der Anlage ist wieder-
um bestrebt seinen Gewinn durch optimale Nutzung der beiden Kraftwerke sowie des
Energiespeichers zu maximieren.
Im dritten Modell betrachten wir ein Energiesystem bestehend aus einem Kraftwerk
sowie einem Energiespeicher. Im Gegensatz zu den vorherigen beiden Modellen betrach-
ten wir zusa¨tzlich Effekte des Day-ahead-Markts fu¨r elektrische Energie. Das bedeutet,
dass der Betreiber der Anlage im Voraus entscheiden muss, wie viel elektrische Ener-
gie er auf der na¨chsten Zeitstufe vera¨ußern mo¨chte, wobei auch hier der Energieoutput
des Kraftwerks als stochastische Gro¨ße aufgefasst wird. Ebenso wie zuvor gilt es, die
gewinnoptimalen Betriebsstrategien fu¨r die betrachtete Anlage zu ermitteln.
Alle soeben erla¨uterten Optimierungsprobleme sind als Markovsche Entscheidungspro-
zesse formuliert, wobei wir fu¨r jedes der erla¨uterten Modelle Strukturaussagen bezu¨glich
der optimalen Strategien ermitteln. Fu¨r die Herleitung der Strukturaussagen verwenden
wir in den beiden letzten Modellen die Konzepte der M ♮- bzw. L♮-Konvexita¨t, die in
dieser Form bisher noch nicht in der dynamischen Optimierung eingesetzt wurden und
es uns ermo¨glichen, effiziente Algorithmen zur Lo¨sung der gegebenen Problemstellung
zu entwickeln.
1.2 Aufbau der Arbeit
In Kapitel 2 soll zuna¨chst ein U¨berblick u¨ber die Grundzu¨ge der elektrischen Energie-
versorgung gegeben werden, da dies notwendig fu¨r das Versta¨ndnis der Modelle, die in
den weiteren Kapiteln vorgestellt werden, ist.
In Kapitel 3 sollen die fu¨r diese Arbeit relevanten mathematischen Grundlagen skiz-
ziert werden. Da alle drei Modelle als Markovsche Entscheidungsprozesse formuliert sind,
fu¨hren wir diese in Kapitel 3 ein. Des Weiteren beno¨tigen wir fu¨r unsere Strukturaussa-
gen einige Konvexita¨tsbegriffe fu¨r Funktionen mit diskretem Definitionsbereich, weshalb
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wir einige fu¨r uns relevante Konzepte wie L♮- und M ♮-konvexe Funktionen einfu¨hren.
Anschließend soll in Kapitel 4 fu¨r die vorliegende Arbeit relevante Literatur vorgestellt
werden. Dabei wird insbesondere auf Literatur zur Optimierung von Energiesystemen,
aber auch auf Vero¨ffentlichungen zu Problemstellungen aus anderen Gebieten, die jedoch
von Bedeutung fu¨r die vorliegende Arbeit sind, eingegangen.
In Kapitel 5 soll das erste der in Abschnitt 1.1 kurz erla¨uterten Modelle vorgestellt
werden. Dazu wird zuna¨chst eine kurze Beschreibung der zugrundeliegenden Situation
und anschließend eine mathematische Formulierung des Modells gegeben. Im Anschluss
folgen Strukturaussagen bezu¨glich der optimalen Strategien, jeweils fu¨r Situationen mit
endlichem und unendlichem Planungshorizont. Zum Abschluss dieses Kapitels erfolgt
eine Erweiterung des Grundmodells um weitere stochastische Einflussgro¨ßen und die
Ableitung von Strukturaussagen fu¨r dieses erweiterte Modell.
In Kapitel 6 stellen wir das zweite der in Abschnitt 1.1 erla¨uterten Modelle vor. Der
Aufbau dieses Kapitels ist dabei a¨hnlich wie in Kapitel 5, d.h. nach einer Beschreibung
der Ausgangssituation formulieren wir das Problem als Markovschen Entscheidungspro-
zess und zeigen anschließend einige Strukturaussagen.
In Kapitel 7 soll das letzte der in Abschnitt 1.1 erwa¨hnten Modelle vorgestellt werden,
wobei wir ebenso wie in den beiden vorhergehenden Kapiteln zuna¨chst die Situation be-
schreiben und im Anschluss eine mathematische Formulierung des Modells vornehmen.
Abschließend werden analog wie in den beiden Kapiteln zuvor Strukturaussagen herge-
leitet.
Wir beschließen die Arbeit mit Kapitel 8, indem wir unsere Ergebnisse zusammenfas-
sen. Des Weiteren geben wir einen Ausblick auf weiteren Forschungsbedarf im Zusam-
menhang mit unseren vorgestellten Modellen.
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Kapitel 2
Grundzu¨ge der elektrischen
Energieversorgung
In diesem Kapitel werden grundlegende Prinzipien der elektrischen Energieversorgung
mit Fokus auf regenerative Energiesysteme vorgestellt, da diese Grundlagen wichtig im
Hinblick auf das Versta¨ndnis der in den weiteren Kapiteln vorgestellten Modelle sind.
Gema¨ß Busch (2006, S. 301) ko¨nnen die Erzeugung, U¨bertragung und Verteilung
elektrischer Energie als die drei Hauptkomponenten der elektrischen Energieversorgung
identifiziert werden, wobei die Speicherung elektrischer Energie als eine weitere wichtige
Komponente in den letzten Jahren erheblich an Bedeutung gewonnen hat.
Zu Beginn des Kapitels widmen wir uns daher zuna¨chst der ersten Hauptaufgabe
der elektrischen Energieversorgung, na¨mlich der Erzeugung elektrischer Energie. Wie
bereits angedeutet, soll insbesondere ein U¨berblick u¨ber erneuerbare Energiesysteme
gegeben werden, wobei wir uns hauptsa¨chlich auf Technologien, welche sich durch eine
intermittierende Stromerzeugungscharakteristik auszeichnen, konzentrieren.
Da die Stromerzeugung vieler erneuerbarer Energiesysteme, wie z.B. von Windenergie-
oder Photovoltaikanlagen, stochastischen Schwankungen unterworfen ist, werden Ener-
giespeicher als eine Mo¨glichkeit diskutiert, um einen sicheren Netzbetrieb zu ermo¨glichen.
Aus diesem Grund geben wir im Anschluss einen U¨berblick u¨ber Speichertechnologien,
die fu¨r den energietechnischen Einsatz im Netz geeignet erscheinen.
Die U¨bertragung und Verteilung elektrischer Energie als weitere Hauptaufgaben der
elektrischen Energieversorgung werden im letzten Abschnitt dieses Kapitels thematisiert,
indem der typische Aufbau von Stromnetzen dargestellt wird, wobei die Situation in
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Deutschland als Grundlage der Erla¨uterungen gewa¨hlt wird.1
2.1 Grundlagen der elektrischen Energieerzeugung
In diesem Abschnitt sollen verschiedene Technologien zur Erzeugung elektrischer Energie
vorgestellt werden, wobei wir zuna¨chst auf klassische Wa¨rmekraftwerke eingehen. Diese
basieren vorwiegend auf fossilen Energietra¨gern wie O¨l, Kohle oder Gas, wobei jedoch
vermehrt auch Biomasse oder Biogas in Kraftwerken mit a¨hnlicher Technologie verfeuert
werden. Daneben ko¨nnen Geothermie- und einige Solarthermiekraftwerke im weiteren
Sinne als thermische Kraftwerke angesehen werden, da die grundsa¨tzliche Funktionsweise
sehr a¨hnlich ist und lediglich die beno¨tigte Prozesswa¨rme nicht aus der Verfeuerung von
Brennstoffen, sondern aus Nutzung von Erdwa¨rme bzw. solarer Strahlung stammt.
Im Anschluss sollen insbesondere Wind-, Photovoltaik- und Wasserkraftanlagen, die
der Erzeugung elektrischer Energie dienen, aufgrund ihrer Bedeutung fu¨r die vorliegende
Arbeit in eigenen Abschnitten erla¨utert werden.
2.1.1 Thermische Kraftwerke
Die Stromerzeugung erfolgt in den meisten thermischen Kraftwerken nach a¨hnlichen
Prinzipien, die im Folgenden kurz umrissen werden sollen. Fu¨r eine ausfu¨hrliche Ein-
fu¨hrung in die Thematik sei auf die entsprechende Fachliteratur wie z.B. Heuck et al.
(2010, S. 6 ff.) verwiesen.
In Kohlekraftwerken erfolgt die Stromerzeugung gema¨ß eines Dampfprozesses. Dabei
wird die bei der Verfeuerung von Brennstoff freiwerdende thermische Energie dazu ge-
nutzt, um Wasser zu erhitzen und zu verdampfen. Dabei werden bei der Verdampfung
des Arbeitsmediums ein mo¨glichst hoher Druck und Temperatur angestrebt, da sich dies
gu¨nstig auf den Wirkungsgrad auswirkt. Der heiße, unter hohem Druck stehende Was-
serdampf wird anschließend durch eine oder mehrere Turbinen geleitet. Die mechanische
Energie der Turbinenwelle wird in einem Generator in elektrische Energie umgewandelt
(vgl. Abbildung 2.1). Prinzipiell erfolgt die Stromerzeugung in Kernkraftwerken nach
a¨hnlichen Prinzipien. Allerdings erfolgt das Verdampfen des Wassers nicht durch klassi-
sches Verfeuern des Brennstoffs, stattdessen wird durch Neutronenbeschuss der mit an-
1Allerdings hat der grundsa¨tzliche Aufbau mit geringen Abweichungen wie z.B. der Netzfrequenz auch
fu¨r andere Industrienationen Gu¨ltigkeit.
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gereichertem Uran befu¨llten Brennsta¨be Wa¨rme erzeugt, welche dann zur Verdampfung
des Wassers eingesetzt werden kann. Dieses wird dann analog wie bei Kohlekraftwerken
zur Erzeugung elektrischer Energie verwendet.
Turbine
G
3∼
Generator
Kondensator
Speisewasserpumpe
Luft
Brennstoff
Dampf
Brennkammer
Abluft
Abbildung 2.1: Schematischer Aufbau eines Dampfkraftwerks (nach Oeding u. Oswald
(2011, S. 51)).
Bei erdgasbefeuerten Anlagen ko¨nnen im Wesentlichen zwei Typen von Kraftwerken
unterschieden werden. Zum einen Gasturbinen-Kraftwerke und zum anderen Gas-und-
Dampf-Kraftwerke (GuD-Kraftwerke). Prinzipiell ko¨nnen diese auch mit Erdo¨lprodukten
wie Heizo¨l bzw. neben Erdgas auch mit anderen brennbaren Gasen wie beispielswei-
se Wasserstoffgas betrieben werden. In Gasturbinen-Kraftwerken erfolgt die Erzeugung
elektrischer Energie nicht u¨ber einen Dampfprozess. Stattdessen wird Frischluft in ei-
nem Verdichter komprimiert und anschließend in einer Brennkammer mit dem Brennstoff
vermischt und verbrannt. Auch hier sind mo¨glichst hohe Temperaturen und Dru¨cke fu¨r
einen hohen Wirkungsgrad entscheidend. Die Verbrennungsgase werden dann in eine
Gasturbine geleitet, welche u¨ber eine Welle mit einem Generator verbunden ist. Dieser
wandelt die mechanische Energie schließlich in elektrische, welche in das Netz eingespeist
werden kann.
Bei GuD-Kraftwerken sind Gasturbinen- und Dampfkraftwerk zusammengeschaltet.
Das bedeutet, dass die heißen Abgase nach Austritt aus der Gasturbine u¨ber einen
Wa¨rmetauscher Energie an Wasser, welches sich in einem zweiten Kreislauf befindet,
abgeben, um dieses zu erhitzen und zu verdampfen. Grundsa¨tzlich erfolgt die Erzeu-
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gung elektrischer Energie nach den zuvor beschriebenen Prinzipien des Dampfprozes-
ses (vgl. Abbildung 2.2). Der Vorteil von GuD-Kraftwerken gegenu¨ber konventionellen
Gasturbinen-Kraftwerken bzw. kohlebefeuerten Kraftwerken liegt im wesentlich ho¨heren
Wirkungsgrad, der teilweise bereits mehr als 60% betra¨gt (vgl. Heuck et al. (2010, S.
20)).
Turbine
G
3∼
Generator
Kondensator
Speisewasserpumpe
Dampf
Wa¨rmetauscher
Abluft
Turbine
G
3∼
Frischluft
Brennstoff
Verdichter
Brennkammer
Abbildung 2.2: Schematischer Aufbau eines GuD-Kraftwerks (nach Heuck et al. (2010,
S. 21)).
Des Weiteren gewinnen Blockheizkraftwerke (BHKWs) stetig an Bedeutung, da mit
diesen eine dezentral ausgelegte Elektrizita¨ts- und Wa¨rmeversorgung realisiert werden
kann. Diese Kraftwerke nutzen zur Erzeugung elektrischer Energie ha¨ufig Verbrennungs-
motoren, wie Diesel- oder Gasmotoren, die u¨ber eine Welle mit einem Generator ver-
bunden sind. Es ko¨nnen aber auch Gasturbinen, Stirlingmotoren bzw. Dampfmotoren
verwendet werden. Die Abwa¨rme des Verbrennungsprozesses wird u¨ber Wa¨rmetauscher
zum Heizen eingesetzt. Durch die zusa¨tzliche Nutzung der Wa¨rmeenergie und nicht nur
der elektrischen Energie ko¨nnen hohe Wirkungsgrade erreicht werden. Blockheizkraft-
werke ko¨nnen Leistungen von wenigen kW bis hin zu ca. 15 MW erreichen, wobei sich
Anlagen im unteren kW Bereich insbesondere fu¨r die Versorgung von Ein- bis Zweifa-
milienha¨usern eignen und ermo¨glichen, wie bereits zuvor erwa¨hnt, eine dezentrale Elek-
trizita¨ts- und Wa¨rmeversorgung (vgl. Heuck et al. (2010, S. 21)).
Solar- bzw. geothermische Kraftwerke lassen sich, wie bereits zu Beginn des Kapitels
angedeutet, im weiteren Sinn als thermische Kraftwerke ansehen, so erfolgt die Erzeu-
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gung elektrischer Energie bei diesen ha¨ufig ebenfalls durch Nutzung von Dampf- und
Gasturbinen, wobei auf die anlagentechnischen Besonderheiten nicht eingegangen wer-
den soll. Weiterfu¨hrende Informationen finden sich beispielsweise in Stieglitz u. Heinzel
(2012) und Huenges (2010).
Auf die Erzeugung elektrischer Energie mittels Brennstoffzellen soll an dieser Stelle
nicht eingegangen werden, da diese im Allgemeinen noch zu geringe Standzeiten fu¨r einen
verbreiteten Einsatz in der Energietechnik aufweisen. Eine umfassende Einfu¨hrung in die
Funktionsweise von Brennstoffzellen findet sich in Kurzweil (2013).
2.1.2 Photovoltaikanlagen
In diesem Abschnitt soll auf grundlegende Eigenschaften sowie auf die Funktionswei-
se von Photovoltaikanlagen eingegangen werden. Da eine erscho¨pfende Darstellung der
Thematik im Rahmen dieser Arbeit nicht mo¨glich ist, sei an dieser Stelle auf die ent-
sprechende Fachliteratur wie z.B. Mertens (2013) oder Wu¨rfel (2009) verwiesen.
Grundsa¨tzlich besteht jede Photovoltaikanlage aus einer Vielzahl einzelner Solarzel-
len, die geeignet miteinander verschaltet sind. Die Erzeugung elektrischen Stroms mit-
tels Solarzellen basiert auf der Nutzung des inneren photoelektrischen Effekts, welcher
eine Anhebung von Elektronen aus dem Valenzband in das Leitungsband des jeweiligen
Festko¨rpers bewirkt und bei Halbleitern zur Stromerzeugung genutzt werden kann. Um
diesen Effekt zur Erzeugung elektrischer Energie zu verwenden, muss die aus Halbleiter-
material bestehende Solarzelle jedoch einige Bedingungen erfu¨llen. So muss die einfallen-
de Strahlung von dem Festko¨rper absorbiert werden, wobei der Anteil der absorbierten
Strahlung noch von festko¨rperphysikalischen Eigenschaften sowie von der Wellenla¨nge
des fu¨r die Bestrahlung zur Verfu¨gung stehenden Lichts abha¨ngt (vgl. Wu¨rfel (2009,
S. 43)). Des Weiteren mu¨ssen durch die Absorption freie Ladungstra¨ger entstehen, die
unter Einfluss eines inneren elektrischen Feldes im Halbleiter getrennt werden und durch
eine elektrische Kontaktierung der Solarzelle an der Unter- und Oberseite zum Aufbau
einer Spannung zwischen den Kontakten beitragen. Wird ein Verbraucher an die elektri-
schen Kontakte der Solarzelle angeschlossen, so kommt es zu einer Leistungsaufnahme
aus dem nun geschlossenen Stromkreis.
Grundsa¨tzlich ha¨ngt die von einer Solarzelle gelieferte Leistung von den Umweltbedin-
gungen ab, denen sie ausgesetzt ist. Die wichtigsten Einflussfaktoren sind insbesondere
die Einstrahlungsleistung und die Temperatur. So ist die Leistung der Solarzelle pro-
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portional zur Einstrahlungsleistung, wobei der Leistungszuwachs in Abha¨ngigkeit der
Einstrahlungsleistung bei den meisten Solarzellen na¨herungsweise durch einen linearen
Zusammenhang beschrieben werden kann.2
Des Weiteren liegt auch ein linearer Zusammenhang zwischen der Temperatur der
Solarzellen und der Leistung vor, wobei mit steigender Temperatur die Leistung sinkt
(vgl. Mertens (2013, S. 82 ff.)).
Typische Photovoltaikanlagen bzw. Solargeneratoren bestehen aus mehreren aus So-
larzellen verschalteten Solarmodulen. Aus diesem Grund ko¨nnen durch den modula-
ren Aufbau der Solargeneratoren beliebige Strom-Spannungs-Charakteristika bzw. Leis-
tungsniveaus eingestellt werden. Insgesamt a¨hnelt das Betriebsverhalten einer Photo-
voltaikanlage jedoch dem Verhalten einer einzelnen Solarzelle.3 Es gibt jedoch einige
technische Besonderheiten, wie z.B. die Abschattung einzelner Zellen, die bei der Ver-
schaltung von Solarzellen zu Solargeneratoren zu beru¨cksichtigen ist, um die Lebensdauer
der Anlage zu maximieren (vgl. Mertens (2013, S. 148)). Im Rahmen dieser Arbeit soll
jedoch nicht weiter auf die verschiedenen technischen Realisierungsmo¨glichkeiten von
Photovoltaikanlagen eingegangen werden. Fu¨r weiterfu¨hrende Informationen sei auf die
entsprechende Fachliteratur wie z.B. Mertens (2013) verwiesen.
Wie bereits zuvor erwa¨hnt, haben sowohl die Temperatur als auch die Bestrahlungs-
sta¨rke einen erheblichen Einfluss auf die Leistung einer Solarzelle bzw. einer Photo-
voltaikanlage. Beide Einflussgro¨ßen weisen hierbei einen stochastischen Charakter auf.
Zwar besteht bei der Beleuchtungssta¨rke ein deterministischer funktionaler Zusammen-
hang zwischen der Tages- und der Jahreszeit, welcher aber durch stochastische Einflu¨sse
wie beispielsweise durch Bewo¨lkung u¨berlagert wird. Ebenso beeinflussen lokale Wet-
terpha¨nomene den Temperaturverlauf, welcher somit auch als stochastische Gro¨ße auf-
gefasst werden kann (vgl. Kaltschmitt u. Streicher (2003, S. 60)). Dies erschwert eine
Stromversorgung, die allein auf Photovoltaikanlagen basiert, wobei durch eine geeignete
Konfiguration der betrachteten Anlage dieser Problematik begegnet werden kann. Man
unterscheidet im Wesentlichen die folgenden vier Anlagenkonfigurationen im Hinblick
auf Photovoltaiksysteme (vgl. Mertens (2013, S. 182 ff.)):
2Hierbei wird davon ausgegangen, dass die Solarzelle stets im Punkt der maximalen Leistung MPP
(Maximum Power Point) betrieben wird, was in der Praxis durch spezielle MPP-Regler erreicht
wird.
3Grundsa¨tzlich werden einzelne Solarzellen vor der Verschaltung im Solargenerator intensiv gepru¨ft
und charakterisiert, sodass die Betriebsparameter der gesamten Photovoltaikanlage direkt propor-
tional zu den Betriebsparametern einer einzelnen Zelle sind.
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1. Inselanlagen;
2. Inselanlagen mit Batteriespeicher;
3. Hybride Photovoltaikanlagen;
4. Photovoltaikanlagen mit Netzanschluss.
Reine Inselanlagen ohne Netzanschluss, ohne Batteriespeicher sowie ohne zusa¨tzliches Se-
kunda¨rkraftwerk ko¨nnen, wie bereits zuvor erwa¨hnt, keine konstante Energieversorgung
der angeschlossenen Verbraucher sichern. Durch Realisierung einer Netzanbindung mit
Hilfe eines Wechselrichters, welcher zwischen Solargenerator und Netz geschaltet ist und
den Gleichstrom der Solarzelle in Wechselstrom wandelt, kann eine permanente Ener-
gieversorgung erreicht werden, jedoch ist diese Lo¨sung nur mo¨glich, so lange genu¨gend
regelbare Kraftwerke in das Netz einspeisen bzw. wenn es zentrale Speichereinrichtun-
gen mit ausreichend hoher Kapazita¨t gibt. Wird die Inselanlage durch einen Batterie-
speicher oder durch ein zusa¨tzliches Sekunda¨rkraftwerk wie z.B. einen Dieselgenerator,
einen Gasmotor o.A¨. erga¨nzt, so kann bei korrekter Auslegung der Anlage auch eine
zuverla¨ssige Energieversorgung der angeschlossenen Verbraucher erreicht werden (vgl.
Mertens (2013, S. 211 f.)). Insbesondere fu¨r Anlagen, die sowohl ein Sekunda¨rkraftwerk
als auch einen Energiespeicher besitzen, ist die Entwicklung optimaler Strategien fu¨r den
Betrieb no¨tig, da nur auf diese Weise eine optimale Ausnutzung der zur Verfu¨gung ste-
henden Ressourcen mo¨glich ist. Insbesondere der Speicher sollte so effizient wie mo¨glich
genutzt werden, da die Kosten z.B. fu¨r Batteriespeicher recht hoch sind und diese des-
halb so klein wie mo¨glich dimensioniert werden sollten. In Kapitel 5 der vorliegenden
Arbeit werden optimale Strategien fu¨r den Betrieb einer solchen Anlage mit Hilfe von
Markovschen Entscheidungsprozessen abgeleitet.
2.1.3 Windkraftanlagen
Windkraftanlagen entziehen u¨ber ihre Rotorbla¨tter der bewegten Luft Stro¨mungsenergie
und wandeln diese in Rotationsenergie. Diese wird u¨ber den Antriebsstrang dem La¨ufer
des Generators zugefu¨hrt, welcher die Rotationsenergie in elektrische Energie wandelt
(vgl. Heier (2009)). Grundsa¨tzlich gibt es zahlreiche unterschiedliche konstruktive Vari-
anten von Windenergieanlagen, wobei die wesentlichen Unterscheidungsmerkmale in der
folgenden Auflistung zusammengefasst sind (vgl. Pforte (2010, S. 24)):
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1. Achsausrichtung (horizontal oder vertikal);
2. Rotorblatt-Anzahl (Ein-, Zwei-, Drei-, oder Mehrblattrotoren);
3. Art der Leistungs- und Drehzahlregelung (Stall- oder Pitchregelung, aus demWind
drehen);
4. Art der Drehzahlregelung des Rotors (variable oder konstante Drehzahl);
5. Art der Netzanbindung (direkt, mit Gleichstromzwischenkreis und Umrichter);
6. Ausfu¨hrung des Antriebsstrangs (mit Getriebe oder ohne Getriebe);
7. Typ des verwendeten Generators (Synchron- oder Asynchronmaschine).
Der gro¨ßte Teil der derzeit in Deutschland eingesetzten Windkraftanlagen weist eine ho-
rizontalachsige Achsausrichtung sowie einen dreibla¨ttrigen Rotor auf. Gru¨nde fu¨r den
Einsatz dieser Bauform liegen in den ho¨heren erzielbaren Wirkungsgraden bei hori-
zontalachsigen Rotoren im Vergleich zu vertikalachsigen Windenergieanlagen. Dennoch
weisen vertikalachsige Anlagen einige Vorteile auf, wie z.B. ein Entfall der Windrich-
tungsnachfu¨hrung und die Mo¨glichkeit das Maschinenhaus am Boden zu platzieren (vgl.
Schaffarczyk (2014, S. 12)). Die Anzahl der Rotorbla¨tter hat zum einen einen entschei-
denden Einfluss auf den maximal erzielbaren Wirkungsgrad einer Windkraftanlage und
zum anderen wirkt sich die Anzahl der Rotorbla¨tter auch auf die Umfangsgeschwin-
digkeit der Bla¨tter und somit auf das Ausmaß der entstehenden Stro¨mungsgera¨usche
aus. So weist beispielsweise ein einbla¨ttriger Rotor eine wesentlich ho¨here Umfangsge-
schwindigkeit als der u¨blicherweise verwendete dreibla¨ttrige Rotor auf, der zusa¨tzlich
auch einen besseren Wirkungsgrad erzielt. Des Weiteren weisen die meisten Windener-
gieanlagen eine Leistungsregelung nach dem Pitch-Prinzip auf. Das bedeutet, dass sich
durch mechanische Verstellung der Rotorbla¨tter die Anstro¨mverha¨ltnisse a¨ndern und so-
mit Einfluss auf die Drehzahl und Leistung des Generators genommen werden kann. Bei
einer Stallregelung sind die Rotorbla¨tter nicht mechanisch verstellbar. Die Leistungs-
regelung bei diesen Anlagen erfolgt durch Stro¨mungsabriss, was allerdings mit hohen
mechanischen Belastungen fu¨r die Rotoren verbunden ist, weshalb diese Regelung ins-
besondere bei Anlagen mit hoher Leistung vermieden wird. Weiter ist es vorteilhaft
Rotoren mit variabler Drehzahl zu verwenden, da fu¨r unterschiedliche Windgeschwin-
digkeiten verschiedene Rotordrehzahlen optimal sind (vgl. Kaltschmitt u. Wiese (2003,
S. 284 ff.)).
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Die Erzeugung von Elektrizita¨t mit Windkraftanlagen ist nur in einem bestimmten
Windgeschwindigkeitskorridor mo¨glich, wobei die konkrete Auslegung der Anlage die
minimale und maximale Windgeschwindigkeit fu¨r die Stromerzeugung festlegt. Liegt die
Stro¨mungsgeschwindigkeit der Luft unterhalb der minimalen Windgeschwindigkeit, so
reicht die Stro¨mungsenergie nicht aus, um den Rotor in Bewegung zu setzen. Bei vielen
Anlagen liegt die minimale Windgeschwindigkeit bei etwa 3 m/s (vgl. Jarass et al. (2009,
S. 35)). Steigt die Windgeschwindigkeit u¨ber dieses Minimum, steigt auch die Windleis-
tung mit der dritten Potenz der Windgeschwindigkeit bis die Nennleistung erreicht wird.
U¨bersteigt die Windgeschwindigkeit die Nennleistung, werden bei pitchgeregelten Wind-
energieanlagen die Rotorbla¨tter so verstellt, dass weiterhin die Nennleistung anliegt. Der
Grund fu¨r diese Leistungsregelung liegt in den technischen Eigenschaften des Generators
begru¨ndet, welcher fu¨r eine bestimmte Nennleistung ausgelegt ist, bei der ein maximaler
Wirkungsgrad erreicht wird. Bei ho¨heren Leistungen kann der Generator Schaden neh-
men, weshalb eine Leistungsregelung dringend erforderlich ist. Bei sehr hohen Windge-
schwindigkeiten ist eine Leistungsregelung allein durch verstellen der Rotorbla¨tter nicht
mehr mo¨glich, weshalb der Rotor durch Feststellbremsen vollsta¨ndig zum Stillstand ge-
bracht werden kann, sollte es no¨tig sein, die Anlage vor Scha¨den zu schu¨tzen. Abbildung
2.1.3 fasst die beschriebenen vier Betriebsphasen von Windenergieanlagen zusammen.
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Abbildung 2.3: Schematischer Zusammenhang zwischen Windgeschwindigkeit und der
vom Generator erzeugten elektrischen Energie (nach Kehl et al. (2003,
S. 301)).
Die Auslegung der Windenergieanlage erfolgt dabei auf Grundlage der zu erwarten-
den Windgeschwindigkeiten, wobei die Anlage fu¨r verschiedene Windklassen zugelassen
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Klasse I II III IV
durchschnittliche Windgeschwindigkeit m/s 10 8,5 7,5 6
Referenzwindgeschwindigkeit4 m/s 50 42,5 37,5 30
Tabelle 2.1: Windklassen nach IEC 61400-1:2005.
werden kann. Gema¨ß der International Electrotechnical Commission (IEC) werden vier
Klassen, die sich an unterschiedlichen zu erwartenden Windgeschwindigkeiten orientie-
ren, unterschieden. Tabelle 2.1.3 fasst die Unterscheidungsmerkmale der verschiedenen
IEC-Klassen zusammen.
In Regionen mit geringen Windgeschwindigkeiten, wie z.B. in vielen Binnenregionen,
werden Windenergieanlagen so ausgelegt, dass sie ihre Nennleistung relativ fru¨h er-
reichen. In Starkwindlagen werden die Anlagen hingegen so ausgelegt, dass die Nenn-
leistung bei ho¨heren Windgeschwindigkeiten liegt. Diese sogenannten Starkwindanlagen
weisen im Vergleich zu den auf niedrigere Windgeschwindigkeiten ausgelegten Wind-
energieanlagen einen kleineren Rotordurchmesser auf (vgl. van Radecke (2012, S. 119
f.)). Um eine mo¨glichst hohe Leistung zu erzielen, wird versucht die Nabenho¨he der
Windenergieanlagen mo¨glichst hoch zu wa¨hlen, da im bodennahen Bereich die Windge-
schwindigkeiten durch Reibungseffekte niedrig sind. So steigt die Windgeschwindigkeit
mit zunehmender Ho¨he na¨herungsweise gema¨ß eines logarithmischen Zusammenhangs
(vgl. van Radecke (2012, S. 96)). Allerdings steigen mit zunehmender Nabenho¨he der
Windenergieanlagen auch die Kosten fu¨r den Bau, da der Fertigungsaufwand und ha¨ufig
auch der Materialbedarf fu¨r die Errichtung der Anlage gro¨ßer wird. In der Praxis errei-
chen Windenergieanlagen derzeit Ho¨hen von ca. 100 m bei Stahlrohrtu¨rmen und ca. 160
m bei Stahlgittertu¨rmen (vgl. Heuck et al. (2010, S. 33 f.)).
Ebenso wie bei Photovoltaikanlagen ko¨nnen die Windkraftanlagen entweder ein Insel-
netz speisen oder aber netzgekoppelt ausgefu¨hrt sein. Im Falle eines Inselnetzes ist es
fu¨r eine hohe Energieversorgungssicherheit notwendig, die Windenergieanlage mit ande-
ren Technologien zur Erzeugung bzw. Speicherung elektrischer Energie zu kombinieren,
da die Windgeschwindigkeiten stochastischen Schwankungen unterliegen. Sinnvoll wa¨re
beispielsweise die Kombination mit einem Gasturbinenkraftwerk oder einem Dieselgene-
4Die Referenzgeschwindigkeit ist die maximal zu erwartende Windgeschwindigkeit, welche in einem
wa¨hrend der durchschnittlichen Lebensdauer von Windenergieanlagen auftritt. U¨blicherweise wird
eine durchschnittliche Lebensdauer von 20 Jahren angesetzt (vgl. Hau (2014, S. 198)).
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rator, da diese kurzfristig hochgefahren und elektrische Leistung zur Verfu¨gung stellen
ko¨nnen. Ha¨ufig ist auch die Kombination von Windenergieanlagen und Photovoltaik-
anlagen vorteilhaft, da hohe Windgeschwindigkeiten und eine hohe Sonneneinstrahlung
oft negativ korreliert sind. Dennoch ist auch in diesem Fall fu¨r eine hohe Versorgungs-
sicherheit ein zusa¨tzlicher Speicher, wie z.B. Batterien oder Pumpspeicherkraftwerke,
aber auch ein zusa¨tzliches regelbares Kraftwerk sinnvoll, um eventuelle Energieengpa¨sse
ausgleichen zu ko¨nnen (vgl. Kaldellis (2010, S. 3 ff.)). Fu¨r das optimale Zusammenwirken
der jeweiligen Komponenten werden auch hier, wie bereits im Kapitel u¨ber Photovol-
taikanlagen angedeutet, optimale Strategien fu¨r den Betrieb des Systems beno¨tigt.
Netzgekoppelte Anlagen mu¨ssen an die technischen Rahmenbedingungen, wie z.B.
die Netzfrequenz und die Spannungsebene auf der eingespeist werden soll, angepasst
sein. Da die Frequenz des vom Generator erzeugten elektrischen Stroms jedoch von
der Drehgeschwindigkeit des Generatorla¨ufers und somit von der Windgeschwindigkeit
abha¨ngig ist, werden ha¨ufig Getriebe und Frequenzumrichter eingesetzt, die zwischen
den Generator und das Netz geschaltet sind und eine Anpassung der Generatorfrequenz
an die Netzfrequenz vornehmen (vgl. Fuchs (2012, S. 333 ff.)).
Neben den u¨blichen in diesem Abschnitt geschilderten Windenergieanlagen existieren
noch einige Konzepte, die noch nicht in großem Umfang fu¨r die elektrische Energie-
versorgung eingesetzt werden. Ein Beispiel hierfu¨r sind Aufwindkraftwerke, welche die
natu¨rliche Konvektion durch von der Sonne erhitzter Luft nutzt, um in einer Art Ka-
min Turbinen anzutreiben, die an Generatoren gekoppelt sind (vgl. Weinrebe u. Laing
(2003, S. 619 f.)). Angemerkt sei an dieser Stelle, dass Aufwindkraftwerke ha¨ufig den
solarthermischen Kraftwerken zugeordnet werden, da eine Erhitzung des Arbeitsmedi-
ums Luft durch solare Strahlung erfolgt. Allerdings weist diese Kraftwerksform einige
Analogien zu Windenergieanlagen auf, da beispielsweise die Stro¨mungsenergie der Luft
zum Antrieb einer Windturbine genutzt wird, weshalb wir a¨hnlich wie Crastan (2012,
S. 373) Aufwindkraftwerke zu den Windenergieanlagen za¨hlen.
2.1.4 Wasserkraftanlagen
Die Nutzung von Wasser zur Erzeugung elektrischer Energie ist in zahlreichen verschie-
denen Varianten, welche die jeweils vorliegenden regionalen Charakteristika und Anfor-
derungen widerspiegeln, mo¨glich. Eine mo¨gliche Kategorisierung von Wasserkraftanlagen
kann anhand der weiter unten erla¨uterten Fallho¨he erfolgen (vgl. Giesecke u. Mosonyi
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(2009, S. 99))
• Niederdruckkraftwerke (Fallho¨he < 15 m);
• Mitteldruckkraftwerke (Fallho¨he 15 bis 50 m);
• Hochdruckkraftwerke (Fallho¨he > 50 m).
Bei allen oben genannten Kraftwerkstypen wird Wasser aus einem Oberbecken durch
Turbinen, die mit Generatoren verbunden sind, in ein Unterbecken geleitet, wobei Strom
durch Umwandlung mechanischer Rotationsenergie erzeugt wird. Wir bezeichnen die
Ho¨hendifferenz zwischen Ober- und Unterbecken als Fallho¨he. Je gro¨ßer die Fallho¨he
desto gro¨ßer die nutzbare potenzielle Energie des Wassers. Zusa¨tzlich zur potenziellen
Energie kann jedoch auch die kinetische Energie eines Fließgewa¨ssers zur Erzeugung
elektrischer Energie genutzt werden (vgl. Giesecke u. Mosonyi (2009, S. 27 ff.)).
Niederdruckkraftwerke nutzen zur Erzeugung elektrischen Stroms eine hohe Wasser-
durchflussmenge bei nur sehr geringem Gefa¨lle. Sie befinden sich ha¨ufig im Mittellauf
von Flu¨ssen und sind ha¨ufig als Flusskraftwerke, die sich unmittelbar im Flusslauf be-
finden oder als Ausleitungskraftwerke ausgefu¨hrt. Letztere sind dadurch charakterisiert,
dass sie sich in einem ku¨nstlich angelegten Kanal außerhalb des natu¨rlichen Flußbetts
befinden und durch Ausleitung von Wasser aus diesem gespeist werden. Bei Niederdruck-
kraftwerken wird aufgrund der niedrigen Fallho¨he vorwiegend die kinetische Energie des
Wassers genutzt.
Mitteldruckkraftwerke ko¨nnen wesentlich ho¨here Fallho¨hen zwischen 15 m und 50 m
aufweisen. Um die genannten Fallho¨hen zu erreichen, werden ha¨ufig Flusskraftwerke
in Kombination mit hohen Wehren sowie Speicherkraftwerke zusammen mit niedrigen
Talsperren verwendet. Durch die gro¨ßeren Fallho¨hen stammt ein gro¨ßerer Anteil der er-
zeugten Elektrizita¨t aus der Umwandlung von potenzieller Energie in elektrische. Die
Bedeutung der kinetischen Energie des Wassers nimmt daher bei diesen Anlagen mit zu-
nehmender Fallho¨he ab, wobei ha¨ufig auch die Durchflussmengen dieses Kraftwerkstyps
im Vergleich zu Niederdruckkraftwerken geringer ausfa¨llt.
Der U¨bergang von Mitteldruck- zu Hochdruckanlagen ist fließend. So werden Wasser-
kraftwerke ab einer Fallho¨he von 50 m als Hochdruckkraftwerke bezeichnet. Aufgrund
der sehr großen Fallho¨hen von teilweise u¨ber 1.000 m werden diese Kraftwerke ha¨ufig
im Hochgebirge angelegt, wobei fu¨r das Aufstauen von Wasser Staumauern, Talsperren
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oder Stauda¨mme verwendet werden. Das Wasser wird u¨ber Stollensysteme den Turbi-
nen, die sich meist im Tal befinden, zugefu¨hrt und in das Unterwasser abgegeben. Bei
diesem Kraftwerkstyp wird vorwiegend die potenzielle Energie des angestauten Was-
sers genutzt, wobei der Anteil der kinetischen Energie konstruktionsbedingt durch die
no¨tigen Staubecken vernachla¨ssigt werden kann. Im Vergleich zu Mittel- oder Nieder-
druckanlagen spielen Schwankungen des Wasserpegels im Bereich des Oberbeckens im
Bezug auf bereitgestellte elektrische Leistung der Anlage nur eine untergeordnete Rolle,
da die Fallho¨he des Wassers im Vergleich zur Stauho¨he sehr groß ist (vgl. Giesecke u.
Mosonyi (2009, S. 99 ff.)).
Neben den erwa¨hnten Klassen an Wasserkraftwerken existieren noch einige Sonder-
formen, die sich nicht eindeutig einer der genannten Klassen zuordnen lassen und von
daher gesondert aufgefu¨hrt werden. So kommen zum Ausgleich von stochastischen Last-
schwankungen (vgl. Abschnitt 2.1.5) schnell regelbare Pumpspeicherkraftwerke zum Ein-
satz, sofern die hierfu¨r beno¨tigten topographischen Anforderungen dies zulassen. Diese
ko¨nnen in Zeiten eines Leistungsu¨berangebots z.B. bei Nacht Energie speichern, indem
Wasser aus dem Unter- in das Oberbecken gepumpt und dort gespeichert wird. Falls nun
kurzfristig Leistung nachgefragt wird, kann das gespeicherte Wasser Turbinen zugefu¨hrt
werden, welche durch Antrieb eines Generators elektrische Energie erzeugen (vgl. Giese-
cke u. Mosonyi (2009, S. 675 ff.)). Weitergehende Ausfu¨hrungen bezu¨glich der Funktion
und Bedeutung von Pumpspeicherkraftwerken finden sich in Abschnitt 2.2.
Eine weitere Sonderform sind Gezeitenkraftwerke. Diese nutzen Flutwellen, die durch
Einwirkung der Gravitation von Sonne und Mond sowie durch die Erdrotation ent-
stehen. Diese Flutwellen a¨ußern sich im Bereich der Ku¨sten als Gezeiten, wobei der
Ho¨henunterschied zwischen Flut und Ebbe als Tidenhub bezeichnet wird und an ge-
eigneten Stellen zur Stromerzeugung genutzt werden kann. Im Gegensatz zu anderen
Verfahren zur energetischen Nutzung von Wasserkraft, wie z.B. Laufwasserkraftwerken,
wirken sich Umweltbedingungen wie beispielsweise la¨ngere Trockenphasen nicht negativ
auf die Erzeugung elektrischer Energie aus, da der Tidenhub von diesen Faktoren unbe-
einflusst ist. Allerdings ergeben sich aufgrund der zyklischen Natur der Tiden Phasen, in
denen kein Strom erzeugt werden kann. Folglich kann ein solches Kraftwerk allein keine
stabile Energieversorgung garantieren, sondern muss im Verbund mit anderen Kraftwer-
ken bzw. in Kombination mit leistungsfa¨higen Energiespeichern betrieben werden (vgl.
Giesecke u. Mosonyi (2009, S. 123 ff.)).
23
Kapitel 2 Grundzu¨ge der elektrischen Energieversorgung
Einige der Wasserkraftwerke werden durch einen natu¨rlichen Zufluss mit Wasser ver-
sorgt. Dieser Zufluss ist in vielen Fa¨llen stochastischen Einflu¨ssen ausgesetzt. So ist
beispielsweise keine Erzeugung elektrischer Energie mo¨glich, falls bei Talsperren der
Pegelstand aufgrund einer niederschlagsarmen Witterungsperiode zu niedrig ist. Aller-
dings ko¨nnen Pumpspeicherkraftwerke auch ohne natu¨rlichen Zufluss konzipiert sein. In
diesem Fall dienen diese Kraftwerke allein dem Ausgleich der zuvor bereits erwa¨hnten
Lastschwankungen (vgl. Giesecke u. Mosonyi (2009, S. 103 ff.)).5
Neben den in diesem Abschnitt dargestellten Kraftwerkstypen zur Nutzung von Was-
serkraft gibt es noch eine Vielzahl anderer Konzepte, wie z.B. Wellenkraftwerke oder
Gletscherkraftwerke, auf die im Rahmen dieser Arbeit jedoch nicht eingegangen wer-
den soll. Fu¨r eine umfassende Einfu¨hrung in die technische Nutzung von Wasserkraft
zur Erzeugung elektrischer Energie sei beispielsweise auf Giesecke u. Mosonyi (2009)
verwiesen.
2.1.5 Kraftwerkseinsatz
Die wesentliche Aufgabe von Energieversorgungsunternehmen ist die bedarfsgerechte Be-
reitstellung elektrischer Energie. Das bedeutet, dass zu jedem Zeitpunkt der Leistungs-
bedarf der Verbraucher durch die Bereitstellung einer entsprechenden Leistung gedeckt
wird. Des Weiteren sollte eine hohe Zuverla¨ssigkeit, bei gleichzeitig mo¨glichst geringen
Kosten fu¨r die Erzeugung und U¨bertragung elektrischer Energie, erreicht werden (vgl.
hierzu auch Kapitel 2.3).
Prinzipiell weisen die in den vorherigen Abschnitten erla¨uterten Kraftwerkstypen un-
terschiedliche Charakteristika bezu¨glich ihres Anfahrverhaltens bzw. ihrer Kostenstruk-
turen auf, weshalb sie fu¨r unterschiedliche Zwecke eingesetzt werden. Man unterscheidet
im Wesentlichen drei verschiedene Kraftwerkskategorien (vgl. Heuck et al. (2010, S. 73)):
• Grundlastkraftwerke;
• Mittellastkraftwerke;
• Spitzenlastkraftwerke.
5In bestimmten Situationen beispielsweise in Regionen mit hoher Verdunstungsrate oder starken Nie-
derschla¨gen kann es jedoch auch zu stochastischen Schwankungen des Pegels kommen.
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Grundlastkraftwerke, wie z.B. Braunkohle- oder Kernkraftwerke, weisen hohe Fixkos-
ten und niedrige variable Kosten auf. Diese Kraftwerke sollten aufgrund technischer
Randbedingungen, wie z.B. einer relativ langen Anlaufzeit, aber auch aus Gru¨nden der
Kostenstruktur mo¨glichst rund um die Uhr bei Volllast betrieben werden. Des Weiteren
lassen sich Grundlastkraftwerke nur verha¨ltnisma¨ßig schlecht regeln. Insgesamt ergibt
sich folglich eine lange ja¨hrliche Betriebszeit von bis zu 7.000 h/a z.B. bei Kernkraftwer-
ken.
Zu den Mittellastkraftwerken za¨hlen insbesondere Steinkohlekraftwerke, welche niedri-
gere Fixkosten und ho¨here variable Kosten als Grundlastkraftwerke aufweisen. Fu¨r diese
Kraftwerke werden auf Grundlage von Lastprognosen Tagesfahrpla¨ne erstellt, in wel-
chen die Betriebszeiten der Kraftwerke festgelegt sind. Die ja¨hrliche Betriebszeit dieser
Kraftwerke betra¨gt ca. 4.000 h/a.
Spitzenlastkraftwerke, zu denen typischerweise Gasturbinenkraftwerke, Pumpspeicher-
kraftwerke sowie Druckluftspeicherkraftwerke za¨hlen, sind gekennzeichnet durch relativ
niedrige Fixkosten bei gleichzeitig hohen variablen Kosten. Ein weiteres entscheidendes
Merkmal dieser Kraftwerke ist die sehr kurze Zeit, die zum Anfahren beno¨tigt wird so-
wie eine gute Regelbarkeit der Leistung. Spitzenlastkraftwerke ermo¨glichen folglich die
flexible Reaktion auf kurzfristige Schwankungen des Leistungsbedarfs. So ist es insbe-
sondere nicht wirtschaftlich, Mittellastkraftwerke fu¨r sehr kurze Lastspitzen anzufahren.
Des Weiteren ko¨nnen Spitzenlastkraftwerke auch dann eingesetzt werden, wenn eine sehr
große Leistungsnachfrage erwartet wird, die allein von Grund- und Mittellastkraftwer-
ken nicht befriedigt werden kann. Aufgrund der genannten Eigenschaften werden Spit-
zenlastkraftwerke nur wenige Stunden am Tag eingesetzt, was zu geringen ja¨hrlichen
Betriebszeiten von ca. 500 - 1.000 h/a fu¨hrt (vgl. Heuck et al. (2010, S. 73)).
Aufgrund der sehr guten Regelbarkeit von Spitzenlastkraftwerken werden diese auch
ha¨ufig eingesetzt, um Regelleistung bereitzustellen. Grundsa¨tzlich existieren drei Arten
von Regelleistung:
• Prima¨rregelleistung;
• Sekunda¨rregelleistung;
• Tertia¨rregelleistung.
Regelleistung wird genau dann im Netz beno¨tigt, wenn das Angebot elektrischer Energie
zu einem Zeitpunkt nicht der Nachfrage nach dieser entspricht. Abweichungen von die-
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sem Gleichgewicht ko¨nnen Abweichungen der Netzfrequenz und der Netzspannung von
ihren jeweiligen Sollwerten bedingen, was im Extremfall zu Netzausfa¨llen fu¨hren kann.
Aus diesem Grund werden die genannten Arten der Regelleistung eingesetzt, um diese
Abweichungen auszuregeln. Regelleistung kann entweder positiv sein, wenn die Nachfra-
ge das Angebot u¨bersteigt, oder negativ, wenn das Angebot an elektrischer Energie die
Nachfrage u¨bersteigt. Je umfangreicher das Verbundnetz ausgestaltet ist, desto geringer
ist der Bedarf an Regelleistung. Andererseits erho¨ht sich der Bedarf an Regelleistung,
je mehr Kraftwerke mit stochastischem Stromoutput an das Netz angebunden sind (vgl.
Kapitel 2.3). Grundsa¨tzlich ist es die Aufgabe des Netzbetreibers fu¨r eine ausreichen-
de Regelleistungsvorhaltung zu sorgen. Einen guten U¨berblick u¨ber die technische und
organisatorische Ausgestaltung der Regelenergiema¨rkte bietet Panos (2013).
Regenerative Energiesysteme nehmen im Vergleich zu den erwa¨hnten klassischen Kraft-
werkstypen eine Sonderrolle ein, da das Leistungsangebot stochastischen Schwankungen
unterworfen ist und somit schlecht planbar ist. In Deutschland wird den erneuerba-
ren Energiesystemen eine gesetzliche Vorrangstellung eingera¨umt, was dazu fu¨hrt, dass
der gesamte erzeugte Strom in das Netz eingespeist wird, wobei der Netzbetreiber die
Mo¨glichkeit hat im Falle eines Angebotsu¨berschusses an elektrischer Energie Stromerzeu-
ger, wie z.B. Photovoltaik- oder Windenergieanlagen, vom Netz zu trennen. Die erwa¨hnte
schlechte Planbarkeit kann bei steigendem Anteil regenerativer Energiesysteme an der
Stromversorgung zu Problemen fu¨hren. Beispielsweise ist die Fahrplanerstellung bei Mit-
tellastkraftwerken wesentlich komplexer, wenn der Einfluss fluktuierender Stromerzeuger
beru¨cksichtigt werden muss. Zusa¨tzlich steigt der Bedarf an Spitzenlastkraftwerken bzw.
an Energiespeichern zur Vorhaltung von Regelleistung, welche die schwankende Stromer-
zeugung stabilisieren ko¨nnen (vgl. Heuck et al. (2010, S. 60 f.)).
Im Wesentlichen ergeben sich die Einsatzmo¨glichkeiten der genannten Kraftwerksty-
pen aus der Analyse von Lastkurven und der daraus abgeleiteten Lastprognosen. Die-
se Lastprognosen stellen die Grundlage der Kraftwerkseinsatzplanung dar. Diese legt
fest, zu welchem Zeitpunkt welches Kraftwerk welchen Lastanteil decken soll (vgl. die
Ausfu¨hrungen in Kapitel 4.1.1).
In Lastkurven ist der Leistungsbedarf u¨ber einen bestimmten Zeithorizont, welcher
ha¨ufig 24 Stunden betra¨gt, grafisch dargestellt. Dabei ergeben sich charakteristische
Lastprofile, welche das aggregierte Nutzungsverhalten der Verbraucher elektrischer Ener-
gie widerspiegeln. So liegt in Deutschland ein Minimum der nachgefragten Leistung zwi-
schen 0 und 6 Uhr morgens, um dann zwischen 6 und 8 Uhr relativ stark anzusteigen, da
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Abbildung 2.4: Typische Lastkurven fu¨r einen Winter- und einen Sommertag (nach
Heuck et al. (2010, S. 72)).
mit diesem Zeitbereich der Arbeitsbeginn vieler Unternehmen zusammenfa¨llt und somit
die gesteigerte Nachfrage nach elektrischer Leistung erkla¨rt werden kann. Anschließend
verbleibt die nachgefragte Last auf recht konstantem Niveau, wobei gegen Mittag ein
Maximum erreicht wird. Entsprechend der Beobachtungen am fru¨hen Morgen spiegelt
sich ebenfalls das Ende des Arbeitstages in den Lastkurven mit einem Abfall des Leis-
tungsbedarfs nach 16 Uhr wider, wobei typischerweise in den Wintermonaten gegen
18 Uhr ein weiteres Maximum auftritt. Des Weiteren unterscheiden sich Lastkurven je
nach Jahreszeit erheblich, d.h., dass sich beispielsweise eine charakteristische Lastkurve
die den Wintermonaten zuzurechnen ist wesentlich von einer, die den Sommermonaten
zuzurechnen ist, unterscheidet. So zeigen Lastkurven im Winter neben einem allgemein
ho¨heren Lastniveau auch eine unterschiedliche Verteilung der Maxima. Ebenfalls einsich-
tig ist die Tatsache, dass sich Lastkurven, die an Werktagen aufgezeichnet wurden, von
Lastkurven unterscheiden, deren Aufzeichnung an Wochenenden oder Feiertagen erfolg-
te. Allerdings a¨hneln sich die Lastkurven von Tagen mit vergleichbaren Eigenschaften,
wie z.B. zweier Montage im Sommer, erheblich. Bei Einbezug weiterer Einflußgro¨ßen,
wie Temperatur, Niederschlag etc., ko¨nnen relativ gute Lastprognosen zur Planung des
Kraftwerkseinsatzes erstellt werden (vgl. Heuck et al. (2010, S. 72)).
Werden die zu Beginn des Abschnitts erwa¨hnten Kraftwerkscharakteristiken in Be-
tracht gezogen, ergeben sich beispielsweise die in Abbildung 2.5 angegebenen Bereiche
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Abbildung 2.5: Typische Aufteilung der Leistungsbereitstellung durch Grund-, Mittel-
und Spitzenlastkraftwerke (Eigene Darstellung in Anlehnung an Heuck
et al. (2010, S. 72).
fu¨r den Einstz der unterschiedlichen Kraftwerkstypen.
2.2 Energiespeicher
Der Einsatz von Technologien zur Speicherung elektrischer Energie ermo¨glicht eine Ent-
kopplung der Gewinnung von Prima¨renergie sowie der Energiewandlung durch den Ener-
gieversorger von der Nutzung durch den Endverbraucher, indem Energie fu¨r einen be-
grenzten Zeitraum gespeichert und bei Bedarf zur Verfu¨gung gestellt werden kann. Damit
tra¨gt die Speicherung von Energie zu einer Angleichung von Angebot und Nachfrage nach
Energie bei. Nachfrageseitig ergeben sich Fluktuationen aus dem Verhalten der Endver-
braucher. Dies a¨ußert sich beispielsweise im Verlauf der Lastkurven u¨ber unterschiedliche
Zeithorizonte (vgl. Kapitel 2.1.5 Abbildungen 2.4 und 2.5). Zusa¨tzlich ko¨nnen angebots-
seitig Schwankungen in der Energiebereitstellung zum einen aus Sto¨rungen von Kraft-
werken bzw. von U¨bertragungseinrichtungen und zum anderen aus einem versta¨rkten
Einsatz schlecht regelbarer erneuerbarer Energiequellen, wie z.B. Wind- und Photvol-
taikanlagen, resultieren. Zwar ko¨nnen diese Fluktuationen durch Einsatz der in den vor-
hergehenden Abschnitten vorgestellten Kraftwerkstypen ausgeglichen werden, so kann
beispielsweise bei einem unerwarteten Nachfragepeak zusa¨tzliche Energie durch die Inbe-
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triebnahme eines zusa¨tzlichen Spitzenlastkraftwerks bereitgestellt werden und im Falle
eines Angebotsu¨berschuss ist es z.B. mo¨glich Mittellastkraftwerke herunterzuregeln, aber
sowohl der Betrieb von Spitzenlastkraftwerken, als auch der Teillastbetrieb von Mittel-
oder gar Grundlastkraftwerken sind kostenintensiv. Diese Problematik kann durch den
Einsatz von Energiespeichern gemindert werden und ist insbesondere vor dem Hinter-
grund der stetig wachsenden Bedeutung erneuerbarer Energiequellen fu¨r die Energiever-
sorgung von enormer Bedeutung. Die Nutzung von Energiespeichern bietet daher die
folgenden Vorteile (vgl. Zahoransky (2013, S. 419)):
• bessere Nutzung schlecht regelbarer erneuerbarer Energiesysteme, indem Fluktua-
tionen in der Energiebereitstellung ausgeglichen werden ko¨nnen;
• Steigerung der Versorgungssicherheit;
• Ermo¨glichung einer kosteneffizienten Dimensionierung von Anlagen zur Energieer-
zeugung sowie zum Energietransport.
Grundsa¨tzlich gibt es zahlreiche verschiedene Einsatzmo¨glichkeiten von Energiespei-
chern, die sich in ihren Anforderungen an die Speichertechnologie teilweise erheblich
unterscheiden. Beispielsweise ist fu¨r mobile Anwendungen eine hohe Energiedichte bei
gleichzeitig geringem Gewicht von gro¨ßerer Bedeutung als bei umfangreichen stationa¨ren
Speicheranlagen, welche Energie fu¨r die Stabilisierung eines angeschlossenen Netzes be-
reithalten. Im Folgenden liegt der Fokus jedoch ausschließlich auf stationa¨ren Speichern
fu¨r die Energieversorgung.
Die wesentlichen Anforderungen an diese Anlagen sind insbesondere geringe Kosten
pro kWh, eine hohe Lebensdauer, eine große Anzahl von Lade- und Entladezyklen,
ein hoher Gesamtwirkungsgrad, eine geringe Selbstentladung, ein geringer Wartungsauf-
wand sowie eine einfache Installation und ein einfacher Betrieb. Die Bedeutung dieser
genannten Anforderungen an Energiespeicher richtet sich nach deren Einsatzbereich, wo-
bei im Bereich der Energieversorgung im Wesentlichen die folgenden Anwendungszwecke
identifiziert werden ko¨nnen (vgl. Zahoransky (2013, S. 420)):
• Tages-, Wochen- und Jahreslastausgleich;
• Bereitstellung von Wirkleistungssekundenreserve (WSR);
• Sicherstellung einer unterbrechungsfreien Stromversorgung (USV).
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Fu¨r die in den weiteren Kapiteln vorgestellten Modelle sind insbesondere Anlagen fu¨r
den Tages-, Wochen oder Jahreslastausgleich von Bedeutung, weshalb wir uns in den
folgenden Abschnitten auf Speichertechnologien fu¨r eben diesen Anwendungszweck kon-
zentrieren.
2.2.1 Pumpspeicherkraftwerke
Der grundlegende Einsatzzweck von Pumpspeicherkraftwerken wurde bereits in Kapitel
2.1.4 umrissen. Pumpspeicherkraftwerke werden bereits seit la¨ngerer Zeit erfolgreich fu¨r
den Tageslastausgleich, bzw. fu¨r die Deckung von Lastspitzen im Energieversorgungs-
netz eingesetzt und gelten als technisch ausgereift. Weltweit liegt die derzeit installierte
Leistung von Pumpspeicherkraftwerken bei etwa 127 GW, wobei allein im Jahr 2014
zusa¨tzliche 76 GW durch die Fertigstellung im Bau befindlicher Anlagen hinzukamen.
Japan, USA und China sind mit 25,18 GW, 21,68 GW bzw. 15,64 GW, die La¨nder mit
der gro¨ßten installierten Pumpspeicherleistung (vgl. Norster et al. (2013, S. 16)). Zum
Vergleich: In Deutschland liegt die Leistung aller Pumpspeicherkraftwerke bei ca. 7 GW,
wobei das neuste Pumpspeicherkraftwerk Goldisthal eine Leistung von 1.060 MW bei
einer Speicherkapazita¨t von 8.480 MWh aufweist (vgl. Heuck et al. (2010, S. 56)).
Grundsa¨tzlich bestehen Pumpspeicherkraftwerke aus zwei durch ein Rohrleitungssys-
tem verbundenen Becken, die mit Wasser gefu¨llt werden ko¨nnen. Im Speicherbetrieb wird
das im Unterbecken befindliche Wasser mittels elektrischer Pumpen in das Oberbecken
befo¨rdert und dort gespeichert. Besteht Bedarf an elektrischer Energie wird Wasser aus
dem Oberbecken u¨ber Turbinen in das Unterbecken abgelassen. Die zu speichernde elek-
trische Energie wird folglich zuna¨chst in potenzielle Energie gewandelt und erst beim
Ausspeichern durch an die Turbinen angeschlossene Generatoren wieder in elektrische
Energie gewandelt. Die speicherbare Energie E ha¨ngt dabei im Wesentlichen von der
Ho¨hendifferenz zwischen Ober- und Unterbecken sowie vom Volumen des Oberbeckens
gema¨ß der folgenden Gleichung ab:
E = V · ρ · g · h (2.1)
mit V : Volumen Oberbecken, ρ : Dichte des Wassers,
g : Erdbeschleunigung, h : Ho¨hendifferenz.
Um die Baukosten gering zu halten, werden bei aktuellen Pumpspeicherkraftwer-
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ken ha¨ufig Pumpturbinen verbaut. Diese Bauelemente ko¨nnen sowohl im Pumpbetrieb
Wasser vom Unterbecken in das Oberbecken befo¨rdern, wobei elektrische Energie in
potenzielle gewandelt wird, als auch im Turbinenbetrieb durch Ablassen von Wasser
aus dem Oberbecken elektrische Energie durch U¨bertragung der Rotationsenergie an
einen Generator erzeugen. Pumpturbinen erreichen derzeit Fo¨rderho¨hen von bis zu 800
m pro Fo¨rderstufe. Der Gesamtwirkungsgrad von Pumpspeicherkraftwerken, d.h. das
Verha¨ltnis der einzuspeichernden Energie zur Energie, die nach dem Ausspeichern wie-
dergewonnen werden kann, ist im Wesentlichen von der baulichen Ausfu¨hrung sowie von
einem eventuell vorhandenen natu¨rlichen Zufluss abha¨ngig und erreicht bei modernen
Anlagen Werte von bis zu 80% (vgl. Giesecke u. Mosonyi (2009, S. 691)). 6
Pumpspeicherkraftwerke weisen geringe Anlaufzeiten vom Stillstand bis zur Vollast
von wenigen Minuten auf. Ebenso rasch erfolgt der Wechsel zwischen den Betriebsarten,
d.h. zwischen Pump-, Turbinen- und Phasenschieberbetrieb7, wobei sowohl die Anlauf-
zeiten als auch die Dauer fu¨r den Wechsel zwischen den verschiedenen Betriebsarten
wesentlich von der gewa¨hlten Maschinenanordnung abha¨ngen (vgl. Giesecke u. Mosonyi
(2009, S. 688 f.)).
Grundsa¨tzlich ist aufgrund der hohen Flexibilita¨t ein vielfa¨ltiger Einsatz dieser Kraft-
werke mo¨glich. Wie eingangs des Kapitels erwa¨hnt, werden Pumpspeicherkraftwerke
ha¨ufig fu¨r den Tageslastausgleich oder mit wachsender Speichergro¨ße auch fu¨r den Monats-
oder Jahreslastausgleich verwendet. Das bedeutet, dass Energie in Zeiten eines Ange-
botsu¨berschusses an elektrischer Energie, beispielsweise nachts, wenn die Stromnachfra-
ge gering ist oder wa¨hrend Starkwindphasen, wenn das Angebot an Windenergie sehr
groß ist, eingespeichert und bei Nachfrageu¨berschuss abgegeben wird. Die sehr gute
Regelbarkeit von Pumpspeicherkraftwerken ermo¨glicht daru¨ber hinaus den Einsatz fu¨r
die Leistungsfrequenzhaltung in gro¨ßeren Verbundnetzen sowie die Bereitstellung von
Blindleistung im Phasenschieberbetrieb (vgl. Oeding u. Oswald (2011, S. 95)).
Problematisch ist die geringe Energiedichte von Pumpspeicherkraftwerken, welche
u¨blicherweise im Bereich von 1 kWh/m3 liegt (vgl. Neupert et al. (2009, S. 133)).
Dies fu¨hrt gema¨ß Gleichung (2.1) dazu, dass ein relativ großes Oberbecken fu¨r den
wirtschaftlich sinnvollen Betrieb vonno¨ten ist. Grundsa¨tzlich erzielen Anlagen, die ei-
6Ist der Wasserzustrom durch den natu¨rlichen Zufluss sehr groß, so kann der Gesamtwirkungsgrad
Werte gro¨ßer als 100% erreichen.
7Im Phasenschieberbetrieb gibt die Anlage entweder Blindleistung ab oder nimmt diese auf (vgl.
Oeding u. Oswald (2011, S. 139)).
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ne gro¨ßere Ho¨hendifferenz zwischen Ober- und Unterbecken aufweisen aufgrund der
aus Gleichung (2.1) ersichtlichen Proportionalita¨t zwischen der speicherbaren Energie
und der Ho¨hendifferenz, bessere Werte in Bezug auf die Energiedichte als Kraftwer-
ke mit geringeren Ho¨hendifferenzen. Dies hat zur Folge, dass Pumpspeicherkraftwerke
mit gro¨ßeren Fallho¨hen zur Speicherung der gleichen Menge an Energie ein geringe-
res Oberbeckenvolumen im Vergleich zu einem Kraftwerk mit einer geringeren Fallho¨he
beno¨tigen. Allerdings ist auch bei sehr großen Fallho¨hen mit einem erheblichen Land-
schaftsverbrauch zu rechnen, was seitens der Bevo¨lkerung bzw. aus Naturschutzgru¨nden
ha¨ufig zu einer geringen Akzeptanz bezu¨glich des Neubaus von Pumpspeicherkraftwer-
ken fu¨hrt. Dies schra¨nkt die potenziellen Standorte, welche bereits durch die geographi-
schen Anforderungen vorgegeben sind, weiter ein. Wird insbesondere die Situation in
Deutschland betrachtet, ergibt sich ein sehr beschra¨nktes Ausbaupotential, welches im
Wesentlichen die Alpenregion bzw. bestimmte Mittelgebirgslagen umfasst (vgl. Buen-
ger et al. (2008, S. 22)). Diese Gebiete befinden sich in relativ großer Entfernung zu
den windreichen bzw. dicht besiedelten Ballungszentren, was zu nicht unerheblichen
U¨bertragungsverlusten fu¨hrt, wenn beispielsweise im Norden Deutschlands erzeugte elek-
trische Energie in einem Pumpspeicherkraftwerk in der Alpenregion zwischengespeichert
werden soll.
Derzeit existieren bereits einige neuartige Pumpspeicherkonzepte, um die beschriebe-
nen Herausforderungen ada¨quat einer Lo¨sung zufu¨hren zu ko¨nnen. Ein vielversprechen-
der Ansatz sind Untertage-Pumpspeicherkraftwerke, die u¨ber ein unterirdisches Unter-
becken verfu¨gen. Dies ermo¨glicht die Errichtung von Pumpspeicheranlagen auch in Re-
gionen, die aufgrund ihrer Topographie bisher hierfu¨r nicht in Frage gekommen sind.
Dennoch ist die Standortwahl fu¨r derartige Kraftwerke an bestimmte Voraussetzun-
gen geknu¨pft. So muss ein geeignetes unterirdisches Kavernensystem vorhanden sein,
um das Unterbecken anlegen zu ko¨nnen. Hierfu¨r eignen sich beispielsweise ehemalige
Stollen, die im Zuge des Untertagebaus entstanden sind. Wird die Situation in Deutsch-
land betrachtet, so ergeben sich beispielsweise im Ruhrgebiet gute Bedingungen fu¨r die
Errichtung von Untertage-Pumpspeicherkraftwerken, was vor dem Hintergrund der ho-
hen Bevo¨lkerungsdichte in dieser Region eine verbrauchsnahe Speicherung elektrischer
Energie ermo¨glicht und somit die U¨bertragungsverluste gering gehalten werden ko¨nnen.
Problematisch sind jedoch die ho¨heren Kosten fu¨r den Bau sowie die spa¨tere Wartung
von Untertage-Pumpspeicherkraftwerken (vgl. Madlener u. Specht (2013, S. 22 f.)).
Ein weiteres Konzept, welches sich insbesondere fu¨r dicht besiedelte Ku¨stenregionen
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eignet, sind Meerwasser-Pumpspeicherkraftwerke. Diese Anlagen nutzen das Meer als
Unterbecken woraus a¨hnlich wie bei Untertage-Pumpspeicherkraftwerken eine erheb-
liche Platzersparnis resultiert. Das Oberbecken befindet sich bei Meerwasser-Pump-
speicherkraftwerken in der Regel auf einer ku¨stennahen Anho¨he, sodass eine gewisse
Ho¨hendifferenz zwischen Oberbecken und Meer erreicht wird. Besonderes Augenmerk
muss bei Meerwasser-Pumpspeicherkraftwerken auf den Korrosionsschutz der verbau-
ten Materialien gelegt werden, da als Arbeitsmedium salzhaltiges und damit korrosives
Meerwasser verwendet wird. Die Verwendung von Meerwasser bedingt zusa¨tzlich ho-
he Anforderungen an die Dichtigkeit der Anlage, da bei Leckagen eine Versalzung des
Grundwassers droht (vgl. Giesecke u. Mosonyi (2009, S. 696 ff.)).
2.2.2 Druckluftspeicherkraftwerke
Die Funktionsweise von Druckluftspeicherkraftwerken weist einige Analogien im Ver-
gleich zu Pumpspeicherkraftwerken auf. So wird elektrische Energie bei Druckluftspei-
cherkraftwerken ebenfalls in potenzielle Energie u¨berfu¨hrt.
Grundsa¨tzlich wird zwischen diabaten und adiabaten Druckluftspeicherkraftwerken
unterschieden. Der Speicherprozess ist bei beiden Varianten grundsa¨tzlich vergleichbar.
So wird einem Verdichter elektrische Energie zugefu¨hrt und durch das Komprimieren
von Luft in potenzielle Energie gewandelt. Bei der diabaten Ausfu¨hrung wird der durch
den Kompressionsvorgang erhitzten Luft Wa¨rme u¨ber einen Wa¨rmetauscher entzogen
und an die Umgebung abgegeben. Anschließend kann die nun erkaltete und unter hohem
Druck von ca. 50 - 200 bar stehende Luft in einen unterirdischen Kavernenspeicher einge-
bracht werden (vgl. Sauer (2006, S. 17 f.)). Die Ku¨hlung vor dem Speichern ist zwingend
erforderlich um Bescha¨digungen am Kavernenspeicher zu vermeiden, da die Luft ohne
Wa¨rmeabfuhr Temperaturen von mehreren 100◦C erreicht (vgl. Neupert et al. (2009, S.
125)). Bei Bedarf kann die in der Kaverne befindliche Luft in einen Brenner geleitet und
unter Beifu¨gung von Brennstoff in einer Gasturbine verbrannt werden. Das unter Druck
stehende heiße Rauchgas kann durch eine Turbine, die mit einem Generator verbun-
den ist, geleitet und somit elektrische Energie zuru¨ckgewonnen werden (vgl. Abbildung
2.6). Der Gesamtwirkungsgrad von Druckluftspeicherkraftwerken kann Werte von bis zu
55% erreichen, wobei hierfu¨r die heißen Abgase zur Vorwa¨rmung der Verbrennungsluft
verwendet werden mu¨ssen (vgl. Neupert et al. (2009, S. 126)).
Der erreichbare maximale Wirkungsgrad bei diabaten Druckluftspeicherkraftwerken
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wird durch den Energiebedarf fu¨r die notwendige Ku¨hlung sowie durch den Brennstoff-
bedarf erheblich gemindert. Mit der Entwicklung adiabater Anlagen wird versucht dieser
Problematik zu begegnen. Im Gegensatz zu diabaten Kraftwerken wird die Wa¨rme, wel-
che durch den Ku¨hlungsprozess im Anschluss an die Verdichtung der Luft entzogen
wird, nicht ungenutzt an die Umgebung abgegeben, sondern in einen Wa¨rmespeicher
eingebracht. Die komprimierte Luft wird analog wie im diabaten Fall in einer Kaverne
gespeichert. Bei Entnahme der Luft aus dem Speicher wird die Luft unter Ausnutzung
der gespeicherten Wa¨rme erhitzt, weshalb keine Zufuhr von Brennstoff wie bei diabaten
Druckluftspeicheranlagen erforderlich ist (vgl. Neupert et al. (2009, S. 128 ff.)). Auf diese
Weise ko¨nnen Wirkungsgrade von bis zu 70% erreicht werden (vgl. Transmission (2007,
S. 6)). Ebenso werden zusa¨tzliche CO2-Emissionen durch die bei diabaten Anlagen no¨tige
Verfeuerung von Brennstoff vermieden.
Die volumetrische Energiedichte liegt bei Druckluftspeicherkraftwerken je nach Druck-
niveau in der Kaverne im Bereich 1-2 kWh/m3 (vgl. Foote et al. (2005, S. 2)).
Fu¨r die Speicherung der verdichteten Luft werden in der Regel unterirdische Hohl-
ra¨ume, wie z.B. Salzkavernen, verwendet. Salzkavernen sind durch Aussolung mit Was-
ser ku¨nstlich hergestellte Hohlra¨ume innerhalb von Salzformationen. Daru¨ber hinaus
kommen auch andere unterirdische Gesteinsformationen, wie Aquifer oder ehemalige
Bergwerke in Frage, wobei insbesondere letztere ein aufwa¨ndiges Verfahren zur Sicher-
stellung der Dichtigkeit durchlaufen mu¨ssen, was ein deutlicher Nachteil im Vergleich zu
den bereits erwa¨hnten Salzkavernen darstellt. Im Allgemeinen sind die Leckageverluste
bei Salzkavernen relativ niedrig, d.h. im Vergleich zu anderen Speichertechnologien, wie
z.B. Batterien oder gar Schwungradspeichern, ist die Selbstentladungsrate sehr gering.
Der wesentlich geringere Landschaftsverbrauch durch die unterirdischen Speicheranlagen
insbesondere im Vergleich zu den im letzten Abschnitt erwa¨hnten Pumpspeicherkraft-
werken fu¨hrt unter anderem zu einer erho¨hten Akzeptanz seitens der Bevo¨lkerung (vgl.
Neupert et al. (2009, S. 125 ff.)).
Die Nutzung von Salzkavernen als Speicher fu¨r die komprimierte Luft erweist sich
insbesondere in Deutschland als sehr vorteilhaft, da derartige Formationen zahlreich an
der norddeutschen Ku¨ste vorhanden sind und somit eine ra¨umliche Na¨he zu Gebieten mit
hohemWindertrag gegeben ist. Dadurch ko¨nnen aufgrund der geringen Distanz zwischen
Erzeugungs- und Speicherort die U¨bertragungsverluste gering gehalten werden.
Des Weiteren kann die gespeicherte Energie relativ schnell abgerufen werden. So liegt
die Zeitspanne, die fu¨r die Bereitstellung der Maximalleistung beno¨tigt wird, im Bereich
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von etwa zehn Minuten. Es ergibt sich in der Folge ein sehr a¨hnliches Einsatzspektrum
wie bei den zuvor erla¨uterten Pumpspeicherkraftwerken. Wesentliche Voraussetzung fu¨r
den großfla¨chigen Einsatz von Druckluftspeicherkraftwerken ist jedoch eine weitere Ver-
besserung des Gesamtwirkungsgrades, welcher insbesondere im Vergleich mit Pumpspei-
cherkraftwerken noch zu gering ist (vgl. Neupert et al. (2009, S. 125 ff.)).
Bislang existieren weltweit lediglich zwei Druckluftspeicherkraftwerke. Das erste wurde
im Jahr 1978 in Huntorf bei Bremen errichtet und dient der Speicherung von Netzstrom
bei einem Angebotsu¨berschuss und dem Abfangen von hohen Nachfragespitzen nach
elektrischer Energie in Spitzenlastzeiten. Zur Speicherung der Druckluft werden zwei
Salzkavernen in einer Tiefe von 700 m und einem Volumen von 150.000 m3 verwendet.
Das Kraftwerk kann eine Leistung von 290 MW u¨ber einen Zeitraum von zwei Stunden
zur Verfu¨gung zu stellen. Da der Speicherprozess diabatisch erfolgt, liegt der Wirkungs-
grad dieser Anlage lediglich bei 42%. Das zweite Kraftwerk wurde im Jahr 1991 in
McIntosh (USA) in Betrieb genommen. Durch Verwendung einer Luftvorwa¨rmung kann
der Brennstoffbedarf im Vergleich zu der Anlage in Huntorf erheblich reduziert werden,
was sich positiv auf den Gesamtwirkungsgrad des Kraftwerks von 54% auswirkt (vgl.
Diekmann u. Rosenthal (2014, S. 172)). Allgemein ist die Prozessfu¨hrung jedoch erneut
diabat, was den verha¨ltnisma¨ßig geringen Wirkungsgrad erkla¨rt. U¨ber einen Zeitraum
von 26 Stunden kann eine Leistung von 110 MW abgegeben werden (vgl. Neupert et al.
(2009, S. 127)).
Neben den beiden realisierten Druckluftspeicherkraftwerken sind zum gegenwa¨rtigen
Zeitpunkt weitere in Planung. Insbesondere adiabate Anlagen sind dabei aufgrund des
ho¨heren Wirkungsgrades von besonderem Interesse. Allerdings gilt zum derzeitigen Zeit-
punkt der beno¨tigte Wa¨rmespeicher als technisch noch nicht ausgereift, weshalb derzeit
lediglich ein Demonstrationskraftwerk (ADELE - Adiabater Druckluftspeicher fu¨r die
Elektrizita¨tsversorgung) in Staßfurt in Planung ist. Das Kraftwerk soll eine elektrische
Leistung von 90 MW bei einer Speicherkapazita¨t von vier Stunden aufweisen, wobei fu¨r
die Speicherung der Druckluft Salzkavernen verwendet werden sollen (vgl. Alotto et al.
(2014, S. 326)).
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Abbildung 2.6: Schematischer Aufbau eines Druckluftspeicherkraftwerks (nach Zaho-
ransky (2013, S. 426)).
2.2.3 Batteriespeicher
Zur Speicherung elektrischer Energie ko¨nnen Akkumulatoren oder Batteriesysteme ver-
wendet werden.8 Die elektrische Energie wird dabei in chemischer Form im Akkumulator
gespeichert. Grundsa¨tzlich ist ein Akkumulator aus Zellen aufgebaut, die jeweils durch
einen Elektrolyten getrennte positive und negative Elektroden enthalten (vgl. Zahorans-
ky (2013, S. 429)).
Je nach Einsatzzweck und den damit verbundenen Anforderungen an den Akkumu-
lator variieren die jeweils verwendeten Materialien fu¨r Elektroden bzw. Elektrolyten
und deren Aufbau. So werden insbesondere kleinere Akkumulatorsysteme bereits seit
einiger Zeit erfolgreich fu¨r die elektrische Energieversorgung von mobilen Gera¨ten, wie
z.B. Mobiltelefone oder Kraftfahrzeuge, verwendet. Fu¨r den Einsatz in Energieversor-
gungsnetzen sind allerdings gro¨ßere Einheiten vonno¨ten, an die daru¨ber hinaus andere
Anforderungen zu stellen sind als an kleinere Batteriesysteme. So ist eine hohe Ener-
giedichte zwar auch bei gro¨ßeren Batteriesystemen wu¨nschenswert, um den Platzbedarf
mo¨glichst gering zu halten, aber nicht priorita¨r. Wesentlich fu¨r Batterien, die zur Nut-
zung in Energieversorgungsnetzen vorgesehen sind, ist eine hohe Zyklenfestigkeit und
somit eine hohe Lebensdauer sowie geringe Kosten pro kWh um auch große Energie-
mengen aufnehmen zu ko¨nnen (vgl. Chen et al. (2009, S. 296)). Einen U¨berblick u¨ber
8Grundsa¨tzlich unterscheiden sich Batterien und Akkumulatoren dadurch, dass Batterien nicht wieder
aufladbar sind. Da in der Praxis ha¨ufig keine Unterscheidung der beiden Begriffe vorgenommen wird,
wollen wir beide Begriffe auch in der vorliegenden Arbeit synonym verwenden.
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Blei NiCd NiMH NiZn ZnBr Li NaS Zebra
volumetrische
Energiedichte in
kWh/m3
100 150 200-250 120-150 100-120 200-300 180 110
volumetrische
Leistungsdichte in
kW/m3
150-300 400-500 250-500 250-400 50-120 250-500 140 130
Speicherwirkungsgrad
in %
85 70-75 60-80 70-75 75 n.V. 90 90
realisierte Zellkapa-
zita¨ten in Ah
100 15 12 n.V. n.V. ca. 1 30 40
Tabelle 2.2: Eigenschaften ausgewa¨hlter Batteriespeicher (nach Zahoransky (2013, S.
428)).
einige wichtige Akkumulatorarten und deren wesentlichen Eigenschaften gibt Tabelle 2.2.
Derzeit befinden sich bereits Batteriesysteme im Einsatz um Spitzenlasten abzudecken,
bzw. um in entlegeneren Gebieten fu¨r eine hohe Versorgungsqualita¨t durch Abfangen
von Spannungseinbru¨chen zu sorgen (vgl. Zahoransky (2013, S. 428), Diekmann u. Ro-
senthal (2014, S. 163 ff.)). Hierbei kommen vorwiegend Bleiakkumulatoren zum Einsatz.
Gru¨nde hierfu¨r liegen insbesondere im hohen Reifegrad dieser Systeme und den damit
verbundenen relativ geringen Kosten. Des Weiteren weisen Bleiakkumulatoren gerin-
ge Selbstentladungsraten von ca. 2-3 % pro Monat auf, wodurch eine Speicherung von
Energie u¨ber la¨ngere Zeitra¨ume, wie Wochen oder Monate, ermo¨glicht wird. Die ma-
ximale Zyklenzahl dieser Systeme liegt derzeit im Bereich von 1.200 - 1.800, bei einer
Lebensdauer von 5 - 15 Jahren, wobei diese insbesondere von der Betriebstemperatur
der Akkumulatoren abha¨ngt (vgl. Hadjipaschalis et al. (2009, S. 1516)).
Problematisch ist bisher noch die Aufnahme sehr großer Energiemengen um beispiels-
weise mit Pumpspeicher- oder Druckluftspeicherkraftwerken konkurrieren zu ko¨nnen, da
Batteriesysteme fu¨r diese Aufgabe auch im Hinblick auf die recht begrenzte Lebensdauer
einen erheblichen Kostennachteil aufweisen. So wurde beispielsweise in einer KEMA-
Studie in den Niederlanden der Einsatz von Batteriespeichern fu¨r den Energieausgleich
eines 6.000 MW Windparks untersucht. Der Speicher sollte fu¨r eine Leistung von 2.500
MW ausgelegt werden, bei einem Energieinhalt von 62.004 MWh. Letztlich wurde das
Projekt nicht realisiert, da die Wirtschaftlichkeit nur bei sehr hohen Spitzenlastpreisen
gewa¨hrleistet ist (vgl. Enslin (2004, S. 5)).
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2.2.4 Wasserstoffspeicher
Durch Anwendung eines Elektrolyseprozesses ist es mo¨glich Wasser in die Bestandtei-
le Wasserstoff und Sauerstoff zu spalten, wobei fu¨r die Durchfu¨hrung der Elektroly-
se elektrische Energie beno¨tigt wird. Der Wasserstoff kann anschließend in geeignete
Speicherelemente eingebracht werden (vgl. Heuck et al. (2010, S. 22 f.)). U¨blich sind
hier entweder Druckgastanks, wobei Dru¨cke von bis zu 700 bar bei aktuellen Speichern
erreicht werden ko¨nnen, oder die bereits zuvor im Abschnitt u¨ber Druckluftspeicher
erwa¨hnten Salzkavernen (vgl. Klell (2010, S. 14)). Letztere eignen sich vorwiegend falls
eine zentrale Speicherung großer Mengen an Wasserstoff angestrebt wird, wohingegen
sich Druckgastanks eher fu¨r eine dezentrale Speicherung eignen. Weitere Mo¨glichkeiten
zur Speicherung von Wasserstoff sind unter anderem die Verflu¨ssigung durch starke
Ku¨hlung oder das Einbringen in Metalle, in denen der Wasserstoff beispielsweise in Form
von Metallhydrid gespeichert wird.9 Der gespeicherte Wasserstoff la¨sst sich bei Bedarf
durch Wa¨rmekraftprozesse in einem Gasturbinenprozess oder aber durch den Einsatz
von Brennstoffzellen ru¨ckverstromen. Ein wesentlicher Vorteil von Wasserstoffspeichern
ist die sehr hohe Energiedichte, die bei komprimiertem gasfo¨rmigen Wasserstoff bis zu
767 kWh/m3 bei 700 bar betragen kann (vgl. Klell (2010, S. 13)). Noch ho¨here Energie-
dichten von bis zu 2300 kWh/m3 bei einem Druck von 2 bar ko¨nnen bei der Speicherung
von flu¨ssigem Wasserstoff erzielt werden. Allerdings sind hierfu¨r sehr niedrige Tempe-
raturen im Bereich von -253◦C no¨tig, was neben einer aufwendigen Konstruktion der
Drucktanks aufgrund der beno¨tigten Wa¨rmeisolation, einen zusa¨tzlichen, erheblichen
Energiebedarf fu¨r die Ku¨hleinrichtungen erfordert (vgl. Klell (2010, S. 15 ff.)). Ein wei-
terer Vorteil ist die hohe Reaktionsgeschwindigkeit von Wasserstoffspeichersystemen,
welche es ermo¨glicht im Minutenbereich zusa¨tzliche Leistung zur Verfu¨gung stellen, um
beispielsweise Lastspitzen auszuregeln (vgl. Genoese (2013, S. 38)).
Ein entscheidender Nachteil von wasserstoffbasierten Speichersystemen sind die hohen
Konversionsverluste, die bezogen auf den gesamten Prozess von der Elektrolyse bis zur
Ru¨ckverstromung zu einem sehr niedrigen Gesamtwirkungsgrad, der im Bereich von 25%
bis 30,5% liegt, fu¨hrt (vgl. Zahoransky (2013, S. 431); Heuck et al. (2010, S. 59)).
Allgemein befinden sich die Komponenten von Wasserstoffspeichersystemen auf einem
relativ hohen technischen Entwicklungsniveau. Langfristig sind daher lediglich moderate
9Einen U¨berblick u¨ber weitere Technologien zur Speicherung von Wasserstoff, welche sich allerdings
ha¨ufig noch im experimentellen Entwicklungsstadium befinden, gibt Hirscher (2010).
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Steigerungen des Gesamtwirkungsgrades bis etwa 40 % zu erwarten (vgl. Wietschel et al.
(2010, S. 569)).
2.3 U¨bertragung und Verteilung elektrischer Energie
Die wesentliche Aufgabe von elektrischen Versorgungsnetzen ist der zuverla¨ssige und
verlustarme Stromtransport von den Kraftwerken zu den Verbrauchern. Die Netztopo-
logie sowie die verbauten Komponenten und Betriebsmittel mu¨ssen dabei so beschaffen
sein, dass auch Netzsto¨rungen die Energieversorgung der Verbraucher mo¨glichst nicht
beeinflussen (vgl. Flosdorff u. Hilgarth (2005, S. 1)).
Im Wesentlichen kann zwischen drei U¨bertragungsarten fu¨r elektrische Energie unter-
schieden werden (vgl. Heuck et al. (2010, S. 77)):
• Einphasige Systeme;
• Dreiphasige Systeme;
• Hochspannungs-Gleichstromu¨bertragung (HGU¨).
Einphasige Systeme basieren auf einphasigem Wechselstrom und werden in Deutsch-
land im Wesentlichen im Bereich von Bahnnetzen verwendet. U¨bliche Nennspannungen
von Bahnnetzen sind 110 kV, 60 kV und 15 kV bei Netzfrequenzen von 16 2/3 Hz bzw.
50 Hz.10
Dreiphasige Systeme werden in großem Umfang in der o¨ffentlichen Stromversorgung
in Deutschland eingesetzt. Im Gegensatz zu den einphasigen Systemen bestehen drei-
phasige Systeme aus drei Wechselspannungen bzw. Wechselstro¨men, welche eine feste
Phasenverschiebung zueinander sowie die gleiche Frequenz aufweisen, die in Deutsch-
land 50 Hz betra¨gt. Dreiphasiger Wechselstrom wird auch als Drehstrom bezeichnet.
Der steigende Energiebedarf sowie die immer gro¨ßer werdenden Entfernungen, die mit-
tels Stromleitungen u¨berbru¨ckt werden mu¨ssen, hat dazu gefu¨hrt, dass im Laufe der Zeit
immer ho¨here U¨bertragungsspannungen no¨tig geworden sind. So ist heute eine Eintei-
lung der Nennspannungen in Nieder-, Mittel-, Hoch- und Ho¨chstspannung u¨blich. Die in
10Auch heutzutage ist die vorwiegend eingesetzte Frequenz bei Bahnnetzen 16 2/3 Hz. Dies ist his-
torisch bedingt und der Beherrschung von Kommutierungsproblemen bei den damals eingesetzten
Gleichstrommaschinen geschuldet (vgl. Heuck et al. (2010, S. 77)).
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Nennspannung 0,23/0,40 3, 6, 10, 15, 20, 30 60, 110 220, 380, 500, 700
UN in kV
Spannungs- Nieder- Mittelspannung Hoch- Ho¨chstspannung
bereich spannung spannung
Anwendung Klein- Großabnehmer, Stadt- und Großraum-
verbraucher Stadtversorgung U¨berland- versorgung,
versorgung Verbundwirtschaft
Tabelle 2.3: U¨bliche Nennspannungen, die im Bereich der elektrischen Energieversorgung
eingesetzt werden (nach Flosdorff u. Hilgarth (2005, S. 2)).
Deutschland u¨blichen Nennspannungen und Anwendungszwecke finden sich in Tabelle
2.3.
Sollen sehr weite Strecken u¨berbru¨ckt werden, bietet sich die U¨bertragung elektri-
scher Energie mittels HGU¨ an, da im Gegensatz zur U¨bertragung mittels Drehstrom
der Spannungsabfall allein durch ohmsche Widersta¨nde bestimmt wird, keine Blind-
leistung u¨bertragen wird sowie keine Wirbelstromverluste auftreten. Bei diesem Ver-
fahren werden in relativ kostenintensiven Stromrichterstationen, die im dreiphasigen
Netz zur Verfu¨gung stehende Spannung zuna¨chst auf eine Spannung von etwa 1.000 kV
transformiert und anschließend u¨ber Umrichter gleichgerichtet. Anschließend erfolgt die
Gleichstromu¨bertragung der Energie zur Gegenstation, wo der Gleichstrom mittels ei-
nes Wechselrichters in Wechselstrom gewandelt wird. Je nach Einsatzgebiet ko¨nnen zur
U¨bertragung des Gleichstroms entweder Kabel, welche beispielsweise fu¨r die Anbindung
von ku¨stenfernen Offshore-Windparks genutzt werden ko¨nnen, oder Freileitungen einge-
setzt werden. Dabei ist es bei Seekabeln bereits ab einer Strecke von ca. 40 km und bei
Freileitungen ab einer Strecke von ca. 1.000 km technisch und wirtschaftlich sinnvoll, den
Strom mittels HGU¨ zu u¨bertragen (vgl. Heuck et al. (2010, S. 80 f.)). In Deutschland
wird die versta¨rkte Investition in HGU¨-Anlagen als vielversprechende Maßnahme zur
Verbindung windreicher Gebiete im Norden Deutschlands mit den windarmen Regionen
im Su¨den angesehen. Ebenso bestu¨nde dann die Mo¨glichkeit, die zahlreichen Pumpspei-
cherkraftwerke in der Alpenregion zur Speicherung von Windenergie zu nutzen.
Aufgrund der technischen Anforderungen weisen das Nieder-, Mittel-, Hoch- und
Ho¨chstspannungsnetz unterschiedliche Netztopologien auf. Ein Großteil der elektrischen
Verbraucher beziehen die beno¨tigte Energie aus dem Niederspannungsnetz, welches durch
Netzstationen mit einem Mittelspannungsnetz verbunden ist. Die Netztopologie von
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Niederspannungsnetzen ha¨ngt im Wesentlichen von der Lastdichte ab. Die Lastdichte
ist hierbei definiert als die Summe aller Lasten in einem bestimmten Gebiet bezogen
auf dessen Fla¨che. Liegt in einem bestimmten Gebiet eine niedrige Lastdichte vor, so
werden ha¨ufig Strahlennetze verwendet. Bei dieser Netztopologie gehen von einer Netz-
station linienfo¨rmige, verzweigte Leitungen aus, mit denen die Verbraucher verbunden
sind (vgl. Abbildung 2.7 (a)). Nachteile dieser Netzart sind insbesondere die geringe
Ausfallsicherheit, welche, je nach Ort der Sto¨rung, zu weitla¨ufigen Versorgungsausfa¨llen
fu¨hren kann. Des Weiteren kann es beim Zuschalten gro¨ßerer Lasten zu einem Absinken
der Netzspannung kommen, die in einigen Fa¨llen dann nicht mehr ausreichend ist. Der
Netzanschluss der einzelnen Verbraucher erfolgt beim Strahlennetz, je nach vorliegender
o¨rtlicher Gegebenheiten, entweder mit Kabeln oder Freileitungen. Liegt eine ho¨here Last-
dichte vor oder soll eine ho¨here Versorgungssicherheit erreicht werden, kommen ha¨ufig
Ringleitungen zum Einsatz. Diese sind mit Trennstellen versehen, sodass z.B. im Falle
eines Kabelschadens der betroffene Abschnitt durch O¨ffnen dieser Trennstelle freige-
schaltet werden kann. Aufgrund der Ringstruktur ko¨nnen im gu¨nstigsten Fall dennoch
alle Verbraucher mit elektrischer Energie versorgt werden, da bei Heraustrennung des
fehlerhaften Leitungsstu¨cks die verbleibenden intakten Leitungsstu¨cke einseitig gespeist
werden ko¨nnen (vgl. Abbildung 2.7 (b)). Als U¨bertragungsmittel wird bei Ringleitungen
ha¨ufig auf Kabel zuru¨ckgegriffen (vgl. Heuck et al. (2010, S. 82 ff.)). Eine Steigerung des
Last
offene Trennstelle
(a) (b)
Abbildung 2.7: (a) Strahlennetz (b) Ringleitung mit offenen Trennstellen (nach Heuck
et al. (2010, S. 83)).
Vermaschungsgrads durch hinzuschalten weiterer Verbraucher zu einer Ringleitung wird
als verzweigter Ring bezeichnet (vgl. Abbildung 2.8 (a)). Diese Netzstruktur weist eine
im Vergleich zu einem reinen Ringleiter eine erho¨hte Eigensicherheit auf. Diese Struktur
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wird vorwiegend in Gebieten mit hoher Lastdichte eingesetzt. Weisen Netze zahlreiche
Maschen sowie mehrere Einspeisungen auf, so werden diese als Maschennetze bezeichnet
(vgl. Abbildung 2.8 (b)). Diese Netze weisen eine hohe Spannungskonstanz sowie Ei-
gensicherheit auf. Problematisch ist allerdings, dass im Falle eines Netzzusammenbruchs
die erneute Inbetriebnahme recht schwierig ist. Die speisenden Netzstationen mu¨ssen
in diesem Fall manuell zugeschaltet werden, wobei es zu einer U¨berlastung der zuerst
eingeschalteten Netzstationen kommen kann. Bedingt durch die erschwerte Wiederin-
betriebnahme spielt diese Netztopologie heutzutage bei Neuplanungen nur noch eine
untergeordnete Rolle und wird mo¨glichst vermieden (vgl. Heuck et al. (2010, S. 84)).
(a) (b)
Last
offene Trennstelle
Abbildung 2.8: (a) Verzweigter Ring (b) Maschennetz (nach Heuck et al. (2010, S. 83)).
Mittelspannungsnetze werden u¨ber Umspannstationen aus einem Hochspannungsnetz
mit Energie versorgt und leiten diese u¨ber die angeschlossenen Netzstationen an Nie-
derspannungsnetze weiter. Diese sind a¨hnlich wie in Niederspannungsnetzen ha¨ufig in
einer (verzweigten) Ringstruktur, welche mit Trennstellen versehen ist, angeordnet. Im
Normalbetrieb wird das Ringnetz als Strahlennetz betrieben, was durch die O¨ffnung
bestimmter Trennstellen erreicht werden kann. Sollte es zu Sto¨rungen kommen kann je
nach Ort der Sto¨rung der betroffene Teil durch geeignete Konfiguration der Trennstellen
herausgetrennt werden, wobei es no¨tig sein kann, einige der im Normalbetrieb offenen
Trennstellen zu schließen, um die Energieversorgung mo¨glichst vieler Verbraucher wei-
terhin zu gewa¨hrleisten. Beispielsweise ko¨nnen bei einem einfachen Kabelschaden in
vielen Fa¨llen weiterhin alle Netzstationen mit elektrischer Energie versorgt werden. Je
nach Lastdichte erfolgt die Energieu¨bertragung bei Spannungen von 20 kV (bei niedri-
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ger Lastdichte, wie z.B. in la¨ndlichen Gebieten) oder 10 kV (bei ho¨heren Lastdichten,
wie z.B. in Sta¨dten, wo die Strecken zwischen den verschiedenen Netzstationen in den
wenigsten Fa¨llen mehr als 500 m betragen und somit die ho¨heren U¨bertragungsverluste
durch eine niedrigere Spannungsebene toleriert werden ko¨nnen). Bei Mittelspannungs-
netzen erfolgt die U¨bertragung der elektrischen Energie entweder mit Kabeln oder mit
Freileitungen, wobei in Sta¨dten vorwiegend auf Kabel zuru¨ckgegriffen wird. Prinzipiell
kommt als Topologie fu¨r Mittelspannungsnetze auch eine vermaschte Struktur in Frage,
wobei der Vermaschungsgrad mo¨glichst gering gehalten wird, um die mit dieser Netz-
struktur verbundenen Probleme, wie z.B. hohe Kurzschlussstro¨me, zu beherrschen (vgl.
Heuck et al. (2010, S. 84 f.)).
Hochspannungsnetze werden bei einer Nennspannung von 110 kV betrieben. Gespeist
werden Hochspannungsnetze vorwiegend aus dem 380 kV Ho¨chstspannungsnetz durch
Umspannwerke11, wobei vereinzelt auch Einspeisungen aus Mittel- bzw. Spitzenlast-
kraftwerken erfolgen. Ho¨chstspannungsnetze ko¨nnen ebenfalls Maschen enthalten und
dienen ausschließlich als Transportnetze mit dem Ziel, die in Kraftwerken erzeugte
elektrische Energie zu den Umspannwerken zu leiten. Verbraucher sind keine an das
Ho¨chstspannungsnetz angeschlossen, jedoch bestehen Verbindungen zwischen den ver-
schiedenen Ho¨chstspannungsnetzen der verschiedenen Energieversorgungsunternehmen.
Die Struktur, die sich aus dem Zusammenschluss der verschiedenen Ho¨chstspannungs-
netze ergibt, wird als Verbundnetz bezeichnet. Die Bildung eines Verbundnetzes hat das
Ziel, eine hohe Verfu¨gbarkeit der Transportnetze zu gewa¨hrleisten, da durch den Zusam-
menschluss mehrerer Ho¨chstspannungsnetze auch die Anzahl der Kraftwerke, welche
an das Verbundnetz insgesamt angeschlossen sind, wesentlich gro¨ßer ist als im Ver-
gleich zu einem isolierten Ho¨chstspannungsnetz. Dies fu¨hrt dazu, dass im Fall einer
Kraftwerkssto¨rung eine gro¨ßere Wahrscheinlichkeit besteht, dass diese Sto¨rung durch
Zuschalten eines weiteren Kraftwerks kompensiert werden kann. Insgesamt kann aus
diesem Grund auch die Reserveleistung, die vorgehalten werden muss, geringer sein.
Des Weiteren ermo¨glicht das Verbundnetz den Transport großer Energiemengen inner-
halb Deutschlands bzw. innerhalb Europas. Im Allgemeinen sind Ho¨chstspannungsnetze
bereits durch einen hohen Automatisierungsgrad im Bereich der Netzbetriebsfu¨hrung
sowie durch ha¨ufig parallel verschaltete Leitungen eigensicher ausgelegt, was zu einer
sehr hohen Verfu¨gbarkeit dieser Netze fu¨hrt (vgl. Heuck et al. (2010, S. 86 ff.)).
11In einigen Regionen existieren noch a¨ltere Ho¨chstspannungsnetze, die bei einer Nennspannung von
220 kV betrieben werden.
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In diesem Kapitel haben wir uns mit den Grundzu¨gen der elektrischen Energieversor-
gung bescha¨ftigt, insofern diese fu¨r das Versta¨ndnis der folgenden Modelle relevant sind.
Im na¨chsten Kapitel wollen wir uns nun mit den mathematischen Grundlagen auseinan-
der setzen, um die Grundbegriffe und Konzepte der Modellbildung einzufu¨hren.
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Mathematische Grundlagen
In diesem Kapitel sollen mathematische Konzepte, welche fu¨r die in den folgenden Ka-
piteln vorgestellten Modelle notwendig sind, eingefu¨hrt werden. Zuna¨chst widmen wir
uns der Theorie Markovscher Entscheidungsprozesse bevor wir Konvexita¨tsbegriffe fu¨r
Funktionen mit diskretem Definitionsbereich einfu¨hren. In diesem Zusammenhang wer-
den wir sowohl auf L- bzw. L♮-konvexe Funktionen als auch auf M - bzw. M ♮-konvexe
Funktionen eingehen.
3.1 Markovsche Entscheidungsprozesse
Markovsche Entscheidungsprozesse (MEP) ko¨nnen den stochastischen dynamischen Ent-
scheidungsprozessen zugerechnet werden, wobei bei ersteren der weitere Prozessverlauf
in der Zukunft ausschließlich vom aktuellen Zustand abha¨ngt (Markov-Eigenschaft).
Fu¨r die vorliegende Arbeit sind insbesondere Markovsche Entscheidungsprozesse in
diskreter Zeit von Bedeutung, weshalb sich die folgenden Abschnitte auf diese konzentrie-
ren. Fu¨r eine umfassende Einfu¨hrung in die Thematik sei auf die entsprechende Literatur
wie z.B. Waldmann u. Stocker (2012), Puterman (2005),White (1993a) oder Ba¨uerle u.
Rieder (2011) verwiesen. Einen sehr guten U¨berblick u¨ber mo¨gliche Anwendungsgebie-
te Markovscher Entscheidungsprozesse bieten z.B. Feinberg u. Shwartz (2002), White
(1993b) und White (1988).
Grundsa¨tzlich wird bei Markovschen Entscheidungsprozessen ein Prozess u¨ber einen
bestimmten Zeit- oder Planungshorizont, welcher je nach Modellierungsintention entwe-
der endlich oder unendlich sein kann, durch einen Beobachter in seinem Verlauf durch
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Treffen von Entscheidungen zu diskreten Zeitpunkten gesteuert. Der zeitliche Verlauf
des Prozesses ist hierbei zusa¨tzlich durch stochastische Einflu¨sse u¨berlagert. Das Ziel
des Beobachters ist es nun die Entscheidungen sequentiell so zu treffen, dass ein zuvor
festgelegtes Zielkriterium bestmo¨glich erreicht wird.
Des Weiteren beeinflusst eine zu einem bestimmten Zeitpunkt getroffene Entschei-
dung alle zuku¨nftigen Entscheidungen. Aufgrund der bereits eingangs des Abschnitts
erwa¨hnten Markov-Eigenschaft ist es mo¨glich, Entscheidungsregeln anzugeben, welche
lediglich vom aktuellen Zustand abha¨ngen und damit unabha¨ngig von der Vorgeschichte
des Prozesses sind. Zentral fu¨r die Bestimmung einer optimalen Aktionsfolge ist hier-
bei die Bellmansche Optimalita¨tsgleichung, welche durch das Konzept der dynamischen
Optimierung die Lo¨sung derartiger Entscheidungsprobleme ermo¨glicht (vgl. Bellman
(1957)). Eine allgemeine Einfu¨hrung in die Theorie dynamischer Optimierung bietet
z.B. Hinderer (1970).
Die mathematische Definition und Formulierung von Markovschen Entscheidungspro-
zessen wird in den na¨chsten Abschnitten vorgenommen, wobei Modelle mit endlichem
und unendlichem Planungshorizont in eigenen Abschnitten vorgestellt werden. Abschlie-
ßend soll auf Markovsche Entscheidungsprozesse mit dynamischer Umwelt eingegangen
werden, welche eine Verallgemeinerung gewo¨hnlicher Markovscher Entscheidungsprozes-
se darstellen.
Wir bezeichnen mit R die Menge aller reellen Zahlen. Weiter verwenden wir Z :=
{...,−1, 0, 1, ...}, N := {1, 2, ...} sowie N0 := {0, 1, ...}.
3.1.1 Markovsche Entscheidungsprozesse mit unendlichem
Planungshorizont
In diesem Abschnitt soll die grundlegende Notation, welche fu¨r die mathematische Be-
schreibung und Definition von Markovschen Entscheidungsprozessen vonno¨ten ist, ein-
gefu¨hrt werden.
Der Prozess wird zu diskreten Zeitpunkten 0, 1, ... beobachtet. Zu einem Zeitpunkt n
befindet sich das System in einem Zustand sn und es kann eine Aktion an aus der Menge
der zula¨ssigen Aktionen gewa¨hlt werden. In der vorliegenden Arbeit sind Zustands- und
Aktionenra¨ume stets als diskret angenommen, da dies fu¨r die in den folgenden Kapiteln
vorgestellten Modelle ausreichend ist. Die gewa¨hlte Aktion an ha¨ngt vom aktuellen Zu-
stand sn sowie vom derzeitigen Zeitpunkt n der Entscheidung ab. Die Wahl der Aktion
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an im Zustand sn hat einen Gewinn in Ho¨he von r(sn, an) zur Folge. Der Prozess geht
mit einer Wahrscheinlichkeit von p(sn, an, sn+1) in den Zustand sn+1 u¨ber.
Fu¨r den weiteren Verlauf dieser Arbeit nehmen wir an, dass der Anfangszustand in
Periode 0 deterministisch ist, d.h. der Startzustand ist bekannt und nicht von stochas-
tischen Einflu¨ssen abha¨ngig.
Wir geben nun eine formale Definition eines MEP mit unendlichem Planungshorizont.
Definition 3.1
Ein Markovscher Entscheidungsprozess mit unendlichem Planungshorizont wird durch
ein Tupel (S,A,D, r, p, β) beschrieben mit:
1. S bezeichne den Zustandsraum, eine endliche oder abza¨hlbar unendliche Menge;
2. A bezeichne den Aktionenraum, eine endliche oder abza¨hlbar unendliche Menge;
3. D(s) ⊂ A ist die Menge der in Zustand s ∈ S zula¨ssigen Aktionen, wobei D :=
{(s, a)|s ∈ S, a ∈ D(s)};
4. r : D → R ist die einstufige Gewinnfunktion, wobei r(s, a) den Gewinn bezeichne,
wenn im Zustand s die Aktion a gewa¨hlt wird. Weiter sei r beschra¨nkt (bezu¨glich
der Supremum-Norm, d.h. ‖r‖ := sup(s,a)∈D|r(s, a)| <∞);
5. p : D × S → [0, 1] ist das U¨bergangsgesetz. p(s, a, s′) ist die Wahrscheinlichkeit,
dass bei Wahl von Aktion a ∈ D(s) in Zustand s ∈ S der Folgezustand s′ ∈ S
angenommen wird;
6. β ∈ (0, 1) bezeichne den Diskontierungsfaktor.
Zur Steuerung des Prozesses werden Entscheidungsregeln beno¨tigt, welche als Abbil-
dungen der Form f : S → A definiert werden, die jedem Zustand s ∈ S eine zula¨ssige
Aktion f(s) ∈ D(s) ⊂ A zuweisen. Mit F sei die Menge aller Entscheidungsregeln
bezeichnet.
Eine Folge von Entscheidungsregeln f0, f1, ... wird als Politik oder Strategie δ =
(f0, f1, ...) bezeichnet. Grundsa¨tzlich legt eine Strategie die in einem Zustand sn ∈ S
zu einem Zeitpunkt n zu wa¨hlende Aktion an = fn(sn) fest. Von besonderem Interesse
sind stationa¨re Strategien δ = (f, f, ...), welche zeitunabha¨ngig sind. Es bezeichne F∞
die Menge aller deterministischen markovschen Strategien. Es ist anzumerken, dass ei-
ne Beschra¨nkung auf deterministische markovsche Strategien fu¨r die vorliegende Arbeit
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ausreichend ist, da diese bei den in den folgenden Kapiteln vorgestellten Anwendungen
stets zum Optimum fu¨hren.1 Aus diesem Grund verwenden wir fortan die Begriffe
”
de-
terministische markovsche Strategie“ und
”
Strategie“ synonym und beschra¨nken uns auf
die ku¨rzere Form.
Zu einer Strategie δ = (f0, f1, ...) wird durch die Folge (Pfn) der U¨bergangsmatrizen
Pfn = (p(s, fn(s), s
′))
eindeutig gema¨ß des Satzes von Ionescu Tulcea ein Wahrscheinlichkeitsmaß Pδ auf der
Menge der Prozessrealisationen S∞ definiert (vgl. z.B. Klenke (2011), S. 292 ff.). Weiter
sei Xn die Zufallsvariable, die den Zustand zum Zeitpunkt n beschreibt. Pδ weist die
folgende Eigenschaft auf:
Pδ(X0 = s0, X1 = s1, ..., Xn = sn) = P (X0 = s0) ·
n−1∏
i=0
p(si, fi(si), si+1)
fu¨r alle n ∈ N und alle s0, s1, ...sn ∈ S. Der Erwartungswert bezu¨glich Pδ sei mit Eδ
bezeichnet. Um verschiedene Strategien bezu¨glich ihrer Leistungsfa¨higkeit miteinander
vergleichen zu ko¨nnen und letztlich eine optimale Strategie bestimmen zu ko¨nnen, wer-
den Optimalita¨tskriterien beno¨tigt, welche im folgenden Abschnitt vorgestellt werden
sollen.
3.1.1.1 Optimalita¨tskriterien
In der Literatur zu Markovschen Entscheidungsprozessen finden sich verschiedene Opti-
malita¨tskriterien. Im Folgenden soll nur das Gesamtgewinnkriterium vorgestellt werden.
Fu¨r einen umfassenden U¨berblick u¨ber Optimalita¨tskriterien sei beispielsweise auf Pu-
terman (2005) oder White (1993a) verwiesen.
Der diskontierte Gesamtgewinn ist fu¨r den Fall eines unendlichen Planungshorizonts
wie folgt definiert:
Definition 3.2
Der diskontierte Gesamtgewinn bei Wahl einer Strategie δ = (f0, f1, ...) ∈ F
∞ ist defi-
1Fu¨r bestimmte Anwendungen fu¨hren deterministische markovsche Strategien nicht zum Optimum,
weshalb beispielsweise randomisierte Strategien zur Anwendung kommen. Fu¨r einen U¨berblick, bei
welchen Voraussetzungen dies der Fall ist, sei auf Puterman (2005, S. 134 ff.) verwiesen.
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niert durch
Rδ :=
∞∑
n=0
βnr(Xn, fn(Xn)).
Der diskontierte Gesamtgewinn ist als Funktion der Zufallsvariablen X0, X1, ... eben-
falls eine Zufallsvariable. Da der einstufige Gewinn r als beschra¨nkt angenommen wurde,
ist diese Zufallsvariable wohldefiniert.
Da wie bereits zuvor angedeutet der Anfangszustand in der Regel bekannt ist, ko¨nnen
durch Auswertung des bedingten Erwartungswerts Eδ(Rδ|X0 = s0) unterschiedliche
Strategien δ ∈ F∞ bezu¨glich ihrer Leistungsfa¨higkeit miteinander verglichen werden.2
Vereinfachend kann der bedingte Erwartungswert bei Start in Zustand s und Anwendung
der Strategie δ mit Vδ(s) bezeichnet werden, so dass
Vδ(s) = Eδ
[
∞∑
n=0
βnr(Xn, fn(Xn))|X0 = s
]
gilt. Der maximale diskontierte Gesamtgewinn bei Start in Zustand s sei:
V (s) := sup
δ∈F∞
Vδ(s).
Die Funktion V wird als Wertfunktion bezeichnet. Mit V ist es nun mo¨glich, einen
Optimalita¨tsbegriff fu¨r Strategien anzugeben, d.h. falls fu¨r eine Strategie δ∗ Vδ∗(s) =
V (s), ∀s ∈ S gilt, so wird sie als β-optimal bezeichnet. Eine Entscheidungsregel f ∗ wird
als β-optimal bezeichnet, wenn die zugeho¨rige stationa¨re Strategie β-optimal ist.
Da wir uns insbesondere fu¨r stationa¨re Strategien interessieren, ko¨nnen wir im Sinne
einer u¨bersichtlicheren Darstellung auf eine Unterscheidung zwischen einer stationa¨ren
Strategie δ = (f, f, ...) und der zugrundeliegenden Entscheidungsregel f verzichten. Da-
her definieren wir Vf := Vδ.
Die Berechnung der Wertfunktion ergibt sich durch Lo¨sung einer Funktionalglei-
chung, die wir im Folgenden als Optimalita¨tsgleichung bezeichnen wollen. Aus Gru¨nden
der U¨bersichtlichkeit verzichten wir jedoch auf eine formale Herleitung der Optima-
lita¨tsgleichung und verweisen auf die entsprechende Literatur (vgl. z.B. Waldmann u.
Stocker, 2012, S. 151 ff. oder Puterman, 2005, S. 149 ff.). Es ergibt sich der folgende
wichtige Satz:
2Ist der Anfangszustand zufa¨llig, so dient der Erwartungswert Eδ(Rδ) dem Vergleich unterschiedlicher
Strategien.
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Satz 3.1 (i) V ist die einzige beschra¨nkte Lo¨sung der Optimalita¨tsgleichung
V (s) = max
a∈D(s)
{
r(s, a) + β
∑
s′∈S
p(s, a, s′)V (s′)
}
, s ∈ S. (3.1)
(ii) Jede aus Aktionen f ∗(s), welche die rechte Seite von (3.1) maximieren, bestehende
Entscheidungsregel f ∗ ∈ F ist β-optimal.
Beweis
Siehe Satz 6.4 aus Waldmann u. Stocker (2012).
Fu¨r die Ableitung von optimalen Strategien sowie fu¨r die Berechnung der Wertfunktion
muss die in Satz 3.1 angegebene Optimalita¨tsgleichung gelo¨st werden. Hierfu¨r sollen im
na¨chsten Abschnitt Lo¨sungsverfahren vorgestellt werden.
3.1.1.2 Lo¨sungsverfahren
Im Folgenden sollen zwei Lo¨sungsverfahren zu Berechnung der Wertfunktion eingefu¨hrt
werden. Zum einen Wertiteration in Kombination mit Extrapolation und zum ande-
ren Politikiteration. Auf Verfahren, die auf linearer Programmierung basieren, soll nicht
na¨her eingegangen werden. Hierfu¨r sei auf Waldmann u. Stocker (2012, S. 161 ff.) ver-
wiesen.
Bevor wir uns jedoch den beiden Lo¨sungsverfahren zuwenden, fu¨hren wir zuna¨chst die
Menge aller bezu¨glich der Supremum-Norm auf S beschra¨nkten Funktionen M := {v :
S → R| ‖v(s)‖ <∞} sowie in Definition 3.3 zwei nu¨tzliche Operatoren ein.
Definition 3.3
Es sei fu¨r alle s ∈ S und v ∈M
(i)
Ufv(s) := r(s, f(s)) + β
∑
s′∈S
p(s, f(s), s′)v(s′);
(ii)
Uv(s) := max
a∈D(s)
{r(s, f(s)) + β
∑
s′∈S
p(s, f(s), s′)v(s′)}.
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Wertiteration mit Extrapolation
Dem Verfahren der Wertiteration liegt der Banachsche Fixpunktsatz zu Grunde. Es
erzeugt ausgehend von einem beliebigen v0 ∈M , eine gleichma¨ßig gegen V konvergente
Folge (vn). In vielen Fa¨llen ist die Konvergenzgeschwindigkeit jedoch relativ langsam,
weshalb Verfahren zur Konvergenzbeschleunigung no¨tig sind.
Erfolgt eine Kombination von Wertiteration mit einem Extrapolationsverfahren, so
kann eine Erho¨hung der Konvergenzgeschwindigkeit erreicht werden. Dabei werden obere
und untere Schranken w+n bzw. w
−
n fu¨r V auf jeder Iterationsstufe n erzeugt. Diese
Schranken konvergieren im Allgemeinen schneller als die urspru¨ngliche Folge (vn).
Ein ha¨ufig eingesetztes Verfahren ist die MacQueen Extrapolation, welches folgende
Schritte erfordert (vgl. Waldmann u. Stocker (2012, S. 156)):
1. Wa¨hle v0 ∈ M sowie eine Abbruchschranke ǫ > 0 fu¨r den absoluten Fehler. Setze
n = 1.
2. Berechne
vn(s) = Uvn−1(s), s ∈ S.
3. Bestimme
w+n (s) = vn(s) +
β
1− β
sup
s′∈S
{vn(s
′)− vn−1(s
′)}
w−n (s) = vn(s) +
β
1− β
inf
s′∈S
{vn(s
′)− vn−1(s
′)}.
4. Wenn w+n (s)−w
−
n (s) ≤ 2ǫ fu¨r alle s ∈ S, dann breche ab. Ansonsten fu¨hre erneut
Schritt 2 mit n = n+ 1 aus.
Die wesentlichen Eigenschaften der beschriebenen MacQueen Extrapolation sind in
Satz 3.2 zusammengefasst.
Satz 3.2
Fu¨r alle n ∈ N und alle s ∈ S gilt
(i) w−n (s) ≤ w
−
n+1(s) ≤ V (s) ≤ w
+
n+1(s) ≤ w
+
n (s).
(ii) limn→∞w
−
n (s) = limn→∞w
+
n (s) = V (s).
(iii) Sei fn ∈ F mit vn(s) = Ufnvn−1(s). Dann ist Vfn(s) ≥ w
−
n (s).
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Beweis
Siehe Satz 6.5 aus Waldmann u. Stocker (2012).
Abschließend soll noch auf das Verfahren der Politikiteration eingegangen werden.
Politikiteration
Im Gegensatz zur Wertiteration, welche auf einer schrittweisen Approximation der Wert-
funktion basiert, erfolgt die Lo¨sung der Optimalita¨tsgleichung bei der Politikiteration
durch Konstruktion einer Folge (fn) von Entscheidungsregeln mit Vfn(s) ≤ Vfn+1(s)
und limn→∞ Vfn(s) = V (s) fu¨r alle s ∈ S . Der Ablauf des Verfahrens basiert auf den
folgenden Schritten (vgl. Waldmann u. Stocker, 2012, S. 159):
1. Wa¨hle f0 ∈ F . Setze n = 0.
2. Bestimme Vfn(s), s ∈ S als eindeutige Lo¨sung des linearen Gleichungssystems
Vfn(s) = r(s, fn(s)) + β
∑
s′∈S
p(s, fn(s), s
′)Vfn(s
′), s ∈ S.
3. Berechne
UVfn(s) = max
a∈D(s)
{
r(s, a) + β
∑
s′∈S
p(s, a, s′)Vfn(s
′)
}
, s ∈ S
4. Ist UfnVfn = UVfn , dann breche ab. Gehe ansonsten zu Schritt 5.
5. Wa¨hle fn+1 ∈ F mit Ufn+1Vfn = UVfn , setze n = n+ 1 und gehe zu Schritt 2.
Die wesentlichen Eigenschaften der Politikiteration werden in Satz 3.3 zusammengefasst.
Satz 3.3 (i) Sei f ∈ F mit UfVf (s) = UVf (s) fu¨r alle s ∈ S. Dann ist
Vf (s) = V (s), s ∈ S.
(ii) Seien f, f ′ ∈ F mit Uf ′Vf (s) = UVf (s) fu¨r alle s ∈ S. Dann ist
Vf ′(s) ≥ Vf (s), s ∈ S.
Beweis
Siehe Satz 6.7 aus Waldmann u. Stocker (2012).
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3.1.2 Markovsche Entscheidungsprozesse mit endlichem
Planungshorizont
Ein Markovscher Entscheidungsprozess mit endlichem Planungshorizont ist ein Tupel
(N,S,A,D, pn, rn, VN , β), wobei N ∈ N die Anzahl der Stufen bezeichne, pn sei das stu-
fenabha¨ngige U¨bergangsgesetz und rn bezeichne die reellwertige stufenabha¨ngige einstu-
fige Gewinnfunktion, mit n = 0, 1, ..., N − 1. Fu¨r den Diskontierungsfakor β muss im
Gegensatz zum unendlichstufigen Modell lediglich β > 0 gefordert werden. VN ist die
terminale Gewinnfunktion, wobei S,A,D wie im unendlichstufigen Modell definiert sind.
Weiter sei FN die Menge aller N -stufigen Strategien δ(N) = (f0, f1, ..., fN−1). Hierbei ist
anzumerken, dass auf der letzten Stufe, d.h. in Periode N keine Entscheidung mehr ge-
troffen wird. Grundsa¨tzlich weisen Markovsche Entscheidungsprozesse mit unendlichem
Planungshorizont einige Vorteile gegenu¨ber Modellen mit endlichem Planungshorizont
auf. Beispielsweise ergeben sich bei unendlichstufigen Modellen zeitunabha¨ngige, stati-
ona¨re Strategien, wohingegen bei Modellen mit endlichem Planungshorizont die optima-
len Strategien in Abha¨ngigkeit der Zeit angegeben werden, allerdings ist es bei einigen
Problemstellungen wenig sinnvoll, einen unendlichen Planungshorizont anzunehmen, da
dies eine zu starke Abstraktion von der Realita¨t darstellen wu¨rde.
Im Allgemeinen ko¨nnen unendlichstufige Modelle als Approximation fu¨r Markovsche
Entscheidungsprozesse mit endlichem Planungshorizont dienen. So kann beispielsweise
mithilfe von Turnpike-Theoremen gezeigt werden, dass fu¨r N →∞ die Ha¨ufungspunkte
der optimalen Aktionen des endlichstufigen Modells mit den optimalen Aktionen des
unendlichstufigen Modells u¨bereinstimmen (vgl. z.B. Shapiro (1968); Hinderer u. Hu¨bner
(1977)).
Der maximale erwartete diskontierte N -stufige Gewinn ausgehend vom Startzustand
s ∈ S kann mit den obigen Bezeichnungen wie folgt dargestellt werden:
V0(s) := sup
δ(N)∈FN
V0,δ(N)(s)
:= sup
δ(N)∈FN
Eδ(N)
[
N−1∑
n=0
βnrn(Xn, fn(Xn)) + β
NVN(XN)|X0 = s
]
.
A¨hnlich wie im unendlichstufigen Fall wird eine Strategie δ(N) als N -optimal bezeichnet,
wenn V0,δ(N)(s) = V0(s) fu¨r alle s ∈ S gilt. Die optimale Strategie δ
(N) = (f ∗0 , f
∗
1 , ..., f
∗
N−1)
sowie die Wertfunktionen VN−1, ..., V0 ko¨nnen bei vorgegebener terminaler Gewinnfunk-
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tion VN mittels Ru¨ckwa¨rtsrechnung entsprechend Satz 3.4 bestimmt werden.
Satz 3.4 (i) Fu¨r n = 0, 1, ..., N − 1 und alle s ∈ S gilt
Vn(s) = max
a∈D(s)
{
rn(s, a) +
∑
s′∈S
pn(s, a, s
′)Vn+1(s
′)
}
. (3.2)
(ii) Alle Strategien δ(N) = (f ∗0 , f
∗
1 , ..., f
∗
N−1), die aus den Maximumpunkten f
∗
n(s) von
(3.2) gebildet werden, sind N -optimal.
Beweis
Siehe Satz 6.35 aus Waldmann u. Stocker (2012).
3.1.3 Markovsche Entscheidungsprozesse in dynamischer Umwelt
Um eine gro¨ßere Variabilita¨t in der Modellbildung zu ermo¨glichen, sollen in diesem Ab-
schnitt Markovsche Entscheidungsprozesse in dynamischer Umwelt vorgestellt werden,
welche eine Verallgemeinerung der gewo¨hnlichen Markovschen Entscheidungsprozesse
darstellen.
Bei diesen Entscheidungsprozessen wird angenommen, dass ein zusa¨tzlicher Umwelt-
prozess parallel zu dem MEP, wie er zu Beginn des Kapitels definiert wurde, verla¨uft.
Wir nehmen ferner an, dass dieser Umweltprozess durch eine homogene Markovkette
beschreibbar ist. Die jeweiligen Zusta¨nde dieser Markovkette in auf Stufe n beeinflus-
sen dabei die U¨bergangswahrscheinlichkeiten sowie die erzielbaren Gewinne des Mar-
kovscher Entscheidungsprozesss (MEPs). Es soll weiterhin angenommen werden, dass
die Zusta¨nde und die U¨bergangswahrscheinlichkeiten des Umweltprozesses fu¨r den Be-
obachter zu jedem Zeitpunkt beobachtbar bzw. bekannt sind. Der Beobachter hat al-
lerdings keine Mo¨glichkeit den Umweltprozess durch eigene Aktionen zu steuern. Eine
ausfu¨hrliche Darstellung von Entscheidungsprozessen in dynamischer Umwelt findet sich
in Waldmann (1981). Anwendungen finden sich u.a. in Waldmann (1983), Waldmann
(1984) und Hinderer u. Waldmann (2001).
Formal kann ein Markovscher Entscheidungsprozess in dynamischer Umwelt a¨hnlich
beschrieben werden, wie die zu Beginn des Kapitels formulierten Modelle in endlicher
und unendlicher Zeit. Aus Gru¨nden der U¨bersichtlichkeit soll hier lediglich der MEP in
dynamischer Umwelt in endlicher Zeit vorgestellt werden, wobei anzumerken ist, dass
analog auch eine Formulierung fu¨r unendlichstufige Prozesse mo¨glich ist. Der MEP in
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dynamischer Umwelt wird zu verschiedenen diskreten Zeitpunkten 0, 1, ..., N betrachtet.
Zu einem Zeitpunkt n ist der Zustand sn des MEP sowie der Zustand in des Umweltpro-
zesses beobachtbar. In Abha¨ngigkeit der Zusta¨nde sn und in kann nun eine Aktion an
gewa¨hlt werden. Es wird ein Gewinn in Ho¨he von r(sn, in, an) erzielt. Die Wahrscheinlich-
keit, dass zum Zeitpunkt n+1 der Zustand sn+1 angenommen wird ist p(sn, in, an, sn+1).
Des Weiteren erfolgt ein U¨bergang des Umweltprozesses von Zustand in auf in+1 mit der
Wahrscheinlichkeit qin(in+1). Wie bereits angedeutet ist diese Wahrscheinlichkeit nicht
durch den Entscheidungstra¨ger beeinflussbar und letztlich auch unabha¨ngig vom Zu-
stand des MEP. In der letzten Periode N fa¨llt ein terminaler Gewinn in Ho¨he von
VN(sN , iN) an, wobei dieser nicht mehr nur allein vom Zustand sN abha¨ngt, sondern
zusa¨tzlich auch vom Zustand des Umweltprozesses iN . Ferner starten sowohl der Um-
weltprozess als auch der MEP in jeweils festen Zusta¨nden, wobei jedoch auch eine Ran-
domisierung der Startzusta¨nde mo¨glich ist. Der MEP in dynamischer Umwelt wird wie
folgt definiert:
Definition 3.4
Ein endlichstufiger Markovscher Entscheidungsprozess in dynamischer Umwelt wird durch
ein Tupel (S, I, A,N,D, p, q, r, VN , β) beschrieben.
1. S bezeichne den Zustandsraum, eine endliche oder abza¨hlbar unendliche Menge;
2. I bezeichne den Zustandsraum des Umweltprozesses, eine endliche oder abza¨hlbar
unendliche Menge;
3. A bezeichne den Aktionenraum, eine endliche oder abza¨hlbar unendliche Menge;
4. N bezeichne den Planungshorizont N ∈ N;
5. D(s, i) ⊂ A ist die endliche Menge der in Zustand (s, i) ∈ S×I zula¨ssigen Aktionen.
Weiter sei D := {(s, i, a)|(s, i) ∈ S × I, a ∈ D(s, i)};
6. p : D× S → [0, 1] ist das U¨bergangsgesetz des MEP. Die Wahrscheinlichkeit, dass
bei Wahl der Aktion a ∈ D(s, i) im Zustand (s, i) ∈ S × I, auf der folgenden
Zeitstufe der Zustand s′ ∈ S erreicht wird betra¨gt p(s, i, a, s′);
7. q : I×I → [0, 1] ist das U¨bergangsgesetz des Umweltprozesses. Die Wahrscheinlich-
keit, dass ein Zustandsu¨bergang des Umweltprozesses von i auf i′ vollzieht betra¨gt
qi(i
′);
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8. r : D → R ist die einstufige Gewinnfunktion. Bei Wahl einer Aktion a ∈ D(s, i) in
Zustand s ∈ S und im Umweltzustand i ∈ I ergibt sich ein Gewinn von r(s, i, a).
r sei beschra¨nkt;
9. VN : S× I → R ist die terminale Gewinnfunktion. Es ergibt sich in Zustand s ∈ S
und Umweltzustand i ∈ I ein Gewinn von VN(s, i). VN sei beschra¨nkt;
10. β > 0 ist der Diskontierungsfaktor.
Die Definition eines unendlichstufigen Markovschen Entscheidungsprozesses in dyna-
mischer Umwelt erfolgt analog zu Definition 3.4, wobei N → ∞ gesetzt wird und die
terminale Gewinnfunktion beim U¨bergang zum unendlichstufigen Modell entfa¨llt. Des
Weiteren muss der Diskontierungsfaktor β auf das Intervall (0, 1) eingeschra¨nkt werden.
3.2 Diskrete konvexe Funktionen
In diesem Abschnitt sollen Konvexita¨tsbegriffe fu¨r Funktionen mit diskretem Definitions-
bereich vorgestellt werden, d.h. es werden Funktionen der Form h : Zn → R betrachtet,
die wir im Folgenden als diskrete Funktionen bezeichnen wollen. Fu¨r diese existiert im
Gegensatz zu Funktionen g : Rn → R , die als konvex bezeichnet werden, falls
λg(x) + (1− λ)g(y) ≥ g(λx+ (1− λ)y) (3.3)
fu¨r alle x, y ∈ Rn und 0 ≤ λ ≤ 1 erfu¨llt ist, kein einheitliches Konvexita¨tskriterium.
Dabei weisen konvexe Funktionen, die auf Rn definiert sind einige fu¨r die Optimierung
entscheidende Eigenschaften auf, insbesondere impliziert lokale Optimalita¨t auch die
globale. Diese Eigenschaft zusammen mit der Gu¨ltigkeit bestimmter Trennungssa¨tze
fu¨r konvexe Funktionen und Mengen erlauben eine effiziente Optimierung derartiger
Funktionen (vgl. z.B. Rockafellar (1997)).
Von einer diskreten konvexen Funktion h werden a¨hnliche Eigenschaften erwartet, wie
sie fu¨r eine konvexe Funktion g gelten, da dies eine effiziente Optimierung ermo¨glichen
wu¨rde.
Die im weiteren Verlauf dieses Kapitels vorgestellten Konzepte der L- bzw. L♮-Kon-
vexita¨t sowie der M - bzw. M ♮-Konvexita¨t erlauben es, wesentliche fu¨r die Optimierung
vorteilhafte Eigenschaften konvexer Funktionen auf diskrete Funktionen zu u¨bertragen.
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Fu¨r Funktionen der Form Z → R, die wir als univariate diskrete Funktionen bezeich-
nen, ko¨nnen sowohl die L♮- als auch die M ♮-Konvexita¨t auf eine einfache Monotonie-
eigenschaft der betrachteten Funktion zuru¨ckgefu¨hrt werden. Wir fu¨hren aus didakti-
schen Gru¨nden zuna¨chst diesen Spezialfall ein, bevor wir im Anschluss eine allgemeine
Einfu¨hrung in die Konzepte der L- bzw. L♮-Konvexita¨t sowie derM - bzw.M ♮-Konvexita¨t
geben.
Fu¨r die folgenden Ausfu¨hrungen werden sich die nachstehenden Definitionen als nu¨tz-
lich erweisen.
Definition 3.5
Sei h : Zn → R. Dann definieren wir die Menge der Minimalpunkte argminZh der
Funktion h durch
argminZh := {x ∈ Z
n|h(x) ≤ h(y)(∀y ∈ Zn)}.
Definition 3.6
Sei h : Z→ R. Dann definieren wir ∆h(x) und ∆2h(x) fu¨r alle x ∈ Z durch
∆h(x) := h(x+ 1)− h(x) und ∆2h(x) := ∆h(x+ 1)−∆h(x),
wobei wir bei Bedarf die entsprechende Variable mit einem Subskript kennzeichnen.
Definition 3.7
Sei h : A→ B eine beliebige Funktion und A˜ ⊂ A, dann definieren wir die Einschra¨nkung
f |A˜ von f auf A˜ als die Funktion, h˜ : A˜→ B, die auf A˜ mit f u¨bereinstimmt.
Die Ausfu¨hrungen der folgenden Abschnitte orientieren sich dabei im Wesentlichen an
Murota (2004) und Murota (2010).
3.2.1 Univariate konvexe Funktionen
Wir fu¨hren in der folgenden Definition den im weiteren Verlauf dieser Arbeit verwendeten
Konvexita¨ts- und Monotoniebegriff fu¨r univariate diskrete Funktionen ein.
Definition 3.8
Eine diskrete Funktion h : Z→ R heißt
(i) monoton wachsend (monoton fallend), wenn ∆h(x) ≥ 0 (∆h(x) ≤ 0) fu¨r alle x ∈ Z;
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(ii) konvex (konkav), wenn ∆2h(x) ≥ 0 (∆2h(x) ≤ 0).
Das folgende Lemma wird sich im weiteren Verlauf der Arbeit als nu¨tzlich erweisen.
Lemma 3.1
Sei g : Z → R eine konvexe und monoton wachsende Funktion, dann ist auch die
Funktion h : Z→ R definiert durch
h(x) := max{0, g(x)}
konvex fu¨r alle x ∈ Z.
Beweis
Sei x ∈ Z beliebig. Der Beweis erfolgt durch Unterscheidung von vier Fa¨llen:
(i) g(x) ≥ 0
∆2h(x) = ∆2g(x) ≥ 0.
(ii) g(x+ 1) ≥ 0 > g(x)
∆2h(x) = g(x+ 2)− 2g(x+ 1) > ∆2g(x) ≥ 0.
(iii) g(x+ 2) ≥ 0 > g(x+ 1)
∆2h(x) = g(x+ 2) ≥ 0.
(iv) g(x+ 2) < 0
∆2h(x) = 0.
Wie bereits zuvor erwa¨hnt, ist der in Definition 3.8 eingefu¨hrte Konvexita¨tsbegriff fu¨r
univariate diskrete Funktionen ein Spezialfall der allgemeineren Konzepte der L♮- und
M ♮-Konvexita¨t, weshalb die wesentlichen Eigenschaften L♮- bzw. M ♮-konvexer Funktio-
nen ebenfalls fu¨r die Funktionen, die im Sinne von Definition 3.8 (ii) konvex sind, gelten.
Wir verweisen aus diesem Grund fu¨r eine eingehendere Untersuchung der Eigenschaften
univariater konvexer Funktionen auf die na¨chsten beiden Abschnitte.
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3.2.2 L-konvexe und L♮-konvexe Funktionen
Wir befassen uns in diesem Abschnitt mit der L- und der L♮-Konvexita¨t von Funktionen.
Im Folgenden nimmt ein Element x ∈ Zn stets die Form x = (x1, x2, ..., xn) an. Wir
schreiben x ≥ y fu¨r je zwei Elemente x, y ∈ Zn, falls xi ≥ yi fu¨r alle i = 1, ..., n und
x > y, falls xi ≥ yi fu¨r alle i = 1, ..., n und xi > yi fu¨r mindestens ein i = 1, ..., n. Fu¨r die
Definition L-konvexer Funktionen beno¨tigen wir submodulare Funktionen, die wie folgt
definiert sind:
Definition 3.9
Eine Funktion h : Zn → R wird als submodular bezeichnet, falls
h(x) + h(y) ≥ h(x ∨ y) + h(x ∧ y), x, y ∈ Zn,
wobei x ∨ y, (x ∧ y) das komponentenweise Maximum (Minimum) der Vektoren x und
y bezeichne.
Bevor L-konvexe Funktionen definiert werden, soll auf L♮-konvexe Funktionen ein-
gegangen werden. Da fu¨r L♮-konvexe Funktionen unterschiedliche a¨quivalente Definiti-
onsmo¨glichkeiten existieren, beschra¨nken wir uns im Folgenden auf die fu¨r die weiteren
Kapitel relevanten Varianten:
Definition 3.10
Eine Funktion h : Zn → R wird als L♮-konvex bezeichnet, wenn sie eine der folgenden
a¨quivalenten Bedingungen erfu¨llt (vgl. Satz 7.7 in Murota (2004)):
1. Translationssubmodularita¨t:
h(x) + h(y) ≥ h((x− α1) ∨ y) + h(x ∧ (y + α1)), ∀x, y ∈ Zn, α ∈ N0, (3.4)
2. Diskrete Mittelpunktkonvexita¨t:
h(x) + h(y) ≥ h(
⌈
x+ y
2
⌉
) + h(
⌊
x+ y
2
⌋
), x, y ∈ Zn. (3.5)
wobei 1 = (1, 1, ..., 1) den n-dimensionalen Einsvektor und ⌈x⌉ die kleinste ganze Zahl
gro¨ßer oder gleich x und ⌊x⌋ die gro¨ßte ganze Zahl kleiner oder gleich x, fu¨r x ∈ R
bezeichnet, wobei bei vektorwertigem x das Auf- bzw. Abrunden komponentenweise
erfolgt.
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Bemerkung 3.1
Im Fall einer univariaten diskreten Funktion impliziert L♮-Konvexita¨t die in Definition
3.8 (ii) gegebene Ungleichung. Um das einzusehen, sei eine L♮-konvexe Funktion h : Z→
R gegeben. Wir wa¨hlen x, y ∈ Z derart, dass x = y+2 erfu¨llt ist. Mit der angenommenen
L♮-Konvexita¨t der Funktion h folgt
h(y + 2) + h(y) ≥ h(
⌈
y + 2 + y
2
⌉
) + h(
⌊
y + 2 + y
2
⌋
) = 2h(y + 1).
Durch Subtraktion von 2h(y+1) auf beiden Seiten der Ungleichung erhalten wir den in
Definition 3.8 (ii) gegebenen Konvexita¨tsbegriff.

Definition 3.11
Eine Funktion h : Zn → R wird als L-konvex bezeichnet, falls sie submodular ist und
die folgende Gleichung erfu¨llt:
∃r ∈ R, sodass h(x+ 1) = h(x) + r, ∀x ∈ Zn.
Eine Funktion h wird als L♮-konkav (L-konkav) bezeichnet, wenn −h eine L♮-konvexe
(L-konvexe) Funktion ist.
Werden die gegebenen Definitionen fu¨r L- bzw. L♮-konvexe Funktionen betrachtet,
so kann in Analogie zu Murota (2004) Satz 7.2 gezeigt werden, dass die Menge der L-
konvexen Funktionen eine Teilmenge der L♮-konvexen Funktionen ist. Folglich ist jede
L-konvexe- auch eine L♮−konvexe Funktion. Des Weiteren ist eine L♮-konvexe Funktion
h : Zn → R bis auf den unbekannten Parameter r a¨quivalent zu einer L-konvexen
Funktion g : Zn+1 → R (vgl. Murota, 2004, S.179). Es ergibt sich der folgende wichtige
Satz.
Satz 3.5
Eine L-konvexe Funktion ist L♮-konvex. Umgekehrt ist eine L♮-konvexe Funktion jedoch
nur dann L-konvex, wenn sie die in Definition 3.10 angegebenen Bedingungen erfu¨llt.
Beweis
Siehe Satz 7.3 aus Murota (2004).
60
3.2 Diskrete konvexe Funktionen
Sowohl das Konzept der L-Konvexita¨t als auch das Konzept der L♮-Konvexita¨t la¨sst
sich auf diskrete Mengen u¨bertragen. Ebenso wie bei der Definition L-konvexer bzw. L♮-
konvexer Funktionen existieren bei der Definition L-konvexer bzw. L♮-konvexer Mengen
unterschiedliche a¨quivalente Definitionsmo¨glichkeiten. Wir beschra¨nken uns auf die fu¨r
unsere Zwecke geeigneten Varianten.
Definition 3.12
Eine Menge P ⊆ Zn wird als L♮-konvex bezeichnet, falls sie eine der beiden (nach
Anmerkung 5.12 in Murota (2004)) a¨quivalenten Bedingungen erfu¨llt:
1.
x, y ∈ P ⇒ (x− α1) ∨ y, x ∧ (y + α1) ∈ P, (∀α ∈ N0); (3.6)
2.
x, y ∈ P ⇒
⌈
x+ y
2
⌉
,
⌊
x+ y
2
⌋
∈ P. (3.7)
Die Definition einer L-konvexen Menge ist im Folgenden gegeben:
Definition 3.13
Eine nichtleere Menge D ⊆ Zn wird als L-konvex bezeichnet, falls
x, y ∈ D ⇒ x ∨ y, x ∧ y ∈ D,
und
x ∈ D ⇒ x± 1 ∈ D.
Ebenso wie bei der Betrachtung L-konvexer- bzw. L♮-konvexer Funktionen ist jede
L-konvexe Menge auch eine L♮-konvexe Menge, wobei der umgekehrte Fall in der Regel
nicht zutreffend ist.
Satz 3.6
Aus der L-Konvexita¨t einer Menge folgt ihre L♮-Konvexita¨t.
Beweis
Sei P ⊆ Zn eine L-konvexe Menge und x, y ∈ P . Wir zeigen zuna¨chst, dass auch x ±
α1, y±α1 ∈ P . Aufgrund der angenommenen L-Konvexita¨t der Menge P ist auch x−1 ∈
P . Damit ist aber auch (x− 1)− 1 = x− 21 ∈ P . Mittels vollsta¨ndiger Induktion und
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aufgrund von Symmetrie ergibt sich nun x±α1 ∈ P und y±α1 ∈ P fu¨r α ∈ N0. Aus der
L-Konvexita¨t der Menge P folgt mit x−α1, y ∈ P ⇒ (x−α1)∨y, (x−α1)∧y ∈ P . Analog
ergibt sich mit der L-Konvexita¨t von P : x, y+α1 ∈ P ⇒ x∨ (y+α1), x∧ (y+α1) ∈ P .
Insgesamt folgt aus x, y ∈ P , dass (x− α1) ∨ y, x ∧ (y + α1) ∈ P .
Umgekehrt gilt die in Satz 3.6 gezeigte Implikation nicht, d.h. aus der L♮-Konvexita¨t
einer Menge kann nicht ihre L-Konvexita¨t gefolgert werden. Ein Beispiel fu¨r eine Menge
die L♮-konvex aber nicht L-konvex ist, ist eine Menge der Form [a, b]Zn := {x ∈ Z
n|a ≤
x ≤ b}, a, b ∈ Zn (vgl. Murota (2004, S. 128)).
Fu¨r die in den folgenden Kapiteln vorgestellten Modelle ist es insbesondere von Be-
deutung unter Anwendung welcher Operationen bestimmte Konvexita¨tseigenschaften
erhalten bleiben. Der folgende Satz listet fu¨r uns relevante Operationen auf, welche die
L- bzw. die L♮-Konvexita¨t erhalten. In Murota (2004, S. 183 ff.) finden sich weitere
Operationen.
Satz 3.7
Seien h, h1, h2 : Z
n → R L-konvexe Funktionen, dann sind auch die folgenden Funktio-
nen L-konvex:
(i) Fu¨r ein positives Skalar λ ist λh L-konvex;
(ii) fu¨r a ∈ Zn und β ∈ Z\{0}, ist h(a+ βp) L-konvex in p;
(iii) die Summe h1 + h2 ist L-konvex;
(iv) die L♮-Konvexita¨t einer Funktion bleibt erhalten, wenn ihr Definitionsbereich auf
eine L-konvexe Menge eingeschra¨nkt wird.
Beweis
Siehe Satz 7.10 aus Murota (2004) und Murota (2008, S. 232).
Die in Satz 3.7 aufgefu¨hrten Eigenschaften lassen sich unter Beachtung von Satz 3.5
auch auf L♮-konvexe Funktionen u¨bertragen.
Satz 3.8
Sei h : Zn → R eine L♮-konvexe Funktion. Die L♮-Konvexita¨t bleibt bei den in Satz 3.7
angegebenen Operationen erhalten.
Beweis
Siehe Satz 7.11 aus Murota (2004).
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Eine wichtige Eigenschaft konvexer Funktionen mit einem reellwertigen Definitionsbe-
reich ist, dass lokale Optimalita¨t globale Optimalita¨t impliziert. Ein a¨hnliches Resultat
gilt fu¨r L♮-konvexe Funktionen und damit auch fu¨r L-konvexe Funktionen:
Satz 3.9 (i) Sei h : Zn → R eine L-konvexe Funktion und x ∈ Zn. Dann gilt
h(x) ≤ h(y) ∀y ∈ Zn ⇐⇒

h(x) ≤ h(x+ q) ∀q ∈ {0, 1}
n
h(x) = h(x+ 1).
(3.8)
(ii) Sei h : Zn → R eine L♮-konvexe Funktion und x ∈ Zn. Dann gilt
h(x) ≤ h(y) ∀y ∈ Zn ⇐⇒ h(x) ≤ h(x± q) ∀q ∈ {0, 1}n. (3.9)
Beweis
Siehe Satz 7.14 aus Murota (2004).
Abschließend sollen einige Beispiele fu¨r L- bzw. L♮-konvexe Funktionen gegeben wer-
den, welche fu¨r die folgenden Kapitel von Bedeutung sind. Weitere Beispiele finden sich
in Murota (2004, S. 182 ff.).
Beispiel 3.1 (i) Sei h : Zn → R eine affine Funktion, definiert durch
h(x) = α +
n∑
i=1
qixi, x ∈ Z
n (3.10)
fu¨r q ∈ Rn und α ∈ R. Dann ist h L-konvex.
(ii) Die Funktion h : Zn → R,
h(x) = max{x1, ..., xn}, x ∈ Z
n (3.11)
die das Maximum der Komponenten eines Vektors x liefert, ist L-konvex.
(iii) Eine separable Funktion h : Zn → R, definiert durch
h(x) =
n∑
i=1
hi(xi), x ∈ Z
n. (3.12)
ist fu¨r univariate konvexe Funktionen hi, i = (1, ..., n) (vgl. Abschnitt 3.2.1) L
♮-
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konvex.
Bemerkung 3.2
Gema¨ß Satz 3.5 sind die in Beispiel 3.1 genannten L-konvexen Funktionen auch L♮-
konvex. Des Weiteren gilt fu¨r affine Funktionen, dass die in Definition 3.10 bzw. 3.11
angegebenen Ungleichungen mit Gleichheit erfu¨llt sind und sie somit auch L- bzw. L♮-
konkav sind.

3.2.3 M-konvexe und M ♮-konvexe Funktionen
Um M - bzw. M ♮-konvexe Funktionen definieren zu ko¨nnen, beno¨tigen wir zuna¨chst
die folgende Definition der Tra¨germenge der positiven bzw. negativen Elemente eines
Vektors.
Definition 3.14
Die Tra¨germenge der positiven Elemente (negativen Elemente) eines Vektors x ∈ Zn
definieren wir wie folgt:
supp+(x) := {i ∈ {1, ..., n}|xi > 0} (supp
−(x) := {i ∈ {1, ..., n}|xi < 0}),
fu¨r x ∈ Zn.
Mit Definition 3.14 ist es nun mo¨glich M -konvexe Funktionen zu definieren, wobei
ei ∈ R
n den i-ten kanonischen Einheitsvektor des Rn, i = 1, ..., n und e0 ∈ R
n den
Nullvektor bezeichnet (mit e1 = 1 und e0 = 0 im Fall n = 1).
Definition 3.15
Eine Funktion h : Zn → R wird als M -konvex bezeichnet, falls fu¨r x, y ∈ Zn und
u ∈ supp+(x− y) ein v ∈ supp−(x− y) existiert, sodass die folgende Ungleichung erfu¨llt
ist
h(x) + h(y) ≥ h(x− eu + ev) + h(y + eu − ev).
Ein a¨hnliches Konzept stellen M ♮-konvexe Funktionen dar, wobei ebenso wie bei L-
und L♮-konvexen Funktionen mehrere a¨quivalente Bedingungen fu¨r die M ♮-Konvexita¨t
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einer Funktion existieren. Wir beschra¨nken uns in der folgenden Definition jedoch auf
die fu¨r die weiteren Kapitel relevanteste Formulierung der M ♮-Konvexita¨t.
Definition 3.16
Eine Funktion h : Zn → R wird als M ♮-konvex bezeichnet, falls fu¨r x, y ∈ Zn und
u ∈ supp+(x− y) ein v ∈ supp−(x− y) ∪ {0} existiert, sodass die folgende Ungleichung
erfu¨llt ist
h(x) + h(y) ≥ h(x− eu + ev) + h(y + eu − ev).
Bemerkung 3.3
Im Fall einer univariaten diskreten Funktion impliziert M ♮-Konvexita¨t die in Definition
3.8 (ii) gegebene Ungleichung. Um das einzusehen, sei eineM ♮-konvexe Funktion h : Z→
R gegeben. Wir wa¨hlen x, y ∈ Z derart, dass x = y+2 erfu¨llt ist. Mit der angenommenen
M ♮-Konvexita¨t der Funktion h folgt
h(y + 2) + h(y) ≥ 2h(y + 1).
Durch Subtraktion von 2h(y+1) auf beiden Seiten der Ungleichung erhalten wir den in
Definition 3.8 (ii) gegebenen Konvexita¨tsbegriff.

Eine Funktion h wird als M ♮-konkav (M -konkav) bezeichnet, wenn −h eine M ♮-
konvexe (M -konvexe) Funktion ist.
Werden die Definitionen 3.15 und 3.16 verglichen, so fa¨llt eine sehr starke A¨hnlichkeit
zwischen den beiden Konvexita¨tsbegriffen auf. Tatsa¨chlich impliziert die M -Konvexita¨t
einer Funktion ebenfalls ihre M ♮-Konvexita¨t. Die Umkehrung gilt jedoch nur in Spezi-
alfa¨llen, wie der folgende Satz zeigt.
Satz 3.10
Sei h : Zn → R eine M-konvexe Funktion. Dann folgt aus ihrer M-Konvexita¨t auch die
M ♮-Konvexita¨t. Die Umkehrung gilt im Allgemeinen nicht.
Beweis
Siehe Satz 6.3 aus Murota (2004).
In Analogie zu L- und L♮-konvexen Mengen ko¨nnen wir ebenfallsM - bzw.M ♮-konvexe
Mengen definieren.
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Definition 3.17
Eine Menge B ⊆ Zn wird alsM -konvex bezeichnet, wenn fu¨r x, y ∈ B und u ∈ supp+(x−
y) ein v ∈ supp−(x− y) existiert, sodass x− eu + ev ∈ B und x+ eu − ev ∈ B.
Definition 3.18
Eine Menge B ⊆ Zn wird als M ♮-konvex bezeichnet, wenn fu¨r x, y ∈ B und u ∈
supp+(x− y) eine der beiden folgenden Bedingungen erfu¨llt ist
(i) x− eu ∈ B und y + eu ∈ B;
(ii) es existiert ein v ∈ supp−(x− y) mit x− eu + ev ∈ B und y + eu − ev ∈ B.
Ein Vergleich der Definitionen 3.17 und 3.18 zeigt, dass jede M -konvexe Menge auch
eine M ♮-konvexe Menge ist, da eine M -konvexe Menge stets die Bedingung (ii) in Defi-
nition 3.18 erfu¨llt.
Umgekehrt folgt aus der M ♮-Konvexita¨t einer Menge nicht zwangsla¨ufig ihre M -
Konvexita¨t. Ein Beispiel fu¨r eine Menge, die zwar M ♮-konvex aber nicht M -konvex ist,
ist eine Menge der Form [a, b]Zn .
Ebenso wie bei L- bzw. L♮-konvexen Funktionen sind Operationen von besonderer
Bedeutung, welche die M - bzw. die M ♮-Konvexita¨t einer Funktion erhalten. Wir be-
schra¨nken uns, wie bereits in Abschnitt 3.2.2, auf diejenigen Operationen, welche in den
folgenden Kapiteln von Bedeutung sind. Weitere finden sich in Murota (2004, S. 142 ff.).
Satz 3.11
Sei h : Zn → R eine M-konvexe Funktion. Dann sind auch die folgenden Funktionen
M-konvex:
(i) Fu¨r ein positives Skalar λ ist λh M-konvex;
(ii) fu¨r a ∈ Zn sind h(a− x) und h(a+ x) M-konvex in x;
(iii) seien gi : Z→ R, i = 1, ..., n univariate konvexe Funktion. Dann ist
h˜(x) = h(x) +
n∑
i=1
gi(xi), x ∈ Z
n
eine M-konvexe Funktion;
(iv) die Funktion f |[a,b]Zn ist M-konvex.
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Beweis
Siehe Satz 6.13 aus Murota (2004).
Da jede M -konvexe Funktion gema¨ß Satz 3.10 ebenfalls M ♮-konvex ist, erhalten alle
in Satz 3.11 angegebenen Operationen auch die M ♮-Konvexita¨t bei Anwendung auf eine
M ♮-konvexe Funktion. Analog zu dem in Abschnitt 3.2.2 vorgestellten Konzept der L-
bzw. L♮-Konvexita¨t impliziert ein lokales Optimum bei M - bzw. M ♮-konvexen Funktio-
nen ebenfalls ein globales Optimum.
Satz 3.12 (i) Sei h : Zn → R eine M-konvexe Funktion und x ∈ Zn. Dann gilt
h(x) ≤ h(y) ∀y ∈ Zn ⇐⇒ h(x) ≤ h(x− eu + ev) ∀u, v ∈ {1, ..., n}. (3.13)
(ii) Sei h : Zn → R eine M ♮-konvexe Funktion und x ∈ Zn. Dann gilt
h(x) ≤ h(y) ∀y ∈ Zn ⇐⇒

h(x) ≤ h(x− eu + ev) ∀u, v ∈ {1, ..., n}h(x) ≤ h(x± ev) ∀v ∈ {1, ..., n}. (3.14)
Beweis
Siehe Satz 6.26 aus Murota (2004).
Abschließend sollen einige Beispiele fu¨r M - bzw. M ♮-konvexe Funktionen gegeben
werden, welche fu¨r die folgenden Kapitel von Bedeutung sind. Weitere finden sich in
Murota (2004, S. 138 ff.).
Beispiel 3.2 (i) Sei h : Zn → R eine affine Funktion definiert durch
h(x) = α +
n∑
i=1
qixi, x ∈ Z
n (3.15)
fu¨r q ∈ Rn und α ∈ R. Dann ist h M-konvex.
(ii) Eine separable konvexe Funktion h : Zn → R, definiert durch
h(x) =
n∑
i=1
hi(xi), x ∈ Z
n (3.16)
ist fu¨r univariate konvexe Funktionen hi i = (1, ..., n) (vgl. Abschnitt 3.2.1) M-
konvex.
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(iii) Eine quasi separable konvexe Funktion h : Zn → R, definiert durch
h(x) =
n∑
i=1
hi(xi) + h0(
n∑
i=1
xi), x ∈ Z
n (3.17)
ist fu¨r univariate konvexe Funktionen hi i = (0, ..., n) (vgl. Abschnitt 3.2.1) M
♮-
konvex.
Bemerkung 3.4
Gema¨ß Lemma 3.2 ist eine affine Funktion M - bzw. M ♮-konvex. Da sie die in den De-
finitionen 3.15 und 3.16 gegebenen Bedingungen jedoch mit Gleichheit erfu¨llt, ist sie
zusa¨tzlich auch M - bzw. M ♮-konkav.

Die Betrachtung der Grundlagen soll im Folgenden mit einem Literaturu¨berblick ab-
geschlossen werden.
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In diesem Kapitel geben wir einen U¨berblick u¨ber die fu¨r unsere in den folgenden Kapi-
teln vorgestellten Modelle relevante Literatur. Im Kern befassen sich dabei die in der vor-
liegenden Arbeit vorgestellten Modelle mit der Entwicklung optimaler Betriebsstrategien
fu¨r Energiesysteme im Kontext stochastisch schwankender Einflussgro¨ßen. Im Folgenden
gehen wir daher zuna¨chst auf relevante Arbeiten aus dem Bereich der Energiewirtschaft
bzw. der Energietechnik ein. Neben einem allgemeinen U¨berblick u¨ber Optimierungsmo-
delle in diesem Bereich soll insbesondere auf Arbeiten eingegangen werden, die sich mit
der optimalen Steuerung von Energiespeichern befassen, da dies ein wesentlicher Teil
unserer im weiteren Verlauf dieser Arbeit vorgestellten Modelle ist. Des Weiteren sollen
relevante Arbeiten aus anderen Anwendungsbereichen vorgestellt werden.
4.1 Optimierung von Energiesystemen
Aufgrund des durch eine hohe Dynamik gekennzeichneten Wachstums der Weltwirtschaft
in den vergangenen Jahrzehnten und des damit einhergehenden hohen Energiebedarfs ist
eine wirtschaftliche Nutzung der vorhandenen fossilen Energietra¨ger sowie eine sta¨rkere
Einbindung erneuerbarer Energietra¨ger zur Deckung des Energiebedarfs von großer Be-
deutung (vgl. Ban˜os et al. (2011) und die Ausfu¨hrungen in Kapitel 1). Von besonderem
Belang ist in diesem Zusammenhang der Einsatz von Optimierungsmethoden, was sich
auch in der Fu¨lle an verfu¨gbaren Vero¨ffentlichungen in diesem Bereich zeigt.
Umfangreiche Literaturu¨bersichten zur Modellierung und Optimierung von Energie-
systemen finden sich unter anderem in Bazmi u. Zahedi (2011), Jebaraj u. Iniyan (2006),
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Bansal (2005), Ventosa et al. (2005) und Ban˜os et al. (2011). In Bansal (2005), Baz-
mi u. Zahedi (2011) und Jebaraj u. Iniyan (2006) wird unter anderem ein allgemeiner
U¨berblick u¨ber Modelle zur Optimierung von Energiesystemen gegeben. Daru¨ber hinaus
geben Bazmi u. Zahedi (2011) einen U¨berblick u¨ber den derzeitigen Entwicklungsstand
im Bereich der Erzeugung elektrischer Energie. In Jebaraj u. Iniyan (2006) liegt der
Fokus zusa¨tzlich auf den verschiedenen in der Literatur verwendeten Prognoseverfah-
ren. Ban˜os et al. (2011) konzentrieren sich in ihrer Arbeit vorwiegend auf regenerative
Energiequellen und den Einsatz von Optimierungsverfahren in diesem Zusammenhang.
Als wesentliche Problemstellungen, die in der verfu¨gbaren Literatur untersucht werden
und die fu¨r die vorliegende Arbeit relevant sind, ko¨nnen unter anderem die Kraftwerk-
seinsatzplanung sowie die optimale Steuerung von Energiesystemen identifiziert werden,
wobei letztere insbesondere im Zusammenhang mit in begrenztem Umfang regelbarer
regenerativer Energiesysteme von Bedeutung ist. In den folgenden beiden Abschnitten
soll Literatur zu den beiden genannten Themenkomplexen vorgestellt werden.
4.1.1 Kraftwerkseinsatzplanung
Zum Bereich der Kraftwerkseinsatzplanung za¨hlt zum einen die Optimierung der Block-
auswahl bei Kraftwerken (Unit-Commitment) und zum anderen die Optimierung des
Lastflusses (Economic Dispatch). Die zentrale Aufgabe im Bereich der optimalen Block-
auswahl ist die Entwicklung eines kostenminimalen Fahrplans fu¨r den Betrieb eines ge-
gebenen Kraftwerksparks. Dieser Plan umfasst einen definierten Planungshorizont und
legt fest, zu welchem Zeitpunkt welches Kraftwerk in Betrieb ist, um die Nachfrage
nach elektrischer Energie zu jedem dieser Zeitpunkte zu erfu¨llen. In die Zielfunktion
gehen u¨blicherweise Kosten fu¨r das An- bzw. das Abfahren sowie Brennstoff- und sons-
tige Betriebskosten ein. Diese sind in der Regel kraftwerksspezifisch, so ergeben sich
beispielsweise bei Grundlastkraftwerken im Vergleich zu Mittel- oder Spitzenlastkraft-
werken relativ niedrige Kosten fu¨r den laufenden Betrieb, dafu¨r liegen allerdings die
Kosten fu¨r das An- und Abfahren in der Regel u¨ber denen von Mittel- und Spitzenlast-
kraftwerken (vgl. Kapitel 2.1.5). Des Weiteren mu¨ssen technische Restriktionen, wie z.B.
Mindestbetriebs- und Stillstandszeiten von Kraftwerken beachtet werden. In der Lite-
ratur finden sich unterschiedliche Modellierungs- und Optimierungsansa¨tze zur Lo¨sung
des Blockauswahl-Problems.
70
4.1 Optimierung von Energiesystemen
Carpentier et al. (1996) betrachten das Problem der optimalen Blockauswahl u¨ber
einen Zeithorizont von einem Tag, wobei die Minimierung der durchschnittlichen Er-
zeugungskosten elektrischer Energie angestrebt wird. Die Nachfrage nach elektrischer
Energie wird als stochastisch angenommen und durch einen Szenariobaum modelliert.
Die Lo¨sung erfolgt durch Anwendung eines Dekompositionsverfahrens basierend auf ei-
ner Klasse der Lagrange-Relaxation. Zusammenfassend ergeben sich gema¨ß Carpentier
et al. (1996) Vorteile gegenu¨ber den u¨blicherweise eingesetzten deterministischen Mo-
dellen. Ein vergleichbares Modell mit a¨hnlichen Resultaten findet sich in Takriti et al.
(1996).
Eine a¨hnliche Vorgehensweise wa¨hlen Wu et al. (2007), wobei zusa¨tzlich zufa¨llige Sto¨r-
ungen von Kraftwerken und U¨bertragungsleitungen durch Monte Carlo Simulation be-
ru¨cksichtigt werden.
In Wong u. Fuller (2007) wird ebenfalls ein Modell fu¨r die optimale Blockauswahl
mit Fokus auf dem Vergleich verschiedener Preisstrategien fu¨r elektrische Energie entwi-
ckelt. Die Modellierung erfolgt als zweistufiges stochastisches lineares Programm unter
Beru¨cksichtigung von Szenarien, welchen Eintrittswahrscheinlichkeiten zugeordnet wer-
den ko¨nnen. Als numerisches Beispiel dient hierbei unter anderem ein Kraftwerkspark
samt zugeho¨rigem Netz in Ontario.
Neben den stochastischen Modellen zur optimalen Blockauswahl finden sich in der Li-
teratur auch zahlreiche Vero¨ffentlichungen, in denen ein deterministischer Ansatz gewa¨hlt
wurde, wie z.B. Muckstadt u. Koenig (1977), Bertsekas et al. (1983) oder Merlin u. San-
drin (1983).
Die Optimierung des Lastflusses ist thematisch eng mit dem zuvor betrachteten Block-
auswahl-Problem verwoben. So ist das wesentliche Ziel bei der Optimierung des Last-
flusses die kostenminimale Deckung eines zu verschiedenen Zeitpunkten gegebenen Leis-
tungsbedarfs durch Aufteilung der beno¨tigten Leistung auf die zur Verfu¨gung stehenden
Kraftwerke unter Beru¨cksichtigung technischer Restriktionen (vgl. Swarup u. Yamashiro
(2002)).
Erste Vero¨ffentlichungen, welche die optimale Aufteilung der nachgefragten Leistung
auf einen verfu¨gbaren Kraftwerkspark thematisieren, finden sich bereits zu Beginn des
letzten Jahrhunderts. Umfangreiche U¨berblicke zu den fru¨hen Entwicklungen im Bereich
der Optimierung des Lastflusses finden sich z.B. in Happ (1977) und Chowdhury u.
Rahman (1990). Einen aktuellen U¨berblick liefern Xia u. Elaiw (2010).
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In der Literatur wird ein breites Spektrum an Optimierungsverfahren zur Lo¨sung des
geschilderten Problems eingesetzt. So wa¨hlen Bechert u. Kwatny (1972) eine Formulie-
rung als optimales Steuerungsproblem, wobei eine Minimierung der anfallenden Kosten
angestrebt wird. Beru¨cksichtigt werden hierbei neben den leistungsabha¨ngigen Brenn-
stoffkosten ebenfalls Kosten fu¨r die A¨nderung der Leistung der einzelnen Kraftwerke
sowie Strafkosten fu¨r Abweichungen der Frequenz im Stromnetz von der Ziel-Frequenz.
Unter zusa¨tzlicher Beachtung der maximalen Leistungsa¨nderungsgeschwindigkeiten der
jeweiligen Kraftwerke werden notwendige Bedingungen einer optimalen Steuerung eben
dieser Leistung unter Verwendung des Pontrjaginschen Maximumsprinzip abgeleitet. Im
Spezialfall, dass lediglich zwei Kraftwerke betrachtet werden, kann hingegen die optimale
Steuerung ermittelt werden.
Bechert u. Chen (1977) betrachten ein vergleichbares System, allerdings kann durch
Verwendung von dynamischer Optimierung die optimale Steuerung fu¨r ein System be-
stehend aus fu¨nf Kraftwerken ermittelt werden.
Diese Limitierung auf relativ kleine Kraftwerksparks versuchen Ross u. Kim (1980)
durch Verwendung einer auf dynamischer Optimierung basierenden Approximationsme-
thode zu umgehen. Als numerisches Beispiel fu¨r die Leistungsfa¨higkeit des gewa¨hlten
Ansatzes dient ein Kraftwerkspark bestehend aus 15 Generatoren, der kostenminimal
u¨ber einen Planungshorizont, welcher 16 Zeitschritte umfasst, gesteuert werden soll.
Hindi u. Ghani (1991) formulieren das Lastflussproblem als mehrperiodiges lineares
Optimierungsproblem. Neben den fu¨r die vorliegende Problemklasse u¨blichen techni-
schen Restriktionen wird zusa¨tzlich die in jeder Periode vorzuhaltende Mindestreserve-
leistung beru¨cksichtigt. Zur Lo¨sung des Problems wird ein Algorithmus basierend auf der
Lagrange-Relaxation sowie der Dantzig-Wolfe Dekomposition entwickelt, wobei zuna¨chst
eine Lo¨sung durch Optimierung der dualen Lagrange-Funktion durch Anwendung eines
Subgradientenverfahrens bestimmt wird. Erfu¨llt diese Lo¨sung sa¨mtliche Nebenbedin-
gungen, bricht der Algorithmus ab und die optimale Lo¨sung ist gefunden. Andernfalls
wird die Dantzig-Wolfe Dekomposition unter Ausnutzung der im Subgradientenverfah-
ren gewonnenen Informationen angewendet, um eine Lo¨sung des Optimierungsproblems
herbeizufu¨hren.
Wang u. Shahidehpour (1994) modellieren das Lastflussproblem ebenfalls als lineares
Optimierungsproblem, wobei zusa¨tzlich Verschleißkosten, die durch U¨berschreiten der
zula¨ssigen Leistungsa¨nderungsgeschwindigkeit der Turbinen entstehen, beru¨cksichtigt
werden.
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Irisarri et al. (1998) modellieren das Lastflussproblem als nichtlineares Optimierungs-
problem. Die Minimierung der quadratischen Zielfunktion erfolgt durch Verwendung
eines Innere-Punkte Verfahrens.
Han u. Gooi (2007) betrachten eine a¨hnliche Situation, wobei ebenfalls ein Innere-
Punkte Verfahren zur Lo¨sung des Problems angewendet wird. Im Unterschied zu Irisarri
et al. (1998) verwenden Han u. Gooi (2007) einen Look-ahead Ansatz, um das mehr-
periodige Problem zeitlich zu entkoppeln, was zu geringeren Laufzeiten bei der Lo¨sung
umfangreicher Probleminstanzen fu¨hrt.
Da das Lastflussproblem in der Regel mehrperiodig ist und einige der u¨blichen Model-
lierungsparameter, wie z.B. die Nachfrage nach elektrischer Energie, nicht mit Sicherheit
prognostiziert werden ko¨nnen, finden sich in der Literatur auch zahlreiche Vero¨ffentlich-
ungen, in denen stochastische Einflu¨sse beru¨cksichtigt werden. Insbesondere durch die
zunehmende Verbreitung von im begrenztem Umfang regelbaren Anlagen zur Erzeugung
elektrischer Energie aus erneuerbaren Quellen nimmt die Bedeutung stochastischer Mo-
delle zu, da nicht mehr nur die Nachfrage nach elektrischer Energie sondern auch deren
Erzeugung in erheblichem Maße Schwankungen unterworfen ist.
Hetzer et al. (2008) beziehen in ihre Formulierung des Lastflussproblems Windener-
gieanlagen mit ein. Die Windgeschwindigkeiten werden durch eine Weibull-verteilte Zu-
fallsvariable beschrieben, wobei die von den Windenergieanlagen bereitgestellte Leistung
somit als Funktion der Windgeschwindigkeit ebenfalls stochastisch ist. Als numerisches
Beispiel dient ein Kraftwerkspark bestehend aus zwei konventionellen thermischen Kraft-
werken und zwei Windenergieanlagen.
Piperagkas et al. (2011) betrachten ebenfalls einen Kraftwerkspark bestehend aus
thermischen Kraftwerken und Windenergieanlagen. Zusa¨tzlich zu dem in Hetzer et al.
(2008) vorgestellten Modell werden jedoch Emissionsrestriktionen beru¨cksichtigt, wo-
bei eine Formulierung als multikriterielles Optimierungsproblem gewa¨hlt wird, welches
mittels Partikelschwarm-Optimierung gelo¨st wird.
Die Problemstellungen, die dem ersten bzw. dem zweiten in dieser Arbeit vorgestell-
ten Modell zugrunde liegen, weisen A¨hnlichkeiten mit den klassischen Problemen des
Economic Dispatch bzw. des Unit-Commitment auf. So wird im ersten Modell eine Si-
tuation betrachtet, in der eine gegebene Nachfrage nach elektrischer Energie durch den
Einsatz zweier Kraftwerke sowie eines Energiespeichers gewinnoptimal u¨ber einen de-
finierten Zeithorizont befriedigt werden soll. Das zweite Modell geht zwar von einer
unbeschra¨nkten Nachfrage aus, jedoch soll auch hier ein Kraftwerkspark gewinnoptimal
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u¨ber einen definierten Zeithorizont gesteuert werden. Im Gegensatz zur klassischen Li-
teratur in diesem Bereich maximieren wir jedoch Gewinne und verwenden Markovsche
Entscheidungsprozesse zur Modellierung. Ebenso zeigen wir Strukturen um effiziente
Algorithmen zur Lo¨sung der Problemstellungen zu entwickeln.
4.1.2 Optimale Steuerung von Energiespeichern
Zum Themenkomplex der Kraftwerkseinsatzplanung (vgl. Abschnitt 4.1.1) werden in
einigen Vero¨ffentlichungen ebenfalls Energiespeicher als Teil eines Kraftwerksparks be-
ru¨cksichtigt (vgl. u.a. Happ (1977)). Allerdings ergeben sich durch eine zunehmende
Liberalisierung der Energiema¨rkte sowie durch eine immer sta¨rkere Verbreitung von in
geringem Umfang regelbarer regenerativer Energiesysteme neue Anwendungsgebiete fu¨r
Energiespeicher. Insbesondere deren gewinnoptimale Steuerung wird in der Literatur
vermehrt thematisiert.
So wird in Korpaas et al. (2003) ein Modell fu¨r den gewinnoptimalen Betrieb von
Windenergieanlagen in Kombination mit Energiespeichern mittels dynamischer Opti-
mierung entwickelt. Die durch die Windenergieanlagen erzeugte elektrische Energie wird
am Spot-Markt, der durch fluktuierende Preise gekennzeichnet ist, vera¨ußert. Es zeigt
sich, dass der Anlagenbetreiber durch Einsatz eines Energiespeichers in der Lage ist
Preisschwankungen am Spot-Markt gewinnbringend zu nutzen.
Ein vergleichbares Resultat liefern Castronuovo u. Lopes (2004), wobei als Energie-
speicher explizit ein Pumpspeicherkraftwerk modelliert wird.
In Zhou et al. (2013) wird ein System bestehend aus einem Windpark, einem Speicher
sowie den zugeho¨rigen U¨bertragungsleitungen betrachtet. Im Gegensatz zum klassischen
Lastflussproblem wird jedoch die Nachfrage nach elektrischer Energie nicht explizit mo-
delliert, d.h. es wird angenommen, dass der Betreiber des Windparks eine beliebige Ener-
giemenge zu einem stochastisch im Zeitverlauf schwankenden Preis absetzen kann, wobei
vorausgesetzt wird, dass die Aktionen des Windparkbetreibers keinen Einfluss auf die
Preisentwicklung haben. Ebenso wird die Windgeschwindigkeit und somit auch die zur
Verfu¨gung stehende Leistung als stochastisch angesehen. Das Modell ist als Markovscher
Entscheidungsprozess formuliert, wobei der Windparkbetreiber bestrebt ist seinen Ge-
winn durch die optimale Bewirtschaftung des Speichers durch Verkauf von elektrischer
Energie zu maximieren.
Ein a¨hnliches Modell formulieren Kim u. Powell (2011). Es wird ebenfalls ein System
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bestehend aus einem Windpark und einem Energiespeicher betrachtet. Im Gegensatz zu
Zhou et al. (2013) agiert der Windparkbetreiber auf einem Day-ahead-Markt, d.h. er legt
zu einem bestimmten Zeitpunkt die Menge an elektrischer Energie fest, die er zu einem
zuku¨nftigen Zeitpunkt vera¨ußern mo¨chte, wobei die Maximierung des Gewinns durch
Ableitung optimaler Speicherstrategien mit Hilfe eines Markovschen Entscheidungspro-
zesses erfolgt.
Bathurst u. Strbac (2003), Costa et al. (2008), Garcia-Gonzalez et al. (2008) und
Lo¨hndorf u. Minner (2010) befassen sich ebenfalls mit der Fragestellung, wie ein Wind-
parkbetreiber gewinnoptimal auf dem Day-ahead-Markt unter zusa¨tzlicher Nutzung ei-
nes Energiespeichers agieren kann. Das dritte in dieser Arbeit vorgestellte Modell unter-
sucht ebenso die Effekte des Day-ahead-Marktes, wobei wir ebenso wie Kim u. Powell
(2011) Markovsche Entscheidungsprozesse verwenden. Im Gegensatz zur vorgestellten
Literatur verwenden wir jedoch einen diskreten Zustands- und Aktionsraum und leiten
Strukturaussagen mit Hilfe des Konzepts L♮-konvexer Funktionen her.
Neben den zuletzt genannten Vero¨ffentlichungen, die ihren Fokus im Speziellen auf die
optimale Nutzung eines Systems bestehend aus einem Energiespeicher und einem durch
ein fluktuierendes Leistungsangebot charakterisiertes Kraftwerk legen, ist insbesondere
Literatur zum Themengebiet der Steuerung von Wasserkraftanlagen fu¨r die vorliegende
Arbeit von Bedeutung.
Im Bereich der optimalen Steuerung von Wasserkraftanlagen sind insbesondere die
Arbeiten von Nandalal u. Bogardi (2007) und Gra¨venstein (2008) zu nennen. Nanda-
lal u. Bogardi (2007) geben einen umfassenden U¨berblick u¨ber Einsatzmo¨glichkeiten
dynamischer Optimierung im Zusammenhang mit der optimalen Steuerung von Spei-
cherkraftwerken.
Gra¨venstein (2008) betrachtet ein System bestehend aus einem Speicherkraftwerk,
welches durch einen natu¨rlichen Zufluss mit Wasser gespeist wird. Dieser Zufluss wird
als stochastisch angenommen und dient dazu eine im Zeitverlauf als konstant angenom-
mene Nachfrage zu befriedigen. Der Betreiber der Anlage hat die Mo¨glichkeit durch
Zukauf von Wasser eventuelle Fehlmengen auszugleichen, wobei der Zukauf nur bis zu
einer definierten Ho¨chstgrenze erfolgen kann. Fehlmengen, die nicht durch das Zukauf-
kontingent abgedeckt werden, ko¨nnen werden mit Strafkosten geahndet. Das Modell ist
als Markovscher Entscheidungsprozess formuliert und der Betreiber hat das Ziel durch
optimale Ausspeicherentscheidungen seine Kosten zu minimieren. Um den numerischen
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Aufwand bei der Berechnung der optimalen Strategien zu verringern, wurden effiziente
Algorithmen, welche die spezielle Struktur des Problems ausnutzen, abgeleitet.
Die ersten beiden in dieser Arbeit vorgestellten Modelle weisen einige Analogien mit
der Arbeit von Gra¨venstein (2008) auf. Es gibt methodische Parallelen, so nutzen wir
in unserer Arbeit ebenfalls Markovsche Entscheidungsprozesse. Ebenso entwickeln wir
optimale Betriebsstrategien fu¨r ein Energiesystem mit Energiespeicher. Im Gegensatz zu
Gra¨venstein (2008) betrachten wir jedoch zusa¨tzlich den Gesamtwirkungsgrad unserer
Energiespeicher und betrachten nicht nur Ausspeicher- sondern auch Einspeicherent-
scheidungen.
4.2 Andere Anwendungsgebiete
Die in den folgenden Kapiteln vorgestellten Modelle befassen sich im Kern stets mit
dem optimalen Betrieb eines Speichersystems unter Beru¨cksichtigung stochastischer Ein-
flu¨sse im Kontext der Energieversorgung. Diese Fragestellung ist jedoch nicht nur in
der Energiewirtschaft von Bedeutung, sondern findet sich auch in zahlreichen ande-
ren Anwendungsgebieten. Zu erwa¨hnen sind hier insbesondere die Bereiche des Health-
Care- und Revenue Managements sowie der Lagerhaltung bzw. Produktionsplanung.
Vero¨ffentlichungen, die dem letztgenannten Themengebiet zuzuordnen sind, befassen
sich vorrangig mit der optimalen Bewirtschaftung eines Lagers, d.h. der Betreiber des
Lagers ist bestrebt, je nach konkreter Fragestellung, seinen Gewinn zu maximieren bzw.
seine Kosten zu minimieren, wobei ha¨ufig die Bestellmenge bzw. der Bestellzeitpunkt der
zu lagernden Produkte festzulegen sind. U¨blicherweise wird davon ausgegangen, dass fu¨r
das Lagern sowie fu¨r das Bestellen von Produkten Kosten entstehen und die zuku¨nftige
Nachfrage unbekannt ist. Ha¨ufig werden zusa¨tzlich auch Produktionsplanungsaspekte
beru¨cksichtigt, d.h. die zu lagernden Produkte werden nicht extern bestellt, sondern in
einer Produktionseinrichtung erstellt und dann zum Auffu¨llen des Lagerbestands verwen-
det. Einen guten U¨berblick u¨ber ga¨ngige Fragestellungen im Bereich der Lagerhaltung
geben Zipkin (2000), Porteus (2002), Axsa¨ter (2006) und Muckstadt u. Sapra (2010).
Fru¨he Vero¨ffentlichungen von Scarf (1959), Veinott (1966) und Scha¨l (1976) formu-
lieren mehrperiodige dynamische Lagerhaltungsmodelle, bei denen die Nachfrage nach
einem homogenen Produkt als Zufallsvariable modelliert ist. Der Fokus dieser Arbeiten
liegt auf der Untersuchung der Struktur optimaler Entscheidungsregeln fu¨r die Festle-
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gung von Bestellmengen. In diesem Kontext werden hinreichende Bedingungen fu¨r die
Optimalita¨t einer (s, S)-Bestellpolitik angegeben.
Waldmann (1984) formuliert ein Lagerhaltungsmodell, bei welchem die Verteilung
der Nachfrage nach einem homogenen Produkt in jeder Periode zusa¨tzlich von einem
stochastischen Prozess, der als Umweltprozess bezeichnet wird, abha¨ngt. Es zeigt sich,
dass die Modelle von Scarf (1959) und Veinott (1966) als Spezialfa¨lle des in Waldmann
(1984) formulierten Modells anzusehen sind, wobei Waldmann (1984) die methodischen
Vorarbeiten von Scha¨l (1976) nutzt. Ebenso werden in Waldmann (1984) hinreichen-
de Bedingungen fu¨r die Optimalita¨t einer (z, Z)-Bestellpolitik hergeleitet, die von der
jeweiligen Realisation des Umweltprozesses abha¨ngig ist.
Neuere Vero¨ffentlichungen betrachten unter anderem die simultane Festlegung des
Produktpreises und der Bestell- bzw. Produktionsmenge , wobei unter bestimmten Vor-
aussetzungen die Optimalita¨t von (s, S, p)-Politiken gezeigt werden kann (vgl. u.a. Chen
u. Simchi-Levi (2004a), Chen u. Simchi-Levi (2004b) und Yin u. Rajaram (2007)).
Weitere aktuelle Vero¨ffentlichungen befassen sich mit der optimalen Steuerung mehrdi-
mensionaler Lagersysteme (vgl. u.a. Zhao et al. (2008), Zhou et al. (2011) und Benjaafar
et al. (2011)).
Hervorzuheben ist Zhao et al. (2008), die zwei Lager bzw. Produktionsanlagen an un-
terschiedlichen Standorten betrachten, wobei ein Austausch von Lagermengen zwischen
diesen Standorten zugelassen, aber mit zusa¨tzlich anfallenden Transportkosten verbun-
den ist. Der Betreiber des Lagersystems hat die Mo¨glichkeit zu entscheiden, an welchem
Standort Gu¨ter produziert werden sollen und von welchem der beiden Standorte eine
entstehende Nachfrage befriedigt werden soll. Es gelingt Zhao et al. (2008) verschiedene
Strukturen der optimalen Entscheidungsregel herzuleiten, was eine effiziente numerische
Berechnung der optimalen Strategien ermo¨glicht.
Weitere Anwendungen finden sich, wie bereits eingangs angedeutet, im Bereich des
Revenue Managements. Die Methoden des Revenue Managements werden bislang u¨ber-
wiegend in der Luftfahrtbranche angewendet, allerdings zeigt sich auch ein großes Poten-
tial im Hotel- und Gaststa¨ttengewerbe. Einen guten U¨berblick u¨ber die Entwicklung und
klassische Problemstellungen des Revenue Managements geben Talluri u. Ryzin (2005).
Im Bereich der Luftfahrt ist insbesondere die Frage, wie viele Sitzpla¨tze einer Passa-
giermaschine im Buchungsprozess fu¨r eine bestimmte Kundenklasse zu reservieren ist,
von Bedeutung. Die zuku¨nftige Nachfrage der verschiedenen Kundenklassen, die sich
im Wesentlichen durch ihre Kaufkraft unterscheiden, wird als stochastisch angesehen.
77
Kapitel 4 Literatur
Grundsa¨tzlich ergibt sich also das Problem eingehende Buchungsanfragen entweder ab-
zulehnen, wenn es zu erwarten ist, dass in einer der Folgeperioden noch Kunden mit
einer ho¨heren Zahlungsbereitschaft einen Sitzplatz nachfragen, oder anzunehmen, was
mit einer Verringerung der verfu¨gbaren Kapazita¨t einhergeht.
Eine der ersten Vero¨ffentlichungen, welche diese Problemstellung fu¨r den Fall zweier
Kundenklassen thematisiert, ist Littlewood (1972). Erweiterungen auf mehrere Kunden-
klassen finden sich in Belobaba (1989) und Brumelle u. McGill (1993). Von besonderer
Bedeutung sind jedoch Lee u. Hersh (1993), Lautenbacher u. Stidham (1999) sowie
Subramanian et al. (1999), die das Problem als Markovschen Entscheidungsprozess for-
mulieren.
Damit beschließen wir die Betrachtung der Grundlagen und befassen uns in den
na¨chsten Kapiteln mit der Vorstellung der entwickelten Modelle.
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Optimale Steuerung eines
Energiesystems unter Beru¨cksichtigung
eines Kraftwerks mit stochastischem
Stromoutput
In diesem Abschnitt wird ein Modell zur optimalen Steuerung eines stochastischen
Energiesystems vorgestellt. Das betrachtete System besteht dabei aus einem durch ei-
ne stochastische Stromerzeugung charakterisierten Prima¨rkraftwerk sowie einem Se-
kunda¨rkraftwerk und einem Energiespeicher.
Wir beginnen zuna¨chst mit einer Beschreibung des Modells, wobei wir insbesondere
auf die grundlegenden Modellzusammenha¨nge sowie Annahmen eingehen werden. Es
folgt eine mathematische Formulierung als Markovscher Entscheidungsprozess.
In den Abschnitten 5.2 und 5.3 sollen Strukturaussagen fu¨r die Modellauspra¨gungen
mit endlichem sowie unendlichem Planungshorizont hergeleitet werden, die eine effiziente
numerische Berechnung optimaler Strategien sowie des damit assoziierten diskontierten
Gesamtgewinns ermo¨glichen.
Abschließend wird das in Abschnitt 5.1 eingefu¨hrte Grundmodell um weitere stochas-
tische Einflussgro¨ßen erweitert, um eine realita¨tsnahe Anwendung zu ermo¨glichen. Fu¨r
dieses erweiterte Modell werden im Anschluss ebenfalls Strukturaussagen hergeleitet.
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5.1 Modellbeschreibung
Das in den folgenden Abschnitten vorgestellte Modell dient der Entwicklung gewinnopti-
maler Betriebsstrategien fu¨r ein stochastisches Energiesystem bestehend aus zwei Kraft-
werken sowie einem Energiespeicher. Das betrachtete Energiesystem kann je nach An-
wendungssituation als netzgebunden oder als Inselsystem angesehen werden. Der Betrei-
ber dieser Anlage kann Gewinne durch den Verkauf zuvor erzeugter elektrischer Energie
realisieren. Wir wollen fu¨r den weiteren Verlauf des Kapitels annehmen, dass der Ener-
giespeicher eine beschra¨nkte Speicherkapazita¨t von k Energieeinheiten aufweist, wobei
wir explizit darauf hinweisen, dass alle in diesem Kapitel hergeleiteten Strukturaussagen
ebenso fu¨r den Fall eines unkapazitierten Energiespeichers gelten.
Eines der beiden Kraftwerke soll als Prima¨rkraftwerk bezeichnet werden, wobei dieses
eine intermittierende Stromerzeugungscharakteristik aufweisen soll. Das bedeutet, dass
die innerhalb eines bestimmten Zeitintervalls erzeugte Energie als Zufallsvariable aufzu-
fassen ist. Diese stochastische Erzeugungsstruktur weisen insbesondere Kraftwerke auf,
die auf erneuerbaren Energiequellen, wie z.B. Windenergieanlagen, Photovoltaikanlagen
oder bestimmte Klassen von Wasserkraftwerken, basieren (vgl. Kapitel 2). Allerdings
ko¨nnen auch gewo¨hnliche thermische Kraftwerke als Prima¨rkraftwerk gewa¨hlt werden.
In diesem Fall ko¨nnen stochastische Fluktuationen in der Erzeugung elektrischer Energie
als Defekte oder gar Totalausfa¨lle interpretiert werden.
Das verbleibende Kraftwerk soll als Sekunda¨rkraftwerk bezeichnet werden. Grund-
sa¨tzlich soll dieses Kraftwerk gut regelbar sein, um kurzfristig entstehenden Bedarf
an elektrischer Energie schnell befriedigen zu ko¨nnen, d.h. es soll die Charakteristi-
ken eines Spitzenlastkraftwerks aufweisen. Entsprechend der Ausfu¨hrungen in Kapitel
2 kommen folglich insbesondere Gasturbinen, Gasmotoren, o. A¨. als Technologie fu¨r
das Sekunda¨rkraftwerk in Frage. Es soll weiterhin angenommen werden, dass das Se-
kunda¨rkraftwerk eine maximale Kapazita¨t bezu¨glich der Erzeugung elektrischer Energie
von c Energieeinheiten pro Zeitstufe aufweist.
Das System, bestehend aus Prima¨r- und Sekunda¨rkraftwerk sowie dem Energiespei-
cher, soll zuna¨chst u¨ber einen endlichen Planungshorizont N betrachtet werden, der sich
aus N disjunkten Zeitintervallen gleicher La¨nge zusammensetzt, wobei das n-te Intervall
die Form [n, n+ 1), n = 0, 1, ..., N − 1 annimmt.
Da die Stromerzeugung durch das Prima¨rkraftwerk stochastischen Einflu¨ssen unter-
liegt, wird angenommen, dass sich die auf Zeitstufe n erzeugte elektrische Energie wn
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durch eine diskrete Zufallsvariable Wn (n = 0, 1, .., N − 1) mit bekannter Za¨hldichte
q beschreiben la¨sst. Weiter wird angenommen, dass die Zufallsvariablen W0, ...,WN−1
unabha¨ngig sind.
Zum Zeitpunkt n beobachtet der Kraftwerksbetreiber die fu¨r dieses Zeitintervall durch
das Prima¨rkraftwerk zur Verfu¨gung stehende Energiemenge wn sowie die derzeit im
Energiespeicher gespeicherte Energiemenge sn. Er hat nun eine Entscheidung daru¨ber
zu treffen, ob ein Teil der Energiemenge wn gespeichert werden soll oder, ob Energie dem
Speicher entnommen werden soll. Formal bedeutet dies, dass eine Aktion a festgelegt
wird, wobei ein positives (negatives) a bedeutet, dass dem Speicher die Energiemenge a
zugefu¨hrt (entnommen) wird.
Damit ergibt sich der Speicherinhalt auf Zeitstufe n+1, wenn in Periode n die Menge
sn im Speicher sowie die Aktion a gewa¨hlt wurde, wie folgt:
1
sn+1 = min {sn + a, k}. (5.1)
Da wir annehmen, dass die maximale Kapazita¨t des Speichers k Energieeinheiten
betra¨gt, muss durch Bildung des Minimums in Gleichung (5.1) gesichert werden, dass
diese Kapazita¨tsgrenze nicht u¨berschritten wird. Es ist zu beachten, dass Effekte wie
Selbstentladung nicht explizit modelliert, aber relativ einfach durch Anpassung der U¨ber-
gangswahrscheinlichkeiten bzw. durch Anpassung der Konversionsverluste einbezogen
werden ko¨nnen.
Die Energienachfrage d pro Periode wird als konstant u¨ber den gesamten Planungsho-
rizont angenommen.2 Situationen, in denen diese Annahme sinnvoll erscheint, ergeben
sich beispielsweise, wenn der Kraftwerksbetreiber langfristige Energieliefervertra¨ge ein-
geht, die eine konstante Energielieferung vorsehen. Des Weiteren wa¨re auch denkbar,
dass in einem Inselnetz das betrachtete System fu¨r die Versorgung einer bestimmten
Maschine verwendet wird, die einen konstanten Energiebedarf aufweist. Da die Annah-
me einer im Zeitverlauf konstanten Energienachfrage in einigen Fa¨llen jedoch als zu
restriktiv erscheint, lassen wir diese Annahme im Verlauf des Kapitels fallen und fu¨hren
1Um einen positiven Speicherinhalt zu gewa¨hrleisten, sind nur Aktionen a ≥ −sn zula¨ssig. Dies wird
im weiteren Verlauf des Abschnitts durch entsprechende Wahl der Menge zula¨ssiger Aktionen si-
chergestellt.
2Grundsa¨tzlich wa¨re es auch mo¨glich, eine unbeschra¨nkte Nachfrage anzunehmen. Diese Situation ist
insbesondere dann plausibel, wenn das betrachtete Energiesystem eine geringe Leistung im Vergleich
zu den u¨brigen am Netz angeschlossenen Kraftwerken aufweist.
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eine stochastische Energienachfrage ein (vgl. Abschnitt 5.4). Alternativ kann d als die
fu¨r das Energiesystem zur Verfu¨gung stehende U¨bertragungskapazita¨t des Netzes inter-
pretiert werden, wobei sich diese aus den verwendeten energietechnischen Bauelementen
ergibt. Beispielsweise ist die u¨bertragbare Energiemenge wa¨hrend einer Zeitperiode un-
ter anderem durch den verbauten Transformator nach oben beschra¨nkt. Da ein Ausbau
der U¨bertragungskapazita¨t in der Regel sehr zeitaufwa¨ndig und kostenintensiv ist, kann
in diesem Fall d in guter Na¨herung als konstant angesehen werden.
Aufgrund der physikalischen Eigenschaften der ga¨ngigen Energiespeicher mu¨ssen Kon-
versionsverluste betrachtet werden, die anfallen, wenn dem Speicher Energie zugefu¨hrt
oder entnommen wird (vgl. die Ausfu¨hrungen in Kapitel 2.2). Im Folgenden werden
die Verluste durch Einspeichern und Ausspeichern in einer Variablen zusammenge-
fasst. Dies erscheint sinnvoll, da jede Energieeinheit, die zu einem bestimmten Zeit-
punkt gespeichert wird, zu einem spa¨teren Zeitpunkt dem Speicher wieder entnommen
wird. Die Konversionsverluste werden daru¨ber hinaus vereinfachend als unabha¨ngig
vom Speicherinhalt und anderen Umwelteinflu¨ssen angenommen. Aus Gru¨nden einer
u¨bersichtlicheren Darstellung sind der Speicherinhalt s, die gewa¨hlte Aktion a sowie die
durch das Prima¨rkraftwerk erzeugte Energie w bereits um die Konversionsverluste berei-
nigt. Das bedeutet, dass im Falle einer direkten Vera¨ußerung der vom Prima¨rkraftwerk
erzeugten Energie, ohne den Umweg einer Zwischenspeicherung, die verkaufte Energie-
menge durch einen Faktor α, α ≥ 1, korrigiert werden muss, da bei einem Direktverkauf
keine Konversionsverluste anfallen. Dabei berechnet sich α als Kehrwert der auftreten-
den Konversionsverluste. Entschließt sich der Kraftwerksbetreiber beispielsweise dazu,
die gesamte in einer Periode n zur Verfu¨gung stehende Energiemenge wn, die durch das
Prima¨rkraftwerk erzeugt wird, direkt zu vera¨ußern, so kann er die Menge αwn verkaufen.
Zusa¨tzlich zur elektrischen Energie, welche durch das Prima¨rkraftwerk zur Verfu¨gung
gestellt wird, hat der Kraftwerksbetreiber die Mo¨glichkeit auf ein Sekunda¨rkraftwerk
zuru¨ckzugreifen, um zusa¨tzlich Energie bereitzustellen. Reicht z.B. die vom Prima¨rkraft-
werk erzeugte elektrische Energie zusammen mit der im Energiespeicher befindlichen
Energie nicht aus, um die Nachfrage zu befriedigen, so hat der Betreiber des Energiesys-
tems die Mo¨glichkeit die Differenz zwischen Angebot und Nachfrage durch den Einsatz
des Sekunda¨rkraftwerks zu decken. Allerdings ist die maximal vom Sekunda¨rkraftwerk
in einer Zeiteinheit erzeugbare Strommenge c zu beachten, da diese nicht u¨berschritten
werden darf.
Der Preis p˜, zu dem die Energie verkauft wird, ha¨ngt nicht von der jeweiligen Tech-
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nologie ab, sondern ist extern vorgegeben und wird zuna¨chst als im Zeitverlauf konstant
angenommen. Beispielsweise ko¨nnte dieser in einem langfristigen Liefervertrag ausge-
handelt worden sein. Diese in bestimmten Situationen zu restriktive Annahme wird im
weiteren Verlauf des Kapitels fallen gelassen und das Modell um stochastisch schwan-
kende Preise erweitert (vgl. Abschnitt 5.4).
Je nachdem welche Technologien beim Prima¨r- und Sekunda¨rkraftwerk vorliegen, fal-
len Betriebs- und eventuell Brennstoffkosten an, die den erzielten Verkaufserlo¨s mindern.
Fu¨r das Prima¨rkraftwerk fallen pro erzeugter Energieeinheit Kosten in Ho¨he von κprim
und fu¨r das Sekunda¨rkraftwerk Kosten in Ho¨he von κsek an. Diese nehmen wir zuna¨chst
als konstant an, weshalb wir vereinfachend fu¨r den Erlo¨s fu¨r eine verkaufte Energieeinheit
des Prima¨rkraftwerks p1 := p˜− κprim und fu¨r den Erlo¨s einer verkauften Energieeinheit
des Sekunda¨rkraftwerks p2 := p˜ − κsek schreiben. Weiter nehmen wir an, dass der er-
zielbare Erlo¨s durch den Verkauf einer Energieeinheit des Prima¨rkraftwerks stets gro¨ßer
ist als der Erlo¨s, der sich bei Verkauf einer Energieeinheit durch das Sekunda¨rkraftwerk
ergibt, d.h. es gilt stets p1 ≥ p2.
Entscheidet sich der Kraftwerksbetreiber dazu, den Bedarf nicht vollsta¨ndig zu befrie-
digen, so entstehen Strafkosten κ, die proportional zur Fehlmenge sind. Bezu¨glich der
Ho¨he der Strafkosten wird angenommen, dass κ ≥ p1 und damit auch κ ≥ p2 gilt. Wird
z.B. eine Situation betrachtet, in der wiederum ein langfristiger Energieliefervertrag zwi-
schen dem Kraftwerksbetreiber und einem Energieabnehmer geschlossen wurde, ko¨nnen
die anfallenden Strafkosten als der Preis interpretiert werden, der fu¨r den Kraftwerks-
betreiber fu¨r die Beschaffung von Regelenergie anfa¨llt, um die vertraglich festgelegte
Energiemenge liefern zu ko¨nnen. Alternativ ko¨nnten die Strafkosten auch als eine Art
Konventionalstrafe fu¨r die Nichterfu¨llung der vertraglichen Pflichten aufgefasst werden.
Im Folgenden sollen die getroffenen Annahmen noch einmal u¨bersichtlich zusammen-
gefasst werden.
Annahmen:
(A1) c, k ∈ N0 ∪{∞}, wobei grundsa¨tzlich auch unbegrenzte Kapazita¨ten zula¨ssig sind;
(A2) α ∈ [1,∞) ;
(A3) κ ≥ p1 ≥ p2 ≥ 0, d.h. die Strafkosten werden als ho¨her angesehen als der Gewinn,
der pro verkaufter Energieeinheit beim Prima¨r- und Sekunda¨rkraftwerk anfa¨llt,
wobei der erzielbare Gewinn pro verkaufter Energieeinheit beim Prima¨rkraftwerk
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wiederum ho¨her ist als beim Sekunda¨rkraftwerk;
(A4) d ∈ N0, die Nachfrage nach elektrischer Energie ist konstant im Zeitverlauf;
(A5) die Energie wn ∈ N0, welche das Prima¨rkraftwerk auf Zeitstufe n erzeugt, ist die
Realisation einer Zufallsvariablen Wn mit der Verteilung q(·), wn ∈ N0, wobei
W0, ...,WN−1 unabha¨ngig sind;
(A6) die Nachfrage nach Energie d ist gro¨ßer als die Kapazita¨t des Sekunda¨rkraftwerks
c, d.h. es soll d ≥ c gelten.
Nachdem wir die grundlegenden Modellzusammenha¨nge verbal beschrieben sowie die
dem Modell zugrunde liegenden Annahmen formuliert haben, soll in Definition 5.1 eine
mathematische Formulierung der gegebenen Problemstellung als Markovscher Entschei-
dungsprozess mit endlichem Planungshorizont in einer dynamischen Umwelt
(N,S,A, I,D, T,Q, r, VN , β) erfolgen.
Definition 5.1 1. N ∈ N bezeichne den Planungshorizont;
2. S × I = {0, 1, ..., k} × N0 bezeichne den Zustandsraum. Die Elemente von S × I
werden mit (s, w) bezeichnet;
3. A := Z ist der Aktionsraum. Die Elemente von A werden mit a bezeichnet;
4. D(s, w) := {−s,−s+1, ..., w} ist die Menge aller zula¨ssigen Aktionen im Zustand
(s, w) und D := {(s, w, a) ∈ S × I × A|a ∈ D(s, w)};
5. (s, a) → T (s, a) := min{s + a, k} ist die U¨bergangsfunktion, wobei s ∈ S,w ∈
I, a ∈ D(s, w);
6. Q : D × S × I → [0, 1] ist das U¨bergangsgesetz, definiert durch
Q(s′, w′|s, w, a) := q(w′), fu¨r s′ = T (s, a) und 0 sonst;
7. r : D → R ist die einstufige Gewinnfunktion, definiert durch
r(s, w, a) := r1(w, a) + r2(w, a)− r3(w, a),
wobei deren Bestandteile wie folgt definiert sind:
r1(w, a) := p1min{d, αmin{w − a, w}+max{−a, 0}};
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r2(w, a) := p2max{0,min{c, d− αmin{w − a, w} −max{−a, 0}}};
r3(w, a) := κmax{0, d− αmin{w − a, w} −max{−a, 0} − c}.
Dabei beschreibt r1 (r2) den Gewinn durch den Verkauf der erzeugten elektrischen
Energie durch das Prima¨rkraftwerk (Sekunda¨rkraftwerk) und r3 die entstehenden
Strafkosten fu¨r Nichterfu¨llung der Energienachfrage;
8. VN : S × I → R ist die terminale Gewinnfunktion, definiert durch VN(s, w) := 0;
9. β ∈ (0, 1) ist der Diskontierungsfaktor.
Entsprechend der in Definition 5.1 angegebenen Parametrisierung und im Falle eines
endlichen Planungshorizonts ergibt sich fu¨r 0 ≤ n < N die Optimalita¨tsgleichung (vgl.
Kapitel 3).
Vn(s, w) = max
a∈D(s,w)
{
r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
}
, (s, w) ∈ S × I. (5.2)
In vielen Fa¨llen ist die Modellierung als MEP mit endlichem Planungshorizont als
realistisch anzusehen, z.B. wenn als Prima¨rkraftwerk eine Photovoltaikanlage zum Ein-
satz kommt. In diesem Fall wird der Planungshorizont sinnigerweise so festgelegt, dass
dieser die Zeit von Sonnenaufgang bis Sonnenuntergang umfasst. Ein weiteres Beispiel
wa¨re die Festlegung des Planungshorizonts entsprechend eines Wartungsintervalls. Das
bedeutet konkret, dass der Beginn des Planungshorizonts auf den Zeitpunkt unmittelbar
nach Durchfu¨hrung einer Wartungsmaßnahme gelegt wird und das Ende des Planungs-
horizonts auf den Zeitpunkt der na¨chsten Wartungsmaßnahme.
Allerdings weisen MEP mit unendlichem Planungshorizont einige Vorteile, wie z.B.
zeitunabha¨ngige optimale Strategien auf, was in der Praxis zu einer einfacheren An-
wendbarkeit dieser Strategien fu¨hrt (vgl. die Ausfu¨hrungen in Abschnitt 5.3). Aus diesem
Grund modellieren wir nun das oben erla¨uterte Energiesystem als MEP mit unendlichem
Planungshorizont. Hierfu¨r muss die Definition 5.1 geringfu¨gig abgewandelt werden. So
muss der Planungshorizont formal auf N = ∞ gesetzt werden und die terminale Ge-
winnfunktion VN entfa¨llt. Es ergibt sich dann die folgende Optimalita¨tsgleichung.
V (s, w) = max
a∈D(s,w)
{
r(s, w, a) + β
∞∑
w′=0
q(w′)V (T (s, a), w′)
}
, (s, w) ∈ S × I. (5.3)
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Im weiteren Verlauf des Kapitels sollen fu¨r das zu Beginn vorgestellte Modell Strukturen
bezu¨glich der Wertfunktion und der optimalen Politiken gezeigt werden. Durch Ausnut-
zung dieser Strukturen ist es mo¨glich, den beno¨tigten Rechenaufwand fu¨r die Lo¨sung des
Problems erheblich zu reduzieren. Des Weiteren haben einfach strukturierte Entschei-
dungsregeln in der Praxis den Vorteil, dass ihnen eine wesentlich gro¨ßere Akzeptanz
entgegengebracht wird und diese in vielen Fa¨llen auch relativ einfach umgesetzt werden
ko¨nnen.
Wir beginnen zuna¨chst mit dem endlichstufigen Fall und u¨bertragen anschließend die
gewonnenen Erkenntnisse auf das unendlichstufige Modell.
5.2 Das endlichstufige Modell
5.2.1 Strukturaussagen
Bevor wir dazu u¨bergehen die Struktur des gegebenen Problems zu untersuchen, defi-
nieren wir zuna¨chst einen fu¨r die folgenden Beweise nu¨tzlichen Operator.
Definition 5.2
Fu¨r v ∈M , (s, w, a) ∈ D sei
Lv(s, w, a) := r(s, w, a) + β
∞∑
w′=0
q(w′)v(T (s, a), w′)
definiert.
Um die nachfolgenden Beweise u¨bersichtlicher zu gestalten, sollen zuna¨chst zwei Funk-
tionen γ und hγ eingefu¨hrt werden, welche dazu verwendet werden, eine Vereinfachung
der einstufigen Gewinnfunktion herbeizufu¨hren und eine alternative Darstellung dieser
zu ermo¨glichen.
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Definition 5.3
Die Funktion γ : Z→ R mit α ≥ 1 ist definiert durch
γ(a) :=

α, fu¨r a > 01, fu¨r a ≤ 0.
Fu¨r die Definition der Funktion hγ wird die Funktion γ verwendet.
Definition 5.4
Die Funktion hγ : Z→ R mit α ≥ 1 ist definiert durch
hγ(a) := αw − γ(a)a.
Die Funktion hγ hat einige nu¨tzliche Eigenschaften; insbesondere ist sie monoton
fallend und konkav, wie im folgenden Lemma gezeigt wird.
Lemma 5.1
Fu¨r alle a ∈ A gelten die folgenden Ungleichungen
(i) ∆hγ(a) = −γ(a+ 1) < 0;
(ii) ∆2hγ(a) = −∆γ(a+ 1) ≤ 0.
Beweis
(i) folgt unter Beru¨cksichtigung von a(γ(a)− γ(a+1)) = 0 ∀a ∈ Z, unmittelbar aus der
folgenden Ungleichung
∆hγ(a) = −γ(a+ 1)(a+ 1) + γ(a)a = −γ(a+ 1) < 0.
(ii) folgt aus (i) und
∆2hγ(a) = −γ(a+ 2) + γ(a+ 1) ≤ 0.
Es ergibt sich die Behauptung.
Das folgende Lemma gibt auf Grundlage der Definitionen 5.3 und 5.4 eine alternati-
ve Darstellung der einstufigen Gewinnfunktion an. Zusa¨tzlich wird die Monotonie der
U¨bergangsfunktion T (·, a) gezeigt.
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Lemma 5.2
Fu¨r alle (s, w) ∈ S × I und alle a ∈ D(s, w) gilt
(i) r(s, w, a) = p1min{d, hγ(a)}+p2max{0,min{c, d−hγ(a)}}+κmin{0, c−d+hγ(a)};
(ii) T (s, a) ist monoton in a.
Beweis (i) Unter Verwendung von Definition 5.4 ergibt sich unmittelbar
r(s,w, a) = p1min{d, αw − γ(a)a}+ p2max{0,min{c, d− αw + γ(a)a}}
+ κmin{0, c− d+ αw − γ(a)a}
= p1min{d, hγ(a)}+ p2max{0,min{c, d− hγ(a)}}+ κmin{0, c− d+ hγ(a)}.
(ii) Sei g : Z → Z eine Funktion definiert durch g(s, a) = s + a. Offensichtlich ist
∆ag(s, a) ≥ 0. Da das Minimum gebildet aus einer Konstanten k ∈ N0 und der
Funktion g ebenfalls monoton wachsend ist, folgt die Behauptung.
Die einstufige Gewinnfunktion weist einige wichtige Eigenschaften auf. Insbesondere
ist sie monoton fallend und konkav in a. Dieses Verhalten kann auch in o¨konomischer
Hinsicht interpretiert werden. Demzufolge sinkt der erzielbare einstufige Gewinn, wenn
mehr Energie gespeichert als direkt verkauft, d.h. ein gro¨ßeres a gewa¨hlt wird. In diesem
Fall wu¨rde sich der Kraftwerksbetreiber dazu entscheiden auf die Realisierung eines
Gewinns durch den Verkauf einer bestimmten Energiemenge zu verzichten, um diese zu
einem spa¨teren Zeitpunkt zu verkaufen.
Des Weiteren sinkt der einstufige Gewinn umso sta¨rker je mehr Energie gespeichert
wird. Dies ist darauf zuru¨ckzufu¨hren, dass bei Wahl von a < 0 zusa¨tzlich zu der Energie,
die vom Prima¨rkraftwerk zur Verfu¨gung gestellt wird, dem Speicher Energie entnommen
wird, d.h. es wird bei wachsendem a zuna¨chst nur weniger Energie dem Speicher ent-
nommen. Dadurch sinkt die angebotene Energiemenge um einen geringeren Betrag als
bei positivem a, da gespeicherte Energie bereits um Konversionsverluste bereinigt ist.
Liegt hingegen ein positives a vor, so wird fu¨r jede zusa¨tzliche Energieeinheit, die dem
Speicher zugefu¨hrt werden soll, eine Energieeinheit weniger direkt verkauft, d.h. beim
Speicherprozess fallen Konversionsverluste an, welche nicht aufgetreten wa¨ren, wenn die-
se Energieeinheit direkt verkauft worden wa¨re.
Fu¨r eine mathematische Herleitung dieser verbal begru¨ndeten Eigenschaften der ein-
stufigen Gewinnfunktion beno¨tigen wir zuna¨chst noch das folgende Lemma.
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Lemma 5.3
Fu¨r alle a ∈ D(s, w) gilt
(i) ∆amax{0,min{c, d− hγ(a)}} ≤ ∆amax{0, d− hγ(a)};
(ii) ∆2amax{0,min{c, d− hγ(a)}} ≤ ∆
2
amax{0, d− hγ(a)}.
Beweis
(i) folgt durch Unterscheidung von drei Fa¨llen unter Ausnutzung der Monotonie von hγ:
(a) d− hγ(a) ≥ c
∆amax{0,min{c, d− hγ(a)}} = 0 ≤ ∆amax{0, d− hγ(a)}.
(b) d− hγ(a) < c ≤ d− hγ(a+ 1)
∆amax{0,min{c, d− hγ(a)}} = max{0, c} −max{0, d− hγ(a)}
≤ ∆amax{0, d− hγ(a)}.
(c) d− hγ(a+ 1) < c
∆amax{0,min{c, d− hγ(a)}} = ∆amax{0, d− hγ(a)}.
Der Beweis von (ii) erfolgt durch Unterscheidung von vier Fa¨llen unter Ausnutzung der
Monotonie und Konkavita¨t von hγ:
(a) d− hγ(a) ≥ c
∆2amax{0,min{c, d− hγ(a)}} = 0 ≤ ∆
2
amax{0, d− hγ(a)}.
(b) d− hγ(a) < c ≤ d− hγ(a+ 1)
∆2amax{0,min{c, d− hγ(a)}} = −max{0, c}+max{0, d− hγ(a)}
≤ 0
≤ ∆2amax{0, d− hγ(a)}.
Die letzte Ungleichung folgt aus Lemma 3.1.
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(c) d− hγ(a+ 1) < c ≤ d− hγ(a+ 2)
∆2amax{0,min{c, d− hγ(a)}} = max{0, c} − 2max{0, d− hγ(a+ 1)}
+max{0, d− hγ(a)}
≤ ∆2amax{0, d− hγ(a)}.
(d) d− hγ(a+ 2) < c
∆2amax{0,min{c, d− hγ(a)}} = ∆
2
amax{0, d− hγ(a)}.
Insgesamt folgt (ii).
Unter Verwendung von Lemma 5.3 ko¨nnen wir zeigen, dass die einstufige Gewinn-
funktion monoton fallend und konkav in a ist, wobei wir zusa¨tzlich eine obere Grenze
fu¨r den Anstieg der einstufigen Gewinnfunktion bei Verringerung der Aktion a um eine
Einheit angeben, da diese Eigenschaft im weiteren Verlauf des Kapitels von Nutzen sein
wird.
Lemma 5.4
Sei (s, w) ∈ S × I. Dann gilt fu¨r alle a ∈ D(s, w)
(i) ∆ar(s, w, a) ≤ 0;
(ii) ∆2ar(s, w, a) ≤ 0;
(iii) −∆ar(s, w, a− 1) ≤ γ(a)p1 + γ(a)κ.
Beweis
Zuna¨chst soll (i) gezeigt werden:
∆ar(s, w, a)
≤ p1 [min{d, hγ(a+ 1)} −min{d, hγ(a)}] + p2 [max{0,min{c, d− hγ(a+ 1)}}
−max{0,min{c, d− hγ(a)}}]
≤ p1 [min{0, hγ(a+ 1)− d} −min{0, hγ(a)− d}] + p2 [max{0, d− hγ(a+ 1)}
− max{0, d− hγ(a)}]
= p1 [min{0, hγ(a+ 1)− d} −min{0, hγ(a)− d}]− p2 [min{0, hγ(a+ 1)− d}
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− min{0, hγ(a)− d}]
= (p1 − p2)(min{0, hγ(a+ 1)− d} −min{0, hγ(a)− d})
≤ 0,
wobei die erste Ungleichung aus Lemma 5.1 (i) und ∆aκmin{0, c − d + hγ(a)} ≤ 0
folgt. Die zweite Ungleichung folgt aus Lemma 5.3 (i). Da hγ monoton fallend ist und
angenommen wird, dass p1 ≥ p2 gelte, folgt (i).
Um (ii) zu zeigen, formulieren wir r als Summe der Funktionen (w, a) → r′(w, a) und
(w, a)→ r′′(w, a), w ∈ I, s ∈ S, a ∈ D(s, w) definiert durch
r′(w, a) := p1min{d, hγ(a)}+ p2max{0,min{c, d− hγ(a)}}
und
r′′(w, a) := κmin{0, c− d+ hγ(a)}.
Da die Summe zweier konkaver Funktionen wiederum konkav ist, ist es ausreichend die
Konkavita¨t von r′ und r′′ separat zu zeigen, da in diesem Fall auch r = r′ + r′′ konkav
ist. Zuna¨chst folgt die Konkavita¨t von r′′ aus κmin{0, c− d+ hγ(a)} = −κmax{0,−c+
d − hγ(a)} und Lemma 3.1. Es bleibt also noch die Konkavita¨t von r
′ zu zeigen. Unter
Verwendung von Lemma 5.3 (ii) ergibt sich
∆2ar
′(w, a) ≤ p1 [min{d, hγ(a+ 2)} −min{d, hγ(a+ 1)}] + p2 [max{0, d− hγ(a+ 2)}
−max{0, d− hγ(a+ 1)}]− p1 [min{d, hγ(a+ 1)} −min{d, hγ(a)}]
− p2 [max{0, d− hγ(a+ 1)} −max{0, d− hγ(a)}]
= p1 [−max{0, d− hγ(a+ 2)}+max{0, d− hγ(a+ 1)}]
+ p2 [max{0, d− hγ(a+ 2)} −max{0, d− hγ(a+ 1)}]
− p1 [−max{0, d− hγ(a+ 1)}+max{0, d− hγ(a)}]
− p2 [max{0, d− hγ(a+ 1)} −max{0, d− hγ(a)}]
= (p2 − p1) [max{0, d− hγ(a+ 2)} −max{0, d− hγ(a+ 1)}
−max{0, d− hγ(a+ 1)}+max{0, d− hγ(a)}]
≤ 0.
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Die letzte Ungleichung folgt aus der Konvexita¨t von max{0, d− hγ(a)}, welche sich aus
Lemma 3.1 und der Annahme p2 ≤ p1 ergibt. Es ergibt sich die Konkavita¨t von r
′.
Insgesamt folgt die Konkavita¨t von r = r′ + r′′.
(iii) ergibt sich durch Unterscheidung von drei Fa¨llen:
(a) hγ(a) ≥ d
−∆ar(s, w, a− 1) = p1d− p1d = 0 ≤ γ(a)p1 + γ(a)κ.
(b) hγ(a) < d ≤ hγ(a− 1)
−∆ar(s, w,a− 1) = p1d− p1hγ(a)− p2min{c, d− hγ(a)}
− κmin{0, c− d+ hγ(a)}
≤ p1d− p1hγ(a)− κmin{0, c− d+ hγ(a)}
≤ p1hγ(a− 1) + κmin{0, c− d+ hγ(a− 1)} − p1hγ(a)
− κmin{0, c− d+ hγ(a)}
≤ p1(hγ(a− 1)− hγ(a)) + κ(c− d+ hγ(a− 1))− κ(c− d+ hγ(a))
= p1(hγ(a− 1)− hγ(a)) + κ(hγ(a− 1)− hγ(a))
≤ γ(a)p1 + γ(a)κ.
(c) hγ(a− 1) ≤ d
−∆ar(s, w,a− 1) = p1hγ(a− 1) + p2min{c, d− hγ(a− 1)}
+ κmin{0, c− d+ hγ(a− 1)} − p1hγ(a)
− p2min{c, d− hγ(a)} − κmin{0, c− d+ hγ(a)}
≤ p1hγ(a− 1)− p1hγ(a) + κmin{0, c− d+ hγ(a− 1)}
− κmin{0, c− d+ hγ(a)}
= p1(hγ(a− 1)− hγ(a))
+ κ (min{0, c− d+ hγ(a− 1)} −min{0, c− d+ hγ(a)})︸ ︷︷ ︸
≤γ(a)κ
≤ γ(a)p1 + γ(a)κ,
wobei die letzte Ungleichung aus der Monotonie von hγ folgt.
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Es folgt die Behauptung.
Die zu Beginn des Abschnitts hergeleiteten Lemmata ko¨nnen nun verwendet werden,
um Strukturaussagen bezu¨glich der Wertfunktion Vn zu zeigen. Das folgende Lemma
zeigt, dass die Wertfunktion monoton mit wachsendem Speicherinhalt wa¨chst.
Lemma 5.5
Fu¨r 0 ≤ n ≤ N und w ∈ I ist Vn(s, w) monoton wachsend in s ∈ S.
Beweis
Der Beweis erfolgt durch vollsta¨ndige Induktion unter Ausnutzung der Monotonie von T .
VN ist eine konstante Funktion fu¨r alle (s, w) ∈ S × I und damit insbesondere monoton
wachsend in s. Unter der Annahme, dass Vn+1(T (s, a), w) monoton wachsend in s ist,
ergibt sich unter Beachtung von f ∗n(s, w) ∈ D(s + 1, w), wobei f
∗
n(s, w) die optimale
Aktion im Zustand (s, w) ∈ S × I bezeichne
Vn(s+ 1, w) = r(s+ 1, w, f
∗
n(s+ 1, w)) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, f
∗
n(s+ 1)), w
′)
≥ r(s+ 1, w, f ∗n(s, w)) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, f
∗
n(s, w)), w
′)
≥ r(s, w, f ∗n(s, w)) + β
∞∑
w′=0
q(w′)Vn+1(T (s, f
∗
n(s, w)), w
′)
= Vn(s, w).
Die letzte Ungleichung ergibt sich aus der Induktionsannahme und r(s+1, w, f ∗n(s, w)) =
r(s, w, f ∗n(s, w)).
Das Ergebnis von Lemma 5.5 ist auch intuitiv nachvollziehbar. Ist im betrachteten
Speicher mehr Energie vorhanden, so kann diese zusa¨tzliche Energie zu einem spa¨teren
Zeitpunkt unter Realisation eines Ertrags ausgespeichert und vera¨ußert werden.
Die U¨bergangsfunktion T ist, wie bereits zu Beginn des Kapitels erla¨utert, no¨tig, um
die Kapazita¨tsbeschra¨nkung des Energiespeichers zu modellieren. Das folgende Lemma
zeigt, dass wenn Vn(s, w) konkav in s ist, die Konkavita¨t auch bei Vn(T (s, a), w) in s
gegeben ist.
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Lemma 5.6
Sei Vn(s, w) konkav in s ∈ S, so ist auch Vn(T (s, a), w) = Vn(min{s + a, k}, w), a ∈
D(s, w) konkav in s ∈ S fu¨r 0 ≤ n < N und w ∈ I.
Beweis
Der Beweis erfolgt durch Unterscheidung von drei Fa¨llen:
(a) s+ a ≥ k
∆2sVn(min{s+ a, k}, w) = Vn(k, w)− 2Vn(k, w) + Vn(k, w) = 0.
(b) s+ a+ 1 = k
∆2sVn(min{s+ a, k}, w) = Vn(k, w)− 2Vn(k, w) + Vn(k − 1, w)
= Vn(k − 1, w)− Vn(k, w)
≤ 0.
Die letzte Ungleichung ergibt sich aus Lemma 5.5.
(c) s+ a+ 2 ≤ k
∆2sVn(min{s+ a, k}, w) = Vn(s+ a+ 2, w)− 2Vn(s+ a+ 1, w) + Vn(s+ a, w) ≤ 0.
Die letzte Ungleichung folgt aus der Annahme, dass Vn(s, a) konkav in s ist. Insge-
samt ergibt sich die Behauptung.
Wir sind nun in der Lage den zentralen Satz dieses Kapitels zu formulieren. So wird
in diesem die Konkavita¨t der Wertfunktion gezeigt, welche es uns ermo¨glichen wird, den
Suchraum fu¨r potenziell optimale Aktionen bei Variation des Speicherinhalts erheblich
einzuschra¨nken.
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Satz 5.1
Fu¨r 0 ≤ n < N und w ∈ I gilt
(i) Vn+1(·, w) ist konkav;
(ii) LVn(s, w, ·) ist konkav;
(iii) f ∗n(s, w)− 1 ≤ f
∗
n(s+ 1, w) ≤ f
∗
n(s, w) fu¨r (s, w) ∈ S × I;
(iv) Vn(·, w) ist konkav.
Beweis
Den Beweis fu¨hren wir mit vollsta¨ndiger Induktion nach n = N − 1, N − 2, ..., 0. Sei
daher n = N − 1.
Dann gilt:
(i) Nach Voraussetzung ist VN ≡ 0 und damit konkav.
(ii) Sei s ∈ S, w ∈ I und a, a+ 1, a+ 2 ∈ D(s, w). Dann gilt
∆2aLVn(s, w, a) = r(s, w, a+ 2) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a+ 2), w
′)
− 2r(s, w, a+ 1)− 2β
∞∑
w′=0
q(w′)Vn+1(T (s, a+ 1), w
′)
+ r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
= r(s, w, a+ 2) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 2, a), w
′)
− 2r(s, w, a+ 1)− 2β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a), w
′)
+ r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
= r(s, w, a+ 2)− 2r(s, w, a+ 1) + r(s, w, a) + β
∞∑
w′=0
q(w′)(Vn+1(T (s+ 2, a), w
′)
− 2Vn+1(T (s+ 1, a), w
′) + Vn+1(T (s, a), w
′))
≤ 0.
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Die Ungleichung folgt aus Lemma 5.4 (ii), Lemma 5.6 und (i).
(iii) Sei (s, w, a) ∈ D und sei a∗ := f ∗n(s, w) die Maximalstelle von LVn(s, w, a), d.h.
LVn(s, w, a
∗) = maxa∈D(s,w){LVn(s, w, a)}. Nach Definition der Menge D(s, w) ist
dann auch a, a∗ ∈ D(s+ 1, w). Der Beweis erfolgt durch Unterscheidung von zwei
Fa¨llen:
(a) a ≥ a∗
LVn(s+ 1, w, a)− LVn(s+ 1, w, a
∗)
= r(s+ 1, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a), w
′)
− r(s+ 1, w, a∗)− β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗), w′)
= r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)− β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
+ β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a), w
′)
− (r(s, w, a∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗), w′)
− β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗), w′) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗), w′))
= r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
− r(s, w, a∗)− β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗), w′)
+ β
∞∑
w′=0
q(w′) (Vn+1(T (s+ 1, a), w
′)− Vn+1(T (s, a), w
′)
− Vn+1(T (s+ 1, a
∗), w′) + Vn+1(T (s, a
∗), w′))
≤ 0.
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Die Ungleichung folgt aus der Konkavita¨t von Vn+1(s, w) in s (vgl. (i)), aus
Lemma 5.6 und r(s + 1, w, a) = r(s, w, a) fu¨r s ∈ S,w ∈ I, a ∈ D(s + 1, w) ∩
D(s, w). Es ergibt sich fu¨r die optimale Aktion in Zustand (s+1, w) die folgende
Ungleichung: f ∗n(s+ 1, w) ≤ f
∗
n(s, w).
(b) a ≤ a∗ − 2
LVn(s+ 1, w, a) = r(s+ 1, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a), w
′)
= r(s+ 1, w, a+ 1) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a), w
′)
− r(s+ 1, w, a+ 1) + r(s+ 1, w, a)
= r(s+ 1, w, a+ 1) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a+ 1), w
′)
− r(s+ 1, w, a+ 1) + r(s+ 1, w, a)
≤ r(s, w, a+ 2) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a+ 2), w
′)
− r(s+ 1, w, a+ 1) + r(s+ 1, w, a)
= r(s+ 1, w, a+ 1) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a+ 1), w
′)
+ r(s+ 1, w, a+ 2)− 2r(s+ 1, w, a+ 1) + r(s+ 1, w, a)
≤ r(s+ 1, w, a+ 1) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a+ 1), w
′)
= LVn(s+ 1, w, a+ 1)
die erste Ungleichung folgt unmittelbar aus (ii) und a ≤ a∗ − 2. Die letzte
Ungleichung ergibt sich aus Lemma 5.4 (ii). Unter Beachtung von r(s+1, w, a+
2) = r(s, w, a+ 2) folgt die Gu¨ltigkeit von f ∗n(s+ 1, w) ≥ f
∗
n(s, w)− 1.
Insgesamt ergibt sich die folgende Ungleichung: f ∗n(s, w) − 1 ≤ f
∗
n(s + 1, w) ≤
f ∗n(s, w).
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(iv) Nach (i) ist Vn+1(·, w) konkav und damit mit Lemma 5.6 auch Vn+1(T (·, a), w), was
mit (iii) zur Unterscheidung von drei Fa¨llen fu¨hrt:
(a) a∗∗ = a∗
∆2sVn(s, w) = r(s+ 2, w, a
∗∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 2, a
∗∗), w′)
− 2r(s+ 1, w, a∗∗)− 2β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗∗), w′)
+ r(s, w, a∗∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗∗), w′)
= β
∞∑
w′=0
q(w′)((Vn+1(T (s+ 2, a
∗∗), w′)
− 2Vn+1(T (s+ 1, a
∗∗), w′) + Vn+1(T (s, a
∗∗), w′)))
≤ 0,
wobei das letzte Gleichheitszeichen aus r(s+2, w, a) = r(s+1, w, a) = r(s, w, a)
fu¨r s ∈ S,w ∈ I, a ∈ D(s+2, w)∩D(s+1, w)∩D(s, w) sowie die Ungleichung
aus (i) und Lemma 5.6 folgt.
(b) a∗∗ + 1 = a∗
∆2sVn(s, w) = r(s+ 2, w, a
∗∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 2, a
∗∗), w′)
− 2r(s+ 1, w, f ∗n(s+ 1, w))− 2β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, f
∗
n(s+ 1, w)), w
′)
+ r(s, w, a∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗), w′)
≤ r(s+ 2, w, a∗∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 2, a
∗∗), w′)
− r(s+ 1, w, a∗)− β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗), w′)
− r(s+ 1, w, a∗∗)− β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗∗), w′)
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+ r(s, w, a∗) + β
∞∑
w′=0
q(w′)Vn+1q(w
′)Vn+1(T (s, a
∗), w′)
= β
∞∑
w′=0
q(w′)(Vn+1(T (s+ 2, a
∗∗), w′)− Vn+1(T (s+ 1, a
∗∗), w′)
− Vn+1(T (s+ 1, a
∗), w′) + Vn+1(T (s, a
∗), w′))
= β
∞∑
w′=0
q(w′)(Vn+1(T (s+ 2, a
∗∗), w′)− Vn+1(T (s+ 2, a
∗∗), w′)
− Vn+1(T (s+ 1, a
∗∗), w′) + Vn+1(T (s+ 1, a
∗∗), w′))
= 0,
wobei das zweite Gleichheitszeichen aus a∗∗ ∈ D(s+1, w) und r(s+2, w, a∗∗) =
r(s + 1, w, a∗∗) fu¨r s ∈ S,w ∈ I sowie a∗ ∈ D(s + 1, w) und r(s + 1, w, a∗∗) =
r(s, w, a∗∗) fu¨r s ∈ S,w ∈ I folgt.
(c) a∗∗ + 2 = a∗
∆2sVn(s+ 1, w) = r(s+ 2, w, a
∗∗) + β
∞∑
w′=0
q(w′)Vn+1(T (s+ 2, a
∗∗), w′)
− 2r(s+ 1, w, a∗∗ + 1)− 2β
∞∑
w′=0
q(w′)Vn+1(T (s+ 1, a
∗∗ + 1), w′)
+ r(s, w, a∗∗ + 2) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a
∗∗ + 2), w′)
= r(s+ 2, w, a∗∗ + 2)− 2r(s+ 2, w, a∗∗ + 1) + r(s+ 2, w, a∗∗)
≤ 0,
wobei sich das letzte Gleichheitszeichen aus a∗∗ + 2, a∗∗ + 1 ∈ D(s+ 2, w) und
r(s, w, a∗∗+2) = r(s+2, w, a∗∗+2) sowie r(s+2, w, a∗∗+1) = r(s+1, w, a∗∗+1)
fu¨r s ∈ S,w ∈ I ergibt und die Ungleichung aus Lemma 5.4 (ii) folgt.
Insgesamt folgt die Konkavita¨t von Vn(·, w).
Ausgehend von der Konkavita¨t von VN−1 (nach (iv)) ergeben sich fu¨r n = N − 2 nun
dieselben Beweisschritte wie fu¨r n = N − 1. Entsprechend fu¨r n < N − 2.
Satz 5.1 ist, wie bereits angedeutet, von besonderer Bedeutung fu¨r die effiziente nume-
rische Bestimmung einer optimalen Politik und des zugeho¨rigen maximalen diskontier-
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ten Gesamtgewinns. Insbesondere wird durch das hergeleitete Resultat f ∗n(s, w) − 1 ≤
f ∗n(s + 1, w) ≤ f
∗
n(s, w) der Suchraum nach einer optimalen Aktion bei Erho¨hung des
Speicherinhalts um eine Einheit bezogen auf eine Zeitstufe n erheblich reduziert. So
mu¨ssen alle Aktionen a > f ∗n(s, w) im Zustand (s + 1, w) nicht mehr fu¨r die Bestim-
mung der optimalen Aktion in Betracht gezogen werden. Ebenso ko¨nnen wir eine untere
Schranke fu¨r die Suche nach einer optimalen Aktion angeben, da mit der Zunahme des
Speicherinhalts um eine Energieeinheit die optimale Aktion maximal um eine Energie-
einheit sinken kann. Das bedeutet, dass alle Aktionen a < f ∗n(s, w) − 1 nicht fu¨r die
Bestimmung der optimalen Aktion beru¨cksichtigt werden mu¨ssen. Insgesamt kommen
folglich lediglich zwei Aktionen bei Erho¨hung des Speicherinhalts um eine Energieeinheit
als optimal in Frage, was insbesondere bei sehr großen Aktionsra¨umen zu erheblichen
Rechenzeiteinsparungen fu¨hrt.
Da eine weitere Reduktion des Suchraums fu¨r die Bestimmung optimaler Aktionen in
einem Zustand (s, w) im Hinblick auf eine effiziente numerische Bestimmung optimaler
Strategien wu¨nschenswert ist, werden wir im weiteren Verlauf dieses Abschnitts Ober-
und Untergrenzen fu¨r die Bestimmung optimaler Aktionen angeben.
Um dieses Ziel zu erreichen, beno¨tigen wir zuna¨chst das folgende Lemma.
Lemma 5.7
∆sVn(s, w) ≤ αp1 + ακ fu¨r alle (s, w) ∈ S × I und 0 ≤ n < N .
Beweis
Der Beweis erfolgt mit vollsta¨ndiger Induktion. Da VN eine konstante Funktion ist, gilt
offensichtlich ∆sVN(s, w) = 0. Angenommen es gelte ∆sVn+1(s, w) ≤ αp1+ακ fu¨r s < k,
w,w′ ∈ I und 0 ≤ n < N . Wir unterscheiden die folgenden Fa¨lle:
(a) s+ f ∗n(s, w) ≥ k
∆sVn+1(T (s, f
∗
n(s, w)), w
′) = Vn+1(k, w
′)− Vn+1(k, w
′)
= 0
≤ αp1 + ακ.
(b) s+ f ∗n(s, w) < k und f
∗
n(s+ 1, w) = f
∗
n(s, w)− 1
∆sVn+1(T (s, f
∗
n(s, w)), w
′) = Vn+1(s+ 1 + f
∗
n(s+ 1, w), w
′)− Vn+1(s+ f
∗
n(s, w), w
′)
= Vn+1(s+ f
∗
n(s, w), w
′)− Vn+1(s+ f
∗
n(s, w), w
′)
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= 0
≤ αp1 + ακ.
(c) s+ f ∗n(s, w) < k und f
∗
n(s+ 1, w) = f
∗
n(s, w)
∆sVn+1(T (s, f
∗
n(s, w)), w
′) = Vn+1(s+ 1 + f
∗
n(s, w), w
′)− Vn+1(s+ f
∗
n(s, w), w
′)
≤ αp1 + ακ,
wobei die letzte Ungleichung aus der Induktionsannahme folgt.
Es folgt zuna¨chst ∆sVn+1(T (s, f
∗
n(s, w)), w
′) ≤ αp1 + ακ. Fu¨r beliebige s < k und
w ∈ I ergibt sich unter Beachtung von Satz 5.1 und durch Unterscheidung von zwei
Fa¨llen:
(a) Fu¨r f ∗n(s+ 1, w) = f
∗
n(s, w) ergibt sich
∆sVn(s, w) = β
∞∑
w′=0
q(w′)(Vn+1(T (s+ 1, f
∗
n(s+ 1, w)), w
′)− Vn+1(T (s, f
∗
n(s, w)), w
′))
≤ αp1 + ακ.
Die letzte Ungleichung folgt aus der Induktionsannahme.
(b) Fu¨r f ∗n(s+ 1, w) = f
∗
n(s, w)− 1 ergibt sich
∆sVn(s, w) = p1min{d, hγ(f
∗
n(s, w)− 1)}+ p2max{0,min{c, d− hγ(f
∗
n(s, w)− 1)}}
+ κmin{0, c− d+ hγ(f
∗
n(s, w)− 1)} − p1min{d, hγ(f
∗
n(s, w))}
− p2max{0,min{c, d− hγ(f
∗
n(s, w))}} − κmin{0, c− d+ hγ(f
∗
n(s, w))}
≤ γ(f ∗n(s, w))p1 + γ(f
∗
n(s, w))κ
≤ αp1 + ακ,
wobei die vorletzte Ungleichung aus Lemma 5.4 (iii) folgt.
Anschaulich besagt die Aussage von Lemma 5.7, dass der Wert einer zusa¨tzlich ge-
speicherten Energieeinheit durch αp1 + ακ nach oben beschra¨nkt ist.
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Definition 5.5
Wir definieren die Funktion a′ : I → N0 durch
a′(w) := arg min
a∈N0
{d− c− αw + αa ≥ 0}.
Das folgende Lemma zeigt, dass fu¨r w ∈ I stets a′(w) ∈ D(s, w) gilt
Lemma 5.8
Fu¨r alle (s, w) ∈ S × I gilt stets a′(w) ∈ D(s, w).
Beweis
Gema¨ß Definition von a′(w) ist a′(w) ≥ 0 ≥ −s. Weiterhin ist fu¨r die Wahl von a = w ∈
D(s, w)
d− c− αw + αw = d− c ≥ 0.
Daraus folgt a′(w) ≤ w. Insgesamt ist also a′(w) ∈ D(s, w) fu¨r alle w ∈ I.
Fu¨r ein gegebenes w ∈ I ist der Funktionswert a′(w) eine Grenze fu¨r die Optimalita¨t
der zula¨ssigen Aktionen, d.h. alle Aktionen a fu¨r die a ≥ a′(w) gilt, sind nicht optimal
und mu¨ssen daher nicht beru¨cksichtigt werden. Dies ist gerade der Inhalt des folgenden
Lemmas.
Lemma 5.9
LVn(s, w, a) ist monoton fallend in a fu¨r a ∈ {a
′(w), ..., w}, (s, w) ∈ S × I und 0 ≤ n <
N .
Beweis
Sei (s, w) ∈ S × I und a ∈ {a′(w), ..., w}. Dann gilt
∆aLVn(s, w, a) = ∆ar(s, w, a) + β
∞∑
w′=0
q(w′)(Vn+1(T (s, a+ 1), w
′)− Vn+1(T (s, a), w
′))
≤ ∆ar(s, w, a) + αp1 + ακ
= −p1α + p2(min{d− hγ(a+ 1), c} −min{d− hγ(a), c})︸ ︷︷ ︸
=0, da a≥a′
+ κ(min{0, c− d+ hγ(a+ 1)} −min{0, c− d+ hγ(a)})
+ αp1 + ακ
= −p1α + κ(hγ(a+ 1)− hγ(a)) + αp1 + ακ
= −p1α− κα + αp1 + ακ
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= 0.
Die Ungleichung ergibt sich aus Lemma 5.7. Insgesamt ergibt sich die Behauptung.
Insgesamt la¨sst sich aus Lemma 5.9 eine Obergrenze fu¨r die Wahl einer optimalen
Aktion a∗ ableiten, d.h. es gilt stets a∗ ≤ a′(w).
Andererseits ko¨nnen je nach aktuellem Speicherinhalt sowie der vom Prima¨rkraftwerk
zur Verfu¨gung gestellten Energie Aktionen a ∈ D(s, w) existieren, die vorsehen, dass
mehr Energie ausgespeichert wird als Bedarf vorhanden ist. In diesem Fall wird ein
Ausspeicherprozess betrachtet, weshalb a < 0 gelten muss. Zur Identifikation dieser
Aktionen beno¨tigen wir die folgende Definition.
Definition 5.6
Die Funktion a′′ : I → Z ist definiert durch
a′′(w) := arg max
−a∈N0
{αw − a ≥ d} . (5.4)
Es sei angemerkt, dass a′′(w) fu¨r ein gegebenes w ∈ I kein Element der Menge
zula¨ssiger Aktionen sein muss. Beispielsweise ist bei vollsta¨ndig entleertem Speicher
kein weiteres Ausspeichern mehr mo¨glich. Ist nun a′′(w) ∈ D(s, w), so wu¨rde in diesem
Fall fu¨r alle Energieeinheiten, die u¨ber den Bedarf hinaus bereitgestellt werden, kein
zusa¨tzlicher Gewinn resultieren und alle Aktionen a ∈ D(s, w) mit a ≤ a′′(w) wa¨ren
nicht optimal. Dies ist gerade der Inhalt des folgenden Lemmas.
Lemma 5.10
LVn(s, w, a), (s, w) ∈ S × I ist fu¨r alle a < a
′′(w) und a, a′′(w) ∈ D(s, w) monoton
wachsend in a fu¨r 0 ≤ n < N .
Beweis
Sei a+ 1 ≤ a′′(w). Dann ist
∆aLVn(s, w, a) = ∆ar(w, a) + ∆aβ
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
= ∆aβ
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
≥ 0,
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wobei sich die letzte Ungleichung aus Lemma 5.5 ergibt. Es folgt die Behauptung.
Insgesamt kann mit Lemma 5.10 eine Untergrenze fu¨r die optimale Aktion a∗ herge-
leitet werden. So gilt stets a∗ ≥ max{−s, a′′}.
Die hergeleiteten Unter- bzw. Obergrenzen ermo¨glichen uns die Neuformulierung der
Menge zula¨ssiger Aktionen. Diese MengeD′ ist eine Teilmenge der urspru¨nglichen Menge
zula¨ssiger Aktionen und durch D′(s, w) := {max{−s, a′′(w)}, ..., a′(w)}, (s, w) ∈ S × I
definiert. Ersetzen wir in der zu Beginn des Kapitels formulierten Optimalita¨tsgleichung
die Menge D durch D′ erhalten wir die folgende Optimalita¨tsgleichung fu¨r (s, w) ∈
S × I, 0 ≤ n < N
V ′n(s, w) := max
a∈D′(s,w)
{
r(s, w, a) + β
∞∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
}
. (5.5)
Damit sind wir nun in der Lage den folgenden wichtigen Satz zu formulieren.
Satz 5.2
Fu¨r alle (s, w) ∈ S × I und 0 ≤ n < N gilt
V ′n(s, w) = Vn(s, w).
Beweis
Der Beweis ergibt sich unmittelbar aus den Lemmata 5.9 und 5.10.
Als wesentliche Konsequenz aus Satz 5.2 ist es mo¨glich, sich bei der Bestimmung der
optimalen Strategien auf die Wertfunktion V ′n zu konzentrieren. Dies fu¨hrt aufgrund
D′(s, w) ⊆ D(s, w) zu geringeren Laufzeiten bei der Bestimmung des diskontierten Ge-
samtgewinns und den damit assoziierten optimalen Strategien, wobei beim U¨bergang
von (s, w) auf (s + 1, w) eine zusa¨tzliche Reduzierung der Laufzeit durch Ausnutzung
von Satz 5.1 erreicht werden kann.
Dies ermo¨glicht es uns die bei der Lo¨sung endlichstufiger MEP angewendete Ru¨ck-
wa¨rtsrechnung zu modifizieren (vgl. Algorithmus 1).
Algorithmus 1
Schritt 1 (Initialisierung)
Setze n = N und VN(s, w) = 0 fu¨r alle (s, w) ∈ S × {0, ..., wmax}, wobei wmax ∈ N0 die
maximal erzeugbare elektrische Energie des Prima¨rkraftwerks pro Zeitstufe bezeichnet.
Berechne a′(w) und a′′(w) fu¨r alle w ∈ {0, ..., wmax}.
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Schritt 2 (Iteration)
Setze n = n− 1, w = 0.
(a) Setze s = 0.
(1) Setze D(s, w) = {0, ...,min{a′(w), k}}. Berechne
Vn(s, w) = max
a∈D(s,w)
{
r(s, w, a) + β
wmax∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
}
. (5.6)
Wa¨hle f ∗n(s, w) als kleinste Maximalstelle der rechten Seite von (5.6) und gehe
zu (4).
(2) Ist s > 0 und a′′(w) = f ∗n(s− 1, w), dann setze f
∗
n(s, w) = f
∗
n(s− 1, w) = a
′′(w)
und berechne
Vn(s
′, w) = r(s′, w, a′′(w)) + β
wmax∑
w′=0
q(w′)Vn+1(T (s, a
′′(w)), w′) (5.7)
fu¨r alle s ≤ s′ ≤ k und gehe zu (b). Gehe ansonsten zu (3).
(3) Ist s > 0 und a′′(w) < f ∗n(s− 1, w), dann bestimme
Vn(s, w) = max
a∈D(s,w)
{
r(s, w, a) + β
wmax∑
w′=0
q(w′)Vn+1(T (s, a), w
′)
}
(5.8)
und wa¨hle f ∗n(s, w) als kleinste Maximalstelle der rechten Seite von (5.8) und
gehe zu (4).
(4) Ist s+ 1 ≤ k, dann setze D(s+ 1, w) = {f ∗n(s, w)− 1, f
∗
n(s, w)} und erho¨he auf
s = s+ 1. Gehe zu (2). Ansonsten falls s = k, gehe zu (b).
(b) Ist w = wmax, dann gehe zu Schritt 3. Ansonsten setze w = w + 1 und gehe zu (a).
Schritt 3 (Abbruch)
Falls n = 0, breche ab. Andernfalls fahre mit Schritt 2 fort.
5.3 Unendlichstufiges Modell
In zahlreichen Situationen erscheint die Modellierung eines realen Sachverhalts mit ei-
nem unendlichen Planungshorizont als sinnvoll, da sich einige Vorteile hierdurch ergeben.
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Insbesondere fu¨hrt die Lo¨sung des unendlichstufigen Modells zu stationa¨ren optimalen
Strategien, die im Gegensatz zu den sich aus dem endlichstufigen Modell ergebenden Po-
litiken unabha¨ngig von der Zeit sind. Des Weiteren ist es ha¨ufig einfacher das unendlich-
stufige Problem beispielsweise durch Anwendung von Wertiteration oder Politikiteration
zu lo¨sen.
Zwar ist in der Realita¨t bei vielen Problemstellungen nicht von einem unendlichen
Planungshorizont auszugehen, allerdings gibt es Situationen, in denen unendlichstufige
Markovsche Entscheidungsprozesse als sinnvolle Approximation endlicher Modelle die-
nen ko¨nnen. Betrachten wir das zu Beginn des Kapitels vorgestellte System bestehend
aus Prima¨r- und Sekunda¨rkraftwerk sowie einem Energiespeicher, so ist bei entspre-
chender Wahl der Technologie fu¨r das Prima¨rkraftwerk die Verwendung eines unend-
lichen Planungshorizonts vorteilhaft. Vergleichen wir z.B. die Konfiguration Windpark
als Prima¨rkraftwerk mit der Konfiguration Photovoltaikanlage als Prima¨rkraftwerk, er-
geben sich fu¨r erstere Konfiguration wesentlich la¨ngere Zeitabschnitte, in denen dem
betrachteten System Stationarita¨t unterstellt werden kann, da die Erzeugung elektri-
scher Energie z.B. auch nachts mo¨glich ist.3 Dies fu¨hrt je nach gewa¨hlter Diskretisierung
des Planungshorizonts zu einer großen Anzahl von Entscheidungen, die im Zeitverlauf
getroffen werden mu¨ssen. So ist es durchaus mo¨glich, dass bei Verwendung von Werti-
teration diese bereits vor dem Erreichen der letzten Zeitstufe konvergiert.
Eine weitere Mo¨glichkeit fu¨r die Verwendung eines MEP mit unendlichem Planungs-
horizont ergibt sich bei einigen Problemstellungen mit zufa¨lligem Planungshorizont. So
ist es bei Vorliegen einer geometrischen Verteilung des zufa¨lligen Planungshorizonts
mo¨glich, den MEP mit zufa¨lligem Planungshorizont auf einen MEP mit unendlichem
Planungshorizont zuru¨ckzufu¨hren. Fu¨r eine weitergehende Einfu¨hrung in Markovsche
Entscheidungsprozesse mit zufa¨lligem Planungshorizont sei auf Waldmann u. Stocker
(2012) verwiesen. Bei vielen technischen Anlagen liegt ein zufa¨lliger Planungshorizont
vor, da die Nutzungsdauer von vielfa¨ltigen, zufa¨lligen Einflu¨ssen beeinflusst wird und
damit selbst stochastischen Charakter hat. Ein wesentlicher Faktor, der Einfluss auf die
Nutzungsdauer hat, ist die Abnutzung, die auf chemische oder physikalische Vorga¨nge
zuru¨ckzufu¨hren ist. Durch den Prozess der Abnutzung nimmt die Zuverla¨ssigkeit der An-
3Wu¨rde ein System mit Photovoltaikanlagen als Prima¨rkraftwerk u¨ber einen Planungshorizont, der
mehr als nur einige wenige Stunden umfasst, betrachtet, so ko¨nnte beispielsweise durch Aufnahme
der Zeitstufe in die Menge der Zusta¨nde stationa¨res Verhalten erzeugt werden, was aber zu einem
erho¨hten numerischen Aufwand bei der Lo¨sung des Problems fu¨hrt.
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lage wa¨hrend ihrer Nutzungsdauer ab, wobei eine ho¨here Betriebsdauer diesen Prozess in
der Regel zwar beschleunigt, aber auch im Stillstand kann es zu Scha¨digungen beispiels-
weise durch Korrosion kommen (vgl. DIN-31051 (2012)). Durch entsprechende Instand-
haltungsmaßnahmen ko¨nnen diese Abnutzungseffekte zwar in gewissem Maße verringert
bzw. zu einem bestimmten Maß auch umgekehrt werden, wobei ab einem gewissen Zeit-
punkt die Außerbetriebnahme der betrachteten Anlage notwendig wird. Fu¨r eine Außer-
betriebnahme einer Anlage kommen sowohl technische als auch wirtschaftliche Gru¨nde
in Frage. Entsprechend wird zwischen technischer und wirtschaftlicher Nutzungsdauer
technischer Anlagen unterschieden. Insbesondere die wirtschaftliche Nutzungsdauer ist
von besonderer Bedeutung, da diese bei den in dieser Arbeit betrachteten Anlagen zur
Erzeugung elektrischer Energie in der Regel kleiner als die technische Nutzungsdauer
ist. Bei a¨lteren Kraftwerken ist beispielsweise ein geringer Wirkungsgrad und die damit
verbundenen ho¨heren Brennstoffkosten ein Grund fu¨r die Außerbetriebnahme. In weni-
gen Fa¨llen erfolgt die Stilllegung eines Kraftwerkes aus technischen Gru¨nden, d.h. wenn
das Kraftwerk so stark gescha¨digt ist, dass eine Instandsetzung nicht mehr mo¨glich ist.
5.3.1 Strukturaussagen
In Abschnitt 5.2 konnten wir fu¨r das endlichstufige Modell den Rechenaufwand fu¨r die
Lo¨sungsverfahren als Folgerung der Sa¨tze 5.1 und 5.2 deutlich reduzieren. Im Hinblick
auf das unendlichstufige Modell wa¨re es vorteilhaft, wenn die erhaltenen Ergebnisse
u¨bertragbar wa¨ren, sodass auch hier eine Reduzierung des Rechenaufwandes erzielt wer-
den ko¨nnte. Grundsa¨tzlich kann das vorgestellte endlichstufige Modell durch ein entspre-
chendes unendlichstufiges approximiert werden, wobei die Struktur der Entscheidungs-
regeln erhalten bleibt (vgl. Puterman (2005, S. 218 ff.)).
Hierfu¨r muss jedoch die Za¨hlweise der Stufen im Vergleich zu den Ausfu¨hrungen in
Kapitel 5.1 dahingehend gea¨ndert werden, dass fortan V0 den terminalen Gewinn und
VN den maximalen diskontierten Gesamtgewinn bezeichnet. Durch Anwendung von Wer-
titeration bis zur Stufe N erhalten wir den diskontierten Gesamtgewinn des endlichen
Problems. Fu¨r N →∞ erhalten wir unter Verwendung von Wert- oder Politikiteration
den maximalen diskontierten Gesamtgewinn des unendlichstufigen Problems und eine
optimale stationa¨re Strategie.
Es ist zu beachten, dass als Voraussetzung fu¨r die Anwendung von Wert- bzw. Poli-
tikiteration fu¨r die Anfangsna¨herung v0 ∈ M gelten muss. Dies ist bei unserem Modell
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mit dem terminalen Gewinn von V0 = 0 gewa¨hrleistet.
Insgesamt ergeben sich die folgenden beiden Sa¨tze.
Satz 5.3
Die Wertfunktion V (s, w) ist konkav in s und die optimale Entscheidungsfunktion weist
die folgende Struktur auf
f ∗(s, w)− 1 ≤ f ∗(s+ 1, w) ≤ f ∗(s, w), (s, w) ∈ S × I.
Beweis
Der Beweis folgt aus den Sa¨tzen 3.1, 5.1 sowie aus v0 ∈M .
Satz 5.4
Fu¨r alle (s, w) ∈ S × I gilt
V ′(s, w) = V (s, w).
Beweis
Der Beweis folgt aus den Sa¨tzen 3.1, 5.2 sowie aus v0 ∈M .
Wir ko¨nnen nun ebenso wie zuvor beim endlichstufigen Modell eine modifizierte Versi-
on der Wertiteration angeben, die durch Ausnutzung der Strukturen erheblich effizienter
arbeitet als die gewo¨hnliche Wertiteration.
Algorithmus 2
Schritt 1 (Initialisierung)
Wa¨hle eine Abbruchschranke ǫ > 0 sowie die pro Zeitstufe maximal erzeugbare elektri-
sche Energie des Prima¨rkraftwerks wmax ∈ N0 und setze n = 0 und vn = 0. Berechne
a′(w) und a′′(w) fu¨r alle w ∈ {0, ..., wmax}.
Schritt 2 (Iteration)
Setze w = 0.
(a) Setze s = 0.
(1) Setze D(s, w) = {0, ...,min{a′(w), k}}. Berechne
vn+1(s, w) = max
a∈D(s,w)
{
r(s, w, a) + β
wmax∑
w′=0
q(w′)vn(T (s, a), w
′)
}
. (5.9)
Wa¨hle f ∗(s, w) als kleinste Maximalstelle der rechten Seite von (5.9) und gehe
zu (4).
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(2) Ist s > 0 und a′′(w) = f ∗(s− 1, w) dann setze f ∗(s, w) = f ∗(s− 1, w) = a′′(w)
und berechne:
vn+1(s
′, w) = r(s, w, a′′(w)) + β
wmax∑
w′=0
q(w′)vn(T (s, a
′′(w)), w′) (5.10)
fu¨r alle s ≤ s′ ≤ k und gehe zu (b). Gehe ansonsten zu (3).
(3) Ist s > 0 und a′′(w) < f ∗(s− 1, w), dann bestimme
vn+1(s, w) = max
a∈D(s,w)
{
r(w, a) + β
wmax∑
w′=0
q(w′)vn(T (s, a), w
′)
}
(5.11)
und wa¨hle f ∗(s, w) als kleinste Maximalstelle der rechten Seite von (5.11) und
gehe zu (4).
(4) Ist s + 1 ≤ k dann setze D(s + 1, w) = {f ∗(s, w) − 1, f ∗(s, w)} und erho¨he auf
s = s+ 1, gehe zu (2). Ansonsten falls s = k, gehe zu (b).
(b) Ist w = wmax, dann gehe zu Schritt 3, ansonsten setze w = w + 1 und gehe zu (a).
Schritt 3 (Abbruch)
Falls ‖vn+1− vn‖ ≤ ǫ, breche ab. Andernfalls erho¨he auf n = n+1 und fahre mit Schritt
2 fort.
5.4 Erweiterung um weitere stochastische Einflu¨sse
In diesem Abschnitt soll eine Erweiterung des Grundmodells um weitere stochastische
Einflu¨sse erfolgen. So sollen bisher als konstant angenommene Modellparameter wie z.B.
die Energienachfrage oder der Verkaufspreis von Energie als Zufallsvariablen aufgefasst
werden. Des Weiteren soll die bisher im Zeitverlauf als konstant angenommene Verteilung
der erzeugten Energiemenge des Prima¨rkraftwerks von einem stochastischen Umweltpro-
zess abha¨ngen, sodass hier beispielsweise Saisonalita¨ten beru¨cksichtigt werden ko¨nnen.
Insgesamt ergibt sich dadurch eine realita¨tsna¨here Modellierung, die jedoch im Vergleich
zum Grundmodell mit einem ho¨heren numerischen Lo¨sungsaufwand erkauft wird.
Bevor wir eine formale Definition des erweiterten Modells geben, soll zuna¨chst erla¨utert
werden, welche Modellgro¨ßen nun stochastischen Einflu¨ssen unterliegen und weshalb eine
derartige Anpassung sinnvoll ist.
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5.4.1 Stochastische Einflu¨sse auf die Modellparameter
5.4.1.1 Energiepreise
Der zu Beginn des Kapitels angenommene konstante Preis fu¨r den Absatz einer Ener-
gieeinheit ist in der Realita¨t ha¨ufig nicht zu beobachten. Insbesondere durch die Li-
beralisierungsbestrebungen im Bereich der Stromma¨rkte4 zu Beginn der 90er Jahre
des vorigen Jahrhunderts in Europa, die sich in Deutschland durch das Inkrafttreten
des Gesetzes zur Neuregelung des Energiewirtschaftsrechts am 29. April 1998 sowie
dessen Novellen in den Jahren 2005 bzw. 2009 manifestierten, wurde die Grundlage
fu¨r intensiven Wettbewerb zwischen den Marktteilnehmern gelegt (vgl. Heuck et al.
(2010, S. 492)). Wesentlich hierfu¨r ist die im Gesetz vorgeschriebene Entflechtung des
Gescha¨ftsbetriebs von vertikal integrierten Energieversorgungsunternehmen, die sowohl
in den Wettbewerbsbereichen Erzeugung und Vertrieb als auch im Monopolbereich Netz-
betrieb der Wertscho¨pfungskette aktiv sind. Durch die Entflechtung wurde das natu¨rliche
Monopol des Netzbereichs von der urspru¨nglichen Wertscho¨pfungskette abgetrennt und
durch entsprechende Regulierung neutralisiert.5 Auf diese Art und Weise ist Wettbe-
werb auf den verbleibenden Stufen der Wertscho¨pfungskette, d.h. in der Erzeugung so-
wie im Vertrieb, mo¨glich. Hinzu kommt der Großhandel als weitere, neue Stufe in der
Wertscho¨pfungskette, der als Bindeglied zwischen Erzeugung und Vertrieb fungiert. In
der Praxis sind die Netzbetreiber dazu verpflichtet, dritten Stromanbietern den Zugang
zu ihren Netzen gegen ein entsprechendes Entgelt zur Durchleitung elektrischer Energie
zu ermo¨glichen.
Des Weiteren wurde es den Stromkunden ermo¨glicht, ihren Stromversorger frei zu
wa¨hlen, was fu¨r Wettbewerb im Bereich der Endkundenversorgung mit elektrischer Ener-
gie (Einzelhandel) und somit fu¨r eine ho¨here Preisdynamik gesorgt hat (vgl. Spicker
(2010, S. 39 ff.)).
Durch die Entflechtung von Erzeugung bzw. Vertrieb und Netz hat sich, wie bereits
zuvor angedeutet, ein Großhandelsmarkt fu¨r Strom entwickelt, auf dem Elektrizita¨t
in verschiedenen Produktvarianten von den Marktteilnehmern ge- und verkauft wird.
Grundsa¨tzlich kann dieser Handel bilateral (OTC), bo¨rslich oder außerbo¨rslich erfol-
gen. Fu¨r den bo¨rslichen Handel dienen Energiebo¨rsen, wie beispielsweise die European
4Neben den Stromma¨rkten fand auch im Bereich der Gasma¨rkte ein Liberalisierungsprozess statt, auf
den jedoch nicht weiter eingegangen werden soll. Fu¨r weitergehende Informationen hierzu sei daher
auf Schwintowski (2010) verwiesen.
5In Deutschland erfolgt diese Regulierung durch die Bundesnetzagentur.
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Energy Exchange (EEX) in Leipzig, wobei die hier erzielten Bo¨rsenpreise aufgrund der
hohen Transparenz Referenzcharakter auch fu¨r außerbo¨rsliche Gescha¨fte aufweisen (vgl.
Pilgram (2010, S. 342 ff.)).
Des Weiteren existieren Regelenergiema¨rkte, auf denen Regelleistung gehandelt wird.
Diese wird von den Netzbetreibern genau dann beno¨tigt, wenn es zu Abweichungen der
prognostizierten Nachfrage bzw. dem prognostizierten Angebot an elektrischer Energie
kommt. Damit wird gewa¨hrleistet, dass zu jedem Zeitpunkt die Stromnachfrage dem
Stromangebot entspricht, was fu¨r eine hohe Netzstabilita¨t obligatorisch ist.6
Die an den Bo¨rsen bzw. in bilateralen Gescha¨ften gehandelten Produkte weisen un-
ter anderem unterschiedliche Fristigkeiten auf. So wird zwischen day-ahead, intraday
und langfristigen Produkten unterschieden. Der Handel mit la¨ngerfristigen Produkten
(Energielieferungen u¨ber Zeitra¨ume von Wochen, Monaten oder Jahren) erfolgt ha¨ufig
bilateral. Am Day-ahead-Markt werden Produkte gehandelt, deren physische Erfu¨llung
am Folgetag erfolgt, wobei die u¨bliche Handelseinheit eine Einzelstunde ist. Des Wei-
teren werden durch Zusammenfassung von Einzelstundenkontrakten sogenannte Block-
kontrakte gehandelt. Neben Block- und Einzelstundenkontrakten werden im Intraday-
Handel auch Stromlieferungen u¨ber einen Zeitraum von 15 Minuten gehandelt, wobei ein
Handel dieser Produkte derzeit bis 45 Minuten vor dem Lieferbeginn erfolgen kann (vgl.
EPEX (2014)). Handelsplatz fu¨r die kurzfristigen Day-ahead- oder Intraday-Produkte
sind u¨blicherweise Energiebo¨rsen, wie z.B. die European Power Exchange (EPEX). Ne-
ben den angesprochenen unterschiedlichen Fristigkeiten der Produkte werden diese mit
Ausnahme der Einzelstunden zusa¨tzlich noch nach dem Lasttyp unterschieden (vgl. Pil-
gram (2010, S. 358 f.)).
Neben den bereits erla¨uterten Produktvarianten existieren noch klassische Vollver-
sorgungsvertra¨ge, die auch heute noch bei Haushalten weit verbreitet sind und welche
die Lieferung von Strom zu festgelegten Preisen ohne die Erstellung einer Lastprognose
ermo¨glichen. Daneben existieren als weitere Produktvarianten Energiederivate, wie z.B.
Optionen und Futures (vgl. Pilgram (2010, S. 359)).
Grundsa¨tzlich weisen Stromma¨rkte erhebliche Preisvolatilita¨ten auf, die wesentlich
6Liegt ein Ungleichgewicht zwischen Angebot und Nachfrage vor, so ka¨me es im Falle eines
U¨berangebots an elektrischer Energie zu einem Anwachsen der Netzfrequenz, was nur innerhalb
enger Grenzen zula¨ssig ist, um Scha¨digungen an der Netzinfrastruktur bzw. den angeschlossenen
Verbrauchern und Generatoren zu vermeiden. Analog fu¨hrt ein Nachfrageu¨berschuss zu einem Absin-
ken der Netzfrequenz, was ebenso unerwu¨nscht ist. Weitere Informationen zur Netzbetriebsfu¨hrung
finden sich in Heuck et al. (2010).
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ausgepra¨gter sind als beispielsweise auf Aktienma¨rkten. Dies ist im Wesentlichen darauf
zuru¨ckzufu¨hren, dass fu¨r Strom bisher nur sehr begrenzte Speicherkapazita¨ten vorhan-
den sind, weshalb sich A¨nderungen in der Erzeugung und Abnahme elektrischer Energie
unmittelbar in den Preisen widerspiegeln. Ein versta¨rkender Faktor ist der stetig steigen-
de Anteil in begrenztem Umfang regelbarer erneuerbarer Energiesysteme, die zusa¨tzliche
Unsicherheit im Bereich der Erzeugung elektrischer Energie hervorrufen. Allgemein la¨sst
sich beobachten, dass die Großhandelspreise kurzfristiger Produkte eine ho¨here Volati-
lita¨t aufweisen als la¨ngerfristige Produkte, wobei erhebliche saisonale Schwankungen zu
beobachten sind (vgl. Heuraux (2004, S. 127)).
Vor dem Hintergrund der zunehmenden Bedeutung des Stromhandels aufgrund der
beschriebenen Liberalisierungsbestrebungen und der in den letzten Jahren erheblich zu-
genommenen Preisdynamik auf den Handelsma¨rkten fu¨r elektrische Energie erscheint es
insgesamt als vorteilhaft, stochastische Preisschwankungen in die Modellbildung einzu-
beziehen.
5.4.1.2 Nachfrage
Betrachten wir die in der urspru¨nglichen Modellierung ebenfalls als konstant angenom-
mene Nachfrage nach elektrischer Energie. Diese ist in der Praxis in aller Regel keine
konstante Gro¨ße, sondern kann im Zeitverlauf Schwankungen aufweisen. Diese Schwan-
kungen ko¨nnen sowohl bei Inselsystemen, als auch bei netzgebundenen Systemen auf-
treten.
Liegt ein netzgebundenes System vor, ergeben sich Abha¨ngigkeiten der Nachfrage bei-
spielsweise von der Tageszeit, dem Wochentag, der Jahreszeit oder dem Wetter und
spiegeln sich in Lastprofilen, welche das aggregierte Nutzerverhalten der Stromkunden
darstellen, wider (vgl. Heuck et al. (2010, S. 72) und die Ausfu¨hrungen in Kapitel 2.1.5).
Die Netzbetreiber verfu¨gen in der Regel u¨ber eine gute Kenntnis des Verhaltens der
Stromkunden, die ihrem Netzbereich zugeordnet sind, was zu relativ guten Progno-
sen des Nachfrageverhaltens fu¨hrt. So existieren in Deutschland insbesondere fu¨r Klein-
verbraucher7, die an das Niederspannungsnetz angeschlossen sind nach Nutzergruppen
7In der Regel werden Nutzer, deren Jahreselektrizita¨tsverbrauch geringer als 100.000 kWh ist zur
Gruppe der Kleinverbraucher geza¨hlt. Großverbraucher mit einem ja¨hrlichen Elektrizita¨tsverbrauch
von mehr als 100.000 kWh haben die Pflicht zur registrierenden Leistungsmessung, wobei die
erfassten Daten an den Netzbetreiber weitergeleitet und von diesem individuelle Lastprofile er-
stellt werden (vgl. Schulz (2007, S. 27 ff.) und §12 der Verordnung u¨ber den Zugang zu Elektri-
zita¨tsversorgungsnetzen).
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differenzierte Standardlastprofile, die das Nutzerverhalten der Stromkunden unter ver-
schiedenen Umweltbedingungen, wie z.B. Wochentag, Jahreszeit, etc., abbilden und die
von den Netzbetreibern fu¨r ihre Lastprognosen verwendet werden. Allerdings fu¨hrt die
zunehmende dezentrale Einspeisung elektrischer Energie auf Niederspannungsebene bei-
spielsweise durch Photovoltaikanlagen oder BHKWs zu erheblichen Abweichungen der
mittels der Standardlastprofile prognostizierten Stromnachfrage. Folglich ist es sinnvoll,
stochastische Einflu¨sse in der Prognose des Nachfrageverhaltens bei netzgebundenen
Systemen zu beru¨cksichtigen (vgl. McQueen et al. (2004, S. 1685)).
Liegt ein Inselsystem vor, so ist ebenso wie bei netzgebundenen Systemen von Abha¨ng-
igkeiten der Stromnachfrage im Zeitverlauf auszugehen. Die Charakteristik des Lastver-
laufs ist dabei stark von den an das Inselsystem angeschlossenen Verbrauchern abha¨ngig.
Da bei einem Inselsystem deutlich weniger Verbraucher als bei Verbundnetzen zu erwar-
ten sind, kann der Lastgang erheblich sta¨rkere stochastische Schwankungen aufweisen,
da das individuelle Verhalten der einzelnen Verbraucher ein ho¨heres Gewicht bekommt.8
Folglich ist es ebenso wie bei netzgebundenen Systemen sinnvoll, stochastische Einflu¨sse
in der Modellierung der Stromnachfrage zu beru¨cksichtigen.
5.4.1.3 Stromerzeugung
Betrachten wir die Stromerzeugung des Prima¨rkraftwerks in unserem Grundmodell, so
sind wir bislang davon ausgegangen, dass diese durch eine bekannte Wahrscheinlichkeits-
verteilung beschrieben werden kann, wobei die Verteilung unabha¨ngig von eventuellen
Umwelteinflu¨ssen ist. Dies stellt in der Praxis in vielen Fa¨llen eine zu restriktive An-
nahme dar. Gehen wir beispielsweise davon aus, dass unser Prima¨rkraftwerk ein Wind-
park ist, so besteht ein funktionaler Zusammenhang zwischen der Windgeschwindigkeit
und der vom Windenergiesystem erzeugten elektrischen Energie. Da in vielen Regionen
starke saisonale Schwankungen der Windgeschwindigkeiten aufgrund klimatischer Ein-
flu¨sse zu beobachten sind, ist davon auszugehen, dass zu unterschiedlichen Jahreszeiten
die Zufa¨lligkeit der Windgeschwindigkeiten durch andere Wahrscheinlichkeitsverteilun-
gen beschrieben werden ko¨nnen (vgl. Kaltschmitt u. Wiese (2003, S. 75 ff.)). Beispielhaft
8Es sind jedoch auch Situationen denkbar, in denen die Stromnachfrage in einem Inselnetz nahezu
deterministischen Charakter hat, wobei auch hier die Annahme einer konstanten Nachfrage im Zeit-
verlauf ha¨ufig nicht realistisch ist. Eine im Zeitverlauf schwankende und gleichzeitig deterministische
Nachfrage kann beispielsweise durch eine Markov-Kette mit deterministischen Zustandsu¨berga¨ngen
im Modell abgebildet werden.
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Mittlere monatliche
Windgeschwindigkeit in bft
Jahr 2013 2012 2011 2010 2009
Januar 4,60 5,30 5.10 4,20 4,80
Februar 4,60 4,90 4.00 5,30 4,20
Ma¨rz 4,20 4,00 4,80 5,20 5,00
April 4,10 4,80 3,60 4,00 3,90
Mai 4,20 4,20 3,30 4,40 4,30
Juni 4,00 4,10 3,90 3,80 4,20
Juli 3,80 4,20 3,50 3,40 4,30
August 3,50 3,60 4,00 4,50 3,70
September 4,10 4,10 4,20 3,50 3,80
Oktober 4,70 4,70 4,20 4,50 4,30
November 5.60 4,70 3,90 5,20 5,70
Dezember 5.20 4,70 6,30 4,80 5,40
Tabelle 5.1: Mittlere monatliche Windgeschwindigkeiten auf dem Feldberg/Schwarzwald
fu¨r die Jahre 2009 bis 2013 (Daten nach Deutscher Wetterdienst (2014)).
wird dieser Sachverhalt anhand der in Tabelle 5.1 gegebenen Daten deutlich. So weist die
mittlere monatliche Windgeschwindigkeit am Feldberg/Schwarzwald deutliche saisonale
Schwankungen auf, weshalb im Hinblick auf eine ada¨quate modellma¨ßige Beschreibung
der Windgeschwindigkeiten eine entsprechende saisonale Anpassung der Wahrscheinlich-
keitsverteilung sinnvoll erscheint.
Allerdings ist anzumerken, dass nicht pauschal von saisonalen Schwankungen von
Windgeschwindigkeiten ausgegangen werden kann, da durchaus auch Standorte exis-
tieren, die sich durch sehr geringe A¨nderungen der Windverha¨ltnisse im Jahresverlauf
auszeichnen (vgl. Kaltschmitt u. Wiese (2003, S. 76)).
Weiter sind nicht nur fu¨r Windenergieanlagen saisonale Schwankungen des Energie-
angebots zu erwarten, sondern auch bei Wahl anderer Technologien fu¨r das Prima¨r-
kraftwerk. So ist z.B. auch bei Photovoltaikanlagen von einem saisonalen Verhalten der
Sonneneinstrahlung im Jahresverlauf auszugehen (vgl. Kaltschmitt u. Wiese (2003, S.
47 ff.)).
Folglich ist es je nach Standort und Wahl der Technologie des Prima¨rkraftwerks durch-
aus sinnvoll Umwelteinflu¨sse auf die Wahrscheinlichkeitsverteilung, welche die verfu¨gbare
elektrische Energie beschreibt, in der Modellierung zu beru¨cksichtigen.
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5.4.1.4 Sonstige Einflussgro¨ßen
In unserer bisherigen Modellierung wurde der Diskontierungsfaktor β als konstant ange-
sehen. Dies mag bei der Betrachtung eines kurzen Zeithorizonts zula¨ssig sein, kann aber
fu¨r la¨ngere Zeitperioden, wie sie fu¨r den Betrieb energietechnischer Anlagen durchaus
u¨blich sind, problematisch sein. Nehmen wir beispielsweise an, dass sich der Betreiber
des Kraftwerksparks bei der Festlegung des Diskontierungsfaktors am Zinsniveau der
Kapitalma¨rkte orientiert, so ist bei Betrachtung la¨ngerer Planungshorizonte von eini-
gen Jahren die Modellierung eines stochastischen Zinssatzes im Hinblick einer mo¨glichst
realita¨tsnahen Modellbildung sinnvoll.
Neben dem Diskontierungsfaktor ist es ebenfalls denkbar, dass die Kapazita¨t k des
Energiespeichers und die Kapazita¨t c des Sekunda¨rkraftwerks zufa¨lligen Schwankungen
unterworfen sind. In der Regel ist es zwar sinnvoll von einer konstanten Speicherkapazita¨t
auszugehen, allerdings ermo¨glicht die Interpretation dieser Kapazita¨t als Zufallsvariable
beispielsweise die Abbildung von Ausfa¨llen des Energiespeichers in der Modellierung.
Ebenso kann eine stochastische Kapazita¨t des Sekunda¨rkraftwerks dazu verwendet wer-
den, um dessen Verfu¨gbarkeit im Zeitverlauf zu modellieren. So ko¨nnen beispielsweise
Situationen abgebildet werden, in denen das Sekunda¨rkraftwerk aus mehreren Energieer-
zeugungseinheiten besteht, wobei Wartungsarbeiten und Defekte die verfu¨gbare erzeugte
elektrische Energie des Kraftwerks mindern.
5.4.2 Modellbeschreibung
Nachdem wir in den vorhergehenden Abschnitten darauf eingegangen sind weshalb es
sinnvoll ist, bestimmte Modellparameter als Zufallsvariablen bzw. als von einer stochas-
tischen Umwelt abha¨ngig zu betrachten, wollen wir nun das Grundmodell entsprechend
anpassen. Die grundsa¨tzlichen Modellzusammenha¨nge, die in Kapitel 5.1 beschrieben
wurden, bleiben weitestgehend durch den Einbezug weiterer stochastischer Einfluss-
gro¨ßen erhalten, weshalb ebenfalls die zu Beginn des Kapitels eingefu¨hrten Bezeichner
fu¨r die auftretenden Variablen und Parameter weiterhin gu¨ltig sind. Wir beschra¨nken
uns im Folgenden auf eine Erweiterung des endlichstufigen Modells, da eine Erweiterung
des unendlichstufigen Grundmodells in analoger Weise erfolgen kann und somit keine
weiteren Erkenntnisse birgt.
Um die gewu¨nschten zusa¨tzlichen stochastischen Einflu¨sse zu beru¨cksichtigen, mu¨ssen
wir jedoch den Zustandsraum in geeigneter Art und Weise anpassen. Folglich ko¨nnen
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wir auf der Zeitstufe n den Zustand (sn, (wn, p˜n, dn, kn, cn, yn)) beobachten. Der Zu-
standsraum umfasst nun neben dem aktuellen Speicherinhalt des Energiespeichers sn
und der auf der aktuellen Zeitstufe verfu¨gbaren Energiemenge des Prima¨rkraftwerks
wn zusa¨tzlich den derzeitigen Verkaufspreis pro Einheit elektrischer Energie p˜n, die ak-
tuelle Stromnachfrage dn, die aktuelle Kapazita¨tsgrenze des Energiespeichers kn und
des Sekunda¨rkraftwerks cn sowie einen allgemeinen Umweltzustand yn, der beno¨tigt
wird, um stochastische Schwankungen des Diskontierungsfaktors zu erlauben. Um eine
u¨bersichtlichere Darstellung zu ermo¨glichen, fu¨hren wir den erweiterten Umweltzustand
in = (wn, p˜n, dn, kn, cn, yn) ein. Die Wahrscheinlichkeit fu¨r den U¨bergang vom Zustand
in zum Zeitpunkt n in den Zustand in+1 erfolgt mit der Wahrscheinlichkeit qin(in+1).
Die meisten in Kapitel 5.1 eingefu¨hrten Annahmen sind weiterhin gu¨ltig, weshalb wir
im Folgenden nur Annahmen auffu¨hren, die sich gegenu¨ber dem Grundmodell gea¨ndert
haben bzw. neu hinzugekommen sind
Annahmen:
(A7) p˜ ∈ R mit einer endlichen Menge R;
(A8) y ∈ Y mit einer endlichen Menge Y ;
(A9) Der erweiterte Umweltzustand wird durch eine mehrdimensionale Zufallsvariable
En mit der Verteilung qin(·), in ∈ N0 × R× N0 × N0 × N0 × Y beschrieben, wobei
E0, ..., EN−1 unabha¨ngig sind.
In der folgenden Definition geben wir nun eine Formulierung der beschriebenen Mo-
dellzusammenha¨nge als Markovschen Entscheidungsprozess mit endlichem Planungsho-
rizont in einer dynamischen Umwelt (N,S,A, I,D, T, q, r, VN , β).
Definition 5.7 1. N ∈ N bezeichne den Planungshorizont;
2. S× I = {0, 1, ..., k}× I bezeichne den Zustandsraum mit I := N0×R×N0×N0×
N0×Y . Die Elemente von S×I werden mit (s, i) = (s, (w, p˜, d, k, c, y)) bezeichnet;
3. A := Z ist der Aktionsraum. Die Elemente von A werden mit a bezeichnet;
4. D(s, i) := {−s,−s + 1, ..., w} ist die Menge aller zula¨ssigen Aktionen im Zustand
(s, i) und D := {(s, i, a) ∈ S × I × A|a ∈ D(s, i)};
5. (s, a) → T (s, a) := min{s + a, k} ist die U¨bergangsfunktion, wobei s ∈ S,w ∈
I, a ∈ D(s, w);
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6. Q : D × S × I → [0, 1] ist das U¨bergangsgesetz, definiert durch
Q(s′, i′|s, i, a) := qi(i
′) fu¨r s′ = T (s, a) und 0 sonst;
7. r : D → R ist die einstufige Gewinnfunktion, definiert durch
r(s, i, a) := p1min{d, αmin{w − a, w}+max{−a, 0}}
+ p2max{0,min{d− αmin{w − a, w} −max{−a, 0}, c}}
− κmax{0, d− αmin{w − a, w} −max{−a, 0} − c};
8. VN : S × I → R ist die terminale Gewinnfunktion, definiert durch VN(s, i) := 0;
9. βy ∈ (0, 1) fu¨r alle y ∈ Y ist der vom Umweltzustand y abha¨ngige Diskontierungs-
faktor.
Der maximale diskontierte Gesamtgewinn bei Vorliegen des Zustands (s, i) kann durch
Auswertung der Wertfunktion
Vn(s, i) = max
a∈D(s,i)
{
r(s, i, a) + βy
∑
i′∈I
qi(i
′)Vn+1(T (s, a), i
′)
}
, (s, i) ∈ S × I, 0 ≤ n < N
(5.12)
errechnet werden.
5.4.3 Strukturaussagen
In Kapitel 5.2 konnten wir einige Aussagen treffen, die eine erheblich vereinfachte nume-
rische Berechnung des maximalen diskontierten Gesamtgewinns sowie einer zugeho¨rigen
optimalen Strategie ermo¨glichten. Diese Strukturen bleiben bei der Erweiterung des Zu-
standsraums um weitere Umweltzusta¨nde erhalten, sodass alle in Kapitel 5.2 gefu¨hrten
Beweise in analoger Art und Weise fu¨r das in Definition 5.7 gegebene Modell Gu¨ltigkeit
haben. Dies ist sofort einsichtig, wenn in den in Kapitel 5.2 gefu¨hrten Beweisen w kon-
sequent durch den erweiterten Umweltzustand i ersetzt wird und das U¨bergangsgesetz
gema¨ß Definition 5.7 angepasst wird. Folglich ko¨nnen wir die zentralen Aussagen aus
Kapitel 5.2 auch fu¨r das erweiterte Modell angeben.
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Satz 5.5
Die Wertfunktion Vn(s, i) ist konkav in s und die optimale Entscheidungsfunktion weist
die folgende Struktur auf:
f ∗n(s, i)− 1 ≤ f
∗
n(s+ 1, i) ≤ f
∗
n(s, i), (s, i) ∈ S × I, 0 ≤ n < N.
Beweis
Der Beweis kann analog zum Beweis von Satz 5.1 erfolgen.
Ebenso gilt der folgende Satz.
Satz 5.6
Fu¨r alle (s, i) ∈ S × I und 0 ≤ n < N gilt
V ′n(s, i) = Vn(s, i).
Beweis
Der Beweis kann analog zum Beweis von Satz 5.2 erfolgen.
Trotz der mit den Sa¨tzen 5.5 und 5.6 ermo¨glichten Reduzierung des Rechenaufwandes
fu¨r die Bestimmung optimaler Strategien muss die zusa¨tzliche Realita¨tsna¨he, die durch
die Einfu¨hrung weiterer stochastischer Einflussgro¨ßen ermo¨glicht wird, durch einen insge-
samt erheblich ho¨heren numerischen Aufwand erkauft werden. Der Grund hierfu¨r liegt
in dem im Vergleich zum Grundmodell erheblich umfangreicheren Zustandsraum. Im
Einzelfall gilt es daher abzuwa¨gen, ob der Aufwand, der durch die Beru¨cksichtigung
zusa¨tzlicher Umweltzusta¨nde entsteht, durch die erho¨hte Realita¨tsna¨he zumindest kom-
pensiert wird.
Zur effizienten numerischen Lo¨sung des in diesem Abschnitt angegebenen Problems
kann Algorithmus 1 unter entsprechender Beru¨cksichtigung der erweiterten Umwelt ver-
wendet werden.
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Kapitel 6
Optimale Steuerung eines
Energiesystems unter Beru¨cksichtigung
zweier Kraftwerke mit stochastischem
Stromoutput
In diesem Kapitel soll ebenfalls ein Modell zur optimalen Steuerung eines stochastischen
Energiesystems vorgestellt werden. Im Gegensatz zu den Ausfu¨hrungen in Kapitel 5
besteht das betrachtete System aus zwei Kraftwerken, die eine stochastische Stromer-
zeugungscharakteristik aufweisen sowie einem Energiespeicher.
In Abschnitt 6.1 beginnen wir mit einer Beschreibung der Modellzusammenha¨nge und
geben im Anschluss eine mathematische Formulierung des Modells als MEP.
Im Anschluss leiten wir Strukturaussagen bezu¨glich des formulierten Modells her,
die eine effiziente numerische Berechnung des maximalen diskontierten Gesamtgewinns
sowie den dazugeho¨rigen optimalen Strategien ermo¨glichen.
6.1 Modellbeschreibung
Ebenso wie im vorigen Kapitel soll im weiteren Verlauf dieses Kapitels ein Modell zur
Entwicklung gewinnoptimaler Betriebsstrategien fu¨r ein stochastisches Energiesystem
vorgestellt werden. Dieses System besteht analog zu den Ausfu¨hrungen in Kapitel 5
ebenfalls aus zwei Kraftwerken sowie einem Energiespeicher. Allerdings sollen bei dem
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in diesem Abschnitt vorgestellten Modell beide Kraftwerke intermittierende Stromer-
zeugungscharakteristiken aufweisen und beide vom Anlagenbetreiber simultan gesteuert
werden. Um eine u¨bersichtliche Darstellung zu ermo¨glichen, bezeichnen wir das erste
Kraftwerk mit G1 und das zweite Kraftwerk mit G2. Ebenso wie im vorigen Kapitel
ist der Betreiber bestrebt, seinen Gewinn durch den Verkauf von Energie zu maximie-
ren. Dazu hat er ebenfalls die Mo¨glichkeit einen Energiespeicher mit einer maximalen
Speicherkapazita¨t von k Energieeinheiten zu verwenden.
Das System bestehend aus den beiden Kraftwerken sowie dem Energiespeicher soll
u¨ber einen endlichen Planungshorizont betrachtet werden. Dieser setze sich aus N dis-
junkten Zeitintervallen, welche jeweils die gleiche La¨nge aufweisen, zusammen. Das n-te
Intervall nimmt dabei die Form [n, n+ 1), n = 0, 1, ..., N − 1 an. In diesem Kapitel ver-
zichten wir daru¨ber hinaus auf die Formulierung des entsprechenden unendlichstufigen
Problems, da dies analog wie in Kapitel 5 erfolgen kann.
Die Erzeugung der elektrischen Energie der beiden Kraftwerke soll stochastischen
Schwankungen unterliegen. So wird die auf Zeitstufe n von den Kraftwerken erzeugte
elektrische Energie wn = (w1,n, w2,n) durch eine diskrete zweidimensionale Zufallsvaria-
ble Wn = (W1,n,W2,n) (n = 0, 1, ..., N − 1) mit bekannter Za¨hldichte q beschrieben.
Weiter wird angenommen, dass die Zufallsvariablen W0, ...,WN−1 unabha¨ngig sind.
Analog zu den Ausfu¨hrungen in Kapitel 5 hat der Kraftwerksbetreiber zu Beginn
einer Zeitstufe n die Mo¨glichkeit die elektrische Energie wj,n (j = 1, 2), welche durch
Kraftwerk Gj erzeugt wird, entweder direkt, d.h. ohne anfallende Verluste zu verkaufen,
oder einen Teil der elektrischen Energie einzuspeichern. Dabei bezeichne aj (j = 1, 2)
die Energiemenge, die in Kraftwerk Gj erzeugt wurde und welche dem Energiespeicher
zugefu¨hrt bzw. entnommen werden soll, wobei die Interpretation des Vorzeichens von aj
analog wie in Kapitel 5 erfolgen kann. Wir gehen allerdings im Gegensatz zum vorherigen
Kapitel davon aus, dass die elektrische Leistung des betrachteten Energiesystems klein
ist im Vergleich zu der gesamten im Netz verfu¨gbaren Leistung. Das bedeutet, dass der
Kraftwerksbetreiber zu jedem Zeitpunkt die von ihm gewu¨nschte Strommenge verkaufen
kann.
Ebenfalls in Analogie zu den Ausfu¨hrungen in Kapitel 5 werden die Verluste fu¨r
das Ein- und Ausspeichern von Energie in einer Variablen zusammengefasst. Da wir
in diesem Kapitel jedoch zwei Kraftwerke, die jeweils mit dem Energiespeicher ver-
bunden sind, betrachten, geben wir die entstehenden Verluste kraftwerksspezifisch an.
Zwar sind die Konversionsverluste fu¨r das Ein- und Ausspeichern von Energie fu¨r beide
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Kraftwerke identisch, da diese lediglich von der verwendeten Technologie des Energie-
speichers abha¨ngen, allerdings mu¨ssen wir die potenziell unterschiedliche Entfernung
der beiden Kraftwerke vom Energiespeicher beru¨cksichtigen, da die Leitungsverluste
mit zusa¨tzlicher Entfernung zunehmen. Der Kehrwert der anfallenden Verluste fu¨r das
Durchleiten der in Kraftwerk Gj (j = 1, 2) erzeugten elektrischen Energie bis zum Ener-
giespeicher sowie dessen Konversionsverluste werden mit αj (j = 1, 2) bezeichnet.
Es sollen auch hier aus Gru¨nden der U¨bersichtlichkeit die durch das Kraftwerk Gj (j =
1, 2) erzeugte elektrische Energie wj,n (j = 1, 2) sowie die ein- bzw. auszuspeichernde
Energiemenge aj bereits um Konversions- und Leitungsverluste bereinigt sein.
Entsprechend der getroffenen Annahmen ergibt sich der Speicherinhalt auf Zeitstu-
fe n + 1, wenn zum Ende des n−ten Zeitintervalls die Gesamtmenge sn im Speicher
enthalten ist und die Aktionen a1 und a2 gewa¨hlt werden, wie folgt:
sn+1 = min{sn + a1 + a2, k}.
Selbstentladungseffekte werden dabei ebenso wie in Kapitel 5 nicht beru¨cksichtigt.
Der Verkaufspreis fu¨r Strom wird mit p˜n bezeichnet. Wir gehen fu¨r beide Kraftwer-
ke vereinfachend von identischen Betriebs- bzw. Brennstoffkosten in Ho¨he von κb aus,
wobei diese Annahme insbesondere eine u¨bersichtliche Darstellung ermo¨glicht und keine
Bedeutung im Hinblick auf die in den folgenden Abschnitten getroffenen Strukturaus-
sagen hat. Damit kann der Kraftwerksbetreiber einen Ertrag von pn := p˜n − κb durch
den Verkauf einer Energieeinheit erwirtschaften. Daru¨ber hinaus wollen wir in diesem
Kapitel stochastisch schwankende Energiepreise annehmen, d.h. der im Zeitintervall n
erzielbare Ertrag durch den Verkauf einer Energieeinheit pn ∈ P , mit P :={p
min, ..., pmax}
und pmin > 0 soll durch eine Markovkette beschrieben werden. Des Weiteren erfolgt ein
U¨bergang vom Zustand pn zum Zeitpunkt n in den Zustand pn+1 zum Zeitpunkt n + 1
mit Wahrscheinlichkeit gpn(pn+1). Dabei gehen wir davon aus, dass die getroffenen Ver-
kaufsentscheidungen keinen Einfluss auf die Energiepreise haben. Dies ist insbesondere
dann der Fall, wenn wir einen im Vergleich zur gesamten installierten Leistung kleinen
Kraftwerkspark betrachten.
Des Weiteren werden negative Speicherinhalte anders als in Kapitel 5 nicht explizit
durch eine geeignete Definition des Aktionsraums vermieden, sondern durch Einfu¨hren
von Strafkosten in Ho¨he von κ pro Energieeinheit die anfallen, wenn der Speicherinhalt
negative Werte annimmt, bestraft. Damit Aktionen, die einen negativen Speicherinhalt
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zur Folge haben, vermieden werden ko¨nnen, muss κ ausreichend groß gewa¨hlt werden.
Die dem Modell zugrunde liegenden Annahmen sollen in der folgenden Aufza¨hlung
u¨bersichtlich zusammengefasst werden:
Annahmen:
(A1) k ∈ N0
(A2) αj ∈ [1,∞) (j = 1, 2);
(A3) κ ≥ max{α1, α2}p fu¨r alle p ∈ P ;
(A4) Die auf Zeitstufe n von den Kraftwerken erzeugte elektrische Energie
wj,n ∈ {0, ..., w
max
j }, w
max
j ∈ N (j = 1, 2), wobei w
max
j die maximal pro Zeitstufe
erzeugbare elektrische Energie der Kraftwerke bezeichne, ist die Realisation einer
zweidimensionalen ZufallsvariableWn = (W1,n,W2,n) mit der Verteilung q(·), wobei
W0, ...,WN−1 unabha¨ngig sind;
(A5) Der auf Zeitstufe n fu¨r den Verkauf einer Einheit Energie erzielbare Erlo¨s pn ∈ P
wird durch eine (homogene) Markovkette beschrieben. Die Wahrscheinlichkeit fu¨r
einen U¨bergang von Zustand pn in den Zustand pn+1 betra¨gt gpn(pn+1).
Wir werden nun das zu Beginn des Kapitels verbal beschriebene Modell als Markovschen
Entscheidungsprozess mit endlichem Planungshorizont in einer dynamischen Umwelt,
welches sich als Tupel (N,S, I, A,D, T,Q, r, VN , β) mit den in Definition 6.1 gegebenen
Komponenten formulieren la¨sst, angeben.
Definition 6.1 1. N ∈ N bezeichne den Planungshorizont;
2. S×I = {..., k−1, k}×{0, ..., wmax1 }×{0, ..., w
max
2 }×P bezeichne den Zustandsraum.
Die Elemente von S × I werden mit (s, i) = (s, (w1, w2, p)) bezeichnet;
3. A := Z × Z ist der Aktionsraum. Die Elemente von A werden mit a = (a1, a2)
bezeichnet;
4. D(i) := {(a1, a2) ∈ A|a1 ≤ w1, a2 ≤ w2} ist die Menge der zula¨ssigen Aktionen im
Zustand (s, i). Weiter sei D := {(s, i, a) ∈ S × I × A|a ∈ D(i)};
5. (s, a)→ T (s, a) := min{s+ a1 + a2, k} ist die U¨bergangsfunktion;
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6. Q : D × S × I → [0, 1] ist das U¨bergangsgesetz, definiert durch
Q(s′, i′|s, i, a) := gp(p
′)q(w′) fu¨r s′ = T (s, a) und 0 sonst;
7. r : D → R ist die einstufige Gewinnfunktion, definiert durch
r(s, i, a) = r1(i, a) + r2(s, i, a),
wobei
r1(i, a) :=
2∑
j=1
p(αj min{wj − aj, wj}+max{−aj, 0}),
r2(s, i, a) := κmin{s+ a1 + a2, 0}.
Dabei beschreibt r1 den Gewinn durch den Verkauf der erzeugten elektrischen
Energie durch die beiden Kraftwerke und r2 die entstehenden Strafkosten fu¨r ne-
gative Speicherinhalte;
8. VN : S × I → R ist die terminale Gewinnfunktion, definiert durch VN(s, i) := 0;
9. β > 0 ist der Diskontierungsfaktor.
Bemerkung 6.1
Ebenso wie in Kapitel 5 wa¨re eine Erweiterung um weitere stochastische Einflussgro¨ßen
problemlos in Analogie zum Vorgehen in Abschnitt 5.4 mo¨glich, wobei die im weiteren
Verlauf dieses Kapitels hergeleiteten Strukturaussagen erhalten bleiben. Da dies jedoch
keine neuen Erkenntnisse birgt, wollen wir auf eine explizite Angabe des um zusa¨tzliche
stochastische Einflussgro¨ßen erweiterten Modells verzichten.

Die Optimalita¨tsgleichung nimmt damit fu¨r (s, i) = (s, (w, p)), (s, i′) = (s, (w′, p′)) ∈
S × I die folgende Form an:
Vn(s, i) = max
a∈D(i)
{r(s, i, a) + β
∑
i′∈I
gp(p
′)q(w′)Vn+1(T (s, a), i
′)}, 0 ≤ n < N. (6.1)
Da wir fu¨r obiges Modell einen abza¨hlbaren Zustandsraum sowie eine abza¨hlbare Menge
zula¨ssiger Aktionen vorliegen haben, beno¨tigen wir die folgenden Resultate, um zum
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einen die Endlichkeit von Vn(s, i) zu garantieren und zum anderen um die Optimierung
auf endliche Mengen zula¨ssiger Aktionen reduzieren zu ko¨nnen.
Lemma 6.1
Die einstufige Gewinnfunktion ist nach oben beschra¨nkt, d.h. es gilt
r(s, i, a) ≤ κ(wmax1 + w
max
2 + k),
fu¨r (s, i) ∈ S × I und a ∈ D(i).
Beweis
Zuna¨chst formulieren wir die einstufige Gewinnfunktion wie folgt um:
r(s, i, a) =
2∑
j=1
(pαjwj + pαj min{−aj, 0}+ pmax{−aj, 0}) + κmin{s+ a1 + a2, 0} .
Der Beweis erfolgt damit durch Fallunterscheidung:
(i) a1 < 0, a2 < 0,
(a) s+ a1 + a2 < 0
2∑
j=1
pαjwj − pa1 − pa2 + κ(s+ a1 + a2) =
2∑
j=1
pαjwj + (κ− p)a1︸ ︷︷ ︸
≤0
+(κ− p)a2︸ ︷︷ ︸
≤0
+ κs︸︷︷︸
≤κk
≤ κ(wmax1 + w
max
2 + k).
(b) s+ a1 + a2 ≥ 0
2∑
j=1
pαjwj − pa1 − pa2 =
2∑
j=1
pαjwj − p(a1 + a2)
≤
2∑
j=1
pαjwj − κ(a1 + a2)
≤
2∑
j=1
pαjwj + κs
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≤ κ(wmax1 + w
max
2 + k).
(ii) a1 ≥ 0, a2 < 0
(a) s+ a1 + a2 < 0
2∑
j=1
pαjwj − α1pa1 − pa2 + κ(s+ a1 + a2) =
2∑
j=1
pαjwj + (κ− α1p)a1︸ ︷︷ ︸
≤(κ−α1p)w1
+(κ− p)a2︸ ︷︷ ︸
≤0
+ κs︸︷︷︸
≤κk
≤ κ(wmax1 + w
max
2 + k).
(b) s+ a1 + a2 ≥ 0
2∑
j=1
pαjwj − α1pa1 − pa2 ≤
2∑
j=1
pαjwj − α1pa1 + p(s+ a1)
≤
2∑
j=1
pαjwj − α1pa1 + p(s+ a1)
=≤
2∑
j=1
pαjwj − pa1 + κ(s+ a1)
≤ κ(wmax1 + w
max
2 + k).
(iii) a1 < 0, a2 ≥ 0
analog zu (ii).
(iv) a1 ≥ 0, a2 ≥ 0
(a) s+ a1 + a2 < 0
2∑
j=1
pαjwj − α1pa1 − α2pa2 + κ(s+ a1 + a2) =
2∑
j=1
pαjwj + (κ− α1p)a1 + (κ− α2p)a2 + κs
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≤
2∑
j=1
pαjwj + (κ− α1p)w1 + (κ− α2p)w2 + κk
≤ κ(wmax1 + w
max
2 + k).
(b) s+ a1 + a2 ≥ 0
2∑
j=1
pαjwj − α1pa1 − α2pa2 ≤
2∑
j=1
pmaxαjwj ≤ κ(w
max
1 + w
max
2 + k).
Fu¨r die beiden nachfolgenden Sa¨tze wird sich die folgende Definition als nu¨tzlich
erweisen.
Definition 6.2 (i) Die Funktionen a˜1, a˜2 : S → R sind definiert durch:
a˜1(s) :=
(β + ...+ βN−1)(min{s, 0} − ̺)− (κ− pmin)wmax2 − κk −
∑2
j=1 p
maxαjw
max
j
κ− pmin
,
a˜2(s) :=
(β + ...+ βN−1)(min{s, 0} − ̺)− (κ− pmin)wmax1 − κk −
∑2
j=1 p
maxαjw
max
j
κ− pmin
.
(ii) Weiter definieren wir ̺ := κ(wmax1 + w
max
2 + k).
Im nachstehenden Satz wird sowohl eine Ober- als auch eine Untergrenze fu¨r Vn an-
gegeben, woraus insbesondere die Wohldefiniertheit der Wertfunktion folgt.
Satz 6.1
Fu¨r 0 ≤ n < N und (s, i) ∈ S × I gilt
κmin{s, 0}(1 + β + ...+ βN−n−1) ≤ Vn(s, i) ≤ ̺(1 + β + ...+ β
N−n−1).
Beweis
Sei f = (f0, ..., fN−1) mit fn(s, i) = (0, 0) fu¨r 0 ≤ n < N und (s, i) ∈ S × I. Dann ist
r(s, i, fn(s, i)) =
2∑
j=1
pαjwj + κ{s, 0} ≥ κ{s, 0}
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und damit Vn(s, i) ≥ Vn,f (s, i) ≥ κmin{s, 0}(1 + β + ...+ β
N−n−1).
Andererseits ist
r(s, i, a) ≤ κ(wmax1 + w
max
2 + k)
und damit Vn(s, i) ≤ ̺(1 + β + ...+ β
N−n−1). Es folgt die Behauptung.
Zusammen mit Satz 6.1 sind wir nun in der Lage suboptimale Aktionen zu identifi-
zieren, die im Lo¨sungsprozess nicht beru¨cksichtigt werden mu¨ssen.
Satz 6.2
Fu¨r (s, i) ∈ S × I sind alle Aktionen (a1, a2) ∈ D(i) mit a1 < a˜1(s) oder a2 < a˜2(s)
suboptimal und mu¨ssen bei der Optimierung nicht beru¨cksichtigt werden.
Beweis
Seien (s, i) ∈ S × I und (a1, a2) ∈ D(i) mit a1 < a˜1(s). Dann ist a1 < −k − w
max
2 < 0
und damit s+ a1 + a2 < s− k − w
max
2 + a2 < 0. Hieraus folgt zuna¨chst
κmin{s+ a1 + a2, 0} = κ(s+ a1 + a2)
und schließlich unter Beru¨cksichtigung von
κs− κk ≤ κmin{s, 0}
die Abscha¨tzung
r(s, i, a) + (β + ...+ βN−n−1)̺
=
2∑
j=1
pαjwj + (κ− p)a1 + pα2min{−a2, 0}+ pmax{−a2, 0}+ κ(s+ a2)
+ (β + ...+ βN−n−1)̺
≤
2∑
j=1
pαjwj + (κ− p)a1 + (κ− p)w
max
2 + κs+ (β + ...+ β
N−n−1)̺
< (β + ...+ βN−n−1)min{s, 0}+ κmin{s, 0}
< Vn(s, i).
Somit ist (a1, a2) ∈ D(i) mit a1 ≤ a˜1(s) suboptimal. Analog fu¨r (a1, a2) ∈ D(i) mit
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a2 < a˜2(s).
Wir wollen uns nun im weiteren Verlauf dieses Kapitels der eingehenden Untersuchung
unseres Modells widmen, wobei sich der folgende Operator als nu¨tzlich erweisen wird.
Definition 6.3
Fu¨r v ∈M , (s, i, a) ∈ D sei
Lv(s, i, a) = r(s, i, a) + β
∑
i′∈I
gp(p
′)q(w′)v(T (s, a), i′)
definiert.
6.2 Strukturaussagen
In diesem Abschnitt soll das zuvor in diesem Kapitel vorgestellte Modell na¨her untersucht
werden. Insbesondere interessieren hierbei, wie bereits in Kapitel 5, Strukturen, welche
genutzt werden ko¨nnen, um eine einfachere numerische Berechnung zu ermo¨glichen. Da
das im vorhergehenden Abschnitt entwickelte Modell sowohl einen mehrdimensionalen
Zustands- als auch Aktionsraum aufweist, ist es umso bedeutender Strukturen fu¨r die
effiziente Berechnung des Optimums abzuleiten, da bei realen Problemen andernfalls ein
erheblicher Rechenaufwand die Folge ist.
Im weiteren Verlauf dieses Abschnitts wird gezeigt, dass die in Gleichung (6.1) an-
gegebene Wertfunktion eine M ♮-konkave Funktion ist (vgl. Kapitel 3.2.3). Diese Ei-
genschaft wird ausgenutzt, um den Suchraum fu¨r potenziell optimale Aktionen stark
einzuschra¨nken.
Wir beginnen zuna¨chst mit der Untersuchung der Eigenschaften der einstufigen Ge-
winnfunktion, da diese im weiteren Verlauf dieses Abschnitts beno¨tigt werden. Dazu
beno¨tigen wir die folgende Definition.
Definition 6.4
Es seien γj : Z→ R mit αj ≥ 1 und hγ,j : Z→ R (j = 1, 2), definiert durch
γj(a) :=

αj, if a > 01, if a ≤ 0
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und
hγ,j(a) := αjwj − γj(a)a.
Bemerkung 6.2
Die Funktionen γj und hγ,j sind grundsa¨tzlich analog zu den in Definition 5.3 bzw. 5.4
eingefu¨hrten Funktionen γ sowie h. Folglich weisen diese auch analoge Eigenschaften
auf, d.h. sie sind insbesondere konkav und monoton fallend.

Die Definition 6.4 ermo¨glicht eine einfachere Darstellung der einstufigen Gewinnfunk-
tion sowie eine u¨bersichtlichere Beweisfu¨hrung im folgenden Lemma 6.2.
Lemma 6.2 (i) Die Funktion r1(i, ·) ist eine separable konkave Funktion fu¨r alle i ∈ I.
(ii) Die einstufige Gewinnfunktion r(s, i, a) ist monoton wachsend in s ∈ S fu¨r alle
i ∈ I, a ∈ D(i).
Beweis
Der Beweis von (i) folgt unmittelbar aus der Konkavita¨t von hγ,j (j = 1, 2).
(ii) ergibt sich wie folgt:
∆sr(s, i, a) = κmin{s+ a1 + a2 + 1, 0} − κmin{s+ a1 + a2, 0} ≥ 0.
Da das Minimum gebildet aus einer konstanten sowie einer monoton wachsenden Funk-
tion ebenfalls monoton wachsend ist, ergibt sich die Ungleichung und somit die Behaup-
tung.
Das folgende Lemma zeigt, dass die Wertfunktion monoton wachsend in s ist. Dies
bedeutet, analog wie in Kapitel 5, dass je mehr Energie eingespeichert ist, desto ho¨her
der zu erwartende diskontierte Gesamtgewinn. Dies ist auch intuitiv einsichtig, da die
Energie zu einem spa¨teren Zeitpunkt dem Speicher entnommen und unter Realisierung
eines Gewinns vera¨ußert werden kann.
Lemma 6.3
Fu¨r alle (s, i) ∈ S × I und 0 ≤ n ≤ N ist Vn(s, i) monoton wachsend in s ∈ S.
Beweis
Der Beweis erfolgt durch vollsta¨ndige Induktion unter Verwendung der Monotonie von T ,
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wobei f ∗n(s, i) eine optimale Aktion im Zustand (s, i) ∈ S×I bezeichne. Offensichtlich ist
VN ≡ 0 monoton wachsend in s. Unter der Annahme, dass Vn+1(s, i) monoton wachsend
in s ist, ergibt sich
Vn(s+ 1, i) = r(s+ 1, i, f
∗
n(s+ 1, i)) + β
∑
i′∈I
gp(p
′)q(w′)Vn+1(T (s+ 1, f
∗
n(s+ 1, i)), i
′)
≥ r(s+ 1, i, f ∗n(s, i)) + β
∑
i′∈I
gp(p
′)q(w′)Vn+1(T (s+ 1, f
∗
n(s, i)), i
′)
≥ r(s, i, f ∗n(s, i)) + β
∑
i′∈I
gp(p
′)q(w′)Vn+1(T (s, f
∗
n(s, i)), i
′)
= Vn(s, i).
Die letzte Ungleichung ergibt sich aus der Induktionsannahme sowie aus Lemma 6.2
(ii).
Das folgende Lemma ist no¨tig, um die M ♮-Konkavita¨t der Wertfunktion zu zeigen.
Lemma 6.4
Fu¨r 0 ≤ n < N und i ∈ I sei Vn+1(s, i)M
♮-konkav in s ∈ S, dann ist auch Vn+1(T (s, a), i)
konkav in s ∈ S fu¨r a ∈ D(i).
Beweis
Da Vn+1(·, i) fu¨r ein festes i ∈ I eine univariate Funktion ist, folgt aus ihrer angenomme-
nen M ♮-Konkavita¨t zuna¨chst ihre Konkavita¨t. Damit kann der Beweis der Konkavita¨t
von Vn+1(T (·, a), i) analog wie in Lemma 5.6 erfolgen.
Das folgende Lemma zeigt, dass das Maximum M ♮-konkaver Funktionen auch M ♮-
konkav ist, was fu¨r die weiteren Strukturaussagen in diesem Kapitel von entscheidender
Bedeutung ist.
Lemma 6.5
Sei z : D → R M ♮-konkav in (s, a), d.h. z(·, i, ·) ist M ♮-konkav. Weiter existiere die
Funktion z∗ : S × I → R definiert durch
z∗(s, i) := max{z(s, i, a)|a ∈ D(i)},
dann ist z∗(·, i) M ♮-konkav.
Beweis
Sei (s, i, a), (s′, i, a′) ∈ D. Da z∗ nach Voraussetzung existiert, gibt es a, a′ ∈ D(i),
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sodass z(s, i, a) = z∗(s, i) und z(s′, i, a′) = z∗(s′, i). Mit der M ♮-Konkavita¨t von z folgt
fu¨r jeweils alle {j1} ∈ supp
+(s− s′) und {j2} ∈ supp
+(a−a′), dass ein {l1} ∈ supp
−(s−
s′)∪{0} oder ein {l2} ∈ supp
−(a−a′)∪{0} existiert, sodass die folgenden Ungleichungen
erfu¨llt sind:
z∗(s, i) + z∗(s′, i) = z(s, i, a) + z(s′, i, a′)
≤ z(s− ej1 + el1 , i, a− ej2 + el2) + z(s
′ + ej1 − el1 , i, a
′ + ej2 − el2)
≤ z∗(s− ej1 + el1 , i) + z
∗(s′ + ej1 − el1 , i).
Es folgt die Behauptung.
Unter Ausnutzung von Lemma 6.5 ist es nun mo¨glich die, M ♮-Konkavita¨t der Wert-
funktion zu zeigen sowie die Berechnung der optimalen Aktion bei Variation des Spei-
cherinhalts um eine Einheit erheblich effizienter zu gestalten. Das bedeutet, dass a¨hnlich
wie im vorhergehenden Kapitel Ober- und Untergrenzen fu¨r die Bestimmung der optima-
len Aktion bei Erho¨hung des Speicherinhalts um eine Energieeinheit angegeben werden
ko¨nnen. Als Folge mu¨ssen lediglich vier Aktionen auf Optimalita¨t untersucht werden.
Satz 6.3
Fu¨r 0 ≤ n < N und i ∈ I gilt
(i) Vn+1(·, i) ist M
♮-konkav;
(ii) LVn(·, i, ·) ist M
♮-konkav;
(iii) f ∗n(s, i)− e1 − e2 ≤ f
∗
n(s+ 1, i) ≤ f
∗
n(s, i) fu¨r (s, i) ∈ S × I;
(iv) Vn(·, i) ist M
♮-konkav.
Beweis
Den Beweis fu¨hren wir mittels vollsta¨ndiger Induktion nach n = N − 1, N − 2, ..., 0. Sei
daher n = N − 1.
Dann gilt:
(i) Nach Voraussetzung ist VN ≡ 0 und damit M
♮-konkav.
(ii) Die M ♮-Konkavita¨t von VN(·, i) nach (i) impliziert zusammen mit Lemma 6.4 die
Konkavita¨t von VN(T (s, a), i) in s und damit auch von β
∑
i′∈I gp(p
′)q(w′)VN(T (s, a), i).
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Da s→ h(s) := κmin{s, 0} ebenfalls konkav in s ist, ergibt sich zuna¨chst die Kon-
kavita¨t von h(s) + β
∑
i′∈I gp(p
′)q(w′)VN(T (s, a), i) in s. Da r1(i, ·) nach Lemma
6.2 (i) eine separable konkave Funktion ist und LVn(s, i, a) = r1(i, a) + h(s+ a1 +
a2)+β
∑
i′∈I gp(p
′)q(w′)VN(T (s, a), i) gilt, ist LVn(·, i, ·) eine quasi separable konka-
ve Funktion und damit insbesondere M ♮-konkav (vgl. Beispiel 3.2 (iii) und Murota
(2004, S. 334)).
(iii) Sei s ∈ S mit s < k, i ∈ I und sei a∗ := f ∗n(s, i) eine Maximalstelle von LVn(s, i, a),
d.h. LVn(s, i, a
∗) = maxa∈D(i){LVn(s, i, a)}.
Fu¨r die nachfolgenden Beweise wa¨hlen wir ein festes i ∈ I, d.h. wir betrachten die
Einschra¨nkung LVn|S×D(i) =: L˜V n. Um das gewu¨nschte Resultat zu zeigen, mu¨ssen
vier Fa¨lle betrachtet werden, wobei die letzten beiden analog zu den vorherigen
hergeleitet werden ko¨nnen und somit zusammengefasst werden.
a) Wa¨hle (s, a∗), (s, a∗) + e1 + k1e2 + k2e3 ∈ S × D(i) fu¨r k1, k2 ∈ N0. Dann
ergeben sich zuna¨chst die folgenden Mengen S+ und S−
S+ := supp
+(((s, a∗) + e1 + k1e2 + k2e3)− (s, a
∗))
S− := supp
−(((s, a∗) + e1 + k1e2 + k2e3)− (s, a
∗)) ∪ {0}.
Da LVn(·, i, ·) = L˜V n(·, ·) nach (ii) M
♮-konkav ist, existiert fu¨r alle {j} ∈ S+
ein {l} ∈ S−, sodass die folgende Ungleichung erfu¨llt ist
L˜V n(s, a
∗) + L˜V n((s, a
∗) + e1 + k1e2 + k2e3) ≤ L˜V n((s, a
∗) + ej − el)
+ L˜V n(((s, a
∗) + e1 + k1e2 + k2e3)− ej + el). (6.2)
Insbesondere muss aufgrund der M ♮-Konkavita¨t von L˜V n(·, ·) fu¨r die Wahl
von j = {1} ∈ S+ und l = {0} ∈ S− gelten
L˜V n(s, a
∗) + L˜V n((s, a
∗) + e1 + k1e2 + k2e3)
≤ L˜V n((s, a
∗) + e1) + L˜V n((s, a
∗) + k1e2 + k2e3).
Aufgrund der Optimalita¨t von a∗ in Zustand (s, i) gilt
0 ≤ L˜V n(s,a
∗)− L˜V n((s, a
∗) + k1e2 + k2e3)
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≤ L˜V n((s, a
∗) + e1)− L˜V n((s, a
∗) + e1 + k1e2 + k2e3).
Es ergibt sich folgende Ungleichung
L˜V n((s, a
∗) + e1) ≥ L˜V n((s, a
∗) + e1 + k1e2 + k2e3), k1, k2 ∈ N0. (6.3)
Aus Ungleichung (6.3) folgt f ∗n(s+ 1, i) ≤ f
∗
n(s, i).
b) Sei nun wiederum (s, a∗), (s, a∗)+e1+k1e2−k2e3 ∈ S×D(i), k1 ∈ N0, k2 ∈ N.
Es ergeben sich die Mengen S+ und S− wie folgt
S+ := supp
+(((s, a∗) + e1 + k1e2 − k2e3)− (s, a
∗)) = {1, 2}
S− := supp
−(((s, a∗) + e1 + k1e2 − k2e3)− (s, a
∗)) ∪ {0} = {3} ∪ {0}.
Insbesondere mu¨ssen aufgrund der M ♮-Konkavita¨t von L˜V n(·, ·) fu¨r die Wahl
von j = {1} ∈ S+ zwei Fa¨lle unterschieden werden.
(a) l = {0} ∈ S−
L˜V n(s, a
∗) + L˜V n((s, a
∗) + e1 + k1e2 − k2e3)
≤ L˜V n((s, a
∗) + k1e2 − k2e3) + L˜V n((s, a
∗) + e1)
und somit wegen der Optimalita¨t von a∗ in Zustand (s, i)
0 ≤ L˜V n(s, a
∗)− L˜V n((s, a
∗) + k1e2 − k2e3)
≤ L˜V n((s, a
∗) + e1)− L˜V n((s, a
∗) + e1 + k1e2 − k2e3).
Es ergibt sich folgende Ungleichung
L˜V n((s, a
∗) + e1) ≥ LVn((s, a
∗) + e1 + k1e2 − k2e3), k1 ∈ N0, k2 ∈ N.
(6.4)
(b) l = {3} ∈ S−
L˜V n(s,a
∗) + L˜V n((s, a
∗) + e1 + k1e2 − k2e3)
≤ L˜V n((s, a
∗) + k1e2 − (k2 − 1)e3) + L˜V n((s, a
∗) + e1 − e3)
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und somit wegen der Optimalita¨t von a∗ in Zustand (s, i)
0 ≤ L˜V n(s,a
∗)− L˜V n((s, a
∗) + k1e2 − (k2 − 1)e3)
≤ L˜V n((s, a
∗) + e1 − e3)− L˜V n((s, a
∗) + e1 + k1e2 − k2e3).
Es ergibt sich fu¨r k1 ∈ N0, k2 ∈ N folgende Ungleichung
L˜V n((s, a
∗) + e1 − e3) ≥ L˜V n((s, a
∗) + e1 + k1e2 − k2e3). (6.5)
Aus den Ungleichungen (6.4) und (6.5) folgt f ∗n(s, i)− e2 ≤ f
∗
n(s+ 1, i).
c) A¨hnlich kann bei der Herleitung der folgenden Ungleichungen vorgegangen
werden:
L˜V n((s, a
∗) + e1 − e2) ≥ L˜V n((s, a
∗) + e1 − k1e2 + k2e3), k1 ∈ N, k2 ∈ N0
(6.6)
L˜V n((s, a
∗) + e1 − e2 + e3) ≥ L˜V n((s, a
∗) + e1 − k1e2 − k2e3), k1, k2 ∈ N
(6.7)
Insgesamt folgt nun (iii).
(iv) Unter Beachtung von Satz 6.2 gilt zuna¨chst Vn(s, i) = maxa∈D(i){LVn(s, i, a)}.
Weiter folgt mit (ii) und Lemma 6.5 die Behauptung.
Ausgehend von derM ♮-Konkavita¨t von VN−1 (nach (iv)) ergeben sich fu¨r n = N−2 nun
dieselben Beweisschritte wie fu¨r n = N − 1. Entsprechend fu¨r n < N − 2.
Damit ko¨nnen wir wie im vorherigen Kapitel einen effizienten Algorithmus angeben,
der die gefundenen Strukturen ausnutzt und zusa¨tzlich die in Satz 6.2 gezeigten Subop-
timalita¨tseigenschaften beru¨cksichtigt. Wir gehen ebenfalls davon aus, dass dem Kraft-
werksbetreiber sowohl der Speicherinhalt als auch die maximal durch beide Kraftwerke
zur Verfu¨gung gestellte Energiemenge und der aktuelle Energiepreis bekannt sind. Das
bedeutet fu¨r die Optimierung, dass wir zu Beginn des Planungshorizonts auf Zeitstufe 0
die Optimierung mit einem festen Anfangszustand beginnen ko¨nnen.
Algorithmus 3
Schritt 1 (Initialisierung)
Wa¨hle den Anfangsfu¨llstand des Speichers s0 ∈ S sowie den Anfangszustand der Umwelt
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(w1,0, w2,0, p0) ∈ I, setze n = N , VN ≡ 0 und berechne s
min
n = s0 +
∑n
j=1
∑n−1
l=0 ⌊a˜j(sl)⌋
fu¨r n = 1, ..., N .
Schritt 2 (Iteration)
Setze n = n− 1, i = (w1, w2, p) = (w1,0, w2,0, p0), C := I.
(a) Setze sn = s
min
n , D˜(sn, i) := {(a1, a2) ∈ A| ⌊a˜1(sn)⌋ ≤ a1 ≤ w1, ⌊a˜2(sn)⌋ ≤ a2 ≤ w2}.
(1) Berechne
Vn(sn, i) = max
a∈D′(sn,i)
{r(sn, i, a) + β
∑
i′=(w′1,w
′
2,p
′)∈I
gp(p
′)q((w′1, w
′
2))Vn+1(T (sn, a), i
′)}
(6.8)
und wa¨hle f ∗n(sn, i) als kleinste Maximalstelle der rechten Seite von (6.8). Ist
n = 0, dann gehe zu Schritt 3. Ist sn = k, dann gehe zu (b). Andernfalls setze
D′(sn + 1, i) = {f
∗
n(sn, i) − e1 − e2, f
∗
n(sn, i) − e1, f
∗
n(sn, i) − e2, f
∗
n(sn, i)} und
sn = sn + 1 und gehe zu (1).
(b) Setze C = C\{i}. Ist C = ∅, gehe zu Schritt 3. Wa¨hle ansonsten ein i′ ∈ C, setze
i = i′ und gehe zu (a).
Schritt 3 (Abbruch)
Falls n = 0, breche ab. Andernfalls fahre mit Schritt 2 fort.
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Kapitel 7
Optimale Steuerung regenerativer
Energiesysteme unter Beru¨cksichtigung
eines Day-ahead Markts
In diesem Kapitel soll ein Modell zur optimalen Steuerung eines Energiesystems unter
Beru¨cksichtigung der Effekte eines Day-ahead Markts fu¨r elektrische Energie entwickelt
werden. Das Energiesystem besteht dabei aus einem Kraftwerk, dessen Stromerzeugung
durch stochastische Einflu¨sse gekennzeichnet ist und einem Energiespeicher. Dem Be-
treiber des Systems bietet sich nun die Mo¨glichkeit Energie entweder im Voraus am
Day-ahead-Markt anzubieten oder aber den Intraday-Handel zur Vermarktung seiner
Energie zu nutzen.
Eine ausfu¨hrliche Beschreibung der Modellzusammenha¨nge sowie die mathemathische
Formulierung des Modells als MEP erfolgt in Abschnitt 7.1.
Im Anschluss sollen Strukturaussagen fu¨r das entwickelte Modell hergeleitet werden,
die ebenso wie in den vorherigen Kapiteln eine erhebliche Reduktion des Aufwands
zur Berechnung des diskontierten Gesamtgewinns und der damit assoziierten Strategien
ermo¨glicht.
7.1 Modellbeschreibung
In diesem Kapitel soll ein Energiesystem bestehend aus einem Kraftwerk zur Erzeu-
gung elektrischer Energie sowie einem Energiespeicher betrachtet werden. Im Gegensatz
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zu den vorherigen Kapiteln besteht das System lediglich aus einem Kraftwerk, wobei
zusa¨tzliche Effekte eines Day-ahead Markts beru¨cksichtigt werden. Vor diesem Hinter-
grund ist es nun das Ziel des Kraftwerksbetreibers, gewinnoptimale Strategien fu¨r den
Betrieb des gegebenen Energiesystems zu ermitteln.
Das betrachtete Kraftwerk soll analog wie in den vorherigen Kapiteln eine stochasti-
sche Stromerzeugungscharakteristik aufweisen, was insbesondere bei regenerativen Ener-
giesystemen wie beispielsweise Windkraft- oder Photovoltaikanlagen aber auch bei be-
stimmten Wasserkraftwerken der Fall ist (vgl. hierzu die Ausfu¨hrungen in Kapitel 2). Im
Gegensatz zu den Modellen, welche in den Kapiteln 5 und 6 betrachtet wurden, soll davon
ausgegangen werden, dass die erzeugte elektrische Energie bevor sie vera¨ußert werden
kann zuna¨chst gespeichert werden muss, wobei je nach betrachteter Speichertechnologie
eine Wandlung der Energie in eine andere Energieform erforderlich sein kann. Beispiels-
weise muss bei Betrachtung eines Windparks in Kombination mit einem Pumpspeicher-
kraftwerk die elektrische Energie, welche durch die Windenergieanlagen erzeugt wurde
im Zuge des Speicherprozesses in potenzielle Energie gewandelt werden (vgl. Kapitel 2).
Im Hinblick auf Windparks bzw. Photovoltaikanlagen stellt die Annahme, dass Ener-
gie zuna¨chst zwischengespeichert werden muss bei bestimmten Systemkonfigurationen
eine vereinfachende Annahme dar, da der Betreiber nicht wie in den Kapiteln 5 und 6
die Mo¨glichkeit hat, die erzeugte elektrische Energie direkt zu vermarkten und auf diese
Weise Konversionsverluste zu vermeiden. Werden jedoch z.B. Speicher- oder Laufwasser-
kraftwerke betrachtet, stellt die Annahme, dass die Energie zuna¨chst im Energiespeicher
zwischengespeichert werden muss, keine Vereinfachung dar, da das Wasser prinzipbe-
dingt zuna¨chst dem Speicherbecken zufließt, bevor es zur Erzeugung elektrischer Energie
verwendet werden kann.
In Analogie zu den Ausfu¨hrungen in Kapitel 6 gehen wir in diesem Kapitel ebenfalls
davon aus, dass das betrachtete Energiesystem eine kleine Leistung im Vergleich mit der
gesamten im Netz verfu¨gbaren Leistung aufweist. Folglich nehmen wir an, dass das Netz
zu jedem Zeitpunkt die von unserem Energiesystem erzeugte Leistung aufnehmen kann,
was grundsa¨tzlich einer unbeschra¨nkten Nachfrage entspricht.
Ebenso wie in Kapitel 5 soll das System u¨ber einen endlichen Planungshorizont N
betrachtet werden, wobei sich dieser aus disjunkten Zeitintervallen der Form [n, n+1) mit
0 ≤ n ≤ N−1 zusammensetzt. Wir verzichten wie in Kapitel 6 auf die Formulierung des
unendlichstufigen Problems, da die grundsa¨tzliche Vorgehensweise analog wie in Kapitel
5 erfolgen kann und keine weiteren Erkenntnisse birgt.
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Da die Stromerzeugung durch das Kraftwerk stochastischen Schwankungen unter-
worfen ist und davon ausgegangen wird, dass zuna¨chst eine Zwischenspeicherung er-
folgt, ist der Zufluss zum Energiespeicher ebenfalls stochastischen Schwankungen un-
terworfen. Folglich kann der Zufluss w als Realisation einer diskreten Zufallsvariable
Wn (n = 0, 1, ..., N − 1) mit bekannter Za¨hldichte q angesehen werden. Weiter wird
angenommen, dass die Zufallsvariablen W0, ...,WN−1 unabha¨ngig sind.
Wie bereits zu Beginn dieses Kapitels angedeutet, besteht das Ziel des betrachteten
Modells ebenfalls in der gewinnoptimalen Steuerung des Energiesystems. Im Gegen-
satz zu den in den vorherigen Kapiteln vorgestellten Modellen soll der Anlagenbetreiber
zu Beginn des n−ten Zeitintervalls jedoch die Mo¨glichkeit haben, im Voraus fu¨r die
na¨chste Zeitstufe eine gewisse Menge a1,n an Energie zu einem einem Preis p1 an einer
Art Day-ahead Markt anzubieten. Gleichzeitig muss er das Energieniveau a2,n des Spei-
chers, welches zum Ende der Zeitstufe, jedoch noch vor dem als zufa¨llig angesehenen
Energiezufluss wn, vorliegen soll, vorgeben. Hierfu¨r kann Energie zu einem Preis von
p2 pro Energieeinheit zugekauft werden, wobei eventuell auftretende Fehlmengen bzw.
U¨berschu¨sse geeignet zu beru¨cksichtigen sind, was im weiteren Verlauf des Abschnitts
noch erla¨utert wird.
Beim U¨bergang von Zeipunkt n zu Zeitpunkt n+1 muss im Hinblick auf das Speicher-
niveau noch der zufa¨llige Zufluss betrachtet werden, was zu folgendem Speicherinhalt in
Periode n+ 1 fu¨hrt
s2,n+1 = a2,n + wn. (7.1)
Entscheidet sich der Anlagenbetreiber beispielsweise fu¨r a2,n = 0, so ergibt sich der
Speicherinhalt zum Zeitpunkt n + 1 allein aus dem als zufa¨llig angenommenen Zufluss
zum Energiespeicher. Des Weiteren gehen wir davon aus, dass der Speicher eine be-
schra¨nkte Kapazita¨t von k Energieeinheiten aufweist. Die Kapazita¨tsbeschra¨nkung wird
dabei, im Gegensatz zu den vorherigen Kapiteln, nicht durch Wahl einer entsprechenden
U¨bergangsfunktion sichergestellt, sondern, a¨hnlich wie der in Kapitel 6 verwendete Mo-
dellierungsansatz zur Vermeidung negativer Speicherzusta¨nde, durch Beru¨cksichtigung
in der einstufigen Gewinnfunktion. So wird der Term −ζmax{s2,n−k, 0} mit ζ ≥ 0 Teil
der einstufigen Gewinnfunktion und nimmt genau dann einen negativen Wert an, wenn
die gespeicherte Energiemenge s2,n die Kapazita¨t k u¨bersteigt und sonst den Wert 0.
Der gewa¨hlte Modellierungsansatz hat beweistechnische Gru¨nde und ist notwendig fu¨r
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die im folgenden Abschnitt hergeleiteten Strukturaussagen. Grundsa¨tzlich ist wie in den
vorherigen Kapiteln auch die Annahme eines unkapazitierten Energiespeichers zula¨ssig.
Analog zu den beiden zuvor vorgestellten Modellen werden Selbstentladungseffekte
nicht modelliert, ko¨nnen aber leicht u¨ber eine Korrektur des Zuflusses beru¨cksichtigt
werden.
Die in der vorangegangenen Zeitstufe zum Verkauf zugesicherte Energiemenge wird
mit s1,n bezeichnet, wobei sich hier fu¨r den U¨bergang von Zeitstufe n auf Zeitstufe n+1
folgender Zusammenhang ergibt:
s1,n+1 = a1,n. (7.2)
Es wird angenommen, dass bei Lieferung einer geringeren Energiemenge als zugesichert,
Strafkosten in Ho¨he von κmax{s1,n − s2,n, 0} Geldeinheiten entstehen. Diese ko¨nnen
beispielsweise als eine Art Vertragsstrafe interpretiert werden, die vorab zwischen dem
Energielieferanten und einem Abnehmer vereinbart worden ist. Weiter soll davon aus-
gegangen werden, dass die Fehlmenge zu einem Preis von p2 wa¨hrend der aktuellen
Zeitstufe nachgekauft und dem Kunden geliefert werden kann. Beispielsweise ko¨nnte p2
den Preis fu¨r den Kauf von Regelenergie u¨ber den Regelenergiemarkt widerspiegeln.
Ist die gespeicherte Energiemenge gro¨ßer als die vereinbarte Liefermenge, d.h. gilt
s1,n ≤ s2,n, so fallen keine Strafkosten an und die gesamte Energienachfrage kann befrie-
digt werden. Die u¨berschu¨ssige Energiemenge, welche nicht fu¨r die Deckung der verein-
barten Liefermenge verwendet wurde, kann entweder je nach gewa¨hltem Speicherniveau
a2,n vollsta¨ndig oder teilweise in die na¨chste Periode u¨bernommen werden, wobei hierfu¨r
keine Kosten anfallen, oder aber zu einem Preis von p2 pro Energieeinheit auf einem
Intraday-Markt verkauft werden. In diesem Zusammenhang ist anzumerken, dass nicht
die gesamte Energiemenge verkauft werden muss sondern auch ein beliebiger Anteil der
zur Verfu¨gung stehenden Energie.
Im Folgenden sollen die bisher getroffenen Annahmen erga¨nzt und u¨bersichtlich zu-
sammengestellt werden.
Annahmen:
(A1) κ ≥ p1 ≥ p2, die Strafkosten, die bei Nichterfu¨llung der zuvor zugesicherten Liefer-
menge entstehen, werden als ho¨her als der erzielbare Ertrag durch Erfu¨llung des
Liefervertrages angenommen. Des Weiteren soll der Preis pro Energieeinheit fu¨r
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den Verkauf der zugesicherten Liefermenge ho¨her sein, als der zuna¨chst als kon-
stant angenommene Zukaufpreis fu¨r eine Einheit Energie. Diese Annahme dient
einer anschaulicheren Darstellung des im weiteren Verlauf des Abschnitts vorge-
stellten Modells und ist nicht zwingend erforderlich. Beispielsweise ko¨nnen analog
wie in Kapitel 5 auch stochastische Preise angenommen werden;
(A2) k ∈ N0 ∪ {∞};
(A3) a1 ≤ b1. Der Anlagenbetreiber kann fu¨r die na¨chste Zeitstufe maximal bis zu einer
oberen Schranke b1 Energie anbieten und zum Preis p1 vera¨ußern;
(A4) a2 ≤ b2. Der Anlagenbetreiber kann lediglich bis zur Obergrenze b2 Energie fu¨r die
na¨chste Zeitstufe zukaufen;
(A5) Der Zufluss zum Energiespeicher wn ∈ {0, ..., wmax} beim U¨bergang zwischen zwei
Zeitstufen, wobei wmax ∈ N0 den maximalen Zufluss pro Zeitstufe bezeichnet,
ist die Realisation einer Zufallsvariablen Wn mit der Verteilung q(·). Weiter wird
angenommen, dass W0, ...,WN−1 unabha¨ngig sind.
Nach der grundlegenden Modellbeschreibung und einer Erla¨uterung sowie Zusammen-
stellung der getroffenen Annahmen soll nun die mathematische Formulierung des Mo-
dells als Markovscher Entscheidungsprozess mit endlichem Planungshorizont, beschrie-
ben durch das Tupel (N,S,A, T,Q, r, VN , β), erfolgen:
Definition 7.1 1. N ∈ N bezeichne den Planungshorizont;
2. S := {0, ..., b1} × {0, ..., b2 + wmax} mit b1, b2 ∈ N0 bezeichne den Zustandsraum.
Die Elemente von S werden mit s = (s1, s2) bezeichnet;
3. A := {(a1, a2) ∈ N0 × N0|a1 ≤ b1, a2 ≤ b2} bezeichne den Aktionsraum. Die
Elemente von A werden mit a = (a1, a2) bezeichnet;
4. (s, w, a) → T (s, w, a) := (a1, a2 + w) ist die U¨bergangsfunktion, wobei s ∈ S,w ∈
{0, ..., wmax}, a ∈ A;
5. Q : S × A× S → [0, 1] ist das U¨bergangsgesetz, definiert durch
Q(s′|s, a) := q(w) fu¨r s′ = T (s, w, a) und 0 sonst;
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6. r : S × A→ R ist die einstufige Gewinnfunktion, definiert durch
r(s, a) = p1s1 − κmax{s1 − s2, 0} − ζmax{s2 − k, 0} − p2(a2 − (s2 − s1));
7. VN : S → R ist die terminale Gewinnfunktion, definiert durch VN(s) = 0;
8. β > 0 ist der Diskontierungsfaktor.
Bemerkung 7.1
Es sei auch hier darauf hingewiesen, dass die Beru¨cksichtigung weiterer stochastischer
Einflussgro¨ßen problemlos mo¨glich ist. Wir mo¨chten jedoch mit der gleichen Begru¨ndung
wie in Kapitel 6 auf eine explizite Reformulierung des in diesem Kapitel gegebenen
Modells verzichten.
Gema¨ß der in Definition 7.1 gegebenen Parameter ko¨nnen wir die Optimalita¨tsgleichung
wie folgt formulieren
Vn(s) = max
a∈A
{
r(s, a) + β
wmax∑
w′=0
q(w′)Vn+1(a1, a2 + w
′)
}
, s ∈ S, 0 ≤ n < N. (7.3)
Um eine u¨bersichtliche Darstellung der im na¨chsten Abschnitt entwickelten Strukturaus-
sagen zu ermo¨glichen, definieren wir die folgenden Operatoren.
Definition 7.2
Fu¨r v ∈M , (s, a) ∈ S × A seien
Jv(a) :=
wmax∑
w′=0
q(w′)v(a1, a2 + w
′)
und
Lv(s, a) := r(s, a) + Jv(a)
definiert.
7.2 Strukturaussagen
In diesem Abschnitt wollen wir das im letzten Abschnitt vorgestellte Modell eingehend
untersuchen und einige Strukturaussagen formulieren. Das Ziel ist es, ebenso wie in den
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beiden vorherigen Kapiteln, den numerischen Aufwand fu¨r die Lo¨sung des gegebenen Op-
timierungsproblems zu reduzieren. Hierfu¨r ist es zuna¨chst erforderlich die L♮-Konkavita¨t
der Wertfunktion zu zeigen, um dann unter Ausnutzung dieser Eigenschaft die Anzahl
der als optimal in Frage kommenden Aktionen bei Variation des Speicherinhalts zu ver-
ringern. Insbesondere bei dem hier vorgestellten Modell ist diese Eigenschaft von großem
Nutzen, da der zweidimensionale Aktionsraum je nach Wahl der Parameter b1 und b2
eine sehr große Anzahl an Elementen enthalten kann.
Zuna¨chst ist zu zeigen, dass die Menge der zula¨ssigen Aktionen sowie der effektive
Definitionsbereich der Wertfunktion L♮-konvexe Mengen sind.
Lemma 7.1 (i) Der Aktionsraum A ist eine L♮-konvexe Menge;
(ii) der Zustandsraum S ist eine L♮-konvexe Menge;
(iii) die Menge S × A ist L♮-konvex.
Beweis
Wir zeigen zuna¨chst (i). Sei s ∈ S und a = (a1, a2), a
′ = (a′1, a
′
2) ∈ A, dann gilt
(0, 0) ≤ (a1, a2) + (a
′
1, a
′
2) ≤ 2(
⌈
a1 + a
′
1
2
⌉
,
⌈
a2 + a
′
2
2
⌉
)
≤ 2(
⌈
b1 + b1
2
⌉
,
⌈
b2 + b2
2
⌉
)
= 2(b1, b2).
Es folgt zuna¨chst
(0, 0) ≤ (
⌈
a1 + a
′
1
2
⌉
,
⌈
a2 + a
′
2
2
⌉
) ≤ (b1, b2).
Da (0, 0), (b1, b2) ∈ A, folgt (
⌈
a1+a′1
2
⌉
,
⌈
a2+a′2
2
⌉
) ∈ A.
Weiter gilt
(0, 0) ≤ 2(
⌊
a1 + a
′
1
2
⌋
,
⌊
a2 + a
′
2
2
⌋
) ≤ (a1, a2) + (a
′
1, a
′
2) ≤ 2(b1, b2)
und damit:
(0, 0) ≤ (
⌊
a1 + a
′
1
2
⌋
,
⌊
a2 + a
′
2
2
⌋
) ≤ (b1, b2).
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Da (0, 0), (b1, b2) ∈ A, folgt (
⌊
a1+a′1
2
⌋
,
⌊
a2+a′2
2
⌋
) ∈ A. Insgesamt impliziert a, a′ ∈ A, dass
auch
⌈
a+a′
2
⌉
,
⌊
a+a′
2
⌋
∈ A, was gerade die Definition einer L♮-konvexen Menge ist.
Der Beweis von (ii) erfolgt analog. (iii) ergibt sich unmittelbar aus (i) und (ii).
Bevor wir die L♮-Konkavita¨t der Wertfunktion zeigen, beno¨tigen wir die L♮-Konkavita¨t
der einstufigen Gewinnfunktion.
Lemma 7.2 (i) Die Funktion h1 : S × A→ R,
h1(s, a) := p1s1 − p2(a2 − (s2 − s1))
ist L♮-konkav;
(ii) die Funktion h2 : S → R,
h2(s) := −κmax{s1 − s2, 0}
ist L♮-konkav;
(iii) die Funktion h3 : N0 → R,
h3(s2) := −ζmax{s2 − k, 0}
ist L♮-konkav;
(iv) r ist L♮-konkav.
Beweis (i) h1 ist als affine Funktion L
♮-konkav (vgl. Beispiel 3.1 und Bemerkung 3.2).
(ii) Sei s = (s1, s2), s
′ = (s′1, s
′
2) ∈ S, dann folgt zuna¨chst aus der L
♮-Konvexita¨t der
Menge S, dass
⌈
si+s
′
i
2
⌉
,
⌊
si+s
′
i
2
⌋
∈ S, i = 1, 2. Weiter folgt durch Unterscheidung
von drei Fa¨llen:
(a)
s1+s′1
2
∈ N0
h2(s) + h2(s
′) = −κmax{s1 − s2, 0} − κmax{s
′
1 − s
′
2, 0}
≤ −κmax{
⌈
s1 + s
′
1 − s2 − s
′
2
2
⌉
, 0} − κmax{
⌊
s1 + s
′
1 − s2 − s
′
2
2
⌋
, 0}
= −κmax{
s1 + s
′
1
2
+
⌈
−s2 − s
′
2
2
⌉
, 0} − κmax{
s1 + s
′
1
2
+
⌊
−s2 − s
′
2
2
⌋
, 0}
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= −κmax{
s1 + s
′
1
2
−
⌊
s2 + s
′
2
2
⌋
, 0} − κmax{
s1 + s
′
1
2
−
⌈
s2 + s
′
2
2
⌉
, 0}
= −κmax{
⌊
s1 + s
′
1
2
⌋
−
⌊
s2 + s
′
2
2
⌋
, 0} − κmax{
⌈
s1 + s
′
1
2
⌉
−
⌈
s2 + s
′
2
2
⌉
, 0}
= h2(
⌈
s+ s′
2
⌉
) + h2(
⌊
s+ s′
2
⌋
),
wobei die Ungleichung aus der L♮-Konvexita¨t der Maximum-Funktion (vgl.
Beispiel 3.1 (ii)) und der Annahme κ ≥ 0 folgt.
(b)
s2+s′2
2
∈ N0
h2(s) + h2(s
′) = −κmax{s1 − s2, 0} − κmax{s
′
1 − s
′
2, 0}
≤ −κmax{
⌈
s1 + s
′
1 − s2 − s
′
2
2
⌉
, 0} − κmax{
⌊
s1 + s
′
1 − s2 − s
′
2
2
⌋
, 0}
= −κmax{
⌈
s1 + s
′
1
2
⌉
−
s2 + s
′
2
2
, 0} − κmax{
⌊
s1 + s
′
1
2
⌋
−
s2 + s
′
2
2
, 0}
= −κmax{
⌈
s1 + s
′
1
2
⌉
−
⌈
s2 + s
′
2
2
⌉
, 0} − κmax{
⌊
s1 + s
′
1
2
⌋
−
⌊
s2 + s
′
2
2
⌋
, 0}
= h2(
⌈
s+ s′
2
⌉
) + h2(
⌊
s+ s′
2
⌋
),
wobei die Ungleichung aus der L♮-Konvexita¨t der Maximum-Funktion (vgl.
Beispiel 3.1 (ii)) und der Annahme κ ≥ 0 folgt.
(c)
s1+s′1
2
/∈ N0,
s2+s′2
2
/∈ N0
h2(s) + h2(s
′) = −κmax{s1 − s2, 0} − κmax{s
′
1 − s
′
2, 0}
≤ −κmax{
⌈
s1 + s
′
1 − s2 − s
′
2
2
⌉
, 0} − κmax{
⌊
s1 + s
′
1 − s2 − s
′
2
2
⌋
, 0}
= −κmax{
s1 + s
′
1 − s2 − s
′
2
2
, 0} − κmax{
s1 + s
′
1 − s2 − s
′
2
2
, 0}
= −κmax{
⌈
s1 + s
′
1
2
⌉
− 0.5−
⌈
s2 + s
′
2
2
⌉
+ 0.5, 0}
− κmax{
⌊
s1 + s
′
1
2
⌋
+ 0.5−
⌊
s2 + s
′
2
2
⌋
− 0.5, 0}
= h2(
⌈
s+ s′
2
⌉
) + h2(
⌊
s+ s′
2
⌋
),
147
Kapitel 7 Beru¨cksichtigung von Effekten eines Day-ahead Markts
wobei die Ungleichung aus der L♮-Konvexita¨t der Maximum-Funktion (vgl.
Beispiel 3.1 (ii)) und der Annahme κ ≥ 0 folgt.
Insgesamt folgt die L♮-Konkavita¨t von h2.
(iii) Der Beweis erfolgt analog zu (ii).
(iv) Der Beweis folgt unmittelbar aus (i), (ii), (iii) und Satz 3.7 (iii).
Es wird sich im weiteren Verlauf der vorliegenden Arbeit als nu¨tzlich erweisen, dass
das Maximum von L♮-konkaven Funktionen wiederum L♮-konkav ist.
Lemma 7.3
Sei z : S × A→ R eine L♮-konkave Funktion und es existiere eine Funktion z∗ : S → R
definiert durch
z∗(s) := max{z(s, a)|a ∈ A}.
Dann ist z∗ L♮-konkav.
Beweis
Sei s, s′ ∈ S. Da z∗ nach Voraussetzung existiert, gibt es a, a′ ∈ A, sodass z(s, a) = z∗(s)
und z(s′, a′) = z∗(s′). Mit der L♮-Konkavita¨t von z folgt
z∗(s) + z∗(s′) = z(s, a) + z(s′, a′)
≤ z(
⌈
s+ s′
2
⌉
,
⌈
a+ a′
2
⌉
) + z(
⌊
s+ s′
2
⌋
,
⌊
a+ a′
2
⌋
)
≤ z∗(
⌈
s+ s′
2
⌉
) + z∗(
⌊
s+ s′
2
⌋
).
Es folgt die Behauptung.
Damit sind wir nun in der Lage die L♮-Konkavita¨t der Wertfunktion zu zeigen, welche
es uns ermo¨glicht, den Suchraum fu¨r die Bestimmung der optimalen Aktion bei Variation
von s1 bzw. s2 um eine Einheit erheblich einzuschra¨nken. Konkret bedeutet dies, dass
bei vorliegender optimaler Aktion fu¨r den Zustand s = (s1, s2) in Zeitstufe n lediglich
vier Aktionen in Zustand (s1, s2)+ej (j = 1, 2) auf der gleichen Zeitstufe auf Optimalita¨t
untersucht werden mu¨ssen. Dies bedeutet insbesondere bei einem Aktionsraum mit sehr
vielen Elementen einen erheblich verringerten Aufwand fu¨r die Bestimmung optimaler
Strategien.
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Satz 7.1
Fu¨r 0 ≤ n < N gilt
(i) Vn+1 ist L
♮-konkav;
(ii) JVn ist L
♮-konkav;
(iii) LVn ist L
♮-konkav;
(iv) f ∗n(s) ≤ f
∗
n(s+ ej) ≤ f
∗
n(s) + e1 + e2 fu¨r s ∈ S, j ∈ {1, 2};
(v) Vn ist L
♮-konkav.
Beweis
Den Beweis fu¨hren wir mit vollsta¨ndiger Induktion nach n = N − 1, N − 2, ..., 0. Sei
daher n = N − 1.
Dann gilt:
(i) Nach Voraussetzung ist VN ≡ 0 und damit L
♮-konkav.
(ii) Seien s ∈ S, a = (a1, a2), a
′ = (a′1, a
′
2) ∈ A. Dann gilt
JVn(a) + JVn(a
′) =
wmax∑
w′=0
q(w′)(Vn+1(a1, a2 + w
′) + Vn+1(a
′
1, a
′
2 + w
′))
≤
wmax∑
w′=0
q(w′)
[
Vn+1(
⌈
a1 + a
′
1
2
⌉
,
⌈
a2 + a
′
2
2
⌉
+ w′)
+Vn+1(
⌊
a1 + a
′
1
2
⌋
,
⌊
a2 + a
′
2
2
⌋
+ w′)
]
=
wmax∑
w′=0
q(w′)Vn+1(
⌈
a1 + a
′
1
2
⌉
,
⌈
a2 + a
′
2
2
⌉
+ w′)
+
wmax∑
w′=0
q(w′)Vn+1(
⌊
a1 + a
′
1
2
⌋
,
⌊
a2 + a
′
2
2
⌋
+ w′)
= JVn(
⌈
a+ a′
2
⌉
) + JVn(
⌊
a+ a′
2
⌋
),
wobei die Ungleichung aus (i) und den Sa¨tzen 3.7 (i) sowie 3.8 folgt. Es ergibt sich
die L♮-Konkavita¨t von JVn.
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(iii) Seien s = (s1, s2), s
′ = (s′1, s
′
2) ∈ S, a = (a1, a2), a
′ = (a′1, a
′
2) ∈ A. Dann folgt
zusammen mit (ii) und Lemma 7.2 (iv)
LVn(s, a) + LVn(s
′, a′) = r(s, a) + JVn(a) + r(s
′, a′) + JVn(a
′)
≤ r(
⌈
s+ s′
2
⌉
,
⌈
a+ a′
2
⌉
) + JVn(
⌈
a+ a′
2
⌉
)
+ r(
⌊
s+ s′
2
⌋
,
⌊
a+ a′
2
⌋
) + JVn(
⌊
a+ a′
2
⌋
)
= LVn(
⌈
s+ s′
2
⌉
,
⌈
a+ a′
2
⌉
) + LVn(
⌊
s+ s′
2
⌋
,
⌊
a+ a′
2
⌋
).
Es ergibt sich die L♮-Konkavita¨t von LVn.
(iv) Sei s = (s1, s2) ∈ S und sei a
∗ := f ∗n(s) eine Maximalstelle von LVn(s, a), d.h.
LVn(s, a
∗) = maxa∈A{LVn(s, a)}. Fu¨r den Fall, dass (s+ei, a
∗+k1e1+k2e2) ∈ S×A
fu¨r k1, k2 ∈ N, ergibt sich aufgrund der L
♮-Konvexita¨t der Menge S × A, dass
(
⌈
s+ s+ ei
2
⌉
,
⌈
a∗ + a∗ + k1e1 + k2e2
2
⌉
) = (s+ ei, a
∗ +
⌈
k1
2
⌉
e1 +
⌈
k2
2
⌉
e2)
und
(
⌊
s+ s+ ei
2
⌋
,
⌊
a∗ + a∗ + k1e1 + k2e2
2
⌋
) = (s, a∗ +
⌊
k1
2
⌋
e1 +
⌊
k2
2
⌋
e2)
ebenfalls Elemente der Menge S × A sind. Da LVn nach (iii) L
♮-konkav ist, ergibt
sich weiter
LVn(s, a
∗) + LVn(s+ ei, a
∗ + k1e1 + k2e2)
≤ LVn(s+ ei, a
∗ +
⌈
k1
2
⌉
e1 +
⌈
k2
2
⌉
e2) + LVn(s, a
∗ +
⌊
k1
2
⌋
e1 +
⌊
k2
2
⌋
e2).
Aufgrund der Optimalita¨t von a∗ in s folgt
0 ≤ LVn(s, a
∗)− LVn(s, a
∗ +
⌊
k1
2
⌋
e1 +
⌊
k2
2
⌋
e2)
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≤ LVn(s+ ei, a
∗ +
⌈
k1
2
⌉
e1 +
⌈
k2
2
⌉
e2)− LVn(s+ ei, a
∗ + k1e1 + k2e2).
Es ergibt sich folgende Ungleichung:
LVn(s+ ei, a
∗ + e1 + e2) ≥ LVn(s+ ei, a
∗ + k1e1 + k2e2), k1, k2 ∈ N. (7.4)
Analog ergeben sich die folgenden Ungleichungen
LVn(s+ ei, a
∗ + e1) ≥ LVn(s+ ei, a
∗ + k1e1 − k2e2), k1 ∈ N, k2 ∈ N0; (7.5)
LVn(s+ ei, a
∗) ≥ LVn(s+ ei, a
∗ − k1e1 − k2e2), k1, k2 ∈ N0; (7.6)
LVn(s+ ei, a
∗ + e2) ≥ LVn(s+ ei, a
∗ − k1e1 + k2e2), k1 ∈ N0, k2 ∈ N. (7.7)
Insgesamt folgt aus (7.4) - (7.7) das gewu¨nschte Resultat f ∗n(s) ≤ f
∗
n(s + ei) ≤
f ∗n(s) + e1 + e2.
(v) Da Vn(s) = maxa∈A{LVn(s, a)} gilt, folgt die Behauptung aus (iii) und Lemma 7.3.
Ausgehend von der L♮-Konkavita¨t von VN−1 (nach (v)) ergeben sich fu¨r n = N − 2
dieselben Beweisschritte wie fu¨r n = N − 1. Entsprechend fu¨r n < N − 2.
Wir geben nun einen Algorithmus an, der die gezeigten Strukturen effizient ausnutzt
und im Vergleich zur klassischen Ru¨ckwa¨rtsrechnung eine erheblich geringere Laufzeit
erzielt:
Algorithmus 4
Schritt 1 (Initialisierung)
Setze n = N und VN(s) = 0 fu¨r alle s ∈ S.
Schritt 2 (Iteration)
Setze n = n− 1, s1 = 0, s2 = 0, A = {(a1, a2) ∈ N0 × N0|a1 ≤ b1, a2 ≤ b2}.
(a) Berechne
Vn(s) = max
a∈A
{
r(s, a) + β
wmax∑
w′=0
q(w′)Vn+1(a1, a2 + w
′)
}
(7.8)
und wa¨hle f ∗n(s) als kleinste Maximalstelle der rechten Seite von (7.8). Ist s2 =
151
Kapitel 7 Beru¨cksichtigung von Effekten eines Day-ahead Markts
b2+wmax, dann gehe zu (b). Andernfalls setze A = {f
∗
n(s)+e1+e2, f
∗
n(s)+e1, f
∗
n(s)+
e2, f
∗
n(s)}, s2 = s2 + 1 und gehe zu (a).
(b) Ist s1 < b1, dann setze s2 = 0, A = {f
∗
n(s) + e1 + e2, f
∗
n(s) + e1, f
∗
n(s) + e2, f
∗
n(s)},
s1 = s1 + 1 und gehe zu (a). Ansonsten gehe zu Schritt 3.
Schritt 3 (Abbruch)
Falls n = 0, breche ab. Andernfalls fahre mit Schritt 2 fort.
Nach der Betrachtung dreier Modelle zur optimalen Steuerung regenerativer Energie-
systeme schließt sich im na¨chsten Kapitel eine Zusammenfassung der Erkenntnisse dieser
Arbeit sowie ein Ausblick auf zuku¨nftige Forschungsvorhaben an.
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Zusammenfassung und Ausblick
8.1 Zusammenfassung
Aufgrund des in Deutschland aber auch weltweit stetig steigenden Bedarfs an elek-
trischer Energie, der immer knapper werdenden fossilen Energietra¨ger sowie der mit
der Verfeuerung dieser Energietra¨ger verbundenen Emissionen von Treibhausgasen und
Schadstoffen, werden von vielen Regierungen Stromerzeugungstechnologien basierend
auf erneuerbaren Energiequellen gefo¨rdert. Dadurch wird mittel- bis langfristig der An-
teil erneuerbarer Energiequellen gegenu¨ber den u¨brigen fossilen Energietra¨gern an der
Stromerzeugung erheblich zunehmen. Allerdings birgt diese Entwicklung im Hinblick
auf eine sichere Stromversorgung auch einige Herausforderungen. So zeichnen sich viele
erneuerbare Energiesysteme durch eine intermittierende Stromerzeugungscharakteristik
aus. Beispielsweise liefert eine Windenergieanlage je nach vorliegender Windgeschwin-
digkeit eine unterschiedliche Leistung. Im Hinblick auf die Netzstabilita¨t ist dies proble-
matisch, da sich zu jedem Zeitpunkt Angebot und Nachfrage nach elektrischer Energie
entsprechen mu¨ssen, was durch einen hohen Anteil in begrenztem Umfang regelbarer er-
neuerbarer Energiesysteme im Netz erheblich erschwert wird. Mo¨gliche Lo¨sungsansa¨tze
liegen in der Erho¨hung der Anzahl von Spitzenlastkraftwerken, die schnell ihre Leistung
abrufen und somit Leistungseinbru¨che erneuerbarer Energiesysteme abfangen ko¨nnen.
Ein Problem stellen in diesem Fall neben den in der Regel hohen Betriebskosten, bei-
spielsweise von Gaskraftwerken, die hohen Investitionskosten dar. Diese Kosten folgen
daraus, dass fu¨r einen sicheren Netzbetrieb ein relativ großer Anteil der Leistung, die
durch intermittierende Energiesysteme erbracht wird, durch entsprechende Spitzenlast-
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kraftwerke abgesichert werden muss.
Eine weitere Maßnahme, die ergriffen werden kann, um fu¨r einen ho¨heren Anteil erneu-
erbarer Energiesysteme im Netz zu sorgen, ist der vermehrte Einsatz von Energiespei-
chern, die eine Ausgleichsfunktion zwischen Angebot und Nachfrage nach elektrischer
Energie einnehmen. Aufgrund der hohen Kosten von Energiespeichern bzw. in Erman-
gelung geeigneter Standorte fu¨r diese ist die Entwicklung optimaler Betriebsstrategien
im Zusammenspiel mit intermittierenden Energiesystemen von großer Bedeutung.
In der vorliegenden Arbeit haben wir drei Modelle entwickelt, die sich dem gemein-
samen Betrieb intermittierender erneuerbarer Energiesysteme und Energiespeichern in
unterschiedlichen Situationen widmen. Die sich dabei ergebenden Optimierungsprobleme
haben wir als Markovsche Entscheidungsprozesse formuliert.
Im ersten der vorgestellten Modelle haben wir ein Energiesystem bestehend aus zwei
Kraftwerken zur Stromerzeugung sowie einem Energiespeicher betrachtet. Der Energie-
output eines der Kraftwerke wird als stochastisch angenommen, sodass die gewa¨hlte
Modellierung sich gut dazu eignet, intermittierende Stromerzeuger, wie z.B. Wind- oder
Photovoltaikanlagen, zu beschreiben. Das zweite Kraftwerk weist die Charakteristik ei-
nes Spitzenlastkraftwerks auf, d.h. eventuelle Leistungseinbru¨che des ersten Kraftwerks
ko¨nnen schnell ausgeregelt werden. Der Betreiber der Anlage ist nun bestrebt eine ge-
gebene Nachfrage nach elektrischer Energie durch den Einsatz der beiden Kraftwerke
sowie dem Energiespeicher gewinnoptimal zu befriedigen. Dabei werden zusa¨tzlich Kon-
versionsverluste fu¨r das Ein- bzw. Ausspeichern von Energie in den Energiespeicher
beru¨cksichtigt. Nach einer Situationsbeschreibung und Formulierung des Problems als
Markovscher Entscheidungsprozess haben wir Strukturaussagen bezu¨glich der optimalen
Strategie gezeigt, die verwendet werden ko¨nnen, um in der Praxis den Optimierungsauf-
wand erheblich zu reduzieren.
Im zweiten Modell haben wir ein a¨hnliches Energiesystem wie schon zuvor in unse-
rem ersten Modell betrachtet. Hier besteht das System wiederum aus zwei Kraftwerken
sowie einem Energiespeicher. Im Gegensatz zum ersten Modell ist nun der Energie-
output beider Kraftwerke als stochastische Gro¨ße anzusehen. Daneben wird auch ein
unterschiedlicher Standort beider Kraftwerke vom Energiespeicher zugelassen. Da unter-
schiedliche Entfernungen sich in den Leitungsverlusten bei der Durchleitung elektrischer
Energie vom Erzeugungsort in den Kraftwerken bis zum Energiespeicher niederschla¨gt,
werden diese zusa¨tzlich zu den Konversionsverlusten fu¨r das Ein- bzw. Ausspeichern in
der Modellierung beru¨cksichtigt. Ebenso wie im ersten Modell ist der Anlagenbetrei-
154
8.2 Ausblick
ber an gewinnoptimalen Betriebsstrategien interessiert. Wir haben das Modell ebenfalls
als Markovschen Entscheidungsprozess formuliert und im Anschluss Strukturaussagen
bezu¨glich der optimalen Strategie hergeleitet. Dazu haben wir verwendet, dass die Wert-
funktion des Markovschen Entscheidungsprozesses M ♮-konkav ist, wobei dieser Ansatz
bisher noch nicht in der uns bekannten einschla¨gigen Literatur verwendet wurde.
Im dritten der vorgestellten Modelle haben wir uns mit einem System bestehend aus
einem Kraftwerk sowie einem Energiespeicher bescha¨ftigt. Ebenso wie in den vorheri-
gen Modellen weist das Kraftwerk eine intermittierende Stromerzeugungscharakteristik
auf, wobei wir jedoch zusa¨tzlich Effekte eines Day-ahead Markts mit in die Modellie-
rung einbeziehen. Es sind folglich im Voraus Entscheidungen daru¨ber zu treffen, welche
Menge an elektrischer Energie fu¨r den Verkauf am Day-ahead Markt angeboten werden
soll. Das Ziel war es wiederum gewinnoptimale Betriebsstrategien fu¨r das betrachtete
System herzuleiten. Dazu wurde wie in den beiden anderen Modellen das zugrundelie-
gende Optimierungsproblem als Markovscher Entscheidungsprozess formuliert. Bei den
anschließend getroffenen Strukturaussagen wurde ausgenutzt, dass die Wertfunktion des
Markovschen Entscheidungsprozesses eine L♮-konkave Funktion ist. Ebenso wie im Ka-
pitel zuvor wurde der gewa¨hlte Ansatz in dieser Form noch nicht in der dynamischen
Optimierung verwendet.
8.2 Ausblick
Die in dieser Arbeit vorgestellten Modelle ko¨nnen als Grundlage fu¨r vielfa¨ltige weitere
Forschungsvorhaben dienen.
Dabei ko¨nnen insbesondere zwei mo¨gliche Richtungen fu¨r ku¨nftige Forschungsta¨tigkeiten
identifiziert werden. So ist zum einen eine Modifizierung bzw. Erweiterung der vorge-
stellten Modelle denkbar, sodass weitere Anwendungsgebiete erschlossen bzw. ein un-
mittelbarer Einsatz in der Praxis ermo¨glicht wird. Zum anderen ergibt sich weiteres
Forschungspotenzial im Bereich der in dieser Arbeit verwendeten Konzepte L♮- bzw.
M ♮-konkaver Funktionen.
Wir wollen uns zuna¨chst auf die erste genannte Richtung konzentrieren.
Eine mo¨gliche Modifikation der in dieser Arbeit vorgestellten Modelle wa¨re die Erwei-
terung der betrachteten Energiesysteme um weitere Kraftwerke und die Beru¨cksichtigung
deren Spezifika. Damit wa¨re es mo¨glich, auch gro¨ßere Kraftwerksparks zu modellieren
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und somit eine gro¨ßere Anwenderzielgruppe anzusprechen. Ein wesentliches Problem,
welches sich hier abzeichnet, ist die hohe Dimensionalita¨t des Zustands- und Aktions-
raums, was in der Praxis zu erheblichen Laufzeitproblemen bei der Lo¨sung fu¨hrt. Um
dies zu vermeiden, mu¨ssten entsprechende Strukturen, wie sie in dieser Arbeit hergelei-
tet wurden, ausgenutzt werden. Hierfu¨r ko¨nnten sich die Konzepte L♮- und M ♮-konkaver
Funktionen eignen.
Neben einer Erho¨hung der Anzahl betrachteter Kraftwerke ist auch eine Erho¨hung des
technischen Detaillierungsgrades der in dieser Arbeit entwickelten Modelle erstrebens-
wert. In diesem Zusammenhang ko¨nnten etwa Kraftwerkskennlinien, wie z.B. Leistungs-
kurven von Kraftwerken oder die elektrotechnische Verhaltensweise des Energiespeichers,
beru¨cksichtigt werden. Als problematisch ko¨nnten sich neben dem hohen numerischen
Aufwand zur Lo¨sung derart komplexer Systeme auch Nichtlinearita¨ten im Verhalten der
betrachteten Bauelemente erweisen.
Ein weiterer Anknu¨pfungspunkt fu¨r zuku¨nftige Forschungsvorhaben liegt in einer de-
taillierteren Modellierung der Energiema¨rkte, auf denen die Kraftwerksbetreiber agieren.
Zwar wurden stochastische Preise in der vorliegenden Arbeit zugelassen, aber es wur-
de beispielsweise auf eine explizite Modellierung von Energieauktionen verzichtet. Aus
diesem Grund erscheint es lohnenswert, die gegebenen Modelle in dieser Hinsicht anzu-
passen. Allerdings ist zu vermuten, dass auch hier eine hohe Dimensionalita¨t des Aktions-
und Zustandraums zu erwarten ist.
Neben einer Anpassung und Erweiterung der in dieser Arbeit vorgestellten Model-
le birgt eine weitere Analyse L♮- und M ♮-konkaver Funktionen vielversprechende For-
schungsansa¨tze.
In diesem Zusammenhang wa¨ren insbesondere Operatoren von Interesse, welche die
Eigenschaften der L♮- oder M ♮-Konkavita¨t erhalten, sodass ein breiteres Anwendungs-
gebiet fu¨r diese Funktionen erschlossen werden kann.
Daneben wa¨re es von Interesse, welche weiteren Strukturaussagen neben den in dieser
Arbeit hergeleiteten durch die L♮- oder M ♮-Konkavita¨t impliziert werden. Dies ko¨nnte
zu einer weiteren Verringerung des Optimierungsaufwands fu¨hren.
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