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ABSTRACT
KRYLOV SUBSPACE SPECTRAL METHODS WITH NON-HOMOGENOUS
BOUNDARY CONDITIONS
by Abbie Desselle Hendley
August 2019
For this thesis, Krylov Subspace Spectral (KSS) methods, developed by Dr. James
Lambers, will be used to solve a one-dimensional, heat equation with non-homogenous
boundary conditions. While current methods such as Finite Difference are able to carry
out these computations efficiently, their accuracy and scalability can be improved. We will
solve the heat equation in one-dimension with two cases to observe the behaviors of the
errors using KSS methods. The first case will implement KSS methods with trigonometric
initial conditions, then another case where the initial conditions are polynomial functions.
We will also look at both the time-independent and time-dependent cases for both sets of
initial conditions for discrepancies in accuracy and efficiency. Our numerical results will be
compared to the results given by Finite Difference methods to show that accuracy can be
improved without sacrificing efficiency.
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NOTATION AND GLOSSARY
General Usage and Terminology
The notation used in this text represents fairly standard mathematical and computational
usage. In many cases these fields tend to use different preferred notation to indicate the same
concept, and these have been reconciled to the extent possible, given the interdisciplinary
nature of the material. In particular, the notation for partial derivatives varies extensively,
and the notation used is chosen for stylistic convenience based on the application. While it
would be convenient to utilize a standard nomenclature for this important symbol, the many
alternatives currently in the published literature will continue to be utilized.
The blackboard fonts are used to denote standard sets of numbers: R for the field of real
numbers, C for the complex field, Z for the integers, and Q for the rationals. The capital
letters, A,B, · · · are used to denote matrices, including capital greek letters, e.g., Λ for a
diagnonal matrix. Functions which are denoted in boldface type typically represent vector
valued functions, and real valued functions usually are set in lower case roman or greek
letters. Caligraphic letters, e.g., V, are used to denote spaces such as V denoting a vector
space, H denoting a Hilbert space, or F denoting a general function space. Lower case
letters such as i, j,k, l,m,n and sometimes p and d are used to denote indices.
Vectors are typset in square brackets, e.g., [·], and matrices are typeset in parenthesese,
e.g., (·). In general the norms are typeset using double pairs of lines, e.g., || · ||, and the
abolute value of numbers is denoted using a single pairs of lines, e.g., | · |. Single pairs of
lines around matrices indicates the determinant of the matrix.
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Chapter 1
INTRODUCTION
Research shows that there is a lack of success in finding practical method(s) to solving
initial boundary value problems (IBVP) with non-homogenous boundary conditions. Krylov
Subspace Spectral (KSS) methods have been applied to various types of partial differential
equations (PDE) but have not yet been applied to these types of problems. KSS methods have
been shown to increase efficiency without loss of accuracy when solving PDEs with homoge-
nous boundary conditions; therefore, these methods will be applied to non-homogenous
boundary conditions to determine if these properties hold. It is important to mention the
scalability property of KSS methods that come from how these methods treat the high and
low frequencies of each Fourier component independently from one another. Further discus-
sion of this property will take place in Chapter 2. Currently, numerical approaches, such as
Finite Difference or Finite Element, are being used to solve IBVPs with non-homogenous
boundary conditions. Although these time-stepping methods are successful in solving these
types of problems, when scaled, they become inefficient due the stiffness that can occur.
For this thesis, we will introduce KSS methods to PDEs with non-homogenous boundary
conditions.
We will consider the time-dependent, variable-coefficient PDE
ut = Lu= puxx+q(x)u (1.1)
with trigonometric and polynomial initial conditions and non-homogenous, Dirichlet bound-
ary conditions. For comparison, we will first apply a Finite Difference (FD) method to
(1.1) with trigonometric initial conditions because it is a well-established method that will
produce accurate results. We will then apply KSS methods to the same problem to compare
numerical results for accuracy and efficiency. Polynomial initial conditions will be applied
to the PDE at hand and the same steps will be taken.
In Chapter 2, we will discuss the background of KSS methods for the general heat
equation and how these methods are used. Chapter 3, section 1 will show how FD methods
handle solving the IVBP at hand. Section 2, we give a detailed discussion of how KSS
methods are applied to the time-independent and time-dependent cases for equation (1.1).
In Chapter 4, numerical results from FD and KSS methods will be presented. Each type of
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initial condition will be discussed separately both with time-dependent and time-independent
boundary conditions. The numerical results of how KSS handles the non-homogenous
boundary conditions will also be discussed. Lastly, an overview of our research and findings
will be summarized in Chapter 5.
2
Chapter 2
BACKGROUND
2.1 Krylov Subspace Spectral Methods
Krylov Subspace Spectral (KSS) methods developed by Lambers [7] are time-stepping
methods that use Gaussian quadrature rules on the spectral domain to compute the Fourier
components of the approximated solution at each time-step. For the partial differential
equation, ut + Lu = 0 with Lu = −puxx+ q(x)u, we let the exact solution operator be
represented by S(t) = exp[−Lt] and 〈·, ·〉 denote the standard inner product on [0,2pi] as
〈 f (x),g(x)〉=
∫ 2pi
0
f (x)g(x)dx.
Given the computed solution u˜(x, tn) at time tn = n∆t, the solution at time tn+1 would be
computed by approximating the Fourier components that would be obtained by applying
the exact solution operator mentioned above to u˜(x, tn). This would yield the following
equation,
uˆ(ω, tn+1) =
〈
1√
2pi
eiωx ,S(∆t)u˜(x, tn)
〉
. (2.1)
These methods approximate the operator L and solution operator S(∆t) by N×N matrices
that represent linear operators on a grid function space. The grid space is an N-point uniform
grid with spacing ∆x = 2piN . This allows us to approximate (2.1) by a bilinear form
uˆ(ω, tn+1)≈
√
∆x eˆHωSN(∆t)u
n (2.2)
where
[eˆω ] j =
1√
N
eiω j∆x, [un] j = u( j∆x, tn)
and
SN(t) = exp(−LNt), [LN ] jk =−p[D2N ] jk+q( j∆x).
Let DN be defined as a discretization of the differentiation operator ∂
2
∂x2 that is defined on
the grid function space. The goal is to approximate the bilinear form of the approximated
solution (2.2) by computing the approximation to
[uˆn+1]ω = eˆHωu
n+1 = eˆHω SN(∆t)u
n. (2.3)
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From the right-hand side of (2.3), if we let
uT = eˆHω , v= u(tn), A= LN and f (λ ) = exp(−λ t),
we can write the bilinear form of the solution derived by Golub and Meurant [3] as
uT f (A)v, (2.4)
which can be approximated using a Gaussian quadrature. Since A is symmetric positive
definite with real eigenvalues, it follows that
b= λ1 ≥ λ2 ≥ ·· · ≥ λN = a> 0,
with corresponding orthonormal eigenvectors q j, j = 1, . . . ,N. Therefore, we can express
(2.4) as follows,
uT f (A)v=
N
∑
j=1
f (λ j)uTq jqTj v (2.5)
We define α j = uTq j and β j = qTj v so that if they are positive increasing, Golub and Meurant
[3] discuss that the bilinear form (2.4) can be written as a Riemann-Stieltjes integral
uT f (A)v= I[ f ] =
∫ a
b
f (λ )dα(λ ) (2.6)
where
α(λ ) =

0 i f λ < a,
∑Nj=iα jβ j i f λi ≤ λ < λi−1, i= 2, . . . ,N,
∑Nj=1α jβ j i f b≤ λ .
(2.7)
It follows from Golub and Meurant [3] that the integral defined in (2.6) can be approximated
using Gaussian quadrature rules, i.e., Gauss, Gauss-Radau, or Gauss-Lobatto. All of these
rules give the same approximation of the form
I[ f ] =
K
∑
j=1
ω j f (t j)+R[ f ] (2.8)
where the nodes t j and weights ω j for j = 1, . . . ,K, can be found by using either the sym-
metric or unsymmetric Lanczos algorithm. From equation (2.6), if u= v, the symmetric
Lanczos algorithm can be used to obtain the nodes and weights. If u 6= v, then the unsym-
metric Lanczos algorithm from [5] must be used. There is a possibility that the weights, if
delta is not chosen to be small enough, may not be positive and destabilize the Gaussian
quadrature rule as in [1], therefore we rewrite (2.4) using decompositions such as
uT f (A)v=
1
δ
[uT f (A)(u+δv)−uT f (A)u]. (2.9)
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2.2 Block Gaussian Quadrature
Because of the possibility of the Gaussian quadrature weights being negative and destabi-
lizing the quadrature rule, we consider a block approach as shown in [5] to approximate
the bilinear form (2.4) using the Gaussian quadrature rules. The bilinear form (2.4) can be
expressed as a block Gaussian quadrature rule[
u v
]T f (A)[ u v ] (2.10)
which results in the 2×2 matrix and each entry of the matrix is of the form α(λ ) from (2.7)∫ a
b
f (λ )dµ(λ ) =
[
uT f (A)u uT f (A)v
vT f (A)u vT f (A)v
]
where µ(λ ) is a 2× 2 matrix function. From the most basic quadrature formula with K
nodes, we get ∫ b
a
f (λ )dµ(λ ) =
K
∑
j=1
Wj f (Tj)Wj+ error,
with Tj and Wj being symmetric 2× 2 matrices. Equation (2.10) can be simplified by
diagonalizing Tj to yield,∫ b
a
f (λ )dµ(λ ) =
2K
∑
j=1
f (λ j)v jvTj + error (2.11)
where λ j are scalars and v j are vectors for each j. In order to solve for λ j and v j, we use
block Lanzcos, proposed by Golub and Underwood in [4] to obtain TK , a block tridiagonal
matrix
TK =

M1 BT1
B1 M2 BT2
. . . . . . . . .
BK−2 MK−1 BTK−1
BK−1 MK
 (2.12)
where each B j and M j are block 2×2 matrices. Next, a symmetric QR algorithm can then
be applied to find the eigenvalues λ j and eigenvectors v j of the matrix.
2.3 Block KSS Methods
In order to express uT f (A)v as
[
u v
]T f (A)[ u v ] , u and v must be orthonormal.
Therefore, a matrix, R j−1(ω) for j = 1,
R0(ω) =
[
eˆω un
]
(2.13)
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is defined for each wave number ω = −N2 +1, . . . ,
N
2 . Let eˆω be the discretization of
1√
2pi
eiωx
and un be the computed solution at time tn. After the QR factorization of R0(ω), we get
R0(ω) = X1(ω)B0(ω). This equation yields the following,
X1(ω) =
[
eˆω
unω
‖unω‖2
]
, B0(ω) =
[
1 eˆHωun
0 ‖unω‖2
]
(2.14)
with unω defined below:
unω = u
n− eˆω eˆHωun. (2.15)
Using R0(ω), X1(ω) and B0(ω) as defined in (2.14) and (2.15), a block Lanczos iteration is
applied to the operator LN which produces a block tridiagonal matrix, TK(ω) of the form,
TK(ω) =

M1(ω) B1(ω)H
B1(ω) M2(ω) B2(ω)H
. . . . . . . . .
BK−2(ω) MK−1(ω) BK−1(ω)H
BK−1(ω) MK(ω)
 (2.16)
This new matrix, TK(ω), yields each Fourier coefficient of the approximate solution at the
next time step, tn+1, as[
uˆn+1
]
ω =
[
BH0 E
H
12 exp(−TK(ω)∆t)E12B0
]
12 (2.17)
where
E12 =
[
e1 e2
]
=

1 0
0 1
0 0
...
...
0 0
 ,
is the matrix of the first two standard basis vectors in the domain.
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Chapter 3
METHODS FOR SOLVING THE HEAT EQUATIONWITH
NON-HOMOGENOUS BOUNDARY CONDITIONS
3.1 Finite Difference Method
We consider the following partial differential equation
ut = Lu= puxx+q(x)u (3.1)
on the domain (0,L) where p is a positive constant and q(x) is a negative function to ensure
exponential decay with initial condition
u(x,0) = f (x)
where f (x) is of the form c+dx+a1 sin(x) for the trigonometric case, c+dx+b1x2 for the
polynomial case and boundary conditions
u(0, t) = α u(L, t) = β .
In order to apply implicit backward Euler in time and central difference in space as defined
in [13], we will define ∆x, ∆t and x j as follows
∆x =
pi
N+1
, N = 2n
∆t =
τ
10
x j = j ·∆x for j = 1,2, . . . ,N
with τ representing the final time. Now, applying backward Euler and central difference as
stated above to equation (3.1) yields,
un+1j −unj
∆t
=
pun+1j+1−2un+1j +un+1j−1
∆x2
+q(x j)un+1j (3.2)
By [13], we can solve equation (3.2) for the next time-step un+1,
un+1 =un+∆t
 p∆x2

−2 1
1 . . . . . .
. . . . . . 1
1 −2
+

q1
q2
. . .
qN

un+1+ p∆t∆x2

α
...
0
β

(3.3)
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where
LN =
p
∆x2

−2 1
1 . . . . . .
. . . . . . 1
1 −2
+

q1
q2
. . .
qN

Simplifying equation (3.3) and solving for the next time-step, un+1, gives the following
equation for each time-step where n> 0,
(I−∆tLN)un+1 = un+ p∆t∆x2

α
...
0
β
 (3.4)
Using the methods above for each time-step, the approximation to the solution of (3.1) can
be found.
3.2 Krylov Subspace Spectral Methods
For KSS methods, we look at equation (3.1) with trigonometric initial conditions and later
polynomial initial conditions. The first case to consider is our partial differential equation
with initial condition u(x,0) = φ(x). In order to apply KSS methods to
ut = puxx+q(x)u on the domain 0 < x< L,
the non-homogenous, time-independent boundary conditions
u(0, t) = k1 and u(L, t) = k2
must be transformed into homogenous boundary conditions as defined in [15]. We will
transform the exact solution of the PDE into the form
u(x, t) = v(x, t)+w(x) = φ(x) (3.5)
where w(x) is a linear function of x that satisfies the boundary conditions. After the
transformation of u(x, t), the transformed PDE will be non-homogenous with a source term
but the boundary conditions will be homogenous. Due to this source term, we must consider
two cases: time-independent and time-dependent boundary conditions for the PDE at hand.
For both cases, let the exact solution have the form
v(x, t) = eLtv(x,0)+
∫ t
0
eL(t−s)F(x,s)ds (3.6)
8
where the source term F(x,s) is equal to q(x)w. It follows that v(x, t) must also satisfy
the PDE, therefore v(x, t) must be of the same form as the solution u(x, t). Given this, the
transformed partial differential equation is given in the form
vt = Lv+Lw−wt . (3.7)
3.2.1 Time-Independent Boundary Conditions
If the source term, denoted by F(x, t) is time-independent and therefore a constant F(x, t) = F(x),
(3.6) simplifies to
v(x, t) =
[∫ t
0
eL(t−s)ds
]
F(x)
= (eLt− I)(L−1)F(x)
where L−1 = f (λ ) = e
−λ t
λ .
By carrying out Lagrange interpolation, we are able to find the form of w(x) for (3.7) as
w(x) = k1+
x
L
(k2− k1). (3.8)
The transformed boundary and initial conditions are respectively,
v(0, t) = v(L, t) = 0 (3.9)
and
v(x,0) = φ(x)−w(x). (3.10)
3.2.2 Time-Dependent Boundary Conditions
If F(x, t) is dependent on time, then the exact solution v(x, t) can be approximated as
v(x, t) =
∫ t
0
eL(t−s)F(x,s)ds
≈ ∑
k
eL(t−sk)F(x,sk)wk
where sk are the Gaussian quadrature nodes and wk are the corresponding Gaussian quadra-
ture weights. Considering the time-dependent boundary conditions
u(0, t) = a(t) and ux(L, t)+hu(L, t) = b(t),
w(x, t) can be represented from the approximate solution v(x, t) as
w(x, t) = a(t)
x−L
0−L + k2(t)
x−0
L−0
= a(t)+
x
L
[k2(t)−a(t)]
9
where
k2(t) = a(t)+
L
1+Lh
[b(t)−ha(t)]
and therefore,
w(x, t) = a(t)
L− x
L
+
x
1+Lh
[b(t)−ha(t)] . (3.11)
The homogenous, time-dependent boundary conditions are the same as (3.9) while the
transformed initial condition holds the same form as (3.10).
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Chapter 4
NUMERICAL RESULTS
In this chapter, numerical results of using KSS methods to solve the one-dimensional heat
equation with trigonometric and polynomial initial conditions will be discussed. In both
cases, we will consider our PDE with time-independent and time-dependent boundary
conditions on the domain (0,pi).
4.1 Trigonometric Initial Condition and Time-independent Boundary Conditions
Recall the partial differential equation at hand
ut = Lu= 2uxx−
(
1+
1
2
sin(x)
)
u (4.1)
on the domain given above. Consider (4.1) with the trigonometric initial condition
u(x,0) = 2x+ sin(x) = φ(x) (4.2)
and non-homogenous boundary conditions
u(0, t) = 0 and u(pi, t) = 2pi (4.3)
that satisfy the initial condition at the boundary points. Since KSS methods currently have no
direct way to solve partial differential equations with non-homogenous boundary conditions,
the non-homogenous, time-independent boundary conditions must be transformed into
homogenous boundary conditions that will satisfy the transformed PDE. The transformed
PDE will be of the same form from (3.5). Before we can define our specific transformed
partial differential equation vt , we need to find a linear function, w(x), that will satisfy the
non-homogenous, time-independent boundary conditions of our PDE. Using the form of
w(x) as defined in (3.8) yields
w(x) = 0+
x
pi
(2pi−0)
=
x
pi
· (2pi)
= 2x. (4.4)
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Since vt must also be a solution to ut = Lu, we define
vt = pvxx+q(x)v+ pwxx+q(x)w−wt
= 2vxx−
(
1+
1
2
sin(x)
)
v+2wxx+
(
1+
1
2
sin(x)
)
w−2x
= 2vxx−
(
1+
1
2
sin(x)
)
v+
(
1+
1
2
sin(x)
)
·2x (4.5)
with transformed initial data
v(x,0) = φ(x)−w(x)
= 2x+ sin(x)−2x
= sin(x) (4.6)
that satisfy the now homogenous boundary conditions of the form (3.9).
4.2 Trigonometric Initial Condition and Time-dependent Boundary Conditions
We now consider (4.1) with trigonometric initial conditions
u(x,0) = t+
t
pi
x+ sin(x) = φ(x) (4.7)
that satisfies the non-homogenous, time-dependent boundary conditions
u(0, t) = t and u(pi, t) = 2t (4.8)
For the time-dependent boundary conditions, w(x, t) is given below of the form defined in
(3.11)
w(x, t) = t+
xt
pi
(4.9)
and the approximated form of v(x, t) is given by vt = pvxx+ q(x)v+ pwxx+ q(x)w−wt
where
vt = 2vxx−
(
1+
1
2
sin(x)
)
v−
(
1+
1
2
sin(x)
)(
t+
xt
pi
)
−
(
1+
x
pi
)
= 2vxx−
(
1+
1
2
sin(x)
)
v− t− xt
pi
− t
2
sin(x)− xt
2pi
sin(x)−1− x
pi
= 2vxx−
(
1+
1
2
sin(x)
)
v− sin(x)t
(
1
2
+
x
2pi
)
− x
pi
(1+ t)− (t+1)
= 2vxx−
(
1+
1
2
sin(x)
)
v−
(
sin(x)t
2
)(
1+
x
pi
)
−
( x
pi
+1
)
(1+ t)
= 2vxx−
(
1+
1
2
sin(x)
)
v−
(
1+
x
pi
)[sin(x)t
2
+(1+ t)
]
. (4.10)
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and
v(x,0) = t+
t
pi
x+ sin(x)−
(
t+
xt
pi
)
= sin(x) (4.11)
that satisfies v(0, t) = v(pi, t) = 0.
4.3 MATLAB Results for Trigonometric Initial Condition Case
Below are the relative norms and solution times given by the MATLAB code for KSS
and Finite Difference methods with trigonometric initial data with time-independent and
time-dependent boundary conditions.
N Iteration Time-Independent KSS Finite Difference Time-Dependent KSS
24
1 0.0033 0.0139 0.0031
2 0.0013 0.0063 0.0012
3 0.0004 0.0027 0.0004
4 0.0001 0.0009 0.0001
5 0.0000 0.0000 0.0000
26
1 0.0037 0.0130 0.0038
2 0.0014 0.0060 0.0015
3 0.0006 0.0025 0.0006
4 0.0003 0.0008 0.0003
5 0.0003 0.0000 0.0003
28
1 0.0042 0.0128 0.0042
2 0.0015 0.0059 0.0016
3 0.0006 0.0025 0.0006
4 0.0003 0.0008 0.0003
5 0.0001 0.0000 0.0001
Table 4.1: Relative norms for KSS and FD with varying number of grid points
N KSS Time-Independent Finite Difference Time-Independent KSS Time-Dependent
24 1.105470 0.0600 1.111361
26 1.418712 0.1300 1.269452
28 1.660096 2.1700 1.515757
Table 4.2: Computational times (in seconds) for relative norms from Table 4.1
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From Tables 4.1 and 4.2, we see that as the number of grid points increases, KSS methods
remain efficient. Although the computational time does increase, it increases at a linear rate
compared to Finite Difference. FD methods hold its efficiency from 24 to 26 nodes but as the
nodes continue to increase, we see a substantial increase in computational time. Comparing
relative norms for both FD and KSS methods, we can see how KSS methods are consistently
more accurate for each value of N for both time-dependent and time-independent boundary
conditions.
(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.1: Plot of solutions u+ 2x with trigonometric initial condition on the boundary
(0,2pi) when N = 16
(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.2: Plot of solutions u+2x on the boundary (0,2pi) when N = 64
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(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.3: Plot of solutions u+2x on the boundary (0,2pi) when N = 256
4.4 Polynomial Initial Condition and Time-independent Boundary Conditions
The second type of initial conditions that are of interest are polynomial ones. Fourier spectral
methods, such as KSS, that use a Fourier series become less effective representing PDEs
that are not smooth. There is a possibility that because of the periodic extension and its
discontinuous derivatives, the errors may not behave as expected. We define the polynomial
initial condition
u(x,0) =−x2+2x+pix= φ(x) (4.12)
that satisfies the non-homogenous, time-independent boundary conditions
u(0, t) = 0 and u(pi, t) = 2pi.
Let us define w(x) and vt as follows:
w(x) = 2x (4.13)
vt = 2vxx−
(
1+
1
2
sin(x)
)
v+2wxx+
(
1+
1
2
sin(x)
)
w−2x
= 2vxx−
(
1+
1
2
sin(x)
)
v+
(
1+
1
2
sin(x)
)
·2x (4.14)
where
v(x,0) = −x2+2x+pix−2x
= −x2+pix (4.15)
that satisfies the transformed, homogenous boundary conditions in (3.9).
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4.5 Polynomial Initial Condition and Time-independent Boundary Conditions
Considering our partial differential equation with polynomial initial conditions
u(x,0) = t+ x
( t
pi
+pi− x
)
= φ(x) (4.16)
that satisfies the same boundary conditions in (4.8). It follows that w(x, t) and v(x, t) can be
defined as
w(x, t) = t+
t
pi
x (4.17)
and
v(x, t) = 2vxx−
(
1+
1
2
sin(x)
)
v−
(
1+
x
pi
)[sin(x)t
2
+(1+ t)
]
(4.18)
with
v(x,0) = t+ x
( t
pi
+pi− x
)
− t− xt
pi
that simplifies to (4.15) and satisfies the same boundary conditions.
4.6 MATLAB Results for Polynomial Initial Condition Case
Below are the relative norms given by the MATLAB code for KSS and Finite Difference
methods with polynomial initial data with time-independent and time-dependent boundary
conditions.
N Iteration Time-Independent KSS Finite Difference Time-Dependent KSS
24
1 0.0035 0.0218 0.0033
2 0.0015 0.0100 0.0012
3 0.0004 0.0042 0.0004
4 0.0001 0.0014 0.0001
5 0.0000 0.0000 0.0000
26
1 0.0038 0.0205 0.0040
2 0.0015 0.0094 0.0016
3 0.0006 0.0040 0.0007
4 0.0004 0.0013 0.0004
5 0.0003 0.0000 0.0003
28
1 0.0043 0.0202 0.0044
2 0.0016 0.0093 0.0016
3 0.0006 0.0039 0.0007
4 0.0003 0.0013 0.0003
5 0.0001 0.0000 0.0001
Table 4.3: Relative norms for KSS and FD with varying number of grid points
16
N KSS Time-Independent Finite Difference Time-Independent KSS Time-Dependent
24 0.973436 0.0400 0.944353
26 1.355917 0.0600 1.108661
28 1.980502 2.0000 1.694438
Table 4.4: Computational times (in seconds) for relative norms from Table 4.3
Looking at the Tables 4.1 and 4.3, the norms across the board are larger but with KSS,
the change in the relative norms from trigonometric initial conditions to polynomial initial
conditions is smaller than the change in FD. As with both initial condition cases, the
computational times increase as the number of grid points increase but KSS methods remain
a linear increase in computational times compared to FD method.
(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.4: Plot of solutions u+ t+ x∗tpi with polynomial initial condition on the boundary
(t,2t) when N = 16
(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.5: Plot of solutions u+ t+ x∗tpi on the boundary (t,2t) when N = 64
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(a) Finite Difference (b) KSS Time-Independent (c) KSS Time-Dependent
Figure 4.6: Plot of solutions u+ t+ x∗tpi on the boundary (t,2t) when N = 256
4.7 MATLAB Results of KSS Methods and Fast Fourier Transform
If we look at the plots of the Fast Fourier Transform for the trigonometric and polynomial
initial conditions at 16, 64 and 256 grid points, we can see that there are some discontinuities
and high-frequency oscillations. This is due to source term that arises once the homogenous
PDE, ut = Lu= puxx+q(x)u, is transformed into a non-homogenous PDE. We can see that
the solution is mostly smooth from the Fourier sine coefficients getting smaller from lower
to higher frequency, or left to right on the graphs below. The rise on the right hand side of
the graphs result from the the source term not satisfying the boundary conditions which
cause those non-negligible high-frequency components known as Gibbs’ phenomenon [12].
The following figures are organized below:
• Figures (a) and (b) use trigonometric initial conditions
• Figures (c) and (d) with polynomial initial conditions
• Figures (a) and (c) are independent of time
• Figures (b) and (d) are dependent on time
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(a) (b)
(c) (d)
Figure 4.7: Fast Fourier sine Transform with 16 grid points.
(a) (b)
(c) (d)
Figure 4.8: Fast Fourier sine Transform with 64 grid points.
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(a) (b)
(c) (d)
Figure 4.9: Fast Fourier sine Transform with 256 grid points.
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Chapter 5
CONCLUSION
From our MATLAB results and figures, we see that both KSS and FD methods con-
verge and hold first-order temporal accuracy. Throughout this research, Krylov Subspace
Spectral methods have shown to remain efficient and accurate with the introduction of
non-homogenous boundary conditions. While KSS methods are known for being 3rd order
accurate [7], this method shows first order accuracy for the problem at hand. We can
conclude that this is due to the source term in each case and the discontinuities that arise
from the high-frequency components. With some further research, KSS methods could
show higher-order accuracy while maintaining their efficiency in time. With proven stability
and scalability for handling non-homogenous boundary conditions, further research can be
applied to other 1-D and 2-D partial differential equations such as the wave equation and
Laplace’s equation.
21
Appendix A
MATLAB CODES
A.1 jacobian.m
function F=jacobian(t,y,problem,A)
%adding the source term of v(x,t) for each problem number (case)
if problem==21 %%time-independent, trig boundary conditions
N=size(y,1);
dx=pi/(N+1);
x=dx*(1:N)’;
F=A*y+(-1)*(1+(1/2).*sin(x))*2.*x;
elseif problem==22 %%time-dependent, trig boundary conditions
N=size(y,1);
dx=pi/(N+1);
x=dx*(1:N)’;
F=A*y+(-1).*(sin(x).*t/2).*(1+(x/pi))-((x/pi)+1).*(1+t);
elseif problem==23 %%time-independent, polynomial boundary conditions
N=size(y,1);
dx=pi/(N+1);
x=dx*(1:N)’;
F=A*y+(-1)*(1+(1/2)*sin(x))*2.*x;
elseif problem==24 %%time-dependent, polynomial boundary conditions
N=size(y,1);
dx=pi/(N+1);
x=dx*(1:N)’;
F=A*y+(-1).*(sin(x).*t/2).*(1+(x/pi))-((x/pi)+1).*(1+t);
else
error(’unsupported problem value’)
end
A.2 arnoldishellH.m
function [ys]=arnoldishellH(problem,A,coef,b,tfun,cs,meth,ord,tol,t)
tau=cs;
if problem==21 && meth==0
%%% Gaussian quadrature rule
wt=[ tau/2 tau/2 ];
tj=[(1/sqrt(3)) (-1/sqrt(3))]*tau/2 + tau/2;
elseif problem==22 && meth==0
wt=[ tau/2 tau/2 ];
tj=[(1/sqrt(3)) (-1/sqrt(3))]*tau/2 + tau/2;
elseif problem==23 && meth==0
wt=[ tau/2 tau/2 ];
tj=[(1/sqrt(3)) (-1/sqrt(3))]*tau/2 + tau/2;
elseif problem==24 && meth==0
wt=[ tau/2 tau/2 ];
tj=[(1/sqrt(3)) (-1/sqrt(3))]*tau/2 + tau/2;
else
wt=[ 5/9 8/9 5/9 ]*tau/2;
22
tj=[ -sqrt(3/5) 0 sqrt(3/5)]*tau/2 + tau/2;
end
fac=N/25;
[ys0i,ys0f,~]=myarnoldiHopt(problem,A,coef,b,tfun,tau,ord);
ys0f=invtransform(ys0f,dim,bc,comp,N);
ys0=ys0i+ys0f;
cs=tau-tj;
erri=0;
errf=0;
dx=pi/(N+1);
x=dx*(1:N)’;
for j=1:length(cs)
%defining the additional terms needed for the transformed PDE
if problem==21 || problem==23
b=(-1)*(1+(1/2).*sin(x))*2.*x;
elseif problem==22 || problem==24
b=(-1).*(sin(x).*(t+tj(j))/2).*(1+(x/pi))-((x/pi)+1).*(1+t+tj(j));
else
error(’unsupported problem value’)
end
[Rjveci,Rjvecf]=myarnoldiHopt(problem,A,coef,b,tfun,cs(j),ord);
erri=erri+wt(j)*Rjveci;
errf=errf+wt(j)*Rjvecf;
end
errf=invtransform(errf,dim,bc,comp,N);
err=erri+errf;
ys=ys0+err;
A.3 initdata.m
function y0=initdata(problem,N)
%define transformed initial data v(x,0) for each problem number (case)
if problem==21
% time-independent , trig boundary condition
dx=pi/(N+1);
x=dx*(1:N)’;
y0=sin(x);
elseif problem==22
% time-dependent, trig boundary condition
dx=pi/(N+1);
x=dx*(1:N)’;
y0=sin(x);
elseif problem==23
% time-independent, polynomial boundary condition
dx=pi/(N+1);
x=dx*(1:N)’;
y0=(-1)*x.^2+pi*x;
elseif problem==24
% time-dependent, polynomial boundary condition
dx=pi/(N+1);
x=dx*(1:N)’;
y0=(-1)*x.^2+pi*x;
else
error(’unsupported problem value’)
end
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A.4 makemat.m
function A=makemat(problem,N)
elseif problem==21 || problem==22 || problem==23 || problem==24
%defining the linear part, Q, of the PDE as a matrix and the differentiation matrix, D
dx=pi/(N+1);
x=dx*(1:N)’;
I=eye(N);
D=-2*I+diag(ones(N-1,1),1)+diag(ones(N-1,1),-1); %D
D=2*D/dx^2+diag((-1)*(1+(1/2).*sin(x))); %p*D+Q
nu=1;
A=sparse(nu*D);
else
error(’unsupported problem value’)
end
A.5 makej.m
function [J,coef]=makeJ(A,u,problem)
if problem==21 || problem==22 || problem==23 || problem==24
%define q(x) as coef for problem numbers
N=size(u,1);
dx=pi/(N+1);
x=dx*(1:N)’;
J=A;
coef=(-1)*(1+(1/2).*sin(x));
else
error(’unsupported problem value’)
end
A.6 fdtimestep.m
now=cputime;
T=1;
N=2^4;
delta_x=pi/(N+1);
dt=T/10;
xj=zeros(N,1);
q=zeros(N,1);
f=zeros(N,1);
e=ones(N,1);
bound=zeros(N,1);
errs=zeros(5,1);
finalu=zeros(N,5);
for j=1:N
xj(j)=j*delta_x;
q(j)=-(1+(1/2)*sin(xj(j)));
f(j)=2*xj(j)+sin(xj(j)); %time-ind trigonometric IC
f(j) = (-1)*xj(j)^2 + 2*xj(j) + pi*xj(j); %time-ind polynomial IC
end
L=2*(1/(delta_x)^2)*(spdiags([e -2*e e],[-1 0 1],N,N))+diag(q);
bound(N)=2*pi;
u=f;
I=eye(N);
plot(xj,u)
hold on
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for k=1:5
ts=round(T/dt);
for i=1:ts
u=(I-dt*L)\((u+((2*dt)/(delta_x^2))*bound));
finalu(:,k)=u;
plot([0;xj;pi],[0;u;2*pi]);
hold on
end
u=f;
dt=dt/2;
end
for g=1:5
errs(g)=norm(finalu(:,g)-finalu(:,5))/norm(finalu(:,5));
end
plot(xj,finalu)
hold on
errs
solntime=cputime-now
25
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