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Abstract. Absolute gravimeter allows to determine the local value of gravity, which
makes challenging its accuracy assessment. The instrumental offsets are classically
estimated by performing comparisons of the results obtained by a set of instruments
measuring at the same location but at different epochs (measuring at the same place
and epoch is physically impossible). Such intercomparison campaigns have been done
a few times since 1980. In this paper, we discuss the method of data processing used
for those comparisons. We demonstrate that one of the methods used is inadequate, as
it underestimates the dispersion of the instrumental offsets, which is the only reliable
quantity that can be obtained from such a comparison. We also propose a new criterion,
based on the minimization of the L1 norm of the offsets, for fixing the constant of the
ill-conditioned problem, which we show to be statistically more precise than the one
classically used.
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1. Introduction
Measuring gravity is a challenging task, as it requires to measure very small deviations
of a strong acceleration. During the 80ies, with the improvement of measurement
techniques, it became possible to build ballistic absolute gravimeters, which determine
the absolute value of the gravity acceleration with a precision of 10−9 at a given place and
time [1]. Such a level of precision is necessary to investigate geodynamic phenomena and
for high precision metrological experiments aiming at the new definition of the kilogram,
for instance [2].
There is no other measurement principle which has a smaller combined
standard uncertainty than the ballistic asolute gravimeters considered here,
which makes it difficult to assess how accurate they are. The only possible way
to estimate their accuracy is to compare them to each other on a regular basis. Since
1980, 8 International Comparisons of Absolute Gravimeters (ICAG) were organized at
the Bureau International des Poids et Mesures (BIPM) [3, and references therein]. The
objectives are: (1) to determine the level of uncertainty in the absolute measurements of
the gravity and (2) to determine a comparison reference value (CRV) for g at the sites
of the BIPM gravity network. Moreover, during the ICAGs, relative spring gravimeters
participated in the determination of the vertical gravity gradient and, since 2001, of the
gravity differences between the different sites. Results including relative gravimeters
in the determination of the comparison reference value have been presented for the
first time in the ICAG-2001 report [4]. Originally, given the small number of absolute
gravimeters, this was done to improve the precision of the transfer in gravity between
the sites, mandatory for comparing the gravity from the different sites at the BIPM
[4]. Since 2003, two regional comparisons of absolute gravimeters were organized at the
Underground Laboratory for Geodynamics in Walferdange (WULG)[5,6]; another one
will be organized in November 2011. Those aim at determining the offsets between the
absolute gravimeters, but they differ from the ICAG as they do not estimate the CRV.
The relative gravimeters do not participate in these comparisons; they were only used
to determine the vertical gravity gradients [5].
The comparison requires all the instruments to measure at exactly the same
location, which is of course physically impossible simultaneously. Consequently, the
comparison is done with instruments measuring the gravity at common locations but at
different epochs. During the last comparisons, the time variable part of the signal has
been monitored either by the absolute gravimeter measuring during comparisons always
at the same location or by a superconducting gravimeter. The observed changes
in the gravity residuals, after correcting for tidal and atmospheric pressure
effects, were below 1 microgal due to favorable meteorological conditions
(Heavy rains may indeed induce gravity changes of a few microgal in less
than an hour). No corrections have been applied as the gravity changes were small
enough to be ignored.
When comparing a large set of instruments, it is not mandatory that every
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instrument measure everywhere or at a same location provided that enough data is
collected to solve for all the unknowns, i.e. the offset of each instrument and the gravity
at each location. During the WULG campaigns, given that 15 sites are available, work
is planned in such a way that (1) each instrument measures at least three sites, (2)
each site is visited by at least three instruments, and (3) two different instruments,
which occupied the same site, did not measure at another common site again. Those
conditions allow a better conditioning of the equation system.
Prior 2001, for the ICAG campaigns, gravity was calculated at each site by
averaging the gravity value coming from each absolute gravimeter that measured at
that site. If a same gravimeter measured more than one time at the same site, each
gravity value was first averaged before contributing to the general average. Then, at each
site and for each gravimeter, the offsets were determined. Finally, the offsets obtained
for each instrument are averaged, giving the final value of the offset of the absolute
gravimeter. For details on the combined adjustment of absolute and relative gravimeter
to transfer the g values at the CRV site see e.g. [4].
From the ICAG 2001 [3, 8], a least-square adjustment of both relative and absolute
gravimeter measurements was performed, where each absolute gravity measurement is
modeled as the sum of the value of the gravity at the site, the instrumental offset and
the measurement error. Francis et al. [6] compared this method, referenced as ”OF” in
that paper and ”Method 2” in this work, to the average method applied for the ICAGs
before 2001 (referenced as ”AG” in [6] and as ”Method 1” in this paper). They evidenced
slightly more dispersed offsets when using Method 2. However, neither this paper nor
ICAG-related publication does further investigate the reason of this dispersion.
The present paper demonstrates that Method 1 provides incorrect estimates of the
offsets, underestimating the dispersion of the gravimeter offsets. Based on a simple
example (3 gravimeters measuring at 3 sites) and a more realistic one (18 gravimeters
and 12 sites) with no measurement errors, we show that Method 1 provides erroneous
results even in the framework of its own hypotheses, whereas the Method 2 finds the
right values. Classically, Method 2 hypothesizes that the average offset is zero, in order
to prevent the equation system from being undetermined. We show in this paper that
this method is highly sensitive to outliers, and that better results can be obtained by
imposing a zero median. This is physically sounded, as it is equivalent to chose the shift
so that the L1-norm of the offsets (i.e. the sum of the absolute values of the individual
offsets) is minimal, which makes sense for metrological instruments such as absolute
gravimeters.
A second part of this paper consists in comparing the methods on actual
measurements. We selected two campaigns: the ICAG 2005, as results were published
with and without incorporating the relative gravimeters, and the WULG 2007 regional
comparison, as, for the first time, the results from the average Method 1 and the least
squares Method 2 were both published.
For the evaluation of comparison data, it is often referred to the procedures
described by Cox [8]. He proposed guidelines for two procedures that could be used
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to evaluate key comparison data. Unfortunately, these procedures treat only the cases
for which all the involved apparatus measure the same quantity resulting in one unique
value. As previously explained, during a comparison of absolute gravimeters, several
sites with different gravity values are used for practical reasons. The Cox’s procedures
cannot be apply directly as they require to transfer all the data to one reference site that
will serve as the CRV. The drawback is that this transfer (for which the gravity ties have
to be measured) will increase the uncertainty budget. Due to the specificity of the AG
comparisons, we propose a third procedure in which the offsets of each gravimeter and
the g values at the different sites are estimated directly from the observations avoiding
the passage by a unique CRV. This approach is not new. This is what is basically done
in Methods 1 and 2.
After the pilote studies, a first Key comparison was performed in 2009. We strongly
believe that the procedure for the evaluation of the data of the absolute gravimeter key
comparisons needs to be defined and agreed upon. This present paper is our contribution
to reach this objective.
2. Resolution Techniques
In an ideal world, an absolute gravimeter comparison experiment would be an easy
thing. We would have a standard gravity, known to a precision much better than what
AG can provide, and we would simply compare the measurement with the standard.
The problem is that there is no such thing as a “perfect” instrument, to which the
others could be compared. Consequently, the instruments can only be compared to
each other, hoping that, somehow, they are correct in average. Looking how well the
AGs are doing in the measurement of g is also a way to evidence systematic errors in
the instrument, the measurement method or in the data processing, if the dispersion of
the results is larger than the declared uncertainties.
In a less perfect but fairly good world, we could put all the instruments at the
same place, so that we could simply compare them all to each other. Unfortunately,
the spatial variation of gravity would require the instrument to be exactly at the same
place, which is physically impossible. In addition, in the real world, the gravity changes
with time, but this is something well known, especially if some absolute or relative
gravimeters are continuously measuring during the comparison campaign. So we can
correct for that, in such a way that we can compare instruments that have been at the
same location at different epochs [6, 8].
The intercomparison consists in having N instruments that have measured at some
of the M available locations, with at least 2 measurements by instrument and by site;
from this information, we want to determine the individual absolute offsets, and possibly
the gravity at each site.
According to Method 1, the average value of all the measurement at each site
is a fair estimate of the gravity at this site. So, the difference between each individual
measurement and this average value is an independent measurement of the instrumental
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offset. Consequently, model is based on the equation (1) here below:
gji − g¯
j = δi + ǫ
j
i (1)
where gji is the measurement value obtained at site j by instrument i, g¯
j is the average
of all the gravity values measured at site j, δi is the offset of instrument i, and ǫ
j
i is the
measurement error for the measure gji .
The Method 2 is conceptually more straightforward. It is based on a normal
equation saying that the gravity value obtained by instrument i at site j is equal to
the sum of the gravity at site j plus the offset of instrument i and the measurement
error:
gji = g
j + δi + ǫ
j
i (2)
The two methods would then be solved by a least square fit, which becomes a simple
mean in Method 1. On the other hand, Method 2 has a huge problem: the system is
ill-conditioned, because a true value of a quantity is by nature indeterminate. In other
words, measurements will be exactly the same for any given number added to all the
offsets and subtracted from all the gravity values.
In order to get a solution, we need to add one equation that prevents the system
to be ill-conditioned. Many solutions can be proposed. For example, we can take one
instrument as exact, with a zero offset, we can consider that the average offset is zero,
or we can impose a subset of offsets to have a zero mean. As the model being exact is
one of the major assumptions of the least square methods, it is not a trivial action, but
we are left with no other choice.
At this point, the Method 1 could seem more appealing, as no such additional
equation is required, but this is not true. Actually, Method 1 uses one similar assumption
by observation site (the average of the measurements at the site is the true gravity),
which makes it more dangerous than Method 2.
3. Simulations
3.1. Case of three gravimeters
3.1.1. Method 1 Let us suppose three absolute gravimeters G1, G2, G3, each measuring
at two sites out of three (A,B,C). Let us write again gj the gravity at site j and δi the
offset of instrument i. Let us also suppose for now that there is no measurement error.
The equation system of Method 1 becomes:
gA
1
−
gA
1
+ gA
3
2
= δ′
1
gB
1
−
gB
1
+ gB
2
2
= δ′′
1
gB
2
−
gB
1
+ gB
2
2
= δ′
2
(3)
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Table 1. Numerical values for a simple case (all in µGal). The line g gives the “true”
gravity values, the column offsets gives the “true” offsets, and the values giX are the
simulated observations. As we work in an idealistic errorless case, the values are simply
the sum of the g value of the column and the offset value of the line.
A B C Offsets δi
G1 g1A = 10 g1B = 10 / 10
G2 / g2B = −50 g2C = −50 -50
G3 g3A = −10 / g3C = −10 -10
g 0 0 0 /
gC
2
−
gC
3
+ gC
2
2
= δ′′
2
gA
3
−
gA
1
+ gA
3
2
= δ′
3
gC
3
−
gC
3
+ gC
2
2
= δ′′
3
According to equation (1), gji = g¯
j + δi , such that the estimator for δi becomes
δˆi =
δ′i + δ
′′
i
2
=
1
2
δi −
δk + δl
4
(4)
with k, l different from i. We can substitute the mean instrumental offset in this
equation:
δ¯ =
δ1 + δ2 + δ3
3
. (5)
The solution of the system is then
δˆi =
3
4
δi −
3
4
δ¯ (6)
The estimators δˆi of the offsets are obviously biased: for example, the values amount
75% of the true ones for a zero mean offset. As an illustration, let us take the numerical
values of Table 1.
With δ¯ = −50/3, and substituting the numerical values into (6), we obtain:
δ1 = 20
δ2 = − 25
δ3 = 5
Those solutions are wrong: the absolute values are obviously not the “true” ones
but, and this is even worse for the comparison purpose, the dispersion of the offsets is
underestimated by about 25%. This can be explained simply. The offset values are the
mean of the offset obtained at each site. When comparing G2 and G3 at the site C –
both with a negative offset, we found a mean value which is deviated to the negative
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values (equal to -30 rather than zero). The two offsets are then determined at site
C using wrong gravity values: -20µGal for G2 (very optimistic) and 20µGal for G3
(pessimistic), which eventually affects the retrieved offsets.
3.1.2. Method 2 In this simple case, the equation system reads:
gA
1
= gA + δ1
gA
3
= gA + δ3
gB
1
= gB + δ1 (7)
gB
2
= gB + δ2
gC
2
= gC + δ2
gC
3
= gC + δ3
We add the following equation, to solve the ill-conditioning of the problem:
δ1 + δ2 + δ3
3
= δ¯ = 0µGal. (8)
As the observation system only allows solving for the unknown within an additive
constant, we have to add an absolute constrain like equation (8). In our synthetic
case, we know that equation (8) is false, and that the equation (9) here below would be
more appropriate
δ1 + δ2 + δ3
3
= δ¯ = −
50
3
µGal. (9)
Unfortunately, in the real world, the true value of the mean offset is unknown, so
we have to guess the absolute information. Many other options could be chosen, for
instance only one of the offsets could be imposed to be zero, but probabilistically, the
variance of the mean is lower than the variance of the individual values, which makes
the expected error smaller. The absolute value obtained from the experience will only
be as good as this information we have guessed. The analytic solution of the system for
the error free problem is
gˆX = gX + δ¯
δˆi = δi − δ¯
(10)
Note that, as long as the absolute information is exact, i.e. δ¯ = 0µGal, the estimates of
the gravity values and of the offsets are exact. Using the numerical values of Table 1,
we found the following numerical values:
δ1 =
80
3
µGal
δ2 = −
100
3
µGal
δ3 =
20
3
µGal
In this synthetic case, we know the true value of the offset, so we can compare our
estimate with the reality. We found offset estimates that are shifted by -50/3µGal=-
16.7µGal from their true value, i.e. exactly the error we did on our absolute information
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Table 2. Numerical values in a realistic case (all in µGal). The gravity value has
been set to 0 everywhere, the column offset gives the “true” offset, and the values are
the simulated observations. As we work in an idealistic errorless case, the values are
simply the value of the instrumental offsets.
Instr. Offset A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12
OO -90.0 -90.0 -90.0 -90.0
O -10.0 -10.0 -10.0 -10.0
1 -1.0 -1.0 -1.0 -1.0
2 1.0 1.0 1.0 1.0
3 1.0 1.0 1.0 1.0
4 2.0 2.0 2.0 2.0
5 -3.0 -3.0 -3.0 -3.0
6 -6.0 -6.0 -6.0 -6.0
7 -5.0 -5.0 -5.0 -5.0
8 0.5 0.5 0.5 0.5
9 -3.0 -3.0 -3.0 -3.0
10 -1.5 -1.5 -1.5 -1.5
11 1.5 1.5 1.5 1.5
12 1.5 1.5 1.5 1.5
13 2.5 2.5 2.5 2.5
14 3.5 3.5 3.5 3.5
15 0.1 0.1 0.1 0.1
16 -4.0 -4.0 -4.0 -4.0
guess. On the other hand, the dispersion of the offsets is accurately estimated to 30.6
µGal: Method 2 allows determining accurately each instrumental offset relative to each
other, i.e. we have an exact relative comparison, but no absolute determination of the
offset.
3.2. Simulations with 18 instruments at 12 different sites
To bring the comparison between the two methods one step further, we built an
additional synthetic case, more similar to the actual ICAG campaigns, with 12 sites
and 18 instruments, of which two present large offsets of -90 µGal(#OO) and -10 µGal
(#O) (Table 2)
Again, both Methods 1 and 2 were applied to retrieve the instrumental offsets.
From Method 1, we obtain an analytical solution for the system for any experiment
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with N measurements at m sites with n instruments, given by:
δˆi = αiδi +
N∑
k = 1
k 6= i
βkδk +
N∑
j=1
ζjǫj. (11)
The coefficients αi, βk and ζj depend on n,m,N , and on the distribution of the
measurements. The αi coefficient tends to 1 and the βk coefficients to zero when the
number of equations increases for a same number of unknowns. The precise values of
these coefficients depend on the distribution of the measurements. In our case, the αi
are close to 0.8 and the absolute values of the βk to 0.1.
Using Method 2, the analytical solution of any experiment reads:
gˆi = gi + δ¯ +
∑N
i=1 γiǫi
δˆi = δi − δ¯ +
∑N
i=1 µiǫi
(12)
The coefficients γi and µi depend on n,m,N , and on the distribution of the
measurements. In this example the measurement errors ǫi are null, as in the previous
case. The numerical solutions for the instrumental offsets of the gravimeters are given in
Table 3, together with the dispersion (standard deviation) of the offsets. As previously,
Method 1 underestimates the dispersion ( σMethod1 = 19.9µGal), while Method 2 got the
right value ( σMethod2 = 21.2µGal). As expected from the analytical solution, the results
from Method 2 are shifted with respect to the right values by the true mean offset of
−6.2µGal. In other words the gravimeters #1-16 are positively biased; this is due to
the two outliers O and OO.
For Method 1, the underestimation can be lowered by removing obvious outliers,
whenever possible. Nevertheless, the equation system used in this method will always
result in an underestimation of the dispersion, as shown by equation (6).
4. Real cases: impact of measurement errors
4.1. Method used
As explained here above, both methods are unable to retrieve the correct absolute
instrumental offsets. Method 2 estimates correctly the relative offsets and, consequently,
the dispersion of the offsets, but they are estimated within an additive constant. By
default, the constant is such that the mean offset is zero. Nevertheless, there is little
reason to believe that the mean of the offsets is zero, but this condition has the advantage
to be linear, which makes it easy to incorporate in the least square problem. So, the
computation is performed that way, and we get a solution to which an arbitrary constant
can be added. However, the problem with imposing a zero mean is that an outliers will
move away the better gravimeters from the true solution, as shown in the previous
example. This can be solved by removing obvious outliers like #OO and #O from the
mean, but it does not help much when the outliers are not so obvious.
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Table 3. Solution of Method 1 and 2 in the realistic synthetic example (Table 2).
The values are in microgal and the dispersion is the standard deviation of the offset
for both methods. For Method 2 the offsets are shifted by 6.2 µGal with respect to
the “true” value.
Instrument δˆMethod1 δˆMethod2
OO -77.7 -83.8
O -7.7 -3.8
1 5.2 5.2
2 1.0 6.2
3 1.2 7.2
4 3.1 8.2
5 -1.3 3.2
6 1.2 0.2
7 1.6 1.2
8 6.6 6.7
9 8.3 3.2
10 5.0 4.7
11 6.6 7.7
12 1.8 7.7
13 10.2 8.7
14 10.7 9.7
15 8.7 6.3
16 9.4 2.2
Dispersion 19.9 21.2
Therefore, instead of imposing
δ¯ =
1
N
N∑
i=1
δi = 0, (13)
we propose to shift the offset values obtained using that assumption by the value δ˜ that
minimizes the L1 norm [10] :
∑
i
|δ˜ − δi|. (14)
This method is much less sensitive to outliers, as it favors the small individual
values rather than the mean value to be small. As explained for instance in [7], it is
equivalent to impose a zero median rather than a zero mean. Note that both methods
(zero mean or minimum L1 norm) come down to subtracting a constant value to all the
offsets: the true (unknown) mean value in the case of the zero mean method or the one
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that will make the L1 norm minimum. Consequently, the error made on the absolute
value is δ¯ in the zero mean case, and δ˜ in the minimum L1 norm case. Our hypothesis,
which we confirm using a numerical experiment here bellow, is that δ¯ > δ˜ in most of
the realistic cases.
To test its behavior with respect to the regular values as well as to outliers, we
made the following numerical experiments:
• The offsets of 15 gravimeters were randomly generated using a Gaussian distribution
with a unit standard deviation;
• Respectively 5,3,1 and 0 outlying offsets were randomly generated using a Gaussian
distribution with a standard deviation equal to 5; this creates sets of respectively
20, 18, 16 and 15 gravimeters. Having a few gravimeters with such outlying offsets
is realistic, given the results of the ICAG 2005 [9];
• Knowing the offsets, the actual mean offset was computed and removed from the
offsets of each gravimeter, then the sum of squared errors
∑
i(δi−δ¯)
2 was computed;
• The same was done using instead of δ¯, the value δ˜ that minimizes the L1 norm;
• The process was repeated 100,000 times, which allows us to generate histograms of
the error distribution for each case.
The results are displayed in Figure 1. When applying the L1 norm, 95% of the
results lye in all cases in the [-0.52,0.52] interval, the zero mean method performs slightly
better only when there is no outlier, lying in the [-0.43,0.43] interval, but its performances
decrease strongly when the number of outliers increases. As expected from the L1 norm
definition, this simulation confirms that the L1 norm method is barely sensitive to the
outliers, which is not the case for the null average process. Note that the distribution in
case of the L1 norm is not as smooth as the zero mean, because applying the L1 norm
is a non-linear process.
Applying this method on the two synthetic cases presented in Table 1 and Table
2, we obtain, respectively, a shift (i.e. an error) δ˜ = −10 (instead of δ¯ = −16.7) and
δ˜ = −0.5 (instead of δ¯ = −6.1) respectively. Consequently, imposing the minimum L1
norm is better than the zero mean as soon as an outlier is present, and performs slightly
worse in cases where no outlier is present (see in Figure 1). The zero mean method is
appropriate only if all the gravimeters present similar offsets, equally distributed around
0, but even only one outlier bias the average. The L1 rule favors the gravimeters having
small offsets, providing a better estimate of the absolute offsets, as it is more likely to
have a set of instruments with small offsets than having a zero mean value for the whole
set of instrument. Note that we also tried with “less outlying” outliers (with a standard
deviation of 3 rather than 5), and the L1 norm solution is still improving the results as
soon as one or more outliers are present.
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0 outlier, 95%=±0.524.
1 outlier, 95%=±0.512.
3 outlier, 95%=±0.512.
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Figure 1. Probability distribution of the error on the offset (in red) and for the
minimum L1 norm (black), for different numbers of outlier. Errors are given on the
horizontal axis in unit of the standard deviation, and the number of events on the
vertical axis is normalized by the number of experiment.
4.2. Applying the L1 norm method on actual cases
In the real world, the true average value δ¯ is unknown. The Method 2 was applied
in order to determine the instrumental offsets δi. In the least square fit, the normal
equations have been weighted by the uncertainties [11] of the individual measurements.
As there is no indication that the measurement errors are normally distributed, we
used a bootstrapping method to estimate the instrumental offsets and site gravity
values. To this end, we performed 100,000 resampling of the experimental data, keeping
constant the number of observations (i.e. allowing replacement, but requesting that
each gravimeter appears at least once) as if the sample was the whole population (see
for instance [12]). This method allows a fairly robust estimation for large samples, even
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if the error distribution is far from being Gaussian. From the 100,000 estimates for the
offset of each instrument and of the dispersion of those offsets, we can get a confidence
interval for the individual offsets and their dispersion.
The bootstrapping of the data provides mean values for the instrumental offsets δi,
then the minimum L1 criterion is applied and provides δ˜. This operation does not affect
the higher moments of the distribution of our results, as the same value is subtracted
from every single values. The results are presented in the next subsections for the ICAG
2005 and WULG 2007 campaigns.
4.3. The ICAG 2005 experience
The ICAG 2005 was a comparison of 19 instruments on 12 sites, with 96 measurements
provided in Table 2.3.1 in Jiang et al [13]. The equations are weighted by the expanded
uncertainties U. The results of the bootstrap evaluation are shown on Figure 2 and in
Table 4. Figure 2 (left panel) shows with a gray scale the probability distribution of each
offset. The values corresponding to darker area are more probable. Vertical red lines
are drawn at values 0 (solid), ±2 (dotted), and ±5 (dashed) µGal. The figure allows
a visual comparison of the probability distributions from the different instruments, but
the 95% confidence intervals are not shown on the figure, to make it more readible, as
they are shown in Figure 3 and given in Table 4.
Figure 2 (right panel) also shows the probability distribution for the offset
dispersion. Note that this distribution, as for the confidence interval of Table 4,
was obtained from the distribution of the offset dispersion obtained from the 100,000
resamplings. The numerical results are summarized in Table 4, where the offset values
(in µGal) corresponding to the 5th, the 50th, and the 95th percentile are given for
each instrument. The last line shows the 5th, the 50th, and the 95th percentile for the
standard deviation of the offsets. These results are compared to the values provided
by Vitushkin et al [9] on Figure 3. Note that, unlike the classical least-square error
estimation, the bootstrapping method used here allows non centered error bars. This
occurs often when an outlying measurement is affecting the data.
4.4. The WULG 2007 experience
For this experience the weights are obtained from the mean set standard deviation
plus a systematic error of 2 µGal, as done by Francis et al [6]. The results from
the bootstrapping are given in Figure 4 and Table 5. The multi-modal probability
distribution of the offset dispersion given on the right panel results from the outlier
effect (gravimeter # 20 does not even show up on the left panel). These results are
compared to the values provided by Francis et al [6] on Figure 5.
When removing the outlier #20, as done in [6], we got more a reasonable offset
dispersion distribution, with the 5th percentile at 2.1, the median at 3.8 and the 95th
percentile at 7.2 µGal (Figure 6). If the second outlier #18 is also removed, this becomes
1.8, 2.4 and 4.0 µGal, respectively.
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Figure 2. : Result from the bootstrapping of the ICAG 2005 experience. Left panel:
Probability distribution for the offset (darker is more likely). Right panel: Probability
distribution of the offset dispersion estimated from the whole dataset.
5. Discussion and conclusions
The intercomparison experiments aim at determining the offsets of a set of absolute
gravimeters by making them measuring together the same gravity values. The Method
1, used among others in [4], is based on the idea that the subset of gravimeters measuring
at the same site has a zero mean offset. The alternative Method 2 was used in [3] and
[5], and compared with Method 1 in [6], based on the assumption that the whole set of
gravimeters has a zero mean offset.
We have shown both from the mathematical point of view and from the synthetic
cases that the Method 1 leads to an underestimation of the absolute value of the offsets,
which in turn underestimates the dispersion of the offsets. Consequently, this method
should not be used in intercomparison of gravimeters.
The other method is ill-conditioned, and can only be solved if an additional
constraint is applied. Since the ICAG 2001 [3], the mean offset is set to zero; this
solves the ill-conditioning problem, but imposes a constant on the system: this constant
is the actual (unknown) mean offset which is added in the solution to the site gravity
values and subtracted to the offset values. Consequently, as the probability of having a
null mean offset is weak, we know that the computation gives erroneous results.
The method is not to be blamed for this, as the physical problem is actually ill-
conditioned. It is impossible to estimate the offset of a set of instruments simply by
comparing them to each other. The Method 2 allows getting a solution, but does not
solve the ill-conditioning issue. The hypothesis of zero mean offset is probably better
for a larger set of instruments, but it is presently impossible to make it so large that
the mean offset would not be an issue.
We proposed here another option in order to fix the constant: we minimize the L1
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Figure 3. Offsets and error bars as determined by Vitushkin et al [9] (blue) and as
given in Table 4.
norm of the offset values. This solution does not provide an exact solution, but it is
more robust in case of outliers, as it favors instruments having the smallest offsets.
We obtained an offset dispersion of 4.4 µGal (ICAG 2005) and 3.8 µGal (WULG
2007), this value is more robust for the 2005 campaign than for the 2007, where the
bootstrapping has shown a strong variability under resampling, which is due to strongly
biased gravimeters. This problem can be solved by excluding the biased gravimeters
from the calculations.
From the results shown here, we also confirm that a single instrument is not likely
to provide alone measurements at the microgal level accuracy. On the other hand, when
comparing two measurements performed with the same instrument, the time change of
the gravity can be determined with such an accuracy, given that no instrumental drift
(for instance on the laser) occurred and that the instrumental setup is exactly the same
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Figure 4. Result from the bootstrapping of the WULG 2007 regional comparison. Left
panel (A): Probability distribution for the offset values (darker is more likely; for the
instrument #20 the offset lies outside the graph limits). Right panel (B): Probability
distribution of the offset dispersion estimated from the whole dataset. This value is
strongly influenced by the gravimeter # 20.
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Figure 5. Offsets and error bars as determined by Francis et al [6] (blue), as given in
Table 5 (red) and obtained by method 2 when the # 20 has been removed (green).
Revisiting absolute gravimeter intercomparisons 17
Table 4. ICAG 2005: 5th, 50th, and 95th percentile estimations for the offset of each
instrument (in µGal). The last line shows the estimation of dispersion equivalent to
the standard deviation of the offsets for the whole set of instruments. Note that this
value is obtained directly from the bootstrapping, and is thus not equal to
the standard deviation of the above numbers.
Instrument 5th percentile Median 95th percentile
A10#008 5.5 8.3 11.5
FG5#101 -3.4 -1.5 0.2
FG5#108 3.4 5.0 6.6
FG5#202 2.6 4.3 6.3
FG5#206 -1.2 1.3 4.9
FG5#209 -7.8 -6.5 -5.1
FG5#211 2.3 3.8 5.5
FG5#213 -2.8 -0.3 1.7
FG5#215 -1.7 -0.1 1.7
FG5#216 -0.2 4.1 6.1
FG5#221 -2.5 0.0 2.5
FG5#224 -3.8 0.6 4.5
FG5#228 -3.7 -2.3 -0.9
FGC-1 -5.7 -3.1 -1.1
GABL 3.6 6.2 8.3
IMGC-02 -4.2 -0.5 2.9
JILAg#2 -3.1 -1.3 0.5
JILAg#6 -9.2 -3.6 2.8
TBG -6.0 6.3 14.6
Dispersion 3.6 4.4 5
for the two measurements.
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