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ABSTRACT
Most of the dynamical cores of operational global models can be broadly classified according to the spatial
discretisation into two categories: spectral models with mass-based vertical coordinate and grid point models
with height-based vertical coordinate. This article describes a new non-hydrostatic dynamical core for a global
model that uses the spectral transform method for the horizontal directions and a height-based vertical
coordinate. Velocity is expressed in the contravariant basis (instead of the geographical orthonormal basis
pointing to the East, North and Zenith directions) so that the expressions of the boundary conditions and the
divergence of the velocity are simpler. Prognostic variables in our model are the contravariant components of
the velocity, the logarithm of pressure and the logarithm of temperature. Covariant tensor analysis is used to
derive the differential operators of the prognostic equations, such as the curl, gradient, divergence and
covariant derivative of the contravariant velocity. A Lorenz type grid is used in the vertical direction, with the
vertical contravariant velocity staggered with respect to the other prognostic variables. High-order vertical
operators are constructed following the finite difference technique. Time stepping is semi-implicit because it
allows for long time steps that compensates the cost of the spectral transformations. A set of experiments
reported in the literature is implemented so as to confirm the accuracy and efficiency of the new dynamical
core.
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1. Introduction
Spectral transform methods have been widely used in
global numerical weather prediction during the last four
decades. The first one-level global spectral model was
developed by Bourke (1972), including the semi-implicit
technique developed by Robert et al. (1972). Soon after,
multilevel global models with a spectral horizontal dis-
cretisation and a semi-implicit time stepping were devel-
oped (e.g. Bourke, 1974; Hoskins and Simmons, 1975;
Daley et al., 1976). Global spectral models are charac-
terised by the use of the spherical harmonic functions
for the semi-implicit solver and also by the application of
the spectral transform method to find the horizontal spatial
derivatives of the prognostic variables at the grid points.
Currently, most global spectral models use the set
of hydrostatic primitive equations with a hybrid vertical
coordinate based on the hydrostatic pressure (Simmons
and Burridge, 1981). The Integrated Forecast System
(IFS) of the European Centre for Medium-Range Weather
Forecasts (ECMWF) (Ritchie et al., 1995) is a reference
example with well-known forecasting skills for the medium
range (Haiden et al., 2012). A non-hydrostatic extension
of the IFS has been recently developed and tested (Wedi
and Smolarkiewicz, 2009). The dynamics of this non-
hydrostatic version of the IFS follows closely the core of
the ALADIN limited-area model formulation (Benard
et al., 2010). However, the non-hydrostatic IFS is an
exception among the non-hydrostatic global models, since
most of them do not use spectral transform methods and
have a height-based vertical coordinate [e.g. the UM
(Davies et al., 2005) and the NICAM (Satoh et al., 2008)].
The dynamical core presented here is, to the authors’
knowledge, the first non-hydrostatic global spectral model
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with a height-based vertical coordinate. The height-based
coordinate has some pros and cons when compared to the
mass-based coordinate. The main disadvantage of height-
based coordinate is that it is less stable, as deduced from
a linear stability analysis of the one-dimensional vertical
acoustic system in an isothermal atmosphere (Be´nard,
2003). When considering the three-dimensional set of Euler
equations for an unbounded flow, mass-based coordinate is
demonstrated to be also more stable than height-based
coordinate (Be´nard et al., 2004). Height-based coordinate
has important advantages in other aspects. One advantage
is that it is time independent and, therefore, the metric
terms are constant in time: the covariant formula-
tion, also called coordinate-independent formulation, is
applied straightforwardly to the Euler equations for time-
independent coordinates, but it is much more complicated
in the case of time-dependent coordinates (Luo and
Bewley, 2004). There are two consequences of using the
covariant formulation: the simplification in the formula-
tion of the boundary conditions and the simpler form of
the divergence of the velocity. Boundary conditions are
as simple as to set the vertical contravariant velocity equal
to zero at the upper and lower boundaries, and these
conditions can be included in the semi-implicit solver
through the definition of the vertical operators, as shown
in Section 3. The second advantage of using covariant
formulation regards to the divergence: when expressing
the divergence as a function of the components of the
velocity in the geographical orthonormal basis (pointing
East, North and Zenith directions) and using the vertical
derivative with respect to a hybrid vertical coordinate, there
appears a term that depends on the vertical variation of the
horizontal velocity which can lead to numerical problems
(Be´nard et al., 2005). However, when the contravariant
components of the velocity are used, the divergence has a
simpler form and this problematic term does not show up.
In our model, this simpler expression of the divergence
is split in two terms: one is treated implicitly and the other
is a pure advection of a metric term related to the differ-
ence between the volume densities of the linear and non-
linear model geometries, as detailed in Section 2. Another
advantage of the height-based coordinate is that it does not
require the use of integral operators, unlike the mass-based
coordinate. The discrete versions of the differential and
integral operators in the ALADIN model must fulfil a set
of constraints for solving the semi-implicit linear system
(Bubnova´ et al., 1995), and the finite-difference scheme
used in the formulation of the vertical operators is chosen
accordingly. With height-based coordinates, there is no
need to fulfil constraints for solving the semi-implicit linear
system and, therefore, there is more freedom to choose the
form and accuracy of the vertical operators.
In summary, from the linear stability point of view,
height-based vertical coordinate is worse than mass-based
vertical coordinate, and thus a stronger time filter mechan-
ism must be used. On the other hand, height-based vertical
coordinate allows an easier implementation of the covar-
iant formulation, which in turn permits a simpler formula-
tion of the boundary conditions and a compact form of the
three-dimensional divergence suitable for the semi-implicit
technique. Moreover, there are no constraints for the
vertical operators to be satisfied in the semi-implicit solver.
This article is divided into the following sections. Section
2 discusses the covariant formulation of the equations,
including the linear and non-linear model geometries.
The spatial discretisation is described in Section 3. The
semi-implicit scheme and the stability analysis are detailed
in Section 4. Section 5 describes the results of the tests, and
conclusions are summarised in Section 6.
2. Model formulation
In our model, the three-dimensional velocity v, the
logarithm of temperature r ¼ ln T and the logarithm of
pressure q ¼ ln p are the proposed prognostic variables.
For this particular set of variables, the system of compres-
sible Euler equations in a reference frame affixed to the
Earth is (Zdunkowski and Boot, 2003).
dv
dt
þ 2X v þ Rerrqþr/ ¼ F (1)
dr
dt
þ R
Cv
r  v ¼ Q
Cve
r
(2)
dq
dt
þ Cp
Cv
r  v ¼ Q
Cve
r
; (3)
where X is the angular velocity of the Earth, / the
geopotential (/ ¼ gf being f the distance to the centre of
the Earth), F the diabatic momentum forcing, Q the
diabatic heating rate per unit mass and unit time, r the
gradient operator, rthe divergence operator, R the gas
constant for dry air, Cp the specific heat capacity of dry
air at constant pressure and Cv the specific heat capacity
of dry air at constant volume. By using the logarithms of
pressure and temperature as prognostic variables, their
prognostic equations become linear with respect to the
three-dimensional divergence. This is a desirable property
as we use the semi-implicit scheme for the time integration
where stability is usually enforced when linear and non-
linear model equations are similar. The difference between
the linear and non-linear prognostic equations is shown in
detail in Section 3.
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2.1. Covariant formulation
In this work, we explore the use of a fully coordinate-
independent formulation of the Euler equations in the
context of numerical simulation on the sphere. By
‘coordinate-independent formulation’ we mean that the
model equations are written in a curvilinear terrain-
following coordinate system, and the velocity, as well as
any other tensor, is expressed in the corresponding covari-
ant or contravariant basis of this coordinate system, in
contrast to the generalised use of a local orthonormal basis.
The use of a coordinate-independent formulation is
not new in numerical weather prediction, e.g. Pielke and
Martin (1981), Sharman et al. (1988) and Yang (1993).
However, the use of a coordinate-independent formulation
for a horizontally spectral fully compressible global model
is new.
2.2. Coordinate system
We consider three different coordinate systems in the
development of the model equations. First, we consider a
Cartesian system referenced to the Earth with coordinates
ðx; y; zÞ, where the origin is placed at the centre of the
Earth, the z axis is in the direction of the north pole,
and the x and y axes are in the equatorial plane, with the
x axis pointing to the zero longitude meridian. Second,
the geographical coordinate system, given by the longitude,
latitude and the distance to the centre of the Earth and
denoted by ðk;u; fÞ. Finally, the model coordinates
ðX ;Y ;ZÞ, which are defined as the geographical longitude
and latitude and a hybrid vertical coordinate. The relation-
ship between these coordinates is as follows:
x ¼ f cosu cos k (4)
y ¼ f cosu sin k (5)
z ¼ f sinu; (6)
and
k ¼ X (7)
u ¼ Y (8)
f ¼ bðX ;Y ;ZÞ; (9)
where bðX ;Y ;ZÞ is a function that depends on the
orography. We use the Gal-Chen vertical coordinate Z
defined by Gal-Chen and Sommerville (1975):
bðX ;Y ;ZÞ ¼ aþHBðX ;Y Þ ð1 ZÞ þHT Z; (10)
where a is the Earth radius, HT is the height of the rigid
top of the spatial domain and HBðX ;YÞ represents the
orography. Note that the geopotential is simply / ¼ gb.
An alternative choice for an orography-following vertical
coordinate is to use a height-based hybrid coordinate with
an exponential vertical decay of the terrain influence (Scha¨r
et al., 2002). The entire model formulation is left open to an
arbitrary choice of the b function; however, it must satisfy
two restrictions: the bottom and top surfaces must be
defined by the values Z0 and Z1, respectively, and it
must ensure that the coordinate transformation is bijective.
2.3. Metric tensor
Following the Riemannian geometry theory (Ba¨r, 2010),
a first required step is to derive the metric tensor G in the
new coordinates. It can be found from the expression of
the metric tensor in Cartesian coordinates, which is the
identity, and the Jacobian matrix from Cartesian to model
coordinates JCM , by means of the expression G ¼ JTCM  JCM .
In turn, JCM ¼ JCG  JGM , where JCG is the Jacobian matrix
from Cartesian to geographical coordinates and JGM is the
Jacobian matrix from geographical to model coordinates.
Thus, JCG is directly derived from eqs. (4)(6) and can be
written as
JCG ¼
@ðx; y; zÞ
@ðk;u; fÞ
¼
f cosu sin k f sinu cos k cosu cos k
f cosu cos k f sinu sin k cosu sin k
0 f cosu sinu
0@ 1A:
(11)
Similarly, JGM is found from eqs. (7)(9) and results
JGM ¼
@ðk;u; fÞ
@ðX ;Y ;ZÞ ¼
1 0 0
0 1 0
bX bY bZ
0@ 1A; (12)
where bX, bY and bZ are the partial derivatives of
bðX ;Y ;ZÞ with respect X, Y and Z, respectively. With
these results, the metric tensor in the model coordinates
is expressed as
G ¼ JTCM  JCM ¼
b2 cos2 Y þ b2X bXbY bXbZ
bXbY b
2 þ b2Y bYbZ
bXbZ bYbZ b
2
Z
0@ 1A:
(13)
The contravariant metric tensor H is the inverse of the
covariant metric tensor. Appendix A.1 shows its compo-
nents in detail.
Finally, the derivation of the divergence of the velocity,
discussed below, requires the expression of the square root
of the determinant of the covariant metric tensor, which is
jGj12 ¼ b2 bZ cosY :
The shallow atmosphere approximation is widely used in
global models. It consists in replacing b(X,Y,Z) with the
radius of the Earth a in eq. (13). Some of the tests in
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Section 5 are performed using the shallow atmosphere
approximation. The shallow atmosphere metric tensor G^ in
model coordinates is
G^ ¼
a2 cos2 Y þ b2X bXbY bXbZ
bXbY a
2 þ b2Y bYbZ
bXbZ bYbZ b
2
Z
0@ 1A: (14)
Observe that horizontal derivatives of bðX ;Y ;ZÞ are not
considered zero in this approximation. From the definition
of the vertical coordinate given in eq. (10), it follows that
bX ¼ @XHBðX ;YÞ ð1 ZÞ and bY ¼ @YHBðX ;Y Þ ð1 ZÞ
may not be small, even when the shallow atmosphere
approximation a >> HT is valid.
Still another metric tensor is required for the implemen-
tation of the model. The semi-implicit scheme we use for
the temporal discretisation involves a linear version of the
non-linear eqs. (1)(3). The linear model must be horizon-
tally homogeneous with constant coefficients in order to
efficiently solve the semi-implicit linear system using the
spectral transform method. These conditions are fulfilled
when the linear model is based on a reference state which is
an isothermal and hydrostatically balanced shallow atmo-
sphere at rest with a flat lower boundary. The absence of
orography in the linear model is necessary in order to find
an exact solution of the linear system at each semi-implicit
time step. The linear model geometry is defined by using
bðZÞ ¼ aþHT Z instead of bðX ;Y ;ZÞ defined in eq. (9).
Note that, despite the linear and non-linear geometries
share the same upper boundary and have different lower
boundaries, the domain in model coordinates is the same in
both geometries (that is, Z ranging from 0 to 1 and X and Y
being the longitude and latitude, respectively). The metric
tensor for the linear model is found from the shallow
atmosphere metric tensor [eq. (14)] substituting bðX ;Y ;ZÞ
with bðZÞ
G ¼
a2 cos2 Y 0 0
0 a2 0
0 0 H2T
0@ 1A: (15)
We call G the ‘linear metric tensor’ in the sense that it is the
metric used for the linear model.
2.4. Free slip boundary conditions
The advantages of using the contravariant velocity
as prognostic variable, and specially its vertical component,
become clear when applying the free slip conditions at
the lower and upper boundaries of the domain, as they
are simply _Z ¼W ¼ 0 at both Z0 and Z1. These
boundary settings are the same for the linear and non-
linear geometries. We cannot emphasize enough the
importance of the simplicity of this condition, as no explicit
corrections are needed for the vertical velocity obtained at
each semi-implicit time step. In the geographical orthonor-
mal basis, the free slip condition at the bottom reads
w ¼ v  rHB (being w the component of the velocity in
the Zenith direction, v the horizontal velocity and rHB
the horizontal gradient of the orography). Therefore,
w is generally not zero at the lower boundary, and we
would not be able to solve the semi-implicit linear system
using w, as there is no way to impose the free slip condition
w ¼ v  rHB for the velocity at the next time step. Never-
theless, w could be used as prognostic variable, although
the semi-implicit linear system should be necessarily con-
structed using W. If w was used as a prognostic variable,
its value would be calculated from W and the components
of the horizontal velocity. Also, before solving the semi-
implicit linear system, the forcing terms for W should
have to be calculated from the forcing terms of w and the
horizontal velocity. These drawbacks are avoided with
the use of the contravariant vertical velocity as prognostic
variable.
2.5. Divergence operator
If simple boundary conditions are a strong reason
for selecting the contravariant velocity components as
prognostic variables, an expression for the divergence of
the velocity suitable for the semi-implicit scheme is a
second but not less important justification. The divergence
is written as
r  V ¼ 1
jGj12
@
@Xj
jGj12 Vj
 
; (16)
where ðV 1;V 2;V 3Þ ¼ ðU ;V ;WÞ are the contravariant
components of the velocity and ðX 1;X 2;X 3Þ ¼ ðX ;Y ;ZÞ
are the model coordinates. Einstein summation over
repeated indexes is used (same notation is used throughout
the paper when necessary). This form of the divergence is
more convenient than the expression found when consider-
ing the components of velocity in a locally orthonormal
vector basis in the sense that it is more compact. However,
the calculation of eq. (16) is computationally expensive,
because the horizontal spatial derivatives of jGj12 Vj must be
computed at every time step using the spectral transform
method. As the fields computed at each time step are the
spectral components of the divergence and vorticity of the
horizontal velocity derived with the linear metric tensor G
(details in Section 4), it is more efficient to express the
divergence as
r  V ¼ r  V þ Vj @
@Xj
ln
jGj12
jGj12
; (17)
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where r  V is the ‘linear divergence’ in the sense that it is
calculated with the ‘linear metric tensor’ G. Using eq. (16),
it is
r  V ¼ 1
jGj12
@
@Xj
jGj12 Vj
 
¼ Dþ @W
@Z
; (18)
where D is expressed in terms of the horizontal components
of the contravariant velocity as follows:
D ¼ @U
@X
þ 1
cosY
@
@Y
V cosYð Þ: (19)
The second term on the right hand side of eq. (17) involves
steady spatial derivatives, which makes its calculation
computationally inexpensive, as they can be calculated
at the model set up. In fact, it is merely the advection of
a constant in time field, and can thus be calculated using
both Eulerian or semi-Lagrangian frameworks:
Vj
@
@Xj
ln
jGj12
jGj12
¼ d
dt
ln
jGj12
jGj12
:
2.6. Gradient operator
The gradient operator applied to any function c is
ðrcÞj ¼ Hjk @c
@Xk
;
where H is the inverse matrix of G. When working with
the linear model, the linear metric tensor H is used, and
the gradient takes the form
ðrcÞj ¼ Hjk @c
@Xk
:
Note that the gradient of the geopotential is very simple.
The horizontal components ðr/ÞX and ðr/ÞY cancel,
whereas the vertical component is
ðr/ÞZ ¼ HZk @/
@Xk
¼ 1
bZ
: (20)
2.7. Christoffel symbols
Finally, when using the Eulerian advection scheme, the
Christoffel symbols are required in order to find the
covariant derivative of the contravariant velocity, because
dVj
dt
¼ @V
j
@t
þ Vk @V
j
@Xk
þ Cjkl Vk Vl :
The Christoffel symbols of the Second Kind are given in
Appendix A.1.
2.8. Basis change matrices
In this section, we find the basis change matrices between
the model contravariant basis and other basis (as the
orthonormal basis pointing to the East, North and Zenith
directions). The development is presented here for the
velocity contravariant vector, but it is equally applicable to
any other contravariant tensor. The following notation is
used: VC are the velocity components in the Cartesian
coordinates, VG are the contravariant velocity components
in the geographical coordinates, V ¼ ðU ;V ;WÞ denote the
contravariant velocity components in the model coordi-
nates, and VN are the velocity components in the geogra-
phical set of orthonormal vectors pointing to the East,
North and Zenith directions. Given the components of
the velocity in one basis, they can be changed to any other
basis: VC ¼ JCG  VG and VG ¼ JGM  V; where JCG and JGM
are the Jacobian matrices given in eqs. (11) and (12),
respectively. The velocity components in the geographical
orthonormal basis, which is the most popular basis
when displaying numerical model results, can be calculated
from the velocity components in the model basis using
VN ¼ KNM  V, where
KNM ¼
b cosY 0 0
0 b 0
bX bY bZ
0@ 1A:
2.9. Coriolis term
The full Coriolis inertial term is 2X v, and it is applicable
in the deep atmosphere case. In the shallow atmosphere
approximation, a reduced form of the Coriolis term is
used due to energetic consistency concerns (Staniforth and
Wood, 2003). Full and reduced versions of the Coriolis
inertial term are clearly distinguished when they are written
in the geographical orthonormal basis. For a deep atmo-
sphere, the Coriolis term is equal to CN  VN , where
CN ¼
0 fc gc
fc 0 0
gc 0 0
0@ 1A  CfN þ CgN :
The Coriolis parameters are fc ¼ 2X sinY and gc ¼
2X cosY being X the angular velocity of the Earth. The
matrices CfN and C
g
N hold the contributions due
to fc and gc¯ respectively. For the case of the shallow
atmosphere approximation, the term CgN is not taken into
account (Staniforth and Wood, 2003).
Using the previously described basis change matrices,
the Coriolis term CN  VN can be written in the model
coordinate basis as C  V, where C ¼ KMN  CN  KNM (KMN
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is the inverse of KNM ). Thus, the Coriolis tensor expressed
in the model coordinates is C ¼ Cf þ Cg, where
Cf ¼ 2X
0  tanY 0
sinY cosY 0 0
bYb1Z sinY cosY bXb1Z tanY 0
0@ 1A; (21)
and
Cg¼2X
bXb
1 bYb
1 bZb
1
0 0 0
b cos2 Yb1Z  b2X ðbbZÞ1bXbY ðbbZÞ1bXb1
0@ 1A:
(22)
3. Spatial discretisation
3.1. Horizontal discretisation
In the horizontal dimensions, the prognostic variables are
placed onto a Gaussian grid. However, the formulation is
open to the use a reduced Gaussian grid (Hortal and
Simmons, 1991) with minor changes. This second option is
preferable as the number of grid points is smaller, thus
reducing the computational cost without significantly
reducing the accuracy of the model when the triangular
truncation is used. The horizontal fields are transformed
between the grid point space to the spherical harmonics
space by means of Fourier and Legendre direct and inverse
transforms (Bourke, 1972). Derivatives with respect to
the horizontal coordinates, denoted with dX and dY , are
computed in the spectral space. In fact, due to the nature of
the spherical harmonic functions, the product cosY  dY
is obtained in the spectral space being this magnitude
transformed into the grid point space. Finally, the hor-
izontal derivative with respect to latitude is obtained
from the grid point value cosY  dY divided by cosY ,
that is, dY ¼ ðcosY  dY Þ= cosY .
As later described, in order to minimize the number of
spectral transformations we follow the method proposed in
Temperton (1991) for dealing with the horizontal velocity,
its divergence and vorticity.
3.2. Vertical discretisation
The spatial domain is divided in the vertical direction into
N layers. These layers are defined by the interfaces between
them, the ‘half levels’, plus the lower and upper boundaries
(we remark that by definition boundaries are not consid-
ered half levels). Half levels and boundaries form a set
of N1 values of the vertical coordinate, from Z1
2
to ZNþ1
2
.
The bottom and top boundaries of the domain are defined
by Z1
2
¼ 0 and ZNþ1
2
¼ 1, respectively. Each atmospheric
layer is associated with a ‘full level’. Full levels are defined
by the set of values of the vertical coordinate, from Z1 to
ZN, placed in between half levels (or one of the boundaries
and a half level) with values
Zj ¼
1
2
ðZj1
2
þ Zjþ1
2
Þ:
The distance to the centre of the Earth of the half and full
levels depends on the orography and are calculated using
the Gal-Chen vertical coordinate given in eq. (10). There-
fore, the position of each layer and the interfaces between
them is different for each horizontal grid point, but are
kept constant in time.
We use the Lorenz vertical grid with all prognostic
variables placed at full levels, except the contravariant
vertical velocity, which is located over half levels. Note that
no unknowns are left at the boundaries since contravariant
vertical velocity is zero in both of them.
The model formulation requires two types of vertical
operators: the derivative with respect to the vertical
coordinate and a vertical interpolation operator. For each
of them, two versions are needed: one for functions given at
half levels with the result calculated at full levels, and one
for the opposite.
As shown in Section 4, the semi-implicit scheme
with height-based coordinates do not impose any con-
straints between operators; therefore, one can freely define
the vertical operators and their numerical accuracy.
We derive vertical operators by means of truncated
Taylor series around grid points that can, in principle, be
chosen to be of any order of accuracy limited ultimately
only by the number of levels. Specifically, given P points
where a function /ðZÞ is known [that is, given /1 ¼ /ðZ1Þ
to /P ¼ /ðZPÞ], a set of equations that allows to estimate
the value of the function /ðZÞ and its derivatives at the
problem point Z^ is built:
/j ¼
XP1
k¼0
/ðkÞðZ^Þ
k!
ðZj  Z^Þk j 2 ½1;P: (23)
From this set of equations, interpolation /ð0ÞðZ^Þ and
derivative /ð1ÞðZ^Þ are found at the problem point. We
observe that higher order derivatives up to P  1 could also
be determined from eq. (23), although, they are not used
here.
Altogether, five vertical operators are defined. sF and dF
are interpolation and derivative operators, which provide
results at half levels given the corresponding functions
at full levels. They are represented by (N1)N matrices.
Conversely, sH and dH are interpolation and derivative
operators, which are applied to functions given at half
levels being the results provided at full levels. They are
represented by N(N1) matrices. The construction of
sH and dH already assumed that they are applied to
functions with zero value at the boundaries (as for the
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contravariant vertical velocity). Finally, the horizontal
momentum prognostic equation requires an interpolator
operator from half to full levels over functions that are not
zero-valued at the boundaries. This operator is denoted by
s^H , and it is represented by a N(N1) matrix.
3.3. Non-linear model
In this section, we provide details on the spacial discretisa-
tion of the Euler equations in model coordinates. Through-
out this and next sections, U, V, r, q represent the set of
N values (one for each full level) corresponding to the
horizontal components of the contravariant velocity and
the logarithm of temperature and pressure, respectively, and
W represents the set of N  1 values (one for each half level)
corresponding to the contravariant vertical velocity. These
values correspond to a horizontal grid point or to a spectral
component, depending on which space they are written.
Moreover, g bF and g bH (where g is the gravitational
acceleration) denote the values of the geopotential at full
and half levels, respectively, obtained from the definition of
the vertical coordinate given in eq. (10). On the other hand,
metric covariant and contravariant tensors and Christoffel
symbols are calculated at full or half levels as needed.
The Euler equations (1)(3) expressed in model coordi-
nates take the form
@Vj
@t
þ CjklVkVl þ Vk
@Vj
@Xk
þ CjkVkþHjk Rer
@q
@Xk
þ @/
@Xk
 
¼ Fj
(24)
@r
@t
þ Vk @
@Xk
rþ R
Cv
ln
jGj12
jGj12
 !
þ R
CvjGj
1
2
@
@Xk
jGj12Vk
 
¼ Q
Cve
r
(25)
@q
@t
þ Vk @
@Xk
qþ Cp
Cv
ln
jGj12
jGj12
 !
þ Cp
CvjGj
1
2
@
@Xk
jGj12Vk
 
¼ Q
Cve
r
:
(26)
These equations are not written in conservative form
and are not suitable for finite volume methods. The
general coordinate formulation is not incompatible with
strong conservative methods. A set of equations in strong
conservative form for an incompressible flow in general
coordinates is discussed in Jørgensen (2003). However,
the model described here is based on a spectral solver, and
it is not conservative.
Admittedly, a disadvantage of the proposed model is
the presence of the Christoffel symbols in the non-linear
terms of the momentum equation [eq. (24)], which are not
zero in the presence of orography. These terms can lead
to instability when the orography is very steep. However, as
shown later in Section 5, the model is stable in the presence
of steep orography. Moreover, when the semi-Lagrangian
scheme is used to solve the advection terms, they can
be replaced by upwind interpolations of the momentum
components, following the procedure described in Simarro
and Hortal (2011).
First, we describe the spatial discretisation of the
pressure gradient and gravitational forces in the momen-
tum equation. Taking into account that HXY0, the
component ðRerrqþr/ÞX is
HXX Rer
@q
@X
þ @/
@X
 
þHXZ Rer @q
@Z
þ @/
@Z
 
: (27)
This expression is part of the prognostic equation of the
contravariant velocity U, and thus is defined at full levels.
The first term in eq. (27) is calculated using the horizontal
spectral derivative dX and therefore it is
HXX Rer
@q
@X
þ @/
@X
 
:¼ HXX R er  dXqþ g dXbFð Þ; (28)
where the symbol ‘:¼’ reads ‘discretised as’ and the dot ‘’
means ‘product element by element’. The derivative dXbF ,
as any other derivative of the function b(X,Y,Z), is
calculated at each grid point at the model set up stage
and read therein during the simulation. The derivative dXq
is calculated in the spectral space at the beginning of each
time step, and its value at each grid point is found using
the inverse spectral transformation.
The second term of eq. (27) is
HXZ Rer
@q
@Z
þ @/
@Z
 
:¼ HXZ s^H R ðsF erÞ  ðdFqÞ þ g dFbFð Þ:
(29)
The term ðRerrqþr/ÞY is treated equally as
ðRerrqþr/ÞX , and so the resulting discretisation equa-
tions are the same [eqs. (28) and (29)] with X substituted
by Y. Finally, the ðRerrqþr/ÞZ component carries
on three terms, as none of the H components is zero. The
first term is discretised as
HZX Rer
@q
@X
þ @/
@X
 
:¼ HZX sF R er  dXqþ g dXbFð Þ;
and the second is
HZY Rer
@q
@Y
þ @/
@Y
 
:¼ HZY sF R er  dYqþ g dYbFð Þ;
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where sF is used to interpolate the terms in parentheses
to half levels, where the contravariant vertical velocity
is defined. Finally, the discretisation of the third term of the
pressure and gravitational forces of the contravariant
vertical momentum equation writes
HZZ Rer
@q
@Z
þ @/
@Z
 
:¼ HZZ R ðsF erÞ  ðdFqÞ þ g dFbFð Þ:
As it could be noticed, this discretisation does not use
the simple expression for the gradient of the geopotential,
which has horizontal components equal zero and vertical
component given by eq. (20). Instead, the geopotential
gradient is carried along together with the gradient pres-
sure force in all components of the term Rerrqþr/,
the imbalance between pressure gradient and gravita-
tional forces. We have tested several options for the
discretisation of this term, and the most stable option
was chosen.
Regarding the advection terms in the momentum equa-
tion [eq. (1)], these are discretised as follows. The advection
terms of the U component of the momentum equation are
Vk
@U
@Xk
:¼ U  dXUþ V  dYUþ sH ðW  dFUÞ;
plus the following curvature terms:
CXklV
kVl :¼ CXXX U2 þ 2CXXY U  V þ 2CXXZ U  ðsHWÞ:
Similarly, the advection terms of the V component of the
momentum equation are discretised as follows:
Vk
@V
@Xk
:¼ U  dXV þ V  dYV þ sH ðW  dFVÞ;
plus the following curvature terms:
CYklV
kVl :¼ CYXX U2 þ 2CYXY U  V
þ CYYY V2 þ 2CYYZ V  ðsHWÞ:
Lastly, the advection terms of the vertical component of the
momentum equation are
Vk
@W
@Xk
:¼ ðsFUÞ  ðdXWÞ þ ðsFVÞ  ðdYWÞ þ sFdHð
1
2
W2Þ;
plus the following curvature terms:
CZklV
kVl :¼ sF ðCZXXU2 þ 2CZXYU  V þ CZYYV2Þ
þ 2W  sF ðCZXZUþ CZYZVÞ þ CZZZW2:
The Coriolis terms are discretised straightforwardly using
the matrices [eq. (21) and (22)], and vertical interpola-
tion operators for the velocity components are used where
necessary.
In the case of the prognostic equations for the logarithm
of temperature [eq. (25)] and the pressure logarithm [eq.
(26)], their discretisation is exactly the same, being the
only difference a constant. The advection terms are those
corresponding to the advection of r itself
Vk
@r
@Xk
:¼ U dXrþ V dYrþ sHðW dF rÞ; (30)
plus the advection
Vk
@
@Xk
ln
jGj12
jGj12
 !
:¼ U dX þ V dYð Þ ln
jGj12
jGj12
þ sHðW dF ln
jGj12
jGj12
Þ:
(31)
We remark that the boundary conditions implicitly in-
cluded in the operator sH in eqs. (30) and (31) are applied
consistently because it operates over a product that
includes the vertical contravariant velocity, which is zero
at the boundaries.
Finally, taking into account eq. (18), the ‘linear diver-
gence’ term is discretised as follows:
1
jGj12
@
@Xk
jGj12Vk
 
:¼ Dþ dHW; (32)
where D is given in eq. (19). As already mentioned in
Section 2, the divergence in eq. (32) is identical to the
divergence used in the linear model, called here ‘linear
divergence’ because of the use of the ‘linear metric’ G.
3.4. Linear model
The linearisation of the Euler equations (24)(26) is
performed assuming a reference state, which consists of
an isothermal atmosphere at rest in hydrostatic balance
and without orography. This assumption is widely used in
spectral models with mass-based vertical coordinates,
where the absence of orography is implicit in the assump-
tion of constant hydrostatic pressure at surface (Be´nard
et al., 2010). The linear model described here is similar
to the linear model described in Simarro and Hortal
(2011), although with notable differences in the vertical
discretisation.
Being T the reference temperature, the hydrostatic
balance for the reference atmosphere is written as
RT
@q
@Z
þ @
b
@Z
¼ 0;
where bZ ¼ HT is constant and therefore the logarithm of
pressure diminishes linearly with the vertical coordinate.
Taking into account the linear dependence of the reference
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logarithm of pressure qðZÞ, the linearisation of the Euler
equations (24)(26) renders
@U
@t
þ HXXRT @q
@X
¼ 0
@V
@t
þ HYYRT @q
@Y
¼ 0
@W
@t
þ HZZRT @q
@Z
 g
bZ
r ¼ 0
@r
@t
þ R
Cv
Dþ @W
@Z
 
¼ 0
@q
@t
þ Cp
Cv
Dþ @W
@Z
 
 g
bZ
RT
W ¼ 0:
These linear equations are discretised as
@U
@t
þ HXXRT dXq ¼ 0 (33)
@V
@t
þ HYYRT dYq ¼ 0 (34)
@W
@t
þ HZZRT dFq
g
bZ
sF r ¼ 0 (35)
@r
@t
þ R
Cv
Dþ dHWð Þ ¼ 0 (36)
@q
@t
þ Cp
Cv
Dþ dHWð Þ 
gbZ
RT
sHW ¼ 0: (37)
This set of linear equations is used in the semi-implicit
scheme described in the next section.
4. Semi-implicit scheme and stability
The classical three time level (3TL) semi-implicit scheme
is used (Robert, 1981). The numerical instability that comes
from the computational mode is damped by using an
Asselin time filter (Asselin, 1972). We describe here
the Eulerian version, although the extension to a semi-
Lagrangian advection is feasible following the procedure
in Simarro and Hortal (2011).
The atmospheric state at each time step tn ¼ nDt is
represented by a vector function X n, which contains the
values of contravariant velocity, and logarithms of pressure
and temperature. The time derivative of X n at time tn is
approximated by the difference ðX nþ1  X n1Þ=ð2DtÞ. The
forcing terms are replaced by the sum of an explicit non-
linear term MðX nÞ  LðX nÞ plus the value of the linear
model applied to an average of the values of the atmo-
spheric state at the previous and next time steps, X n1 and
X nþ1, respectively. A decentring factor e is used to increase
the damping of the highest frequency waves. Thus, the 3TL
level scheme is represented by the following equation:
X nþ1  X n1
2Dt
¼MðX nÞ  LðX nÞ þ
1 E
2
LðX n1Þ þ
1þ E
2
LðX nþ1Þ;
(38)
where X has been time filtered with the following equation
(Asselin, 1972):
X n ¼ X n þ a X n1  2X n þ X nþ1
 
: (39)
Applying eqs. (33)(37), the semi-implicit scheme [eqs. (38)
and (39)] yields
Unþ1 þ b HXXRT dXqnþ1 ¼ RU (40)
Vnþ1 þ b HYYRT dYqnþ1 ¼ RV (41)
Wnþ1 þ b HZZRT dFqnþ1  b
g
bZ
sF rnþ1 ¼ RW (42)
rnþ1 þ b
R
Cv
Dnþ1 þ dHWnþ1
  ¼ Rr (43)
qnþ1 þ b
Cp
Cv
Dnþ1 þ dHWnþ1
  b gbZ
RT
sHWnþ1 ¼ Rq; (44)
where b ¼ ð1þ EÞDt=2 and the right hand side terms are
explicit values, calculated from known values of the last
two time steps. In particular, they include MðX nÞ calcu-
lated from the spatial discretisation of the Euler equations
described in Section 3. A Helmholtz equation can be
constructed from this linear system. The procedure is
similar to the vertical finite elements (VFEs) version
described in Simarro and Hortal (2011). However, some
differences appear due to the spherical geometry, mainly
in the horizontal components of the momentum equation.
In practice, we modify eqs. (40) and (41) to fit the method
described in Temperton (1991). To this end, we introduce
the definitions bU  cos2 Y U, bV  cosY  V and the
following divergence and rotational operators:
aD F;Gð Þ 
1
cos2 Y
@F
@X
þ cosY @G
@Y
 
(45)
aC F;Gð Þ 
1
cos2 Y
@G
@X
 cosY @F
@Y
 
: (46)
Note that aDðbU; bVÞ is the divergence D given in eq. (19).
Taking into account that from eq. (15), the metric terms are
HXX ¼ ða cosY Þ2 and HYY ¼ a2, by applying the opera-
tors aD and aC to the equations cos
2 Y [eq. (40)] and
cosY [eq. (41)], we decouple the irrotational and non-
divergent components of the horizontal flow:
Dnþ1 þ bRT r2 qnþ1 ¼ aD cos2 Y  RU ; cosY  RV
 
Cnþ1 ¼ aC cos2 Y  RU ; cosY  RV
 
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Wnþ1 þ b HZZRT dFqnþ1  b
g
bZ
sF rnþ1 ¼ RW
rnþ1 þ b
R
Cv
Dnþ1 þ dHWnþ1
  ¼ Rr
qnþ1 þ b
Cp
Cv
Dnþ1 þ dHWnþ1
  b gbZ
RT
sHWnþ1 ¼ Rq;
where the vorticity of the horizontal flow Cn1 is im-
mediately solved. The other unknowns are related by
vertical operators; the Laplacian, being the only horizontal
operator, appears applied to the logarithm of pressure.
r2 q ¼ 1
a2 cos2 Y
@2q
@X 2
þ cosY @
@Y
cosY
@q
@Y
  
:
Therefore, by using eigenfunctions of the horizontal
Laplacian, we find a Helmholtz equation for the vertical
contravariant velocity, in a similar way proposed by
Benard et al. (2010) in the ALADIN model. Once Wn1
is solved, the other unknowns can be calculated. In order
to minimise the number of spectral transformations, the
procedure described in Temperton (1991) is followed
for the horizontal momentum equation, in particular, for
the relations between the divergence and vorticity of the
horizontal flow, the horizontal components of the velocity
and its horizontal derivatives.
The stability of the 3TL scheme for isothermal and non-
isothermal bounded linear atmospheric flows can be
studied using a numerical analysis method (Coˆte´, 1983;
Be´nard et al., 2004). The non-linear model term MðX nÞ in
eq. (38) is replaced with a linear model L0ðX nÞ, which is
exactly the same linear model used in the semi-implicit
formulation LðX nÞ but with a different reference tempera-
ture T 0. Using eqs. (38) and (39) with L0ðX nÞ instead of
MðX nÞ, the vector states X nþ1 and X n can be expressed
as a function of X n and X n1, with
X nþ1
X n
 
¼ A  X nX n1
 
;
being the amplification matrix A
A ¼ 0 ðI  E
þLÞ1
I aðI  EþLÞ1
 
 ð1 2aÞI aI
2DtðL  L0Þ ðX þ ELÞ
 
;
where E ¼ Dtð1 EÞ. Eigenvalues of the amplification
matrix A must have module less or equal to one, otherwise
the mode is unstable.
Both the decentring factor e and the Asselin time filter
coefficient a have an impact on the range of stability.
Figure 1 (thick line) shows the stability region with e and a
equal to 0.07 for various wave numbers and residual
parameter b ¼ T 0=T  1. The range of stability is wide
enough for realistic configurations. In the same figure
(thin line), we plotted the same stability test with E ¼ 0 to
show the sensitivity of the range of stability with respect
to this parameter.
5. Tests
We describe in this section a set of standard tests in the
literature. Both hydrostatic and non-hydrostatic flows
are tested, and the results demonstrate the accuracy of
the dynamical core.
5.1. Two-dimensional non-hydrostatic flow
A preliminary safety check was performed to the model
by coding a two-dimensional slice model with the formula-
tion (and specifically the vertical discretisation) described
above. The same tests used by Simarro and Hortal (2011)
were also applied to this two-dimensional model, and
results were similar (not shown), confirming that the
vertical discretisation of the model can simulate non-
hydrostatic dynamics accurately. Moreover, the vertical
finite difference (VFD) discretisation used here is more
robust in presence of steep orography than the VFE scheme
reported in Simarro and Hortal (2011).
In our two-dimensional tests, the decentring factor is
E ¼ 0:07, the Asselin time filter coefficient a ¼ 0:07 and the
reference temperature is T ¼ 300K. We use fourth-order
accurate vertical derivative operators and second-order
accurate vertical interpolation operators. For non-regular
grids, the vertical derivative operator becomes third order,
whereas vertical interpolation maintains second-order
accuracy. The additional computational cost with respect
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Fig. 1. Maximum module of the eigenvalues of the ampliﬁcation
matrix for different values of the parameter b ¼ T 0=T  1 and
wave numbers from 102 m1 to 106 m1, using a time step of
1200 s and 40 regularly spaced vertical levels with the top of the
atmosphere at 20 km. Asselin time ﬁlter coefﬁcient a=0.07.
Decentring factor is e=0 (thin line) and e=0.07 (thick line).
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to second-order vertical derivative operator is smaller
than 1%.
The first test we show is the quasi-linear non-hydrostatic
test described in Bubnova´ et al. (1995). It is an idealised
test of a two-dimensional flow over a bell-shaped moun-
tain. The flow consists initially of a dry atmosphere with
constant stability and horizontal velocity, which is per-
turbed by the presence of a bell-shaped mountain with
maximum height H0 and half width a
HBðX Þ ¼ H0
a2
a2 þ x2 :
The setting for this quasi-linear non-hydrostatic wave test
is an isothermal atmosphere with Brunt-Va¨isa¨la¨ frequency
N0.02 s2 and an upstream horizontal velocity of
U15 ms1. The bell-shaped mountain has H0100 m
and a500 m. The horizontal and vertical resolutions are
Dx100 m and Dz100 m with the top of the atmosphere
placed atHT20 km. The absorbing layer begins at 14 km.
The integration is done up to t ¼ tU=a ¼ 90 with Dt ¼ 2 s.
The results for the vertical velocity are shown in Fig. 2
(left panel) and are very similar to the results in Simarro
and Hortal (2011), which is a VFE version of the proposed
two-dimensional model. On the other hand, the results
given in Fig. 2 are similar to those in Fig. 2 of Bubnova´
et al. (1995) with respect to the values and positions of
the relative maximum and minimum, although there are
differences in the details.
We have included the corresponding steady Boussinesq
linear solution (right panel of Fig. 2). It is clear that the
non-linear solution given by the model follows closely the
Boussinesq solution near the surface. Visible differences
appear in the amplitude of the wave above 2 km. It must
be taken into account that the Boussinesq approximation
makes the assumption of constant density. However, the
position and extension of the wave maximums and mini-
mums are similar in both solutions.
An interesting experiment to test the response of the
model with more complex orography is described in (Scha¨r
et al., 2002). The upstream profile is defined by a constant
value of the Brunt-Va¨isa¨la¨ frequency N0.01 s1 and the
horizontal velocity u10 ms1 together with the upstream
surface temperature T288K and pressure p1000 hPa.
The mountain ridge is a bell-shaped structure with super-
posed small-scale features
HBðX Þ ¼ H0 exp 
X 2
a2
 
cos2
pX
b
 
;
where H0750 m, a5000 m and b4000 m. The
gravity waves forced by this mountain have two dominat-
ing spectral components: the larger scale is a hydrostatic
wave characterised by deep vertical propagation, and the
smaller scale is generated by the cosine-shaped terrain
variations and is characterised by a rapid decay due to
non-hydrostatic effects. The vertical resolution is 150 m,
and the horizontal resolution is 250 m. The number of
vertical levels is 130. A Rayleigh damping layer is used
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Fig. 2. Vertical velocity (contour interval 0.1 ms1) given by the non-linear model (left) and the linear Boussinesq solution (right)
corresponding to the quasi-linear non-hydrostatic ﬂow test. The stability is N0.02 s1 and the horizontal initial velocity u 15 ms1.
The mountain parameters are 100 m height and 500 m half width. The results are presented on a domain of 14 km height and 14 km width
with the mountain positioned at 3.1 km from the left border of the picture. Horizontal and vertical resolutions are 200 m. Time step is 4 s
and the plot corresponds to t3000 s.
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over a height of 10.7 km to minimise the reflection of
vertically propagating waves at the upper boundary. The
time step is Dt4 s. The vertical velocity at time t40000 s
is shown in Fig. 3. The maximum slope for this test
is 55%, and the maximum absolute vertical velocity is
5.5 ms1. Configurations with higher mountains and
equal resolution require the use of numerical diffusion
in order to prevent numerical instability.
Although these two tests are interesting to show how
the model performs in the non-hydrostatic regime, they
cannot be used to test the convergence of the model to a
known analytical solution. In a recently published work,
Balfauf and Brdar (2013) found an analytic solution of the
compressible Euler equations for linear gravity waves in a
channel. We use this known linear analytical solution and
compare it with the solution provided by the non-linear
model at different configurations.
Balfauf and Brdar considered the evolution of a small
initial deviation from a stratified atmosphere which is
contained in a two-dimensional channel of a given height
and length with periodic boundary conditions. The stratified
atmosphere is isothermal, which leads to a constant Bru¨nt-
Va¨isa¨la¨ frequency and a constant sound speed. Under
this assumption, they derive an analytical solution for linear
gravity waves by means of a Bretherton transformation
(Bretherton, 1966).
We reproduce here the small-scale and non-hydrostatic
test reported in Baldauf and Brdar (2013). The initialisation
by a warm bubble is a small modification of the gravity
wave expansion through a channel proposed by Skamarock
and Klemp (1994). The initial warm bubble is
T 0ðx; zÞ ¼ T0 þ e
g
2RT0  DT  eðxxc Þ
2
d2  sin p z
H
;
where the temperature perturbation amplitude of the
bubble is DT0.01 K, the radius d5000 m and the
position xc160 km. The model top is at H10 km and
the channel has a length of L320 km. The background
atmosphere temperature is T0250 K and surface pressure
is ps1000 hPa. The test is prescribed with an initially
constant background flow of u020 m/s. In Fig. 4, we
show the linear analytical and the non-linear numerical
solutions for the vertical velocity and confirms the good
agreement between them in the whole domain. The same
test has been repeated with coarser resolutions, maintaining
constant the ratio between time step and grid spacing.
From results in Table 1, we observe that the numerical
solution converges to the analytical solution.
There are different sources of error that we want to
evaluate. We take account for three of them: the difference
between the temperature T0 and the reference temperature
T , whether advection is present or not, and the decentring
factor e. In particular, we run experiments with all the
sources of error present (T ¼ 300, u020 ms1 and
E ¼ 0:07), without these errors (T ¼ 250K, u0 ¼ 0 and
E ¼ 0), and also simulations with each source of error
activated independently and sequentially. Results reveal
that the decentring factor is the biggest source of error in
this case (Table 2).
Finally, we compare the linear analytical solution with
three numerical solutions (T ¼ 300K, u0 ¼ 0 and E ¼ 0:07)
with different time steps (Dt equal 12.5 s, 2.5 s and 0.5 s) at
the same spatial resolution (Dx625.0 m and Dz ¼ Dx=2).
Figure 5a shows the vertical velocity of the linear and
numerical solutions at z5000 s and t1800 s for the whole
horizontal domain, whereas Fig. 5b shows the vertical
velocity time evolution from the initial state up to t1800
s at z5000mandx200km.The convergence towards the
linear analytical solution is clear. The frequency spectrum
of the vertical velocity at x200 km and z5000 m shown
in Fig. 5c has two dominating frequencies with periods
approximately equal to 500 s and 60 s. The high frequency
component of the solution is only reproduced by the test with
the smallest time step, whereas the low frequency component
is reproduced by all of them being the errors for the larger
time step clearly bigger (Fig. 5).
In conclusion, these tests reveal that the model can
reproduce small-scale non-hydrostatic flows with accuracy,
although the semi-implicit scheme for time integration,
which is only first order, is a non-negligible source of errors.
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Fig. 3. Vertical velocity at t1800 s for the Scha¨r test. The time
step is Dt4 s, horizontal resolution Dx250 m and vertical
resolution Dz150 m. The maximum height of the mountains is
750 m.
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5.2. Basic configuration of the three-dimensional tests
The basic model configuration for the tests described in this
section is as follows: T42 horizontal resolution, with 64
and 128 grid points in the latitudinal and longitudinal
directions, respectively, time step Dt1200 s, decentring
factor E ¼ 0:07, Asselin time filter coefficient a ¼ 0:07,
reference temperature T ¼ 250K, fourth-order accurate
vertical derivative operators, second-order accurate vertical
interpolation operators and fourth-order linear horizontal
diffusion with coefficient 1016 m4 s1. For the test at T85
horizontal resolution the configuration is the same, except
that the number of grid points are 128 and 256, time step is
Dt600 sand the horizontal diffusion coefficient is 1015 m4
s1. This configuration is similar to the configuration of
the Eulerian version of the NCAR CAM3 model in the
tests reported in Jablonowski and Williamson (2006) and
Lauritzen et al. (2010).
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Fig. 4. Vertical velocity at t1800 s for the Baldauf and Brdar test. The time step is Dt3.125 s, horizontal resolution Dx156.25 m
and vertical resolution DzDx/2.
Table 1. Vertical velocity errors for a test conﬁguration with
T ¼ 300K , U20 ms1 and E ¼ 0:07. The tests have different
horizontal and vertical resolutions and time steps. Vertical
resolutions are Dx ¼ 2Dz
Dx (m) Dt (s) L2(105) L2(105) L(105)
2500.00 50.000 80.7 370.5
1250.00 25.000 55.8 316.8
625.00 12.500 39.2 222.5
312.50 6.250 31.2 161.2
156.25 3.125 28.0 120.6
Table 2. Vertical velocity errors. Tests are conﬁgured with
different values of the reference temperature, background
horizontal velocity and decentring factor. Horizontal resolution
is Dx156.25 m and time step Dt3.125 s in all cases
T ðKÞ u (ms1) E L2(105) L(105)
300 20 0.07 28.0 120.6
250 0 0 25.0 78.7
300 0 0 25.6 75.7
250 20 0 25.3 91.4
250 0 0.07 27.4 100.7
NON-HYDROSTATIC GLOBAL SPECTRAL DYNAMICAL CORE 13
5.3. Three-dimensional RossbyHaurwitz wave
This test is a three-dimensional extension of the two-
dimensional shallow water RossbyHaurwitz wave
(Williamson et al., 1992). The two-dimensional Rossby
Haurwitz wave is an analytical solution of the barotropic
vorticity equation, which consists in an unsteady wave
that moves westward at a known velocity preserving its
shape. The three-dimensional extension is not an analytical
solution of the Euler equations, and the shape of the wave is
distorted over time. However, during some time, the wave
behaves similarly as the two-dimensional case, with a
westward translation approximately preserving its shape.
The test has been done at T42 and T85 resolutions
with very similar results. Horizontal wind, temperature,
geopotential and vertical velocity have been interpolated to
the isobaric surfaces of 850 and 500 hPa by cubic spline
interpolation. Surface pressure is not directly available and
has also been calculated from the logarithm of pressure
at full levels by cubic spline interpolation. Results at day
15 for the horizontal wind at 850 hPa, geopotential at
500 hPa and surface pressure (Fig. 6) are very similar to
those published in Jablonowski et al. (2008) and Ullrich
and Jablonowski (2012). As the flow is almost barotropic,
the temperature is almost constant on isobaric surfaces.
The 850 hPa temperature forecast for day 15 shown in
Fig. 6 (which has a small range of 0.55 K approximately) is
very similar to those reported in Jablonowski et al., (2008)
and Ullrich and Jablonowski (2012). This is not the case for
the vertical velocity, where the hydrostatic result given in
Jablonowski et al. (2008) is smoother than those in Ullrich
and Jablonowski (2012) and in our model.
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Fig. 5. Vertical velocity of the analytical linear solution (black line) and three numerical tests at the same horizontal resolution
(Dx625.0 m and DzDx/2) and time steps Dt equal 12.5 s, 2.5 s and 0.5 s (red, green and blue lines, respectively). The tests are performed
without background horizontal velocity, e=0.07 and T¯=300K. (a) vertical velocity at t1800 s and z5000 m. (b) vertical velocity at
x200 km and z5000 m. (c) is the frequency spectrum of (b).
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5.4. Steady Jablonowski baroclinic instability
rotated test
In the baroclinic instability test developed by Jablonowski
and Williamson (2006), the background field is chosen to
resemble a realistic state of the real atmosphere. In
consequence, this test may indicate whether or not the
model is able to reproduce realistic atmospheric motions.
The test case is originally formulated in mass-based vertical
coordinate. However, it can be translated to height-based
vertical coordinates following the procedure described
in the appendix of Jablonowski and Williamson (2006).
The initial condition is a steady state, adiabatic and
frictionless motion in a rotating atmosphere with the
shallow approximation. It includes a zonally symmetric
basic state with a jet in the mid-latitudes of each hemi-
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Fig. 6. RossbyHaurwitz wave test at day 15 simulated at T85 with 26 vertical levels. Fields plotted are zonal wind, meridional wind,
vertical velocity and temperature at 850 hPa, and surface pressure and geopotential at 500 hPa.
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sphere. The test can be run with or without rotation of the
horizontal computational grid.
The test has been repeated with three different rotation
angles (08, 458 and 908) as in Lauritzen et al. (2010) and
at two different resolutions (T42 and T85). After some
days of integration, due to small truncation errors and
the fact that the state is baroclinically unstable, some
perturbations begin to grow and the steady state is
broken, specially in the rotated cases, where the flow
pass over the rotated poles and therefore truncation errors
are bigger (Fig. 7). This shows that, although spectral
discretisation with triangular truncation has an isotropic
accuracy over the sphere, zonal flow direction is privileged
over parallel crossing flow directions. The mean square
error of the surface pressure (with respect the initial value)
is plotted in Fig. 7 for all the experiments. When
compared with other models, errors are maintained under
0.5 hPa for longer periods than those of the models
reported in Lauritzen et al. (2010), except for the Eulerian
version of the spectral hydrostatic CAM model, which
shows similar results than the model presented here.
As Fig. 7 shows, the error is maintained under 0.5 hPa
for more than 30 days for the unrotated case. For 908
rotation angle, the error is maintained under 0.5hPa until
days 21 and 30 for T42 and T85 runs, respectively (better
results than Eulerian CAM, with errors under 0.5 hPa
during the first 20 and 27 d for T42 and T85, respec-
tively). For 458 rotation angle, the error is maintained
under 0.5 hPa until day 12 for T42 (while Eulerian CAM
cuts the error line of 0.5 hPa at day 19) and day 27 for
T85 (equal to Eulerian CAM).
5.5. Mountain induced Rossby wave train
This test is an adaptation of a similar shallow water test
case from Williamson et al. (1992), fully described in
Jablonowski et al. (2008). The test is run with mountain
heights of 2000 m and 6000 m at resolution T85 and T42,
respectively.
For the 2000 m, height mountain case, geopotential,
temperature, zonal and meridional wind at 700 hPa at days
5 and 15 are plotted in Fig. 8. Results at day 5 are very
similar to those plotted in Jablonowski et al. (2008), which
corresponds to the finite volume version of the CAM
model (Lin, 2004). At day 15 results are similar although
small differences between both models are visible. For the
6000 m mountain case, topography and horizontal velocity
at the first level at day 9 is plotted in Fig. 9.
5.6. Mass and entropy conservation
Mass and entropy conservation under adiabatic conditions
are evaluated. The total mass each time step is calculated as
M ¼
X
i;j;k
qðXi;Yj ;ZkÞ dVðXi;Yj ;ZkÞ;
where qðXi;Yj ;ZkÞ is the density at ðXi;Yj;ZkÞ and
dVðXi;Yj ;ZkÞ is the volume around each grid point,
estimated with jGj12 dXi dYj dZk, where for consistency,P
dXi ¼ 2p,
P
dYj ¼ p and
P
dZk ¼ 1. The following
magnitude, related to entropy, must be also conserved
E ¼
X
i;j;k
qðXi;Yj ;ZkÞ hðXi;Yj;ZkÞ dVðXi;Yj ;ZkÞ:
Mass and entropy conservation have been evaluated for
all the three-dimensional tests. The results are in Table 3.
As expected, identical experiments at different horizontal
resolutions tend to produce smaller errors with higher
resolution. In the Jablonowski steady test case, error is
smaller for the 08 rotation angle, as the steady state is
maintained during the 30 d of simulation. However, the
error is larger for the 458 and 908 cases (specially for the
lower resolution T42) due to the strong baroclinic instabil-
ity developed during the integration (as shown in Fig. 7).
For the 2000 m height mountain case, where metric factors
become larger and therefore mass and entropy conserva-
tion become more difficult, the model has a relative error
of 8.2 106 at day 15 (for both mass and entropy). In the
6000 m height case, the error at day 15 is larger as expected,
due both to the lower resolution and the strong instabilities
produced in the flow by the mountain. In general, the
behaviour is acceptable with respect to mass and entropy
conservation.
6. Conclusions
A non-hydrostatic dynamical core for a global model has
been developed and tested. We use a spectral horizontal
discretisation, and the vertical coordinate is based on
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Fig. 7. Jablonowski steady state test. RMSE of surface pressure
for rotated angles of 08 (black), 458 (red) and 908 (blue). Bold lines
and thin correspond to T85 and T42, respectively.
16 J. SIMARRO ET AL.
height and discretised on a Lorenz grid. Vertical operators
are derived using the finite difference technique with
arbitrary order of accuracy. Standard stability tests re-
vealed a wide range of stable solutions when using a 3TL
semi-implicit scheme, although decentring and Asselin time
filter coefficients are needed, thus hampering the accuracy
of the time stepping. Analytical and non-analytical tests for
the model have been implemented, and the model shows
notable skill in preserving mass and entropy for long
simulation periods. The results of the tests are satisfactory
in the sense that the model we have developed possesses
high spatial order of accuracy, uses an efficient time
integration scheme and shows a wide range of stable
solutions.
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Fig. 8. Rossby wave train induced by a 2000-m-high mountain at day 5 and 15: geopotential height, zonal and meridional wind at
700 hPa.
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Appendix
A.1. Contravariant metric and Christoffel symbols
The contravariant metric tensor H is the inverse of the
covariant metric tensor given in eq. (13). It is used in
the gradient operator, and their components are as follows:
HXX ¼ 1
b2 cos2 Y
HXY ¼ HYX ¼ 0
HXZ ¼ HZX ¼  bX
b2bZ cos
2 Y
HYY ¼ 1
b2
HYZ ¼ HZY ¼  bY
b2bZ
HZZ ¼ ðb
2 þ b2Y Þ cos2 Y þ b2X
b2b2Z cos
2 Y
:
The Christoffel symbols of the Second Kind C are used in
the advection terms of the momentum equation. They are
as follows (Ba¨r, 2010):
Cjkl ¼
1
2
Hjm
@Gmk
@Xl
þ @Gml
@Xk
 @Gkl
@Xm
 
: (47)
Using metric tensor given in eq. (13), we obtain the
following:
CXXX ¼
2bX
b
CXXY ¼ CXYX ¼
bY
b
 sinY
cosY
CXXZ ¼ CXZX ¼
bZ
b
CYXX ¼ cosY sinY
CYXY ¼ CYYX ¼
bX
b
CYYY ¼
2bY
b
CYYZ ¼ CYZY ¼
bZ
b
CZXX ¼ 
b cos2 Y þ bY cosY sinY
bZ
þ bXX
bZ
 2b
2
X
bbZ
CZXY ¼ CZYX ¼
bX tanY
bZ
þ bXY
bZ
 2bXbY
bbZ
CZXZ ¼ CZZX ¼
bXZ
bZ
 bX
b
CZYY ¼ 
b
bZ
þ bYY
bZ
 2b
2
Y
bbZ
CZYZ ¼ CZZY ¼
bYZ
bZ
 bY
b
CZZZ ¼
bZZ
bZ
:
In the shallow atmosphere case, G^ is used in eq. (47) instead
of G to obtain the Christoffel symbols of the Second Kind
C^. They are written as follows:
C^XXY ¼ C^XYX ¼ 
sinY
cosY
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Fig. 9. Rossby wave train induced by a 6000-m-high mountain
at day 9. Velocity at level 1 and topography.
Table 3. Relative error of total mass and entropy (factor 106)
for the different experiments after different integration days
Experiment Resolution Day Mass Entropy
RossbyHaurwitz T42 15 2.6 2.7
RossbyHaurwitz T85 15 1.4 1.4
Mountain 2000 T85 15 8.2 8.2
Mountain 6000 T42 15 33.5 33.2
Jablonowski steady state, 08 T42 30 2.4 2.5
Jablonowski steady state, 08 T85 30 0.7 0.7
Jablonowski steady state, 458 T42 30 59.8 60.0
Jablonowski steady state, 458 T85 30 2.7 2.7
Jablonowski steady state, 908 T42 30 33.0 33.3
Jablonowski steady state, 908 T85 30 0.7 0.7
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C^YXX ¼ cosY sinY
C^ZXX ¼ 
bY cosY sinY
bZ
þ bXX
bZ
C^ZXY ¼ C^ZYX ¼
bX tanY
bZ
þ bXY
bZ
C^ZXZ ¼ C^ZZX ¼
bXZ
bZ
C^ZYY ¼
bYY
bZ
C^ZYZ ¼ C^ZZY ¼
bYZ
bZ
C^ZZZ ¼
bZZ
bZ
:
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