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Tien-Cuong Dinh et Nessim Sibony
Abstract
We study the dynamics of polynomial-like mappings in several variables. A
special case of our results is the following theorem.
Let f : U −→ V be a proper holomorphic map from an open set U ⊂⊂ V onto
a Stein manifold V . Assume f is of topological degree dt ≥ 2. Then there is a
probability measure µ supported on K := ⋂
n≥0 f
−n(V ) satisfying the following
properties.
1. The measure µ is invariant, K-mixing, of maximal entropy log dt.
2. If J is the Jacobian of f with respect to a volume form Ω then
∫
log Jdµ ≥
log dt.
3. For every probability measure ν on V with no mass on pluripolar sets
d−n
t
(fn)∗ν ⇀ µ.
4. If the p.s.h. functions on V are µ-integrables (µ is PLB) then
(a) The Lyapounov exponents for µ are strictly positive.
(b) µ is exponentially mixing.
(c) There is a proper analytic subset E of V such that for z 6∈ E, µz
n
:=
d−nt (f
n)∗δz ⇀ µ.
(d) The measure µ is a limit of Dirac masses on the repelling periodic
points.
The condition µ is PLB is stable under small pertubation of f . This gives large
families where it is satisfied.
Mots cle´s: application d’allure polynomiale, mesure d’equilibre, K-me´lange, vitesse
de me´lange, exposant de Lyapounov.
Classification mathe´matique: 37F, 32H50, 32Q, 32U.
1 Introduction
Depuis une vingtaine d’anne´es, l’e´tude de la dynamique des applications holomor-
phes a connu une grande activite´. Pour la the´orie des applications rationnelles dans
P
1, l’utilisation du the´ore`me de Riemann mesurable, des the´ore`mes de distorsion et
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la technique des modules d’anneaux sont les outils fondamentaux qui ont permis
la de´monstration des the´ore`mes de non errance de Sullivan et des progre`s dans les
proble`mes de renormalisation. Pour les aspects les plus e´le´mentaires, on pourra
consulter les ouvrages de Carleson-Gamelin [11] et Milnor [33].
Les outils de la the´orie de Fatou-Julia a` une variable complexe, particulie`rement
le the´ore`me de Montel, n’admettent pas une extension imme´diate pour traiter les
proble`mes analogues en plusieurs variables. L’utilisation de la the´orie des courants
positifs ferme´s et de la the´orie du potentiel s’est revele´e utile dans nombre de
questions concernant les automorphismes de C2, les endomorphismes de Pk ou
plus ge´ne´ralement la dynamique des applications me´romorphes. Les trois arti-
cles Bedford-Smillie [2], Fornæss[16] et [39] contiennent un panorama des questions
traite´es ainsi qu’une importante bibliographie. On trouve dans [19] l’e´tude dy-
namique d’exemples non triviaux de P2.
Dans le pre´sent article, on e´tudie le proble`me suivant. Soit V une varie´te´ com-
plexe de dimension k. Pour simplifier, supposons que V est de Stein. On conside`re
une application holomorphe de´finie dans un ouvert U ⊂⊂ V et telle que f : U −→ V
soit un reveˆtement (ramifie´ ou non) au dessus de V . On note dt le degre´ topologique
de f . Il s’agit d’e´tudier la dynamique de f a` l’aide de mesures ou de courants
invariants associe´s a` f .
Cette situation (applications d’allure polynomiale) est stable par pertubation
et est tre`s riche en exemples. En dimension 1, elle a fait l’objet d’un travail de
Douady et Hubbard [15]. L’outil essentiel en dimension 1 est le the´ore`me de Riemann
mesurable qui permet d’en ramener l’e´tude a` celle des polynoˆmes a` une variable. Il
est improbable qu’en dimension strictement supe´rieure a` un, les applications que
nous e´tudions soient conjugue´es a` des applications polynomiales comme c’est le cas
a` une variable.
Notre but est de construire une mesure de probabilite´ invariante maximisant
l’entropie et dont les exposants de Lyapounov soient strictement positifs, ensuite
d’e´tudier les proprie´te´s de cette mesure. En somme il s’agit de construire une
mesure hyperbolique. Pour les automorphismes de He´non dans C2, ce programme
a e´te´ re´alise´ par Bedford, Lyubich, Smillie [4, 3] pour une mesure introduite par le
second auteur du pre´sent article. On sait que la construction d’un tel objet est une
question centrale en dynamique. Elle est difficile dans le cadre re´el (voir les travaux
de Benedicks-Carleson-Young [6, 7]). Le cadre holomorphe facilite grandement les
choses et fournit de vastes classes d’exemples.
Pour plus de clarte´ quant aux techniques et afin de mettre en e´vidence les
proprie´te´s du cas holomorphe, nous introduisons les mesures d’e´quilibre qui nous
inte´ressent dans le cadre riemannien.
Soit V une varie´te´ riemannienne munie d’une forme volume Ω. Soit f une ap-
plication re´elle de classe C1 de´finissant un reveˆtement ramifie´ de degre´ dt ≥ 2 au
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voisinage d’un compact X de V . On suppose que X est de mesure positive et que
f−1(X) ⊂ X. On se propose d’introduire une “mesure d’e´quilibre” sur X.
Plus pre´cise´ment, soit J le jacobien re´el de f de´fini par f∗Ω = JΩ; on suppose
J non ne´gatif, c.-a`-d. que f pre´serve l’orientation en dehors de l’ensemble critique.
Notons Ω|X la restriction normalise´e de la forme de volume Ω a` X. Lorsque f
de´finit un reveˆtement ramifie´ de f−1(X) au dessus de X, toute mesure σ, valeur
d’adhe´rence de la suite
σN :=
1
N
N∑
n=1
(fn)∗Ω|X
dnt
,
est invariante et ve´rifie f∗σ = dtσ. De plus, la mesure σ ne charge pas l’ensemble
critique C de f , on a meˆme
∫
log Jdσ ≥ log dt. On en de´duit que la mesure σ est
d’entropie au moins log dt.
Notons µ une mesure de probabilite´ obtenue par la construction ci-dessus. On se
pose le proble`me des proprie´te´s dynamiques de µ: est-elle l’unique mesure d’entropie
maximale, quels sont ses exposants de Lyapounov, les points pe´riodiques sont-ils
e´quidistribue´s par rapport a` µ? Dans le cadre re´el, il est facile de construire des
contres exemples en prenant des produits de varie´te´s. Dans le cadre complexe, la
situation est totalement diffe´rente.
Lorsque V = Pk et f est un endomorphisme holomorphe de degre´ dt > 1,
Briend-Duval [8], [9], ont re´cemment montre´ que les mesures µzn e´quidistribue´es
aux pre´images de z
µzn :=
1
dnt
∑
fn(w)=z
δw
convergent vers une mesure µ pour tout z n’appartenant pas a` un ensemble analy-
tique E . Ils ont e´galement montre´ que la mesure µ est l’unique mesure d’entropie
maximale log dt, que les exposants de Lyapounov sont strictement positifs et que
les points pe´riodiques re´pulsifs sont e´quidistribue´s par rapport a` µ. Ante´rieurement
[17], Fornæss et le second auteur avaient montre´ que la mesure µ est me´langeante
dans Pk et que l’ensemble exceptionnel E est pluripolaire. Le cas de dimension 1
avait de´ja` e´te´ re´solu par Lyubich [29] et Freire-Lopes-Man˜e [20]. Les techniques
utilise´s sont d’ailleurs assez proches.
Ce sont ces re´sultats qui ont servi de point de de´part a` notre e´tude. Observons
cependant que le cadre des applications d’allure polynomiale est moins rigide que
celui des endomorphismes holomorphes de Pk. Il le contient d’ailleurs car il suffit de
conside´rer le releve´ d’un endomorphisme de Pk a` Ck+1 qui est alors une application
d’allure polynomiale pour U , V convenables.
Le paragraphe 3 est consacre´ aux applications d’allure polynomiale. Soit f :
U −→ V un reveˆtement ramifie´ holomorphe de degre´ dt > 1, U ⊂⊂ V . On de´finit
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K := ⋂n≥0 f−n(V ). On montre qu’il existe une mesure de probabilite´ µ porte´e par
∂K d’entropie log dt, K-me´langeante donc en particulier me´langeante de tout ordre.
En particulier, si B est un bore´lien tel que µ(B) > 0 alors limn→∞ µ(f
n(B)) = 1. La
de´monstration est base´e sur des proprie´te´s de convergence des fonctions plurisoushar-
moniques.
Suivant l’ide´e de Gromov-Yomdin [23, 24, 43] (voir e´galement [21]), nous con-
side´rons dans le cas non compact, les degre´s dynamiques de l’application f qui
de´crivent la croissance des volumes des sous-varie´te´s par ite´ration. Pour 1 ≤ l ≤ k,
on pose pour une forme de Ka¨hler ω sur V
dl := lim sup
n→∞
(∫
U
(fn)∗ω
k−l ∧ ωl
)1/n
.
Au paragraphe 3.3, nous estimons les degre´s dynamiques de l’application f . On
montre que dl ≤ dt pour tout 1 ≤ l ≤ k et que f est d’entropie log dt. Donc la
mesure µ maximise l’entropie.
Soit X un sous-ensemble analytique de V . Le paragraphe 3.4 donne une car-
acte´risation du plus grand sous ensemble analytique EX de X qui est totalement
invariant, i.e. f−1(EX) = EX ∩ U . Un point z est dans EX si et seulement si la
“proportion” d’orbites de points de f−n(z) restant dans X est strictement positive.
Ce re´sultat est vrai pour toute varie´te´ complexe V .
De meˆme que la croissance du volume des ite´re´s de sous-varie´te´s est tre`s lie´e a`
l’entropie, la croissance du volume des ite´re´s de l’ensemble critique C de f est lie´e a`
l’e´tude fine de la mesure µ. Pour de´crire cette croissance, conside´rons δn le volume
normalise´ des images fn(C ∩ U−n). Plus pre´cise´ment,
δn :=
∫
C∩f−n(U)
(fn)∗ωk−1
dnt
et δ := lim sup
n→∞
n
√
δn.
On a alors l’analogue du the´ore`me de Briend-Duval pour l’espace projectif. Si la
se´rie
∑
δn converge (en particulier si δ < 1), alors pour tout z hors d’un ensemble
analytique E , la suite µzn converge vers µ. Les exposants de Lyapounov sont non
ne´gatifs et minore´s par 12 log(dt/dk−1). La mesure µ est limite de masses de Dirac
en des points pe´riodiques re´pulsifs.
Afin d’e´tudier la croissance des δn, nous sommes amene´s a` introduire une pro-
prie´te´ analytique des mesures de probabilite´. Nous dirons que ν est PLB si toutes
les fonctions p.s.h. sont ν-inte´grables. En une variable, cela e´quivaut a` dire que ν
est a` Potentiel Localement Borne´. Lorsque la mesure d’e´quilibre µ de f est PLB, on
a un controˆle de δn et les exposants de Lyapounov sont strictement positifs. De plus,
la mesure µ est me´langeante d’ordre exponentiel. Nous donnons une estimation de
l’ordre de me´lange qui est nouvelle meˆme dans le cas des applications holomorphes
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de Pk. Nous montrons que lorsqu’une application a une mesure associe´e µ qui est
PLB, il en est de meˆme pour les applications a` allure polynomiale voisines. Cela
permet de construire de vastes classes d’exemples satisfaisant nos hypothe`ses.
Cet article reprend une version pre´ce´dente de juin 2001 et une partie d’une
pre´publication d’Orsay de mars 2002. Dans un prochain travail, nous donnerons
une construction de la mesure d’e´quilibre comme produit ge´ne´ralise´ de courants
positifs ferme´s pour les applications polynomiales de Ck et pour les endomorphismes
d’une varie´te´ complexe compacte. Les ide´es de construction de la mesure d’e´quilibre
peuvent eˆtre e´tendues au cadre de l’ite´ration ale´atoire.
C’est un plaisir de remercier A. Ancona qui a re´pondu a` plusieurs questions de
the´orie du potentiel.
2 Applications re´elles
Dans ce paragraphe, nous donnons quelques proprie´te´s abstraites sur le me´lange pour
les mesures invariantes associe´es a` des reveˆtements ramifie´s. Dans le cas riemannien,
les mesures d’e´quilibre que nous construisons, ne chargent pas l’ensemble critique.
Une version quantitative de cette proprie´te´ permet de montrer qu’un exposant de
Lyapounov au moins est strictement positif.
2.1 Reveˆtements ramifie´s
Soient X et Y deux espaces me´triques localement compacts. Soit f : Y −→ X une
application continue. Pour toute fonction continue ϕ sur X, on peut de´finir une
fonction continue f∗ϕ := ϕ ◦ f sur Y . Par dualite´, pour toute mesure ν a` support
compact dans Y , on peut de´finir une mesure f∗ν a` support compact dans X par la
relation ∫
X
ϕd(f∗ν) :=
∫
Y
f∗ϕdν pour toute ϕ continue sur X.
Cet ope´rateur est continu sur l’ensemble des mesures positives a` support compact
dans Y .
En ge´ne´ral, on ne peut pas de´finir l’ope´rateur f∗ sur l’ensemble des mesures.
Nous allons donner un cadre ou` cet ope´rateur est bien de´fini.
De´finition 2.1.1 Nous dirons que (Y, f,X) est un espace e´tale´ ramifie´ au dessus
de X s’il existe une fonction n : Y −→ N+ ve´rifiant les proprie´te´s suivantes:
1. Pour tout x ∈ X, l’ensemble f−1(x) est discret.
2. n(y) = 1 dans un ouvert dense de Y .
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3. Pour tout y0 ∈ Y et Y0 un voisinage suffisamment petit de y0, on a∑
y∈Y0, f(y)=x
n(y) = n(y0)
lorsque x ∈ X est suffisamment proche de f(y0).
On dira que n(y) est la multiplicite´ de f en y.
Pour toute fonction ϕ a` support compact dans Y , on de´finit sur X la fonction
f∗ϕ par la formule
f∗ϕ(x) :=
∑
f(y)=x
n(y)ϕ(y).
Nous laissons au lecteur la preuve de la proposition suivante qui donne les premie`res
proprie´te´s de cette notion.
Proposition 2.1.2 Soit f : Y −→ X une application continue de´finissant un espace
e´tale´ comme pre´ce´demment. Alors
1. L’application f est ouverte. La fonction n est semi-continue supe´rieurement.
2. La fonction n est l’unique fonction ve´rifiant les conditions donne´es dans la
de´finition 2.1.1.
3. La condition 3 de la de´finition 2.1.1 e´quivaut a` la condition suivante: pour
toute ϕ continue, a` support compact dans Y , f∗ϕ est continue.
La proprie´te´ 3 de la proposition 2.1.2 permet de de´finir pour toute mesure ν a`
support dans X, une mesure f∗ν de Y par la relation∫
ϕdf∗ν =
∫
f∗ϕdν
ou` ϕ ∈ Cc(X). L’ope´rateur f∗ est continu sur les mesures.
De´finition 2.1.3 Soit (Y, f,X) un espace e´tale´ ramifie´. On dira que f de´finit un
reveˆtement ramifie´ de degre´ dt si pour tout x ∈ X on a∑
f(y)=x
n(y) = dt
Observons que si f de´finit un reveˆtement ramifie´ de degre´ dt, pour toute fonction
ϕ a` support dans Y (compact ou non), la fonction f∗ϕ est bien de´finie. De plus, si
ν est une mesure positive de masse m sur X, la mesure f∗ν est de masse dtm. On
a aussi f∗(f
∗)ν = dtν.
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2.2 K-me´lange pour les reveˆtements ramifie´s
Soit f : Y −→ X une application continue de´finissant un reveˆtement ramifie´ de degre´
dt. Conside´rons le cas ou` Y est un ouvert relativement compact de X. L’ope´rateur
d−1t f
∗ est continu sur le convexe des mesures de probabilite´ a` support dans Y . Le
the´ore`me du point fixe entraˆıne l’existence d’une mesure de probabilite´ µ a` support
compact dans X ve´rifiant
f∗µ = dtµ.
On a
f∗µ = f∗
(
1
dt
f∗µ
)
=
1
dt
f∗(f
∗)µ = µ.
La mesure µ est donc invariante par f∗.
Pour toute fonction ϕ continue sur X, on de´finit la fonction Λϕ continue sur X
par la relation
Λϕ(x) :=
f∗ϕ(x)
dt
=
1
dt
∑
f(y)=x
n(y)ϕ(y).
L’ope´rateur Λ est parfois appele´ ope´rateur de Perron-Frobenius [29]. Il se pro-
longe par continuite´ en un ope´rateur de L2(µ) dans lui-meˆme. D’apre`s l’ine´galite´
de Cauchy-Schwarz, on a |f∗ϕ|2 ≤ dtf∗|ϕ|2. Par conse´quent, ‖Λ‖ = 1. L’ope´rateur
adjoint de Λ est de´fini par ( τΛ)(ϕ) = ϕ ◦ f . On a bien suˆr Λ τΛ = id. Mais Λ n’est
pas injectif en ge´ne´ral. Pour tout n ≥ 1, posons
Vn :=
{
ϕ ∈ L2(µ)| Λnϕ = 0}.
On ve´rifie que la suite Vn est croissante et que
V ⊥n =
{
θ| θ = ψn ◦ fn, ψn ∈ L2(µ)
}
.
Notons H0 l’adhe´rence de
⋃
n≥1 Vn. Soit H
⊥
0 son orthogonal. Il est clair que
H⊥0 =
{
θ| pour tout n ≥ 1 il existe ψn ∈ L2(µ) ve´rifiant θ = ψn ◦ fn
}
.
L’ope´rateur Λ est injectif sur H⊥0 . Il en re´sulte que la restriction de Λ sur H
⊥
0 est
un ope´rateur unitaire. Autrement dit, pour ϕ ∈ H⊥0
(Λϕ) ◦ f = ϕ.
Notons A la famille des bore´liens A ve´rifiant
f−n(fn(A)) = A pour tout n ≥ 1.
On ve´rifie queA est une tribu, en effet, H⊥0 est engendre´ par les fonctions indicatrices
1A avec A ∈ A. Rappelons les notions de K-me´lange et de r-me´lange [12].
7
De´finition 2.2.1 Soit ν une mesure de probabilite´ invariante pour f . On dira que
ν est K-me´langeante si
sup
‖ϕ‖L2(ν)≤1
∣∣∣∣∫ ϕ(fn)ψdν − (∫ ϕdν)(∫ ψdν)∣∣∣∣ −→ 0
quand n→∞ et que ν est r-me´langeante ou me´langeant d’ordre r si
lim
n1,...,nr→∞
∫
ψ0ψ1(f
n1) . . . ψr(f
n1+n2+···+nr)dν −→
r∏
i=0
(∫
ψidν
)
ou` ϕ, ψ sont dans L2(ν) et les ψi sont dans L
∞(ν).
Dans le cadre de la dynamique des reveˆtements ramifie´s, on a la proposition suivante
adapte´e a` nos besoins.
Proposition 2.2.2 Soient X un espace me´trique localement compact, Y un ouvert
relativement compact de X. Soit (Y, f,X) un reveˆtement ramifie´ de degre´ dt ≥ 2.
Si µ est une mesure de probabilite´ a` support compact dans X ve´rifiant f∗µ = dtµ,
alors les proprie´te´s suivantes sont e´quivalentes:
1. H⊥0 = C.
2. Pour toute ϕ ∈ L2(µ), Λnϕ −→ cϕ :=
∫
ϕdµ dans L2(µ).
3. Si A est un bore´lien ve´rifiant f−n(fn(A)) = A pour tout n ≥ 1, alors µ(A) = 0
ou 1.
4. Si B est un bore´lien ve´rifiant µ(B) > 0 alors limn→∞ µ(f
n(B)) = 1.
5. La suite d’ope´rateurs (Λn) de L2(µ) dans L2(µ) est convergente au sens fort
et la mesure µ est K-me´langeante.
6. La suite d’ope´rateurs (Λn) de L2(µ) dans L2(µ) est convergente au sens fort
et la mesure µ est r-me´langeante pour tout r ≥ 1.
7. La suite d’ope´rateurs (Λn) de L2(µ) dans L2(µ) est convergente au sens fort
et la mesure µ est ergodique.
Preuve— 1.=⇒ 2. Si ϕ0 ∈ H0 on a Λnϕ0 −→ 0 car ‖Λ‖ = 1. Sur H⊥0 , on a Λn1 = 1.
Il suffit donc de de´composer ϕ = ϕ0 + c, ϕ0 ∈ H0, c ∈ C.
2.=⇒ 3. Si A = f−n(fn(A)), posons An := fn(A). On a 1A = 1An ◦ fn et
Λn1A = 1An . La suite 1An convergeant dans L
2(µ) vers une constante, la limite ne
peut eˆtre que 0 ou 1. D’ou` µ(A) = µ(An) = 0 ou 1.
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3.=⇒ 4. Soit B tel que µ(B) > 0. Posons Bn := f−n(fn(B)), on a Bn+1 ⊃ Bn.
Si B˜ :=
⋃
n≥0Bn on a f
−n(fn(B˜)) = B˜. Donc
µ(fn(B)) = µ(f−n(fn(B)) = µ(Bn) −→ µ(B˜) > 0.
D’apre`s 3., on a µ(B˜) = 1.
4.=⇒ 3. Puisque f−n(fn(A)) = A et f∗µ = dtµ, on a
µ(A) = 〈µ, 1A〉 = 〈µ, 1f−n(fn(A))〉 = 〈µ, 1fn(A) ◦ fn〉
= 〈µ, 1fn(A)〉 = µ(fn(A)).
Si µ(A) > 0, d’apre`s 4., µ(fn(A)) tend vers 1 quand n →∞. Par conse´quent, on a
µ(A) = 0 ou 1.
3.=⇒ 1. Puisque H⊥0 est engendre´ par les fonctions 1A avec A ∈ A, il est clair
que H⊥0 = C.
1. et 2. =⇒ 5. Fixons ϕ ∈ L2(µ) et ǫ > 0. Il existe n0 > 0, ϕ˜ ∈ Vn0 et
c ∈ H⊥0 = C tels que ‖ϕ− ϕ˜− c‖L2(µ) ≤ ǫ. Pour tout n ≥ n0 on a
‖Λnϕ− c‖L2(µ) = ‖Λn(ϕ− ϕ˜− c)‖L2(µ) ≤ ǫ
car Λnϕ˜ = 0 et ‖Λ‖ = 1. D’ou` la convergence de la suite (Λn).
Pour le K-me´lange, il suffit de remarquer que la proprie´te´ 2 implique∣∣∣∣∫ ϕ(fn)ψdµ − (∫ ϕdµ)(∫ ψdµ)∣∣∣∣ = ∣∣∣∣∫ ϕ(Λnψ − cψ)dµ∣∣∣∣
≤ ‖ϕ‖L2(µ)‖Λnψ − cψ‖L2(µ).
5.=⇒ 6. On montre le r-me´lange par re´currence sur r. Le 1-me´lange est une
conse´quence du K-me´lange. Pour r > 1, on a∫
cψ0ψ1(f
n1) . . . ψr(f
n1+n2+···+nr)dµ = cψ0
∫
ψ1 . . . ψr(f
n2+···+nr)dµ.
Par hypothe`se de re´currence, le dernier terme tend vers
cψ0 . . . cψr =
r∏
i=0
(∫
ψidµ
)
.
On a aussi que∫
(ψ0 − cψ0)ψ1(fn1) . . . ψr(fn1+n2+···+nr)dµ
=
∫
(Λn1ψ0 − cψ0)ψ1 . . . ψr(fn2+···+nr)dµ
≤ ‖Λn1ψ0 − cψ0‖L2(µ)‖ψ1‖L∞(µ) . . . ‖ψr‖L∞(µ).
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Le dernier terme tend vers 0 et on obtient le re´sultat.
6.=⇒ 7. est clair.
7.=⇒ 3. Soit A ∈ A. Posons An := fn(A). Il existe une fonction θ ∈ H⊥0
telle que Λn1A = 1An −→ θ avec Λθ = θ. Puisque Λ est inversible dans H⊥0 , on a
θ ◦ f = θ. L’ergodicite´ de µ implique que θ est constante. Cette constante ne peut
eˆtre que 0 ou 1. On a
µ(A) = 〈µ, 1A〉 = 〈µ,Λn1A〉 = 〈µ, 1An〉 −→ 〈µ, θ〉 = 0 ou 1.

Notons M˜ l’ensemble des mesures de probabilite´ ν a` support compact dans
X telles que pour tout n ≥ 1 il existe une mesure νn a` support compact dans
X satisfaisant la relation ν = d−nt (f
n)∗νn. C’est un convexe compact. Notons
e´galement M ⊂ M˜ le convexe compact des mesures de probabilite´ ν a` support
compact dans X ve´rifiant f∗ν = dtν. Si ν
′ est une mesure de probabilite´ a` support
compact dans X et si ν est une valeur adhe´rente a` la suite d−nt (f
n)∗ν ′ alors ν
appartient a` M˜.
Corollaire 2.2.3 Soient f et µ ve´rifiant les proprie´te´s de la proposition 2.2.2. Alors
pour toute mesure ν ∈ M˜, il existe une constante 0 ≤ c ≤ 1 et une mesure νs
singulie`re par rapport a` µ telles que ν = cµ + νs. En particulier, µ est extre´male
dans M.
Preuve— Si ν = d−nt (f
n)∗νn, on peut e´crire ν = cµ+ ν
s et νn = cnµ+ ν
s
n ou` ν
s, νsn
sont singulie`res par rapport a` µ et ou` c, cn sont des fonctions positives dans L
1(µ).
On a
ν =
(fn)∗νn
dnt
= cn(f
n)µ+
(fn)∗νsn
dnt
.
Puisque f∗µ = dtµ, la mesure d
−n
t (f
n)∗νsn est singulie`re par rapport a` µ et cn(f
n) ∈
L1(µ). On en de´duit que c = cn ◦ fn. D’apre`s la proposition 2.2.2, la fonction
min{c, α} de H⊥0 est constante pour tout α ≥ 0. Par suite, c est constante. Les
mesures µ et ν e´tant de masse 1, on a 0 ≤ c ≤ 1.

Nous verrons que l’hypothe`se faite dans la proposition 2.2.2 est toujours ve´rifie´e
pour les applications holomorphes d’allure polynomiale. Donnons cependant un
exemple dans le cadre riemannien.
Soient U ⊂⊂ V deux ouverts simplement connexes d’une varie´te´ riemannienne
M . On suppose que V est connexe et que U contient dt ≥ 2 composantes connexes.
Soit f : U −→ V une application de classe C1 de´finissant des bijections entre chaque
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composante de U et V . On suppose que K := ⋂n≥0 f−n(V ) n’a qu’un nombre
au plus de´nombrable de composantes connexes non re´duites a` un point. Ceci est
vrai en particulier si V est de dimension 1. Montrons que la mesure µ, obtenue
comme point fixe de l’ope´rateur d−1t f
∗, est K-me´langeante et pour tout x ∈ V on a
µxn := d
−n
t (f
n)∗δx ⇀ µ ce qui montre en particulier l’unicite´ de µ.
Soient (f−ni ) les branches inverses de f
n avec 1 ≤ i ≤ dnt . Posons Rni := f−ni (V ).
Pour tout i, il existe j tel que Rni ⊂⊂ Rn−1j . Soit B la σ-alge`bre engendre´e par les
Rni . D’apre`s un the´ore`me de Blackwell [32, p. 62], l’alge`bre B contient toute alge`bre
B′ dont les atomes (c.-a`-d. les bore´liens minimaux) sont re´union d’atomes de B. Il
nous faut donc de´terminer les atomes de B. Chaque Rni e´tant connexe et tout atome
e´tant intersection de´croissante de Rni , les atomes sont connexes.
Soit ν := limµxni . Il est clair que ν(ϕ) = 0 si Λ
nϕ = 0 pour un n ≥ 1. On
conside`re pour i 6= j la fonction ϕ de´finie par ϕ := 1 sur Rnj , ϕ := −1 sur Rni et ϕ = 0
ailleurs. On a que ν(Rni ) = ν(R
n
j ) et µ(R
n
i ) = µ(R
n
j ). Donc ν(R
n
i ) = d
−n
t = µ(R
n
i ).
On en de´duit que ν et µ s’annulent sur les atomes de B. De plus, µ et ν co¨ıncident
sur B. Si les atomes de B sont triviaux sauf pour un nombre de´nombrable au plus,
il en re´sulte que µ = ν. L’hypothe`se sur K assure pre´cise´ment que l’ensemble des
atomes non re´duits a` un point est au plus de´nombrable.
Pour montrer que µ est K-me´langeante, il suffit d’observer que pour toute fonc-
tion continue ϕ, on a Λnϕ → cϕ dans L2(µ). En effet, Λnϕ → cϕ ponctuellement;
on peut appliquer le the´ore`me de convergence domine´e.
2.3 Mesure d’e´quilibre
Nous allons maintenant construire une mesure d’e´quilibre dans le cadre riemannien.
Soit V une varie´te´ riemannienne munie d’une forme volume Ω. Soit f une application
de classe C1 d’un ouvert U de V dans V . On notera C l’ensemble critique de f . On
suppose que #f−1(x) = dt > 1 pour tout x ∈ V \ f(C). Soit X un compact de U
de mesure positive tel que Y := f−1(X) ⊂ X. Posons
σN :=
1
N
N∑
n=1
(fn)∗Ω|X
dnt
ou` on a note´ Ω|X la restriction de Ω a` X. On peut supposer
∫
Ω|X = 1. La forme Ω
e´tant de degre´ maximal, il existe une fonction continue J ve´rifiant f∗Ω = JΩ. C’est
le jacobien de f . On suppose J ≥ 0 sur X, c.-a`-d. que f pre´serve l’orientation sur
X \ C.
Observons que d−nt (f
n)∗Ω|X de´finit une mesure bien que l’ope´rateur (f
n)∗ ne
soit pas a` priori de´fini sur l’ensemble des mesures. En ge´ne´ral, si ν est une mesure
de V \ f(C) on peut de´finir la mesure f∗ν sur U \ f−1(f(C)). Cet ope´rateur est
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continu. D’apre`s le the´ore`me de Sard, l’ensemble des valeurs critiques de fn est de
mesure nulle. On en de´duit que d−nt (f
n)∗Ω|X est une mesure de probabilite´.
Rappelons ici la notion d’entropie d’une mesure invariante σ de f . De´signons
par d la distance sur V . On pose
dfn(x, y) := max
0≤i≤n−1
d(f i(x), f i(y)).
Notons Bfn(x, r) la boule de centre x et de rayon r pour la distance d
f
n. D’apre`s Brin-
Katok [10], la mesure σ e´tant invariante, pour σ-presque tout x la limite suivante
existe
hσ(f, x) := lim
δ→0
lim sup
n→∞
− log σ(Bfn(x, δ))
n
et de´finit une fonction invariante par f telle que∫
hσ(f, x)dσ = hσ(f).
C’est l’entropie de σ pour f .
Dans [30], Man˜e montre que pour les fractions rationnelles de P1 la fonction
log J est inte´grable pour les mesures d’entropie positive. C’est ce re´sultat que nous
a inspire´.
The´ore`me 2.3.1 Avec les notations ci-dessus, soit σ une valeur d’adhe´rence de la
suite (σN ). Alors
1. σ est une mesure invariante: f∗σ = σ.
2.
∫
log Jdσ ≥ log dt.
3. f∗σ = dtσ sur V \f−1(f(C)). On a f∗σ = dtσ lorsque f de´finit un reveˆtement
ramifie´ de f−1(X) au dessus de X.
4. L’entropie hσ de la mesure σ est supe´rieure ou e´gale a` log dt.
Preuve— 1. Observons que
f∗σN − σN = 1
N
(
Ω|X −
(fN )∗Ω|X
dNt
)
et que ces mesures tendent vers 0 quand N →∞. L’ope´rateur f∗ e´tant continu, on
a f∗σ = σ.
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2. Soit M > 0 tel que J ≤M sur X. Fixons m > 0, δ > 0 et posons
gm(x) := min
(
log
M
J(x)
,m+ logM
)
= min
(
log
M
J(x)
,m′
)
ou` m′ := m+logM . C’est une famille de fonctions continues, positives, borne´es sur
X qui tend vers logM/J(x) quand m tend vers l’infini. Posons
µn :=
(fn)∗Ω|X
dnt
et sN(x) :=
1
N
N−1∑
q=0
gm(f
q(x)).
On a ∫
sNdµN =
1
N
N−1∑
q=0
∫
gm(f
q(x))
(fN )∗Ω|X
dNt
=
1
N
N−1∑
q=0
∫
gm(x)
(fN−q)∗Ω|X
dN−qt
=
1
N
N−1∑
q=0
∫
gm(x)dµN−q =
∫
gmdσN . (1)
Pour minorer
∫
log Jdσ, il suffit donc de majorer
∫
sNdµN .
Pour α > 0, posons XαN := {x, sN (x) > α}. Puisque sN (x) ≤ m′, on a∫
gmdσN =
∫
sNdµN ≤ m′µN (XαN ) + α(1 − µN (XαN ))
= α+ (m′ − α)µN (XαN ).
Si µN (X
α
N ) tend vers 0 quand N →∞, on a
lim sup
N→∞
∫
gmdσN ≤ α et par suite,
∫
log
M
J
dσ ≤ α.
Il s’agit donc de de´terminer la borne infe´rieure des α tels que µN (X
α
N ) tende vers 0
pour m fixe´. Par de´finition de µN , on a
µN (X
α
N ) =
∫
XαN
∏N−1
q=0 J ◦ f q
dNt
Ω|X .
Posons pour δ > 0 fixe´ et j ∈ Z,
Wj :=
{
exp(−jδ) < J ≤ exp(−(j − 1)δ)}
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et
τj(x) :=
1
N
#
{
q, f q(x) ∈Wj et 0 ≤ q ≤ N − 1
}
.
On a
∑
τj = 1 et
µN (X
α
N ) ≤
∫
XαN
[
1
dt
exp
(∑
−(j − 1)δτj
)]N
Ω|X . (2)
Or sur XαN on a
α < sN <
∑
τj(logM + jδ) =
∑
jδτj + logM.
Donc
−
∑
(j − 1)δτj < −α+ (logM + δ)
et d’apre`s (2)
µN (X
α
N ) ≤
∫
XαN
[
exp(−α)M exp(δ)
dt
]N
Ω|X .
Pour tout α > log(M/dt) + δ, on a µN (X
α
N ) → 0. Or δ est arbitrairement petit.
On a
∫
gmdσN ≤ log(M/dt). Comme gm est continue,
∫
gmdσ ≤ log(M/dt) et par
suite,
∫
log Jdσ ≥ log dt.
3. Sur V \ f−1(f(C)), on a
f∗σN − dtσN = 1
N
[
(fN+1)∗Ω|X
dNt
− f∗Ω|X
]
.
Donc ces mesures tendent vers 0 quand N → ∞. Sur V \ f−1(f(C)), l’ope´rateur
f∗ e´tant continu, on a f∗σ = dtσ. Si f de´finit un reveˆtement ramifie´ de f
−1(X) au
dessus de X, l’ope´rateur f∗ est continu sur l’ensembles des mesures a` support dans
X. Dans ce cas, on a f∗σ = dtσ sur V .
4. La mesure σ est de jacobien constant dt, i.e. pour tout bore´lien B sur lequel
f est injective, on a 1f(B) = f∗1B , par suite,
σ(f(B)) = dtσ(B) (3)
Notons que d’apre`s la partie 2, l’ensemble C est de mesure nulle pour σ, donc le
jacobien Jσ de f par rapport a` la mesure σ est presque partout e´gal a` dt. Une
formule de Parry [34] assure que
hσ(f) ≥
∫
log Jσdσ = log dt.

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Remarque 2.3.2 Soit f : Y −→ X un reveˆtement ramifie´ de degre´ dt ≥ 2 avec
Y ⊂⊂ X. Soit ν une mesure de probabilite´ sur X telle que f∗ν = Jν avec une
fonction J ≥ 0 semi-continue supe´rieurement sur X. La de´monstration du the´ore`me
2.3.1 montre que
∫
log Jdσ ≥ log dt pour toute valeur d’adhe´rence σ de la suite de
1
N
∑N
1 d
−n
t (f
n)∗ν.
Remarque 2.3.3 Supposons que la restriction de f a` Y := f−1(X) soit un reveˆtement
ramifie´ de degre´ dt ≥ 2 au dessus de X. Il est facile de ve´rifier que les points
extre´maux de M sont des mesures ergodiques. En utilisant la de´composition de
Choquet de σ relativement aux e´le´ments extre´maux de M, on a
σ =
∫
ναdτ(α)
ou` να est extre´male et τ est une mesure de probabilite´ sur l’ensemble des mesures
extre´males. Il en re´sulte qu’il existe une mesure extre´male ν, donc ergodique, pour
laquelle ∫
log Jdν ≥ log dt (4)
Par suite, hν(f) ≥ log dt. Observons que l’ensemble M′ des mesures de probabilite´
ν ∈ M ve´rifiant (4) est un convexe compact. En prenant des varie´te´s produit, il est
facile de construire des exemples montrant qu’une telle mesure n’est pas unique.
Rappelons ici la notions d’entropie topoplogique [26]. On dit qu’un ensemble
F est (n, ǫ)-se´pare´ si pour x, y ∈ F distincts, on a dfn(x, y) ≥ ǫ. C’est-a`-dire qu’a`
l’echelle ǫ, les orbites de x et y peuvent eˆtre distingue´es avant le temps n. On de´finit
l’entropie topologique de f par
h(f) := sup
ǫ>0
lim sup
n→∞
1
n
log max
{
#F pour F ⊂ X (n, ǫ)-se´pare´}.
Le principe variationnel affirme que
h(f) = sup
{
hν(f) pour ν invariante ergodique
}
.
On retrouve dans le cadre du the´ore`me 2.3.1, ou` on a suppose´ J ≥ 0, le re´sultat de
Misiurewicz-Przytycki [26] qui dit que l’entropie topologique ht(f) de f est minore´e
par log dt.
Proposition 2.3.4 Soit f : U −→ V une application de classe C1. Soit X un
compact de U tel que f−1(X) ⊂ X. Supposons que la restriction de f a` f−1(X)
de´finisse un reveˆtement ramifie´ de degre´ dt ≥ 2 au dessus de X. Si µ ∈ M′ est une
mesure ergodique, alors
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1. Jk := supp(µ) est parfait.
2. Les exposants de Lyapounov (λ1, . . . , λk) relatifs a` µ sont constants et ve´rifient
λ1 + · · ·+ λk ≥ log dt.
En particulier, si dimR V = 1, la mesure µ est hyperbolique.
Preuve— 1. Si x est un point isole´ de supp(µ) alors µ{x} > 0. L’ergodicite´ de
µ entraˆıne que µ = δx et en particulier f
−1(x) = {x}. Ce qui entraˆıne que x est
critique. Cela contredit l’inte´grabilite´ de log J par rapport a` µ.
2. Pour montrer l’existence des exposants de Lyapounov pour µ il suffit [26] de
ve´rifier les ine´galite´s∫
log+ ‖Df‖dµ < +∞ et
∫
log+ ‖(Df)−1‖dµ < +∞.
La premie`re ine´galite´ est e´vidente, l’inte´grabilite´ de log J par rapport a` µ suffit pour
ve´rifier la seconde. Il existe donc λ(1) > λ(2) > · · · > λ(m) et une de´composition
µ-mesurable du fibre´ tangent a` V en fibre´s invariants E1 ⊕ · · · ⊕ Em tels que
lim 1n log ‖Dfn(x)v‖ = λ(j)(x) µ-presque partout si |v| = 1 et v ∈ Ej. De plus,
les λ(j) sont constants car µ est ergodique. Ce sont les exposants de Lyapounov
de multiplicite´ respective dimEj . Un changement de variable classique [26, p.666]
permet de montrer que
lim
1
n
log Jfn =
∑
(dimEj)λ(j) =
∑
λj
ou` Jfn est le jacobien re´el de f
n et λ1, . . . , λk sont les k exposants de Lyapounov
e´crits en tenant compte les multiplicite´s. En appliquant le the´ore`me ergodique a` la
fonction µ-inte´grable log J , on trouve
∑
λj = lim
1
n
log Jfn = lim
1
n
n−1∑
q=0
log J ◦ f q =
∫
log Jdµ ≥ log dt.

3 Applications d’allure polynomiale
Dans ce paragraphe, nous e´tudions la dynamique d’une grande classe d’applications
holomorphes: les applications d’allure polynomiale. Nous construisons une mesure
d’e´quilibre µ d’entropie maximale. Nous montrons qu’elle est K-me´langeante. Nous
e´tudions les ensembles exceptionnels, les points pe´riodiques et les exposants de Lya-
pounov de cette mesure. Nous montrons, en particulier, que si µ est PLB (c.-a`-d.
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que les fonctions p.s.h. sont µ-inte´grables), l’ensemble exceptionnel est analytique,
les points pe´riodiques re´pulsifs sont denses dans supp(µ), les exposants de Lya-
pounov sont strictement positifs et la vitesse de me´lange est d’ordre exponentiel.
La proprie´te´ pour la mesure µ associe´e a` f , d’eˆtre PLB, est stable par pertubation.
Cela nous permet d’exhiber une vaste famille d’applications avec une telle mesure
d’e´quilibre. Nous avons rassemble´ au paragraphe 3.9 les proprie´te´s non dynamiques
des mesures PLB. Le lecteur peut d’abord se familiariser avec ces proprie´te´s.
3.1 Quelques de´finitions
Introduisons quelques notions qui de´finissent le cadre de notre e´tude.
De´finition 3.1.1 Une varie´te´ complexe V est dite S-convexe si elle posse`de au moins
une fonction continue strictement p.s.h. Elle est dite S-se´pare´e si pour tout point
a de V et tout ensemble fini A ⊂ V \ {a}, il existe une fonction p.s.h. continue ϕ
ve´rifiant ϕ(a) > supA ϕ(z).
Il est clair qu’une varie´te´ S-convexe ne peut contenir des ensembles analytiques
compacts de dimension strictement positive. Les ouverts relativement compacts
d’une telle varie´te´ sont Kobayashi hyperboliques [38]. Tout ouvert d’une varie´te´
de Stein, par exemple Ck, est S-convexe et S-se´pare´. Si V est S-convexe, il re´sulte
du the´ore`me de Richberg [36], qu’elle posse`de une fonction strictement p.s.h. Φ de
classe C∞ et donc une me´trique ka¨hle´rienne associe´e a` la forme ω := ddcΦ.
De´finition 3.1.2 On appelle application (holomorphe) d’allure polynomiale toute
application holomorphe propre f de U sur V ou` V est une varie´te´ complexe con-
nexe, S-convexe et U est un ouvert relativement compact de V (e´ventuellement
non-connexe). On de´finit l’ensemble de Julia rempli de f par K := ⋂n≥0 U−n ou`
U−n := f
−n(V ). On appelle degre´ topologique de f le nombre dt de pre´images d’un
point z ∈ V compte´es avec mulitiplicite´s. Dans la plupart des re´sultats, la connexite´
de V n’est pas ne´cessaire. On a seulement besoin que V ait un nombre fini de com-
posantes et que chaque point de V admet exactement dt pre´images compte´es avec
multiplicite´s.
L’application f est ouverte et de´finit un reveˆtement ramifie´ de U au dessus de
V . En particulier, le degre´ topologique dt de f ne de´pend pas du point z ∈ V .
L’ensemble K est le plus grand compact totalement invariant par f au sens ou`
f−1(K) = K.
Les applications d’allure polynomiale en dimension 1 lorsque les ouverts U et
V sont simplement connexes, ont e´te´ conside´re´es par Douady-Hubbard [15]. Ils en
rame`nent l’e´tude dynamique a` celle des polynoˆmes. Cette re´duction est obtenue
graˆce au the´ore`me de Riemann-mesurable. Ce the´ore`me n’ayant pas d’analogue a`
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plusieurs variables, nous adoptons une approche diffe´rente dont l’ingre´dient essentiel
est un the´ore`me de convergence pour les fonctions plurisousharmoniques.
Notons ici que les endomorphismes polynomiaux de Ck dont l’infini est “attirant”
sont a` allure polynomiale. Plus pre´cise´ment, la restriction d’une telle application
a` un ouvert convenable est une application a` allure polynomiale. En ge´ne´ral, un
endomorphisme polynomial de Ck avec k ≥ 2 n’est pas a` allure polynomiale meˆme
s’il est propre. La terminologie “allure polynomiale” est en fait utilise´e par Douady-
Hubbard dans le cas de dimension 1, nous l’avons conserve´e.
Rappelons que dans le cas d’une application holomorphe g : Pk −→ Pk, on de´finit
pour tout 1 ≤ l ≤ k le degre´ dynamique d’ordre l de g, note´ dl, comme le degre´ de
la varie´te´ g−1(H) ou` H est un sous-espace projectif ge´ne´rique de dimension k− l de
P
k. Le degre´ topologique de g est e´gal a` dk. Si ω0 de´signe la forme de Fubini-Study
de Pk, on a
dl =
∫
g∗(ωl0) ∧ ωk−l0 =
∫
ωl0 ∧ g∗(ωk−l0 ).
Ces degre´s jouent le roˆle crucial pour calculer l’entropie de l’application.
Lorsque f est une application d’allure polynomiale, nous conside´rons les notions
locales analogues. Pour tout 1 ≤ l ≤ k := dimV et tout n ≥ 1, on pose
dl,n :=
∫
U−n−1
(fn)∗(ωl) ∧ ωk−l =
∫
U
(fn)∗(ω
k−l) ∧ ωl.
On ve´rifie que dl,n est re´el positif.
De´finition 3.1.3 On appelle degre´ dynamique d’ordre l de f le nombre re´el positif
dl := lim sup
n→∞
n
√
dl,n.
On a dk,n = d
n
t
∫
U ω
k et donc dk = dt. Notons que, si f est la restriction d’une
application polynomiale, les degre´s dynamiques de´finis ci-dessus sont en ge´ne´ral plus
petits que ceux de´finis globalement (voir l’exemple 3.10.6). La proposition suivante
montre que les dl sont bien de´finis du point de vue dynamique.
Proposition 3.1.4 1. Les degre´s dynamiques dl ne de´pendent pas de la forme
ka¨hle´rienne ω choisie.
2. Soit U ′ ⊂⊂ V un voisinage de K. Alors
dl = lim sup
n→∞
(∫
U ′
(fn)∗(ω
k−l) ∧ ωl
)1/n
.
3. Les dl sont des nombres re´els strictement positifs, invariants par conjugaison
holomorphe.
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Preuve— 1. Soit ω˜ une autre forme ka¨hle´rienne sur V . Il existe une constante c ≥ 1
telle que c−1ω ≤ ω˜ ≤ cω sur U . Posons
d′l,n :=
∫
U
(fn)∗(ω˜
k−l) ∧ ω˜l et d′l := lim sup n
√
d′l,n.
On a
c−kdl,n ≤ d′l,n ≤ ckdl,n.
En conse´quence, on obtient d′l = dl. Ce qui montre aussi l’invariance par conjugaison
holomorphe.
2. Fixons m assez grand tel que U−m soit contenu dans U
′. Posons
d∗l,n :=
∫
U−m
(fn)∗(ω
k−l) ∧ ωl et d∗l := lim sup n
√
d∗l,n.
Il est clair que d∗l,n ≤ dl,n et donc d∗l ≤ dl.
Puisque la forme (fm−1)∗(ωk−l) est lisse sur U−m+1, il existe une constante c > 0
telle que sur U−m on ait (f
m−1)∗(ωl) ≤ cωl. On en de´duit que pour tout n ≥ m
dl,n =
∫
U−m
(fn−m+1)∗(ω
k−l) ∧ (fm−1)∗(ωl)
≤ c
∫
U−m
(fn−m+1)∗(ω
k−l) ∧ ωl = cd∗l,n−m+1
Par conse´quent, dl ≤ d∗l et donc dl = d∗l .
De la meˆme manie`re, on montre que
lim sup
n→∞
(∫
U ′
(fn)∗(ω
k−l) ∧ ωl
)1/n
= d∗l .
3. On a f∗ω ≤ cω sur U−1 pour un c > 0, donc (fn)∗ω ≤ cnω sur U−n−1. Par
conse´quent,
dl,n =
∫
U−n−1
(fn)∗(ωl) ∧ ωk−l ≤ cln
∫
U−n−1
ωk ≤ cln
∫
U
ωk
et
dl,n ≥ c−(k−l)n
∫
U−n−1
(fn)∗(ωl) ∧ (fn)∗(ωk−l) = c−(k−l)ndnt
∫
U
ωk.
On en de´duit que c−k+ldt ≤ dl ≤ cl.

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L’ensemble critique C de f a une grande influence a` la dynamique de f . Nous
aurons besoin de mesurer la croissance des images de C. Notons
C−n :=
⋃n−1
j=0 f
−j(C) l’ensemble critique de fn;
Cn := f
n(C ∩ U−n);
PCn :=
⋃n
j=1Cj l’ensemble postcritique d’ordre n;
PC∞ :=
⋃∞
j=1Cj l’ensemble postcritique d’ordre infini de f .
Le volume de Cn dans U est e´gal a` d
n
t δn ou`
δn :=
1
dnt
∫
Cn∩U
ωk−1 =
1
dnt
∫
C∩U−n−1
(fn)∗(ωk−1).
Soit J le jacobien re´el de f . Si V est un ouvert de Ck et ω = ddc|z|2, on a ddc log J =
2[C]. Dans le cas ge´ne´ral, il existe une constante c ≥ 0 telle que sur U on ait
ddc log J ≥ 2[C]− 2cω. Par conse´quent,
δn ≤ 1
2
∫
U
ddc
[
(fn)∗ log J
dnt
]
∧ ωk−1 + cdk−1,n
dnt
.
Rappelons que dc = i(∂ − ∂) et que [C] de´signe le courant d’inte´gration associe´ a` C
(voir [28], [22]). On peut introduire un exposant δ de´crivant la croissance relative
du volume de fn(C ∩ U−n) par rapport au degre´ dynamique. Posons
δ := lim sup
n→∞
n
√
δn.
3.2 Mesure d’e´quilibre
Dans le cadre des applications d’allure polynomiale, on peut ame´liorer le the´ore`me
2.3.1 de manie`re suivante:
The´ore`me 3.2.1 Soit f : U −→ V une application d’allure polynomiale de degre´
topologique dt ≥ 2. Il existe une mesure de probabilite´ µ porte´e par ∂K ve´rifiant la
relation f∗µ = dtµ et telle que pour toute forme volume Ω, de masse 1 dans L
2(V ),
la suite de mesures d−nt (f
n)∗Ω converge vers µ. Pour toute v ∈ L2(µ) la suite
vn := d
−n
t (f
n)∗v converge dans L
2(µ) vers la constante cv :=
∫
vdµ. L’application
f est K-me´langeante pour la mesure µ.
On dira que µ est la mesure d’e´quilibre de f , son support Jk := supp(µ) est
l’ensemble de Julia (d’ordre maximal). On a note´ k la dimension de V .
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Lemme 3.2.2 Soit ϕ une fonction p.s.h. borne´e au voisinage de K. Alors pour n
assez grand ϕn := d
−n
t (f
n)∗ϕ est une fonction p.s.h., borne´e sur V et ces fonctions
convergent dans Lploc(V ) vers une constante cϕ quand n→ +∞ pour tout p ≥ 1. De
plus, l’ensemble
E ′ϕ :=
{
z ∈ V, lim sup
n→+∞
ϕn(z) < cϕ
}
est pluripolaire et invariant dans le sens ou` f(E ′ϕ ∩ U) ⊂ E ′ϕ. (On verra dans la
proposition 3.2.5 que si ϕ est borne´e et strictement p.s.h. au voisinage de K, E ′ϕ ne
de´pend pas de ϕ).
Preuve— Soit Kδ un voisinage deK dans lequel ϕ est p.s.h., borne´e par une constante
c > 0. La fonction
ϕn(z) := Λ
nϕ =
(fn)∗ϕ
dnt
=
1
dnt
∑
fn(w)=z
ϕ(w)
est p.s.h. et borne´e par c dans Kn := {z ∈ V, f−n(z) ⊂ Kδ}. On a Kn = V pour n
assez grand.
Montrons que ϕn tend faiblement vers une constante cϕ. Observons que si Ψ est
p.s.h. dans V telle que f∗Ψ ≥ dtΨ, alors Ψ est constante. Ceci est une conse´quence
du principe du maximum et de l’ine´galite´
sup
U
Ψ ≥ sup
V
f∗Ψ
dt
≥ sup
V
Ψ.
Posons Ψ0 := lim supϕn et Ψ la re´gularise´e de Ψ0. Alors Ψ est une fonction p.s.h.
On a pour tout z ∈ V
dtΨ0(z) = lim sup dtϕn+1(z) = lim sup f∗ϕn(z)
≤ f∗ lim supϕn(z) = f∗Ψ0(z).
On en de´duit que f∗Ψ ≥ dtΨ et donc Ψ est constante. Posons
cϕ := Ψ = (lim supϕn)
∗.
On peut extraire de la suite (ϕn) des sous-suites convergentes dans L
p
loc(V ).
Supposons que ϕnj tend vers une fonction p.s.h. ψ. Montrons que ψ = cϕ. Sinon
il existe ǫ > 0 tel que ψ ≤ cϕ − 2ǫ sur U . D’apre`s le lemme de Hartogs [25],
ϕnj ≤ cϕ − ǫ sur U−2 pour j assez grand. Or ϕnj+l ≤ cϕ − ǫ pour tout l ≥ 1 car
ϕnj+l = d
−l
t (f
l)∗ϕnj et f
−l(U) ⊂ U−2. Cela contredit le fait que (lim supϕn)∗ = cϕ.
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Il existe un ensemble pluripolaire E ′ϕ tel que lim supϕn(z) = cϕ pour tout z ∈
V \ E ′ϕ [28, 5]. On a E ′ϕ = {z ∈ V, lim supϕn(z) < cϕ}. Montrons que E ′ϕ est
invariant. Fixons un point z ∈ V . On a
dt lim supϕn(z) = lim sup
∑
f(w)=z
ϕn−1(w) ≤
∑
f(w)=z
lim supϕn−1(w).
D’autre part, lim supϕn−1(w) ≤ cϕ pour tout w. Soit z 6∈ E ′ϕ. On a lim supϕn(z) =
cϕ. Par conse´quent, lim supϕn−1(w) = cϕ pour tout w ∈ f−1(z). On en de´duit que
f−1(z) ∩ E ′ϕ = ∅ et donc f(E ′ϕ ∩ U) ⊂ E ′ϕ.

Le raffinement suivant du lemme de Hartogs nous sera utile.
Proposition 3.2.3 Soit (vj) une suite de fonctions p.s.h borne´es dans V con-
vergeant dans L1loc(V ) vers une fonction continue v. Soit σ une mesure de probabilite´
a` support compact dans V telle que
∫
vndσ →
∫
vdσ. Alors pour tout 1 ≤ p < ∞,
(vn) converge vers v dans L
p(σ) et lim sup vn = v σ-presque partout.
Preuve— Pour ǫ > 0, d’apre`s le lemme de Hartogs, on a pour n assez grand vn ≤ v+ǫ
sur supp(σ). Pour δ > 0 posons Aδn := {vn < v − δ}. On a∫
V
vndσ ≤
∫
Aδn
(v − δ)dσ +
∫
V \Aδn
(v + ǫ)dσ.
D’ou`
σ(Aδn) ≤
1
δ
(
ǫ+
∫
V
vdσ −
∫
V
vndσ
)
.
Donc pour tout δ fixe´, on a lim supn→∞ σ(A
δ
n) ≤ ǫ/δ pour tout ǫ > 0. Par
conse´quent, lim σ(Aδn) = 0. La suite (vn) e´tant borne´e, on en de´duit que vn → v
dans Lp(σ).
Le lemme de Fatou entraˆıne que∫
V
vdσ = lim sup
∫
V
vndσ ≤
∫
V
lim sup vndσ.
On obtient donc
∫
(lim sup vn− v)dσ ≥ 0. Or d’apre`s le lemme de Hartogs, le terme
sous le signe est ne´gatif. Donc lim sup vn = v σ-presque partout.

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Fin de la de´monstration du the´ore`me 3.2.1— Soit Ω une forme volume dans L2(V ),
de masse 1. On peut supposer Ω a` support compact. La suite d−nt (f
n)∗Ω n’admet
qu’une valeur d’adhe´rence. En effet, pour toute ϕ p.s.h. on a∫
ϕ
(fn)∗Ω
dnt
=
∫
ϕnΩ −→ cϕ
car (ϕn) converge dans L
2
loc(V ) vers cϕ, de plus, les fonctions p.s.h. engendrent un
espace dense dans L2loc(V ).
Soit Ω une forme volume de masse 1 a` support compact dans V \ K. Alors
d−nt (f
n)∗Ω tend vers une mesure µ et son support est contenu dans U−n \ K. Par
conse´quent, µ est porte´e par ∂K.
Lorsque v est une fonction p.s.h. de classe C2 on a ∫ vndµ = ∫ vdµ = cv. On a vu
que vn → cv dans L2loc(V ), il re´sulte de la proposition 3.2.3 que vn → cv dans L2(µ).
Les ope´rateurs d−nt (f
n)∗ sont de norme 1. De plus, l’espace vectoriel engendre´ par
les fonctions p.s.h. borne´es e´tant dense dans L2(µ), la convergence de vn vers cv dans
L2(µ) pour toute v en de´coule. D’apre`s la proposition 2.2.2, µ est K-me´langeante.

The´ore`me 3.2.4 Soit f : U −→ V une application d’allure polynomiale. Les pro-
prie´te´s suivantes sont alors ve´rifie´es:
1. Pour toute mesure de probabilite´ ν0 ne chargeant pas les ensembles pluripo-
laires, νn := d
−n
t (f
n)∗ν0 tend faiblement vers µ.
2. Soit ν une mesure de probabilite´ ve´rifiant f∗ν = dtν. Si ν ne charge pas les
ensembles pluripolaires alors ν = µ. Si ν est ergodique et n’est pas porte´e par
un ensemble pluripolaire alors ν = µ.
3. Soient K un compact de U et c > 0. La suite νn converge vers µ uniforme´ment
sur les mesures ν contenues dans Mpc(K,U) (voir la de´finition au paragraphe
3.9).
Preuve— 1. Soit ϕ une fonction lisse strictement p.s.h. dans V . Posons cϕ :=
∫
ϕdµ.
On sait que ϕn := d
−n
t (f
n)∗ϕ converge dans L2loc(V ) vers cϕ. D’apre`s la proposition
3.9.4, pour toute suite (ϕnj ), on peut extraire une sous-suite (ϕmj ) convergeant
en dehors d’un ensemble pluripolaire vers cϕ. Si νnj ⇀ ν, d’apre`s le the´ore`me de
convergence domine´e, on a∫
ϕdνmj =
∫
ϕmjdν0 −→ cϕ =
∫
ϕdµ.
Par conse´quent, les mesures ν et µ co¨ıncident sur l’ensemble des fonctions lisses
strictement p.s.h. qui engendrent un sous-espace dense. On a donc µ = ν.
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2. Si ν ne charge pas les ensembles pluripolaires et si f∗ν = dtν, on a d’apre`s la
proposition 3.9.4 ∫
ϕdν =
∫
ϕmidν −→ cϕ =
∫
ϕdµ.
Donc ν = µ.
Si une mesure ν ve´rifiant f∗ν = dtν n’est pas porte´e par un ensemble pluripolaire
et est ergodique, elle ne charge pas les ensembles pluripolaires comme on le ve´rifie
aise´ment. On a alors ν = µ.
3. Rappelons qu’une mesure ν porte´e par K appartient a` Mpc(K,U) si pour
toute fonction p.s.h. ψ dans U on a ‖ψ‖L1(ν) ≤ c‖ψ‖Lp(U). Soient νj ∈ Mpc(K,U)
et (mj)→∞ tels que d−mjt (fmj)∗νj tend faiblement vers une mesure ν. Soit ϕ une
fonction p.s.h. lisse dans V . Alors la suite (ϕmj ) tend vers cϕ dans L
p
loc(V ). Par
de´finition de Mpc(K,U), on a∣∣∣∣∫ ϕmjdνj − cϕ∣∣∣∣ = ∣∣∣∣∫ (ϕmj − cϕ)dνj∣∣∣∣ ≤ c‖ϕmj − cϕ‖Lp(U).
Donc
∫
ϕdν = cϕ =
∫
ϕdµ. On en de´duit comme pre´ce´demment que ν = µ.

Posons pour tout z ∈ V
µzn :=
(fn)∗δz
dnt
=
1
dnt
∑
fn(w)=z
δw
ou` δz de´signe la masse de Dirac en z. Posons e´galement
E ′ := {z ∈ V, µ n’est pas adhe´rente a` la suite (µzn)}
E := {z ∈ V, µzn ne tend pas vers µ}
et pour toute suite d’entiers (nj) tendant vers l’infini
E(nj) := {z ∈ V, µ n’est pas adhe´rente a` la suite (µznj )}.
Observons que E est la re´union des E(nj) et que E ′ est l’intersection des E(nj). Notons
PSH(.) le coˆne des fonctions p.s.h. On a la proposition suivante:
Proposition 3.2.5 Soit f comme au the´ore`me 3.2.1 et soit p ≥ 1. Alors
1. L’ope´rateur Λ := d−1t f∗ : PSH(W ) ∩ Lp(W ) −→ PSH(U) ∩ Lp(U) est borne´
pour pour tout ouvert W contenant U−2.
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2. Il existe une constante 0 < c1 < 1 telle que pour toute ϕ pluriharmonique dans
V on a supU |Λϕ − cϕ| ≤ c1 supU |ϕ − cϕ|. En particulier, ϕn tend vers cϕ
uniforme´ment et ge´ome´triquement.
3. Pour toute fonction ϕ, quasi-p.s.h. au voisinage de K et µ-inte´grable, on a
ϕn → cϕ dans Lploc(V ); si
∫
ϕdµ = −∞, ϕn tend uniforme´ment vers −∞.
4. Les ensembles E(nj) et E ′ sont pluripolaires. De plus, si ϕ est une fonction
strictement p.s.h. au voisinage de K et µ-inte´grable, on a
E(nj) = {z ∈ V, lim supϕnj (z) < cϕ}
E ′ = {z ∈ V, lim supϕn(z) < cϕ}
E = {z ∈ V, lim inf ϕn(z) < cϕ}.
Si la se´rie
∑ ‖ϕn − cϕ‖Lp(U) converge, alors E est pluripolaire.
5. Si X est un ferme´ non pluripolaire de V ve´rifiant f−1(X) ⊂ X, alors X
contient l’ensemble de Julia Jk.
Preuve— 1. Sinon, il existe ϕj p.s.h. sur W telles que ‖Λϕj‖Lp(U) = 1 et ϕj tend
vers 0 sur W . Il est clair que ceci contredit le fait que W contient U−2.
2. On peut supposer cϕ = 0. La proprie´te´ 2 est une conse´quence directe du
principe du maximum et du fait que la famille {ϕ pluriharmonique , cϕ = 0, |ϕ| ≤
1 sur U} est compacte.
3. Rappelons que ϕ est quasi-p.s.h. si ddcϕ ≥ −cω, c > 0. Puisque ϕ s’e´crit
au voisinage de K comme diffe´rence de deux fonctions p.s.h. qui sont µ-inte´grables,
il suffit de conside´rer le cas ou` ϕ est p.s.h. au voisinage de K. Supposons que
ϕ est µ-inte´grable. Pour raisonner comme au lemme 3.2.2, il suffit de montrer que
(lim supϕn)
∗ n’est pas identiquement e´gale a` −∞. Sinon, ϕn converge uniforme´ment
vers −∞. Par conse´quent, 〈µ,ϕn〉 tend vers −∞. Ceci est impossible car 〈µ,ϕn〉 =
〈d−nt (fn)∗µ,ϕ〉 = 〈µ,ϕ〉. La deuxie`me partie est aussi claire.
4. Montrons que si ϕnj (z) −→ cϕ alors µznj ⇀ µ. Soit ψ une fonction de classe
C2 a` support compact. Pour ǫ > 0 suffisamment petit les fonctions ϕ+ := ϕ+ ǫψ et
ϕ− := ϕ− ǫψ sont p.s.h. D’apre`s le lemme 3.2.2, la suite de fonctions ϕ+n (resp. ϕ−n )
tend dans L2loc(V ) vers une constante cϕ+ (resp. cϕ−). Il en re´sulte que ψn converge
dans L2loc(V ) vers la constante
cψ :=
1
ǫ
(cϕ+ − cϕ) =
1
ǫ
(cϕ − cϕ−).
Si ψnj (z) −→ α, on a, graˆce au lemme de Hartogs, cϕ + ǫα ≤ cϕ+ et cϕ − ǫα ≤ cϕ− .
Donc α = cψ. On a donc montre´ que
E(nj) = {z ∈ V, lim supϕnj (z) < cϕ}.
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Cet ensemble est inde´pendant de la fonction strictement p.s.h et µ-inte´grable ϕ. Or
l’ensemble ou` lim supϕnj (z) < (lim supϕnj )
∗ = cϕ est pluripolaire. L’ensemble E(nj)
est pluripolaire. Les assertions analogues sur E ′ et E sont imme´diates.
Montrons que E est pluripolaire si la se´rie∑ ‖ϕn−cϕ‖Lp(U) converge. D’apre`s la
proposition 3.9.2, la se´rie
∑ ‖ϕn − cϕ‖Lp(ν) est aussi convergente pour toute mesure
PLB ν a` support compact dans U . Il en re´sulte que E = {z ∈ V, limϕn(z) < cϕ} est
de ν mesure nulle. Comme dans la proposition 3.9.4, on de´duit que E est pluripolaire.
Bien suˆr, si la se´rie
∑ ‖ϕnj − cϕ‖Lp(U) converge, on a aussi µznj ⇀ µ sauf pour
un ensemble pluripolaire E(nj).
5. Puisque E ′ est pluripolaire, on a X 6⊂ E ′. Il existe donc z ∈ X tel que µ est
adhe´rente a` la suite (µzn). Comme X est un ferme´ totalement invariant, µ
z
n est a`
support dans X. Par conse´quent, le support Jk de µ est contenu dans X.

Notons S(K) le coˆne convexe des fonctions continues p.s.h. au voisinage de K.
On de´finit l’enveloppe par rapport a` S(K) de l’ensemble de Julia Jk = supp(µ) dans
K par
Ĵk :=
{
z ∈ K, ϕ(z) ≤ sup
Jk
ϕ(w) pour toute ϕ ∈ S(K)}.
On a la proposition suivante:
Proposition 3.2.6 Soient ν0 une mesure de probabilite´ de V et ν une valeur adhe´rente
de la suite d−nt (f
n)∗ν0. On a
∫
ϕdν ≤ ∫ ϕdµ pour toute fonction ϕ p.s.h. au voisi-
nage de K et µ-inte´grable. De plus, ν est porte´e par Ĵk. Si ν0 ne charge pas E, on
a ν = µ. Si ν 6= µ, on a ∫ ϕdν < ∫ ϕdµ pour toute fonction ϕ strictement p.s.h. au
voisinage de K et µ-inte´grable. Si u est une fonction pluriharmonique au voisinage
de K, on a ∫ udν = ∫ udµ.
Preuve— Soit (ni) une suite croissante d’entiers telle que d
−n
t (f
ni)∗ν0 tende vers ν.
Puisque ϕ est s.c.s, on a∫
ϕdν ≤ lim sup
∫
ϕdνni = lim sup
∫
ϕnidν0 ≤
∫
lim supϕnidν0
≤
∫
cϕdν0 = cϕ =
∫
ϕdµ.
On sait que la suite ϕn converge ponctuellement vers cϕ sur V \ E . Si ν0 ne
charge pas E et si ϕ est continue, les ine´galite´s ci-dessus deviennent des e´galite´s.
D’ou` ν = µ.
Montrons que le support de ν est contenu dans Ĵk. Sinon, soit z0 ∈ supp(ν)\ Ĵk.
Il existe une fonction p.s.h. continue ψ au voisinage de K telle que ψ(z0) > 0 et
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ψ < 0 sur Jk. Soit ψ
+(z) := max(0, ψ(z)). Cette fonction p.s.h. ne peut ve´rifier∫
ψ+dν ≤ ∫ ψ+dµ.
Supposons qu’il existe une fonction ϕ strictement p.s.h. au voisinage de K et
µ-inte´grable telle que
∫
ϕdν =
∫
ϕdµ. Montrons que ν = µ. Soit ψ une fonction C2.
Posons cψ :=
∫
ψdµ. Soit ǫ > 0 telle que ϕ+ := ϕ + ǫψ soit p.s.h. La fonction ϕ+
e´tant µ-inte´grable et s.c.s, on a∫
ϕ+dν ≤ lim sup
∫
ϕ+n dν0 ≤
∫
lim supϕ+n dν0 ≤ cϕ+ = cϕ + ǫcψ.
Donc
∫
ψdν ≤ cψ =
∫
ψdµ. Pour la fonction −ψ, on obtient ∫ −ψdν ≤ − ∫ ψdµ.
D’ou`
∫
ψdν =
∫
ψdµ et ν = µ.
L’assertion sur les fonctions pluriharmoniques est claire puisque les fonctions u
et −u sont p.s.h.

Remarques 3.2.7 Si µ charge un sous-ensemble analytique X de V alors µ est
porte´e par X. En effet, on peut supposer X irre´ductible et de dimension minimale.
Le the´ore`me de re´currence de Poincare´ permet de supposer alors que f(X) = X.
L’ergodicite´ permet de conclure. En particulier, si X est irre´ductible de dimension
minimale, il est totalement invariant. Si µ charge un ensemble pluripolaire A, alors
µ est porte´e par l’ensemble pluripolaire
⋃
n≥0 f
−nA.
Notons ∂SK la frontie`re de Silov de K associe´e aux fonctions continues p.s.h.
aux voisinage de K. Rappelons que la frontie`re de Choquet ∂CK de K est l’ensemble
des points x de K pour lesquels la seule mesure de probabilite´ ν a` support dans K
satisfaisant
u(x) ≤
∫
udν pour toute u ∈ S(K)
est la masse de Dirac δx en x. On a ∂CK = ∂SK [32]. De plus, pour tout x ∈ K, il
existe une mesure de probabilite´ ν porte´e par ∂CK telle que
u(x) ≤
∫
udν pour toute u ∈ S(K).
On dit que ν est une mesure repre´sentante de x.
Corollaire 3.2.8 Soit f : U −→ V comme au the´ore`me 3.2.1. Si V est S-se´pare´,
µ est porte´e par ∂SK. Si V est un ouvert d’une varie´te´ de Stein, f posse`de au plus
un point fixe totalement invariant. Si V est une varie´te´ de Stein et si X1 et X2 sont
deux sous-ensembles analytiques totalement invariants alors X1 ∩X2 6= ∅.
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Preuve— Supposons que V est S-se´pare´e. Montrons d’abord que ∂CK est totalement
invariant par f . Soit z ∈ ∂CK. Notons w1, . . ., wm les images re´ciproques de z.
Soit ν une mesure a` support dans K repre´sentant w1. La mesure f∗ν repre´sente z
et donc f∗ν = δz car z ∈ ∂CK. On en de´duit que ν =
∑m
j=1 αjδwj avec
∑
αj = 1 et
αj ≥ 0. Comme V est S-se´pare´e, on a ν = δw1 . Par suite, f−1(∂CK) ⊂ ∂CK et donc
f−1(∂SK) ⊂ ∂SK.
Puisque tout point de K est repre´sente´ par une mesure porte´e par ∂CK, pour
toute mesure de probabilite´ σ porte´e par K, il existe une mesure de probabilite´ σ̂
porte´e par ∂SK telle que∫
ϕdσ ≤
∫
ϕdσ̂ pour toute ϕ ∈ S(K).
Appliquant cela a` µ, on a
∫
ϕdµ ≤ ∫ ϕdµ̂.
Soit µ˜ la limite d’une suite d−nt (f
ni)∗µ̂. On a, d’apre`s l’observation pre´ce´dente,∫
ϕdµ =
∫
ϕnidµ ≤ lim
∫
ϕnidµ̂ =
∫
ϕdµ˜.
D’apre`s la proposition 3.2.5, la dernie`re inte´grale est majore´e par
∫
ϕdµ. Donc
µ = µ˜. Il est clair que µ˜ est porte´e par ∂SK car ce dernier ensemble est totalement
invariant.
Soient X1 et X2 deux sous-ensembles analytiques totalement invariants. En util-
isant des limites de sommes de Ce´saro, on peut construire des mesures de probabilite´
ν1, ν2 porte´es par X1, X2 et ve´rifiant f
∗νj = dtνj . D’apre`s la proposition 3.2.5, on
a
∫
udν1 =
∫
udν2 pour u pluriharmonique. Or si X1 et X2 sont disjoints et si V
est une varie´te´ de Stein, il existe une telle fonction u avec u = 0 sur X1 et u > 0 sur
X2 ce qui est impossible.
Supposons maintenant que V est un ouvert d’une varie´te´ de Stein. Alors les
fonctions pluriharmoniques de V se´parent les points. De la meˆme manie`re, on montre
qu’il existe au plus un point fixe totalement invariant.

Proposition 3.2.9 On a µ(E) = 0 ou 1. On a aussi µ(E ′) = 0. L’ensemble E est
vide dans les deux cas suivants:
1. L’ensemble K est B-re´gulier, c.-a`-d. que les fonctions continues sur K sont
uniforme´ment approximables par des fonctions p.s.h. au voisinage de K.
2. L’ensemble critique C de f ne rencontre pas K. L’ensemble K est alors B-
re´gulier, µzn tend vers µ uniforme´ment sur V . De plus, Jk = K et f est
hyperbolique (c.-a`-d. expansive) sur K.
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Preuve— Soit ϕ une fonction continue strictement p.s.h. Posons ϕ̂ := lim inf ϕn.
On a
f∗ϕ̂
dt
=
f∗(lim inf ϕn)
dt
≤ lim inf f∗ϕn
dt
= lim inf ϕn+1 = ϕ̂
et
ϕ̂ ≤ (lim supϕn)∗ = cϕ.
D’apre`s la proposition 3.2.5, on a E = {ϕ̂ < cϕ} et donc f(E ∩ U) ⊂ E . Soit z ∈ V
un point tel que d−1t f∗ϕ̂(z) < cϕ. On a f
−1(z) ∩ E 6= ∅. On en de´duit que z ∈ E et
donc ϕ̂(z) < cϕ. Par conse´quent, ϕ̂(z) < cϕ si et seulement si d
−1
t f∗ϕ̂(z) < cϕ. Soit
ϕ˜ la limite de´croissante de la suite d−1t (f
n)∗ϕ̂. On a d
−1
t f∗ϕ˜ = ϕ˜ et E = {ϕ˜ < cϕ}.
Comme µ est ergodique, ϕ˜ est constante µ-presque partout. Si ϕ˜ = cϕ µ-presque
partout, on a µ(E) = 0. Sinon, µ(E) = 1.
On sait que lim supϕn ≤ cϕ. D’apre`s le lemme de Fatou
cϕ =
∫
ϕndµ ≤
∫
lim supϕndµ ≤
∫
cϕdµ = cϕ.
Par conse´quent, l’ensemble E ′ = {lim supϕn < cϕ} est de mesure µ nulle.
1. Soit ν une valeur d’adhe´rence de la suite (µzn). D’apre`s la proposition 3.2.5,∫
ψdν ≤ ∫ ψdµ pour toute fonction ψ p.s.h. au voisinage de K. Comme K est
B-re´gulier, cette ine´galite´ est valable pour toute fonction continue ψ, en particulier
pour −ψ. D’ou` ν = µ.
2. Soit u une fonction continue au voisinage deK. Fixons un n0 suffisament grand
tel que C∩U−n0 = ∅ et tel que u soit uniforme´ment continue sur U−n0 . Rappelons que
l’existence d’une fonction strictement p.s.h. borne´e Φ dans U entraˆıne que U est
Kobayashi hyperbolique [38]. Notons Kn la me´trique infinite´simale de Kobayashi
de U−n. L’application f est une isome´trie de (U−n0−1,Kn0+1) dans (U−n0 ,Kn0).
Puisque U−n0−1 ⊂⊂ U−n0 , il existe δ > 0 telle que
Kn0(f(z), f ′(z)ζ) = Kn0+1(z, ζ) ≥ (1 + δ)Kn0(z, ζ)
pour tout z ∈ U−n0−1 et tout vecteur tangent ζ de V en z. Donc f est expansive
sur U−n0−1. En particulier, f est hyperbolique sur K au sens dynamique. Plus
pre´cise´ment, on a |(fn)′(z)η| ≥ (1 + δ)n|η| pour z ∈ K.
Dans la suite, on note d la distance de Kobayashi sur U−n0 . Il existe une con-
stante c > 0 telle que pour tous z et w dans V et tout n ≥ n0 on peut ranger les
points zi de f
−n(z) et wi de f
−n(w) de sorte que d(zi, wi) ≤ c(1+ δ)−n+n0 . Comme
u est uniforme´ment continue, |un(z) − un(w)| tend uniforme´ment vers 0. Ceci im-
plique que |un(z)−un(w)| tend uniforme´ment vers 0 pour tous z et w dans V . D’ou`
la convergence uniforme de µzn sur V .
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Pour montrer que K est B-re´gulier, on observe que Φ◦fn est borne´e au voisinage
de K mais que ddc(Φ ◦ fn) tend vers l’infini uniforme´ment sur K. Toute fonction u
de classe C2 peut eˆtre donc perturbe´e en une fonction u+ ǫ(Φ ◦ fn) qui est p.s.h. au
voisinage de K.
Montrons que le support de µ est e´gal a` K. On utilise encore la distance de
Kobayashi. L’ensemble Jk est totalement invariant et f est expansive. Pour tout
z ∈ U , on a dist(f(z), Jk) ≥ (1 + δ)dist(z, Jk). Par suite, dist(fn(z), Jk) ≥ (1 +
δ)ndist(z, Jk) lorsque z ∈ U−n. Il en re´sulte que si z 6∈ Jk on a z 6∈
⋂
n≥0 U−n. Donc
Jk =
⋂
n≥0 U−n = K.

Remarque 3.2.10 Si au point 2 de la proposition pre´ce´dente, on suppose que u
est une fonction Ho¨lde´rienne alors |un(z) − un(w)| ≤ c1(1 + δ)−nα avec c1 > 0 et
0 < α < 1. Autrement dit, la suite un(z)−
∫
udµ tend uniforme´ment vers 0 a` vitesse
exponentielle. Pour ceci, il suffit d’observer que
un(z)−
∫
udµ =
∫ [
un(z)− un(w)
]
dµ(w).
En particulier, la vitesse de me´lange est exponentiellement petite, c.-a`-d. qu’il existe
c > 0 tel que pour toute fonction ϕ de classe C1 et toute fonction borne´e ψ, on ait∣∣∣∣∫ ψ(fn)ϕdµ − ∫ ψdµ ∫ ϕdµ∣∣∣∣ ≤ c‖ϕ‖C1‖ψ‖∞(1 + δ)−n.
3.3 Degre´s dynamiques et entropie
Nous allons donner des majorations des degre´s dynamiques d’une application d’allure
polynomiale f : U −→ V . Utilisant ces estimations et un the´ore`me de Gromov-
Yomdin, nous allons montrer, dans le cas ou` V est un ouvert d’une varie´te´ de Stein,
que l’entropie de f est e´gale a` log dt. La mesure d’e´quilibre µ est donc d’entropie
maximale.
Proposition 3.3.1 Soit f : U −→ V une application d’allure polynomiale comme
pre´ce´demment. Alors dk−1,n = o(d
n
t ) et δn = o(1). En particulier, on a dk−1 ≤ dt.
Preuve— Si ϕ est une fonction quasi-p.s.h. au voisinage de K et µ-inte´grable, d’apre`s
la proposition 3.2.5, ϕn converge vers une constante cϕ dans L
2
loc(V ). Par conse´quent,
ddcϕn tend faiblement vers 0. On a∫
U
(fn)∗(dd
cϕ) ∧ ωk−1 = dnt
∫
U
ddcϕn ∧ ωk−1 = o(dnt ).
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En appliquant, cette relation aux fonctions Φ et log J , on obtient dk−1,n = o(d
n
t ) et
δn = o(1). Rappelons ici que dd
cΦ = ω et que log J est une fonction quasi-p.s.h.,
µ-inte´grable.

Le the´ore`me suivant permet de calculer l’entropie.
The´ore`me 3.3.2 Soit f : U −→ V une application d’allure polynomiale de degre´
topologique dt ≥ 2. Si V est un ouvert d’une varie´te´ de Stein, alors l’entropie
topologique de f est e´gale a` log dt. Dans ce cas, µ est une mesure invariante
d’entropie maximale.
SoientW1,W2 deux varie´te´s complexes de dimensions k1 et k2 munie de me´triques
hermitiennes. Soient K1 ⊂ W1, K2 ⊂ W2 des compacts et m ≥ 1 un entier. Notons
π :Wm1 ×W2 −→W2 la projection canonique. Soit Γ ⊂ Km1 ×W2 un sous-ensemble
analytique de dimension pure k2 de W
m
1 ×W2. Alors la restriction de π a` Γ re´alise
un reveˆtement ramifie´ au dessus de W2. Notons dΓ le degre´ de ce reveˆtement. Le
lemme suivant nous sera utile pour estimer les degre´s dynamiques et pour de´montrer
le the´ore`me 3.3.2.
Lemme 3.3.3 Supposons que W1 soit un ouvert d’une varie´te´ de Stein. Alors il
existe une constante c > 0 et un entier s, inde´pendants de Γ et de m, tels que le
volume de Γ ∩ (Wm1 ×K2) soit majore´ par cmsdΓ.
Preuve— Pour simplifier les calculs, la norme conside´re´e dans la suite pour tout
espace complexe Cn sera la somme des modules des coordonne´es. Ceci est aussi
valable pour de´finir les boules. En revanche, les volumes seront calcule´s pour la
me´trique euclidienne.
Puisque toute varie´te´ de Stein est plongeable dans un CN , on peut supposer que
W1 est e´gale a` C
k1 et que K1 est la boule unite´ ferme´e de C
k1 . Le proble`me est local
pour W2. On peut supposer que W2 est la boule unite´ de C
k2 et K2 est une boule
ferme´e de rayon 0 < r < 1 centre´e en 0.
Notons x = (x1, . . . , xmk1) et y = (y1, . . . , yk2) les coordonne´es de (C
k1)m et
de Ck2 . Soit ǫ une matrice de taille k2 × mk1 dont les coefficients sont majore´s
par (1 − r)/2m2. Posons πǫ(x, y) := y + ǫx, Γǫ := Γ ∩ {‖πǫ‖ < (1 + r)/2} et
Γ∗ := Γ ∩ (Wm1 ×K2).
Montrons d’abord que Γ∗ ⊂ Γǫ. Soit (x, y) ∈ Γ∗. On a ‖x‖ < 1 et ‖y‖ ≤ r. Par
conse´quent,
‖πǫ(x, y)‖ ≤ ‖y‖+ ‖ǫx‖ < r + (1− r)/2 = (1 + r)/2.
D’ou` (x, y) ∈ Γǫ.
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Montrons maintenant que pour tout a ∈ Ck2 ve´rifiant ‖a‖ < (1 + r)/2, on
a #π−1ǫ (a) ∩ Γ = dΓ. Pour ceci, on montre que #π−1tǫ (a) ∩ Γ ne de´pend pas de
t ∈ [0, 1]. Il suffit donc de montrer que la re´union des ensembles π−1tǫ (a) ∩ Γ est
contenue dans le compact Γ ∩ {‖π‖ ≤ (1 + r)/2} de Γ. Soient (x, y) ∈ Γ et t ∈ [0, 1]
tels que πtǫ(x, y) = a. On a
(1 + r)/2 > ‖a‖ = ‖πtǫ(x, y)‖ = ‖y‖+ t‖ǫx‖.
On en de´duit que ‖y‖ < (1 + r)/2 et donc (x, y) ∈ Γ ∩ {‖π‖ < (1 + r)/2}.
Notons Ω la forme de volume euclidienne de Ck2 et B la boule de centre 0 et de
rayon (1 + r)/2 de Ck2 . On a pour une constante c′ > 0∫
Γ∗
(πǫ)
∗Ω ≤
∫
Γǫ
(πǫ)
∗Ω = dΓ
∫
B
Ω = c′dΓ.
Notons Θ := i
∑
dxν ∧ dxν + π∗ω la (1, 1)-forme euclidienne de (Ck1)m×Ck2 ou`
ω est celle de Ck2 . Il suffit majorer la forme Θ par une combinaison line´aire finie de
2mk1 + 1 formes du type (πǫ)
∗ω dont les coefficients sont d’ordre m4. Pour ceci, on
majore idxν∧dxν par une combinaison de (1, 1)-formes du type (πǫ)∗ω. Conside´rons
δ := (1− r)/2m2 et πǫ(x, y) := (y1 + δxν , y2, . . . , yk2). On a
idxν ∧ dxν = 4i
3δ2
[
3dy1 ∧ dy1 + d(y1 + δxν) ∧ d(y1 + δxν)
−d(2y1 + δxν/2) ∧ d(2y1 + δxν/2)
]
≤ 4i
3δ2
[
3dy1 ∧ dy1 + d(y1 + δxν) ∧ d(y1 + δxν)
]
Ceci donne l’estimation du lemme.

Corollaire 3.3.4 Soit f : U −→ V une application d’allure polynomiale de degre´
topologique dt ≥ 2. Si V est un ouvert d’une varie´te´ de Stein, alors pour tout
1 ≤ l ≤ k on a dl ≤ dt.
Preuve— On applique le lemme 3.3.3 pour W1 =W2 = V , K1 = K2 = U , m = 1 et
Γ le graphe de l’application fn dans U−n × V . Pour n ≥ 1, la projection de Γ sur
W1 est contenue dans K1. Puisque le degre´ topologique de f
n est e´gal a` dnt , on a
dΓ = d
n
t . Or on a la majoration
dl,n ≤
∫
U−n−1
(
ω + (fn)∗ω
)k ≤ k!vol(Γ ∩K1 ×K2).
D’apre`s le lemme 3.3.3, on a dl,n ≤ ck!dnt . D’ou` dl ≤ dt.

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De´monstration du the´ore`me 3.3.2– D’apre`s le the´ore`me 2.3.1, µ est une mesure
invariante d’entropie au moins log dt. Puisque l’entropie topologique de f est minore´e
par les entropies des mesures invariantes, on a h(f) ≥ log dt. Il reste a` montrer que
h(f) ≤ log dt. Conside´rons Γn le graphe de l’application (f, f2, . . . , fn−1) dans
U−n+1×U−n+2×· · ·×V . C’est un sous-ensemble analytique de dimension k de V n.
De plus, Γn est contenu dans U
n−1 × V et est un reveˆtement de degre´ dnt au dessus
de V . D’apre`s le lemme 3.3.3, on a
lov(f) := lim
n→∞
1
n
log vol(Γn ∩ Un) ≤ log dt.
Montrons que h(f) ≤ lov(f). Dans le cas des varie´te´s compactes, ceci est le the´ore`me
de Yomdin-Gromov [23, 24, 43]. Sa preuve est une application d’une ine´galite´ de
Lelong qui reste valide dans notre cas.
Plus pre´cise´ment, soit ǫ0 la distance entre K et le bord de U . Soit F ⊂ K
une famille (n, ǫ)-se´pare´e avec 0 < ǫ < ǫ0. Notons F
∗ la famille des points a∗ :=
(a, f(a), . . . , fn−1(a)) ∈ Γn avec a ∈ F et Ba∗ la boule de rayon ǫ/2 centre´e en a∗.
Ces boules sont disjointes et contenues dans Un. Une ine´galite´ de Lelong affime que
vol(Γn ∩B(a∗)) ≥ πk(ǫ/2)2k. Par conse´quent,
(#F )πk(ǫ/2)2k ≤ vol(Γn ∩ Un).
D’ou` h(f) ≤ lov(f).

3.4 Ensemble exceptionnel
Soit f : U −→ V une application d’allure polynomiale et soit X un sous-ensemble
analytique propre de V . Dans ce paragraphe, nous donnons une caracte´risation du
sous-ensemble analytique maximal EX de X qui est totalement invariant par f , c.-
a`-d. telle que f−1EX = EX ∩U . Nous utiliserons ce re´sultat pour montrer, sous une
hypothe`se supple´mentaire, l’analyticite´ de l’ensemble exceptionnel E .
Nous montrons que z ∈ EX si la proportion τX(z), de l’orbite ne´gative de z dans
X, est strictement positive. Introduisons d’abord quelques notations. Pour tout
z ∈ V , on pose
FnX(z) : =
{
w ∈ f−n(z), f i(w) ∈ X pour tout i = 0, ..., n}
= f−1(Fn−1X (z)) ∩X si n ≥ 1
N nX(z) := #FnX(z) et τX(z) := limn→∞
N nX(z)
dnt
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ou` #FnX(z) est compte´ avec multiplicite´. Observons que la suite d−nt N nX(z) est
de´croissante, en effet, f(Fn+1X (z)) ⊂ FnX(z). On pose
EX :=
{
z ∈ V, τX(z) > 0
}
.
On a bien EX ⊂ X.
The´ore`me 3.4.1 Soient V une varie´te´ complexe, U un ouvert relativement compact
de V et X un sous-ensemble analytique de V . Soit f : U −→ V une application
holomorphe propre de degre´ topologique dt ≥ 1. Alors EX est le plus grand sous-
ensemble analytique de X qui est totalement invariant par f , c.-a`-d. f−1EX =
EX ∩ U . En particulier,
EX =
{
z ∈ V, τX(z) = 1
}
=
{
z ∈ V, N nX(z) = dnt pour tout n ≥ 0
}
.
Posons pour tout θ re´el
EX(θ) :=
{
z ∈ V, τX(z) ≥ θ
}
.
Soit T un ensemble analytique irre´ductible immerge´ dans V . On pose
N nX(T ) := min
z∈T
N nX(z) et τX(T ) := limn→∞
N nX(T )
dnt
Observons que N nX(T ) ≤ N nX(z) pour tout z ∈ T et qu’on a e´galite´ en dehors
d’un sous-ensemble analytique propre de T . Ceci se voit aise´ment sur le graphe de
l’application (f, f2, . . . , fn).
Lemme 3.4.2 Pour tout θ strictement positif, EX(θ) est un sous-ensemble analy-
tique de X.
Preuve— La fonction z 7→ N nX(z) est semi-continue supe´rieurement au sens ou` pour
tout θ re´el, {z, N nX(z) ≥ dnt θ} est un sous-ensemble analytique de V . Par suite,
pour tout θ, {τX(z) ≥ θ} est un sous-ensemble analytique de V car τX est la limite
de´croissante des d−nt N nX . Si θ > 0, on a {τX(z) ≥ θ} ⊂ X. C’est donc un sous-
ensemble analytique de X.

De´monstration du the´ore`me 3.4.1— L’ensemble E ′X des points z tels que f−n(z) ⊂ X
pour tout n ≥ 0, est le plus grand sous-ensemble analytique totalement invariant de
f contenu dans X. Il est clair que E ′X ⊂ EX . Montrons que EX = E ′X . Sinon d’apre`s
le lemme 3.4.2, on peut choisir une composante irre´ductible T de EX qui ve´rifie
1. T 6⊂ E ′X .
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2. θ0 := τX(T ) est maximal parmi les T qui ve´rifient 1.
La condition 2 est re´alisable. En effet, si x ∈ X, τX(x) est la moyenne des valeurs
de τX sur les images re´ciproques de x; si x 6∈ X, τX(x) = 0. Pour tout x ∈ V on a
donc f∗τX ≥ dtτX . Par conse´quent, on peut se limiter a` la famille des composantes
T rencontrant U et qui ve´rifient τX(T ) ≥ θ′0 avec un θ′0 > 0. C’est une famille non
vide quand θ′ est assez petit; elle est finie car U ⊂⊂ V .
Soit x un point ge´ne´rique de T . On a τX(x) = τX(T ). Le nombre θ0 = τX(T )
e´tant maximal, on a τ(xi) ≤ τ(x) pour tout xi ∈ f−1(x). D’autre part, on a
f∗τX(x) ≥ dtτX(x). Par suite, τ(xi) = τ(x) et donc f−1(x) ⊂ X ∩ EX(θ0). On en
de´duit que f−1(T ) ⊂ X ∩ EX(θ0). Par re´currence, f−n(T ) ⊂ X pour tout n ≥ 0.
D’ou` T ⊂ E ′X .

Remarque 3.4.3 Le the´ore`me 3.4.1 reste valide dans le cas ou` U ⊂ V (sans
supposer U ⊂⊂ V ), V est un ouvert d’une varie´te´ alge´brique et ou` f et X sont
alge´briques. En effet, pour tout θ > 0, l’ensemble EX(θ) de´fini ci-dessus est alge´brique
et posse`de donc un nombre fini de composantes, ce qui permet d’e´viter l’hypothe`se
U ⊂⊂ V . De meˆme, le the´ore`me 3.4.1 reste valide pour les endomorphismes
f : V −→ V d’une varie´te´ compacte V . On peut e´galement e´tendre le re´sultat
pour les applications me´romorphes dominantes d’une varie´te´ compacte V dans elle-
meˆme.
Le the´ore`me suivant ge´ne´ralise un re´sultat de Briend-Duval [9] pour les endomor-
phismes holomorphes de Pk. Le fait que les applications f ne soient pas alge´briques
et donc qu’on n’a pas de the´ore`me de Be´zout, nous oblige a` utiliser quelques argu-
ments diffe´rents.
The´ore`me 3.4.4 Soit f : U −→ V une application d’allure polynomiale d’ensemble
critique C. Supposons que la suite de courants
SN :=
N∑
n=1
1
dnt
(fn)∗[C ∩ U−n]
converge dans V vers un courant S. Alors E est un sous-ensemble analytique de V ,
totalement invariant (f−1E = E ∩ U), contenu dans {a ∈ V, ν(S, a) ≥ 1} ou` ν(S, a)
de´signe le nombre de Lelong de S en a. De plus, pour toute ϕ continue, la suite de
fonctions d−nt (f
n)∗ϕ est localement e´quicontinue hors de E.
Remarques 3.4.5 1. En ge´ne´ral, on n’a pas E ⊂ C. On a seulement, E ⊂ PCn
pour n assez grand. Il suffit pour le voir de conside´rer l’exemple
f(z, w) = (wd, 2z) avec d ≥ 2.
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L’application ve´rifie la condition du the´ore`me. On a C = {w = 0} et E = {zw =
0} = PC1.
2. L’hypothe`se du the´ore`me 3.4.4 est satisfaite dans le cas de dimension 1 ou
lorsque l’ensemble critique C est pre´pe´riodique. On verra dans 3.9 et 3.10 des grandes
familles d’applications d’allure polynomiale ve´rifiant cette hypothe`se.
Pour simplifier les notations, on suppose que V est un ouvert de Ck, Φ = |z|2
et ω = i
∑
dzj ∧ dzj. Pour le cas ge´ne´ral, il suffit de recouvrir V par des cartes
biholomorphes a` des ouverts de Ck. Pour tout a ∈ V , la famille des droites passant
par a est parame´tre´e par l’espace projective Pk−1 dont la mesure invariante de masse
1 est note´e H2k−2. Pour tout ensemble connexe et simplement connexe X ⊂ V , on
appelle bonne composante de f−n(X) toute composante connexe de f−n(X) qui ne
rencontre pas l’ensemble critique de fn. En particulier, les bonnes composantes
s’envoient bijectivement par fn sur X. En pratique, X sera une boule ou un disque
holomorphe. Si ∆ est une droite passant par a, on note ∆r le disque de centre a
et de rayon r dans ∆. On pose δn(∆r) := d
−n
t #
[
fn(C ∩ U−n) ∩∆r
]
ou` les valeurs
critiques sont compte´es avec multiplicite´.
Lemme 3.4.6 Supposons qu’il existe 0 < ν < 1 tel que
∑
n≥1 δn(∆r) < ν. Alors
f−n(∆r/2) posse`de au moins (1−
√
ν)dnt bonnes composantes de diame`tre infe´rieur
a` 4
√
αn(∆r)/(
√
ν − ν) ou` αn(∆r) := d−nt
∫
∆r
(fn)∗ω.
Preuve— On montre d’abord par re´currence que f−n(∆r) posse`de au moins (1 −∑n
1 δj(∆r))d
n
t bonnes composantes. Supposons le au rang n − 1. Notons ∆n−1
l’union des (1−∑n−11 δj(∆r))dn−1t bonnes composantes de f−n+1(∆r). On a
#f(C ∩ U) ∩∆n−1 ≤ #fn(C ∩ U−n) ∩∆ = δn(∆r)dnt .
Par conse´quent, f−1(∆n−1) contient au moins(
1−
n−1∑
1
δj(∆r)
)
dnt − δn(∆r)dnt =
(
1−
n∑
1
δj(∆r)
)
dnt
disques qui sont des bonnes composantes de f−n(∆r) (i.e. les composantes ne ren-
contrant pas C). Ceci termine la re´currence. L’ensemble f−n(∆r) contient donc au
moins (1− ν)dnt bonnes composantes.
Observons que dnt αn(∆r) est l’aire de f
−n(∆r). Il y a donc au plus (
√
ν −
ν)dnt composantes de f
−n(∆r) dont l’aire est supe´rieure a` αn(∆r)/(
√
ν − ν). Par
suite, f−n(∆r) posse`de au moins (1 −
√
ν)dnt bonnes composantes d’aire infe´rieure
a` αn(∆r)/(
√
ν − ν), et qui tend donc vers ze´ro.
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Soient ∆ni une telle composante et f
−n
i : ∆r −→ ∆ni l’inverse de fn. La formule
de Cauchy entraˆıne que le diame`tre de f−ni (∆r/2) est infe´rieur a` 4
√
αn(∆r)/(
√
ν − ν).
Dans le cas ou` V n’est pas un ouvert de Ck, la famille des applications holo-
morphes de ∆r dans U est normale. Il en re´sulte que les valeurs adhe´rentes de la
famille des f−ni sont des applications constantes. On peut donc appliquer la formule
de Cauchy sur les cartes de U et on a une majoration du diame`tre de f−ni (∆r/2).

Proposition 3.4.7 Soit a ∈ V . Supposons que le nombre de Lelong de S en a
ve´rifie 0 < ν := ν(S, a) < 1. Alors, pour tout n ≥ 0 et toute boule Br de centre
a et de rayon r suffisamment petit, il existe au moins c1(ν)d
n
t bonnes composantes
de f−n(Bδνr) de diame`tre infe´rieur a` c2(ν)
√
αn(Br) ou` αn(Br) := d
−n
t
∫
Br
ωk−1 ∧
(fn)∗ω et c1, c2, δν sont strictement positifs. De plus, c1, c2 de´pendent continuˆment
de ν et limν→0 c1(ν) = 1. Si ν = 0 pour tout ǫ > 0, pour r suffisamment petit, il
existe (1−ǫ)dnt bonnes composantes de f−n(Bδr) de diame`tre infe´rieur a` c2
√
αn(Br)
ou` δ et c2 sont strictement positifs, de´pendants de ǫ.
Preuve— Rappelons que le nombre de Lelong de S en a est de´fini par
ν(S, a) := lim
r→0
1
ck−1r2k−2
∫
Br
S ∧ ωk−1
ou` ck−1 de´signe le volume de la boule unite´ de C
k−1. Posons δ1 := ν(1 − ν)/3. Si
la boule Br est suffisamment petite, par de´finition du nombre de Lelong, la masse
de S dans Br est infe´rieure a` (ν + δ1)ck−1r
2k−2. On note F ′ la famille des droites
∆, passant par a, telles que la masse de la mesure S ∩∆ dans Br soit infe´rieure a`
ν ′ := ν + 2δ1. Par tranchage,
H2k−2(F ′) ≥ 1− ν + δ1
ν + 2δ1
=
δ1
ν + 2δ1
=: 2δ′.
On note F la famille des droites ∆ ∈ F ′ telles que la masse de d−nt (fn)∗ω sur ∆∩Br
soit infe´rieure a` α′n := δ
′−1c−1k−1r
−2k+2αn(Br). Par tranchage, H2k−2(F) ≥ 1− δ′.
Fixons ∆ dans F . D’apre`s le lemme 3.4.6, f−n(∆r/2) posse`de au moins (1 −√
ν ′)dnt bonnes composantes de diame`tre infe´rieur a` ln := 4
√
α′n/(
√
ν ′ − ν ′). No-
tons a1, . . . , am les points de f
−n(a) et Fj la famille des droites ∆ ∈ F telles que
f−n(∆r/2) posse`de une bonne composante de diame`tre infe´rieur a` ln passant par aj.
On a m ≤ dnt , H2k−2(Fj) ≤ H2k−2(F) et
∑H2k−2(Fj) ≥ (1−√ν ′)dntH2k−2(F). On
en de´duit facilement que la famille suivante est de cardinal au moins (1− 3√ν ′)dnt :
A˜n :=
{
aj , H2k−2(Fj) > (1− 6
√
ν ′)H2k−2(F)
}
.
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La preuve de la proposition est comple´te´e graˆce au lemme suivant applique´ au fonc-
tions coordonne´es des inverses de fn. (Le cas ν = 0 se traite de fac¸on semblable en
prenant δ1 > 0 assez petit).
Lemme 3.4.8 ([1], [40]) Soit Fj une famille de droites passant par a. Supposons
que H2k−2(Fj) ≥ 2δν > 0. Alors toute fonction g holomorphe au voisinage de
Fj ∩Br/2 se prolonge en fonction holomorphe dans la boule Bδνr. De plus,
sup
Bδνr
|g| ≤ sup
Fj∩Br/2
|g|.

Lemme 3.4.9 Soit 0 < ν < 1. Supposons a ∈ V avec ν(S, a) ≤ ν. Soit µa une
valeur d’adhe´rence de la suite (µan). Alors µ
a est e´gale a` la somme de deux mesures
positives µar et µ
a
s ou` µ
a
r est de masse au moins c1(ν) et est absolument continue par
rapport a` µ. En particulier, on a E ⊂ PC∞.
Preuve— Soit µa = µar +µ
a
s la de´composition de Lebesgue de µ
a avec µar << µ. Soit
ψ une fonction test de classe C1. Soit Br une boule ve´rifiant les proprie´te´s de la
proposition 3.4.7. Posons B := Bδνr et soit B
n la famille des bonnes composantes
de f−n(B). Notons Bni ces composantes, f
−n
i : B −→ Bni les inverses de fn pour
i = 1, . . ., dn et µ˜
z
n :=
∑
δzni ou` z
n
i := f
−1(z) ∩ Bni . Fixons une suite croissante
(ni) telle que µ
a
ni tende vers µ
a et µ˜ani tende vers une mesure µ˜
a. Le cardinal dn de
Bn ve´rifiant c1(ν)d
n
t ≤ dn ≤ dnt , la masse de µ˜ani est plus grande ou e´gale a` c1(ν).
La famille des applications f−ni est e´quicontinue car U est Kobayashi hyperbolique.
Posons pour tout z ∈ B
ψ˜n(z) :=
1
dnt
dn∑
i=1
ψ(f−ni (z)).
La fonction ψ e´tant de classe C1 et la famille des applications f−ni e´tant e´quicontinue,
il existe une constante c > 0 telle que |ψ(f−ni (a))− ψ(f−ni (z))| ≤ c|a− z| pour tous
i et n. Par conse´quent,
|ψ˜n(a)− ψ˜n(z)| ≤ c|a− z|.
Pour toute valeur d’adhe´rence µ˜z de la suite (µ˜zni) on a |
∫
ψdµ˜a−∫ ψdµ˜z| ≤ c|a−z|.
En particulier, µ˜z ⇀ µa quand z → a. Si z 6∈ E(ni), on peut d’apre`s la proposition
3.2.5, supposer que µzni ⇀ µ et donc la mesure µ− µ˜z est positive. En prenant z → a
et z ∈ B \ E(ni), on a que µ− µ˜a est positive. Ceci implique que la masse de µar (qui
est minore´e par la masse de µ˜a) est supe´rieure ou e´gale a` c1(ν).
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Si a 6∈ PC∞, en utilisant la formule de Poisson-Jenssen, on ve´rifie facilement que
ν(S, a) = 0. Utilisant le meˆme raisonnement et la proposition 3.4.7, on montre que
la masse de µar est e´gale a` 1. Par conse´quent, µ
a
r = µ et donc a 6∈ E .

Lemme 3.4.10 Soit Xν l’ensemble (analytique) des points z ∈ V tels que ν(S, z) ≥
ν avec 0 < ν < 1. Alors pour a 6∈ EXν , toute valeur d’adhe´rence µa de la suite (µan)
est e´gale a` la somme de deux mesures positives µar et µ
a
s ou` µ
a
r est une mesure de
masse au moins c1(ν) et est absolument continue par rapport a` µ.
Preuve— Le fait que Xν soit analytique re´sulte du the´ore`me de Siu [41]. Dans notre
cas, on peut montrer facilement qu’il existe n0 assez grand tel que Xν ⊂ PCn0 . Soit
µar la partie re´gulie`re de µ
a par rapport a` µ. Fixons un ǫ > 0. Il suffit de montrer
que la masse de µar est plus grande ou e´gale a` (1− ǫ)c1(ν). D’apre`s le lemme 3.4.9,
il reste a` traiter le cas a ∈ Xν . Puisque a 6∈ EXν , d’apre`s le the´ore`me 3.4.1, on a
τXν (a) = 0. Observons que
1− τXν (a) = 1− lim
#FnXν (a)
dnt
=
∞∑
n=1
[
#Fn−1Xν (a)
dn−1t
− #F
n
Xν
(a)
dnt
]
=
∞∑
n=1
1
dnt
#
[
f−1(Fn−1Xν (a)) \Xν
]
.
Dans la suite, on conside`re une somme partielle de la dernie`re se´rie de gauche. Il
existe un entier N0, des entiers positifs nj ≤ N0, des points aj ∈ f−nj(a) \Xν (les
nj ne sont pas a` priori distincts) et bi ∈ f−N0(a) ∩Xν ve´rifiant
1. 1− ǫ ≤∑ d−njt ≤ 1.
2. µaN0 = d
−N0
t
[∑
(fN0−nj)∗δaj +
∑
δbi
]
.
On a donc
µaN =
1
dNt
[∑
d
N−nj
t µ
aj
N−nj
+
∑
dN−N0t µ
bi
N−N0
]
.
On choisit une suite croissante (Ni) telle que µ
aj
Ni−nj
(resp. µaNi−nj) converge vers
une mesure µaj (resp. vers µa) quand i → ∞. D’apre`s le lemme 3.4.9, puisque
ν(S, aj) < ν, on a µ
aj = µ
aj
r + µ
aj
s avec µ
aj
r absolument continue par rapport a` µ et
de masse au moins c1(ν). Soit µ
a
r,ǫ :=
∑
d
−nj
j µ
aj
r . Alors µar,ǫ est absolument continue
par rapport a` µ et sa masse est plus grande ou e´gale a` (1− ǫ)c1(ν). La masse de µar
(qui est minore´e par celle de µar,ǫ) est donc plus grande ou e´gale a` (1− ǫ)c1(ν).

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Fin de la de´monstration du the´ore`me 3.4.4— Posons En := EPCn . Observons que
si a ∈ En et µa est une valeur adhe´rente a` la suite (µan) alors µa(En) = 1 et donc
µa 6= µ car µ(PC∞) = 0; si a 6∈
⋃ En, on peut appliquer le lemme 3.4.10 avec ν → 0.
Donc E = ⋃n≥1 En. On en de´duit que f−1(E) = E ∩ U .
Soit Xν := {a ∈ V, ν(S, a) ≥ ν}. Alors pour tout ν > 0, Xν est un sous-
ensemble analytique de V contenu dans PC∞. Donc EXν ⊂ E =
⋃
n≥1 En. Montrons
que EX1 = E . Sinon, il existe n ≥ 1 et a ∈ En \ EX1 avec ν(S, a) < 1. Soit µa une
valeur d’adhe´rence de la suite {µam}. On a µa(En) = 1, car En est un ferme´ totalement
invariant et donc µa(PCn) = 1. D’apre`s le lemme 3.4.10, on a µ
a
r(PCn) ≥ c1(ν) > 0.
La mesure µar e´tant absolument continue par rapport a` µ, on a µ(PCn) > 0. C’est
la contradiction cherche´e car µ ne charge pas les ensembles postcritiques, puisque
log J est µ-inte´grable.

3.5 Points pe´riodiques re´pulsifs
Sous la meˆme hypothe`se qu’au paragraphe pre´ce´dent, nous allons montrer la densite´
des points pe´riodiques re´pulsifs dans le support de la mesure d’e´quilibre.
The´ore`me 3.5.1 Soit f une application ve´rifiant les hypothe`ses du the´ore`me 3.4.4.
Notons Pn l’ensemble des points pe´riodiques re´pulsifs d’ordre n de f qui apparti-
ennent a` supp(µ). Supposons lim sup d−nt #Pn ≤ 1. Alors les points pe´riodiques
re´pulsifs de f sont e´quidistribue´s sur le support de µ, c.-a`-d. que la suite de mesures
νn :=
1
dnt
∑
a∈Pn
δa
converge vers µ.
Preuve— La de´monstration reprend des ide´es de´ja` utilise´es par Briend-Duval [8]
pour de´montrer le meˆme re´sultat pour les endomorphismes de Pk. On pose X :=
V \ ⋃n≥0 f−n(PC∞). Puisque µ ne charge pas l’ensemble postcritique, X est de
mesure totale. On conside`re
X̂ :=
{
x̂ = (x−n)n≥0, f(x−n) = x−n+1
}
l’espace des pre´histoires. La mesure µ et l’application f se remontent en mesure
µ̂ sur X̂ et une application f̂ . La mesure µ̂ est me´langeante pour f̂ . Notons π la
projection canonique de X̂ dans X, i.e. π((x−n)) := x0 et σ := f̂
−1 le de´calage a`
gauche de X̂ , i.e. σ(x̂) = (x−n)n≥1. Notons f
−n
x̂ la branche inverse de f
n ve´rifiant
f−nx̂ (x0) = x−n. Pour tous δ > 0 et c > 0, on pose
Eδ,c :=
{
x̂, f−nx̂ est de´finie sur B(x0, 2δ),
diam
(
f−nx̂ (B(x0, 2δ))
) ≤ c√dk−1,nd−nt }.
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D’apre`s la proposition 3.4.7,
⋃
δ,cEδ,c = X̂ .
Pour tout bore´lien B de V , on note B̂ := π−1(B) et B̂δ,c := B̂ ∩ Eδ,c. Posons
µδ,c := π∗(µ̂|Eδ,c). On a µδ,c(B) = µ̂(Bδ,c).
Par hypothe`se, toute valeur d’adhe´rence ν de (νn) est de masse au plus 1. Pour
montrer que ν = µ, il suffit de comparer ν et µδ,c. Soient x ∈ π(Eδ,c) et r > 0, ǫ > 0
assez petits tels que r + ǫ < δ. Dans la suite, on conside`re uniquement les boules
ferme´es. Il nous suffit de montrer que
(1− ǫ)µδ,c(B(x, r)) ≤ ν(B(x, r + ǫ)).
La mesure µ̂ e´tant me´langeante, on a pour n assez grand:
(1− ǫ)µδ,c(B(x, r))µ(B(x, r)) = (1− ǫ)µ̂(B̂δ,c(x, r))µ(B(x, r))
≤ µ̂(σn(B̂δ,c(x, r)) ∩ B̂(x, r))
≤ µ(π(σn(B̂δ,c(x, r))) ∩B(x, r))
Observons que pour tout x̂ ∈ Eδ,c, f−nx̂ (B(x, r + ǫ)) est de diame`tre infe´rieur a` ǫ
de`s que n ≥ n0 uniforme´ment en x̂. De plus, si cette composante rencontre B(x, r),
elle est contenue dans B(x, r + ǫ). D’apre`s le the´ore`me du point fixe, elle contient
exactement un point pe´riodique re´pulsif dont la pe´riode divise n. Notons F(x, r) la
famille de ces composantes. On a
(1− ǫ)µδ,c(B(x, r))µ(B(x, r)) ≤ µ(
⋃
B) avec B ∈ F(x, r)
≤ 1
dnt
µ(B(x, r + ǫ))#F(x, r)
≤ νn(B(x, r + ǫ))µ(B(x, r + ǫ)).
Faisant tendre ǫ vers 0, on obtient ν ≥ µδ,c et donc lim νn = µ.
Nous terminons la preuve par la remarque suivante. Il suffit de conside´rer les
boules B(x, r + ǫ) rencontrant Jk. Puisque Jk est totalement invariant, toute com-
posante de l’image re´ciproque de B(x, r + ǫ) rencontre Jk. Par suite, les points
pe´riodiques re´pulsifs obtenus ci-dessus sont dans Jk.

Remarque 3.5.2 Si on ne suppose pas lim sup d−nt #Pn ≤ 1, on peut montrer qu’il
existe des ensembles P ′n de points pe´riodiques re´pulsifs dont l’ordre divise n tels que
la suite de mesures
ν ′n :=
1
dnt
∑
a∈P ′n
δa
converge vers µ.
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Donnons des exemples ou` on peut majorer le nombre de points pe´riodiques
d’ordre n. Soit f : Ck −→ Ck une application polynomiale propre. On dit que
l’infini est attirant si pour tout R > 0 assez grand, |fn(z)| → ∞ uniforme´ment
sur Ck \ B(0, R) ou` B(0, R) de´signe la boule de rayon R centre´e en 0. On de´finit
l’ensemble de Julia rempli par
K := {z ∈ Ck, (fn(z))
n≥0
borne´e
}
.
Proposition 3.5.3 Soit f : U −→ V une application d’allure polynomiale, V e´tant
un ouvert de Ck. Supposons que le diame`tre diam(K) de K est strictement plus petit
que maxa∈K dist(a, ∂U). Alors pour n assez grand, f posse`de exactement d
n
t points
pe´riodiques (compte´s avec multiplicite´) dont la pe´riode divise n. En particulier, ceci
est vrai pour toute application polynomiale propre f : Ck −→ Ck telle que l’infini
soit attirant et K 6= ∅.
Preuve— Soit b ∈ K tel que dist(b, ∂U) = maxa∈K dist(a, ∂U). On a pour ǫ > 0
assez petit et pour z ∈ ∂U−n−1 avec n assez grand
|fn(z) − z − (fn(z) − b)| = |z − b| ≤ diam(K) + ǫ < |fn(z)− b|
car fn(z) ∈ ∂U . On peut donc appliquer le the´ore`me de Rouche´: le nombre de
solutions de fn(z) = z est e´gal au nombre de solutions de fn(z) = b.
Si f : Ck −→ Ck est une application avec l’infini attirant et K 6= ∅, on choisit
U une boule assez grande et le raisonnement ci-dessus est vrai pour tout n assez
grand.

Proposition 3.5.4 Soit f : U −→ V une application d’allure polynomiale. Sup-
posons que U est holomorphiquement contractible dans V , c.-a`-d. qu’il existe h :
[0, 1] × U −→ V continue, h(t, .) holomorphe sur U avec h(0, z) = p et h(1, z) = z
pour tout z ∈ U . Alors le nombre de points pe´riodiques dont la pe´riode divise n est
e´gale a` dnt pour tout n ≥ 1.
Preuve— Observons que le nombre de solutions de l’e´quation fn(z) = h(t, z) avec
z ∈ U−n ne de´pend pas de t ∈ [0, 1]. Pour t = 0, le nombre de solutions est e´gal a`
dnt .

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3.6 Exposants de Lyapounov
Sous les hypothe`ses des paragraphes 3.4 et 3.5, nous avons une minoration suivante
des exposants de Lyapounov de f qui ge´ne´ralise le re´sultat de Briend-Duval [8] pour
les endomorphismes de Pk.
The´ore`me 3.6.1 Soit f une application ve´rifiant les hypothe`ses du the´ore`me 3.4.4.
Alors les exposants de Lyapounov de f sont supe´rieurs ou e´gaux a` 12 log(dt/dk−1). En
particulier, ils sont tous positifs ou nuls et ils sont strictement positifs si dk−1 < dt.
Preuve— Fixons λ tel que 0 < λ < dt/dk−1. Il existe une constante c > 0 telle que
dk−1,n ≤ cλ−ndnt pour tout n ≥ 1. On peut supposer V ⊂ Cn. Pour le cas ge´ne´ral, il
suffit de recouvrir K par une famille finie d’ouverts biholomorphes a` la boule unite´
de Ck. On a vu dans la proposition 2.3.4 que les exposants de Lyapounov existent
et sont constants. Le plus petit exposant de Lyapounov est calcule´ par la formule
λmin := − lim
n→∞
1
n
∫
log ‖(Dfn)−1‖dµ.
D’apre`s la proposition 3.4.7, on peut choisir une famille finie de boules disjointes B1,
. . ., Bm et des nombres re´els positifs assez petit ǫ, δ ve´rifiant les proprie´te´s suivantes:
1. µ(B1 ∪ . . . ∪Bm) ≥ 1− δ/2;
2. µ(∂Bi) = 0;
3. Il existe un c′ > 0 tel que pour tout n ≥ 1, chaque Bi admette au moins
(1− ǫ)dnt branches inverses f−ni,j de fn de diame`tre infe´rieur a` c′λ−n/2. Notons
B−ni,j les images de ces branches.
On choisit les boules B˜i ⊂⊂ Bi telles que µ(B˜1 ∪ . . . ∪ B˜m) ≥ 1 − δ. Posons
B˜−ni,j := f
−n(B˜i) ∩ B−ni,j . Puisque fn envoie injectivement la composante B−ni,j qui
est de diame`tre infe´rieur a` c′λ−n/2 dans Bi, on a que ‖(Dfn)−1‖ ≤ c˜λ−n/2 sur B˜−ni,j
avec un c˜ > 0. Soit M > 0 un majorant des valeurs propres de Df sur K. On en
de´duit une minoration de la plus petite valeur propre de Df sur K:
‖(Dfn)−1‖−1 ≥ det(Dfn)M (−k+1)n =√JfnM (−k+1)n
ou` Jfn est le jacobien re´el de f
n. Posons En := V \
⋃
B˜−ni,j . On sait que µ(
⋃
i,j B˜
−n
i,j ) ≥
(1−ǫ)(1−δ). D’ou` µ(En) ≤ 1−(1−ǫ)(1−δ) et donc µ(f−s(En)) ≤ 1−(1−ǫ)(1−δ)
pour s ≥ 1. Comme − ∫ log Jdµ < ∞, pour tout ǫ′ > 0, on a − ∫E log Jdµ < ǫ′
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lorsque δ, ǫ sont assez petits et µ(E) ≤ 1 − (1 − ǫ)(1 − δ). On a les estimations
suivantes en utilisant l’ine´galite´ sur
⋃
B˜−ni,j :
− 1
n
∫
log ‖(Dfn)−1‖dµ ≥ 1
n
[n
2
log λ− log c˜
]
µ
⋃
i,j
B˜−ni,j
+
+
∫
En
[
1
2n
log Jfn − (k − 1) logM
]
dµ
≥
[
1
2
log λ− 1
n
log c˜
]
(1− ǫ)(1 − δ) +
+
∫
En
(
1
2n
n−1∑
s=0
log J ◦ f s
)
dµ− (k − 1) logMµ(En)
= (1− ǫ)(1 − δ)
[
1
2
log λ− 1
n
log c˜
]
+
+
1
2n
n−1∑
s=0
∫
f−s(En)
log Jdµ− (k − 1) logMµ(En)
≥ (1− ǫ)(1 − δ)
[
1
2
log λ− 1
n
log c˜
]
−
−ǫ
′
2
− (k − 1) logM[1− (1− ǫ)(1− δ)]
et donc
λmin ≥ (1− ǫ)(1− δ)
2
log λ− ǫ
′
2
− (k − 1) logM[1− (1− ǫ)(1− δ)].
Faisant tendre ǫ′, ǫ et δ vers 0, on obtient λmin ≥ 12 log λ. On en de´duit que λmin ≥
1
2 log(dt/dk−1). D’apre`s la proposition 3.3.1, on a λmin ≥ 0.

3.7 Cas de dimension 1
Soit f : U −→ V une application a` allure polynomiale de degre´ dt ≥ 2 ou` V est une
surface de Riemann ouverte et U ⊂⊂ V est un ouvert de V . Lorsque U et V sont
simplement connexes, Douady-Hubbard [15] ont montre´ que f est conjugue´e a` un
polynoˆme de degre´ dt par un home´omorphisme ho¨lde´rien. Inde´pendement de cette
approche, nous allons donner quelques re´sultats de nature me´trique sur la mesure
d’e´quilibre µ. Dans un tre`s joli article, [30], Man˜e a e´tudie´ les proprie´te´s me´triques
de la mesure µ pour les applications rationnelles de P1. La formule donne´e au point
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4 du the´ore`me ci-dessus se trouve dans [30] pour les applications rationnelles. Elle
est duˆe a` Manning [31] pour les polynoˆmes a` une variable.
Posons Mn :=
n
√
supK |(fn)′(z)|. Les Mn de´pendent de la me´trique choisie pour
V . La suite Mn de´croit vers une constante M > 0. On ve´rifie facilement que M ne
de´pend pas de la me´trique.
The´ore`me 3.7.1 Soit f : U −→ V une application d’allure polynomiale de degre´
dt ≥ 2 ou` V est une surface de Riemann ouverte et U est un ouvert relativement
compact dans V . On note µ la mesure d’e´quilibre et K l’ensemble de Julia rempli
associe´s a` f . Soit α un nombre re´el tel que 0 < α < log dt/ logM . Alors
1. Tout potentiel G de la mesure µ est ho¨lde´rien d’ordre α.
2. Pour tout disque B(x, r), on a µ(B(x, r)) ≤ crα ou` c > 0 est une constante.
3. L’entropie de f est e´gale a` log dt = hµ(f).
4. Si HD(µ) de´signe la dimension de Hausdorff de µ on a
1
HD(µ)
=
∫
log |f ′|dµ
hµ(f)
=
∫
log |f ′|dµ
log dt
≥ 1.
En particulier, la mesure µ ve´rifie les hypothe`ses des des the´ore`mes 3.4.4, 3.5.1,
3.6.1; elle est approximable par les points pe´riodiques re´pulsifs.
Preuve— 1. Quitte a` remplacer f par fn et U , V par U−m−n−1, U−m−n pour n et
m assez grands, on peut supposer que α ≤ α0 := log dt/ logM1. Soit G un potentiel
de µ dans V . C’est une fonction sousharmonique dans V et harmonique en dehors
du support de µ. En particulier, elle est harmonique sur V \K; elle est donc borne´e
sur U \ U−2. Observons que d−1t G ◦ f est un potentiel de d−1t f∗µ = µ dans U . Par
conse´quent, il existe une fonction harmonique u dans U telle que pour w ∈ U on ait
G(w) − G(f(w))
dt
= u(w).
On en de´duit par ite´ration que sur U−n−1
G(w) − G(f
n(w))
dnt
=
n−1∑
j=0
u(f j(w))
djt
. (5)
Soit A > 0 une constante telle que |G| < A sur U \ U2 et |u| < A sur U−2. On a
|G(fn(w))| < A lorsque w ∈ U−n−2 \ U−n−3. Il re´sulte de la relation (5) que pour
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w ∈ U−n−2 \ U−n−3 on a
|G(w)| ≤ A
dnt
+A
n−1∑
j=0
1
djt
≤ 3A.
La fonction G est donc borne´e dans U \K. Par semi-continuite´, cela entraˆıne que G
est borne´e dans U \ K. Pour w ∈ ∂K, en passant a` la limite, on obtient
G(w) =
∞∑
j=0
u(f j(w))
djt
.
Donc G|∂K est continue. D’apre`s [42, p.53], G est continue sur V .
Montrons que G est ho¨lde´rienne d’ordre α0. On a M1 = d
1/α0
t . Soient w et w
′
deux points suffisamment proches de K. Supposons que w ∈ U−n et w′ ∈ U−m avec
m ≥ n. On a pour tout 0 ≤ s ≤ n
G(w) −G(w′) = G(f
s(w)) −G(f s(w′))
dst
+
s−1∑
j=0
u(f j(w)) − u(f j(w′))
djt
.
Posons δ := |w − w′| et N := log(1/δ)α0/ log dt (en principe, nous devons prendre
N la partie entie`re de log(1/δ)α0/ log dt, cet abus ne change pas le re´sultat). On a
dNt = δ
−α0 . Nous distinguons trois cas.
Dans le premier cas, on suppose n ≥ N . En prenant s = N , on a pour des
constantes c > 0 et c′ > 0
|G(w) −G(w′)| ≤ c
 1
dNt
+
N−1∑
j=0
δM j1
djt
 = c
δα0 + δ N−1∑
j=0
[
δ
α0−1
N
]j
= c
(
δα0 + δ
δα0−1 − 1
δ
α0−1
N − 1
)
= c
(
δα0 +
δα0 − δ
d
(1−α0)/α0
t − 1
)
≤ c′δα0
Pour les autres cas, soit n tel que w ∈ U−n \ U−n−1. On peut encore supposer
m ≥ n. Notons ρ(w) la distance de w a` K. On peut suposer ρ(w) < 1.
Dans le deuxie`me cas, on suppose que n < N et que de plus |w − w′| ≥ ρ(w)/2.
Observons que pour w0 ∈ K on a
c0 ≤ |fn(w)− fn(w0)| ≤ |w − w0|Mn1
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pour un c0 > 0. Donc
ρ(w)
c0
≥ 1
Mn1
et
1
dnt
=
1
Mnα01
≤
(
ρ(w)
c0
)α0
.
En prenant s = n, comme dans le cas pre´ce´dent, on obtient pour des constantes
c > 0 et c′ > 0
|G(w) −G(w′)| ≤ c
(
1
dnt
+
δMn1
dnt
)
≤ c(ρ(w)α0 + δα0) ≤ c′|w − w′|α0 .
Avant de traiter le dernier cas, observons que pour tout w1 ∈ U−n1 \ U−n1−1 et
w2 ∈ U−n2 \U−n2−1 tels que |w1−w2| = ρ(w1) on a |w1−w2| ≥ ρ(w2)/2. On utilise
les estimations pre´ce´dentes pour w := w1 et w
′ := w2 si n1 ≥ n2; pour w := w2 et
w′ := w1 sinon. On obtient |G(w1)−G(w2)| ≤ c′|w1 − w2|α0 .
Supposons maintenant que n < N et |w−w′| < ρ(w)/2. La fonction G(z)−G(w)
est harmonique dans le disque de centre w et de rayon ρ(w). D’apre`s le principe du
maximum, |G(z) −G(w)| est majore´ par c′ρ(w)α0 sur ce disque car c’est le cas sur
le bord du disque. Graˆce a` la formule de Poisson, on majore la de´rive´e de G sur le
disque de rayon ρ(w)/2 centre´ en w par cρ(w)α0−1 avec un c > 0. On a
|G(w) −G(w′)| ≤ c|w − w′|ρ(w)α0−1 ≤ c|w − w′|α0 .
2. De fac¸on classique, on conside`re une fonction C∞, positive χ e´gale a` 1 sur
B(x, r) et a` support dans B(x, 2r) dont le Laplacien est majore´ par c′/r2 sur r <
|z − x| < 2r avec c′ > 0. On a pour une constante c > 0
µ(B(x, r)) ≤
∫
χdµ =
∫
χ(z)ddcG(z) =
∫
χ(z)ddc(G(z) −G(x))
=
∫
∆χ(G(z) −G(x)) ≤ crα.
En particulier, en tout point x, on a lim supr→0 log µ(B(x, r))/ log r ≥ α.
3. C’est une conse´quence du the´ore`me 3.3.2 car toute surface de Riemann ouverte
est une varie´te´ de Stein.
4. Rappelons que la dimension de Hausdorff HD(µ) d’une mesure de probabilite´
µ est par de´finition la borne infe´rieure des dimensions de Hausdorff des bore´liens
X tels que µ(X) = 1. On ve´rifie facilement que lorsque limr→0 log µ(B(x, r))/ log r
existe et est constante µ-presque partout alors elle est e´gale a` HD(µ). Man˜e [30] a
montre´ que dans le cas des applications polynomiales de C, on a
lim
r→0
log µ(B(x, r))
log r
=
hµ(f)∫
log |f ′|dµ.
Sa de´monstration n’utilise que le lemme de distorsion de Koebe, elle est valide dans
notre cadre.

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3.8 Familles d’applications holomorphes
Dans ce paragraphe, nous donnons quelques proprie´te´s des endomorphismes qui
commutent et des endomorphismes de´pendant d’un parame`tre.
Nous avons la proposition suivante qui a e´te´ de´montre´e dans [14] pour les endo-
morphismes holomorphes de Pk.
Proposition 3.8.1 Soient fi : Ui −→ Vi deux applications d’allure polynomiale de
degre´ topologique di ≥ 2 et d’ensemble de Julia rempli Ki pour i = 1 ou 2. Supposons
que U1 (resp. U2) contienne K2 ∪ f2(K1) (resp. K1 ∪ f1(K2)) et que f1 ◦ f2 = f2 ◦ f1
au voisinage de K1 ∪ K2. Alors l’ensemble de Julia rempli K2 (resp. la mesure
d’e´quilibre µ2 et l’ensemble de Julia J
2
k ) de f2 est e´gal a` celui de f1.
Preuve— On a f1 ◦ f2(K1) = f2 ◦ f1(K1) = f2(K1). Donc f2(K1) ⊂ K1 et par suite
K1 ⊂ K2 car K2 est le plus grand compact invariant par f2. De meˆme, K2 ⊂ K1.
Donc K1 = K2
Soit Ω une forme de volume de masse 1 a` support dans un petit voisinage de
K := K1 = K2 . D’apre`s le the´ore`me 3.2.1, la mesure d−n1 (fn1 )∗Ω tend vers µ1 quand
n → ∞. On en de´duit que d−12 d−n1 f∗2 (fn1 )∗Ω tend vers d−12 f∗2µ1. Comme f1 et f2
commutent, on a
f∗2 (f
n
1 )
∗Ω
d2dn1
=
(fn1 )
∗f∗2Ω
d2dn1
.
La dernie`re mesure tend vers µ1 car d
−1
2 f
∗
2Ω est e´galement une forme de volume
de masse 1. Par conse´quent, d−12 f
∗
2µ1 = µ1. D’apre`s la proposition 3.2.5, pour
toute fonction ϕ p.s.h. au voisinage de K on a ∫ ϕdµ1 ≤ ∫ ϕdµ2. De meˆme, on a∫
ϕdµ2 ≤
∫
ϕdµ1. On en de´duit que µ1 = µ2 et donc J
1
k = J
2
k .

The´ore`me 3.8.2 Soit V une varie´te´ S-convexe. Soit Γ un espace me´trique. Soit
(fs)s∈Γ une famille continue d’applications holomorphes propres de degre´ topologique
dt ≥ 2, fs : Us −→ Vs avec Vs ⊂ V . On suppose que pour tout compact Γ0 ⊂ Γ,
UΓ0 ⊂ VΓ0 ou`
UΓ0 :=
{
(s, z) ∈ Γ0 × V, z ∈ Us
}
et
VΓ0 :=
{
(s, z) ∈ Γ0 × V, z ∈ Vs
}
.
Si l’ensemble exceptionnel Es0 de fs0 est contenu dans son ensemble postcritique
d’ordre infini alors l’application qui associe a` s la mesure d’e´quilibre µs de fs est
continue en s0.
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Preuve— Fixons une forme ka¨hle´rienne ω = ddcΦ dans V . Notons Js le jacobien
re´el de fs pour la me´trique conside´re´e. Notons e´galement Ms la famille des mesures
de probabilite´ νs de Us qui ve´rifient f
∗
s νs = dtνs et
∫
log Jsdνs ≥ log dt.
Ve´rifions que MΓ0 :=
⋃
s∈Γ0
Ms est ferme´ pour la topologie vague. Soit sn → s0
et soit ν un point d’adhe´rence de la suite (νsn) ⊂ MΓ0 . On a f∗s0ν = dtν. Il
suffit de ve´rifier que
∫
log Js0dν ≥ log dt. Posons pour tout m ∈ R+, hs,m(z) :=
max
(
log Js(z),−m
)
. On a
∫
hsn,mdνsn ≥ log dt. Montrons que
∫
hs0,mdν ≥ log dt.
C’est le cas, car les applications (fs) e´tant holomorphes, la famille de fonctions
(hs,m)s∈Γ0 est uniforme´ment continue sur les compacts.
Soit maintenant ν = limµsn avec sn → s0. On sait que ν ∈ Ms0 . Si Es0 est
contenu dans l’ensemble postcritique de fs0 , alors ν(Es0) = 0 puisque log Js0 est
ν-inte´grable. Il en re´sulte que d−nt (f
n
s0)
∗ν ⇀ µs0 et donc ν = µs0 car f
∗
s0ν = dtν.

Proposition 3.8.3 Soit ∆ une varie´te´ complexe connexe. Soit (fs)s∈∆ une famille
holomorphe d’applications holomorphes de degre´ topologique dt ≥ 2, satisfaisant aux
hypothe`ses du the´ore`me 3.8.2. Notons Cs l’ensemble critique de fs. Soit (s, z) 7→
ϕ(s, z) une fonction p.s.h. continue a` l’image dans [−∞,+∞[ de´finie dans
V∆ :=
{
(s, z) ∈ ∆× V, z ∈ Vs
}
.
Si la fonction
ϕ˜(s) :=
∫
ϕ(s, z)dµs(z)
n’est pas identiquement e´gale a` −∞, elle est p.s.h. En particulier, lorsque V est un
ouvert de Ck, la fonction
h(s) :=
∫
log Jsdµs(z) = 2
k∑
i=1
λi(s)
est p.s.h. ou` les λi(s) sont les exposants de Lyapounov de fs. Si, de plus, Cs∩Ks = ∅
pour tout s ∈ ∆ alors h(s) est pluriharmonique dans ∆.
Preuve— On peut supposer que ϕ est borne´e. Soient s0 ∈ ∆ et sn → s0. Si µsn ⇀ ν,
f∗s0ν = dtν. D’apre`s le lemme de Hartogs pour ǫ > 0, on a∫
ϕ(s, z)dµs ≤
∫ (
ϕ(s0, z) + ǫ
)
dµs.
Donc
lim sup
s→s0
∫
ϕ(s, z)dµs ≤ lim sup
s→s0
∫ (
ϕ(s0, z) + ǫ
)
dµs
=
∫ (
ϕ(s0, z) + ǫ
)
dν.
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En utiliant la proposition 3.2.5, on a
lim sup
s→s0
ϕ˜(s) = lim sup
s→s0
∫
ϕ(s, z)dµs ≤
∫
ϕ(s0, z)dν
≤
∫
ϕ(s0, z)dµs0 = ϕ˜(s0).
Donc ϕ˜ est semi-continue supe´rieurement.
Notons
U∆ :=
{
(s, z) ∈ ∆× V, z ∈ Us
}
.
Soit F : U∆ −→ ∆× V avec F (s, z) := (s, fs(z)). Posons
ψ(s, z) :=
(
lim sup
n→∞
(Fn)∗ϕ
dnt
)∗
.
C’est une fonction p.s.h. D’apre`s le lemme 3.2.2, elle est inde´pendante de z, ψ(s, z) ≥
ϕ˜(s) et ψ(s, z) = ϕ˜(s) quasi-presque partout. Comme ϕ˜ est semi-continue supe´rieurement,
on a ϕ˜(s) = ψ(s, z) partout, elle est donc p.s.h.
Lorsque V est un ouvert de Ck, la fonction log Js est p.s.h. et µs-inte´grable.
On peut donc appliquer la proprie´te´ prouve´e ci-dessus a` cette fonction. Si, de plus,
Cs ∩ Ks = ∅ pour tout s ∈ ∆, h(s) est pluriharmonique car log Js l’est au voisinage
de Ks.

Corollaire 3.8.4 Soit (fs)s∈∆ une famille holomorphe d’applications a` allure poly-
nomiale de degre´ dt ≥ 2, fs : Us −→ Vs, Us ⊂⊂ Vs et Vs ⊂⊂ C. Alors la fonction
s 7→ 1/HD(µs) est sous-harmonique.
Preuve— On a vu dans le the´ore`me 3.7.1 que
1
HD(µs)
=
∫
log |f ′s|dµs
log dt
.
La proposition 3.8.3 donne le re´sultat.

3.9 Mesures PLB
Nous introduisons une classe de mesures dites mesures PLB. En dimension 1, ce
sont les mesures dont le Potentiel est Localement Borne´. Nous e´tudions aussi les
applications d’allure polynomiale dont la mesure d’e´quilibre est PLB. On a vu au
the´ore`me 3.7.1 qu’en dimension 1 ceci est toujours le cas.
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De´finition 3.9.1 Soit U une varie´te´ complexe. Une mesure positive ν a` support
compact dans U est appele´e PLB si les fonctions p.s.h sont ν-inte´grables, c.-a`-d.
que pour toute fonction ϕ p.s.h dans U on a
∫
ϕdν > −∞.
Soient U , V des varie´te´s complexes et f : U −→ V un reveˆtement ramifie´ fini.
Alors si σ est une mesure PLB de V , f∗σ est une mesure PLB de U ; si ν est une
mesure PLB de U , f∗ν est une mesure PLB de V .
Rappelons qu’un ensemble E d’une varie´te´ V est pluripolaire si pour tout point
p de V , il existe un voisinage W de p et une fonction p.s.h u dans W tels que
E ∩W ⊂ {z ∈W, u(z) = −∞}.
Il est clair que les mesures PLB ne chargent pas les ensembles pluripolaires.
Proposition 3.9.2 Soient V une varie´te´ complexe et U ⊂⊂ V un ouvert. Soit ν
une mesure PLB de U a` support dans un compact K ⊂ U . Alors pour tout p ≥ 1
1. Il existe une constante c > 0 telle que pour toute fonction p.s.h ψ dans U on
ait ‖ψ‖L1(ν) ≤ c‖ψ‖Lp(U).
2. Il existe une constante 0 < c < 1 telle que pour toute fonction ψ p.s.h dans V
et satisfaisant
∫
ψdν = 0, on ait supK ψ ≤ c supV ψ.
Preuve— 1. Si la proprie´te´ 1 n’est pas ve´rifie´e, il existe des fonctions ψj , p.s.h sur
U ,
∫ |ψj |dν = 1 et ‖ψj‖Lp(U) ≤ j−2. L’ine´galite´ de sous-moyenne implique que pour
tout compact W de U on a ψj ≤ cW j−2 surW ou` cW > 0 est une constante. Posons
ψ :=
∑
ψj. La fonction ψ est bien de´finie, p.s.h dans U et
∫
ψdν = −∞. C’est la
contradiction recherche´e.
2. La famille F des fonctions ψ p.s.h dans V ve´rifiant ∫ ψdν = 0 et ψ ≤ 1, est
relativement compacte dans Lploc(V ). D’apre`s la proprie´te´ 1, la fonction identique-
ment nulle n’est pas dans l’adhe´rence de la famille {ψ − 1, ψ ∈ F}. Par suite, la
fonction identiquement e´gale a` 1 n’est pas dans l’adhe´rence de F . Ceci implique la
proprie´te´ 2.

Le re´sultat suivant qui justifie la terminologie choisie:
Corollaire 3.9.3 Soit ν une mesure a` support compact et PLB dans un ouvert
borne´ W de Ck. Soit ψ une fonction p.s.h dans Ck. Alors la fonction Gψ(z) :=∫
ψ(z − ζ)dν(ζ) est p.s.h et localement borne´e dans Ck. En particulier, une mesure
ν d’une surface de Riemann ouverte est PLB si et seulement si elle est a` potentiel
localement borne´.
51
Preuve— Il est clair que Gψ est p.s.h. On peut supposer queW est la boule B(0, R)
de centre 0 et de rayon R > 0. Soient r > 0 et W ′ := B(0, R + r). Posons
Ws := {s − z, avec z ∈ W}. D’apre`s la Proposition 3.9.2, il existe une constante
c > 0 telle que si |s| < r on ait
|Gψ(s)| ≤ ‖ψ(s − ζ)‖L1(ν) ≤ c‖ψ(s − ζ)‖L1(W )
= c‖ψ‖L1(Ws) ≤ c‖ψ‖L1(W ′).
Donc Gψ est borne´e dans la boule de centre 0 et de rayon r.
Conside´rons maintenant une mesure ν d’une surface de Riemann ouverte. On
peut supposer que ν est une mesure a` support compact dans C. En prenant ψ(z) :=
log |z|, on obtient Gψ un potentiel de ν. On a montre´ dans la premie`re partie que si
ν est PLB, son potentiel Gψ est localement borne´.
Re´ciproquement, supposons que ν = ddcG avec G une fonction sousharmonique
localement borne´e. Il suffit d’appliquer [13, proposition 2.10] dans un ouvert de
C, qui affirme que les fonctions sous harmoniques sont inte´grables par rapport a`
ν = ddcG lorsque G est borne´e.

Fixons p ≥ 1. Pour tout c > 0, notons Mpc(K,U) la famille des mesures pos-
itives ν porte´es par K ve´rifiant ‖ψ‖L1(ν) ≤ c‖ψ‖Lp(U) pour toute fonction p.s.h ψ.
Observons que l’ine´galite´ | ∫ ψdν| ≤ c′‖ψ‖Lp(U) pour c′ > 0 implique la condition
‖ψ‖L1(ν) ≤ c‖ψ‖Lp(U) pour c > 0 convenable. En effet, l’ine´galite´ de sous-moyenne
implique supK ψ
+ ≤ c′′‖ψ+‖Lp(U); d’ou`∫
|ψ|dν =
∫
(−ψ + 2ψ+)dν ≤
∣∣∣∣∫ ψdν∣∣∣∣+ 2 sup
U
ψ+ ≤ c‖ψ‖Lp(U).
Il est clair que Mpc(K,U) est un compact convexe et que pour toute fonction 0 ≤
h ≤ 1 on a hν ∈ Mpc(K,U).
Soient u1, . . . , uk des fonctions p.s.h borne´es dans U . D’apre`s l’ine´galite´ de
Chern-Levine-Nirenberg [13], pour toute fonction test χ ≥ 0 a` support compact,
la mesure χddcuk ∧ . . .∧ ddcu1 est PLB. Elle appartient a` Mpc(K,U) pour un c > 0
convenable.
Bedford-Taylor [5] ont montre´ que pour tout compact non pluripolaire K ⊂ Ck,
il existe des fonctions p.s.h borne´es u1, . . . , uk telles que la mesure ν := dd
cuk ∧
. . . ∧ ddcu1 soit a` support compact et ve´rifie ν(K) > 0. On a donc la proposition
suivante:
Proposition 3.9.4 Soit (vi) une suite de fonctions p.s.h convergeant dans L
p(U)
vers une fonction pluriharmonique v. Alors on peut en extraire une sous-suite con-
vergeant vers v hors d’un ensemble pluripolaire.
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Preuve— Quitte a` remplacer vj par vj − v on peut supposer v = 0. Quitte a`
extraire une sous-suite on peut supposer que
∑ ‖vj‖Lp(U) < ∞. Il en re´sulte que
pour toute mesure ν PLB dans un ouvert relativement compact de U , la se´rie
∑ |vi|
converge ν-presque partout. On a donc vj → 0 ν-presque partout. Le re´sultat de
Bedford-Taylor rappele´ ci-dessus entraˆıne qu’on a la convergence hors d’un ensemble
pluripolaire. Lelong de´ja` avait observe´ que dans ce cas l’ensemble
{
lim sup vj < v
}
est pluripolaire.

Le the´ore`me suivant donne des crite`res pour que la mesure d’e´quilibre µ d’une
application d’allure polynomiale f soit PLB. Observons que µ est PLB dans U si
et seulement si elle l’est dans V . En effet, ϕ est µ-inte´grable si et seulement si Λϕ
l’est. Dans la suite, on suppose que V est de Stein.
The´ore`me 3.9.5 Soit f : U −→ V une application d’allure polynomiale. Supposons
que V est de Stein. Alors les conditions suivantes sont e´quivalentes:
1. La mesure d’e´quilibre µ est PLB.
2. Pour toute ϕ p.s.h., (Λnϕ) ne tend pas uniforme´ment vers −∞.
3. Il existe 0 < c2 < 1 telle que pour toute ϕ p.s.h. et n ≥ 0, on ait 0 ≤
supU (Λ
n+1ϕ− cϕ) ≤ c2 supU (Λnϕ− cϕ) ou` cϕ est une constante.
4. Il existe des constantes A > 0 et 0 < c3 < 1 telles que pour toute ϕ p.s.h. on
ait ‖Λn(ddcϕ)‖U ≤ Acn3‖ddcϕ‖U .
5. Pour toute ϕ p.s.h., il existe une constante 0 < c4 < 1 telle que ‖Λn(ddcϕ)‖U =
O(cn4 ).
Notons H le sous-espace des fonction pluriharmoniques dans L2(U) et E sont
orthogonal. Notons E∗ l’ensemble des fonctions p.s.h. appartenant a` E. Soit ϕ ∈
L2(U) une fonction p.s.h. dans U . On a la de´composition ϕ = u + v avec u ∈ H
et v ∈ E∗. Il existe des applications line´aires Λ1 : H −→ H, Λ2 : E∗ −→ H et
Λ3 : E
∗ −→ E∗ telles que Λϕ = (Λ1u + Λ2v,Λ3v). D’apre`s la proposition 3.2.5, on
a ‖Λn1‖ ≤ Acn1 et ‖Λ2‖ ≤ A ou` A > 0 est une constante. On a aussi
Λnϕ = (Λn1u+ Λ
n−1
1 Λ2v + Λ
n−2
1 Λ2Λ3v + · · ·+ Λ2Λn−13 v,Λn3v).
Nous avons besoin du lemme suivant:
Lemme 3.9.6 Il existe une constante B > 0 telle que pour toute v ∈ E∗ on ait
‖Λ3v‖L2(U) ≤ B‖ddcv‖U .
53
Preuve— Soit W ⊂ U un ouvert contenant U−2. Comme V est de Stein, U est aussi
de Stein. Il existe une constante B′ > 0 inde´pendante de v et un potentiel ψ de
ddcv dans U qui ve´rifie ‖ψ‖L2(W ) ≤ B′‖ddcv‖U . D’apre`s la proposition 3.2.5, Λ3 :
PSH(W ) ∩ L2(W ) −→ PSH(U) ∩ L2(U) est borne´. Donc ‖Λ3ψ‖L2(U) ≤ B‖ddcv‖U
pour B > 0 convenable. D’autre part, puisque Λ3v ∈ E, on a ‖Λ3v‖L2(U) ≤
‖Λ3ψ‖L2(U). On obtient finalement ‖Λ3v‖L2(U) ≤ B‖ddcv‖U .

Preuve du the´ore`me 3.9.5— 1. ⇐⇒ 2., 3. =⇒ 1. et 4. =⇒ 5. sont claires.
1. =⇒ 3. On prend cϕ :=
∫
ϕdµ et on peut supposer cϕ = 0. D’apre`s la
proposition 3.9.2 (applique´e a` des ouverts convenables), on a supU Λϕ ≤ supU−2 ϕ ≤
c2 supU ϕ ou` 0 < c2 < 1 est une constante. On a aussi supU Λϕ ≥ 0 car
∫
Λϕdµ = 0.
1. 2. et 3. =⇒ 4. Soient ϕj des fonctions p.s.h. ve´rifiant ‖ddcϕn‖U = 1.
D’apre`s le lemme 3.9.6, il existe ψn telle que ‖ψn‖L2(U) ≤ B et ddcψn = ddcΛϕn.
Il existe donc une constante C > 0 telle que supU Λψ
n ≤ supU−1 ψn ≤ C. D’apre`s
le point 1 de la proposition 3.9.2, il existe C ′ > 0 telle que |cψn | = |cΛψn | ≤ C ′.
Posons φn := Λψn − cψn . On a
∫
φndµ = 0 et supφn ≤ C + C ′. D’apre`s 3., la
famille c−n2 Λ
n−1φn est borne´e supe´rieurement sur U . On en de´duit que la famille
c−n2 Λ
nφn est borne´e sur V . Puisque
∫
φndµ = 0, aucune sous-suite de φn ne tend
uniforme´ment vers −∞. Par conse´quent, les courants c−n2 Λn+2ddcϕn = c−n2 Λnddcφn
sont de masse uniforme´ment borne´e dans U . Ceci implique la proprie´te´ 4.
5. =⇒ 2. Dans la suite, les constantes A1, A2, A3 et A4 sont positives et
convenablement choisises. D’apre`s le lemme 3.9.6 et la proprie´te´ 5, on a
‖Λn3v‖L2(U) ≤ A1‖ddcΛn−1ϕ‖U ≤ A2cn4 .
Posons b :=
∫
udµ, bn :=
∫
Λ2Λ
n
3vdµ et sn := b + b1 + · · · + bn−1. Puisque Λ2 est
borne´ et Λ2Λ
n
3v est pluriharmonique, on a |bn| ≤ A3cn4 et donc la suite (sn) converge.
On a aussi
‖Λnϕ− sn‖L2(U) ≤ ‖Λn1u− b‖L2(U) + ‖Λn−11 Λ2v − b1‖L2(U) +
+ · · ·+ ‖Λ2Λn−13 v − bn−1‖L2(U) + ‖Λn3v‖
≤ A3(cn1 + cn−11 + · · ·+ cn−14 + cn4 )
≤ A4cn
ou` la constante c1 est donne´e dans 3.2.5, c˜ < c < 1 et c˜ := max(c1, c4). On en de´duit
que ϕ est µ-inte´grable. Observons que la meilleure estimation est A4c˜
n si c1 6= c4 et
A4nc˜
n sinon.

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Corollaire 3.9.7 Soient U ⊂⊂ V les ouverts d’une varie´te´ complexe M , V de
Stein et f : U −→ V une application d’allure polynomiale de degre´ topologique
dt ≥ 2. Supposons que sa mesure d’e´quilibre µ est PLB. Alors pour toute pertubation
fǫ : Uǫ −→ Vǫ suffisamment proche de f avec Uǫ ⊂⊂ Vǫ ⊂ W la mesure d’e´quilibre
µǫ de fǫ est PLB.
Preuve— Quitte a` modifier le´ge`rement les ouverts V et Vǫ, on peut supposer que
Vǫ = V . Soit M > 0 tel que f
∗ωk−1 ≤ Mωk−1 sur U . D’apre`s le the´ore`me 3.9.5, il
existe n0 ≥ 1 et 0 < c < dt/M tel que pour toute ϕ p.s.h. on a ‖Λn0−1ddcϕ‖U ≤
c‖ddcϕ‖.
Fixons un 0 < α < 1− cMd−1t . Supposons que fǫ soit assez proche de f dans le
sens ou`
1. (fn0ǫ )
∗ωk−1 − (fn0)∗ωk−1 ≤ dn0t αωk−1 sur W := f−n0ǫ (U).
2. fn0−1(W ) ⊂ U .
On a
‖Λn0ǫ ddcϕ‖U = d−n0t
∫
W
ddcϕ ∧ (fn0)∗ωk−1 +
+d−n0t
∫
W
ddcϕ ∧ [(fn0ǫ )∗ωk−1 − (fn0)∗ωk−1]
≤ d−1t
∫
U
Λn0−1ddcϕ ∧ f∗ωk−1 + α‖ddcϕ‖U
≤ Md−1t ‖Λn0−1ddcϕ‖U + α‖ddcϕ‖U
≤ (cMd−1t + α)‖ddcϕ‖U .
Par conse´quent, ‖Λnǫ ddcϕ‖U = O(c˜n4 ) avec c˜4 := cMd−1t +α < 1. D’apre`s le the´ore`me
3.9.5 (applique´ a` l’application fn0ǫ ), la mesure µǫ est PLB.

Pour estimer la vitesse de me´lange, nous avons la proposition suivante:
Proposition 3.9.8 Supposons qu’il existe une constante 0 < c5 < 1 telle que
‖Λnω‖ = O(cn5 ) (c’est le cas si dk−1 < c5dt). Alors la vitesse de me´lange de µ
est exponentielle d’ordre cn ou` c = min(c1, c5) si c1 6= c5 et c1 < c < 1 si c1 = c5.
Plus pre´cise´ment, il existe une constante A > 0 telle que pour toute ϕ de classe C2
et toute ψ borne´e, on ait
|In| :=
∣∣∣∣∫ ψ(fn)ϕdµ − (∫ ψdµ)(∫ ϕdµ)∣∣∣∣ ≤ A‖ψ‖∞‖ϕ‖C2cn.
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Preuve— Observons que la valeur de |In| ne change pas si l’on remplace ψ par
−ψ ou par ψ + M . On peut donc supposer que ψ ≥ 0. La fonction ϕ s’e´crit
comme diffe´rence de fonctions C2 p.s.h. On peut supposer que ϕ est p.s.h. On a
ddcϕ ≤ A5‖ϕ‖C2ω. On en de´duit que ‖ddcΛnϕ‖U ≤ A6‖ϕ‖C2cn5 . On utilise les
calculs de´ja` faits en 3.9.5 en remplac¸ant c4 par c5. On a cϕ = lim sn. Il est facile
de voir que |cϕ − sn| ≤ A7‖ϕ‖C2cn5 . Par conse´quent, ‖Λnϕ− cϕ‖L2(U) ≤ A8‖ϕ‖C2cn.
L’ine´galite´ de sous-moyenne implique que Λnϕ − cϕ ≤ A9‖ϕ‖C2cn sur K. Utilisant
l’invariance de µ on obtient
In =
∫
(Λnϕ− cϕ)ψdµ ≤ A9cn‖ϕ‖C2‖ψ‖∞.
Remplac¸ant ψ par ‖ψ‖∞ − ψ on obtient une ine´galite´ analogue pour −In.

Observons que si V n’est pas de Stein, dans le the´ore`me 3.9.5, on a encore 1.
=⇒ 2. et 1. =⇒ 5; la dernie`re proposition reste aussi valable et si la condition
‖Λnω‖ = O(cn5 ) est remplace´e par la condition 2. du the´ore`me 3.9.5. Les the´ore`mes
3.9.5, 3.4.4, 3.5.1, 3.6.1 impliquent le corollaire suivant ou` on ne suppose pas que V
est de Stein.
Corollaire 3.9.9 Soit f : U −→ V une application d’allure polynomiale. Supposons
que sa mesure d’e´quilibre µ est PLB. Alors dk−1 < dt, δ < 1. De plus
1. L’ensemble exceptionnel E est un sous-ensemble analytique de V totalement
invariant par f .
2. Les points pe´riodiques re´pulsifs sont denses dans supp(µ).
3. Les exposants de Lyapounov de µ sont strictement positifs.
4. La mesure µ est me´langeante a` vitesse exponentielle.
5. Si V est contenue dans une varie´te´ de Stein, µ est d’entropie maximale log dt.
3.10 Exemples et remarques
Soit f un endomorphisme polynomial de Ck. Il existe λ > 0 et l > 0 tels que
|f(z)| ≥ λ|z|l pour z suffisamment grand. La meilleur constante l existe et appele´e
l’exposant de Lojasiewicz de f [35]. On suppose que l > 1 ou l = 1 et λ > 1. Si V
est une boule assez grande, on a U := f−1(V ) ⊂⊂ V et la restriction de f sur U est
une application d’allure polynomiale.
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Proposition 3.10.1 Pour toute fonction ϕ, µ-inte´grable, on a ‖ddcΛnϕ‖U = o(1/n)
si λ > 1 et l = 1. Si l > 1, on a ‖ddcΛnϕ‖U = O(l−n). En particulier, dans le
deuxie`me cas, la vitesse de me´lange est d’ordre l−n.
Preuve— On conside`re le cas ou` λ > 1 et l = 1. Le deuxie`me cas se traite de la
meˆme manie`re. Pour simplifier les notations, on peut supposer que V est la boule
unite´ et que ϕ est une fonction p.s.h. sur V ve´rifiant supV ϕ = 1,
∫
ϕdµ = 0. On
peut supposer e´galement que |f(z)| ≥ λ|z| pour |z| ≥ 1. D’apre`s la proposition
3.2.5, la suite de fonctions Λnϕ tend vers 0 dans L2loc(C
k). Puisque |f(z)| ≥ λ|z|
pour |z| ≥ 1, on a f−n(Bλn) ⊂ V ou` Bλn de´signe la boule de rayon λn centre´e en 0.
Par suite, Λnϕ ≤ 1 sur Bλn .
Montrons d’abord que la suite
sn := n
∫
V
ddcΛnϕ ∧ ωk−1
est borne´e. Comme Λnϕ tend vers 0 dans L2loc(C
k), on peut supposer qu’il existe
un r0 ≥ 1 tel que
lim
∫
|z|=r0
Λnϕdσr0 = 0
ou` σr0 est la mesure de Lebesgue normalise´e de masse 1 sur la sphe`re {|z| = r0}.
D’apre`s la formule de Posson-Jensen, on a pour tout r0 < r ≤ λn
(log r − log r0)
∫
Br0
ddcΛnϕ ∧ ωk−1 ≤
∫
|z|=r
Λnϕdσr −
∫
|z|=r0
Λnϕdσr0
≤ 1−
∫
|z|=r0
Λnϕdσr0 .
Appliquons cette ine´galite´ a` r = λn, on obtient
lim supn
∫
Br0
ddcΛnϕ ∧ ωk−1 ≤ 1.
Par conse´quent, il existe A > 0 telle que ‖ddcΛnϕ‖U ≤ An−1. Par homothe´tie, pour
A > 0 convenable, ‖ddcΛnϕ‖U ≤ A′‖ϕ‖L2(B2)n−1 pour toute ϕ ve´rifiant
∫
ϕdµ = 0.
On obtient en particulier, ‖ddcΛnϕ‖U ≤ 2A′‖Λ[n/2]ϕ‖L2(B2)n−1. Ceci implique que
‖ddcΛnϕ‖U = o(1/n) car Λ[n/2]ϕ tend vers 0.
Observons que si l > 1, on peut supposer que U est suffisamment petit par
rapport a` V de sorte que la constante c1 soit strictement infe´rieure a` l. On peut
appliquer la proposition 3.9.8 pour obtenir la vitesse de me´lange.

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Remarque 3.10.2 Pour tout endomorphisme holomorphe f de degre´ alge´brique
d > 1 de Pk, la vitesse de me´lange est d’ordre d−n. En effet, il suffit d’appliquer la
proposition 3.10.1 a` un releve´ polynomial de f dans Ck+1. Ante´rieurement, Fornæss-
Sibony ont montre´ que la vitesse est d’ordre (d− ǫ)−n [17].
Exemple 3.10.3 Conside´rons l’endomorphisme f : C2 −→ C2 de´fini par f(z1, z2) :=
(λz1 + P (z2), Q(z2)) ou` P , Q sont des polynoˆmes avec dt := degQ ≥ 2 et λ ∈ C,
|λ| > 1. Cette application est de degre´ topologique dt. On montre facilement que
pour tout 1 < λ′ < |λ| on a |f(z)| ≥ λ′|z| lorsque z est suffisament grand.
La dynamique de l’application f est facile a` e´tudier. Notons KQ, JQ et µQ
l’ensemble de Julia rempli, l’ensemble de Julia et la mesure d’e´quilibre du polynoˆme
Q (JQ est donc le bord de KQ). On a
fn(z) =
(
λn(z1 + λ
−1P (z2) + · · ·+ λ−nP ◦Qn−1(z2)), Qn(z2)
)
.
Il est clair que la suite fn(z) est borne´e si et seulement si z2 ∈ KQ et z1 = h(z2) :=
−∑∞j=1 λ−jP ◦ Qj−1(z2). Par conse´quent, l’ensemble de Julia rempli K de f est
le graphe de la fonction continue h au dessus de KQ. Observons qu’elle satisfait
l’e´quation fonctionnelle h ◦ Q = λh + P . Pour tout s > 0 fixe´, lorsque λ est
suffisamment grand, la fonction h est de classe Cs sur KQ. On ve´rifie sans peine que
supp(µ) est le graphe de h au dessus de ∂KQ et µ = π∗µQ ou` π est la projection de
supp(µ) dans JQ. Il est clair aussi que les deux exposants de Lyapounov sont log |λ|
et celui de Q.
Il y a dnt points pe´riodiques de pe´riode n, leurs multiplicateurs sont λ
n et
(Qn)′(z2). Il est facile de montrer que les mesures νn de´finies par des masses de
Dirac e´quidistribue´es aux points pe´riodiques re´pulsifs d’ordre n convergent vers µ.
Si Q(z2) = z
dt
2 et P (0) = 0, le point selle (0, 0) est un point pe´riodique isole´ dans
l’ensemble K des points d’orbite borne´. Le graphe de h apparait comme sa varie´te´
stable.
Si Q(z2) = z
dt
2 et si P est non constant, la fonction h admet le disque unite´
ferme´ pour domaine d’existence. Dans ce cas, l’ensemble exceptionnel E est e´gal a`
{z2 = 0}. Dans le cas ou` Q n’est pas conjugue´ a` zdt2 , l’ensemble exceptionnel de Q
est vide. Celui de f est donc aussi vide.
Si Q est un polynoˆme de Tchebychev, supp(µ) et JQ sont des courbes re´elles. Si
JQ est un Cantor, supp(µ) l’est aussi.
Si P = 0, la mesure µ est porte´e par l’ensemble analytique {z1 = 0}. On peut
ve´rifier que pour tout courant positif ferme´ ddcϕ de bidegre´ (1, 1) de C2, la se´rie∑
Λnddcϕ converge. En conside´rant ϕ = ϕ(|z|) avec ϕ(0) = 0, on ve´rifie qu’il
n’existe pas d’estimation sur ‖Λnddcϕ‖ qui est uniforme en ϕ et qui implique la
convergence de
∑
Λnddcϕ.
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The´ore`me 3.10.4 Soit f : Ck −→ Ck une application polynomiale propre de degre´
alge´brique d > 1 et de degre´ topologique dt > d
k−1. Supposons qu’il existe un ouvert
de Stein V ⊂ Ck tel que U := f−1(V ) ⊂⊂ V . Alors il existe une constante A > 0
telle que ‖ΛnT‖V ≤ Aαn‖T‖V pour tout courant positif, ferme´ T de bidegre´ (1, 1)
dans V ou` α := d−1t d
k−1. En particulier, la mesure µ est PLB.
Preuve— Par de´finition, il existe une constante A′ > 0 telle que log(1 + |fn(z)|) ≤
A′dn sur V . D’apre`s l’ine´galite´ de Chern-Levine-Nirenberg [13], on a pour une
constante A > 0
‖ΛnT‖V ≤ d−nt
∫
U−n
T ∧ (fn)∗ωk−1 ≤ d−nt
∫
U
T ∧ (fn)∗ωk−1
= d−nt
∫
U
T ∧ (ddc log(1 + |fn(z)|))k−1 ≤ Aαn‖T‖V .

Remarque 3.10.5 D’apre`s le corollaire 3.9.7, en pertubant l’application f ci-dessus,
on peut construire des familles d’applications d’allure polynomiale dont la mesure
d’e´quilibre est PLB.
Exemple 3.10.6 Conside´rons l’endomorphisme f(z, w) = (zd, wd) de C2 et sa re-
striction sur l’ouvert U := {1/2 < |z|, |w| < 2}. On ve´rifie que son degre´ dynamique
(local) introduit dans la de´finition 3.1.3, est 1. Il est strictement plus petit que le
degre´ dynamique global d. Dans cet exemple, le the´ore`me 3.6.1 donne la meilleure
estimation possible pour les exposants de Lyapounov.
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