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Abstract
We develop a new model selection method for the adaptive robust effi-
cient nonparametric signal estimation observed with impulse noise which
is defined by the general non Gaussian Le´vy processes. On the basis of
the developed method, we construct the estimation procedures which are
analyzed in two settings: in non asymptotic and asymptotic ones. For
the first time for such models we show non asymptotic sharp oracle in-
equalities for the quadratic and for the robust risks, i.e. we show that
the constructed procedures are optimal in the sharp oracle inequalities
sense. Next, by making use of the obtained oracle inequalities, we provide
the asymptotic efficiency property for the developed estimation methods
in the adaptive setting when the signal/noise ratio goes to infinity. We
apply the developed model selection methods for the signals number de-
tection problem in multi-path information transmission.
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1 Introduction
In this paper we consider the signal estimation problem on the basis of obser-
vations defined by the nonparametric regression model in continuous time with
pulse noises of small intensity, i.e.,
d yt = S(t)d t+ εdξt , 0 ≤ t ≤ 1 , (1.1)
where S(·) is an unknown deterministic signal (i.e., [0, 1]→ R nonrandom func-
tion), (ξt)0≤t≤1 is an unobserved noise and ε > 0 is the noise intensity. The
problem is to estimate the function S on the observations (yt)0≤t≤1 when ε→ 0.
Note that if (ξt)0≤t≤1 is a brownian motion, then we obtain the ”signal+white
noise” model which is very popular in statistical radio-physics and is well studied
by many authors: Ibragimov and Khasminskii in [12], Pinsker in [27], Kutoy-
ants in [20] and [21], etc.. The condition ε → 0 means that the signal/noise
ratio goes to infinity. In this paper, we assume that in addition to the intrinsic
noise in the radio-electronic system, approximated usually by the gaussian white
noise, the useful signal S is distorted by the impulse noise flow defined by Le´vy
process with jumps introduced in the next section. The cause of the appearance
of the pulse stream in the radio-electronic systems can be, for example, either
external unintended (atmospheric) noises, intentional impulse noises or errors
in the demodulation and channel decoding for the binary information symbols.
Note that, the impulse noises for the signal detection problems have been in-
troduced for the first time by Kassam in [14] on the basis of the compound
Poisson processes. Later, Konev, Pergamenshchikov and Pchelintsev used the
compound Poisson processes in [26, 19] for the parametric regression models
and in [17, 18] for the nonparametric signal estimation problems. However,
the compound Poisson process can describe only the large impulses influence
of small frequencies. It should be noted that in the telecommunication sys-
tems, the noise impulses are without limitations on frequencies and therefore,
the compound Poisson models are too restricted for practical applications. To
include all possible impulse noises, we propose to use a general non-gaussian
Le´vy processes in the observation model (1.1). In this paper, we consider a non-
parametric estimation problem in the adaptive setting, i.e., when the regularity
of the signal S is unknown. Moreover, we also assume that the distribution Q
of the noise process (ξt)0≤t≤1 is unknown. It is only known that this distri-
bution belongs to the distribution family Q∗
ε
defined in the next section. By
these reasons, we use the robust estimation approach proposed for nonparamet-
ric problems by Galtchouk, Konev and Pergamenshchikov in [8, 17, 18]. We set
the robust risks as
R∗
ε
(Ŝε, S) = sup
Q∈Q∗
ε
RQ(Ŝε, S) , (1.2)
where Ŝε is an estimator (i.e., any measurable function of (yt)0≤t≤1),
RQ(Ŝε, S) := EQ,S ‖Ŝε − S‖2 and ‖S‖2 =
∫ 1
0
S2(t)dt . (1.3)
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In this paper, we develop a sharp model selection method for estimating the un-
known signal S. The interest to such statistical procedures can be explained by
the fact that they provide adaptive solutions for the nonparametric estimation
through the non-asymptotic oracle inequalities which give the non-asymptotic
upper bound for the quadratic risk including the minimal risk over chosen fam-
ily of estimators with some coefficient close to one. Such inequalities were ob-
tained, for example, by Galtchouk and Pergamenshchikov [9] for non Gaussian
regression models in discrete time and by Konev and Pergamenshchikov [15] for
general regression semimartingale models in continuous time. It should be noted
that for the first time the model selection methods were proposed by Akaike [1]
and Mallows [22] for parametric models. Then, by using the oracle inequalities
approach, these methods had been developed for the nonparametric estimation
by Barron, Birge´, Massart [2], for Gaussian regression models and by Fourdrinier
and Pergamenshchikov [6] for non Gaussian models. We know that an oracle
inequality yields the upper bound for the risks via minimal risk corresponding
to a chosen estimators family. Unfortunately, the oracle inequalities obtained in
these papers can not be used for the efficient estimation in the adaptive setting,
since the upper bounds in these inequalities have some fixed coefficients in the
main terms which are more than one. In order to provide the efficiency property
for model selection procedures, one needs to obtain the sharp oracle inequalities,
i.e., in which the coefficient at the principal term on the right-hand side of the
inequality is close to one. To obtain such inequalities for general non gaussian
observations, one needs to use the model selection method based on the weighted
least square estimators proposed by Galtchouk and Pergamenshchikov [9, 10]
for the heteroscedastic regression models in discrete time and developed then
by Konev and Pergamenshchikov in [15, 16, 17, 18] for semimartingale models
in continuous time, i.e., when the observation process is given by the following
stochastic differential equation
dxt = S(t)dt+ dηt , 0 ≤ t ≤ n , (n→∞) , (1.4)
where S is an unknown 1 - periodic signal and the unobserved noise (ηt)t≥0
is square integrated semi-martingale. Note that, for any 0 < t < 1, setting
xˇt = n
−1 ∑n
j=1
(xt+j − xj), we can represent this model as a model with small
parameter of form (1.1)
dxˇt = S(t)dt+ ε dηˇt , (1.5)
where ε = n−1/2 and ηˇt = n
−1/2 ∑n−1
j=0
(ηt+j − ηj). If (ηt)t≥0 is Le´vy process,
then ηˇt is Le´vy process as well. But the main difference between the models
(1.1) and (1.5) is that the jumps in the last one are small, i.e.,
∆ηˇt = ηˇt − ηˇt− = O(n−1/2) = O(ε) as ε→ 0 . (1.6)
But there is no such property in model (1.1). It should be noted that prop-
erty (1.6) is crucial in the non asymptotic analysis for observations on large
time intervals, i.e. the methods developed for model (1.4) can not be used
for the problem (1.1). Moreover, it should be emphasized that the selection
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model methods proposed by Konev and Pergameshchikov for the model (1.4)
provide the adaptive efficient estimation only for the case when the Le´vy mea-
sure is finite. This condition considerably reduces their applications in practical
problems. So, the main goal of this paper is to develop a new model selection
method for the adaptive efficient signal estimation problem in a nonparametric
regression (1.1) for the general Le´vy noises without limitations on the jumps.
First, we construct some model selection procedures and we show the sharp
non asymptotic oracle inequalities for the risks (1.2) and (1.3). To do this in
Proposition 3.2 we develop a special analytical tool to study the non asymp-
totic behavior of the jumps in the model (1.1) with the infinite (or finite) Le´vy
measure. Moreover, to study the efficiency we develop the Van Trees method
for general Le´vy processes and we obtain in Proposition 6.1 a new lower bound
for quadratic risks in the model (1.1). Then, by making use of this lower bound
we find the Pinsker constant. As to the upper bound, similarly to Konev and
Pergamenshchikov [16], we use the obtained sharp oracle inequality for weight
least square estimators containing the efficient Pinsker procedure. Therefore,
through oracle inequality, we estimate from above the risk for the constructed
model selection procedure by the efficient risk up to some coefficient which goes
to one. As a result, we provide the robust efficiency property for the constructed
procedure in adaptive setting. As an application for the developed model selec-
tion method, in this paper, we consider the signals number detection problem
for model (1.1). In many areas of science and technology, this problem arises
how to select the number of freedom degrees for a statistical model that most
adequately describes phenomena under studies (see, for example, Akaike [1]).
An important class of such problems is the detection problem of signals num-
ber with unknown parameters observed in multi-path information transmission
with noises. For example, in the signal multi-path information transmission,
there is a detection problem for the number of rays in the multi-path channel.
This problem is often reduced to the detection of the number of signals. As
a result, the effective detection algorithms can significantly improve the noise
immunity in data transmission over a multi-path channel (see, for example, the
papers of Flaksman, Manelis, El-BeMac, Trifonov, Kharin, and Chernoyarov
[7, 23, 5, 30, 29, 28, 31, 32]). These problems for signals with unknown ampli-
tudes are discussed by Trifonov and Kharin in [30]. The signal amplitude is an
energy parameter because it affects the signal energy. At the same time, quite
often, such as in radars studied by El-BeMac in [5], it is necessary to detect the
number of signals, which besides an unknown amplitude, it contains non-energy
parameters such as the time and directions of the signal arrival, its frequency
and initial phase. Moreover, Trifonov, Kharin, Chernoyarov and Kalashnikov
in [28] considered this problem with unknown initial phases, in [31] with un-
known amplitudes and phases and in [32] the detection signal number problem
is considered for orthogonal signals with arbitrary non-energy parameters. In
all these papers the signals number detection problems are considered only for
observation with Gaussian white nose. In this paper we consider this problem
for the non Gaussian impulse noise.
The rest of the paper is organized as follows. In Section 2, we give the main
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conditions which will be assumed for the model (1.1). In Section 3, we transform
the observation model to delete large jumps and we develop an analytical tool
for the Le´vy regression models in continuous time which provides to study the
non asymptotic behavior for the sum of the deviations of the squares of the
stochastic integrals of basic functions with respect to the non Gaussian Le´vy
processes. In Section 4, we construct the sharp model selection procedure. In
Section 5 we give the main results on the sharp oracle inequalities and on the
asymptotic robust efficiency. In Section 6 we obtain the van Trees inequlaity
for the general Le´vy processes. In Sections 7 and 8, we study the lower and
upper bounds for the robust risks. In Section 9, we study the signals number
detection problem through the developed model selection method. In Section
10 we give simulations results. Section 11 contains the proofs of all main results.
In Appendix, we bring all auxiliary results.
2 Main conditions
In this section we assume that the noise process (ξt)0≤t≤1 is defined as
ξt = %1wt + %2zt and zt = x ∗ (µ− µ˜)t , (2.1)
where, %1 and %2 are some unknown constants, (wt)0≤t≤ 1 is a standard brownian
motion, ”*” denotes the stochastic integral with respect to the compensated
jump measure (see, for example in Jacod and Shiryaev [13] or Cont and Tankov
[4] for details), µ(dsdx) is a jump measure with deterministic compensator
µ˜(dsdx) = dsΠ(dx), Π(·) is the unknown Le´vy measure, i.e. some positive
measure on R∗ = R \ {0}, such that
Π(x2) = 1 and Π(x4) < ∞ , (2.2)
where Π(|x|m) = ∫R∗ |z|m Π(dz). Note that the measure Π(R∗) could be equal
to +∞. In the sequel we will denote by Q the distribution of the process
(ξt)0≤t≤1. We assume that the parameters %1 and %2 satisfy the conditions
0 < %ˇε ≤ %21 and κQ = %21 + %22 ≤ ς∗ε , (2.3)
where the bounds %ˇε and ς
∗
ε
are such that for any b > 0
lim inf
ε→0
ε−b %ˇε > 0 and lim
ε→0
εb ς∗
ε
= 0 . (2.4)
We denote by Q∗
ε
the family of all distributions Q of the process (2.1) in the
Skorokhod space D[0, 1] for which the conditions (2.3) and (2.4) hold.
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3 Transformation of the observations
First of all, we need to eliminate the large jumps in the observations (1.1), i.e.
we transform this model as
yˇt = yt −
∑
0≤s≤t
∆ys 1{|∆ys|>a} . (3.1)
The parameter a = aε > 0 will be chosen later. So, we obtain that
dyˇt = S(t)dt+ εdξˇt − ε %2 Π(hε) dt , (3.2)
where ξˇt = %1wt+%2 zˇt and zˇt = hε ∗ (µ− µ˜)t. The functions hε(x) = x1{|x|≤υˇε}
and hε(x) = x1{|x|>υˇε} with the truncation threshold υˇε = a/|%2|ε.
Remark 3.1. It should be noted that the sum in the transformation (3.1) is
finite since the cadlag process has only finite number of jumps more than some
positive threshold in absolute value.
Let (φj)j≥ 1 be an orthonormal basis in L2[0, 1] with φ1 ≡ 1. We assume
that this basis is uniformly bounded, i.e. for some constant φ∗ > 0, which may
be dependent on ε > 0,
sup
0≤j≤n
sup
0≤t≤1
|φj(t)| ≤ φ∗ <∞ , (3.3)
where n = nε = [1/ε
2] and [x] denotes integer part of x. For example, we can
take the trigonometric basis defined as Tr1 ≡ 1 and for j ≥ 2
Trj(x) =
√
2
 cos(2pi[j/2]x) for even j ;
sin(2pi[j/2]x) for odd j .
(3.4)
Moreover, note that for any [0, 1] → R function f from L2[0, 1] and for any
0 ≤ t ≤ 1 the integrals
It(f) =
∫ t
0
f(s)dξs and Iˇt(f) =
∫ t
0
f(s)dξˇs (3.5)
are well defined with E It(f) = 0, E Iˇt(f) = 0,
E I2
t
(f) = κQ ‖f‖2t and E Iˇ2t (f) = κˇQ ‖f‖2t , (3.6)
where ‖f‖2
t
=
∫ t
0
f2(s)ds and κˇQ = %21 + %
2
2
Π(h2
ε
). In the sequel we denote by
(f, g)t =
∫ t
0
f(s)g(s) ds and (f, g) =
∫ 1
0
f(s)g(s) ds .
To estimate the function S we use the following Fourier series
S(t) =
∑
j≥1
θj φj(t) and θj = (S, φj) . (3.7)
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These coefficients can be estimated by the following way. The first we estimate
as
θ̂1,ε =
∫ 1
0
φ1(t)d yt = θ1 + εξ1
and for j ≥ 2
θ̂j,ε =
∫ 1
0
φj(t)d yˇt . (3.8)
Taking into account here that for j ≥ 2 the integral ∫ 1
0
φj(t)dt = 0 we obtain
from (3.2) that these Fourier coefficients can be represented as
θ̂j,ε = θj + ε ξj and ξj = Iˇ1(φj) .
Setting ξ
1
= ξ1 we obtain that for any j ≥ 1
θ̂j,ε = θj + ε ξj . (3.9)
Now, according to the model selection approach developed in [15, 16] we
need to study for any u ∈ Rn the following functions
B1,ε(u) =
n∑
j=1
uj (EQ ξ
2
j
− κˇQ) and B2,ε(u) =
n∑
j=1
uj ξ˜j , (3.10)
where ξ˜j = ξ
2
j
−EQ ξ
2
j
.
Proposition 3.1. The following upper bound holds
sup
u∈[0,1]n
∣∣B1,ε(u)∣∣ ≤ κQ . (3.11)
Proof. Note that |EQ ξ
2
1
−κˇQ| = |EQ ξ21−κˇQ| = κQ−κˇQ ≤ κQ andEQ ξ
2
j
= κˇQ
for j ≥ 2. So, from this we immediately obtain the upper bound (3.11).
Now, for any u ∈ Rn we set
|u|2 =
n∑
j=1
u2
j
and #(u) =
n∑
j=1
1{uj 6=0} . (3.12)
Proposition 3.2. For any fixed truncation parameter a > 0 and for any vector
u ∈ Rn with |u| ≤ 1
EQB
2
2,ε
(u) ≤ UQ + 6κˇQ
(
a
ε
)2
#(u) (φ∗)4 , (3.13)
where UQ = 24κ2Q + 6%
4
2
Π(x4).
Remark 3.2. It should be noted that the last term in the non asymptotic upper
bound (3.13) is appeared due to the influence of the jumps in the observations
(1.1). Note that we will use the upper bounds (3.11) – (3.13) to obtain the non
asymptotic sharp oracle oracle inequalities.
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4 Model selection
We estimate the function S(x) for x ∈ [0, 1] by the weighted least squares
estimator
Ŝλ(x) =
n∑
j=1
λ(j)θ̂j,εφj(x) , (4.1)
where n = [1/ε2], the weights λ = (λ(j))1≤j≤n belong to some finite set Λ from
[0, 1]n, θ̂j,ε is defined in (3.8) and φj in (3.4). Now we set
ι = card(Λ) and |Λ|∗ = max
λ∈Λ
n∑
j=1
1{λj>0} , (4.2)
where card(Λ) is the number of the vectors in Λ. In the sequel we assume that
ι is a function of ε > 0, i.e. ι = ι(ε), such that for any b > 0
lim
ε→0
εbι(ε) = 0 . (4.3)
Now we chose the truncating parameter aε as
aε =
ε
|Λ|∗
. (4.4)
To choose a weight sequence λ in the set Λ we use the empirical quadratic risk,
defined as
Errε(λ) =‖ Ŝλ − S ‖2,
which in our case is equal to
Errε(λ) =
n∑
j=1
λ2(j)θ̂2
j,ε
− 2
n∑
j=1
λ(j)θ̂j,εθj +
∞∑
j=1
θ2
j
. (4.5)
Since the Fourier coefficients (θj)j≥ 1 are unknown, we replace the terms θ̂j,εθj
by
θ˜j,ε = θ̂
2
j,ε
− ε2κ̂ε , (4.6)
where κ̂ε is a some estimate for the variance parameter κˇQ from (3.6). If it is
known we set κ̂ε = κˇQ if not this estimator will be prescribed later.
Remark 4.1. To understand the estimate (4.6) note that the natural way is
to remplace in the production θ̂jθj the unknown coefficient θj with its estimator
θ̂j, so we obtain θ̂
2
j
. But this is not good estimator for the production since in
vue of (3.9) we obtain EQ θ̂jθj = θ
2
j
, but EQ θ̂
2
j
= θ2
j
+ ε2EQξ
2
j
. Therefore, to
obtain unbiased estimator for the production θ̂jθj for j ≥ 2 one needs to subtract
the variance ε2κˇQ if κˇQ is known and its estimate if non. This gives the form
(4.6). It should be noted also that we don’t take into account the first term, i.e.
the case j = 1. But only one term has not sufficient influence in the total sum,
i.e. it is negligible in the empiric risk (4.5).
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Finally, to choose the weights we will minimize the following cost function
Jε(λ) =
n∑
j=1
λ2(j)θ̂2
j,ε
− 2
n∑
j=1
λ(j)θ˜j,ε + δ P̂ε(λ) , (4.7)
where δ > 0 is some threshold which will be specified later and the penalty term
P̂ε(λ) = ε
2κ̂ε|λ|2 and |λ|2 =
n∑
j=1
λ2
j
. (4.8)
Note that, if the κˇQ is known then the penalty term is defined as
Pε(λ) = ε
2 κˇQ|λ|2 . (4.9)
We define the model selection procedure as
Ŝ∗ = Ŝλˆ and λ̂ = argminλ∈ΛJε(λ) . (4.10)
We recall that the set Λ is finite so λˆ exists. In the case when λˆ is not unique
we take one of them.
Now we estimate the variance parameter κˇQ defined in (3.6). To this end
for any 0 < ε ≤ 1/√3, we set
κ̂ε =
n∑
j=[1/ε]+1
τ̂2
j,ε
, n = [1/ε2] , (4.11)
where τ̂j,ε are the estimators for the Fourrier coefficients τj with respect to the
trigonometric basis (3.4), i.e.
τ̂j,ε =
∫ 1
0
Trj(t)dyˇt and τj =
∫ 1
0
S(t)Trj(t)dt . (4.12)
We study this estimator.
Proposition 4.1. Assume that in the model (1.1) the unknown function S(·)
is continuously differentiable. Then, for any 0 < ε ≤ 1/√3
EQ |κ̂ε − κˇQ| ≤ εΥQ(S) +
√
6κˇQ
|Λ|∗
, (4.13)
where ΥQ(S) = 4(‖S˙‖+ 1)2
(
1 +
√
κˇQ + 2κˇQ +
√
UQ
)
and S˙ is the derivative
of the function S.
The proof of this proposition is given in Section 11. It is clear that in the case
when |Λ|∗ ≤ 1/ε we obtain that
EQ |κ̂ε − κˇQ| ≤
ΥQ(S) +
√
6κˇQ
|Λ|∗
. (4.14)
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Remark 4.2. It should be noted that to estimate the parameter κˇQ we use the
equality (3.9) for the Fourier coefficients (τj)j≥1 with respect to the trigonomet-
ric basis (3.4). Moreover, as is shown in Lemma A.6 in [15] for any continuously
differentiable function S and for any m ≥ 1 the sum ∑
j≥m τ
2
j
can be estimated
from above in the explicite form. So, taking this into account and the properties
(3.13) we the upper bound (4.13).
Now, we specify the weight coefficients (λ(j))1≤j≤n. Consider a numerical grid
of the form
A = {1, . . . , k∗} × {r1, . . . , rm} , (4.15)
where ri = i$ and m = [1/$
2]. We assume that both the parameters k∗ ≥ 1
and 0 < $ < 1 are functions of ε, i.e. k∗ = k∗
ε
and $ = $ε such that
lim
ε→0
(
1
k∗
ε
+
k∗
ε
| ln ε|
)
= 0 and lim
ε→0
(
$ε +
εb
$ε
)
= 0 (4.16)
for any b > 0. One can take, for example, for 0 < ε < 1
$ε = | ln ε|−1 and k∗ε = k∗0 +
√
| ln ε| , (4.17)
where k∗
0
≥ 0 is some fixed constant. For each α = (β, r) ∈ A, we introduce the
weights λα = (λα(j))1≤j≤n from Rn as
λα(j) = 1{1≤j<j∗} +
(
1− (j/ωα)β
)
1{j∗≤j≤ωα} , (4.18)
where j∗ = j∗(α) = [ωα/| ln ε|], ωα = dβ (r υε)1/(2β+1),
dβ =
(
(β + 1)(2β + 1)
pi2ββ
)1/(2β+1)
, υε =
1
ε2 ς∗
ε
(4.19)
and the threshold ς∗
ε
is introduced in (2.3). Now we define the set Λ as
Λ = {λα , α ∈ A} . (4.20)
Note that in this case ι = k∗m and the conditions (4.16) imply directly the
property (4.3). Moreover, from (4.18) we find that for any α ∈ A
n∑
j=1
λα(j) ≤ ωα ≤ d∗ r1/3m υ1/3ε and d∗ = sup
β≥1
dβ .
Therefore, the conditions (4.16) imply that for any b > 0
lim
ε→0
ε2/3+b|Λ|∗ = 0 . (4.21)
Remark 4.3. The parameters β and r are defined by the regularity of the
unknown function S (see for the details Remark 5.3 below). It should be empha-
sized that the weight coefficients defined by the set (4.20) are used by Konev and
Pergamenshchikov in [17, 18] for continuous time regression models to show the
asymptotic efficiency.
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5 Main results
5.1 Oracle inequalities
First we set the following constant which will be used to describe the rest term
in the oracle inequalities. We set
ΨQ,ε = (1 + (φ
∗)4)
(
1 + κ2
Q
+
1
κˇQ
)
ι . (5.1)
We start with the sharp oracle inequalities.
Theorem 5.1. Assume that for the model (1.1) the condition (2.2) holds. Then
there exists a constant l∗ > 0 such that for any ε > 0 and 0 < δ < 1/6, the
estimator of S given in (4.10) with the truncation parameter (4.4) satisfies the
following oracle inequality
RQ(Ŝ∗, S) ≤
1 + 3δ
1− 3δ minλ∈ΛRQ(Ŝλ, S) + ε
2 l∗
ΨQ,ε + |Λ|∗ES |κ̂ε − κˇQ|
δ
. (5.2)
If the parameter κˇQ is known, we can simplify this inequality.
Corollary 5.2. Assume that for the model (1.1) the condition (2.2) holds. If
the variance parameter κˇQ is known, then there exists a constant l∗ > 0 such
that for any ε > 0 and 0 < δ < 1/6, the estimator of S given in (4.10) with the
truncation parameter (4.4) satisfies the following oracle inequality
RQ(Ŝ∗, S) ≤
1 + 3δ
1− 3δ minλ∈ΛRQ(Ŝλ, S) + ε
2 l∗
ΨQ,ε
δ
. (5.3)
Remark 5.1. It should be noted that in the classical ”signal+white noise”
model, i.e. when in the process (2.1) the parameter %1 = 1 and the Levy measure
Π = 0, we obtain κˇQ = 1. Therefore, we can use the inequality (5.3).
Using Proposition 4.1 we can obtain the following inequality.
Theorem 5.3. Assume that for the model (1.1) the condition (2.2) holds and
the unknown signal S(·) is continuously differentiable [0, 1]→ R function. Then
there exists a some constant l∗ > 0 such that for any 0 < δ < 1/6 and for
any ε > 0, for which |Λ|∗ ≤ 1/ε, the estimator of S given in (4.10) with the
truncation parameter (4.4) satisfies the following oracle inequality
RQ(Ŝ∗, S) ≤
1 + 3δ
1− 3δ minλ∈ΛRQ(Ŝλ, S) + ε
2 l∗
ΨQ,ε(‖S˙‖+ 1)2
δ
. (5.4)
Now we study the robust risks defined in (1.2) for the procedure (4.10).
Moreover, we assume also that the upper bound for the basis functions in
(3.3) may be dependent on ε > 0, i.e. φ∗ = φ∗(ε), such that for any b > 0
lim
n→∞
εb φ∗(ε) = 0 . (5.5)
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Theorem 5.4. Assume that for the model (1.1) the condition (2.2) holds and
the unknown function S(·) is continuously differentiable. Then for any 0 <
δ < 1/6 and for any ε > 0 for which |Λ|∗ ≤ 1/ε, the robust risks for the
procedure (4.10) with the truncation parameter (4.4) satisfies the following oracle
inequality
R∗
ε
(Ŝ∗, S) ≤ 1 + 3δ
1− 3δ minλ∈ΛR
∗
ε
(Ŝλ, S) + ε
2 U
∗
ε
(S)
δ
, (5.6)
where the term U∗
ε
(S) > 0 is such that under the conditions (4.3) and (5.5) for
any r > 0 and b > 0
lim
ε→0
εb sup
‖S˙‖≤r
U∗
ε
(S) = 0 . (5.7)
Now taking into account the property (4.21) we can deduce the following theo-
rem for the procedure (4.10) with the weight coefficients (4.20).
Theorem 5.5. Assume that for the model (1.1) the condition (2.2) holds. Then
the model selection procedure (4.10) constructed on the basis functions satisfying
the condition (5.5) and through the weight coefficients (4.20) with the conditions
(4.16) satisfies the oracle inequality (5.6) with the property (5.7).
Remark 5.2. Note that the similar sharp oracle inequalities were obtained in
the papers [9] and [17] for the model selection procedures based on the trigono-
metric basis functions (3.4). In this paper we obtain these inequalities for the
model selection procedures based on any arbitrary orthogonal basic function in
L2[0, 1]. We use the trigonometric functions only to estimate the noise param-
eter κˇQ.
5.2 Adaptive robust efficiency
Now we study the asymptotically efficiency properties for the procedure (4.10),
(4.18) with respect to the robust risks (1.2) defined by the distribution family
(2.3) – (2.4). To this end we assume that the unknown function (3.7) belongs
to the following ellipsoid in l2
W k
r
= {S ∈ L2[0, 1] :
∞∑
j=1
aj θ
2
j
≤ r} (5.8)
where aj =
∑k
i=0
(2pi[j/2])
2i
.
It is easy to see that in the case when the functions (φj)j≥1 are trigonometric
(3.4), then this set coincides with the Sobolev ball
W k
r
= {f ∈ Ck
per
[0, 1] :
k∑
j=0
‖f (j)‖2 ≤ r} , (5.9)
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where r > 0 and k ≥ 1 are some parameters, Ck
per
[0, 1] is the set of k times
continuously differentiable functions f : [0, 1] → R such that f (i)(0) = f (i)(1)
for all 0 ≤ i ≤ k. Similarly to [17, 18] we will show here that the asymptotic
sharp lower bound for the robust risk (1.2) is given by
l∗(r) = ((2k + 1)r)
1/(2k+1)
(
k
(k + 1)pi
)2k/(2k+1)
. (5.10)
Note that this is the well-known Pinsker constant obtained for the nonadaptive
filtration problem in “signal + small white noise” model (see, for example,
[27]). Let Sε be the set of all estimators Ŝε measurable with respect to the
sigma-algebra σ{yt , 0 ≤ t ≤ 1} generated by the process (1.1).
Theorem 5.6. For the distribution family (2.3) – (2.4). the robust risk admits
the following lower bound
lim inf
ε→0
υ2k/(2k+1)
ε
inf
Ŝε∈Sε
sup
S∈Wk
r
R∗
ε
(Ŝε, S) ≥ l∗(r) , (5.11)
where the rate υε is given in (4.19), i.e. υε =
(
ε2 ς∗
ε
)−1
.
We set the parameter δ in (4.7) as function of ε, i.e. δ = δε is such that
lim
ε→0
δε = 0 and lim
ε→0
ε−b δε = +∞ (5.12)
for any b > 0. For example, we can take δε = (6 + | ln ε|)−1.
Theorem 5.7. Assume that for the model (1.1) the condition (2.2) holds. Then
the model selection procedure (4.10) constructed on the basis functions satisfying
the condition (5.5) and through the weight coefficients (4.20) with the conditions
(4.16) admits the following asymptotic upper bound
lim sup
ε→0
υ2k/(2k+1)
ε
sup
S∈Wkr
R∗
ε
(Ŝ∗, S) ≤ l∗(r) . (5.13)
Theorem 5.6 and Theorem 5.7 imply the following result
Corollary 5.8. Under the conditions Theorem 5.7
lim
ε→0
υ2k/(2k+1)
ε
inf
Ŝε∈Sε
sup
S∈Wk
r
R∗
ε
(Ŝε, S) = l∗(r) . (5.14)
Remark 5.3. It should be noted (see, for example, Pinsker [27]). that if the
parameters k and r of the Sobolev ball (5.8) are known, then to obtain the effi-
cient estimation it suffice to chose the weight least square estimator (4.1) with
the weights (4.18) and α = (k, r). In the adaptive estimation case, i.e. when
these parameters are unknown we propose to use the selection model procedure
for the family (Ŝλ)λ∈Λ which contains the efficient estimator. Then, the effi-
ciency property is provided through the sharp oracle inequalities. Moreover, note
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also that the optimal (minimax) risk convergence rate for the Sobolev ball W k
r
is
ε−4k/(2k+1). We see here that the efficient robust rate is υ2k/(2k+1)
ε
, i.e. if the
distribution upper bound ς∗
ε
→ 0 as n → ∞ we obtain the more rapid rate with
respect to ε−4k/(2k+1), and if ς∗
ε
→ ∞ as ε → 0 we obtain the more slow rate.
In the case when ς∗
ε
is constant the robuste rate is the same as the classical non
robuste convergence rate.
6 The van Trees inequality for Le´vy processes.
In this section we consider the following continuous time parametric regression
model
dyt = S(t, θ)dt+ dξt , 0 ≤ t ≤ 1 , (6.1)
where S(t, θ) =
∑d
i=1
θi φi(t) with the unknown parameters θ = (θ1, . . . , θd)
′
and the process (ξt)0≤t≤1 is defined in (2.1). Note now that according to Propo-
sition A.2 the distribution Pθ of the process (6.1) is absolutely continuous with
respect to the Pξ on D[0, 1] and the corresponding Radon-Nikodym derivative
is
f(x, θ) =
dPθ
dPξ
(x) = exp
{∫ 1
0
S(t, θ)
%2
1
dxc
t
−
∫ 1
0
S2(t, θ)
2%2
1
dt
}
, (6.2)
where (xc
t
)0≤t≤T is the continuous part of the process (xt)0≤t≤T in D[0, T ], i.e.
xc
t
= xt −
∫ t
0
∫
R
v (µx(ds ,dv)−Π(dv)ds)
and for any t > 0 and any measurable Γ from R \ {0}
µx([0, t],Γ) =
∑
0≤s≤t
1{∆xs∈%2Γ} .
Let Φ be a prior density on Rd having the following form:
Φ(θ) = Φ(θ1, . . . , θd) =
d∏
j=1
ϕj(θj) ,
where ϕj is some continuously differentiable density in R. Moreover, let g(θ) be
a continuously differentiable Rd → R function such that, for each 1 ≤ j ≤ d,
lim
|θj |→∞
g(θ)ϕj(θj) = 0 and
∫
Rd
|g′
j
(θ)|Φ(θ) dθ <∞ , (6.3)
where
g′
j
(θ) =
∂g(θ)
∂θj
.
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For any B(X )×B(Rd)− measurable integrable function H = H(x, θ) we denote
E˜H =
∫
Rd
∫
X
H(x, θ) dPθ Φ(θ)dθ
=
∫
Rd
∫
X
H(x, θ) f(x, θ) Φ(θ)dPξ(x) dθ ,
where X = D[0, 1].
Proposition 6.1. For any Fy = σ{yt 0 ≤ t ≤ 1}-measurable square integrable
function ĝ and for any 1 ≤ j ≤ d, the following inequality holds
E˜(ĝ − g(θ))2 ≥
Λ2
j
‖φj‖2%−21 + Ij
, (6.4)
where
λj =
∫
Rd
g′
j
(θ) Φ(θ) dθ and Ij =
∫
R
ϕ˙2
j
(z)
ϕj(z)
dz .
Proof. First of all note that, the density (6.2) on the process ξ is bounded with
respect to θj ∈ R and for any 1 ≤ j ≤ d
lim sup
|θj |→∞
f(ξ, θ) = 0 . a.s.
Now, we set
Φ˜j = Φ˜j(x, θ) =
∂ (f(x, θ)Φ(θ))/∂θj
f(x, θ)Φ(θ)
.
Taking into account the condition (6.3) and integrating by parts yield
E˜
(
((ĝ − g(θ))Φ˜j
)
=
∫
X×Rd
((ĝ(x)− g(θ)) ∂
∂θj
(f(x, θ)Φ(θ)) dθPξ(dx)
=
∫
X×Rd−1
(∫
R
g′
j
(θ) f(x, θ)Φ(θ)dθj
)∏
i 6=j
dθi
 Pξ(dx) = λj .
Now by the Bouniakovskii-Cauchy-Schwarz inequality we obtain the following
lower bound for the quadratic risk
E˜((ĝ − g(θ))2 ≥
Λ2
j
E˜Φ˜2
j
.
To study the denominator in the left hand of this inequality note that in view
of the reprentation (6.2)
1
f(y, θ)
∂ f(y, θ)
∂θj
=
1
%1
∫ 1
0
φj(t) dwt .
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Therefore, for each θ ∈ Rd,
Eθ
1
f(y, θ)
∂ f(y, θ)
∂θj
= 0
and
Eθ
(
1
f(y, θ)
∂ f(y, θ)
∂θj
)2
=
1
%2
1
∫ 1
0
φ2
j
(t)dt =
1
%2
1
‖φj‖2 .
Taking into account that
Φ˜j =
1
f(x, θ)
∂ f(x, θ)
∂θj
+
1
Φ(θ)
∂ Φ(θ))
∂θj
,
we get
E˜Φ˜2
j
=
1
%2
1
‖φj‖2 + Ij .
Hence Proposition 6.1.
Remark 6.1. Note that, the lower bound (6.4) is an extension for the van
Trees inequality used for the ”signal+white noise” model (see, for example, the
inequality (A.5) in [16]).
7 Lower bound
Firstly, note, that for any fixed Q ∈ Q∗
ε
sup
S∈Wk
r
R∗
ε
(Ŝε, S) ≥ sup
S∈Wk
r
RQ(Ŝε, S) . (7.1)
Now for any fixed 0 < γˇ < 1 we set
d = dε =
[
k + 1
k
υ1/(2k+1)
ε
l∗(r0)
]
and r0 = (1− γˇ)r . (7.2)
Using this definition we introduce the parametric family (Sz)z∈Rd as
Sz(x) =
d∑
j=1
zj φj(x) . (7.3)
To define the bayesian risk we choose a prior distribution on Rd as
κ = (κj)1≤j≤d and κj = sj ηj , (7.4)
where ηj are i.i.d. gaussian N (0, 1) random variables and the coefficients
sj =
√
s∗
j
vε
and s∗
j
=
(
d
j
)k
− 1 .
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Denoting by µκ the distribution of the random variables (κj)1≤j≤d on Rd we
introduce the Bayes risk as
R˜Q(Ŝ) =
∫
Rd
RQ(Ŝ, Sz)µκ(dz) . (7.5)
Furthermore, for any function f ∈ L2[0, 1], we denote by p(f) its projection in
L2[0, 1] onto Wk,r, i.e.
‖f − p(f)‖ = inf
h∈Wk
r
‖f − h‖ .
Since W k
r
is a convex and closed set in L2[0, 1], this projector exists and is
unique for any function f ∈ L2[0, 1] and, moreover,
‖f − h‖2 ≥ ‖p(f)− h‖2 for any h ∈W k
r
.
So, setting p̂ = p(Ŝ), we obtain that
sup
S∈Wk
r
R(Ŝ, S) ≥
∫
{z∈Rd :Sz∈Wkr }
ESz‖p̂− Sz‖
2 µκ(dz) .
Taking into account now that ‖p̂‖2 ≤ r we obtain
sup
S∈Wk
r
RQ(Ŝ, S) ≥ R˜Q(p̂)− 2 ∆ε (7.6)
and
∆ε =
∫
{z∈Rd :Sz /∈Wk,r}
(r+ ‖Sz‖2)µκ(dz) .
Therefore, in view of (7.1),
sup
S∈Wk,r
R∗
ε
(Ŝε, S) ≥ sup
Q∈Q∗
ε
R˜Q(p̂)− 2 ∆ε . (7.7)
As to the last term in this inequality, in Appendix we show that for any b > 0
lim
ε→0
ε−b ∆ε = 0 . (7.8)
Now it is easy to see that
‖p̂− Sz‖2 ≥
d∑
j=1
(ẑj − zj)2 ,
where ẑj =
∫ 1
0
p̂(t)φj(t)dt. So, in view of Proposition 6.1 and reminding that
υε = ε
−2/ς∗
ε
we obtain
sup
Q∈Q∗
ε
R˜Q(p̂) ≥ sup
0<%2
1
≤ς∗
ε
d∑
j=1
1
ε−2 %−21 + vε (s∗j )
−1
=
1
vε
d∑
j=1
s∗
j
s∗
j
+ 1
=
1
vε
d∑
j=1
(
1− j
k
dk
ε
)
.
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Therefore, using now the definition (7.2), the inequality (7.7) and the limit (7.8),
we obtain that
lim inf
n→∞
inf
Ŝ∈Πε
v
2k
2k+1
ε
sup
S∈Wk,r
R∗
ε
(Ŝε, S) ≥ (1− γˇ)
1
2k+1 l∗(r) .
Taking here limit as γˇ → 0 implies Theorem 5.6 .
8 Upper bound
First of all we recall the Novikov inequalities, [25], also referred to as the
Bichteler–Jacod inequalities, see [3, 24], providing bounds of the moments of
the supremum of purely discontinuous local martingales for p ≥ 2
E sup
t≤1
|g ∗ (µ− µ˜)t|p ≤ C∗p
(
E
(|g|2 ∗ µ˜1)p/2 +E (|g|p ∗ µ˜1)) , (8.1)
where C∗
p
is some positive constant.
8.1 Known smoothness
First we suppose that the parameters k ≥ 1, r > 0 in (5.9) and ς∗
ε
in (2.3) are
known. Let the family of admissible weighted least squares estimates (Ŝλ)λ∈Λ
given by (4.20). Consider the pair
αˇ = (k, rˇ) and rˇ = $ [r/$] .
Denote the corresponding estimate as
Sˇ = Ŝλˇ and λˇ = λαˇ . (8.2)
Note that for sufficiently small ε the pair αˇ belongs to the set (4.15).
Theorem 8.1. The estimator Sˇ admits the following asymptotic upper bound
lim sup
ε→0
υ2k/(2k+1)
ε
sup
S∈Wk
r
R∗
ε
(Sˇ, S) ≤ l∗(r) . (8.3)
Proof. Substituting (3.9) and taking into account the definition (8.2) one gets
‖Sˇ − S‖2 =
∞∑
j=1
(1− λˇ(j))2 θ2
j
− 2Mˇε + ε2
∞∑
j=1
λˇ2(j) ξˇ2
j
,
where Mˇε = ε
∑∞
j=1 (1 − λˇ(j)) λˇ(j) θj ξj . Note now that for any Q ∈ Q∗ε the
expectation EQ,S Mˇε = 0 and, in view of the upper bound (2.3),
sup
Q∈Q∗
ε
EQ,S
∞∑
j=1
λˇ2(j) ξ
2
j
≤ ς∗
ε
∞∑
j=1
λˇ2(j) .
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Therefore,
R∗
ε
(Sˇ, S) ≤
∞∑
j=jˇ∗
(1− λˇ(j))2 θ2
j
+
1
υε
∞∑
j=1
λˇ2(j) , (8.4)
where jˇ∗ = j∗(αˇ). Setting
uε = υ
2k/(2k+1)
ε
sup
j≥jˇ∗
(1− λˇ(j))2/aj ,
we obtain that for each S ∈W k
r
Υ1,ε(S) = υ
2k/(2k+1)
ε
∞∑
j=ιˇ
(1− λˇ(j))2 θ2
j
≤ uε
∞∑
j=ιˇ
aj θ
2
j
≤ uε r .
Taking into account that rˇ → r, we obtain that
lim sup
ε→0
sup
S∈Wk
r
Υ1,ε(S) ≤
r1/(2k+1)
pi2k(dk)
2k/(2k+1)
:= Υ∗
1
.
To estimate the last term in the right hand of (8.4), we set
Υ2,ε =
1
υ1/(2k+1)
ε
n∑
j=1
λˇ2(j) .
It is easy to check that
lim sup
ε→0
Υ2,ε ≤
2(rdk)
1/(2k+1) k2
(k + 1)(2k + 1)
:= Υ∗
2
.
Therefore, taking into account that by the definition of the Pinsker constant in
(5.10) Υ∗
1
+ Υ∗
2
= l∗(r), we arrive at the inequality
lim
ε→0
υ2k/(2k+1)
ε
sup
S∈Wk
r
R∗
ε
(Sˇ, S) ≤ l∗(r) .
Hence Theorem 8.1.
8.2 Unknown smoothness
Combining Theorem 5.5 and Theorem 8.1 yields Theorem 5.7.
9 Signals number detection
In this section we consider the estimation problem for the signals number in
the multi-path connection channel. In the framework of the statistical radio-
physics models we study the telecommunication system in which we observe the
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summarized signal in the multi-path channel with noise on the time interval
[0, 1]:
yt =
q∑
j=1
θjφj(t) + νt , 0 ≤ t ≤ 1 ,
where (νt)t≥0 is the gaussian white noise. The energetic parameters (θj)j≥1,
and the number of signals q are unknown and the signals (φj)j≥1 are known
orthonormal functions, i.e.∫ 1
0
φi(t)φj(t) dt = 1{i6=j} .
The problem is to estimate q when signal/noise ratio goes to infinity. To de-
scribe this problem in a mathematical framework one has to use the following
stochastic differential equation
dyt =
 q∑
j=1
θjφj(t)
 dt+ εdwt , (9.1)
where (wt)t≥0 is the standard brownian motion and the parameter ε > 0 is
the noise intensity. We study this model when the signal/noise ration goes to
infinity, i.e. ε→ 0. The logarithm of the likelihood ratio for model (9.1) can be
represented as
lnLε =
1
ε2
q∑
j=1
θj
∫ 1
0
φj(t)dyt −
1
2ε2
q∑
j=1
θ2
j
.
If we try to construct the maximum likelihood estimators for (θj)1≤j≤q and q,
then we obtain that
max
1≤q≤q∗
max
θj
lnLε =
1
2ε2
q∗∑
j=1
(∫ 1
0
φj(t)dyt
)2
.
Therefore, the maximum likelihood estimation for q̂ = q∗. So, if q∗ = ∞ we
obtain that q̂ =∞. Thus, this estimator gives nothing, i.e. it does not work. By
these reasons we propose to study the estimation problem for q for the process
(9.1) in a nonparametric setting and to apply the model selection procedure
(4.10). To this end we consider the model (1.1) with the unknown function S
defined as
S(t) =
q∑
j=1
θj φj(t) . (9.2)
For this problem we use the LSE family (Ŝd)1≤d≤m defined as
Ŝd(x) =
d∑
j=1
θ̂j,εφj(x) . (9.3)
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This estimate can be obtained from (3.2) with the weights λd(j) = χ{j ≤ d}.
The number of estimators ι satisfies the condition (4.3). As a risk for the signals
number we use
Dε(d, q) = R∗ε(Ŝd, S) , (9.4)
where the risk R∗
ε
(Ŝ, S) is defined in (1.2) and d is an integer number (maybe
random) from the set {1, . . . , ι}. In this case the cost function (4.7) has the
following form.
Jε(d) =
d∑
j=1
θ̂2
j,ε
− 2
d∑
j=1
θ˜j,ε + δ P̂ε(λ) . (9.5)
So, for this problem the LSE model selection procedure is defined as
q̂ε = argmin1≤d≤ιJε(d) . (9.6)
Note that Theorem 5.4 implies that the robust risks of the procedure (4.10)
with |Λ|∗ ≤ 1/ε, for any 0 < δ < 1/6, satisfy the following oracle inequality
Dε(q̂ε , q) ≤
1 + 3δ
1− 3δ min1≤d≤ιDε(d, q) + ε
2 U
∗
ε
(S)
δ
, (9.7)
where the last term satisfies the property (5.7).
10 Simulations
In this section we report the results of a Monte Carlo experiment to assess the
performance of the proposed model selection procedure (4.10). In (1.1) we chose
S(t) =
10∑
j=1
j
j + 1
φj(t) , (10.1)
with φj(t) =
√
2 sin(2piljt), lj = [
√
j]j. We simulate the model
dyt = S(t)dt+ εdwt .
The frequency of observations per period equals p = 100000. We use the
weight sequence as proposed in [9] for a discrete time model: k∗ = 100+
√| ln ε|
and m = [| ln ε|2]. We calculated the empirical quadratic risk defined as
R =
1
p
p∑
j=1
Ê
(
S˜ε(uj)− S(uj)
)2
, uj = j/p ,
and the relative quadratic risk
R∗ = R/‖S‖2p and ‖S‖2p =
1
p
p∑
j=1
S2(uj) .
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The expectations was taken as an average over N = 10000 replications, i.e.
Ê
(
S˜ε(·)− S(·)
)2
=
1
N
N∑
l=1
(
S˜l
ε
(·)− S(·)
)2
.
We used the cost function with δ = (3 + | ln ε|)−2.
Table : Empirical risks
ε R R∗
1/
√
20 0.0158 0.307
1/
√
100 0.0113 0.059
1/
√
200 0.0076 0.04
1/
√
1000 0.0035 0.0185
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In the following graphics the dashed line is the model selection procedure
(4.10), the continuous line is the function (10.1) and the bold line is the corre-
sponding observations (1.1).
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Figure 1: ε = 1/
√
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Figure 2: ε = 1/
√
100
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Figure 4: ε = 1/
√
1000
To estimate the signals number q we use two procedures. The first q̂1 is (9.7)
with ι = [ln ε−2]. The second q̂2 is defined through the shrinkage approach for
the model selection procedure (10.1).
q̂2 = inf{j ≥ 1 : |θ̂j | ≤ c∗ε} , c∗ε = ε
√
| log ε| .
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Table : Estimation of the number signals
ε qˆ1 qˆ2
1/
√
20 6 5
1/
√
100 8 7
1/
√
200 9 7
1/
√
1000 10 9
Remark 10.1. From the simulation we can conclude that the LSE procedure
(9.7) is more appropriate than shrinkage method for such number detection prob-
lem.
11 Proofs
11.1 Proof of Proposition 3.2
First note that
B2
2,ε
(u) ≤ 2 ξ˜2
1
+ 2B2
2,ε
(u′) , (11.1)
where u′ = (0, u2, . . . , un) ∈ Rn. It should be noted that
E ξ˜2
1
≤ E ξ4
1
≤ 8 (%4
1
Ew4
1
+ %4
1
E z4
1
)
= 8
(
3%4
1
+ %4
1
E z4
1
)
.
To study the last term in the right hand side of the inequality (11.1) we set
for any function f from L2[0, 1]
Iˇt(f) =
∫ t
0
f(s)dξˇs and I˜t(f) = Iˇ
2
t
(f)−E Iˇ2
t
(f) .
Note that for j ≥ 2 we define the random variables ξ˜j = I˜1(φj). So,
B2
2,ε
(u′) =
n∑
j=2
uj I˜1(φj) =: D1(u) .
By the Itoˆ formula we can write that for any function f from L2[0, 1]
dI˜t(f) = 2Iˇt−(f)f(t)dIˇt(f) + %
2
2
f2(t) dmˇt ,
where mˇt = h
2
ε
∗ (µ− µ˜)t. So, taking into account that
dIˇt(f) = %1 f(t)dwt + %2 f(t)dzˇt ,
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we obtain that
dI˜t(f) = 2%1 Iˇt(f)f(t)dwt + 2%2 Iˇt−(f)f(t)dzˇt + %
2
2
f2(t) dmˇt .
So, setting
Vt =
n∑
j=2
uj Iˇt(φj)φj(t) and Ψt =
n∑
j=2
uj φ
2
j
(t) ,
we obtain that
dDt = 2%1 Vt dwt + 2%2 Vt− dzˇt + %
2
2
Ψt dmˇt .
So, we obtain that
D2
1
≤ 12%2
1
(∫ 1
0
Vt dwt
)2
+ 12%2
2
M2
1
+ 3%4
2
(∫ 1
0
Ψt− dmˇt
)2
, (11.2)
where Mt =
∫ t
0
Vs−(u) dzˇs. Moreover, taking into account that for any f , g
from L2[0, 1]
E Iˇt(f) Iˇt(g) = κˇQ
∫ t
0
f(s)g(s) ds ,
we get
2
∫ 1
0
EV 2
t
dt = 2
n∑
i,j=2
ui uj
∫ 1
0
φi(t)φj(t)E Iˇt(φi) Iˇt(φj) dt
= κˇQ
n∑
i,j=2
ui uj
(∫ 1
0
φi(t)φj(t) dt
)2
= κˇQ .
Thus,
2E
(∫ 1
0
Vt dwt
)2
= κˇQ .
Now, to estimate the second term in the inequality (11.2) note that in view of
the inequality (8.1) for any bounded function f and any 0 ≤ t ≤ 1
E Iˇ4
t
(f) ≤ 8%4
1
E
(∫ t
0
f(s)dws
)4
+ 8%4
2
E
(∫ t
0
f(s)dzˇs
)4
≤ 24%4
1
∫ 1
0
f2(t)dt+ C∗
4
((
Π(h2
ε
)
∫ 1
0
f2(t)dt
)2
+ Π(h4
ε
)
∫ 1
0
f4(t)dt
)
,
i.e.
sup
0≤t≤1
E Iˇ4
t
(f) <∞ .
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Now it is easy to see that through the Ho¨lder inequality the term Vt can be
estimated as
sup
0≤t≤1
EV 4
t
< ∞ .
From here and the inequality (8.1) it follows that
sup
0≤t≤1
EM4
t
≤ C∗
4
((
Π(h2
ε
)
)2
+ Π(h4
ε
)
) ∫ 1
0
EV 4
t
dt <∞
and, therefore,∫ 1
0
EM2
t
V 2
t
dt ≤ sup
0≤t≤1
(
EM4
t
)1/2 (∫ 1
0
EV 4
t
dt
)1/2
< ∞ .
This implies that
E
∫ 1
0
Mt− dMt = 0 .
Thus, the Itoˆ formula implies
2EM2
1
= E
∑
0≤t≤1
(∆Mt)
2 = 2Π(h2
ε
)
∫ 1
0
EV 2
t
dt = Π(h2
ε
) κˇQ .
In the same way we calculate
%2
2
E
(∫ 1
0
Ψt−dmˇt
)2
= %2
2
E
∑
0≤t≤1
(∆mˇt)
2
Ψ2
t−
= %2
2
Π(h4
ε
)
∫ 1
0
Ψ2
t
dt ≤ Π(x2)(a/ε)2 (φ∗)4 #(u) .
So, taking into account that Π(x2) = 1, we obtain that
ED2
1
≤ 6%2
1
κˇQ + 3%
2
2
(
2κˇQ + (φ
∗)4
) ≤ 6κ2
Q
+ 3%2
2
(φ∗)4 .
Similarly we obtain that
Eξ˜2
1
≤ 6κ2
Q
+ 3%4
2
Π(x4) .
This implies the upper bound (3.13).
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11.2 Proof of Thoerem 5.1
First note, that we can rewrite the empirical squared error in (4.5) as follows
Errε(λ) = Jε(λ) + 2
n∑
j=1
λ(j)θˇj,ε + ‖S‖2 − δP̂ε(λ), (11.3)
where θˇj,ε = θ˜j,ε − θj θ̂j,ε. Now using the definition of θ˜j,ε in (4.6) we obtain
that
θˇj,ε = εθjξj + ε
2ξ˜j + ε
2(EQ ξ
2
j,ε
− κˇQ) + ε2(κˇQ − κ̂ε) .
Where ξ˜j = ξ
2
j
−EQ ξ
2
j
and ξ
j
= Iˇ1(φj).Setting
Mε(λ) = ε
n∑
j=1
λ(j)θjξj and L(λ) =
n∑
j=1
λ(j) , (11.4)
we can rewrite (11.3) as
Errε(λ) = Jε(λ) + 2ε
2(κˇQ − κ̂ε)L(λ) + 2Mε(λ) + 2ε2B1,ε(λ)
+ 2ε
√
Pε(λ)
B2,ε(uλ)√
κˇQ
+ ‖S‖2 − δP̂ε(λ), (11.5)
where uλ = λ/|λ|, the exact penalization is defined in (4.9) and the functions
B1,ε(·) and B2,ε(·) are defined in (3.10). It should be noted that for the trun-
cation parameter (4.4) the bound (3.13) implies
sup
λ∈Λ
EQ
∣∣∣B22,ε(uλ)∣∣∣ ≤ UQ + 6κˇQ (aε
)2
|Λ|∗ (φ∗)4 = U1,Q , (11.6)
where U1,Q = UQ + 6κˇQ (φ∗)4.
Let λ0 = (λ0(j))1≤j≤n be a fixed sequence in Λ and λ̂ be as in (4.10).
Substituting λ0 and λ̂ in the equation (11.5), we obtain
Errε(λ̂)− Errε(λ0) = J(λ̂)− J(λ0) + 2ε2(κˇQ − κ̂ε)L($)
+ 2ε2B1,ε($) + 2Mε($)
+ 2ε
√
Pε(λ̂)
B2,ε(û)√
κˇQ
− 2ε
√
Pε(λ0)
B2,ε(u0)√
κˇQ
− δP̂ε(λ̂) + δP̂ε(λ0) (11.7)
where $ = λ̂− λ0, û = uλ̂ and u0 = uλ0 . Note that by (4.2)
|L($)| ≤ L(λˆ) + L(λ) ≤ 2|Λ|∗ .
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The inequality
2|ab| ≤ δa2 + δ−1b2 (11.8)
implies that for any λ ∈ Λ
2ε
√
Pε(λ)
|B2,ε(uλ)|√
κˇQ
≤ δPε(λ) + ε2
B2
2,ε
(uλ)
δκˇQ
.
From the bound (3.11) it follows that for 0 < δ < 1
Errε(λˆ) ≤ Errε(λ0) + 2Mε($) + 2ε2
B∗
2,ε
δκˇQ
+ 2ε2 κˇQ
+ ε2|κ̂ − κˇQ|(|λ̂|2 + |λ0|2 + 4|Λ|∗) + 2δPε(λ0) ,
where B∗
2,ε
= sup
λ∈ΛB
2
2,ε
(uλ). It should be noted that through (11.6) we can
estimate this term as
EQB
∗
2,ε
≤
∑
λ∈Λ
EQB
2
2,ε
(uλ) ≤ ιU1,Q . (11.9)
Taking into account that sup
λ∈Λ |λ|2 ≤ |Λ|∗, we can rewrite the previous bound
as
Errε(λ̂) ≤ Errε(λ0) + 2Mε($) + 2ε2
B∗
2,ε
δκˇQ
+ 2ε2 κˇQ
+
6ε2|Λ|∗
n
|κ̂ − κˇQ|+ 2δPε(λ0). (11.10)
To estimate the second term in the right hand side of this inequality we introduce
Sυ =
n∑
j=1
υ(j)θjφj , υ = (υ(j))1≤j≤n ∈ Rn .
Moreover, note that
M2
ε
(υ) ≤ 2ε2 (υ2(1) ξ2
1
+ Iˇ1(Φ)
)
,
where Φ(t) =
∑n
j=2
υ(j)θjφj(t). Therefore, thanks to (3.6) we obtain that for
any nonrandom υ ∈ Rn
EM2
ε
(υ) ≤ 2κˇQε2
n∑
j=1
υ2(j)θ2
j
= 2κˇQε
2||Sυ||2 . (11.11)
To estimate this function for a random vector we set
M∗
ε
= sup
υ∈Λ1
M2(υ)
ε2||Sυ||2
and Λ1 = Λ− λ0 .
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So, through the inequality (11.8)
2|Mε(υ)| ≤ δ||Sυ||2 + ε2
M∗
ε
δ
. (11.12)
It is clear that the last term here can be estimated as
EM∗
ε
≤
∑
υ∈Λ1
EM2
ε
(υ)
ε2||Sυ||2
≤ 2
∑
υ∈Λ1
κˇQ = 2κˇQ ι , (11.13)
where ι = #(Λ). Moreover, note that, for any υ ∈ Λ1,
||Sυ||2 − ||Ŝυ||2 =
n∑
j=1
υ2(j)(θ2
j
− θ̂2
j
) ≤ 2|Mε(υ2)| ,
where υ2 = (υ2(j))1≤j≤n. Taking into account now, that for any x ∈ Λ1 the
components |υ(j)| ≤ 1 , we can estimate the last term as in (11.11), i.e.
EM2
ε
(υ2) ≤ 2ε2κˇQ ||Sυ||2 .
Similarly, setting
M∗
1,ε
= sup
υεΛ1
M2
ε
(υ2)
ε2||Sυ||2
we obtain
EQM
∗
1,ε
≤ 2κˇQ ι . (11.14)
By the same way we find that
2|Mε(υ2)| ≤ δ||Sυ||2 +
M∗
1,ε
nδ
and, for any 0 < δ < 1,
||Sυ||2 ≤
||Ŝυ||2
1− δ +
ε2M∗
1,ε
δ(1− δ) .
So, from (11.12) we get
2M(υ) ≤ δ||Ŝυ||
2
1− δ +
ε2(M∗
ε
+M∗
1,ε
)
δ(1− δ) .
Therefore, taking into account that ‖Ŝ$‖2 ≤ 2 (Errε(λ̂) + Errε(λ0)), the term
Mε($) can be estimated as
2Mε($) ≤
2δ(Errε(λ̂) + Errε(λ0))
1− δ +
ε2(M∗
ε
+M∗
1,ε
)
δ(1− δ) .
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Using this bound in (11.10) we obtain
Errn(λ̂) ≤ 1 + δ
1− 3δErrε(λ0) +
ε2(M∗
ε
+M∗
1,ε
)
δ(1− 3δ) +
2ε2B∗
2,ε
δ(1− 3δ)κˇQ
+
2ε2 κˇQ
1− 3δ +
6ε2 |Λ|∗
(1− 3δ) |κ̂ − κˇQ|+
2δ
(1− 3δ)Pε(λ0).
Moreover, for 0 < δ < 1/6 we can rewrite this inequality as
Errn(λ̂) ≤ 1 + δ
1− 3δErrε(λ0) +
2ε2(M∗
ε
+M∗
1,ε
)
δ
+
4ε2B∗
2,ε
δκˇQ
+ 4ε2 κˇQ + 12ε
2 |Λ|∗|κ̂ − κˇQ|+ 4δ Pε(λ0) .
Using here the bounds (11.9), (11.13), (11.14) and taking into account that
κˇQ ≤ κQ we obtain that
R(Ŝ∗, S) ≤ 1 + δ
1− 3δR(Ŝλ0 , S) +
4ε2 κQ(2ι+ δ)
δ
+
4ε2U1,Qι
δκˇQ
+ 12ε2 |Λ|∗EQ |κ̂ − κˇQ|+
2δ
1− 3δ Pε(λ0) .
Now, from Lemma A.1 it follows that
R(Ŝ∗, S) ≤ 1 + 3δ
1− 3δR(Ŝλ0 , S) +
4ε2κQ(2ι+ δ)
δ
+
4ε2U1,Qι
δκˇQ
+ 12ε2 |Λ|∗EQ |κ̂ − κˇQ|+ ε2
2δ
1− 3δ κQ .
Taking into account here that 2δ/(1 − 3δ) ≤ 1 for 0 < δ < 1/6 and using the
function (5.1) we obtain the inequality (5.2) for some constant l∗ > 0 which
depends on Π(x4). Hence Theorem 5.1. 
11.3 Proof of Proposition 4.1
We use here the same method as in [15]. First, note that from the definitions
(3.9) and (4.12) we obtain
τ̂j,ε = τj + ε ηj , (11.15)
where
τj =
∫ 1
0
S(t) Trj(t)dt and ηj =
∫ 1
0
Trj(t) dξˇt .
So, we have
κ̂ε =
n∑
j=[1/ε]+1
τ2
j
+ 2Mˇε + ε
2
n∑
j=[1/ε]+1
η2
j
, (11.16)
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where Mˇε = ε
∑n
j=[1/ε]+1
τj ηj . Note that for the continuously differentiable
functions (see, for example, Lemma A.6 in [15]) the Fourrier coefficients (τj) for
any n ≥ 1 satisfy the following inequality
∞∑
j=[1/ε]+1
τ2
j
≤ 4ε
(∫ 1
0
|S˙(t)|dt
)2
≤ 4ε‖S˙‖2 . (11.17)
We recall, that S˙ is the derivative of S. The term Mˇε can be estimated by the
same way as in (11.11), i.e.
EQ Mˇ
2
ε
≤ κˇQε2
n∑
j=[1/ε]+1
τ2
j
≤ 4ε3κˇQ‖S˙‖2 .
Moreover, taking into account that for j ≥ 2 the expectation E η2
j
= κˇQ we can
represent the last term in (11.16) as
ε2
n∑
j=[1/ε]+1
η2
j
= κˇQ(ε
2n− ε2[1/ε]) + εB2,ε(x′) ,
where the function B2,ε(x
′) is defined in (3.10) and x′
j
= ε1{1/ε<j≤1/ε2}. We
remind that n = [1/ε2]. Therefore, in view of Proposition (3.2) we obtain
EQ
∣∣∣∣∣∣∣ε2
n∑
j=[
√
1/ε]+1
η2
j
− κˇQ
∣∣∣∣∣∣∣ ≤ 2ε κˇQ + ε
√
UQ +
√
6κˇQ
|Λ|∗
.
So, we obtain the bound (4.13). Hence Proposition 4.1 .
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12 Appendix
A.1 Property of the penalty term
Lemma A.1. Assume that Proposition 3.1 holds. Then for any n ≥ 1 and
λ ∈ Λ,
Pε(λ) ≤ R(Ŝλ, S) + ε2 κQ .
where the coefficient Pε(λ) is defined in (4.9).
Proof. In vue of the definition of Errε(λ) and the equation (3.9) one has
Errε(λ) =
n∑
j=1
(
(λ(j)− 1)θj + ελ(j)ξj
)2
+
∞∑
j=n+1
θ2
j
≥ 2ε
n∑
j=1
(λ(j)− 1)θjλ(j)ξj + ε2
n∑
j=1
λ2(j)ξ
2
j
.
Moreover, using here the definition (3.10) we obtain
EQ Errε(λ) ≥ ε2
n∑
j=1
λ2(j)EQ ξ
2
j
= Pε(λ)− ε2B1,ε(λ2) ,
where λ2 = (λ2(j))1≤j≤n. Now, Proposition 3.1 implies Lemma A.1. 
A.2 Proof of the limit equality (7.8)
First, setting ζε =
∑d
j=1
κ2
j
aj , we obtain that{
Sκ /∈Wk,r
}
= {ζε > r} .
Moreover, note that one can check directly that
lim
ε→0
E ζε = lim
ε→0
1
vε
d∑
j=1
s∗
j
aj = rˇ = (1− γˇ)r .
So, for sufficiently small ε we obtain that{
Sκ /∈Wk,r
} ⊂ {ζ˜ε > r1} ,
where r1 = rγˇ/2, ζ˜ε = ζε − E ζε = v−1ε
∑d
j=1
s∗
j
aj η˜j and η˜j = η
2
j
− 1 Through
the correlation inequality (see, Proposition A.1 in [11]) we can get that for any
p ≥ 2
E ζ˜p
ε
≤ (2p)p/2E|η˜1|p v−pε
 d∑
j=1
(s∗
j
)2a2
j
p/2 = O( v− p4k+2
ε
) ,
33
as ε → 0. Therefore, for any ι > 0 using the Chebychev inequality for p >
(4k + 2)ι we obtain that
vι
ε
P(ζ˜ε > r1)→ 0 as ε→ 0 .
Hence the equality (7.8).
A.3 The absolute continuity of distributions for the Le´vy
processes.
In this section we study the absolute continuity for the the Le´vy processes
defined as
dyt = S(t)dt+ dξt , 0 ≤ t ≤ T , (A.1)
where S(·) is any arbitrary nonrandom square integrated function, i.e. from
L2[0, T ] and (ξt)0≤t≤T is the Le´vy process of the form (2.1) with nonzero con-
stants %1 and %2. We denote by Py and Pξ the distributions of the processes
(yt)0≤t≤1 and (ξt)0≤t≤1 on the Skorokhod space D[0, T ]. Now for any 0 ≤ t ≤ T
and (xt)0≤t≤T from D[0, T ] we set
Υt(x) = exp
{∫ t
0
S(u)
%2
1
dxc
u
−
∫ t
0
S2(u)
2%2
1
du
}
, (A.2)
where xc is the continuous part of the process x defined in (6.2). Now we study
the measures Py and Pξ in D[0, T ].
Proposition A.2. For any T > 0 the measure Py  Pξ in D[0, T ] and the
Radon-Nikodym derivative is
dPy
dPξ
(ξ) = ΥT (ξ) .
Proof. Note that to show this proposition it suffices to check that for any
0 = t0 < . . . < tn = T any bj ∈ R for 1 ≤ j ≤ n
E exp
{
i
n∑
l=1
bj(ytj − ytj−1)
}
= E exp
{
i
n∑
l=1
bj(ξtj − ξtj−1)
}
ΥT (ξ) .
taking into account that the processes (yt)0≤t≤T and (ξt)0≤t≤T have the inde-
pendent homogeneous increments, to this end one needs to check only that for
any b ∈ R and 0 ≤ s < t ≤ T
E exp {i b(yt − ys)} = E exp {i b(ξt − ξs)}
Υt(ξ)
Υs(ξ)
. (A.3)
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To check this equality note that the process
Υt(ξ) = exp
{∫ t
0
S(u)
%1
dwu −
∫ t
0
S2(u)
2%2
1
du
}
is the gaussian martingale. From here we directly obtain the squation (A.3).
Hence Proposition A.2.
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