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1 lntroduction
Wediscussedatheoreticalaverage-caseanalysisoflocalsearchalgorithm
fbrnormal2-optneighborhoodofthetravelingsalesmanproblem(TSP)[2].
Wegaveamodelwhichallowsustocomputetherequirednumberofsteps
andthedistributionoffinalsolutionsfbundbylocalsearchalgorithm.Our
modelwasconstructedfortheuncorrelatedlandscapeWhichholdsf6rall
neighborsindependently.Wecouldconstructamodelwhichgivestheoretical
probabilisticanalysisforwideclassofcombinatorialoptimizationproblem
withoutarestrictedversionofneighborhood.However,wedidnotobserve
thatagoodfitbetweentheoreticalpredictionsandempiricalresultswas
obtained.
Therefbre,weattempttoreconstructnewmodelforprobabilisticanalysis
oflocalsearch.Inthispaper,wepresentnewmodelforthecorrelated
landscapewhichholdfbrallneighborsdependently.Here,weintroduceAR(1)
model[3][4][6]tonumericallyapproximatevariouskindsofneighborhood,
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andfbrmulateaprobabilisticmodel,whichcomputethecostsofthesolutions
foundbylocalsearchandtherequirednumberofsteps.Finally,weshow
thetheoreticalresultsusingourideaby.41～(1)fitwellwiththeempirically
observedbehavior.
2LocalSearchandGraph-PartitioningProblem
Localsearchisoneofthebasicalgorithmstofindapproximatesolutions
forcombinatorialoptimizationproblems.Localsearchalgorithmrepeatedly
triestoimprovethecurrentsolution紛byreplacingitwithaneighbor物∈
ノV(xi)withlowercost,whereハr(xi)denotestheneighborhoodofxi.There
areseveraltypesofmovingrulethatreplacingcurrentsolutionwithnext
solution.Themovingruleweuseisbestimprovementalgorithmwhichuses
thesolutionthathaslowestcostamongallneighbors.Hereweconcentrate
ontheanalysisoflocalsearchwithbestimprovementalgorithm.
Wepresenttheaverage-caseperformanceforthegraphpartitioning
problemasoneexamplewecanusethismodelfbrthevariouscombinatorial
optimizationproblem.Thegraph-partitioningproblemisrelevanttothe
extentthatthetotalcostoftheedgesinthecutsetisminimized.LetD(V,珂
beagraphwhereVisasetofnnodesandEisasetofedges.Given
レi,V2,_,V.,whereanysubsetViiscalledablock,7まUV2∪_∪レk=V,
and・「Vli∩レ}・=φノわ7i≠ ブ,agraphpartitionisde且nedasasetpartition
{Vl,V2,...,V.}suchthattheblocksize,whichisthenumberofnodesfor
eachblock,isofafixedsize.Thegraph-partitioningproblemcanbefbrmulated
mathematicallyasf6110ws.
卿勿 Σei,ブ
ガ∈V.,ブ∈y},∀κ<1∈江2,_.κ1
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s吻66"o 1巧1=Mi, z=1,29...,κ,
whereei,ブistheedgecostand珊isab.locksizethatisgivenapositive
numbersuchthatΣi∈{1,2,...,κIMi=〃.Thenumberofsubsetsκisthesizeof
thepartitionandisafixednumber.
Next,weconsideraneighborhoodstructureforthegraph-partitioning
problem.Neighborhoodisimportanttodesigneffectivelocalsearchand
othermeta-heuristicalgorithms.Theneighborhoodstructureusedherefor
thegraph-partitioningproblemisbasedontheexchangeofnodes.Weconsider
asolutionx=(Vl,v2,_,v.),whereVliisthesubsetofpartitionednodesof
thegraph.EachsolutionxhasthefollowingneighborhoodIVω.
N(X)={Xノ=(Vl,V2,_,K,_,脇,_,V.):vg・=(VS＼{i})∪{ブ},
脇=(Vw＼{ブ})u{i},i∈Vs,ブ∈Vw,s≠w}. (1)
3AProbabilisticAnalysisbyEikelder
Asthefirststep,weassumethatthecostofeachsolutioncanviewas
randomvariablef〈x)withmeanmandvarianceσ2.Thecorresponding
densityiscalledhsol.Thisisacorロmonapproachinprobabilisticanalysis.
Eikelderpresentedatheoreticalaverage-caseanalysisofalocalsearchusing
bestimprovementsalgorithmfortheTSP田.Theygiveamodelwhich
allowsustocomputeaprobabilityoftherequirednumberofstepsanda
densityofthecostoffinalsolutionsfoundbyabestimprovementalgorithm.
However,theyusemodifiedneighborhoodwhichisarestrictedversionof
the2-optneighborhood,asconvenienttechniquefordoingthetheoreticaI
average-caseanalysis.Thismodelcannotbeconstructedforwideclassof
combinatorialoptimization.
Inthissectionwegivetheoutlineofmodelingtosolvetheprobabilistic
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analysiswhichEikelderpresentsaboutlocalsearchalgorithmfortheTSP.
Thisideaisframeworkforourresearchofversatileversionofprobabilistic
analysis.Considerasolutionxowiththeneighboringsolutionsxi,...,xbwith
b・IN(xo)1.Theanalysisofbestimprovementsisbasedonthecomputation
ofthestepProbability
9(CO,6)=Pr{∀、d・,...,bif(Xi)>clf〈XO)=Col. (2)
StepProbabilityistheconditionalprobabilitythatallneighborsofasolution
xohavecostsatleastcifsolutionxohascostco.g¢,のisprobabilitywhich
thesolutionwithcostcislocalminimum.Next,wecomputeconditional
distributionfunctionwhichminimumcostinneighborsofsolutionxoisnot
morethancgiventheeventf(κo)=coandxo(華S',whereS/denotetheset
oflocalminima.Itcanbef6rmulatedandcomputedfollowingusingg(c,c):
Pr{min}f(Xi)≦cI(f(XO)=CO)〈(XO年S')}=
1≦ガ≦δ 一 一
1-9(Co,c)
1-9(Co,Co)● (3)
Thedensitycorrespondingwiththeexpressionof(3)is
P(Co,c)=
∂}
∂、タ ¢…)
1-9(Co,Co)' (4)
ThisexpressionisthedensityasfUnctionofcostcafteronebestimprovement
step,given.thattheinitialsolutionhascostcoandisnotalocalminimum.
Now,weuserecurr6ncerelationsthatdescribethedellsityofthelocal
minimaf6undafterκbestimprovementsteps.Letρκ¢)bethedensityof
thelocalminimawithcostcfoundafteratmostκstepsandletηκ(c)bethe
densityofresidualsolutionwithcostcatstepκ+1.Ifwestartthesequence
ofthebestimprovementstepswithrandomlygeneratedsolution,thenρo¢)
=Of6rallcandrpo=hsol.Thesearef6rmulatedasfollowingrecurrence
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relations:
ρκ+1(C)=ρκ(C)+9(C,C)ηκ(C),
ηκ+1(C)=:
五..η・(c・)(・-9(c・…))P(c・ ・c)dc・
169
(5)
(6)
Thissetofrecurrencerelationsallowsustocomputethedensitiesofthe
detectedIocalminimaandtheresidualsolutionsafteranarbitrarynumber
ofstep$.Then,1imκ→ 。。ηκ=Oandpfin・limκ→ 。。ρκ,thatisthedensityof
thefinalsolutions.Wecangetdensityofthecostoffinalsolutionsfoundby
abestimprovementalgorithmfrompfin.So,ifstepsistherandomvariable
describingthenumberofstepsuntilalocalminimumisfound,then
P7{∫妙 ∫=κ} 一直ン(…)η ・一・働 ・ (7)
Wecanalsoestimatetherequiredaveragenumberofstepsusingthisre-
currencerelation.
4 Estimationforg(co,c)byAR(1)
Theproblemcomestoestimationforstepprobability(2).Eikelder
computedstepprobabilityfortheTSPusingarestrictedversionofthe2-pot
neighborhood.Wewantto'derivestepprobabilityforvariouskindof
neighborhoodanddotheoreticalaverage-caseanalysisoflocalsearchonthe
correlatedlandscapeforwideclassofcombinatorialoptimizationproblemi
Themethodstoderivethecorrelationfunctionbetweenxoanditsneighbors
andthecorrelationamongtwoneighborsofxoarekeypoint.Eikelderderived
thecorrelationamongneighborsbycountingcommonedgesoftoursina
restrictedversionofthe2-potneighborhood.However,wecannotcompute
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correlationamongneighborsf6rversatileversionofneighborhoodstructure.
Therefore,wepresentideawhichderivecorrelationamongneighbors
usingAR(1)processforvariousneighborhoodofallkindsofcombinatorial
optimizationproblem.Themapf:xHf(x)isknownasthevaluelandscape
ofthecombinatoriaioptimizationproblem.TheA1～(1)processcapturesthe
statisticsofwalksonsolutionspacesofcombinatorialoptimizationproblem
【4][6],whereAR(1)definedbytheeqμation
Xt=kLXt_1+ハXt. (8)
Letf(xt)bethevaluesalongtherandomwalk{xilonlandscapeofcombinatorial
optimizationproblem.AR(1)equationcanberewrittena
ノ(Xt)=ρ(1)[ノe(κt-1)-m]+〃z+△,(9)
where△denoteswhitenoise(purelyrandomprocess)withsomevariance.
Letρ(ノ)beautocorrelationfunctionofthetimeseriesobtainedbysampling
thevalues!(κi)alongthewalk.Thefollowingexpressionissatisfiedinthe
caseofAR(1)process,
ρ(・)一ρ171,・-0,±1,±2,...(10)
Theautocorrelationfunctionρ(r)turnsouttobecrucialquantitythatisjust
decayingexponential.ρ(1)=ρmeanscorrelationbetweenxoanditsneighbors,
andcanbederivedbyestimationofautocorrelation.Anaturalestimateof
ρ(7)isρ(ノ)=R(7)/1～(0),r=0,1,2,...,N-7,whereR(ノ)istheautocovariance
function.When{!(κt)}isAR(1)processandρ<1,wemaysaythatthispro-
cessisasymptoticallystationary.Wenowobtainthefbllowingestimationof
1～ωforeach/when{∫(κt)}isstationaryprocess[3],
AProbabilisticAnalysisontheCorrelatedLandscapeforLoca1Search17Z
R(・)一糟7(t(・ ・)-E[t(・・)])(f(x…)-E[f(・・)])' (11)
Then,wecanestimateρthatiscorrelationfunctionbetweenxoandits
neighbors,on.4f～(1)model.Moreover,letレbecorrelationamongtwo
neighborsofxo.Weassumetheレisapproximatelyconstantbecausenumber
ofcommonattributesofsolutionsinneighborsisnearlyequalfor'largeproblem.
Nexしwepresentcalculationofstepprobability(2)usingthisapproximate
correlationby/4五～(1).i.e.thedensityfunctionof!(κ1),..り!(xb),giventhat
!(xo)=oo.First,weshowthatthisconditionaldensity,given!(κo)=co,is
multivariatenorma1,if!(Xl),...,f(xb),f(κo)ismultivariatenormalvariable【5].
ConsiderthepartitionsofX,m,andΣgivenbelow
x倒 ・m=〔mlm2〕・ Σ一佳ISI;} (12)
where
X1=(!(X1),_f(Xb))',X2=(ズ(Xo)),
m1=(Ml,_,〃 ¢b)',m2=(mo).
(13)
(14)
Σ11=(7〃)isthecovariancematrixbetweentwoneighborsofxo,Σ22=roois
varianceof∫(xo),andΣ120rΣ21=(rio)iscovariancebetween!(κo)and∫(xi);
i=1,_,b.And,ρ(1)=rio/roo,レ=rij/η∫ゴ=1,_,∂.IfX～Nb+1(m,£),Σ>0,
thentheconditionaldistributionofX1,givenX2(=!(xo))=co,isNb(m',Σ')
wherem'andΣ'aredefinedasf6110ws:
m'=m、+Σ 、2Σ 至邊(c。-m2)=(〃〆), (15)
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Σ'=Σ11一Σ12Σ弱 Σ21=(ノ7が).(16)
Thatis,wecanhaveconditionalmultivariatenormaldistribution,withall
meansequaltom'=m+ρ(1)(co一 勿.Thevariancearegivenbyr;i
-♂(1一 ρ(1)2);i-1,_,∂,・ndthec・v・・i・ncea・egiv・nby笏一♂(・ 一 ρ2);
ゴ=1,_,∂,ブ=1,_,∂,i≠ブ,Hence,stepprobabilitycanberewrittenas
9(・概..… ∫
。..乃(ツ・・… ・y・1・・)の・… の ・・
(17)
whereh(夕1,_,.yb1'co)ismultivariatedensityfunctioncorrespondingto
Nb(m',Σ').Next,weshowthatb-foldintegralcanbesimplifiedtoasimple
integralusingfollowingtransformationbyTong'sCorollary3.3.2.in[5],If
X=(xo,...,xb)～Nb+1(0,為+1)andY=CX+m/whereCisgivenb×(b+1)
realmatirixasfollows;
C=α
β10
●o
β01
(18)・
whereα=σ ～圧=-vandβ=(レ ー ρ(1)2)/(1一レ),thenY=(yl,...,yb)～鵡(m',Σ ノ).
WegetfollowingequationusingthetransformationbyY=CX+m/
Pr{.yi>c}=Pr{ti>一 βκo+¢ 一 〃〆)/α};i=1,2,_,b.(19)
Hence
9(C・,・)-Pr{。た[・,_,b].Yi>・}=・P・{。i∈[・,...,b]Xi>-Bx・+.¢-M')/α}
一 ∫二P・{・i ∈[・,…,b】t・〉-Bx・+(C-m')/alX・一・}P・IX・-slds
一 毒 ∫ン ゆ 〔S2
2〕ル{・・∈[・,...脚一β・+(・一 り/α}ゐ
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(20)
Thisintegralcanbecomputednumerically.
5 NumericalExperimentforGraphPartitioningProblem
Wepresenttheresultsofnumericalexperimentfbrthegraphpartition-
ingproblemasoneexamplewecanusethismodelforthevariousproblems,
First,wehavetocheckthatthelandscapeofsolutionspaceforthegraph
partitioningproblemisde且nedas/4R(1)mode1..4R(1)showsthattheauto-
correlationfunctiondecaystozeroexponentially.So,asacheckofthisre-
sult,wecomparetheoreticalautocovariancefunctionwithcomputersimula-
tiondatasamples.Figurelshowthetheoreti6alautocovariancefunction
superimposedonthesampleautocovariancefunctiononthesolutionspaceof
thegraphpartitioningproblem.Thedottedcurvedenotesthetheoretical
autocovariancefunction,andthefullcurvethesampleautocovariancefunc-
tion.Weobservethatagoodfitbetweentheoreticalautocovariancefunc-
tionsandempiricalresultsisobtained.Hence,wecanestimatethecorrela-
tionusingabovementionedideafbrestimationofstepprobability.
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Figure1=Sampleandtheoreticalautocovariancefunction
100
Figure2and3givetheresultsfbrinstanceswith100nodesfbrthe
graphpartitioningproblem.InFigure2,thedensitypfinofthecostsoffinal
solutionsasagivenin(5)aregiven.Furthermore,Figure3presentsthe
distribution(7)ofthenumberofstepsrequired.
WehavetocomparethetheoreticallyobtaineddistributioninFigure2
and3withempiridallyobtainedresultsasobtainedbyiterativebest
improvementforinstanceswith100nodes.ThemeanofthecostoffinaI
solutionsandtherequirednumberofstepswithempiricallyobtainedresults
areabout-100and20.Weobtainanear丘tbetweentheoreticalandempirical
results,andobservegoodprobabilisticanalysisforthegraphpartitioning
problemusingρ(1)byAR(1).
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Figure2:Thedistributionoffinalsolution
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Figure3=Thedistributionofrequiedsteps
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6ConclusiOn
Inthispaper,wehavediscussedtheaverage-caseperformance,both
withrespecttoqualityoffinalsolutionsandrunningtimes,oflocalsearch
algorithm.Weneedρ(1)thatisthecorrelationfunctionbetweensolutionxo
andneighbors,toformulatemodelonthecorrelatedlandscape.Thismodel
allowsustocomputetherequirednumberofstepsandthedistributionof
finalsolutionsfoundbybestimprovementalgorithm.Eikeldercomputedits
correlationbycountingcommonedgesintoursinrestrictedneighborhood
structuref6rtheTSP,hence,itisdi茄culttoderiveaverageperformancefor
normalneighborhoodf6rtheTSPorotherproblems.Wepresentedidea
whichcomputethecorrelationamongneighborsusingA1～(1)processtode-
riveaverageperfbrmancefbrwideclassofoptimizationproblem.Thatis,
.41～(1)makeuscomputegoodapproximatevalueofρ(1).Aninteresting
observationisthatweobtainaneargoodfitbetweentheoreticalandempir-
icalresultinthegraphpartitioningproblem.Thismodelingforthecorre-
latedlandscapeoffersagoodframeworkoftheoreticalprobabilisticaverage・
caseanalysisforwideclassofcombinatorialoptimizationproblem.
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