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Communicated by E. J. Hannan 
A recent theorem of T. L. Lai, H. Robbins, and C. 2. Wei (J. Multivariate Anal. 
9 (1979), 343-362) is extended to a more general form which unities previous 
results in the literature on the strong consistency of least squares estimates in 
multiple regression models with nonrandom regressors. In particular the issue of 
strong consistency of the least squares estimate in the Gauss-Markov model, in the 
i.i.d. model with infinite second moment, and in general time series models is 
examined. In this connection, some basic properties of convergence systems are 
also obtained and are applied to the strong consistency problem. 
1. INTRODUCTION 
Consider the multiple regression model 
.Yi=plXjl + *” +ppXip + Ei (i = 1, 2,...), (1.1) 
where xii are known constants, /I, ,..., p, are unknown parameters, and ei are 
unobservable random variables. Throughout the sequel we shall let X, denote 
the design matrix (xij)lGiGn,,GjGp, and let Y, = (y,,..., v,)‘, and p= 
(/I, ,..., /3,)‘, where a prime denotes transpose. For n >p, the least squares 
estimate b, = (b,, ,..., bnp)’ of the vector p based on the design matrix X, and 
the response vector Y,, is given by 
b, = (X:X,)-‘X;Y,, (1.2) 
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provided that X:X,, is nonsingular. The following theorem of Lai et al. [ 111 
gives the strong consistency of b, under minimal assumptions on the design 
constants xii and very weak conditions on the random errors ei. It implies 
the earlier results on the consistency of b, due to Drygas [8], Anderson and 
Taylor [2,3], and Lai and Robbins [lo]. 
THEOREM 1. Suppose that in (l.l), (xii} (i = 1, 2 ,...; j = l,..., p) is a 
double array of constants such that XLX,, is nonsingular for all n > m. For 
n > m, let b, = (b,, ,..., b,,)’ be the least squares estimate defined by (1.2) 
and let 
Fixj= l,..., p. If lim,_, v$” = 0 and the random variables &i satisfy the con- 
dition 
F aici converges a.s. for all real sequences {ai} 
7 
m 
such that s af < CO, 
then for every 6 > 1, 
(1.4) 
A sequence of random variables si satisfying condition (1.4) is called a 
convergence system [4,9]. In particular, if the errors ei are i.i.d. with E&i = 0 
and EC: = cr2 < co, then {E)} is a convergence system. In this case, if u # 0 
and XLX, is nonsingular for all large n, then cov(b,) = a’(X~X,)- ’ and 
(x:x”)- l-+ 0 as n-too (1.6) 
is a necessary condition for b, to converge to p in probability (cf. [ 8]), while 
Theorem 1 implies that this minimal condition (1.6) on the design is also 
sufficient for b, to be strongly consistent. As pointed out in [ 111, more 
general error structures which are convergence systems include Lz-bounded 
martingale difference sequences, stationary Gaussian sequences with 
absolutely summable autocorrelations, and certain types of weakly 
multiplicative sequences. Some interesting properties of convergence systems 
will be presented in Sections 3 and 4. 
Although the general condition (1.4) covers a wide range of error 
structures, it does not necessarily hold when the si are only assumed to be 
uncorrelated with Eei = 0 and EE: = cr2 < ao (as in the Gauss-Markov 
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model) or when the &i are independent with zero means and SUpi E IE,-(~ < CO 
for some 1 Q r < 2. These two classes of random errors E, have recently been 
considered by Chen [5,6], who has established the strong consistency of b, 
for these error structures under stronger assumptions on the design than 
(1.6). In Section 2, we give an extension of Theorem 1 which also implies 
these results of Chen. This extension unifies all the known results on the 
strong consistency of b, in the literature. Some of its applications will be 
discussed in Section 4. 
2. EXTENSION OF THEOREM I 
In Theorem 1, condition (1.4) on the errors ei is totally unrelated to the 
design constants xii. Obviously, 
{E”} is a convergence system and {cm} is a 
bounded sequence of real constants * (c,E,} 
is a convergence system. (2.1) 
Instead of requiring the random errors E, to form a convergence system, the 
following theorem shows that it suffices to assume that {c,E,} is a 
convergence system for some “contraction” constants c,, provided that these 
contraction constants are not too small compared with u$” (see condition 
(2.2) below). 
THEOREM 2. With the same notation as in Theorem 1, iflim,, v$” = 0 
and there exists a positive nondecreasing function g on (0, 00) such that 
( g(v$‘) E,} is a convergence system and 
dO/t T ~0 as t 1 0 
.A 
and 
1 
dt/g’(t) < a for some A > 0, (2.2) 
0 
then b,j + bj a.s. 
In view of (2.1), there is no loss of generality in the requirement that the 
function g in Theorem 2 be positive. Moreover, it is of interest to consider 
the minimal order of magnitude for g allowed by (2.2). In this connection, 
note that the function g(t) = (t (log tl”}“‘, 0 < c < e-l”, satisfies (2.2) if 
6 > 1, but does not satisfy the integrability condition in (2.2) if 6 < 1. 
Theorem 2 follows from the following more general result with/(t) =g’(t) 
and g, = g($‘), noting that g, is positive and non-increasing by the 
monotonicity of g and (3.8) in Section 3. 
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THEOREM 3. With the same notation as in Theorem 1, if lim,, u)!” = 0 
and { g,,e,} is a convergence system for some constants g, such that ) g, 1 is 
positive and non-increasing, then 
b, - pj = ~((f(~$'))"'/l g, 1) a.s. (2.3) 
for every positive function f on (0, co) such that 
r d@(t) < 03 for some A > 0 
Jo 
and 
fW T 00 as t 10. (2.4b) 
3. PROPERTIES OF CONVERGENCE SYSTEMS AND 
PROOF OF THEOREM 3 
In this section, we prove Theorem 3 by modifying the ideas developed in 
[ 111 for the proof of Theorem 1. We also extend and re-interpret these ideas 
in terms of convergence systems in the following two lemmas and thereby 
obtain certain basic properties of convergence systems. 
LEMMA 1. Let { g,} be a sequence of constants such that 1 g, 1 is positive 
and non-increasing. Let {E,) be a sequence of random variables such that 
{ gne,} is a convergence system. 
(i) Let a,,, 6, be real constants such that a,,, # 0 and there exists 
C>Oforwhich)d~,I<C~a,~foralZn>l.LetA,=~~a~. Then 
I 
w,+, (A,+1A,)-“2 (i$, (ii&i) ,n>m/ (3.1) 
is a convergence system. 
(ii) Let k be a positive integer. For each n > 1, let T, be a k- 
dimensional vector of constants and let H, = C: T,T:. Assume that H,, is 
positive definite for all n >, m. Then 
gX,.,K’ (1 + T;+,H;‘T,,+Ju2,n>,m 
t 
(3.2) 
is a convergence system. 
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Proof: TO prove (i), let a, = an/g,,. Z,, = a’,/g,, and G, = C:(ai/gi)‘. 
Since ] g, 1 is non-increasing, 
la n+l/(G,+1G,)-1’2~/gnan+ll(A.An+l)-V2. 
We note that Lemma 2 of [ 1 l] can be restated as 
(3.3) 
(<,) is a convergence system * (3.4) 
i 
a,+I(G,+lGn)-“2 (i,Ei&),n>m/ isaconvergencesystem. 
Putting C, = gne, in (3.4), we obtain from (2.1), (3.3), and (3.4) that (3.1) 
forms a convergence system. To prove (ii), we note that for the case k = 1, 
T,, and H, are scalars, H, = 2; Ti, and therefore (3.2) reduces to (3.1). 
Induction on k by an argument as in the proof of Theorem 2 of [ 111 then 
completes the proof. I 
Remark. In Lemma 1 (ii), let T,, = (t,, ,..., t,,,J’ and consider the multiple 
regression model 
ci = 8, ti, + +. . + 8, t, + e, (i = 1, 2,...). 
The term H;‘(Cj’= r Ti~i) in (3.2) is the least squares estimate (8,, ,..., dnk)’ 
of the parameter vector (8, ,..., Ok)’ based on the n-dimensional vector 
(E ,,..., E,)’ and the n X k design matrix (tij),GiGn,lGjGk. Hence the term 
Th+,Hi’(Ci’=, Tiei) can be regarded as the “least squares predictor” 
LEMMA 2. Let { g,} be a sequence of constants such that / g, 1 is positive 
and non-increasing. Let {E,} be a sequence of random variables such that 
( g, E,} is a convergence system. Then for every sequence of real constants a,, 
such that A,, = JJ; at -+ co as n -+ oc), 
$ aisi = o((h(A,))“‘/j g,i) as. (3.5) 
1 
for any given positive function h on (0, a~) such that 
h(x)7 CD asxT co and 
I 
O” dx/h(x) < cofor some c > 0. (3.6) 
c 
Proof. In view of (3.6) and the integral comparison test, 
C,” afl(WJ) < co, and therefore 
f ai gtet/(h(At))“* converges a.s. 
m 
(3.7) 
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Since @(~,W”/I g, I T co by (3.6) and the monotonicity of ) g,l, (3.5) 
follows from (3.7) and Kronecker’s lemma. 1 
Proof of Theorem 3. Without loss of generality, we shall assume that 
j = 1. Let h(x) = x*f( l/x), x > 0. Then a change of variable t = l/x in (2.4a) 
and (2.4b) shows that h satisfies (3.6). In view of Lemma 2, we only 
consider the case p > 2. For n > m, let T,, = (x,~,..., x,J’ and write 
d, =xn, -K,H,‘T,,. 
By Lemma 3 of [ 111, b,, -pi = u,Js,,, where 
s, = l/v\:’ = s, + ’ 
Xl 
df( 1 + T{ HF-‘l Ti), (3.8) 
d,q - d, T;H,: (3% 
Therefore the desired conclusion (2.3) can be expressed as 
(3.10) 
Since C”,, , df < s, by (3.8) and since { g,,e,} is a convergence system, we 
obtain by Lemma 2 that 
5 disi = o((h(s,))“‘/l g, I) 
III+1 
a.s. (3.11) 
Moreover, in view of (2.1) and the fact that 1 g, 1 < 1 g, _ I I and H, = C: Ti T:, 
Lemma l(ii) implies that { g,<,,, n > m + 1) is a convergence system, where 
Therefore by Lemma 2 and (3.8), 
= 4(h(s,JY”ll g, I) a.s. 
From (3.11) and (3.12) the desired conclusion (3.10) follows. 1 
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In the rest of this section, we consider some implications of Lemma 1. 
Putting a, = g,, = 1 in Lemma 1 (i), we obtain the interesting property that 
successive averaging preserves convergence systems, i.e., 
{E,} is a convergence system +- {E-,} is a 
convergence system, (3.13) 
where we use the notation Cz, to denote the arithmetic mean n-’ C: a, of 
a, ,...1 a,. More generally, if { g, } is a sequence of constants such that 1 g, 1 is 
positive and non-increasing, then by Lemma l(i), 
{ g,e,} is a convergence system * 
{ g, E;, } is a convergence system. (3.14) 
In Lemma l(ii), setting 
Cni= TL+, n 2 m and i = l,..., n, (3.15) 
we can restate the result in the form 
{ g, En} is a convergence system * (3.16) 
lg. (i$, cniei)/(l + i e:i)“*,TZ>m/ is aconvergencesystem. 
It is easy to see that the triangular array {c,~: n > m, i = l,..., n} defined by 
(3.15) satisfies the equation 
<- 
,y cnicui = co,n+ I 
for all v > n > m. (3.17) 
Conversely, if {c,~) is a triangular array satisfying (3.17), then letting 
{T, ,..., T,} be a basis of Rm and defining inductively T,, + , = Cy= 1 c,,~ T, for 
n > m, it can be shown by induction on n that (3.15) holds with this choice 
of Tj. Hence Lemma 1 can be restated in terms of the simple condition 
(3.17) on the triangular array (c,,~] as follows: 
COROLLARY 1. Let { g,} be a sequence of constants such that ) g,l is 
positive and non-increasing. Let m be a positive integer, and let (c,~: n > m, 
i = I,..., n) be a triangular array of constants satisfying (3.17). Then (3.16) 
holds. In particular, if sup, )J: cii < 00 and {E,} is a convergence system, 
then {C;=l c,,~E~, n > m} is also a convergence system. 
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4. SPECIAL CLASSES OF CONVERGENCE SYSTEMS 
AND SOME APPLICATIONS OF THEOREM 3 
Theorem 1 is a special case of Theorem 3 with g, = 1 andf(t) = t 1 log t 1’ 
(0 < t < e-‘). The following corollary of Theorem 3 improves the result of 
Chen [5] on the strong consistency of the least squares estimate in the 
Gauss-Markov model, and we shall give a counter-example to show that 
condition (4.2) on the design constants in the corollary is in some sense 
minimal for the Gauss-Markov model. 
COROLLARY 2. With the same notation as in Theorem 1, let {Ei} be a 
sequence of random variables such that supi E 1 ci12 < 03 and E(E,EJ = 0 for 
all k # n. Then {&,/log n} is a convecgence system. Moreover, if lim,, 
v$’ = 0, then for every 6 > 1, 
bnj -pi = o( { v$’ I log v$’ Is}“2(log n)) 
Hence b, + /Ij a.s. if 
a.s. (4.1) 
21~~) = O((log n)-‘(log log n)-“) for some 6 > 1. (4.2) 
Proof. For every real sequence c, such that CF ci < co, since 
‘jJ,“(log n)’ E(c,s,/log n)2 < co, it follows from the convergence theorem for 
orthonormal random variables [ 13, p. 201 that Cp(cns,/log n) converges a.s. 
Hence {&,/log n} is a convergence system, and therefore (4.1) follows from 
Theorem 3 with f (1) = t /log t 1’. 1 
COUNTER-EXAMPLE. We now show that condition (4.2) in Corollary 2 
cannot be weakened to 
v!?’ = O((log n)-2(log log n)-‘), 
JJ (4.3) 
and therefore, a fortiori, the condition lim,+, vjj”’ = 0 is not sufficient for the 
strong consistency of b, in the Gauss-Markov model where the errors are 
assumed to be uncorrelated and to have zero means and common variance 
cr2 > 0. Consider the case p = 1 so that (1.1) reduces to yi = j3xi + si. 
Assuming that x, # 0, the least squares estimate b, of j3 can be expressed as 
where s, = t xf. 
1 
Suppose that Ix,) is decreasing and that xi N (log n)(log log n)/n as n + CQ. 
Then s, N (log n)*(log log n)/2, and therefore (4.3) holds since s, = l/v\;‘. 
Moreover, C;“(xJsi)’ (log i)’ = co, and hence by a theorem of Tandori 
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[ 1, p. 881, there exists a sequence {eni of orthogonal random variables such 
that E&f, = 1 for all n and 
c (xisi/si) is everywhere divergent. 
,3 
(4.5 ) 
By Lemma 3 below, (4.5) implies that (C;xisi)/s, diverges as., and 
therefore in view of (4.4), b, diverges as. 
LEMMA 3. Let {u,) be a sequence of random variables such that 
Eui < co and E(u, uk) = 0 for all n and for all k # n. Let U,, = C; Ui and 
s, = C: Euf . Assume that 
Then 
s, > 0 and lim s, = co. (4.6) n-m 
x (s,’ - s;J ,) U, converges a.s. 
n=m 
(4.7) 
Consequently, there exists an event Q, such that P(I2,) = 1 and 
I 
7 (u,/s,) converges 
n:nl I 
f7 G, = { U,/s, + 0) f7 R,, (4.8a) 
I 
\“- (u,/s,) diverges 
nzl I 
n f2, = (U,,/s, diverges} n 0,. (4.8b) 
ProoJ Equation (4.7) follows from 
since EU: = s,, 
= f I(%+* -Ms”+d2N 
n=m 
< 00, by Pringsheim’s theorem. 
Letting 52, = {Cz,,(s;’ - s(<‘,) Ui converges}, P(f2,) = 1 by (4.7). On Q,,, 
since 
c UJSi= UJS,- um-l/sm + 
n-1 
~~ (S;’ - S,~+‘l) Vi, 
i=m i?m 
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the convergence of xi”=,, uJsi is equivalent to the convergence of UJs,,. In 
this case, we must also have U,,/s, -+ 0 by Kronecker’s lemma. i 
The following corollary of Theorem 3 extends the results of Chen [6] 
dealing with independent errors .si such that Eei = 0 and SUpi E 1~~1” < co for 
some 1 < Y < 2. It also simplifies his conditions on the design constants xij. 
COROLLARY 3. With the same notation as in Theorem 1, let {E,} be a 
martingale dtflerence sequence such that sup,, E 1 E, Ir < 03 for some 1 < r < 2. 
If 
vg’ = 0(n- (2-r)/r(log n)-S) 
for some 6 > 2/r, then b,j + /Ij a.s.; in fact, 
(4.9) 
(4.10) 
Corollary 3 follows from Theorem 3 and the following lemma with g, = 
,-+“/2’(log n)-“2 and f(t) = t ] log t IA, where d + A = 6 and d > (2 - r)/r, 
A > 1. 
LE,MMA 4. Let 1 < r < 2. Let {E,} be a martingale dt@erence sequence 
such that sup,, E ) E, lr < co. Let { g,} be a sequence of constants such that 
Then { g,s,} is a convergence system. 
Proof. Let {a,} be a sequence of constants such that 2;” ai < co. By the 
Holder inequality, 
f Ia,g,I’< ?a: 
( 
r/2 00 
11 
(2-r)/2 
c I g”l2+r) 
1 1 1 I 
< 03. 
Hence 2;” E la,, g, E,]’ < co, and therefore C’p a, g,,e, converges a.s. by the 
convergence property of martingales [7, Corollary 51. I 
In the case where the E, are i.i.d., the assumption E ] E,] < co needed in 
Corollary 3 can be dropped; moreover, the requirement that 6 > 2/r in 
Corollary 3 can be weakened to 6 > 1. This is the content of the more 
general result which deals with the strong consistency of the least squares 
estimate in the i.i.d. model with infinite second moment. 
COROLLARY 4. Let a, b > 0 and let F: [a, 00) + [b, 00) be such that 
F(x) T 00 and x2/F(x) T a as xT~. (4.11) 
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Let G: [b, 00) --) [a, 00) denote the inverse F-’ of the function F. Let E, E, ,... 
be i.i.d. such that E{F(I&( V a)} < co, where x Vy = max{x,y}. 
(i) If E is symmetric, then 
{n”‘&,/G(n)} is a convergence system. (4.12) 
(ii) Zf EE = 0 and CbGkGn k/G*(k) = O(n’/G*(n)), then (4.12) still 
holds. 
(iii) IfJJkm_, k/G*(k) = O(n*/G*(n)), then (4.12) still holds. 
(iv) With the same notation as in Theorem 1, if (4.12) holds and 
vjjGo (& (log&l-6) (4.13) 
for some 6 > 1, then b, -/lj a.s.; in fact, 
b”j -pj= o((n-‘G*(n) u:;’ llog v~~)I’}“*) U.S. (4.14) 
Remark. In the case F(x) = xr (so that E 1 sir < co) with 0 < r < 2, 
(4.11) holds and G(x) =x . l/r Therefore (4.13) reduces to (4.9) in this case; 
however, we only require 6 > 1 (instead of 6 > 2/r in Corollary 3). Note that 
for the case r < 1 (so that (2 - r)/r > l), 
? k/G2(k) = ? k-(2-r”r = O(n*/G*(n)), 
k:n k=n 
while for the case r > 1, we have 
q1 k/G*(k) = e k-(2-r)‘r = O(n’/G*(n)). 
ke, k=l 
Another interesting application of Corollary 4 is the following. 
EXAMPLE. Let E have the Cauchy density w(z) = {lr(l + z*)}-‘, ---a, < 
z < 00. Then for every p > 1, E{F,(JeI)} < 03, where 
F,(x) =x/{log(l +x)}“, x > 0; F,(O) = 0. 
Clearly Fp satisfies (4.11). Since E is symmetric, it follows from 
Corollary 4(i) and (iv) that a sufficient condition for the strong consistency 
of b, in the regression model (1.1) with i.i.d. Cauchy errors .si is 
~$7) = O(n-‘(log n))“) for some 6 > 3. (4.15) 
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Proof of Coroflary 4. Condition (4.11) can be expressed as 
G(Y) T NJ and Y/G*(Y) 10 as ~fco. (4.16) 
Since CnabJ’[l%l > G(n)1 <Cn>6P[F(I~I) > nl <~E(F(I&I Vu)] < 00, it 
follows from the Borel-Cantelli lemma that P[le,\ > G(n) i.o.] = 0. 
Therefore to prove that {n”*c,/G(n)} is a convergence system, it suffkes to 
show that for m > b, 
1 a,(n”*/G(n)) E~Z~,,,, GGfnjl converges a.s. 
n=m 
(4.17) 
for every sequence of constants a, such that Cy ai < 03. Defining G(x) = a 
for x < b, we note that 
< F c&z/G*(n)) + G*(k) P[k - 1 < f’(I&l V a> & k] 
k?=ltl k:l 
= -? G*(k) P[k - 1 < F(~E / V a) < k] ] f &n/G*(n))/ 
k=l n=k 
= F O(kP[k- 1 < F(jE( v a) < k]), 
kyl 
by (4.16). 
In view of the finiteness of the above series and Kolmogorov’s three-series 
theorem, (4.17) holds if it can be shown that 
5 a,(n’/*/G(rt)) Ed,,, (ccnjl convews. 
n=l?l 
(4.18) 
If E is symmetric, (4.18) is trivial and therefore we have proved (i). To prove 
(ii), since EE = 0, (4.18) follows from 
< ?’ G(k+ l)P[k<F(IcIVu)<k+ l] 15 Iu,lnl’*/G(n)I <OS, 
&“, lI=lll 
noting that C!L,, I a, ( n”*/G(n) < (C;=, u~)~/*(C~+=; n/G*(n))“* = 
O(k/G(k + 1)). 
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To prove (iii), we obtain (4.17) from 
< ?- G(k)P[k-1 <F(I~l’.‘a)<k] 5 lanln”*/G(n> <co, 
I n=k I 
noting that c,“k 1 a, 1 n”*/G(n) < (cpz, af)“2(xF=k n/G’(n))“’ = 
O(k/G(k)). From (4.12) and Theorem 3, (iv) follows. m 
In time series analysis, a general class of random errors si for the 
regression mode1 (1.1) is defined by moving averages of the form E, = 
CE-m Cn-iuiy where {ui} is a martingale difference sequence such that 
Euf = rr2 ( co for all i and (ci} is a sequence of constants such that 
CZ, cf < co. This is called a linear process generated by the sequence { ui], 
and is wide-sense stationary. In [ 11, p. 3581, it is shown that if {E,} is a 
stationary Gaussian sequence with zero means and covariance function 
p(k) = EE, E, +k such that 
(p(k)] is non-increasing and z Ip( < co, (4.19) 
then {E,} is a convergence system and therefore Theorem 1 can be applied to 
show the strong consistency of b, under the assumption that v$” + 0. As is 
well known, such a Gaussian sequence {E,} can be expressed as a linear 
process generated by an i.i.d. sequence of standard normal random variables 
IA n, and {E, } has a continuous spectral density (cf. [ 121). The following 
corollary of Theorem 3 replaces assumption (4.19) by a weaker condition on 
the spectral density of {sn} and also replaces the restrictive Gaussian mode1 
by a general linear process generated by a martingale difference sequence. 
COROLLARY 5. With the same notation as in Theorem 1, let (6,) be a 
linear process generated by a martingale dlflerence sequence . . . . IA _ , , u,, , u, ,... 
such that Eui = o* ((co) for all n.Then {E,} is wide-sense stationary and 
has a spectral density v/. 
(i) Assume that sup,, E (u,Ip < o3 for some p > 2 and ess supO<B<Zn 
y(e) < 03. Iflim,+, u;;’ = 0, then b, + pj a.s. 
(ii) Assume that for some r > 1, Ii” v/‘(0) d8 < co and 
2~~~’ = O(n-“‘(log n)-“) forsomea> l+r-‘. (4.20) 
Then bnj-+/Ij a.s. 
332 GUI-JING, LAI, AND WE1 
The above result is an immediate consequence of Theorem 3 and the 
following lemma. 
LEMMA 5. With the same notation as in Corollary 5, let {g,) be a 
sequence of real constants. 
(i) If sup,, E IuJ < 00 for some p > 2 and ess sup0G8C2a w(B) < co, 
then {E,} is a convergence system. 
(ii) Zf for some r > 1, Ii” 1/(6’) d8 < co and Cf” 1 gnj2’ < 03, then 
{ gne,} is a convergence system. 
Proof: Part (i) has been established in [ 121. To prove (ii), as has been 
shown in [ 121, the condition (i” r/(19) d0 < co implies that 2;” C,E, 
converges a.s. for every sequence of constants c, such that 
(4.21) 
Let a,, be a sequence of constants such that C;” ai < co. By the Holder ine- 
quality, 
and therefore (4.21) holds with c, = a,, g,. Hence C;* a, gne, converges 
a.s. I 
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