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Abstract: A novel strategy to the development of digital pole-zero approximations to 
fractional-order integrators and differentiators is presented here. The scheme is based in 
the signal modeling techniques applied to deterministic signals, namely the Padé, the 
Prony and the Shanks methods. It is shown that the illustrated algorithms yield good 
results both in the time and the frequency domains. Moreover, they are capable to give 
superior approximations than other existent approaches, namely the widely used CFE 
method. Several examples are given that demonstrate the effectiveness of the proposed 
techniques. Copyright © 2005 IFAC
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1. INTRODUCTION 

Fractional calculus (FC) deals with derivatives and 
integrals to an arbitrary order (i.e., rational, irrational 
or even complex order) (Oldham and Spanier, 1974). 
This area of mathematics emerged at the same time 
as the classical differential calculus, three centuries 
ago. However, its inherent complexity postponed the 
application of the associated concepts. Nowadays, the 
FC theory is applied in almost all the areas of science 
and engineering (Oustaloup, 1995; Podlubny, 1999; 
Hilfer, 2000) being recognized its ability to better 
modeling and control many dynamical systems. 
In what concerns the area of control systems the 
application of the FC concepts is still scarce and only 
in the last two decades appeared the first 
applications. Oustaloup (1995) introduced the 
fractional-order algorithms for the control of dynamic 
systems and demonstrated the superior performance 
of the CRONE (French abbreviation for Commande 
Robuste d’Ordre Non Entier) controller over the PID 
controller. More recently, Podlubny (1999) proposed 
a generalization of the PID controller, namely the 
PIODP controller, involving an integrator of order O
and differentiator of order P (the orders O and P may 
assume real noninteger values). He also demonstrated 
the better response of this type of controller, in 
comparison with the classical PID controller, when 
used for the control of fractional-order systems. The 
transfer function of the PIODP is given by 
K (1+1/TisO+TdsP), where O and P are positive real 
numbers; K is the proportional gain, Ti the integral 
time constant and Td the derivative time constant. 
Clearly, taking (O, P) = {(1, 1); (1, 0); (0, 1); (0, 0)} 
we obtain the classical {PID, PI, PD, P} controllers, 
respectively. All these classical types of PID-
controllers are the particular cases of the fractional 
PIODP-controller. However, the PIODP-controller is 
more flexible and gives the possibility of adjusting 
more carefully the dynamical properties of a 
fractional-order control system. 
The simplest and most straightforward method to 
compute the fractional derivative and integral of 
order D of the function f(t), DD f(t) (D is a real 
number), is the application of the Grünwald-Letnikov 
(GL) definition: 
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In control systems, we usually adopt the Laplace 
s-domain. The Laplace transform of DD f(t), under 
null initial conditions, is given by (Podlubny, 1999): 

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
In general, the discretization of the fractional-order 
operator sD (D is a real number) can be expressed by 
the so-called generating function s = Z(z1) (Vinagre, 
et al., 2000; Chen and Moore, 2002). Table 1 lists 
three of the most commonly used discretization 
schemes, namely the trapezoidal (Tustin) rule, the 
backward difference (Euler) rule, and the more 
recently introduced Al-Alaoui operator, which is 
obtained by the stable inversion of the weighted sum 
of the Tustin integration rule and the Euler 
integration rule (Al-Alaoui, 1993).
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There are several different ways for obtaining digital 
approximations from the irrational generating 
functions listed in Table 1. One way is to perform a 
power series expansion (PSE), which leads to 
approximations in the form of polynomials (FIR 
filters) (Machado, 2001). For example, by doing so, 
over the backward difference (Euler) rule, 
Z(z1) = (1z1)/T, gives the discretization formula for 
the GL definition (1). Another possible way is to 
obtain rational approximations (IIR filters) by 
application of the continued fraction expansion (CFE) 
method (Vinagre, et al., 2000; Chen and Moore, 
2002). It is well known that rational approximations 
frequently converge faster than polynomial 
approximations and have a wider domain of 
convergence in the complex plane. In the work that 
follows, we develop rational approximations of the z
variable to fractional-order integrators and 
differentiators, H(z1), of the form: 
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where P and Q are the polynomials of degree m and n,
respectively, and HD(z1) represents one of the 
fractional generating functions listed in Table 1. 
In this paper we present a novel algorithm for 
obtaining digital pole-zero approximations to 
fractional-order integrators and differentiators of type 
(3). The new approach adopts techniques used in the 
signal modeling of deterministic signals, namely the 
Padé, the Prony and the Shanks methods. The process 
for obtaining an approximation can be synthesized in 
the following steps: i) discretize the fractional-order 
operator sD using one of the listed generating functions, 
ii) obtain the impulse response of the discretized 
fractional-order operator using the PSE method (i.e.,
Taylor series), and iii) apply the signal modeling 
techniques of Padé, Prony or Shanks between the 
impulse responses of the digital fractional-order 
operator and the desired pole-zero approximation. The 
proposed strategy represents an alternative form to 
other existent methods, namely the widely used CFE 
method. 
Bearing these ideas in mind, the paper is organized as 
follows. Section 2 derives the impulse responses of the 
Euler, Tustin and Al-Alaoui generating functions. 
Section 3 gives an introduction to the problem and 
develops the signal modeling techniques of Padé, 
Prony and Shanks, in order to get pole-zero 
approximations to fractional-order operators. Section 4 
presents some illustrative examples showing the 
effectiveness of the proposed strategy. Finally, section 
5 draws the main conclusions. 
2. IMPULSE RESPONSE OF DIGITAL 
FRACTIONAL-ORDER INTEGRATORS AND 
DIFFERENTIATORS
The impulse response of the Euler generating function,
EhD(k), is obtained by taking the power series 
expansion (PSE) over EHD(z1). By doing so, it gives: 
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Then, its impulse response, EhD(k), is (k t 0): 
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Proceeding in the same manner for the Tustin and the 
Al-Alaoui generating functions, THD(z1) and AHD(z1), 
respectively, we have: 
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Hence, their respective impulse responses, ThD(k) and 
AhD(k), are given as (k t 0): 
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Notice that the PSE method leads to impulse 
sequences of infinite duration. For a practically 
realizable form we need to truncate these sequences 
yielding approximations in the form of finite impulse 
responses (FIR filters). 
3. SIGNAL MODELING 
The pole-zero approximation H(z1) (IIR filter) to be 
designed has the form: 
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where m d n. The impulse response h(k) is related to 
H(z1) by the Z-transform: 
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The pole-zero approximation (10) has m + n + 1 
parameters, namely the coefficients ak (k = 1, …, n)
and bk (k = 0, …, m), which can be selected to 
minimize some error criterion. Usually, we adopt the 
least-squares (LS) method in order to minimize the 
error eLS(k) = hD(k)  h(k), as shown in Fig. 1: 
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where N is the number of impulse values used in the 
summation. However, the LS approach leads to a 
non-linear problem for the model parameters (ak, bk),
which requires the solution of a set of nonlinear 
equations. 
If we rewrite (10) as H(z)A(z) = B(z), and assuming 
that hD (k) is given approximately by the impulse 
response  of H(z1),   one  can  write  the  time-domain 
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Fig. 1. Least-squares (direct) method for signal 
modeling. 
equation of (10) as:
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This gives a set of linear equations, which can be used 
in different ways to solve for the coefficients ak and bk.
Our objective is to use simple (indirect) methods that 
can handle more easily the determination of the model 
parameters. In this perspective, this study considers 
three linear suboptimal solutions: the Padé 
approximation, the Prony’s method and the Shanks’ 
method (Hayes, 1996; Barbosa, et al., 2004). In the 
sequel we describe these methods, for which it is 
assumed that hD(k) = 0 for k < 0 (i.e., a causal 
system). 
3.1 Padé Approximation
The Padé approximation method yields a pole-zero 
model that have an exactly fit to hD(k) for the first 
m + n + 1 values of k. Then, Eq. (13) becomes: 
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Two steps are used to solve for ak and bk:
1) Determine ak using the last n equations in the lower 
part of system (14), i.e., in matrix form: 
2 21 H a h (15)
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n nH u\  is a non-symmetric Toeplitz matrix. If H2
is nonsingular, ak are uniquely determined by: 
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2) With ak given, solve for bk using the first (m+1)
equations of system (14), i.e., in matrix form: 
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3.2 Prony’s Method
Prony’s method differs from the Padé approximation 
method in the form of finding the denominator 
coefficients ak (k = 1, 2, …, n) (Fig. 2). These are 
determined by LS minimization of the error 
eP(k) = ak*hD(k)  bk (where the symbol * denotes 
convolution), which for k = m+1, }, N1 becomes: 
     
1
n
P i
i
e k h k a h k iD D
 
  ¦ (18)
kb
 h kD
 A z
ˆ
kb  Pe k

Fig. 2. Prony’s method for signal modeling. 
Two steps are used to solve for ak and bk:
1) Determine ak by setting the error eP(k) = 0 in (18) 
and writing these equations in matrix form: 
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cannot be solved exactly. Therefore, we find the LS 
solution by solving the normal equations:
 2 2 2 21T T H H a H h (20)
If  2 2T n nuH H \  is nonsingular then the optimum 
coefficients ak are given by: 
  12 2 2 21T T a H H H h
2 21
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whereH2+ = (H2TH2)1H2T is the pseudoinverse of H2.
2) With ak given, determine bk using the same way as 
in the Padé approximation method (step 2), i.e. by 
an exact fit over the interval [0, m]. 
3.3 Shanks’ Method
Shank’s method provides an alternative to Prony’s 
method of finding the numerator coefficients bk
(k = 0, 1, …, m) (Fig. 3). Instead of forcing an exact fit 
for the first m+1 values of the impulse response, it 
performs a least squares minimization of the error 
eS(k) = hD(k)  Ʃ(k) over the interval [0, N1]: 
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Fig. 3. Shanks’ method for signal modeling. 
Two steps are used to solve for ak and bk:
1) Determine ak in the same way as in Prony’s 
method (step 1), i.e., by LS fit over the interval 
[m+1, N1]. 
2) With ak given, determine bk following the sequence 
illustrated in Fig. 3: 
a) Compute the impulse response g(k) of the filter 
1/A(z) using, for example, the recursion: 
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with g(k) = 0  for k < 0. 
b) Solve for bk by setting the error eS(k) = 0 in (22) 
and writing these equations in matrix form: 
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linear equations: 
 T T G G b G h (25)
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1 1m mT  u G G \  is nonsingular then the 
optimum coefficients bk are given by: 
  1T T b G G G h
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where G+ = (GTG)1GT is the pseudoinverse of G.
4. ILLUSTRATIVE EXAMPLES 
In this section we use the signal modeling techniques 
described in the previous section to develop digital 
pole-zero approximations to sDfor D  r1/2, and 
sampled at T = 0.01 s. It is adopted an impulse 
sequence length of N = 1000. Moreover, in practice, 
we normally set m = n (Vinagre, et al., 2000; Chen and 
Moore, 2002; Barbosa, et al., 2004) because the case 
of m < n leads to inferior results. 
Fig. 4 depicts the Bode plots and the unit step 
responses of the approximations to Tustin operator for 
D = 1/2, N = 1000 and m = n = 1, 3, …, 9. For 
comparison purposes, we also plot the curves of the 
pole-zero approximation obtained by the Padé (or the 
CFE) method for m = n = 5, G5(z1). As can be 
observed, the approximations are well fitted in the 
ideal responses (dotted lines) both in the frequency and 
the time responses. We also verify that Prony’s 
approximation performs a better fitting in the low 
frequency range (steady-state time response) than the 
Padé (or the CFE) approximation. This may be 
justified by the fact that Prony’s method performs a LS 
fitting over a wide range of impulse samples (e.g., for 
[m+1, N1]), while the Padé method produces an exact 
fit for the first m+n+1 samples of the impulse 
response, with any guarantee about the accuracy of the 
approximation for k > m+n.
Fig. 5 shows the distribution of zeros and poles of the 
approximations to Tustin operator for D = 1/2, 
N = 1000 and m = n = 1, 2, …, 9. We observe that the 
approximations satisfy two desired properties: (i) all 
the poles and zeros lie inside the unit circle, and (ii)
the poles and zeros are interlaced along the segment of 
the real axis corresponding to z  (1, 1). 
To further illustrate the effectiveness of the proposed 
techniques, the approximations are used to calculate 
the differintegral of the unit step function that occurs 
at t = t0, u(tt0), and the sine function s(t):
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Fig. 4. Bode plots and unit step responses of Prony’s 
approximation to Tustin operator for D = 1/2, 
N = 1000, T = 0.01 s and m = n = 1, 3, …, 9. G5(z)
is the CFE (or the Padé) approximation. 
H1
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H2
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H3
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H4
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H5
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H6
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H7
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H8
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
H9
Real Axis
Im
ag
 A
xis
Ŧ1 0 1
Ŧ1
0
1
Fig. 5. Pole-zero maps of the Prony’s approximation 
to Tustin operator for D = 1/2, N = 1000,
T = 0.01 s and m = n = 1, 2, …, 9.
     
The differintegral of the unit step function u(tt0) is 
given by (Podlubny, 1999): 
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The sine function s(t) is calculated for the 
semiderivative (D = 1/2) and semiintegral (D = 1/2) 
(Oldham and Spanier, 1974): 
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where f() and g() are the auxiliary Fresnel integrals 
(Abramowitz and Stegun, 1974). In (30) and (31), the 
first and second terms represent the steady-state and 
the transient responses, respectively. 
Figs. 6 and 7 show the semiintegral (D = 1/2) and 
semiderivative (D = 1/2) of the functions u(t1) and 
s(t) calculated with the Shanks’ and the Prony’s 
approximations, respectively. Once more, we can see 
the effectiveness of the approximations fitting the 
ideal curves (dotted lines). Obviously, we may tune 
the order m = n of the approximation along with the 
sampling period T to get better agreement between 
the two curves (the ideal and the calculated). 
5. CONCLUSIONS 
We have described the application of the signal 
modeling techniques for deterministic signals in the 
design of digital pole-zero approximations (IIR 
filters) to fractional-order integrators and 
differentiators. The resulting approximations are 
causal, stable and minimum-phase suitable for a 
real-time implementation. The illustrated techniques 
of Padé, Prony and Shanks yield good 
approximations both in the time and the frequency 
domains. Moreover, it can produce superior 
approximations than other existent methods, namely 
the widely used CFE method. The Padé and the CFE 
methods produce the same pole-zero approximation 
(m = n). Some examples are given that shows the 
effectiveness of the proposed techniques. 
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Fig. 6. The semiintegral (D = 1/2) and 
semiderivative (D = 1/2) of unit step function 
u(t1) calculated with Shanks’ approximation to 
Al-Alaoui operator for N = 1000, T = 0.01 s and 
m = n = 7. 
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Fig. 7. The semiintegral (D = 1/2) and 
semiderivative (D = 1/2) of sine function s(t)
calculated with Prony’s approximation to Euler 
operator for N = 1000, T = 0.01 s and m = n = 7.
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