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Abstract
In the paper, we discuss the relaxation limit of a bipolar isentropic hydrodynamical models for semicon-
ductors with small momentum relaxation time. With the help of the Maxwell iteration, we prove that, as the
relaxation time tends to zero, periodic initial-value problems of a scaled bipolar isentropic hydrodynamic
model have unique smooth solutions existing in the time interval where the classical drift-diffusion model
has smooth solutions. Meanwhile, we justify a formal derivation of the corresponding drift-diffusion model
from the bipolar hydrodynamic model.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The mathematical modelling of semiconductors takes an important place in the fields of
applied and computational mathematics. It ranges from kinetic transport equations for charge
carriers (electrons and holes) to fluid dynamical models. The kinetic model consists of classi-
cal models in the description of motion of particle ensembles based on Newton’s second law
applied to ballistic transport and scattering events of the charge currents, semiclassical models
with additional consideration of crystal lattice effects, and quantum mechanical models on other
shorter scales. The typical semiclassical model is the Boltzmann equation. Fluid dynamical mod-
els can be derived from kinetic models. Particularly, applying the moment method to the bipolar
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drodynamical models. From more details on the semiconductor devices and the relations among
these various models, we can see [6,16]. In the paper, we are interested in the case of two carrier
types (i.e., electrons and holes) in the same hydrodynamic model where the equations of energy
conservation are eliminated by assuming a pressure-density relation. After proper scaling, the
multidimensional isentropic bipolar hydrodynamic model governed by the form of compress-
ible Euler–Poisson system with frictional damping term added to the momentum equations is
described as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn+ 1

div(nu) = −R(n,m),
∂t (nu)+ 1

div(nu⊗ u)+ 1

∇p(n) = n∇φ

− nu
2
,
∂tm+ 1

div(mv) = −R(n,m),
∂t (mv)+ 1

div(mv ⊗ v)+ 1

∇q(m) = −m∇φ

− mv
2
,
λ2φ = n−m− b(x),
(1.1)
where n,u,m,v and φ denote the electron density, the electron velocity, the hole density, the hole
velocity and the electrostatic potential, respectively. The coefficient  and λ are the momentum
relaxation time and the Debye length, respectively. p(n), q(m) are two given strictly increasing
functions and denote the pressures. The function b(x) stands for the prescribed density of positive
charged background ions (doping profile). R(n,m) is the recombination–generation rate, and has
different forms in various models. Generally speaking,
R(n,m) = G(n,m)− F(n,m),
where G denotes the recombination rate and F the generation rate. Since we focus on the diffuse
relaxation limit, we can assume R(n,m) = 0 and λ = 1. Then, we can rewrite (1.1) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn+ 1

div(nu) = 0,
∂t (nu)+ 1

div(nu⊗ u)+ 1

∇p(n) = n∇φ

− nu
2
,
∂tm+ 1

div(mv) = 0,
∂t (mv)+ 1

div(mv ⊗ v)+ 1

∇q(m) = −m∇φ

− mv
2
,
φ = n−m− b(x).
(1.2)
Note that the scaling
t = t˜
converts (1.2) back into the original bipolar isentropic model in [6,16] with t˜ as its time variable.
The scaled-time variable t was first introduced in [17] to study the relation between the isentropic
hydrodynamical and drift-diffusion models.
Recently, many efforts were made for unipolar isentropic and nonisentropic hydrodynamic
equations of semiconductors (one carrier type), on the whole position space or spatial bounded
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well-posedness of steady-state solutions [3,4] and their stability [23], global existence of clas-
sical [10,13] and/or entropy weak solutions [7,8,15,22], large time behaviour of solutions and
zero relaxation limit problems [11,12,17], etc. However, the study of bipolar hydrodynamical
semiconductor equations is far from being good. Natalini [17], and Hsiao and Zhang [7,8] es-
tablished the global entropic weak solutions in the framework of compensated compactness on
the whole real line and spatial bounded domain, respectively. Zhu and Hattori [23] proved the
stability of steady-state solutions for a recombined bipolar hydrodynamical model. Paper [1]
studied the global smooth solutions for multidimensional hydrodynamic models for two-carrier
plasma. Gasser, Hsiao and Li [5] investigated the large time behavior of solutions of the bipolar
model basing on the fact that the frictional damping will cause the nonlinear diffusive phenom-
ena of hyperbolic waves. Moreover, it is well known from [6,16] that the bipolar isentropic
hydrodynamical model describes some physical phenomena not accounted for in the classical
drift-diffusion model. However, based on the previous results in [11,12,17], we expect that the
two models give similar results when  small, which can be seen formally as follows. Applying
the Maxwell iteration to the momentum equations in (1.2) give
nu = −∇p(n)+ n∇φ −  div(nu⊗ u)− 2∂t (nu)
= −∇p(n)+ n∇φ +O(2)
and
mv = −∇q(m)− n∇φ −  div(mv ⊗ v)− 2∂t (mv)
= −∇q(m)− m∇φ +O(2).
Substituting these truncations nu = −∇p(n) + n∇φ and mv = −∇q(m) − m∇φ into the
mass equations in (1.2), we arrive at the bipolar drift-diffusion model⎧⎨
⎩
∂tn = p(n)− div(n∇φ),
∂tm = q(m)− div(m∇φ),
φ = n−m− b(x),
(1.3)
this is a parabolic–elliptic system, provided that p′(n), q ′(m) > 0.
The goal of this paper is to justify the above formal derivation of the drift-diffusion mod-
els for periodic IVPs (initial-value problems) with an emphasis on several space dimensions.
In one- and multi-space dimension, the above limit problem for unipolar isentropic hydrody-
namic models has been investigated by in the compactness frameworks for nonsmooth solutions
of conservation laws, see [7–9,11,17]. Paper [21] has just been studied for corresponding mul-
tidimensional models for local smooth isentropic inspired by the Maxwell iteration. As to the
bipolar models, the authors considered the corresponding bipolar model with x in a bounded
domain, assumed the existence of L∞-solutions in an -independent time interval, and justified
the relaxation limit in a compactness framework [12] for nonsmooth solutions. Finally, we also
know that the phenomenon of relaxation is important in many physical situation involving var-
ious nonequilibrium process. For example, important examples occur in inviscid gas dynamics
with relaxation, in traffic flow, magnetohydrodynamic kinetic theories (both discrete velocity
models and moment closure systems), extended thermodynamics, nonlinear optics, numerics of
conservation laws, and so on. There is a lot of literature about relaxation limit for the inviscid
gas dynamics with relaxation, see [2,9,18–20].
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the bipolar isentropic hydrodynamical model for semiconductors. Precisely, we assume that the
drift-diffusion model (1.3) has a smooth solution (n,m,φ) with initial data (n(x,0),m(x,0)) =
(n0(x),m0(x)). Inspired by the iteration above, we construct a formal approximation
n = n, m = m, nu = n∇φ − ∇p(n),
mv = −m∇φ − ∇q(m), φ = φ, (1.4)
for the solution (n, u,m, v,φ) of (1.2) with initial data⎧⎪⎪⎨
⎪⎪⎩
n(x,0) = n0(x), u(x,0) = ∇φ(x,0)− ∇p(n0)
n0
,
m(x,0) = m0(x), v(x,0) = −∇φ(x,0)− ∇q(m0)
m0
.
(1.5)
(Note that these initial data are in equilibrium. As to more general periodic initial data,
we will consider it in a forthcoming paper.) Then we use energy methods to prove that
(n, u,m, v,φ) exists in the finite time interval where n and m are well defined and can
be expressed as(
n,u,m, v,φ
)= (n, u,m, v,φ)+O(2) (1.6)
in the Sobolev space Hs(T d) with s > d/2 + 1. Furthermore, our conclusion implies that if the
bipolar drift-diffusion model has a global smooth solution with n and m having a positive lower
bound, then for any T > 0 there exists 0 > 0 such that the bipolar isentropic hydrodynamical
model has a unique smooth solution up to the time T when  < 0. See Theorem 4.1 in Section 4
for details.
Remark 1.1. This work can be regarded as a contribution to the theory of diffusive limits for
hyperbolic problems in to that for the hyperbolic–elliptic coupled systems. Another limit problem
for the hydrodynamical models is the large time behavior of the solutions (see [10]), where
stationary, instead of time-dependent, solutions of the drift-diffusion models are involved.
Remark 1.2. Due to the bipolar influence, we need to consider the interactions between n and m
through the Poisson equation. Because of these effects, some key estimates in [21] have to be
reconsidered, and our analysis depends heavily on the special nonlinear structure of the isentropic
hydrodynamical models (see the proofs of Lemmas 4.2 and 4.3 in Section 4).
This paper is organized as follows. In Section 2 we rewrite the bipolar isentropic hydrody-
namical model as a symmetrizable hyperbolic system and derive the convergence-stability result.
Section 3 is devoted to the formal approximation (1.6). In Section 4 we prove the validity of the
formal approximation and conclude the existence of the solution to (n, u,m, v,φ) in the
time interval where n and m are well defined.
Notations. |U | denotes some norm of a vector or matrix U . L2 = L2(T d) is the space of square
integrable (vector- or matrix-valued) functions on the d-dimensional unit torus Ω = (0,1]d . For
a nonnegative integer s, Hs(T d) is defined as the space of functions whose distribution deriv-
atives of order  s are all in L2. We use ‖U‖s to denote the standard norm of U ∈ Hs , and
‖U‖ ≡ ‖U‖0. When A is a function of another variable t as well as x, we write ‖A(·, t)‖s to
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we denote by C([0, T ],X) (respectively C1([0, T ],X)) the space of continuous (respectively
continuously differentiable) functions on [0, T ] with values in a Banach space X.
2. Preliminaries
In this section, we write the bipolar isentropic hydrodynamic semiconductor models as sym-
metrizable hyperbolic systems and review the convergence-stability lemma which is motivated
by [20]. To begin with, we recall the following elementary fact, which can be easily proven by
using Fourier series.
Proposition 2.1. ∇−1 is a bounded linear operator on L2(T d).
It is this proposition that requires the initial data to be periodic.
Now we write (1.2) as a symmetrizable hyperbolic system. To do this, we introduce two
enthalpies g = g(n) for n > 0 and h = h(m) > 0 defined for m> 0, which satisfy
g′(n) = p
′(n)
n
, h′(m) = q
′(m)
m
.
Since p(n) and q(m) are strictly increasing, so are g(n) and h(m). Thus g(n) and h(m) have
inverse functions n = n(g) and m = m(h).
Then, for smooth solutions, (1.2) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
p′
(
n(g)
))−1(
∂tg + 1

u · ∇g
)
+ 1

divu = 0,
∂tu+ 1

u · ∇u+ 1

∇g = ∇φ

− u
2
,
(
q ′
(
m(h)
))−1(
∂th+ 1

v · ∇h
)
+ 1

divv = 0,
∂t v + 1

v · ∇v + 1

∇h = −∇φ

− v
2
,
φ = n(g)−m(h)− b(x),
(2.1)
or
∂t
⎛
⎜⎜⎜⎝
g
u
h
v
⎞
⎟⎟⎟⎠+ 1
d∑
j=1
Aj(g,u,h, v)∂xj
⎛
⎜⎜⎜⎝
g
u
h
v
⎞
⎟⎟⎟⎠
= 1
2
⎛
⎜⎜⎜⎝
0
∇−1(n(g)−m(h)− b(x))− u
0
−∇−1(n(g)−m(h)− b(x))− v
⎞
⎟⎟⎟⎠ , (2.2)
where
A0(g,h) = diag(A0g,A0h), (2.3)
A0g = diag
((
p′
(
n(g)
))−1
, Id
)
,
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((
q ′
(
m(h)
))−1
, Id
)
,
Aj (g,u,h, v) = diag
(
A−10g Cj + uj Id+1,A−10h Dj + vj Id+1
)
, (2.4)
and Ik denotes the unit matrix of order k, uj and vj are the j th component of u,v, Cj ,Dj are
constant symmetric matrixes, and the first elements C11j of the first row of Cj is zero, the first
elements D11j of the first row of Dj is zero. Thus, (2.2) is a symmetrizable hyperbolic system
with A0(g,h) the symmetrizer.
Thanks to Proposition 2.1, the local-in-time existence theory for periodic IVPs of first-order
symmetrizable hyperbolic system can be well applied to (2.2). Moreover, we recall the conver-
gence stability lemma in [18,20] for general singular limit problems of IVPs for quasi-linear
first-order symmetrizable hyperbolic systems depending (singularly) on parameters  in several
space variables⎧⎪⎪⎨
⎪⎪⎩
Ut +
d∑
j=1
Aj(U, )Uxj = Q(U,),
U(x,0) = U(x),
(2.5)
here  represents a parameter in a topological space, Aj(U, ) (j = 1,2, . . . , d) and Q(U,)
are sufficiently smooth functions of U ∈ G ⊂ Rn, and U(x, ) is periodic in x with period
(1,1, . . . ,1) ∈Rd .
Assume U(x, ) ∈ G0 G for all (x, ) and U(x, ) ∈ Hs with s > d2 + 1 an integer. Fix ,
according to the local existence theory for IVPs of symmetrizable hyperbolic systems (see The-
orem 2.1 in [14]), there is a time interval [0, T ] so that (2.5) has a unique Hs solution
U ∈ C([0, T ],H s).
Define
T = sup
{
T > 0: U ∈ C([0, T ],H s)}.
Namely, [0, T) is the maximal time interval of Hs existence. Note that T depends on G and
may tends to zero as  goes to a certain singular point, say 0.
In order to show that lim→0 T > 0, which means the stability (see [18,20]), we make the
following assumption.
Convergence assumption. There exist T∗ > 0 and U ∈ L∞([0, T∗],H s) for each , satisfying⋃
x,t,
{
U(x, t)
}
G,
such that for t ∈ [0,min{T∗, T}),
sup
x,t
∣∣U(x, t)−U(x, t)∣∣= o(1), sup
t
∥∥U(x, t)−U(x, t)∥∥s = O(1)
as  tends to the singular point.
With such a convergence assumption, we are in a position to state the following fact estab-
lished in [20].
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the convergence assumption holds. Let [0, T) be the maximal time interval such that (2.5) has a
unique Hs -solution U ∈ C([0, T],H s). Then
T > T∗
for all  in a neighborhood of the singular point.
Thanks to Lemma 2.2, our task is reduced to finding U(x, t) such that the convergence as-
sumption holds. Below, we will use this lemma with G replaced by its compact subsets.
3. Formal approximations
In this part, we propose a construction of the approximation U in the convergence assumption
for the bipolar isentropic hydrodynamic model (2.5). Let n and m solve the IVPs of the bipolar
drift-diffusion model or⎧⎪⎨
⎪⎩
∂tn = p(n)− div
(
n∇−1(n−m− b(x))),
∂tm = q(m)+ div
(
m∇−1(n−m− b(x))),(
n(x,0),m(x,0)
)= (n0(x),m0(x)).
(3.1)
Inspired by the Maxwell iteration, we take⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
n = n,
u = ∇−1
(
n−m− b(x))− ∇p(n)
n
,
m = m,
v = −∇−1
(
n−m− b(x))− ∇q(m)
m
.
(3.2)
Define
R1 = ∂tu + (u · ∇)u/

= ∂t
(∇−1(n−m− b)− ∇g)
+ ((∇−1(n−m− b)− ∇g) · ∇)(∇−1(n−m− b)− ∇g) (3.3)
and
R2 = ∂tv + (v · ∇)v/

= ∂t
(∇−1(n−m− b)+ ∇h)
+ ((∇−1(n−m− b)+ ∇h) · ∇)(∇−1(n−m− b)+ ∇h). (3.4)
Then we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + 1

div(nu) = 0,
∂t (nu)+ 1

div(nu ⊗ u)+ 1

∇p(n) = n∇
−1(n −m − b)

− nu
2
+ nR1,
∂tm + 1

div(mv) = 0,
∂t (mv)+ 1

div(mv ⊗ v)+ 1

∇q(m)
= −m∇
−1(n −m − b) − mv2 + mR2, 
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
p′
(
n(g)
))−1(
∂tg + 1

u · ∇g
)
+ 1

divu = 0,
∂tu + 1

(u · ∇)u + 1

∇g = ∇
−1(n −m − b)

− u
2
+ R1,
(
q ′
(
m(h)
))−1(
∂th + 1

v · ∇h
)
+ 1

divv = 0,
∂tv + 1

(v · ∇)v + 1

∇h = −∇
−1(n −m − b)

− v
2
+ R2.
(3.5)
Regarding (n, u,m, v), we have the following regularity result.
Lemma 3.1. Let s > d2 be an integer. Assume p,q ∈ C∞(0,∞), p′(n), q ′(m) > 0. If n,m ∈
C([0, T∗],H s) ∩ C1([0, T∗],H s−1) have positive lower bound, then so do g = g(n) and h =
h(m). Moreover, if b(x) ∈ Hs−1, then (u, v) ∈ C([0, T∗],H s−1) ∩ C1([0, T∗],H s−2) and
R1,R2 ∈ C([0, T∗],H s−2) in case s > d2 + 1.
The proof of this lemma is based on the well-known calculus inequalities in Sobolev spaces,
which we state here for further reference and for the convenience of the readers.
Lemma 3.2. (See, e.g., [14].) Let s, s1, and s2 be three nonnegative integers and s0 = [d/2] + 1.
1. If s3 = min{s1, s2, s1 + s2 − s0} 0, then Hs1Hs2 ⊂ Hs3 . Here the inclusion symbol implies
the continuity of the embedding.
2. Suppose s  s0 + 1, U ∈ Hs , and V ∈ Hs . Then for all multi-indices α with |α|  s,
∂α(UV )−U∂αV ∈ L2 and∥∥∂α(UV )−U∂αV ∥∥Cs‖U‖s‖V ‖|α|−1. (3.6)
3. Suppose s  s0,A ∈ Csb(G), and V ∈ Hs(Ω,G). Then A(V (·)) ∈ Hs and∥∥A(V (·))∥∥ Cs |A|s(1 + ‖V ‖ss). (3.7)
Here and below Cs denotes a generic constant depending only on s and d , and |A|s stands for
supU∈G, |α|s |∂αUA(U)|.
4. The main result
Having constructed the formal approximation (n, u,m, v) for the periodic IVPs of the
bipolar isentropic hydrodynamical model (2.2), we prove here the validity of the approximation
under some regularity assumptions on the given data and an existence result for the IVP. The
main result of this paper is stated as follows.
Theorem 4.1. Let s > d2 + 1 be an integer. Suppose p,q ∈ C∞(0,∞), p′(n), q ′(m) > 0, b(x) ∈
Hs(Rd), and that the drift-diffusion model (3.1) has a solution (n,m) ∈ C([0, T∗],H s+2) ∩
C1([0, T∗],H s+1) with a positive lower bound.
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⎪⎪⎪⎪⎪⎪⎪⎩
g(x,0) = g(n(x,0)),
u(x,0) = ∇−1(n(x,0)−m(x,0)− b(x))− ∇p(n(x,0))
n(x,0)
,
h(x,0) = h(m(x,0)),
v(x,0) = −∇−1(n(x,0)−m(x,0)− b(x))− ∇q(n(x,0))
n(x,0)
(4.1)
has a unique solution (n, u,m, v) ∈ C([0, T∗],H s), and there exists a constant K > 0, inde-
pendent of  but dependent on T∗ < ∞, such that
sup
t∈[0,T∗]
∥∥(n − n,u − u,m −m,v − v)∥∥s K2. (4.2)
Proof. Since (n,m) ∈ C([0, T∗],H s+2) ∩ C1([0, T∗],H s+1) with a positive lower bound, there
are two positive numbers a and b such that g(n) and h(m) take values in [a, b]. Denote by
[0, T) the maximal time interval where the symmetrizable hyperbolic system (2.2) with the
initial data (4.1) has a unique Hs -solution (g, u, h, v) with (a, b) ×Rd × (a, b) ×Rd ≡ G.
Thanks to Lemma 2.2, it suffices to prove the error estimate in (4.2) for t ∈ [0,min{T∗, T}).
To this end, we set
E =
⎛
⎜⎜⎜⎝
g − g
u − u
h − h
v − v
⎞
⎟⎟⎟⎠≡
⎛
⎜⎜⎜⎝
Eg
Eu
Eh
Ev
⎞
⎟⎟⎟⎠ .
From the equations in (2.2) and (3.5), it follows that the error E satisfies
Et + 1

d∑
j=1
Aj
(
g,u, h, v
)
Exj
= − 1
2
⎛
⎜⎜⎜⎝
0
Eu
0
Ev
⎞
⎟⎟⎟⎠+ 1
⎛
⎜⎜⎜⎝
0
∇−1(n(g)− n(g)− (m(h)−m(h)))+ 2R1
0
−∇−1(n(g)− n(g)− (m(h)−m(h)))+ 2R2
⎞
⎟⎟⎟⎠
+ 1

d∑
j=1
[
Aj
(
g,u, h, v
)−Aj(g, u, h, v)]
⎛
⎜⎜⎜⎝
gxj
uxj
hxj
vxj
⎞
⎟⎟⎟⎠ .
We differentiate this equation with ∂α (in x) for a multi-index α satisfying |α| s to get
Eαt + 1

∑
Aj
(
g,u, h, v
)
Eαxj = −
1
2
⎛
⎜⎜⎜⎝
0
Euα
0
Evα
⎞
⎟⎟⎟⎠+ Fα1 + Fα2 + Fα3 , (4.3)
where
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1

⎛
⎜⎜⎜⎝
0
∇−1(n(g)− n(g)− (m(h)−m(h)))+ 2R1
0
0
⎞
⎟⎟⎟⎠
α
− 1

⎛
⎜⎜⎜⎝
0
0
0
∇−1(n(g)− n(g)− (m(h)−m(h)))+ 2R2
⎞
⎟⎟⎟⎠
α
and
Fα3 =
1

d∑
j=1
⎛
⎜⎜⎜⎝[Aj (g,u, h, v)−Aj(g, u, h, v)]
⎛
⎜⎜⎜⎝
gxj
uxj
hxj
vxj
⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠
α
+ 1

d∑
j=1
[
Aj
(
g,u, h, v
)
Eαxj −
(
Aj
(
g,u, h, v
)
Exj
)
α
]
= f α1 + f α2 .
For the sake of clarity, we divide the following arguments into lemmas.
Lemma 4.2. Under the conditions of Theorem 4.1, we have
d
dt
∫
Ω
e(Eα)dx + 2
2
∥∥(Euα,Evα)∥∥2
 2
∥∥Euα∥∥∥∥Fα1 ∥∥+ 2∥∥Evα∥∥∥∥Fα2 ∥∥+ C
∫
Ω
(∣∣divu∣∣+ ∣∣divv∣∣)|Eα|2 dx +C‖Eα‖∥∥Fα3 ∥∥.
Here e(Eα) = ETα A0(g, h)Eα , and C is a generic constant depending only on the range [a, b]
of g and h .
Proof. Since A0 = A0(g, h) and A0Aj = A0Aj(g, u, h, v) are symmetric, we multi-
ply (4.3) by 2ETα A0 to obtain
e(Eα)t + 1

d∑
j=1
(
ETα A

0A

jEα
)
xj
= − 1
2
2ETα A

0
⎛
⎜⎜⎜⎝
0
Euα
0
Evα
⎞
⎟⎟⎟⎠+ 2ETα A0
(
Fα1 + Fα2
)+ 2ETα A0Fα3
+ETα
(
∂
∂t
A0 +
1

d∑
j=1
∂
∂xj
(
A0A

j
))
Eα
=: Iα1 + Iα2 + Iα3 + Iα4 . (4.4)
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A0 = diag
(
1
p′(n(g))
, Id,
1
q ′(m(h))
, Id
)
in mind, it is obvious that
Iα1 = −
2
2
(∣∣Euα∣∣2 + ∣∣Evα∣∣2)
and
Iα2  2
(∣∣Euα∣∣∣∣Fα1 ∣∣+ ∣∣Evα∣∣∣∣Fα2 ∣∣).
On the other hand, since g and h take values in the compact set [a, b], Iα3 is simply estimated
as
Iα3  C|Eα|
∣∣Fα3 ∣∣.
Finally, we use the relations in (2.3), (2.4), the chain rules and the g,h-equation in (2.1) to
compute
∂tA0
(
g,h
)+ 1

d∑
j=1
∂xj
(
A0
(
g,h
)
Aj
(
g,h, u, v
))
= diag
(
A′0g
(
g
)(
∂tg
 + 1

d∑
j=1
uj ∂xj g

)
+ 1

d∑
j=1
∂xj ujA0g
(
g
)
,
A′0h
(
h
)(
∂th
 + 1

d∑
j=1
vj ∂xj h

)
+ 1

d∑
j=1
∂xj vjA0h
(
h
))
= diag
(
divu

(
A0g − p′
(
n
(
g
))
A′0g
)
,
divv

(
A0h − q ′
(
m
(
h
))
A′0h
))
.
Thus, we have
Iα4 
C|Eα|2(|divu | + |divv |)

.
Now we integrate (4.4) with respect to x over Ω and use the periodicity of the data to conclude
the lemma. 
For the right-hand side of the inequality in Lemma 4.2, we have the following claim.
Lemma 4.3. Set
D = D(t) = ‖E(·, t)‖s

.
Then, for  < 1,∣∣divu∣∣ C +CD, ∣∣divv∣∣ C +CD,∥∥Euα∥∥∥∥Fα1 ∥∥ ‖Euα‖22 +C4 +C(1 +D2s)(∥∥Eg∥∥2|α| + ∥∥Eh∥∥2|α|),4
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(
1 +D2s)(∥∥Eg∥∥2|α| + ∥∥Eh∥∥2|α|),∥∥Fα3 ∥∥ C(1 +Ds)(‖Eu‖|α| + ‖Ev‖|α|) +C
(
1 +Ds)‖E‖|α|.
Proof. Recall that
u = ∇−1(n−m− b)− ∇p(n)
n
(4.5)
and
v = −∇−1(n−m− b)− ∇q(m)
m
. (4.6)
Thus, for s > s0 = [ d2 ] + 1, we use the well-known embedding inequality to obtain∣∣divu∣∣<C∥∥divu∥∥
s0
 C
(∥∥divu∥∥s0 + ∥∥div(u − u)∥∥s0) C( + D)
and ∣∣divv∣∣<C∥∥divv∥∥
s0
 C
(‖divv‖s0 + ∥∥div(v − v)∥∥s0) C( + D).
Next we estimate ‖Euα‖‖Fα1 ‖ and ‖Evα‖‖Fα2 ‖. Since
n(g)− n
(
g
)= Eg
1∫
0
n′
(
g + σEg)dσ,
and convexity of [a, b] gives
g + σEg = (1 − σ)g + σg ∈ [a, b]
for all (x, t, σ ) ∈ Ω × [0,min{T, T∗})× [0,1] and  > 0, it follows from Lemma 3.2 that
∥∥(n(g +Eg)− n(g))
α
∥∥ C∥∥Eg∥∥|α|
∥∥∥∥∥
1∫
0
n′
(
g + σEg)dσ
∥∥∥∥∥
s
 C
∥∥Eg∥∥|α|
1∫
0
∥∥n′(g + σEg)∥∥
s
dσ
 C
∥∥Eg∥∥|α|
1∫
0
(
1 + ∥∥g + σEg∥∥s
s
)
dσ
 C
∥∥Eg∥∥|α|(1 +Ds). (4.7)
Here the last inequality has used g + σEg = (σ − 1)Eg + g and the boundedness of ‖g‖s =
‖g(n)‖s indicated in Lemma 3.1. Similarly, we can deduce that∥∥(m(h +Eh)−m(h))
α
∥∥ C∥∥Eh∥∥|α|(1 +Ds). (4.8)
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∥∥Euα∥∥∥∥Fα1 ∥∥ ‖Euα‖
(
2‖R1α‖ +
∥∥∇−1(n(g)− n(g)+m(h)−m(h))α∥∥)
 ‖E
u
α‖

(
2 +C∥∥(n(g)− n(g))α∥∥+C∥∥(m(h)−m(h))α∥∥)
 ‖E
u
α‖2
42
+C4 +C(1 +D2s)(∥∥Eg∥∥2|α|+∥∥Eh∥∥2|α|)
and ∥∥Evα∥∥∥∥Fα2 ∥∥ ‖Evα‖
(
2‖R2α‖ +
∥∥∇−1(n(g)− n(g)+m(h)−m(h))α∥∥)
 ‖E
v
α‖

(
2 +C∥∥(n(g)− n(g))α∥∥+C∥∥(m(h)−m(h))α∥∥)
 ‖E
v
α‖2
42
+C4 +C(1 +D2s)(∥∥Eg∥∥2|α| + ∥∥Eh∥∥2|α|).
Now we turn to estimate ‖Fα3 ‖ ‖f α1 ‖ + ‖f α2 ‖ with the help of Lemma 3.2. For f α1 , from (2.3)
and (2.4), we have
Aj −Aj(g, u) = diag
((
uj − uj
)
Id+1 +
(
A−10g
(
g
)−A−10g (g))Cj ,(
vj − vj
)
Id+1 +
(
A−10h
(
h
)−A−10h (h))Dj ).
Since C11j ,D
11
j = 0 and A−10g (g) − A−10g (g) = diag(p′(n(g)) − p′(n(g)),0), A−10h (h) −
A−10h (h) = diag(q ′(m(h))− q ′(m(h)),0), it is clear that(
A−10g
(
g
)−A−10g (g))Cj (gxj , uxj )T = (p′(n(g))− p′(n(g)))O(|uxj |)
and (
A−10h
(
h
)−A−10h (h))Dj(hxj , vxj )T = (q ′(m(h))− q ′(m(h)))O(|vxj |).
Note that∥∥p′(n(g))− p′(n(g))∥∥|α|  C∥∥Eg∥∥|α|(1 +Ds)
and ∥∥q ′(m(h))− q ′(m(h))∥∥|α| C∥∥Eh∥∥|α|(1 +Ds)
can be proved in the same fashion as that used for (4.8). Thus, we use Lemma 3.2, the bounded-
ness of ‖(g, u, h, v)(·, t)‖s+1 indicated in Lemma 3.1, and (4.7), (4.8) to conclude that

∥∥f α1 ∥∥ C∑
j
(∥∥(g, u)xj ∥∥s∥∥uj − uj∥∥|α| + ∥∥(h, v)xj ∥∥s∥∥vj − vj∥∥|α|)
+C
∑
j
(∥∥p′(n(g))− p′(n(g))∥∥|α|‖uxj ‖s
+ ∥∥q ′(m(h))− q ′(m(h))∥∥|α|‖vxj ‖s)
 C
∥∥(Eu,Ev)∥∥ +C(1 +Ds)∥∥(Eg,Eh)∥∥ .|α| |α|
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f α2 =
d∑
j=1
diag
(
ujEαxj −
(
ujExj
)
α
+A−10g
(
g
)
CjEαxj −
(
A−10g
(
g
)
CjExj
)
α
,
vjEαxj −
(
vjExj
)
α
+A−10h
(
h
)
DjEαxj −
(
A−10h
(
h
)
DjExj
)
α
)
,
due to (2.4), f α2 can be bounded as

∥∥f α2 ∥∥ C
d∑
j=1
(∥∥uj∥∥s‖Exj ‖|α|−1 + ∥∥vj∥∥s‖Exj ‖|α|−1)
+C
d∑
j=1
(∥∥p′(n(g))∥∥
s
‖uxj ‖|α|−1 +
∥∥q ′(m(h))∥∥
s
‖vxj ‖|α|−1
)
 C
(∥∥u − u∥∥s + ‖u‖s + ∥∥v − v∥∥s + ‖v‖s)‖E‖|α|
+C(1 + ∥∥g∥∥s
s
)∥∥Eu∥∥|α| +C(1 + ∥∥h∥∥ss)∥∥Ev∥∥|α|
 C(1 +D)‖E‖|α| +C
(
1 +Ds)∥∥(Eu,Ev)∥∥|α|.
Hence the estimate on ‖Fα3 ‖ is obtained by putting the above together. This completes the
proof. 
Substituting the estimates in Lemma 4.3 into the inequality in Lemma 4.2 yields
d
dt
∫
Ω
e(Eα)dx + 1
2
∥∥(Euα,Evα)∥∥2  C4 +C(1 +D2s)‖E‖2|α|. (4.9)
Note that C−1|Eα|2  e(Eα)  C|Eα|2. We integrate (4.9) from 0 to T with [0, T ] ⊂
[0,min{T, T∗}) to obtain
∥∥Eα(T )∥∥2 + 1
2
T∫
0
∥∥(Euα,Evα)∥∥2 dt  CT 4 +C
T∫
0
(
1 +D2s)∥∥E(t)∥∥2|α| dt.
Here we have used the fact the initial data are in equilibrium. Summing up the last inequality
over all α satisfying |α| s, we get
∥∥E(T )∥∥2
s
+ 1
2
T∫
0
∥∥(Eu,Ev)∥∥2
s
dt  CT∗4 +C
T∫
0
(
1 +D2s)∥∥E(t)∥∥2
s
dt. (4.10)
We apply Gronwall’s lemma to (4.10) to get
∥∥E(T )∥∥2
s
 CT∗4 exp
[
C
T∫
0
(
1 +D2s)dt
]
. (4.11)
Since ‖E‖ = D, it follows from (4.11) that
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[
C
T∫
0
(
1 +D2s)dt
]
≡ Φ(T ). (4.12)
Thus,
Φ ′(t) = C(1 +D2s)Φ(t) CΦ(t)+CΦs+1(t). (4.13)
Applying the nonlinear Gronwall-type inequality in [18,20] to the last inequality yields
Φ(t) eCT∗ (4.14)
for t ∈ [0,min{T∗, T}) if we choose  so small that
Φ(0) = CT∗2  e−CT∗ .
Because of (4.12), there exists a constant c, independent of , such that
D(T ) c (4.15)
for T ∈ [0,min{T∗, T}). Finally, the theorem is concluded from (4.11) and (4.15). This com-
pletes the proof. 
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