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Abstract 
In a standard optimization approach, the underlying process model is first identified at a given set 
of operating conditions and this updated model is, then, used to calculate the optimal conditions 
for the process. This “two-step” procedure can be repeated iteratively by conducting new 
experiments at optimal operating conditions, based on previous iterations, followed by re-
identification and re-optimization until convergence is reached. However, when there is a model-
plant mismatch, the set of parameter estimates that minimizes the prediction error in the 
identification problem may not predict the gradients of the optimization objective accurately. As 
a result, convergence of the “two-step” iterative approach to a process optimum cannot be 
guaranteed. This paper presents a new methodology where the model outputs are corrected 
explicitly for the mismatch such that, with the updated parameter estimates the identification and 
optimization objectives are properly reconciled. With the proposed corrections being progressively 
integrated over the iterations, the algorithm has guaranteed convergence to the process optimum 
and also, upon convergence, the final corrected model predicts the process behavior accurately. 
The proposed methodology is illustrated in a run-to-run optimization framework with a fed-batch 
bioprocess as a case study.  
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 An iterative optimization algorithm is proposed. 
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 1. Introduction 
Mathematical models have become an integral part of the process development and subsequent 
production environment. Besides providing novel insights into the underlying process, they are 
also used in various model-based optimization and optimal control strategies. When a model is an 
exact representation of the actual process and is calibrated against noise-free process data, 
optimizing the model is identical to optimizing the process itself. In such case, the optimal policies 
derived from model-based optimization can be applied in an “open loop” fashion. However, the 
above conditions are extremely difficult to meet in practical situations. In the presence of any 
model uncertainty resulting from either incorrect model structure or measurement noise, the 
model-based optimization algorithms will result in sub-optimal policies or, in a worst case 
scenario, may also result in violation of process constraints. To tackle this problem, one possible 
solution is to search for optimal policies that are robust to model uncertainties (Beyer et al., 2007; 
Samsatli et al., 1998; Diwekar et al, 1996; Nagy et al., 2004; Ruppen et al., 1995; Terwiesch et al., 
1994). Although this approach can ensure feasibility within a priori known bounds of uncertainty, 
the optimal policies are often conservative and, in some processes, may lead to significant loss in 
economic objectives. As an alternative, another possibility is to use an iterative approach where 
the model is updated using new measurements at previously calculated optimal policy and the 
updated model is, then, re-optimized for the next optimal policy (Ruppen et al., 1998; Eaton et al., 
1990; Chen et al., 1987; Marlin et al., 1997). This process is referred to as a “two-step” approach 
and is repeated until a convergence is achieved. 
This paper deals with the application of latter approach to batch/fed-batch processes. Assuming 
the process data is available only at the end of batch, the problem is solved in a run-to-run 
 optimization framework. However, there is no restriction on applying the proposed algorithm to 
online optimization problems if measurements are available online. 
The convergence of the standard two-step approach is governed by; (1) whether the sub-optimal 
policies provide enough excitation to update all the parameters and (2) how close the model can 
describe the actual process. The first condition can be addressed, to a certain extent, by 
incorporating design of experiments in the optimization objectives (Martinez et al., 2013). In this 
way, a trade-off between the optimal policies and the policies that generate more informative 
process data can be achieved. Then, if the model is a true of representation of the process, the two-
step approach will converge to the actual process optimum, where the total number of iterations 
needed for convergence, will depend on measurement noise and the extent of excitation.  
Regarding the second condition, mentioned above, model-plant mismatch is inevitable in almost 
all practical applications. In an attempt to capture the process behavior accurately, models often 
become too complex and computationally demanding rendering them unsuitable for optimization 
or control purposes. Also, with a limited number of measurable states and in the presence of 
measurement noise, it is not possible to estimate all the parameters accurately and, therefore, model 
reduction techniques are often used to reduce the number of parameters that can be identified from 
the given process data. Because of these reasons, one has to generally rely on simpler but 
inaccurate model structures for optimization and control. If the structural inaccuracy is not 
considered explicitly in the model, calibrating the model over different operating conditions may 
result in significantly different parameter estimates in order to compensate for the model error 
around different operating points. As a result of this parametric variability, it is possible that the 
optimization objectives may get compromised. The change in parameter estimates may be of such 
an extent that the predicted gradients of the optimization objectives no longer coincide with the 
 gradients measured from the process or, in a worst case scenario, they may even get reversed thus 
leading to premature convergence to sub-optimal operating policies. 
For convergence to the process optimum, it is necessary that the model accurately predicts the 
optimality conditions of the process as given by the first-order Karush-Kuhn-Tucker (KKT) 
conditions. Following this idea, a class of algorithms has been developed where the optimization 
objectives and the constraints are corrected for the bias as well as the difference between their 
predicted and measured gradients (Roberts et al., 1979; Tatjewski, 2002; Gao et al., 2005; 
Chachuat et al., 2009; Marchetti et al., 2009; Costello et al., 2011). These algorithms differ in the 
way the model is updated and on how the modifications to the objective function and constraints 
are implemented. For instance, in their pioneer work, Roberts et al. (1979) modified only the 
optimization objective to account for the difference between predicted and measured output 
derivatives assuming the constraints are process independent and are known. The modification 
term was based on the Lagrange multipliers where the Lagrangian function was obtained by 
integrating the identification and optimization objectives. In subsequent studies, Tatjewski (2002) 
and Gao et al. (2005) replaced the parameter estimation step by introducing a linear term in the 
outputs that corrects for the difference between the predicted and measured outputs. In a more 
recent version of these algorithms, referred to as modifier adaptation (Chachuat et al., 2009; 
Marchetti et al., 2009 and Costello et al., 2011), the authors eliminated the model update step 
altogether and updated only the optimization objectives based on differences between the gradients 
in the optimality condition. Since the convergence to a process optimum was driven solely by the 
correction in the optimization gradients, the final model-based optimal solution remained 
unaffected by the elimination of the model-update step. However, this approach results in a bias 
between the predicted and measured outputs and as result, the algorithm can no longer be applied 
 to the problems where prediction accuracy is required. One such case, as recently pointed out by 
Costello et al. (2011), is when the optimal input profiles are implemented within a closed-loop 
control to ensure that the process is operated to meet safety and environmental constraints. Here, 
the model is required to provide accurate reference trajectories for low-level controllers. The 
prediction accuracy of the model is also very relevant for biotechnological processes where it is 
important to predict the evolution of toxic by-products along a batch culture. Thus, to address a 
broad range of problems, it is very important to satisfy both identification and optimization 
objectives at the optimum. One of the major bottlenecks in implementation of this class of 
algorithms is their sensitivity to the noise in measured gradients (Marchetti et al., 2009). To avoid 
too much aggressiveness in the corrections and to achieve a smoother convergence, the corrections 
have to be filtered using an empirical filter.  
In another class of algorithm, Srinivasan et al. (2002) proposed an alternate approach where the 
identification objective is modified to account for the difference between predicted and measured 
optimality conditions. By this modification, the parameter estimates can be obtained so as to 
provide a trade-off between the identification and optimization objectives based on preselected 
weights. 
In this work, we proposed a linear correction to the model outputs in a way that the updated model 
parameters not only minimize the bias between the predicted and measured outputs, but it also 
correct for the optimization objectives. The corrections made over the previous iterations are 
progressively integrated and by implementing this progressive correction in the model, the conflict 
between the identification and optimization objectives is reduced significantly. Another key 
advantage of this approach is that it provides a model-based filter that is shown to outperform the 
external exponential filter, used in the previous studies, in terms of the rate at which convergence 
 can be achieved. A preliminary discussion of this methodology has been presented in Mandur et 
al. (2013). 
The contents of this paper are organized as follows: Section 2 provides a brief background on two-
step approach and modifier adaptation algorithms and also discusses the motivation in detail. 
Section 3 presents the methodology and theory behind the proposed model correction. The 
methodology is then illustrated with a case study in Section 4 and finally Section 5 concludes the 
paper. 
2. Preliminaries 
Let us consider a process model, described by a set of differential equations as follows: 
?̇? = 𝑓(𝐱, 𝛉, 𝐮, 𝐭) + 𝛖 
𝐲𝒎 = ℎ(𝐱) + 𝛈         (P.1) 
Where, 𝐱 ϵ ℝnx is the vector of model states, 𝛉 ϵ ℝnθ is the vector of model parameters, 𝐮 ϵ ℝnu 
is the vector of inputs, 𝐲𝒎 ϵ ℝ
ny is the vector of measured output variables, 𝑓 ϵ ℝnx is a set of 
differential equations based on mass and energy balances, ℎ ϵ ℝnyis a mapping between the model 
states and predicted outputs and 𝛖 and 𝛈 are the vectors of uncertainties representing modelling 
and measurement errors respectively. 
The standard two-step optimization approach starts with a model identification step where the 
model is calibrated using the process measurements at some initial input conditions. The 
identification objective is generally based on the minimization of the errors between predicted and 
measured outputs. For example, the standard least squares estimation problem can be formulated 
as follows: 
 𝛉𝐤 = arg min
𝛉
∑ ‖𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉)‖
2
𝑁
𝑖=1
 
s. t.      ?̇? = 𝑓(𝐱, 𝛉, 𝐮𝐤, 𝐭) 
𝐲 = ℎ(𝐱)            (P.2) 
Where, 𝐲 ϵ ℝny is the vector of predicted outputs, N is the number of time points and subscript k 
is the current iteration. The identification is then followed by an optimization step, formulated as 
follows: 
𝐮𝐤+𝟏 = arg min
𝐮
𝜙(𝐲, 𝐮, 𝛉𝐤) 
s. t.      ?̇? = 𝑓(𝐱, 𝛉𝐤, 𝐮, 𝐭) 
𝐲 = ℎ(𝐱) 
𝐠(𝐲, 𝐮, 𝛉𝐤) ≤ 𝟎           (P.3) 
Where, 𝜙 is the objective function to be minimized and 𝐠 ϵ ℝng is a vector of equalities or 
inequalities. 
Let the functions 𝜙 and 𝑔𝑗 be continuously differentiable at a set of input conditions 𝐮
∗. If 𝐮∗ is a 
process optimum, then there exists a unique vector, 𝛍 𝝐 ℝng such that: 
 
𝜕𝜙(𝐲𝐦, 𝐮
∗)
𝜕𝐮
+  𝛍𝑻
𝜕𝐠(𝐲𝐦, 𝐮
∗)
𝜕𝐮
= 0 (1a) 
 𝛍𝐓𝐠(𝐲𝐦, 𝐮
∗) = 𝟎 (1b) 
  𝛍 ≥ 𝟎 (1c) 
 𝐠(𝐲𝐦, 𝐮
∗) ≤ 𝟎 (1d) 
These conditions are collectively known as Karush-Kuhn-Tucker (KKT) conditions, where µ is a 
vector of KKT multipliers. For the model-based optimal solution to converge to 𝐮∗, it is necessary 
that the model predicts the KKT above conditions accurately. Since 𝐮∗ is not known a priori, this 
can be only guaranteed if the identification step (P.2) results in a unique set of model 
parameters (𝛉𝐤) such that the model satisfies the following conditions for all set of values 
of 𝐮 ϵ ℝnu: 
 
𝜕𝜙(𝐲, 𝐮, 𝛉𝐤)
𝜕ui
=
𝜕ϕ(𝐲𝐦, 𝐮)
𝜕ui
 (2a) 
 
𝜕𝑔𝑗(𝐲, 𝐮, 𝛉𝐤)
𝜕ui
=
𝜕𝑔𝐣(𝐲𝐦, 𝐮)
𝜕ui
 (2b) 
When there is only measurement noise (i. e.  𝛖 = 𝟎), the above conditions can be satisfied over a 
finite number of iterations where: 
 
∑ 𝛉𝐤
𝑁
𝑘=1
𝑁
~𝛉∗ (3) 
Where, 𝛉∗ϵ ℝnθ is the set of parameter values satisfying the conditions (2a) and (2b) 
However, in the presence of model structure error (𝛖 ≠ 𝟎), 𝛉∗ does not exist. Since the error 
term 𝛖 represents the unmodelled dynamics of the process, it is a time varying function of model 
states (𝐱) and inputs (𝐮). Then, when the inaccurate model, given by ?̇? = 𝑓(𝐱, 𝛉, 𝐮𝐤, 𝐭), is 
 calibrated over different input conditions, the parameter estimates change so as to compensate for 
the modelling error which varies with respect to the input conditions. Consequently, there is no 
unique set of parameter estimates that can satisfy the identification objective (P.2) over the entire 
space of input conditions. For any particular set of parameter estimates (𝛉𝐤), the model is accurate 
only in the neighbourhood of the corresponding input values (𝐮𝐤) whereas away from this region, 
the prediction accuracy of the model continues to decrease as the distance increases. As a result, 
the model may not predict the gradients of the optimization objective and constraints accurately. 
In a worst case scenario, it is also possible that the change in model parameters as the input 
conditions change is of such an extent that the predicted and measured gradients have opposite 
signs, in which case the model-based optimization can no longer drive the changes in the inputs in 
the direction of process optimum. This implies: 
 𝜙(𝐲𝐦, 𝐮𝐤+𝟏) > 𝜙(𝐲𝐦, 𝐮𝐤)   (4) 
In this case, the two-step approach will converge to a non-optimal solution where the measured 
gradients are still non-zero, or in other words, the predicted KKT conditions do not match with 
those measured from the process. Therefore, to ensure convergence of the algorithm to a process 
optimum, the differences between the predicted and measured gradients of the optimization 
problem must be eliminated or at least minimized at each intermediate input condition as shown 
schematically in Figure 1. 
  
Figure 1: Iterative improvements in model-based optimal solution 
 
As stated in the Introduction, modifier adaptation algorithms enforce the matching conditions 
(Equations (2a) and (2b)) by adding correction terms directly to the corresponding optimization 
quantities. Accordingly, the modified optimization problem is as follows: 
𝐮𝐤+𝟏 = arg min
𝐮
𝜙(𝐲, 𝐮, 𝛉) + 𝛌𝜙𝑘
𝐓 𝐮 
s. t.      ?̇? = 𝑓(𝐱, 𝛉, 𝐮, 𝐭) 
𝐲 = ℎ(𝐱) 
𝐠(𝐲, 𝐮, 𝛉) + 𝛆𝑔𝑘 + 𝛌𝑔𝑘
𝐓 (𝐮 − 𝐮𝐤) ≤ 𝟎                 (P.4) 
 Where, 𝛌𝜙 and 𝛌𝑔 are referred to as modifiers that are used to correct for the gradients of objective 
function and constraints respectively and 𝛆𝑔 is a modifier introduced to correct for the bias in 
predicted and measured constraints. The corrections are calculated at the 𝒌𝑡ℎ  iteration as follows: 
 𝜆𝜙𝑘𝑖 =
𝜕ϕ(𝐲𝐦, 𝐮𝐤)
𝜕𝑢𝑖
−
𝜕𝜙(𝐲, 𝐮𝐤, 𝛉)
𝜕𝑢𝑖
 (5a) 
 𝜆𝑔𝑘𝑖𝑗 =
𝜕𝑔𝑗(𝐲𝐦, 𝐮𝐤)
𝜕𝑢𝑖
−
𝜕𝑔𝑗(𝐲, 𝐮𝐤, 𝛉)
𝜕𝑢𝑖
 (5b) 
 𝜀𝑔𝑗 = 𝑔𝑗(𝐲𝐦, 𝐮𝐤) − 𝑔𝑗(𝐲, 𝐮𝐤, 𝛉) (5c) 
To avoid excessive corrective actions and to reduce the sensitivity to measurement noise, these 
corrections are filtered before implemented in (P.4) as follows: 
 𝚲𝑘 = 𝐊𝚲𝑘
′ + (1 − 𝐊)𝚲𝑘−1 (6) 
Where, 𝚲 represent the vector of modifiers defined as: 𝚲 = [𝛌𝜙, 𝛌𝑔, 𝛆𝑔] and K represents the filter 
gain. 
It should be noted that whether the model is updated or not, the corrected optimization objective 
does not depend on the model. Therefore, the aggressive changes in the inputs, resulting from 
inaccurate predictions of the modified objective function or constraints, have to be controlled by 
the filter gain which may further reduce the speed of convergence. Also, there is no systematic 
way to choose a priori the filter gain. In the case study presented later, it is observed that when the 
model is used to correct for the errors in gradients as proposed in the current study, it results in 
 more accurate predictions during the search for optimal solution thus leading to faster convergence 
with less oscillatory behaviour. 
3. Proposed Methodology 
The basic idea in the proposed methodology is to search for model parameters such that the 
differences between the predicted and measured gradients of optimization problem given in 
Equations (2a) and (2b) are minimized along with the minimum prediction error from 
identification problem (P.2). However, since the identification and optimization objectives are 
independent of each other, in the presence of model structure error, the values of model parameters 
that satisfy both objectives do not exist. In other words, the parameter estimates that minimize the 
difference in gradients may not minimize the prediction error at the same time. To this end, a linear 
correction term is added to the model outputs such that the conflicting objectives can be reconciled. 
Let 𝜖𝑘 be the minimum sum of squared errors between the predicted and measured outputs in 
problem (P.2), corresponding to the parameter estimates 𝛉𝐤 as follows: 
 𝜖𝑘 = ∑ ‖𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤)‖
2
𝑁
𝑖=1
 (7) 
Let ∆𝛉𝐤 be the change in parameter estimates, with respect to 𝛉𝐤, required to minimize the 
difference between the predicted and measured gradients (Equations (2a) and (2b)) at kth iteration. 
The updated model parameters i.e. 𝛉𝐤 + ∆𝛉𝐤, then, no longer minimizes the updated sum of 
squared errors. This is schematically illustrated in Figure 2 which shows a probability density 
function of a model parameter centered on the estimate θk, calculated by least squares. 
  
Figure 2: Illustration of lack of fit 
 
The corresponding sum of squared errors using the perturbed parameter value 𝛉𝐤 + ∆𝛉𝐤 can be 
represented as: 
 𝜖𝑘
′ = ∑ ‖𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤)‖
2
𝑁
𝑖=1
 (8) 
Let us introduce a vector of corrections −𝐜𝐤 to the model outputs such that the sum of squared 
errors, 𝜖𝑘
′  with the corrected model remains equal to the original value of 𝜖𝑘 (given by Equation 
(7)): 
 ∑ ‖𝐲𝐦(𝐮𝐤) − (𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) − 𝐜𝐤)‖
2
𝑁
𝑖=1
= ∑ ‖𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤)‖
2
𝑁
𝑖=1
 (9) 
To satisfy (9), the equality can be satisfied term by term as follows: 
 𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) + 𝐜𝐤 = 𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤)    (10) 
θ
P(θ)
θk Δθk
 The correction term can then be solved from (10) by: 
 𝐜𝐤 = 𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) − 𝐲(𝐮𝐤, 𝛉𝐤)    (11) 
Let the model outputs  𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) be approximated around 𝛉𝐤 using Taylor Series 
Expansions. This will result in the following expression:  
 𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) = 𝐲(𝐮𝐤, 𝛉𝐤) + 𝐷𝐲(𝛉𝐤) ∆𝛉𝐤 + ⋯    (12) 
Where, D is the Jacobian matrix of output derivatives with respect to model parameters. After 
substituting Equation (12) into (11), the correction term 𝐜𝐤 can be expressed as: 
 𝐜𝐤 = 𝐷𝐲(𝛉𝐤) ∆𝛉𝐤 + ⋯    (13) 
Assuming the model to be linear in the neighborhood of 𝛉𝐤, the correction term 𝐜𝐤 is approximated 
by the first-order derivative as follows: 
 𝐜𝐤 = 𝐷𝐲(𝛉𝐤) ∆𝛉𝐤    (14) 
Since the linear approximation of the model is generally valid only within a certain region 
around 𝛉𝐤, for ∆𝛉𝐤 outside this region, it would not be possible to restore the prediction error with 
the updated model to its minimum as the LHS of the equality, given by Equation (9), may have 
significant error. Therefore, to enforce the approximate validity of the linear approximation, a 
constraint on ∆𝛉𝐤 is imposed which is based on a relative truncation error, defined as follows: 
 𝝐𝑻 =
𝐲(𝐮𝐤, 𝛉𝐤 + ∆𝛉𝐤) − 𝐷𝐲(𝛉𝐤) ∆𝛉𝐤
𝐲(𝐮𝐤, 𝛉𝐤)
    (15) 
 Based on its definition, the calculation of ∆𝛉𝐤 is calculated using an optimization problem as 
follows: 
∆𝛉𝐤 = arg min
∆𝛉
(𝐰𝜙 |
𝜕𝜙(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
−
𝜕𝜙(𝐲, 𝐮𝐤, 𝛉𝐤 + ∆𝛉)
𝜕𝐮
|
+ 𝐰𝑔 |
𝜕𝐠(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
−
𝜕𝐠(𝐲, 𝐮𝐤, 𝛉𝐤 + ∆𝛉)
𝜕𝐮
|) 
s. t.      ?̇? = 𝑓(𝐱, 𝛉𝐤 + ∆𝛉, 𝐮, 𝐭) 
𝐲 = ℎ(𝐱) − 𝐷𝐲(𝛉𝐤) ∆𝛉 
𝛜𝐓 ≤  𝜖𝑚𝑎𝑥
𝑇                                              (P.5) 
Where, 𝐰𝜙 and 𝐰𝑔 are vectors of normalizing weights for the objective function and constraints 
gradients respectively and 𝜖𝑚𝑎𝑥
𝑇  is the constraint or limit on truncation error that is imposed to 
ensure the approximated validity of the linear approximation of the correction term. 
It is important to note here that the above constraint on ∆𝛉𝐤 is somewhat equivalent to the filter 
gain in modifier adaptation algorithms as the restriction on ∆𝛉𝐤 also restricts the ability of the 
model to predict gradients of the optimization problem exactly which is very critical when the 
gradients are associated with significant level of noise. On the other hand, in contrast with the filter 
gain in modifier adaptation algorithms, ∆𝛉𝐤 is based on a physical rationale since it represents an 
allowable model prediction error. 
To summarize the procedure, the estimation of model parameters is divided into two steps: 
 Step 1: The parameters are updated to minimize the error between the outputs as predicted by the 
previously corrected model and those measured from the process. Let us define this update in 
parameter estimates by ∆𝛉𝐢𝐝𝐞𝐧𝒌.  
Step 2: The change in model parameters ∆𝛉𝐤 and the corresponding model correction is, then, 
calculated such that the updated model predict the gradients of the optimization problem at current 
input conditions and at the same time, to adjust the prediction error to the same value obtained in 
the previous step. 
The overall update step can be written as: 
 𝛉𝐤
′ = 𝛉𝐤−𝟏
′ + ∆𝛉𝐢𝐝𝐞𝐧𝒌 + ∆𝛉𝐤 (16) 
The corrected model with the updated parameter estimates 𝛉𝐤
′  is then optimized for the next 
iteration. It should be noted, here, that the model correction term is being carried forward into the 
next iteration and as a result, it has a cumulative effect. The prediction inaccuracies of the model 
continue to decrease as the model is corrected progressively towards the process optimum. Finally, 
at the optimum, the corrected model simultaneously satisfies both the identification and objective 
objectives.  
 3.1. Conditions for Convergence 
At a given set of input conditions, let us define a bounded space for model parameters such 
that ∀ 𝛉 ∈ [𝛉𝐥𝐛, 𝛉𝐮𝐛]: 
 The corrected model is stable (17a) 
 ∇2𝜙(𝐮𝐤, 𝛉𝐤
′ ) > 0    (Positive definite) (17b) 
Then if the bound on truncation error 𝜖𝑚𝑎𝑥
𝑇  is such that ∀ 𝐮𝑘: 
 |
𝜕𝜙(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
−
𝜕𝜙(𝐲, 𝐮𝐤, 𝛉𝐤
′ )
𝜕𝐮
| < 𝜀 (C.1) 
Where, 𝜀 is the tolerance with which the above differences between the measured and predicted 
gradients of the cost function are minimized, then, the algorithm has a guaranteed convergence 
towards the process optimum 
Since the update in input conditions 𝐮𝑘 is based on model-based optimization, the algorithm will 
converge only if: 
 
𝜕𝜙(𝐲, 𝐮𝐤, 𝛉𝐤
′ )
𝜕𝐮
= 0 (18) 
From condition (C.1), since the predicted gradients are always matches to the ones measured from 
the process, the Equation (18) holds only when: 
 |
𝜕𝜙(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
| < 𝜀 (19) 
 3.2. Termination Criteria 
Let the algorithm converges to a stationary point 𝐮𝐤
∗ . Then, at 𝐮𝐤
∗ : 
 ∆𝛉𝐢𝐝𝐞𝐧𝒌 = 𝟎 (20a) 
 ∆𝛉𝐤 = 𝟎 (20b) 
Since at convergence 𝐮𝐤
∗ = 𝐮𝐤−𝟏, the parameter estimates 𝛉𝐤−𝟏
′  minimizing the prediction error 
at 𝐮𝐤−𝟏 also minimize the prediction error at 𝐮𝐤 and, therefore, the parameter change in Step 1 is 
zero. Similarly no further corrections are required for the gradients as they have already been 
corrected in the previous iteration. Hence, the update in Step 2 is also zero. 
Equations (20a) and (20b) can then be used to define termination criteria. However, in the presence 
of measurement noise, the above criteria cannot be exactly achieved. To this end, the convergence 
of the algorithm can be evaluated in terms of convergence in the probability distribution of model 
parameters. The difference between the distributions in two successive iterations is calculated 
using the Kullback-Leibler (K-L) divergence (Cover et al., 1991). If 𝐏𝐤 and 𝐏𝐤−𝟏
′  are the 
distributions of parameters 𝛉𝐤−𝟏
′ + 𝚫𝛉𝐤𝑖𝑑𝑒𝑛 and 𝛉𝒌−𝟏
′  respectively, the K-L divergence 
between 𝐏𝐤 and 𝐏𝐤−𝟏
′  is given by; 
 𝑑( 𝐏𝐤−𝟏
′ || 𝐏𝐤) = ∫  𝐏𝐤−𝟏
′ (𝛉) log
 𝐏𝐤−𝟏
′ (𝛉)
 𝐏𝐤(𝛉)
d𝛉 (21) 
The condition based on Equation (20a) is then formulated as: 
 𝑑( 𝐏𝐤−𝟏
′  || 𝐏𝐤) ≤ 𝜀1 (C.2) 
 Similarly, for Equation (20b), the difference between the distributions of  𝛉𝐤−𝟏
′ + 𝚫𝛉𝐤𝑖𝑑𝑒𝑛 and 𝛉𝐤
′  
is measured as  𝑑( 𝐏𝐤|| 𝐏𝐤
′ ), where, 𝑃𝑘
′  is the distribution of 𝛉𝐤
′  
 𝑑( 𝐏𝐤|| 𝐏𝐤
′ ) ≤ 𝜀2 (C.3) 
3.3. Summary of algorithm 
Figure 3 presents the flowchart of the algorithm. The algorithm begins with the identification step 
using the initial inaccurate model structure. For estimation, the problem posed in (P.2) is used. 
Then, the update in model parameters and corresponding model correction is calculated to correct 
for the model for both identification and optimization objectives by using the minimization 
problem posed in (P.5). The updated model is then optimized for the next operating conditions 
where the above steps are repeated with the updated model. The procedure is repeated until a 
termination criteria based on either (20a & 20b) or (C.2 & C.3) are satisfied. 
  
Figure 3. Proposed Algorithm with linear model corrections 
Solve for 𝛉𝐤 
𝛉𝐤 = arg min
𝛉
∑ ‖𝐲𝐦(𝐮𝐤) − 𝐲(𝐮𝐤, 𝛉)‖
2
𝑁
𝑖=1
 
s. t.      ?̇? = 𝑓(𝐱, 𝛉, 𝐮𝐤, 𝐭) 
           𝐲 = ℎ(𝐱) − 𝐜𝐤−𝟏 
Solve for 𝐮𝐤+𝟏 
𝐮𝐤+𝟏 = arg min
𝐮
𝜙(𝐲, 𝐮, 𝛉𝐤 + ∆𝛉𝐤) 
s. t.      ?̇? = 𝑓(𝐱, 𝛉𝐤 + ∆𝛉, 𝐮𝐤, 𝐭) 
           𝐲 = ℎ(𝐱) − 𝐜𝐤−𝟏 − 𝐷𝐲(𝛉𝐤) ∆𝛉 
            𝐠(𝐲, 𝐮, 𝛉𝐤 + ∆𝛉𝐤) ≤ 𝟎       
Solve for ∆𝛉𝐤 
∆𝛉𝐤 = 𝑎𝑟𝑔 min
∆𝛉
(𝐰𝜙  |
𝜕𝜙(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
−
𝜕𝜙(𝐲, 𝐮𝐤, 𝛉𝐤 + ∆𝛉)
𝜕𝐮
|
+ 𝐰𝑔 |
𝜕𝐠(𝐲𝐦, 𝐮𝐤)
𝜕𝐮
−
𝜕𝐠(𝐲, 𝐮𝐤, 𝛉𝐤 + ∆𝛉)
𝜕𝐮
|) 
s. t.      ?̇? = 𝑓(𝐱, 𝛉𝐤 + ∆𝛉, 𝐮𝐤, 𝐭) 
           𝐲 = ℎ(𝐱) − 𝐜𝐤−𝟏 − 𝐷𝐲(𝛉𝐤) ∆𝛉 
            𝛜𝐓 ≤  𝜀𝑚𝑎𝑥
𝑇  
 𝑑( 𝐏𝐤−𝟏 || 𝐏𝐤) ≤ 𝜀1 
𝑑( 𝐏𝐤|| 𝐏𝐤
′ ) ≤ 𝜀2 
No 
Yes 
Converged 
𝐜𝐤−𝟏 = 0 
𝒄𝒌−𝟏 = 𝐜𝐤−𝟏 + 𝐷𝐲(𝛉𝐤) ∆𝛉 
 4. Case Study 
4.1. Problem formulation 
The proposed optimization algorithm is applied to a penicillin production process where the goal 
is to maximize the amount of penicillin at the end of batch. To generate the experimental data for 
model identification and correcting the model for optimization, the in-silico experiments are 
conducted using a process simulator based on the following set of ordinary differential equations 
(Bajpai and Reuss, 1980; Birol et al. 2002): 
 
𝑑𝑋
𝑑𝑡
= (
𝜇𝑋𝑆𝑋
𝐾𝑋𝑋 + 𝑆
) −
𝑋
𝑉
𝑑𝑉
𝑑𝑡
 (22) 
 
𝑑𝑃
𝑑𝑡
= (
𝜇𝑃𝑆𝑋
𝐾𝑃 + 𝑆 +
𝑆2
𝐾𝐼
) − 𝐾𝐻𝑃 −
𝑃
𝑉
𝑑𝑉
𝑑𝑡
 (23) 
 
𝑑𝑆
𝑑𝑡
= −
1
𝑌𝑋
𝑆⁄
(
𝜇𝑋𝑆𝑋
𝐾𝑋𝑋 + 𝑆
) −
1
𝑌𝑃
𝑆⁄
(
𝜇𝑃𝑆𝑋
𝐾𝑃 + 𝑆 +
𝑆2
𝐾𝐼
) − 𝑚𝑋𝑋 +
𝐹𝑠𝑓
𝑉
−
𝑆
𝑉
𝑑𝑉
𝑑𝑡
 (24) 
 
𝑑𝑉
𝑑𝑡
= 𝐹 − 6.226 ∗ 10−4𝑉  (25) 
The set of Equations (22)-(24) describes the rate of change in the concentrations of biomass (𝑋), 
penicillin (𝑃) and substrate (𝑆) respectively and Equation (25) describes the rate of change in the 
culture volume (𝑉). The constants in these equations are defined as follows; 𝜇𝑋 is the specific 
growth rate of biomass, 𝜇𝑃 is the specific rate of penicillin production, 𝐾𝑋 and 𝐾𝑃 are saturation 
constants, 𝐾𝐼 is a substrate inhibition constant, 𝐾𝐻 is a constant representing the rate of 
consumption of penicillin by hydrolysis, 𝑌𝑋 𝑆⁄  and 𝑌𝑃 𝑆⁄  are the yields per unit mass of substrate for 
 the biomass and penicillin respectively, 𝑚𝑋 represents the consumption rate of substrate needed 
for maintaining the biomass and 𝑠𝑓 is the concentration of substrate in the feed. The values used 
for these constants are listed in Table 1. 
 
Table 1: Parameters' values for process simulator (Equations 22-25) 
𝜇𝑥 𝐾𝑥 𝜇𝑃 𝐾𝑃 𝐾𝐼 𝐾𝐻 𝑌𝑋
𝑆⁄
 𝑌𝑃
𝑆⁄
 𝑚𝑋 𝑠𝑓 
0.092 0.15 0.005 0.0002 0.1 0.04 0.45 0.9 0.014 600 
 
To formulate a model with structural inaccuracy, it is assumed that the user does not have prior 
knowledge about the consumption of penicillin by hydrolysis and, as a result, the rate of change 
in the penicillin concentration is modelled as: 
 
𝑑𝑃
𝑑𝑡
= (
𝜇𝑝𝑆𝑋
𝐾𝑃 + 𝑆 +
𝑆2
𝐾𝐼
) −
𝑃
𝑉
𝑑𝑉
𝑑𝑡
 (26) 
Assuming the dynamics for the other states to be known accurately, the uncertain model is then 
given by the set of Equations (22) and (24-26). To simplify the numerical calculations, it is further 
assumed that only two model parameters 𝐾𝑋 and 𝐾𝐼 will be updated in the algorithm whereas the 
rest of the model parameters are fixed at their nominal values, estimated at initial input conditions 
as listed in Table 2. The choice of these two parameters as the uncertain ones was based on a 
preliminary sensitivity analysis. 
 
 Table 2: Initial set of input conditions used to estimate the parameters in uncertain model 
Biomass Conc. (X0) 0.1 (g/l) 
Substrate Conc. (S0) 1 (g/l) 
Product Conc. (P0) 0 (g/l) 
Initial Culture Volume (V0) 100 (L) 
Input Feed (F) 0.04 (L/hr) 
 
The uncertain model is, then, optimized iteratively as per the procedure summarized in Figure 3, 
where the final objective is to maximize the amount of penicillin at the end of batch, subject to a 
terminal constraint on the culture volume. The initial substrate concentration 𝑆𝑜 and the input feed 
rate 𝐹 are selected as the decision variables whereas the rest of the input variables are fixed at their 
initial values listed in Table 2. Accordingly, the optimization problem is formulated as follows: 
min
𝑆𝑜,𝐹
     −𝑃(𝐱, 𝛉, 𝑆𝑜, 𝐹, 𝑡𝑓) 
𝑠. 𝑡.       (22) and (24) − (26)  
𝑉(𝐱, 𝛉, 𝑆𝑜, 𝐹, 𝑡𝑓) ≤ 𝑉𝑚𝑎𝑥          (P.6) 
For reference, the process optimum corresponds to 𝑆𝑜 = 55 g/l and 𝐹 = 0.1728 L with the final 
penicillin measured to be = 592g 
 4.2. Results and discussion 
In the first part of discussion, the convergence properties of the algorithm will be discussed. The 
performance of the algorithm is evaluated in terms of (1) the rate of convergence and (2) the final 
converged solution.  
The bound on truncation error 𝜖𝑚𝑎𝑥
𝑇  is the major factor that affects the rate of convergence. Let us 
recall the calculation of ∆𝛉𝐤. The parameter estimates 𝛉𝐤 that minimize the prediction error at k
th 
iteration may not predict the gradients of the optimization problem correctly for which a change 
in estimates ∆𝛉𝐤 is required. Then, in order to ensure that the prediction error is also minimized 
with the updated parameters, the model outputs are corrected with a term 𝐜𝐤. The larger the change 
in parameters ∆𝛉𝐤, the more accurately the model predicts the measured gradients of the 
optimization problem. On the other hand selecting a large ∆𝛉𝐤 will have a negative effect on the 
model correction, 𝐜𝐤 (Equation (14)). Since 𝐜𝐤 is based on the linear approximation of the model 
around 𝛉𝐤, as ∆𝛉𝐤 increases, the validity of the linear approximation decreases. Thus, as explained 
in the previous section, to control the accuracy of the linear approximation, a constraint on ∆𝛉𝐤 is 
imposed by bounding the truncation error 𝜖𝑚𝑎𝑥
𝑇 . To summarize, the larger values of  𝜖𝑚𝑎𝑥
𝑇  will 
allow for large moves in ∆𝛉𝐤 which favours a faster convergence towards the process optimum 
but this might increase the prediction error incurred by the model. On the other hand, the smaller 
values will restrict the moves in ∆𝛉𝐤 to generate better predictions but the model may not be able 
to correct for the optimization gradients accurately, making the algorithm more sensitive to the 
modelling error. To illustrate this relative effect, the algorithm is solved for 𝜖𝑚𝑎𝑥
𝑇 = 1% and 5%. 
The convergence in the optimal 𝑆𝑜 for these two scenarios is compared in Figure 4. In all the 
iterations, the input feed rate 𝐹 converged to the same optimal value (~0.1728 L) so as to satisfy 
the volume constraint and, therefore, it is not considered further in the discussion. From Figure 4, 
 it is evident that regardless of the choice of 𝜖𝑚𝑎𝑥
𝑇 , the algorithm eventually converges to the process 
optimum. However, the rate of convergence is significantly different for the two cases. In some of 
the intermediate iterations for 𝜖𝑚𝑎𝑥
𝑇 = 1%, the values of ∆𝛉𝐤 are not sufficiently large for the 
model to predict the optimization gradients in the correct direction, resulting in an oscillatory and 
much slower convergence. Whereas, for 𝜖𝑚𝑎𝑥
𝑇 = 5%, the corrections for the optimization are more 
accurate as a result of which the algorithm converges much faster. However, this improved 
convergence is at the cost of prediction accuracy. On comparing the total prediction error for all 
iterations, it was found that on average, this value is nearly 2.5 times higher for 𝜖𝑚𝑎𝑥
𝑇 = 5%.  
 
Figure 4: Comparison of the effect of 𝜖𝑚𝑎𝑥
𝑇  on convergence of optimal𝑆𝑜 
 
The key feature of this algorithm, as discussed in previous sections, is not only the convergence to 
a process optimum but also that the final corrected model predicts the process behaviour accurately 
 and this is corroborated from Figure 5 where the model is used to predict the process variables 
around the optimum. As can be seen, the predictions are in close agreement with the measurements. 
 
Figure 5: Predictions of corrected model at converged optimal solution 
(− ∗ − Predictions; −o − Noise-free measurements) 
 
In the next section, the performance of the proposed algorithm is compared with (1) the standard 
two-step approach and (2) the modifier adaptation algorithms. 
4.2.1. Comparison with Standard “two-step” approach 
The convergence in the optimal  𝑆𝑜 corresponding to both “two-step” and proposed methodology 
is shown in Figure 6. Based on these results, where the proposed algorithm converges to the 
 process optimum 𝑆𝑜~55 g/l, the two-step approach converges prematurely to 𝑆𝑜~34 g/l. The 
measured penicillin at the end of batch at 𝑆𝑜~34 g/l is ~445 g which is nearly 25% less as 
compared to the ~592g measured at the true process optimum.  
 
Figure 6: Convergence of optimal 𝑆𝑜 
 
The reason for this premature convergence is that the model is inadequate for predicting the true 
process optimum, or in other words, it cannot satisfy the Equations (2a) and (2b). For all 𝑆𝑜 >
34 g/l, the change in model parameters, to compensate for the model structure error, is of such an 
extent that the predicted gradients no longer drive the optimization objective in the direction of its 
true optimum. On the other hand, in the proposed algorithm, the prediction error and the 
differences between the predicted and measured gradients of the optimization problem were both 
used to update the model, thus correcting for the structural uncertainty along the iterations. 
 4.2.2. Comparison with modifier adaptation algorithms 
When compared to the class of modifier adaptation algorithms, the proposed correction in this 
work offers an added advantage in terms of the rate of convergence. As discussed in previous 
section, in the modifier adaptation algorithms, the optimization objective and the constraints are 
corrected by adding the differences between the predicted and measured gradients directly to their 
respective equations (Problem P.4). Since the model is not updated explicitly, the corrected 
optimization problem may have significant errors in predictions and, generally, this is controlled 
by filtering the corrections using an empirical filter. For the comparative study, we used first-order 
exponential filters with three different values for the gain 𝐾 = 0.65, 0.5 and 0.35. Figure 7, then, 
compares the convergence in the optimal 𝑆𝑜 for the two algorithms for noise free case. In these 
results, the optimal  𝑆𝑜 corresponding to 𝐾 = 0.65 is highly oscillatory and it is quite clear that, 
without enough filtering, the gradient corrections are more aggressive, leading to significant 
prediction errors in the input space. However, as the filter gain is decreased, the convergence is 
much smoother but at the cost of decreased rate of convergence. On the other hand, the proposed 
algorithm converges much faster and smoothly to the true optimum. The reason is that the model 
itself is updated to correct for the gradients in the optimization problem which provides a model 
based filtering that have superior prediction capabilities as compared to the exponential filter in 
modifier adaptation algorithms.  
  
Figure 7: Comparison of proposed and modifier adaption algorithms on 
convergence of optimal 𝑆𝑜 
Finally, the convergence of these algorithms is compared in the presence of measurement noise. 
The modifier adaptation and the proposed algorithms are each solved 10 times with different 
realizations of the noise and the performance is evaluated in terms of integral absolute error (IAE) 
and standard deviation in the optimal 𝑆𝑜, as summarized in Table 3. The convergence in the average 
optimal 𝑆𝑜 is shown in Figure 8 in the form of error plots. From these results, it is evident that the 
proposed algorithm is more robust to model errors in the presence of noise. The filter gain that 
provided smooth convergence in the noise-free situation cannot filter the noise as efficiently as the 
truncation error (𝜖𝑚𝑎𝑥
𝑇 ) in the proposed algorithm. When the corrections are added directly to the 
optimization problem, the effect of noise in gradients on the optimization objective is additive. 
Whereas, in the proposed algorithm, the noise in gradients affects the parameter estimates  𝛉𝐤 +
∆𝛉𝐤 but since the optimization problem is not linear with parameters, this effect is not additive. 
 (a)  
(b)  
Figure 8: Average convergence of optimal 𝑆𝑜 for (a) Modifier Adaptation algorithm and (b) 
Proposed algorithm 
  
 Table 3: Comparison of convergence properties for the proposed algorithm vs modifier adaptation 
 IAE Std. deviation 𝜎 
Proposed Algorithm  8.8597 3.5563 
Modifier Adaptation 9.5525 5.5805 
 
From Figure 8 and Table 3, it can be seen that there is a significant amount of variability in the 
transient phase for the modifier adaptation algorithm. This is partly related to the fact that the 
model parameters are never updated, in which case the initial uncertainty in their estimates is 
propagated throughout the iterations. As a result, for each noise realization, the algorithm may 
have a significantly different search path if the filter gain is low enough to allow for smaller 
corrections, as seems to be the case in this example. Increasing the gain decreases this variability 
in transient but it increases the sensitivity of the algorithm to the noise in gradients, resulting in 
larger oscillations around the optimum as already shown in the noise free case (Figure 7). 
5. Conclusions 
An iterative optimization algorithm has been proposed where the process models are corrected 
iteratively for model-plant mismatch in order to guarantee the convergence to the process 
optimum. The correction is based on linear approximation of the model and is added in a way that 
upon convergence, the model not only predicts the process behaviour accurately but also satisfies 
the process optimality conditions. To achieve this goal, the parameter estimation is performed in 
two sequential steps where a standard estimation problem to minimize the prediction errors is 
solved first. Then, in the second step, the differences between the predicted and measured gradients 
of the optimization problem are minimized. The key advantage of this approach is that it provides 
 a model-based filter which has been shown to outperform the exponential filter needed in 
previously reported algorithms where the gain is selected ad-hoc. The efficiency of the algorithm 
is illustrated using a fed-batch bioprocess. The rate of convergence depends on the truncation error, 
used to validate the linear approximation of the correction. For nonlinear models, this 
approximation may only be valid over a smaller region, therefore limiting the rate of convergence. 
To this end, an improved approximation of the model has to be used that will be considered in a 
future study. 
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