Abstract In this paper we presented an algorithm for finding a solution of the linear nonhomogeneous quaternionic-valued differential equations. The variation of constants formula was established for the nonhomogeneous quaternionic-valued differential equations. Moveover, several examples showed the feasibility of our algorithm.
1 Introduction 1.1. History. Quaternion-valued differential equations (QDEs) is a new kind of differential equations. QDEs are useful mathematical tools in modeling of many real world dynamics. For instance, QDEs are applied in Frenet frame of differential geometry [4, 6, 16] , fluid mechanics [8, 9, 20, 21] , kinematic modelling [11] , attitude dynamics [5, 10] and quantum mechanics [1, 3, 22, 23] . Some works has been presented for the one-dimensional systems (e.g., see [7, 17, 18, 24] ). Recently, Gasull et al [2] studied a one-dimensional quaternion autonomous homogeneous differential equationq = aq n .
Zhang [25] studied the global structure of the one-dimensional quaternion Bernoulli equationṡ q = aq + aq n .
Kou and Xia [12] established a systematic theory of the linear QDEs. They showed few profound differences between QDEs and ordinary different equations (ODEs). The algebraic structure of the solutions to the QDEs is completely different from ODEs. The solutions space is actually a right -free module, not a linear vector space. The authors presented an algorithm to evaluate the fundamental matrix by employing the eigenvalues and eigenvectors. They provided a method to construct the fundamental matrix when the eigenvalues are simple. However, it is possible to have multiple eigenvalues. The recent paper [13] provided a method to construct the fundamental matrix when it has some "repeated" eigenvalues.
The above mentioned works ( [12, 13] ) only studied the linear "homogeneous" QDEs. How to solve the linear QDEs if it is "nonhomogeneous"? The main goal of present paper is to provide an algorithm for finding a solution of the linear nonhomogeneous quaternionic-valued differential equations. Some examples are given to show the validity of our results.
Quaternion algebra.
We adopt the standard notation in [14, 19] . We denote as usual a quaternion q = (q 0 , q 1 , q 2 , q 3 )
where q 0 , q 1 , q 2 , q 3 are real numbers and i, j, k symbols satisfying the multiplication table formed by
We denote the set of quaternion by H.
If a quaternion in H is
Hence q
Consider column n-vectors over H
where α ⊤ is the transpose of α. Let ψ : R → H be a quaternion-valued function defined on R (t ∈ R is a real variable). We denote the set of such quaternion-valued functions by H ⊗ R.
And the first derivative of two dimensional quaternionic functions with respect to the real variable t will be denoted bẏ
For any quaternion-valued functions f (t) defined on R,
For more details, one can refer to [12] . On the non-commutativity of the quaternion algebra, the algebraic structure of the solutions to QDEs is not a linear vector space. It is actually a right-free module. We will write A R R to describe that A is a right R-module.
Preliminary Results
Consider the following linear nonhomogeneous QDEs
and the linear homogeneous QDEs
where
where S n is the symmetric group on n letters, and the disjoint cycle decomposition of σ ∈ S n is written in the normal form:
We remark that if all a ij commute with each other, the definition of det p A is the same as that an ordinary determinant. According to [13] and [14] , Let us consider the flowing A ∈ H
In factor, for n = 2, we have
. . .
where e k is the k-th standard basis vector of H n and k, j = 1, 2, · · · , n.
Lemma 2.2. [15] The necessary and sufficient condition of invertibility of matrix
For example, Consider the matrix
Obviously,
We see that
Therefore, B has inverse matrix. If we represent B −1 = (b jk ), then we have
By Lemma 2.2, we haveb
which implies
Similarly, we obtain
Consequently,
Definition 2.3.
[13] Let y 1 (t), y 2 (t), · · · , y n (t) be any n solutions of homogenous Eq.(2.2) on I. Then
is said to be a solution matrix of homogenous Eq.(2.2). Moreover, if y 1 (t), y 2 (t), · · · , y n (t) be n independent solutions of homogenous Eq.(2.2) on I, the solution matrix Φ(t) of homogenous Eq.(2.2) is said to be a fundamental matrix of homogenous Eq.(2.2). Further, if Φ(t 0 ) = E(identity), Φ(t) is said to be a normal fundamental matrix. 
where q is a constant quaternionic vector. Moreover, for given IVP ψ 
It is easy to see that 
(t) is a solution of homogenous Eq.(2.2).
PROOF. This proof is similar to the proof Lemma 2.5, so we omit it.
Main Results
Theorem 3.1. For any solution ϕ N H (t) of nonhomogenous Eq.(2.1), it can be expressed as
where q is a constant quaternionic vector.
Proof. For any solution ϕ(t) of nonhomogenous Eq.(2.1), by Lemma 2.6, we see that 
where t 0 ∈ [a, b], q is a constant quaternionic vector.
Proof. By Lemma 2.4, the general solution of homogenous Eq.(2.2) is given by
where q is a constant quaternionic vector. Now, let us look for a solution of nonhomogenous Eq.(2.1) in the form ϕ N H (t) = Φ(t)q(t),
Integrating over [t 0 , t], we obtain
where q is a constant quaternionic vector. Therefore, we obtain the general solution of nonhomogenous Eq.(2.1) as follows:
Finnally, we verify that (3.1) is a solution of nonhomogenous Eq.(2.1). Differentiating it we have
This completes the proof of Theorem 3.2.
Corollary 3.3. Consider the initial-value problem (IVP)
2)
Proof. Substituting the initial value x(t 0 ) = x 0 into (3.1), Corollary 3.3 follows immediately.
has only the trivial T -periodic solution) if and only if the fundamental matrix of linear systeṁ
Proof. By Theorem 3.2, the nonhomogenous Eq.(2.1) has general solution ϕ N H (t) such as
where q is a constant quaternionic vector. Since x(0) = x(T ), we obtain the following equality
that is,
Therefore,
This completes the proof of Corollary 3.4.
Remark 3.5. When n = 1, the Corollary 3.4 is reduces to main result in [7] .
Some Examples
To illustrate the feasibility of our results, we present two examples.
Example 4.1 Consider the following QDEs, find a solution of the initial-value problem (IVP)
Then it follows from [12] (Theorem 6.1.), Φ(t) is a fundamental matrix of (4.2). Obviously, 
and, dϕ
is the solution of the IVP (4.1).
Example 4.2 Consider the following QDEs, find a solution of the initial-value problem (IVP)
3)
Answer: Noting that
Consider the following linear homogeneous QDEs
Then it follows from [12] , we see that λ 1 = i, λ 2 = 1 + i are the eigenvalues of A. To find the eigenvector of λ 1 = i, we consider the following equation
in other words,
From the second equation of (4.5), if we take q 1 = i. Substituting it into the first equation of (4.5), we can take q 2 = −i. So we obtain one eigenvector as
Similarly, the eigenvector of λ 2 = 1 + i as
the eigenvectors ν 1 and ν 2 are independent. Taking
from [12] (Theorem 6.5.), Φ(t) is a fundamental matrix of 4.4. In fact,
Let Φ −1 (t) = (b jk ), by Lemma 2.2, we have (1 + e (1+i)t − 2e it ) + (e (1+i)t − 1 − 2e it )i + (e (1+i)t − t − 1)j − tk . (1 + e (1+i)t − 2e it ) + (e (1+i)t − 2e it − 1)i + (e (1+i)t − t − 1)j − tk . Then 
