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Abstract—We consider optimal distributed controller design
problems with two separate structural constraints: locality and
relative feedback. The locality constraint accounts for sub-
controller interactions restricted to local neighborhoods as speci-
fied by an underlying graph structure. We provide a detailed
characterization of such locality constraints imposed on an
implementation of a controller (sparsity of state space matrices),
in contrast to locality constraints on the sparsity of the controller
input-output mapping (transfer function), which is the main tool
used in the recently developed System Level Synthesis (SLS)
framework. We formally show how the latter problem is a convex
relaxation of the former, original problem. We then formulate and
show how to append relative feedback constraints that are natural
in many problems where only differential sensors are available,
such as in vehicular formation and consensus-type problems.
We show that for a class of plants, these constraints can be
imposed in a convex manner. Our main result demonstrates that
when relative feedback constraints are imposed in addition to
locality, the SLS convex relaxation can become infeasible. We use
these insights to provide a comparative context for the various
structured distributed control design methods such as SLS, funnel
causality and quadratic invariance, as well as the open problems
of structured and networked realizations.
Index Terms—Distributed Control, Optimal Control, Net-
worked Control Systems, System Level Synthesis
I. INTRODUCTION
We consider the optimal controller design problem for
spatially-distributed systems. The controller to be designed
is also distributed, and we enforce locality constraints on
the communication and interaction between the distributed
subcontroller components according to an underlying graph
structure. We also impose an additional structural constraint
separate from locality: a relative feedback constraint that
ensures a control action is calculated using only relative (i.e.
differences of) system measurements. Such a constraint arises
naturally in consensus-type algorithms and systems where only
differential measurements are feasible.
The design of controllers with a localized structure is the
subject of much current interest in the context of distributed
control. For example, `1 regularization was utilized in [1], [2]
to promote controller sparsity, [3] used structured distributed
approximations of optimal centralized control policies, and [4],
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[5] provided classes of problems for which the unconstrained
optimal control is inherently structured. In contrast, although
relative design requirements are implicit in many consensus
like algorithms, the literature has largely not addressed this as
an explicit design constraint.
There are various ways to define a notion of locality,
and throughout this paper, we formally define and compare
such notions. Previous work has largely focused on imposing
these constraints in terms of the structure of the input-output
mapping (transfer function) defining the controller. However,
optimizing over the set of transfer functions with prescribed
structure is non-convex except in special problem settings,
e.g. funnel causal [6] and quadratic invariance [7]. Work
to overcome this non-convexity has included restricting the
structural constraint set to a subset that is quadratically invari-
ant [8], as well as looking beyond structure of the transfer
matrix altogether. Moreover, recent works have begun to
emphasize the practical importance of looking at the structure
of implementations of the controller transfer function [9]–[11]
rather than the transfer function itself, e.g. structure of state
space realizations.
Characterizing the set of controllers which have structured
implementations remains an open problem. A primary reason
for this is that the state space realizations of a given controller
vary in structure (sparsity pattern of state matrices) and in
number of states (dimensions of state matrices). Classifying
the existence of one realization with a prescribed structure is
unwieldy, although recent works have provided preliminary
results [12]–[14]. In addition, the System Level Synthesis
(SLS) framework [11] has suggested an alternate approach by
directly designing the closed-loop mappings, as opposed to the
controller transfer matrix or corresponding Youla parameter.
It is known that the set of closed-loop mappings is affine
linear [15], and adding additional convex structural constraints
will preserve convexity. Such constraints do not imply that the
controller transfer function itself will have this same sparsity
pattern but ensure that the corresponding controller will have
an implementation that inherits this prescribed structure. One
of the aims of the present paper is to provide a comparative
perspective on these various design methods for structured,
distributed control design.
To provide additional context to the SLS method, we
compare the optimal performance of a structured closed-
loop transfer function to that of a structured implementable
controller. We formally demonstrate that the optimal controller
design problem subject to sparsity constraints on the closed-
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2loop transfer functions (solved for via SLS) provides a convex
relaxation of the optimal controller design problem subject to
locality constraints on controller implementations. We begin
to quantify this performance gap by analyzing the relative
feedback control design problem from the SLS perspective.
Such relative feedback constraints are natural in e.g. con-
sensus and formation control problems, and are reasonable
when the underlying plant itself has relative dynamics. The
unconstrained LQR design problem for a system with relative
dynamics (and with relative LQR weighting matrices) is static
and given by a relative matrix obtained using the algebraic
Riccati equation. With additional locality constraints however,
this remains an open problem in general. [16] provided bounds
on the best-achievable-performance to this relative and struc-
tured controller design problem in the case that the controller is
restricted to be static. We note that the techniques employed in
[16] do not immediately generalize to controllers with arbitrary
local degree, and an alternate tractable method for this more
general setting has yet to be developed.
We employ an example to demonstrate our main results on
the usefulness of SLS in this relative feedback setting. We
consider the optimal control design problem for a distributed
plant composed of N 1st-order subsystems on the undirected
torus ZN with performance output capturing a measure of
consensus, subject to relative feedback and closed-loop spatial
spread constraints. We demonstrate that when this consensus
measure is defined in terms of a matrix of rank greater than
the prescribed closed-loop spatial spread, there does not exist
a feasible solution to the SLS closed-loop constrained H2
controller design problem. On the other hand, stabilizing,
relative controllers with structured implementations for this
problem are easily constructed. This highlights that although
closed-loop transfer function sparsity is sufficient to ensure a
structured implementation, this requirement may be far from
necessary in the relative feedback setting.
The remainder of this paper is structured as follows.
In Section II, we formally present three notions of local-
ity constraints on distributed controller design: structured-
realizable, network-realizable, and closed-loop transfer-
function-structured. We introduce the structured-realizable op-
timal controller design problem as well as the convex relax-
ation of this problem provided by SLS. In Section III, we
demonstrate that this convex relaxation may not be feasible
when relative feedback constraints are imposed. We analyze
the performance gap between the optimal structured-realizable
and optimal closed-loop structured controllers in the relative
feedback setting in Section IV. Section V provides general-
izations to higher spatial dimensions.
II. PROBLEM FORMULATION
We set up the control problem in the framework of the
“standard problem of robust control” with[
z
y
]
=
[
P11 P12
P21 P22
] [
w
u
]
(1)
where the vectors w, u, y and z are the exogenous distur-
bances, control signals, controller measurements and perfor-
mance output respectively. The system P is referred to as the
generalized plant. In a spatially distributed system, the signal
vectors w, u and y are partitioned into local sub-signals as
u =
[
uT1 · · · uTN
]T
, (2)
where ui is the control signal at the i’th site, and similarly
for w and y. The performance output z however may contain
global objectives, and therefore may not be similarly parti-
tioned. We will often work with state space realizations of the
generalized plant P which we assume to be of the form
P =
 A B1 B2C1 0 D12
C2 D21 0
 = [ P11 P12
P21 P22
]
. (3)
The state signal x is partitioned similarly to (2). Note that the
partitioning of signals induces partitionings of the realization
matrices as well.
When the feedback loop is closed with controller u = Ky,
the closed loop system is denoted by
F(P ;K) := P11 + P12K (I − P22K)−1 P21.
The usual robust controller design problem is to find con-
trollers that minimize some closed-loop norm ‖F(P ;K)‖.
In distributed control problems however, there are usually
additional requirements of controller locality which encode
constraints about which site measurements the control signal
for each site can depend on. In this paper, we also consider
an additional requirement of relative measurements which is
typically not explicitly stated in distributed control design
problems, but is implicit in many consensus-like designs. The
two requirements of locality and relative measurements are
unrelated to each other in that one can demand either one,
or both. In this paper we consider requiring both, and we
formalize these two notions in the next two subsections.
A. Locality Constraints
A common requirement in structured controller design is to
restrict sub-controllers to have access to only a local subset
of measurements. We specify sub-controller communication
requirements in terms of a graph with adjacency matrix A
defined by Aij = 1 if there exists an edge between nodes i
and j, and Aij = 0 otherwise. We refer to a graph and its
adjacency matrix synonymously. In addition, we will need the
“b-hops” graph, which is defined by
A(b)ij =
{
1, if
(Ab)
ij
6= 0
0, else,
(4)
where Ab is the b’th power of A. Thus A(b) is the adjacency
matrix of a graph where an edge between nodes i and j is
present if there is a path of length ≤ b between those nodes.
1) Locality of Realizations: In this paper, we consider
controllers that can be realized with structured matrices. We
state this formally.
Definition 2.1: Consider a graph A with N nodes and a
matrix M partitioned into N × N blocks. We say that M is
graph-structured (or A-structured) if the ij’th block of M is
zero whenever Aij = 0. Thus the only non-zero blocks in
3M correspond to edges in the graph. In this case we use the
notation M ∈ S(A).
Definition 2.2: An LTI system H is structured-realizable
with respect to a graph A (A-structured-realizable) if there
exists a realization with graph-structured matrices, i.e.
H =
[
A B
C D
]
, A,B,C,D ∈ S(A).
If in addition either B,D or C,D are block diagonal, then we
call H network-realizable.
The motivation for this definition is that a structured-
realizable system (e.g. a controller) can be realized with
differential equations that require information from sites within
a local neighborhood to compute a given local output. Note
that the statement A,B,C,D ∈ S(A) automatically implies
that inputs, outputs and states are partitioned as in (2).
Network realizability is a stronger requirement, originally
introduced in [14]. It characterizes systems in which the output
of any node depends on the states of neighboring nodes
through a transfer function of relative degree of at least one
(in the case where one requires C,D to be block diagonal).
In discrete time, this means that there is at least a one-
step delay in transmitting a node’s state to its neighbors. In
continuous time, it implies that such transmission does not
happen instantly, but rather through a strictly proper transfer
function. The class of network-realizable systems is closed
under additions, cascades and feedbacks, while the class of
structured-realizable systems is not. Note that a network-
realizable system is structured-realizable, but the converse is
not necessarily true.
Remark 1: A structured realization (or a network realiza-
tion) is likely non-minimal, with the size of each local state
determined by the dimension of the blocks composing the “A”
matrix. Classifying the existence of a structured state-space
realization that is also stabilizable and detectable remains an
open problem in general, although recent work [12], [13] has
provided solutions for certain subclasses of systems.
2) Locality of Transfer Functions: Unlike the concept of
locality of realizations, which has only very recently been
studied [12], [14], the concept of local transfer functions
(or input-output relations) has a longer history. We define it
formally next.
Definition 2.3: An N × N block-partitioned LTI system
H is called Transfer-Function Structured (TF-structured) with
respect to a graph A if
Hij(s) = 0, when Aij = 0,
where Hij is the ij’th block of the transfer function matrix.
In other words, the block sparsity structure of H is the same
as the adjacency matrix A.
A structured-realizable system may not be TF-structured,
but any TF-structured system is structured-realizable (with
the same structure), as stated in the following lemma, whose
proof is in Appendix A. We note that similar results relating
the structure of a transfer function to the structure of a
corresponding state-space realization have appeared in e.g.
[12]. In the sequel, whenever the phrases structured-realizable,
network-realizable, or TF-structured are used, it is assumed
that there is an underlying graph A that refers to those
structures, and A will not be explicitly mentioned when no
confusion can occur.
Lemma 2.1: If H is TF-structured, then H is structured-
realizable. If in addition H has a block-diagonal feedthrough
term, then it is also network-realizable. The converse does not
hold: there exist structured-realizable (and network-realizable)
systems H which are not TF-structured.
A canonical example that helps to appreciate the above
statement is a line-graph network with nearest neighbor inter-
actions. The structured matrices in this case are the tri-diagonal
matrices. The transfer function (sI−A)−1 with A tri-diagonal
will in general not be tri-diagonal, and in fact will be a dense
matrix. The implications in the above lemma are summarized
in the following diagram.
network-realizable
It is clear that for system implementations with only local
interactions, the concepts of network or structured realizability
are the important ones. However, to impose that directly as
a design constraint appears to be unwieldy. Imposing TF-
structured constraints is more tractable, and by the above
lemma, it is one way (though a conservative one) to arrive
at the ultimate goal, which is an implementable realization in
a networked setting.
B. Relative Measurements
A separate (from locality) requirement on the controller
structure is for it to be constrained to operate on relative
measurements. Such constraints arise naturally in control prob-
lems where only differential sensors are available, such as
in vehicular formations with ranging measurement devices,
or mechanical control problems where only relative strain
measurements are possible. We define this notion formally as
follows.
Definition 2.4: Consider signals u and y partitioned into N
sub-signals as in (2), and a transfer function (or real-valued)
matrix K partitioned conformably with u = Ky. The matrix
K is called relative if each component un of the output can
be written as a function of only differences of inputs, i.e.
un =
∑
1≤i<j≤N
Knij (yi − yj), (5)
where each Knij is some transfer function matrix.
Note that Knij is not the ij’th entry of the transfer function
matrix K, but rather the transfer function that acts on the
relative measurement yi − yj to produce the output un. As
shown in Appendix B, the representation (5) is non-unique, but
there is a compact characterization of when a transfer function
matrix is relative.
4Lemma 2.2: A transfer function matrix K is relative if and
only if
K(s)1 = 0,
where 1 is the vector with all entries of 1.
Proof: There are many ways to take a matrix that satisfies
K1 = 0 and rewrite the relation u = Ky in a form like (5).
Thus, the form (5) is non-unique. These constructions and the
proof of this Lemma are detailed in Appendix B.
Notice the similarity with the condition for a right stochastic
matrix, except that here K can be a transfer function matrix,
and has no positivity constraints.
C. Structured-Realizable and Relative Controllers
We now formally state the structured-realizable controller
design problem we are concerned with. In this paper we
use the H2 norm as the performance measure, although
this problem can be stated in the same manner using any
other system norm. The objective is to design a (static or
dynamic) feedback controller u = Ky that uses only relative
measurements, and also satisfies locality constraints according
to the structure of a graph A. We reiterate that these are two
additional requirements on traditional controller design that
can be imposed independently of each other.
Structured-Realizable, Relative Controller Design:
Given a graph A, and a plant P (1) with signals partitioned
according to A, find
inf
K
‖F(P ;K)‖H2
s.t. K is structured-realizable (locality)
K1 = 0 (relative feedback)

(6)
Note that Lemma 2.2 was used to state the relative measure-
ments constraint compactly. The problem (6) has a finite opti-
mum only if there exists an F(P ;K) satisfying the constraints
with ‖F(P ;K)‖ finite. Otherwise the optimal value of (6) is
infinite and the problem is said to be infeasible.
This problem as stated even without the relative mea-
surements assumption is typically non-convex, and a general
solution remains elusive. However, many consensus-type al-
gorithms in the literature can be viewed as upper bounds on
this problem. The algorithm we present in Section III is such
a bound. In addition, the relative measurements requirement
amounts to a type of “conservation law” if the plant P itself
satisfies a similar requirement.
Note that by Lemma 2.1, the optimal TF-structured con-
troller design problem (obtained by replacing the constraint
that K be A-structured-realizable in (6) with the constraint
that K be TF-structured) provides an upper bound on the
structured-realizable controller design problem (6). Even so,
the TF-structured design problem is typically non-convex
except when the graph structure satisfies properties such as
“funnel causality” [6] or “quadratic invariance” [7]. We are
interested in a wider class of problems in this paper for which
there is no currently obvious convex problem re-formulation.
D. Closed-loop Design
Instead of directly constraining the structure of the con-
troller (either of its realization or its transfer function), one
can indirectly obtain structured controllers (though not all of
them) by constraining the closed loop instead. It is known
that the set of closed-loops corresponding to all possible
stabilizing controllers is an affine linear set [15]. Obviously,
the closed-loop design problem remains convex if further
convex constraints are imposed on the closed loop, e.g. convex
locality constraints. If one can recover the controller from
the closed-loop design in a way that inherits the closed-
loop structural constraints, then this is at least one method
to relax the above problem to a convex one. This is the theme
followed by the recently introduced System Level Synthesis
(SLS) framework [11], which we refer to in this paper as
structured-closed-loop design. We summarize briefly the two
main ideas behind this procedure.
Consider the plant (3) in feedback with a (dynamic or
static) controller u = Kx. The following is a summary of
the SLS framework. The reader should examine Figure 1 for
the descriptions of the various systems.
• The original control design problem for P is reformulated
as one for P˜ with an equivalent objective
inf
K
‖F(P ;K)‖ =
inf
K
∥∥∥∥[C1 D12]F(P˜ ;K)[ B1D21
]∥∥∥∥ (7)
• Characterizing feasible closed loops F
(
P˜ ;K
)
is much
simpler than those of F(P ;K)
Φ =
[
Φxx Φxy
Φux Φuy
]
= F
(
P˜ ;K
)
for some K
⇔

[
sI-A -B2
] [Φxx Φxy
Φux Φuy
]
=
[
I 0
][
Φxx Φxy
Φux Φuy
] [
sI-A
-C2
]
=
[
I
0
] (8)
• Given a closed loop Φ, the corresponding controller K =
Φuy−ΦuxΦ-1xxΦxy can be implemented with the diagram
in Figure 1b. This implementation mirrors any structural
constraints imposed on Φ.
There are two key ideas in this framework. The first is that
the constraints (8) on Φ = F(P˜ ;K) are much simpler than
the interpolation constraints (involving MIMO zeros and their
directions) that would be needed on F(P ;K) in general. The
second idea is that if any type of convex structural constraints,
such as locality, are imposed on the closed loop Φ, then an
implementation like Figure 1b preserves that locality structure
in the implementation of K. We call such controllers closed-
loop structured.
Definition 2.5: Given a plant P˜ (Figure 1a), a controller K
is called closed-loop-transfer-function structured (closed-loop
TF-structured) with respect to graph A if it results in a closed
loop Φ = F(P˜ ;K) that is TF-structured.
This notion of closed-loop TF-structure is implicitly defined
in terms of the plant to be controlled since the closed-loop
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A
⇥
I 0
⇤
B2
I
0
  
0 0
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  
0
I
 
C2
⇥
0 I
⇤
0
3775

 xx  xy
 ux  uy
 
(a) Instead of characterizing the affine linear set of all closed loops
F(P ;K) with complicated interpolation constraints, one can charac-
terize the closed loops Φ = F(P˜ ;K), for which the affine linear
constraints (8) are much simpler. The design problem is then in terms
of Φ, but the objective function remains the original one.
 uy
(b) The controller K = Φuy − ΦuxΦ-1xxΦxy can be recovered from
the closed loop Φ. It can be implemented with the diagram above so
that the spatial sparsity structure of Φ is preserved in each of the blocks
above.
Fig. 1: The two key ideas in the SLS framework is to (top) characterize a
different closed loop mapping than F(P ;K), and then (bottom) implement
the controller K from the closed loop maps Φ in a manner that mirrors any
structural constraints imposed on the closed loop design.
transfer functions are defined in terms of the plant param-
eters A,B2, C2. Thus, a controller may be closed-loop TF-
structured for one plant but not for another. In contrast, the
notions of structured-realizability and network-realizability are
explicit properties of the controller that are independent of
choice of plant. The following theorem provides a relation
between the set of structured-realizable controllers and the set
of closed-loop TF-structured controllers for a given plant.
Theorem 2.3: If a proper transfer function K is a closed-
loop TF-structured controller for any plant P with respect to
a graph A, then K is an A-structured-realizable controller.
Proof: To prove this result, we leverage the fact that
a controller can be implemented directly using the result-
ing closed-loop transfer functions, preserving the closed-
loop structure (see Figure 1b). We employ Lemma 2.1 to
demonstrate that this implementation leads to an A-structured-
realizable controller K. The details of the proof of Theorem
2.3 are provided in Appendix C.
As shown by Theorem 2.3, the SLS design procedure yields
Fig. 2: The set of controllers which are closed-loop TF-structured for any
plant P is a subset of the set of structured-realizable controllers
a structured-realizable controller; this demonstrates that opti-
mization over the set of closed-loop TF-structured controllers
for plant P provides an upper bound on optimization over the
set of structured-realizable controllers (6). This TF-closed-loop
structured design problem is formally stated as follows.
TF-Structured-Closed-Loop, Relative Controller Design:
Given a graph A, and a plant P (3) with signals partitioned
according to A, find
inf
K
∥∥∥∥[ C1 D12 ]F(P˜ ;K) [ B1D21
]∥∥∥∥
H2
s.t. Φ = F(P˜ ;K) is TF-structured (locality)
K1 = 0 (relative feedback)
 (9)
In the next section we will see that the relative feedback
constraint is actually convex on the closed loop Φ = F(P˜ ;K)
in certain problem settings as well. Thus, optimization over the
set of TF-closed-loop structured controllers is convex [11], and
we therefore say that the problem (9) is a convex relaxation
of (6).
In this paper we are primarily concerned with contrast-
ing the structured-realizable controller design problem (6)
with the TF-structured-closed-loop problem (9). These could
also be compared to the widely studied problem of TF-
structured controller design, and we just briefly mention this
third problem here. The optimal controller design subject to
sparsity constraints imposed directly on the controller transfer
function directly is generally intractable, except for classes of
structures of the so-called funnel causality [6] or quadratic
invariance [7] types. For such classes of structures, there is a
one-to-one correspondence between TF-structured and closed-
loop TF-structured controllers, and therefore the two problems
are equivalent. For general structured classes however, We
emphasize that there is no equivalence (either as lower or
upper bounds) between the TF-structured and closed-loop
TF-structured controller design. An example in Appendix D
illustrates this point.
III. MAIN RESULT
Our main result identifies potential limitations of the SLS
design procedure with TF-structured constraints in the relative
feedback setting. In particular, we demonstrate through an ex-
ample that there may not exist a feasible solution to the relative
feedback, TF-structured closed-loop H2 design problem (9).
We will later comment on alternative possibilities for closed-
loop structural constraints, as well as the special issues that
arise when imposing relative feedback as a design constraint.
6I   s x
Fig. 3: Implementation of state-feedback controller u = Kx via the
corresponding closed-loop mappings Φx and Φu. This implementation has
a state space realization which inherits the structure of the closed-loops.
The example we consider is a state-feedback design prob-
lem. Thus, we first provide a presentation of the closed-loop
structured design problem in the state-feedback setting. For
a more complete review of state-feedback SLS, we refer the
reader to [11].
A. State Feedback Closed-loop Design
Consider a (dynamic or static) state feedback controller u =
Kx in feedback with a plant of the form
x˙ = Ax+B1w +B2u
z = C1x+D12u.
(10)
The closed-loop mapping from disturbance w to performance
output z can be written as
F(P ;K)
=
[
C1 D12
] [ I
K(s)
]
(sI −A−B2K (s))−1B1
=
[
C1 D12
] [ Φx(s)
Φu(s)
]
B1.
(11)
Φx(s) and Φu(s) are the transfer functions from B1w to state
x and control action u of plant P in feedback with controller
K, and are referred to as the closed-loops. The following
lemma provides a complete characterization of all feasible
closed-loops for system (3).
Lemma 3.1: u = Kx is a state-feedback controller for (3)
if and only if the resulting closed-loops are strictly proper
transfer functions, and the affine relation
f(s) :=
[
sI −A −B2
] [ Φx(s)
Φu(s)
]
= I (12)
holds for all s except possibly isolated points (removable
singularities of f ). The controller u = Kx can be recovered
from the closed-loops as
u = Kx = Φu (Φx)
−1
x.
Moreover, K can be implemented as
v = x+ (I − sΦx(s))v
u = sΦu(s)v,
(13)
preserving the closed-loop structure (see Figure 3).
Note that if Φx and Φu satisfy (12), then (I − sΦx) is
strictly proper, so that implementation (13) is well-defined.
Just as in the more general output feedback setting, if Φx(s)
and Φu(s) are TF-structured, then the corresponding controller
is structured-realizable.
In this state-feedback setting, the structured-closed-loop,
relative controller design problem (9) is written as
inf
K
∥∥∥∥F(P ;K) = [ C1 D12 ] [ Φx(s)Φu(s)
]
B1
∥∥∥∥
H2
s.t. Φx,Φu are strictly proper
Φx,Φu are TF-structured w.r.t. A(b) (locality)
K1 = 0 (relative feedback)

(14)
B. Consensus of 1st order subsystems
We next introduce the example that will be utilized to prove
our main result. Throughout the remainder of this section and
the next, the underlying graph A is a ring of N nodes with
nearest neighbor edges, i.e. Aij = 1 when |i − j| = 1 with
|i − j| computed modulo N . We consider the problem of
state-feedback design for distributed consensus of N 1st-order
subsystems over the undirected torus ZN :
x˙n(t) = un(t) + wn(t), n ∈ ZN ,
where xn, un, wn are the state, control action, and local
disturbance at spatial location n, respectively. In vector form,
x˙ = u+ w,
z =
[
C
0
]
x+
[
0
γI
]
u,
(15)
where z captures a measure of consensus, Cx, and a scaled
measure of the control effort, γu.
Note that the open-loop system is not a consensus algorithm.
Instead the controller K designed to optimize this performance
output z will be such that the closed-loop system is a consen-
sus algorithm.
We make the assumption that C is circulant, so that the
open loop plant is spatially-invariant. We further restrict to
relative C, i.e. C1 = 0; as a result, the closed-loop system
may have a marginally stable mode at the origin representing
the motion of the mean, which is undetectable through C. In
particular, we allow for instability of
F(P˜ ;K) =
[
Φx(s)
Φu(s)
]
due to a pole at the origin of Φx, but stability of
F(P ;K) =
[
C 0
0 γI
]
F(P˜ ;K)I
is required for the objective of (14) to remain finite. This
problem has been studied in e.g. [16]–[18]. Our main result
is stated formally in the following theorem.
Theorem 3.2: Let
z = F(P ;K)w =
[
C 0
0 γI
] [
Φx
Φu
]
w
denote the closed-loop mapping for (15) in feedback with a
controller u = Kx. Assume that C is a circulant matrix with
C1 = 0 with
r = rank(C).
If r > (2b + 1), then the TF-structured-closed-loop, rel-
ative controller design problem (14) is infeasible. In other
7words, any controller K which is relative and closed-loop
TF-structured with respect to A(b) will result in an unstable
closed-loop F(P ;K).
Remark 2: It is straightforward to show that if K is relative,
then K will have a minimal relative realization, i.e. with “B”
and “D” matrices relative. However, it is unclear whether a
relative and closed-loop structured K will have a realization
that is both structured and relative. Thus, we do not impose
the additional restriction of a relative structured realization in
(14), noting that optimization over this smaller subset would
still result in infeasibility.
One interpretation of Theorem 3.2 is the following. It
may be desirable to achieve consensus with a control policy
implemented in a local manner, but a goal of consensus
requires the corresponding closed-loop mappings to be full,
e.g. every impulse response should be dense and global at
least eventually. Thus, localization of closed-loop mappings
and consensus present two opposite and conflicting design
requirements. This result provides a step toward better un-
derstanding such conflicting measures.
Enforcing that the closed-loops are TF-structured local-
izes the propagation of disturbances, e.g. if (Φx)ij(s) =
(Φu)ij(s) = 0 then a disturbance entering at spatial site j
will not be seen by spatial site i for all time (see Figure
4a). This is a stringent requirement to employ to ensure
structured-realizability of the controller, and we have just
seen that it is far from being necessary in the context of
relative feedback design problems. The difference between a
structured-realizable controller and the stronger notion of a
closed-loop TF-structured controller is depicted in Figure 4.
Corollary 3.3: Let y = Cx correspond to one of the
following standard measures of consensus:
• Local Error:
yn =
(
CLEx
)
n
:= xn − xn−1.
• Deviation from Average:
yn =
(
CAvex
)
n
:= xn − 1
N
N−1∑
i=0
xi.
• Long Range Deviation:
yn =
(
CLRx
)
n
:= xn − x(n−N/2).
If K is relative and closed-loop TF-structured for (15) with
respect to A(b) for any nontrivial choice of b (1 ≤ b < N2 ),
then F(P ;K) is unstable, i.e. problem (14) is infeasible.
Proof: By Theorem 3.2, it is sufficient to show that
CLE, CAve, and CLR all have rank r = (N − 1). This
straightforward calculation is omitted.
This corollary demonstrates that this infeasibility occurs
with both the local measure of consensus, CLE, as well as for
the global measures of consensus, CAve and CLR. We note
that Theorem 3.2 and Corollary 3.3 are generalizations of
preliminary results presented in [19], which studied specif-
ically a deviation from average measure of consensus and
restricted to optimization over the subset of controllers which
are also spatially-invariant. In Section V, we provide further
generalizations, considering consensus of 1st order subsystems
on the undirected d−dimensional torus ZdN .
(a) A plant P in feedback with closed-loop TF-structured controller
for P . Effects of a disturbance are not seen outside a neighborhood of
size one for all time. This neighborhood (specified by A) is enclosed
by the red dotted line.
(b) A plant P in feedback with a structured-realizable (but not closed-
loop TF-structured) controller. Effects of a disturbance may eventually
propagate to all spatial sites.
Fig. 4: A comparison of plant P in feedback with: (top) a closed-loop
TF-structured controller for P , and (bottom) a structured-realizable (but not
closed-loop TF-structured) controller. A disturbance entering into the subplant
P0 at spatial site 0 is denoted by w0. In both cases, the controller is
implementable using only local information; the black arrows denote the
communication of subcontroller K0, which is restricted to the neighborhood
of size one illustrated with the black dashed line. A red gradient indicates that
this disturbance may eventually affect a particular component; all potentially
affected sites are enclosed by the red dotted line.
C. Proof of Theorem 3.2
The key step in proving Theorem 3.2 is to write (14)
in terms of the resulting closed-loops. We first utilize the
following lemma to write the relative feedback constraint as
a convex constraint on the closed-loops; a proof of this result
is provided in the Appendix.
Lemma 3.4: Let P denote a plant of the form (10) with A
relative and B full rank, and let u = Kx be the state feedback
control for this system. Then K is relative if and only if the
corresponding closed-loop transfer function Φu is relative, i.e.
K(s)1 = 0 ⇔ Φu(s)1 = 0.
In particular, a state feedback controller K for (15) is relative
if and only if the corresponding map Φu is relative.
Lemma 3.4 allows the structured-closed-loop, relative state-
feedback controller design problem (14) to be written as:
inf
Φu,Φx
∥∥∥∥F(P ;K) = [ C 00 γI
] [
Φx
Φu
]∥∥∥∥2
H2
s.t.
[
sI − 0 −I ] [ Φx(s)
Φu(s)
]
= I
Φx,Φu strictly proper
Φx,Φu TF-structured w.r.t. A(b) (locality)
Φu1 = 0 (relative feedback)

(16)
8Rearranging the affine subspace constraint (12) as
Φx =
1
s
(I + Φu) , (17)
we see that if Φu is strictly proper and TF-structured with
respect to A(b), then Φx will be strictly proper and TF-
structured with respect to A(b) as well. Then, (16) can be
written as:
inf
Φu
∥∥∥∥F(P ;K) = [ C 00 γI
] [
1
s (I − Φu)
Φu
]∥∥∥∥2
H2
s.t. Φu strictly proper
Φu TF-structured w.r.t. A(b) (locality)
Φu1 = 0 (relative feedback)

(18)
The techniques presented in [20], [21], can be used to
convert (18) to an unconstrained model matching problem,
which can be solved using standard techniques when the
relative feedback assumption is removed. With this relative
feedback constraint however, any Φu in the constraint set
of (18) leads to an unstable F(P ;K). The details of this
argument are provided in the Appendix.
Remark 3: We note that [22] has suggested imposing struc-
tural constraints on other ‘implementation transfer matrices’
as opposed to on the closed-loops Φx,Φu. However, impos-
ing TF-structured constraints on these alternate mappings to
implement a relative feedback controller via (13) still leads to
an infeasible controller design problem for this example.
IV. SLS PERFORMANCE GAP
The TF-structured-closed-loop, relative controller design
problem (16) provides a convex relaxation of the structured-
realizable, relative controller design problem. This convex re-
laxation was shown to be infeasible for the consensus example
(15) presented in Section III; a logical next question then
is whether the structured-realizable, relative controller design
problem is infeasible for this example as well. We study this
question for the case of a deviation from average consensus
metric. We show that for this same example, relative and
structured controllers (without TF-structured closed loops) that
achieve finite H2 norm are easily constructed. This shows that
the performance gap between (6) and the convex relaxation
provided by (9) may be infinite.
Consider the controller given by the static gain
Ks := −

2 −1 0 · · · −1
−1 2 −1 · · · 0
. . . . . . . . .
−1 0 0 · · · 2
 . (19)
This controller was presented in e.g. [16], and the resulting
closed-loop is a well-known nearest neighbor consensus algo-
rithm. Ks is relative and an A-structured realization is given
by
[
0 0
0 Ks
]
. To see that Ks results in a finite closed-loop
H2 norm, compute
‖F(P ;Ks)‖2H2 = tr
∫ ∞
0
eK
∗t
[
CAve
γKs
]∗ [
CAve
γKs
]
eKtdt
= (N + 1)γ2 +
1
4
M−1∑
n=1
1
1− cos ( 2pinN ) <∞.
(20)
This shows that for any choice of b, there exists a relative,
A-realizable controller that results in a stable F(P ;K); this
controller however is not closed-loop TF-structured. Thus,
the performance gap between the optimal relative, structured-
realizable controller and the optimal relative, closed-loop TF-
structured controller is infinite in this setting.
A potential drawback of the controller Ks is that it is not
network-realizable; in particular, its implementation requires
instantaneous access to measurements of neighboring sub-
systems through the tridiagonal “D” matrix. The following
example provides a strictly proper approximation of Ks, which
eliminates this need for instant information from neighboring
subsystems.
Example 4.1: Let Ka denote a strictly proper approximation
of Ks defined by the realization
Ka :=
[
aI Ks
−aI 0
]
,
for a < 0. Because the “C” and “D” matrices of this
realization are non-zero only on the diagonal, only instant
access to a subcontrollers own local information is required.
Ka is relative, and network-realizable. Note that Ka is TF-
structured with respect to A as well. As a→ −∞, the closed-
loop performance achieved by Ka converges in H2 norm to
the performance achieved by Ks.
As Ks and Ka achieve finite closed-loop H2 cost, Theorem
3.2 implies that neither of these controllers are closed-loop TF-
structured. This can also be seen directly by noting that the
corresponding closed-loop mappings Φx = (sI−0−I ·Ks)−1
and Φx = (sI − 0 − I · Ka(s))−1 are full transfer function
matrices. This proves the following additional relationships
among the different notions of structure.
Lemma 4.1: The converse of Theorem 2.3 does not
hold: there exist structured-realizable controllers which are
not closed-loop TF-structured. In addition, there exist TF-
structured controllers which are not closed-loop TF-structured.
The relations between the different notions of structure are
depicted in Figure 5 and are summarized in the following
diagram.
9Fig. 5: A Venn diagram depicting the set relations between closed-loop TF-
structure, TF-structure, and structured-realizability. The sets of closed-loop
TF-structured controllers and TF-structured controllers are both subsets of
the set of structured controllers; in general this subset relation is strict. The
sets of closed-loop TF-structured and TF-structured controllers are in general
non-comparable; their intersection is non-empty and neither is a strict subset
of the other. The static, TF-structured controller Ks (19) is depicted by the
star, and its strictly proper approximation Ka is denoted by the dot; neither
of these controllers is closed-loop structured for the plant P of interest.
Note that in general the sets of closed-loop TF-structured
controllers and TF-structured controllers are incomparable:
their intersection is non-empty, and neither is a strict subset
of the other.
V. EXTENSION TO HIGHER SPATIAL DIMENSIONS
It has been shown [16] that static relative controllers with
subcontroller communication limited to within a prescribed
distance are able to regulate large-scale disturbances for the
consensus problem in spatial dimension d = 3 but not in
spatial dimension d = 1, i.e. such control policies scale poorly
with network size for the consensus of subsystems on the
undirected torus ZN but not on the undirected 3−dimensional
torus Z3N . A similar result for controllers with locally 1
st-order
dynamics was demonstrated in [17]. Theorem 3.2 demon-
strated a limitation of relative and closed-loop structured
controllers for the consensus problem in the spatial dimension
d = 1. Based on the findings of e.g. [16], [17], a relevant
question is whether the results of this theorem carry over to
the higher spatial dimension setting. To answer this question,
we first present some preliminaries on system dynamics in
higher spatial dimensions. For simplicity of exposition, we
restrict our analysis to the spatially-invariant setting.
Given an array a ∈ ZdN , we denote by Ta the operator of
circular convolution with the array a:
(Tax)n =
∑
m∈ZdN
amxn−m,
using multi-index notation, e.g. an = a(n1,...,nd).
Example 5.1: We let 1 ∈ ZdN denote the array of all ones
and let δ ∈ ZdN denote the array defined by
δn =
{
1, n = 0
0, n ∈ ZdN \ {0}.
Then Tδ is the identity operator, i.e. (Ix)n = (Tδx)n := xn,
and T1 is defined by
(T1x)n :=
∑
m∈ZdN
xm. (21)
We consider systems with spatially-invariant dynamics:
x˙(t) = (Tax)(t) + (Tb1w)(t) + (Tb2u)(t)
z(t) = (Tc1x)(t) + (Td12u)(t),
(22)
where x, u, w, and z are vector-valued functions on the
undirected torus ZdN . x, u, w, and z represent the spatially
distributed state, control signal, exogenous disturbance and
performance output, respectively so that e.g. xn(t) represents
the state at spatial site n ∈ ZdN . We consider the design
of a state-feedback controller K which also has a spatially-
invariant representation, i.e. is a spatially-invariant system.
Definition 5.1: An LTI mapping H from signal x ∈ ZdN to
signal u ∈ ZdN is a spatially-invariant system if operation by
H can be written as spatial convolution in the transfer function
domain, i.e.
(HX)n(s) = (ThX)n(s)
:=
∑
m∈ZdN
hm(s)Xn−m(s) = H(s)X(s). (23)
H is completely specified by the sequence of transfer functions
{hm(s)}m∈ZdN , which we refer to as its convolution kernel. H
is said to be stable if for each m, hm of the convolution kernel
is stable, and strictly proper if each hm is strictly proper. The
H2 norm of H is given by
‖H‖2H2 :=
∑
m∈ZdN
‖hm‖2H2 ,
where we have normalized by the number of subsystems Nd
and exploited the spatial invariance property.
The closed-loop mappings from w to x and u for system
(22) in feedback with a spatially-invariant state-feedback con-
troller K are given by
X = (sI − Ta − Tb2K)−1Tb1W =: ΦxTb1W,
U = K(sI − Ta − Tb2K)−1Tb1W =: ΦuTb1W.
(24)
Φx and Φu defined by (24) are themselves spatially-
invariant systems [23], specified by the convolution kernels
{(φx)m(s)}m∈ZdN and {(φu)m(s)}m∈ZdN respectively.
Extending the example considered in spatial dimension one,
we consider the problem of distributed consensus of Nd 1st-
order subsystems on the undirected d-dimensional torus ZdN .
We design a controller u = Kx for (26) that is relative
and spatially-invariant, measuring performance with the H2
norm of the spatially-invariant closed-loop mapping F(P ;K).
We restrict to controllers that are closed-loop TF-structured,
extending this notion to the higher-spatial-dimensional setting.
We let A be a generalization of the graph defined in Section
III; thus A refers to the d-dimensional torus with Nd nodes
with nearest neighbor edges, i.e. there exists an edge between
node i = (i1, ..., id) and node j = (j1, ..., jd) if |ik − jk| ≤ 1
for all k = 1, ..., d with |ik − jk| computed modulo N . We
similarly let A(b) denote the corresponding b-hops graph.
Definition 5.2: A spatially-invariant controller K is closed-
loop TF-structured for plant P with respect to A(b) if the
convolution kernels of the resulting closed-loops Φx and
Φu are TF-structured with respect to A(b), i.e. the convo-
lution kernels {(φu)n(s)}n∈ZdN and {(φuxn(s)}n∈ZdN satisfy
(φu)n(s) = (φx)n(s) = 0 whenever max1≤j≤d |nj | > b.
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We additionally restrict to relative feedback controllers; this
requirement is compactly characterized as follows.
Lemma 5.1: A spatially-invariant system K is relative if and
only if KT1 = 0.
The relative, closed-loop TF-structured design problem in
this higher dimensional setting can be formally stated as:
inf
K
‖F(P ;K)‖2H2
s.t. K spatially-invariant,
K closed-loop TF-structured w.r.t. A(b) (locality)
KT1 = 0 (relative feedback)

(25)
We consider an extension of the example provided in Sec-
tion IV to the higher dimensional setting. The plant dynamics
are given in the form (22) by
x˙ = u+ w,
z =
[
Tc
0
]
x +
[
0
γI
]
u,
(26)
where Tc := I − 1NdT1, i.e. (Tcx)n = xn − 1Nd
∑
m∈ZdN xm,
so that the output z captures a deviation from average measure
of consensus, Tcx, and a weighting of the control action, γu.
The closed-loop from disturbance to performance output is
given by
z = F(P ;K)w =
[
Tc 0
0 γI
] [
Φx
Φu
]
w.
Theorem 5.2: Problem (25) is infeasible: if u = Kx is
relative, spatially-invariant, and closed-loop TF-structured for
(26) with respect to A(b) for any 1 ≤ b < N2 , then F(P ;K)
is not stable.
The key idea of this proof is to use generalizations of
Lemmas 3.1 and 3.4 to write (25) as
inf
Φx,Φu
∥∥∥∥F(P ;K) = [ Tc 00 γI
] [
Φx
Φu
]∥∥∥∥2
H2
s.t. sΦx − Φu = I,
Φu,Φx strictly proper,
Φu,Φx TF-structured w.r.t. A(b) (locality)
ΦuT1 = 0 (relative feedback)

(27)
Note that (27) simplifies to (16) (with an additional spatial
invariance constraint) in the case of dimension d = 1. The
details of this reformulation, along with a proof that (27) is
infeasible are provided in the Appendix.
VI. DISCUSSION & OPEN PROBLEMS
Optimal design of a distributed controller that is structured
(or network) realizable with respect to an underlying commu-
nication graph remains an open problem in general settings.
The SLS approach provides an upper bound by optimizing
over the set of closed-loop TF-structured controllers; this
allows for a search over dynamic controllers with arbitrary
amounts of memory and is tractably solvable via a convex
optimization problem. This paper demonstrated, through an
example, that this closed-loop TF-structured optimal controller
design problem may be infeasible, when relative feedback
constraints are imposed. This highlights that imposing sparsity
structure on the closed-loop maps is perhaps too heavy-
handed of a restriction to ensure structured implementation.
The SLS framework however does enable the imposition of
other structural constraints on the closed loop, provided they
are convex. There maybe other (than specified sparsity of
the transfer function matrices) closed-loop structures that still
enable the implementation of structured-realizable controllers
from a closed loop design. This is the subject of current and
future research.
The question of how to realize a controller in the distributed
setting remains an open problem. In this setting, it is no
longer desirable to implement controllers using minimal state-
space realizations; instead some sort of tradeoff between local
controller state dimension and subcontroller communication
requirements should be considered. This important issue ap-
pears to have been first pointed out in [12], [13], [24]. SLS has
begun to address this question [11], and recent works including
[9], [10], [14], [19], [25] have added to this discussion.
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APPENDIX
A. Proof of Lemma 2.1
Let G be TF-structured with respect to A. We construct
a structured realization of G as follows. For all Gij 6= 0 ,
define Aij , Bij , Cij , Dij from any realization Gij = Cij(sI−
Aij)
−1Bij + Dij , and for Gij = 0, define Aij , Bij , and Cij
to be empty matrices, and Dij = 0. We can realize each row
Gi of G as
Gi =
[
Ai Bi
Ci Di
]
:=

Ai1
. . .
Ai,N
Bi1
. . .
Bi,N
C1i · · · C1,N D1i · · · D1,N
 .
The entire system G can then be realized as
G =
[
A B
C D
]
:=

A1
. . .
AN
B1
...
BN
C1 · · · CN D1 · · · DN
 =

A1,1 B1,1
. . .
. . .
A1,N B1,N
. . .
...
AN,1 BN,1
. . .
. . .
AN,N BN,N
C1,1 · · · C1,N D1,1 · · · D1,N
. . .
...
...
CN,1 · · · CN-1,N DN,1 · · · DN,N

,
where the dashed lines represent the partitioning of inputs,
outputs and states according to site index. It is clear that A
and C are block diagonal, and therefore A,C ∈ S(A) trivially.
The matrices B and D have a block structure such that the
ij’th block is zero if Aij = 0, i.e. B,D ∈ S(A). Thus the
realization (A,B,C,D) is A-structured.
Note that if the D matrix is block diagonal, then both
C and D are block diagonal, and the above system is thus
also network-realizable. Note that a similar construction to
the above can alternatively yield a block-diagonal B matrix if
we begin by realizing each column of G rather than each row.
The converse does not hold, as demonstrated by the follow-
ing example. Let
A :=
 1 1 01 1 1
0 1 1
 ,
and define G =
[
A I
I 0
]
, with A :=
 −2 1 01 −2 1
0 1 −2
 .
Then G is structured-realizable (also network-realizable), but
a direct calculation shows that G(s) = I(sI − A)−1I is not
TF-structured with respect to A.
B. Relative Measurements and the proof of Lemma 2.2
Denote the n’th row of K by Kn. It is clear that the
condition K1 = 0 applies row-by-row, i.e.
K 1 = 0 ⇔ Kn 1 = 0, n = 1, . . . , N,
and we therefore can examine the relation between each scalar
output and all inputs individually and drop the superscript n.
One direction in the proof of Lemma 2.2 is easy. If K is
relative, meaning that it can be written in the form (5), then
if we act on the vector 1 with it
K(s)1 =
∑
1≤i<j≤N
Kij(s) (1− 1) = 0.
For simplicity of notation, we will drop the argument s from
transfer functions going forward.
The other direction is to show that if K1 = 0, then we can
rewrite Ky in the form (5)
u = Ky =
∑
1≤i<j≤N
Kij (yi − yj). (28)
Without loss of generality, we can assume each Kij to be
SISO, which is equivalent to assuming each signal yi to be
scalar. If Ky can be written in the above form for each of
the scalar subcomponent of each yi, then concatenating these
representations as columns would give the representation for
vector signals {yi}.
Note that the form (28) involves (N2 − N)/2 transfer
functions {Kij}. It is useful to rewrite this relation using more
compact matrix notation. Form the N × N skew-symmetric
(not skew-Hermitian) transfer function matrix
K :=

0 -K12 · · · -K1N
K12 0
...
. . .
K1N 0
 , (29)
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Then the relation (28) can be compactly written
Ky = 1TKy.
Therefore the relation between K and K (after transposing) is 0 Kij. . .
-Kij 0

1...
1
 =
K1...
KN
 . (30)
If we think about solving for K from a given K using the
equation above, it is clearly a highly underdetermined system
of linear equations. If one solution exists, then there are an
infinite number of other solutions.
We want to characterize when there exits solutions to (30).
We can actually say more than that. It is possible to char-
acterize when there exists solutions with a particular sparsity
structure, i.e. where K is rewritten in (28) using only differ-
ences yi − yj with the pairings (i, j) selected as the edges of
a pre-specified graph. We state this formally.
Lemma A.1: Let A be the adjacency matrix of an undirected
graph. Let K in (30) be such that K1 = 0, then there exists a
solution {Kij} to (30) with the same sparsity structure as A,
i.e.
Aij = 0 ⇒ Kij = 0
iff the graph A is connected.
Note that the graph A in this lemma is unrelated to the
graph with which locality of transfer function matrices or their
realizations is specified. The concepts of relative systems and
structured systems are independent concepts.
Proof:
Define the following sets of complex matrices
S := {M ∈ CN×N ; MT = -M} , (skew-symmetric matrices)
SA := {M ∈ S; sp(M) = A} , (skew-symmetric w/ sparsity A),
where sp(M) stands for the matrix of the sparsity pattern of
M . Note that these sets are vector spaces. Now consider the
matrix operator
LSA : SA → CN , LSA (M) := M1.
The solvability of
KT (s) 1 = KT (s), (31)
with a solution of same sparsity as A is equivalent to the
solvability of
LSA (K(s)) = KT (s),
which in turn is equivalent to the statement
KT (s) ∈ Im(LSA) , (32)
where Im(.) denotes the image space of the operator. All of
the above statements are to be interpreted as required to hold
for each s ∈ C except at isolated points.
Thus we have converted the solvability question to one
about the range space of a matrix operator. Recall the fol-
lowing important consequence of the fundamental theorem of
linear algebra
Im(LSA) = Im
(
LSAL†SA
)
,
where L†SA : CN → CN×N is the adjoint. It turns out that it
is much easier to characterize LSAL†SA in terms of the graph
connectivity as stated in the following lemma whose proof is
given below.
Lemma A.2: The composition of LSA with its adjoint is
given by
LSAL†SA =
1
2
L
where L is the Laplacian of the graph A.
For undirected networks, L is a symmetric matrix, and thus
its image and null spaces are mutually orthogonal. A standard
result in algebraic graph theory states that a graph is connected
iff the null space of L is just 1, i.e. it is connected iff
Nu(L) = span(1) ⇔ 1⊥ = Im(L) .
Note that the condition (32) is required not for any K(s), but
only those that are such that K(s)1 = 0, i.e. K(s) ∈ 1⊥,
which is exactly Im(L). We therefore conclude that
K(s)1 = 0 ⇒ KT (s) ∈ Im(L) = Im
(
LAL†A
)
= Im(LA) ,
and the equation (31) is solvable with a K(s) that has the same
sparsity structure as the graph A.
Proof of Lemma A.2
The first step is to compute the adjoint L†SA , and then
compute the composition LSAL†SA . To compute the adjoint, it
is easier to work with the following operator
L : CN×N → CN , L (M) := M1,
and note that LSA = L|SA , i.e. the restriction of L to SA. It
then follows that
L†SA = ΠSAL† = ΠSAΠSL†,
where we have written the projection as the composition of
two projections that are each easier to compute. In summary,
we have
SA
ΠSA←− S ΠS←− CN×N L
†
←− CN
Each of those three operators are easy to compute. If M is a
skew-symmetric matrix, then
ΠSA : S → SA, ΠSA (M) = A ◦M,
where ◦ is the Hadamard (element-by-element) product of two
matrices. Now if M is any complex matrix, then
ΠS : CN×N → S, ΠS (M) = 1
2
(M −MT ) .
Finally, given any complex vector v
L† : CN → CN×N , L† (v) = v1T .
The last fact follows from the requirement ∀M ∈ CN×N
tr
((L†v)∗M) = 〈L†v,M〉 ≡ 〈v,L(M)〉 = tr (v∗M1) .
Putting it all together, we conclude that
L†SAv = ΠSAΠSL†v =
1
2
A ◦ (v1T − 1vT )
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Finally, we compute the composition LSAL†SA . First note
that if A is the adjacency matrix of an undirected graph, the
following is a useful characterization of the Laplacian
L = D −A = diag(A1) −A,
where D is the diagonal matrix of node degrees, which is
diag(A1) , where diag(w) makes a diagonal matrix from the
entries of the vector w. Now compute
2 LSAL†SAv =
[A ◦ (v1T − 1vT ) ]1
=
[A ◦ (v1T )−A ◦ (1vT ) ]1
1
=
[
diag(v)A diag(1) − diag(1)A diag(v) ]1
=
[
diag(v)A I − IA diag(v) ]1
= diag(v)A 1−A diag(v)1
2
= diag(A1) v −A v = Dv −Av = Lv,
where 1= follows from the fact that the Hadamard product with
a rank one matrix A ◦ (uwT ) = diag(u)A diag(w) , and 2=
follows from diag(v)w = diag(w) v for any two vectors v
and w.
C. Proof of Theorem 2.3
We first demonstrate that the inner feedback loop (denoted
by 1s2 (Φxx)
−1 in Figure 1b has a structured realization with
a zero “D” block (strictly proper). Since Φxx and Φux are
TF-structured w.r.t. A and strictly proper, we may construct
realizations using Lemma 2.1:
Φxx =
[
Ax Bx
Cx 0
]
,
with Bx ∈ S(A) and Ax, Cx block diagonal. From (8), we see
that sΦxx − (AΦxx − BΦux) = I; as AΦxx and BΦux are
strictly proper, the “D” block of a realization of sΦxx must
be the identity:
sΦxx =
[
Ax Bx
CxAx I
]
.
A realization of the inner feedback loop 1s2 (Φxx)
−1 in Figure
1b is then
1
s2
(Φxx)
−1 =
 Ax Bx 0−CxA2x −CxAxBx I
0 I 0
 .
Ax and −CxA2x are block diagonal and Bx,−CxAxBx ∈
S(A). Reordering the states appropriately leads to a realization
of 1s2 (Φxx)
−1 that is structured w.r.t. A:
1
s2
(Φxx)
−1 =
[
AL BL
CL 0
]
,
AL ∈ S(A), BL, CL block diagonal. The controller imple-
mentation is then depicted in terms of realizations in Figure 6,
where realizations of the closed-loops are:
Φxy =
[
Axy Bxy
Cxy 0
]
, Φux =
[
Aux Bux
Cux 0
]
,
Fig. 6: An implementation of the controller K resulting from the SLS design
procedure, utilizing structured realizations of the corresponding closed-loop
mappings. This implementation provides a state-space realization of K which
is structured.
Φuy =
[
Auy Buy
Cuy Duy
]
,
with Axy, Aux, Auy, Cxy, Cux, Cxy block diagonal and
Bxy, Bux, Buy, Dxy ∈ S(A). The top cascade interconnection
T depicted in Figure 6 is strictly proper, and each component
of this interconnection is a structured realization w.r.t. A.
Moreover, each component of this cascade connection has a
“C” matrix which is block diagonal. It can be shown, using
arguments similar to that of [14] that (T ) has a realization
T =
[
AT BT
CT 0
]
,
AT , BT , CT ∈ S(A). Similarly, it can be shown that the
parallel interconnection of T with Φuy (forming K) will be
A-structured-realizable.
D. Example for the non-equivalence of TF-structured and
closed-loop TF-structured designs
We prove that closed-loop TF-structure does not imply TF-
structure through an explicit counterexample. Let
A =
 1 1 01 1 1
0 1 1
 ,
P be a plant with dynamics x˙ = u + w, and the control
u = Kx for this plant be given by
K(s) =
s
(s+ 1)2(s+ 2)2 − (s+ 1)2 − (s+ 2)2 · (s+ 2)2 (s+ 1)(s+ 3)2 −(s+ 1)(s+ 3)(s+ 1)(s+ 3)2 −(s+ 1)2 − (s+ 3)2 (s+ 1)2(s+ 3)
−(s+ 1)(s+ 3) (s+ 1)2(s+ 3) −(s+ 1)2

(33)
Then K is not TF-structured w.r.t. A since K31(s) and K13(s) are
nonzero. The resulting closed-loop maps are given by
Φx(s) =
1
s
 1 1s+1 01
s+1
1 1
s+2
0 1
s+2
1
 ,
Φu(s) =
 0 1s+1 01
s+1
0 1
s+2
0 1
s+2
0
 ,
so that K is closed-loop TF-structured for plant P w.r.t. A .
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E. Proof of Lemma 3.4
Given a controller u = Kx, the resulting closed-loop transfer
function Φu for system (15) is given by
Φu(s) = K(s)(sI −A−BK(s))−1.
First assume K is relative, i.e. K(s)1 = 0. Then
(sI −A−BK(s))1 = s1,
so that
Φu(s)1 = K(s)(sI −A−BK(s))−11
= BK(s)
1
s
1 =
1
s
B ·K(s)1 = 0. (34)
Conversely, assume that Φu is relative, i.e. Φu(s)1 = 0. Then,
1 = (sI −A−BK(s))(sI −A−BK(s))−11
= (sI −A)(sI −A−BK(s))−11−BΦu(s)1
= (sI −A)(sI −A−BK(s))−11.
Thus, using the fact that A is relative,
0 = (sI −A)−11− (sI −A−BK(s))−11
=
1
s
1− (sI −A−BK(s))−11.
Rearranging, we have that
s1 = (sI −A−BK(s))1 = s1− 0−BK(s)1
⇒ BK(s)1 = 0
⇒ K(s)1 = 0,
so that K is relative.
F. Completion of Proof of Theorem 3.2
Assume 1
s
C(I − Φu) is stable. Then each entry of the transfer
matrix C(I − Φu(s)) has a zero at s = 0. Equivalently, for each
i = 1, ..., n,
Ci − C(Φu)i(0) = 0n×1 (35)
where Ci is the ith column of C, and (Φu)i is the ith column of Φu.
Define a mapping
(Φu)i(0) ∈ Rn×1 7→ (Φ˜u)i(0) ∈ R(2b+1)×1
which removes all constrained zero entries of (Φu)i due to the
constraint that Φu is TF-structured w.r.t. A(b). Similarly define a
mapping
C ∈ Rn×n 7→ C˜(i) ∈ Rn×(2b+1)
by extracting the columns of C which correspond to the constrained
zero entries of Φu. Then (35) can be rewritten as
C˜(i)(Φ˜u)i(0) = Ci. (36)
One solution Φ˜ui (0) of (36) is given by the unit basis vector ek,
where k denotes the column of C˜(i) that is equal to Ci. Since C
is circulant and of rank r > (2b + 1), the matrix C˜(i) will have
full column rank, so that this solution (Φ˜u)i(0) is unique. Thus, the
solution Φu(0) composed of all columns (Φu)i will be nonzero and
will contain entries of only ones and zeros. Thus, it could not be that
Φu1 = 0.
G. Proof of Theorem 5.2
A generalization of the closed-loop controller parameterization to
the higher spatial dimension setting is as follows. A spatially-invariant
system K is a controller u = Kx for (22) if and only if the closed-
loop spatially-invariant systems Φx and Φu are strictly proper and
satisfy [
sI − Ta −Tb2
] [ Φx(s)
Φu(s)
]
= I.
Then using the definition Tc := I − 1Nd T1, this allows (25) to be
written as
inf
Φu
∥∥∥∥[ Tc 00 γI
] [
1
s
(I + Φu)
Φu
]∥∥∥∥2
H2
s.t. Φu strictly proper,
Φu TF-structured w.r.t. A(b),
ΦuT1 = 0
≥ inf
Φu
∥∥∥∥1s
(
I − 1
Nd
T1
)
(I + Φu)
∥∥∥∥2
H2
s.t. Φu strictly proper,
Φu TF-structured w.r.t. A(b),
ΦuT1 = 0,
(37)
The objective of (37) can be written as∥∥∥∥1s
(
I − 1
Nd
T1
)
(I + Φu)
∥∥∥∥2
H2
=
N−1∑
j=0
∥∥∥∥∥1s
(
δ(j) + (φu)j − 1
Nd
− 1
Nd
∑
i
(φu)i
)∥∥∥∥∥
2
H2
≥
∑
|j|>b
∥∥∥∥1s
(
(φu)j − 1
Nd
)∥∥∥∥2
H2
,
where the first equality follows from the definition of the H2 norm
for spatially-invariant systems and the inequality holds as ΦuT1 = 0
implies
∑
i(φu)i = 0. Since Φu is constrained to be TF-structured
w.r.t. A(b), (φu)j = 0 for all |j| > b. Therefore (37) is bounded
below by:
inf
Φu∈Rs
∑
|j|>b
∥∥∥∥1s
(
0− 1
Nd
)∥∥∥∥2
H2
= ∞.
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