In this article, the subgroup analysis is considered for longitudinal curves under the framework of functional principal component analysis. The mean functions of different curves are assumed to be in different groups but share the same covariance structure. The mean functions are written as B-spline functions and the subgroups are found through a concave pairwise fusion method. The EM algorithm and the alternating direction method of multiplier algorithm (ADMM) are combined to estimate the group structure, mean functions and covariance function simultaneously. In the simulation study, the performance of the proposed method is compared with the existing subgrouping method, which ignores the covariance structure, in terms of the accuracy for estimating the number of subgroups and mean functions. The results suggest that ignoring covariance structure will have a great effect on the performance of estimating the number of groups and estimating accuracy. Including pairwise weights in the pairwise penalty functions is also explored in a spatial lattice setting to take consideration of the spatial information. The results show that incorporating spatial weights will improve the performance.
Introduction
Clustering is a method to identify homogeneous subgroups from a heterogeneous population. One particular type of clustering problem is about longitudinal data, which can be viewed as observations from random functions. Since dependence exists in functional data, traditional clustering methods, such as k-means clustering and hierarchical clustering, cannot be applied directly.
For longitudinal data, clustering the trends of different curves can be studied through building nonparametric models. Luan and Li (2003) and Coffey et al. (2014) applied the B-spline approach and the mixture model in clustering of longitudinal data. James and Sugar (2003) proposed a method to cluster sparse sampled functional data using spline basis to represent the mean function and the covariance function. Jacques and Preda (2013) also wrote the random curve as a spline basis function and individual random effects. The EM algorithm was applied to find clusters in these works. In the functional data analysis framework, functional principal component analysis (FPCA) is developed to analyze different data sets (Yao et al., 2005; Li et al., 2010) . In FPCA, different methods are proposed to find clusters of longitudinal curves. Chiou and Li (2007) and Chiou and Li (2008) proposed clustering methods to find clusters based on principal components and k-means clustering. Huang et al. (2014) considered the problem for paired non-Gaussian data. All of these models need to create latent variables to represent the group labels.
A clustering problem can also be solved through solving an optimization problem. The alternating direction method of multiplier algorithm (ADMM, Boyd et al. (2011) ) is applied in Chi and Lange (2015) with pairwise L p (p ≥ 1) penalty. However as shown in Ma and Huang (2017) and Ma et al. (2016) , L 1 penalty tends to estimate too many groups. They extended the problem to linear regression settings using the smoothly clipped absolute deviation (SCAD) penalty (Fan and Li, 2001) and the minimax concave penalty (MCP) (Zhang, 2010) . Zhu and Qu (2018) used spline bases to represent the mean functions and use the ADMM algorithm to identify clusters for longitudinal data without estimating the covariance structure. In their algorithm, they either used an independence structure or used a known working covariance structure such as AR(1) or exchangeable covariance. In their simulation studies, they shown that misspecification of the covariance structure can have slight loss in terms of estimation efficiency but didn't have much effect on identifying group structure.
Instead of using a known working covariance structure, the proposed method can estimate the mean functions and the covariance function simultaneously by using the decomposition in functional principal component analysis to separate the mean functions and the covariance function. The ADMM algorithm and the EM algorithm are combined together to find the partition of longitudinal curves based on the mean functions. In the proposed method, each individual curve is assumed to have its own mean function representing by B-spline bases (De Boor, 2001) , which is the same as Zhu and Qu (2018) . The eigenfunctions are also expressed by B-spline bases with some constraints in parameters, which is assumed to be the same for all individual curves. The subgroups or clusters of individual curves are identified based on the weighted pairwise concave penalty as in Wang et al. (2019) , which means that prior spatial information or location information can be considered when constructing the pairwise weights if the information is known. The mean functions and the covariance function along with the group structure are estimated simultaneously by combining the ADMM algorithm and the EM algorithm. In both the simulation study and the application, data sets with regular time observations are considered. In the simulation study, the proposed method is compared with the method in Zhu and Qu (2018) , which shows that the proposed method can identity the group structure better, also has better performance in terms of estimating accuracy. The weighted penalty and unweighted penalty are also compared, which shows that if there is a potential spatial structure, the weighted penalty performs better.
The article is organized as follows. In Section 2, the FPCA model with individual mean functions is described. In Section 3, the proposed algorithm which combines the ADMM algorithm and the EM algorithm is introduced. The simulation study is conducted in Section 4 to show the performance of the proposed algorithm. A real example is analyzed in Section 5 to illustrate the new algorithm. Finally, some discussions are given in Section 6.
The FDA subgroup model
Let T be the time interval with [0, 1] here, and Y i (t) be the independent curves for t ∈ T and i = 1, . . . , n. X i (t) is the latent functional process of Y i (t) and the covariance function is Γ i (t 1 , t 2 ) = Cov{X i (t 1 ), X i (t 2 )}. The method in the FPCA is used, which assumes that the covariance function can be decomposed as
where λ 1 ≥ λ 2 ≥ · · · > 0 are the eigenvalues and ψ l (·)'s are the corresponding eigenfunctions which are orthonormal, that is, T ψ l (t) ψ l (t) dt = I (l = l ). The covariance function here does not have the stationary assumption, and is more flexible. In this work, the assumption is that different functional curves have different mean functions but with the same covariance function. Thus, X i (t) can be written as in (1) using the Karhunen-Loève expansion
where µ i (t) is the mean function of the ith individual, ξ il is a normal random variable with E (ξ il ) = 0 and V ar (ξ il ) = λ l . By assuming to have the same eigenvalues and eigenfunctions, different individual curves have the same covariance function. In practice, it is not feasible to estimate the infinite number of components in the covariance function. Thus, the truncated form is used to approximate (1), that is,
where P is the number components, which is a tuning parameter to be chosen using the data set. Let Y ih be the hth observation of the ith individual at time t ih for h = 1, . . . , n i and ih 's be the additional measurement errors with normal distributed, which are assumed to be iid with mean 0 and variance σ 2 and independent of ξ ih . Thus, the data model considered is
Assume that there are K distinct groups, G 1 , G 2 , . . . , G K and different groups have different mean functions but the same covariance function. That is µ i (t) = µ j (t) if i and j ∈ G k . Assume that both the mean functions and the eigenfunctions are smooth functions, and regression splines are used to approximate them. Let B (t) = (B 1 (t) , . . . , B q (t)) T be the q dimensional B-spline bases with equally spaced knots defined on T . As used in Zhou et al. (2008) , the spline bases are orthogonalized such that
where I q is a q−dimensional identity matrix. Unlike the numeric approximation procedure used in Zhou et al. (2008) , the matrix representation for B-splines is used in Redd (2012) to obtain the orthogonal B-spline basis functions. The mean functions and the eigenfunctions are approximated by
where β i 's are unknown coefficients, Θ is a q × P parameter matrix which satisfies the constraint Θ T Θ = I P and the element of the largest magnitude in each column of Θ is positive. By using the constraint of Θ and the constraint of B-spline bases in (4), the orthonormal condition for the eigenfunctions are satisfied.
where ξ i iid ∼ N (0, Λ) and Λ is a P × P diagonal matrix with the lth element as λ l . Thus the clustering problem becomes to find a partition of {1, 2, . . . , n} such that β i = β j if i and j are in the same group. To achieve this goal, the following joint likelihood function is considered first,
is the probability density function of ξ i . According to the normality assumption, the forms of f (·|·) and g(·|·) are given below,
Thus, the negative loglikelihood function is
The goal becomes to obtainβ, the estimate of β, in order to find a partition of individual curves {1, 2, . . . , n} in the loglikelihood function. Unlike the algorithm considered in Zhu and Qu (2018) , besides estimating β to find subgroups, the unknown parameters Θ, λ and σ 2 are also needed to be estimated, where are denoted asΘ,λ andσ 2 . The details of the algorithm is introduced in Section 3.
The proposed algorithm
In this section, the proposed algorithm is introduced. The proposed algorithm has two parts, which combines the EM algorithm and the ADMM algorithm.
As the latent variables ξ i 's are included in the joint likelihood function in (9), the EM algorithm is incorporated. The expectation of ξ i is considered with respect to the conditional distribution of ξ i . It can be derived that the conditional distribution of ξ i is
where B i = (B(t i1 ), . . . , B(t in i )) T is a n i × q matrix.m i andV i are evaluated vector and matrix of m i and V i atβ,Θ,λ andσ 2 , respectively. Note that, if all n i 's are the same, then all V i 's are the same. That is the case considered in this article. Based on the above conditional distributions, Θ, λ and σ 2 are updated as follows. Let β m , Θ m , λ m and (σ 2 ) m be the estimates of the parameters in the m-th iteration.
When updating Θ, each column is updated sequentially as in Zhou et al. (2008) and Huang et al. (2014) . Consider minimizing the following expectation with respect to θ j , the jth column of Θ for j = 1, . . . , P ,
And the result is
wherem ij is the jth element ofm i andV i (l, j) is the ljth element ofV i . The estimated Θ = θ 1 , . . . ,θ P is not orthonormal and the same procedure as in Zhou et al. (2008) and Huang et al. (2014) is used to orthogonalize Θ and also provide an updated estimate of λ. Let
an eigenvalue decomposition is done such thatΘΣΘ T =ΘΛΘ T , whereΛ is a diagonal matrix with eigenvalues arranged in decreasing order andΘ has the corresponding eigenvectors. Thus,Λ is the update Λ m+1 andΘ is the update Θ m+1 . By applying the above procedure, the updates of Θ (m+1) , Λ (m+1) and (σ 2 ) (m+1) are obtained. The next step is to update β in order to find the partition of individual curves {1, 2, . . . , n}. In this part, the ADMM algorithm is applied. Since only β is the parameter of interest, thus only the term related to β in (9) is considered in the objective function plus the pairwise penalties. In this step, the goal is to minimize the objective function in (14) with respect to β,
wheren = 1/n n i=1 n i , · denotes the Euclidean norm, p γ (·, τ ) is a penalty function with a tuning parameter τ ≥ 0. An extra built-in constant γ > 0 is in the penalty function with a fixed value 3 in both the simulation study and the application as in Ma and Huang (2017) . Besides that, an associated weight c ij is assigned to each pair of penalty. c ij is defined based on the similarities between individual i and individual j, such as distance, which is discussed in Wang et al. (2019) . For closer locations, larger weights are assigned such that they tend to be grouped together. And for locations which are far away from each other, smaller weights are assigned and they tend to be separated.
In the ADMM algorithm, let δ ij = β i − β j , then the objective function becomes
The augmented Lagrangian is
where
are Lagrange multipliers and ϑ is the penalty parameter, which is fixed at 1 in this article. Based on (15), β, δ and v are updated as follows.
The solution based on SCAD penalty is
where γ > 1 + 1/ϑ and S (w, t)
The proposed algorithm can be summarized as follows.
Algorithm: The EM-ADMM algorithm
Require: : Initialize β (0) , δ (0) , v (0) , Θ (0) and λ (0) . 1: for m = 1, 2, . . . do
2:
Calculatem i andV i for i = 1, . . . , n according to (10) and (11).
3:
Update σ 2 by (12).
4:
CalculateΘ by (13).
5:
Update Θ and λ by the orthonormal procedure.
6:
Update β by (16).
7:
Update δ by (17) 8:
Update v by (18).
9:
if convergence criterion is met then 10:
Stop and get the estimates end if 14: end for Remark 1. Stopping criterion is based on the criterion in Boyd et al. (2011) . Define
The stopping criterion is
The values of abs and rel are 10 −4 and 10 −2 , respectively.
Remark 2. The following procedure is used to initialize the starting values of parameters. First calculate the coefficients for each individual using the following form,
where Ω 1 = B(t)B(t) T dt is the roughness penalty, which is an identity matrix here since the constraint of the basis function in (4). Generalized cross validation (GCV) is used to select τ 1 with the following form
Then, k-means is used to obtain an initial group information based on the initial estimates of β * i , given the number of groups. According to the given group structure, the EM algorithm is then applied to obtain the initial values of β, Θ, λ and σ 2 . The details of the EM algorithm is in the Appendix. δ (0) is initialized as δ (0) = Aβ (0) and v is initialized as 0 for each element.
As shown above, the proposed algorithm can estimate the group structure and the mean functions by estimating β. Also the estimated values of Θ and λ give the estimated covariance function.
Simulation study
In this section, the simulation study is conducted to compare the performance of the proposed new algorithm with the algorithm without considering the covariance structure (Zhu and Qu, 2018) using the SCAD penalty. For each subject (individual) i, the same time points are considered with t ih = h/(m + 1) for h = 1, 2, . . . , m without boundary points, where m is the total number of observations for each subject. Data sets are simulated based on the below model with three groups and two principal components,
The mean functions of the three groups are µ 1 (t) = sin(4πx), µ 2 (t) = exp(−10(x−0.25) 2 ) and µ 3 (5) = 1.5x − 1. If individual i is in group k for k = 1, 2, 3, then µ i (t) = µ k (t). Two principal components are considered with ψ 1 (t) = √ 2 sin (2πt) and ψ 2 (t) = √ 2 cos (2πt). And ξ il iid ∼ N (0, λ l ) for l = 1, 2 with λ 1 = 0.1 and λ 2 = 0.2, ih iid ∼ N (0, σ 2 ) with σ = 0.2 for i = 1, . . . , n and h = 1, . . . , m.
Two simulation scenarios are considered, the first one is that there is no particular group structure. Each group has 50 subjects and each subject has m = 10, 20, 30 observations, respectively. LetK(τ, P ) be the number of estimated groups for a given value of τ and the number of components P . The following modified Bayesian information criteria (BIC) is used to select both the tuning parameter τ and the number of components P , which borrows the idea in Li et al. (2013) and Wang et al. (2007) .
where C n = log(log(nq)), "nconstraints" is the number of constraints based on the constraint of Θ andσ 2 p is based on conditional likelihood with the following form,
When the covariance structure is not considered, the BIC form used is the above (19) with only the first two parts. The number of knots used is based on q ≈ (nm) 1/5 + 4 in Huang et al. (2014) and Li et al. (2010) or some values around this value. For the three m values, the number of knots are 7, 9 and 9. To evaluate the performance of the proposed method, the estimated group number K, adjusted Rand index (ARI) (Rand, 1971; Hubert and Arabie, 1985; Vinh et al., 2010) are reported. The ARI is used to measure the degree of agreement between two partitions, taking a value between 0 and 1: the larger ARI value, the more agreement. The performance of estimating the curve is defined as follows
whereμ i = B iβi and µ i is the true curve mean from the simulation setting. The average RMSE across 100 simulations is reported. The average of estimatedK and the average ARI are reported along with the values standard deviation in the parenthesis. "IND" represents the model without covariance structure and "FDA" represents the proposed method. When using the proposed method, the selected number of components is also reported with the average value along with the standard deviation. Table 1 and Figure 1 show the results when the group structure is random. From Table 1 and Figure 1 , "FDA" performs better than "IND" in terms of estimating the number of groups, recovering the group structure (large ARI) and estimating the mean functions (small RMSE). As m increases the performance of "FDA" becomes better, but not for "IND". Besides that, using the BIC in (19), the number of components can be selected well. The second scenario is considered in a grid lattice with a spatial structure in the group distribution. Figure 2 shows the spatial group structure used in the simulation, where there are 48 observations in each group. The following pairwise weights are considered,
where a ij is the neighbor order between subject i and subject j and α is also a tuning parameter to be selected using BIC. When subject i and subject j are close in terms of spatial location, the corresponding weight c ij would be large, and the two locations will tend to shrink together. Three values of α are tried in the simulation study with values 0.1, 0.5 and 1. Figure 3 show the results of the comparison between two sets of weights under the proposed method. "equal" represents the equal weights, that is c ij = 1 and "sp" represents the spatial weights in (21). From the results, it can be seen that the spatial weight performs better than equal weight for both estimating the number of groups K, recovering the group structure (large ARI) and smaller RMSE. From the simulation study, it can be concluded that, the proposed method is better than the method without considering covariance structure in terms of the estimating of number of groups and mean functions. Besides that, when there is a certain spatial structure in the data set, consideration of spatial weights could also improve the results.
A real data example
In this section, the proposed method is applied to a real data set about obese proportion. The obese proportion data set is an aggregated by year and age based on individual records from the U.S. Department of Health and Human Services, Center for Disease Control and Prevention (CDC) 1 . For each age from 18-79, obese proportions from year 1990 to 2017 are obtained. There are some traditional age groups, such as 20-39, 40-59 and 60+ used by CDC. Daawin et al. (2019) analyzed similar data sets with a quadratic trend assumption, but without considering clusters. Figure 4 shows the original observed obese proportion curves for different ages over year. The goal is find a model based clusters for ages using the proposed algorithm. In order to obtain continuous partition of ages, the following weight form is considered, c ij = exp(α(1 − |i − j|)),
where i and j are ages and α is a tuning parameter needed to be selected. From the form of the weight, it can be seen that when |i − j| = 1, the weight will take the largest value 1. If age i and age j are close, the corresponding weight is large and if age i and age j are not close, the corresponding weight is small. By using unequal weights, more shrinkage is put on pairs with closer ages, which will tend to be grouped together. Five α values are used in this example, 0, 0.25, 0.5, 0.75, 1 and the BIC in (19) is used to select α, τ and P . One principal component is selected based on three interior knots. Figure  5 shows estimated groups and corresponding mean curves. All groups are continuous without any discontinuities. And from the estimate of the principal components, the independence assumption it not proper. The estimated value of σ 2 is 0.0133 and the estimated value of λ 1 is 0.0328. 
Summary
In this article, a new algorithm based on the EM algorithm and the ADMM algorithm is proposed to solve the subgroup problem in functional data. The new algorithm uses functional principal component analysis to reduce the dimension in the covariance function. The subgroups are identified based on a pairwise concave fusion penalty, which also allows different weights in the pairwise penalties. In the simulation study, the proposed method is compared to the existing method, which does not include the covariance structure. The results show that ignoring the covariance structure will reduce the performance in terms of identifying groups. Besides that, the performances of "equal weights" and "spatial weights" are also considered, which shows that "spatial weights" performs better than "equal weights" when a spatial structure exists. In this work, the subgroups are only defined by the mean functions. A potential work is to consider to find the subgroups of the covariance functions together with mean functions. For example, if the individual covariance functions are written as B-spline basis functions, the corresponding parameters Θ i are needed to be grouped for different individuals. The algorithm needs to incorporate the constraint of Θ i and also the penalty terms. A new algorithm needs to be developed to solve this problem.
Last, α is updated asα
