Currently, the combined push-pull model is usually applied in the resource monitoring under cloud computing environment. However, the quantity of data gathered by the producers is much less than those received by the monitor so that a lot of resource is wasted. In order to maintain the data consistency of real time system, an improved adaptive algorithm based on combined push-pull model is proposed. The adaptive strategy is added on the producers that aims to predict when refreshes data came from the monitor using the history data. Experimental result shows that the algorithm can decrease the resource consumption while exchanging data effectively.
Introduction
Cloud computing is a relatively new business model in the computing world. According to the official NIST definition, cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction [1] . Using cloud computing, the user can apply or release resources quickly according to the business load and pay for the used resources by pay-as-you-need, which can reduce operational cost while improving service quality.
The virtual resources is the foundation to construct the flexible services, which usually running on top of large scale clusters which contain a large number of cheap PC servers. The reliability of service depends on the reliability of virtual resources [2, 3] . Therefore, it is necessary to monitor the virtual resources under cloud computing environment. That is the premise of network analysis, job scheduling, load balancing, event prediction, fault detection and recovery. Because there are plenty of heterogeneous, dynamic and complex resources in clouding computing, the monitoring is more complex than traditional network monitoring [4, 5] .
The remainders of this paper are organized as follows. Related works are summarized in Section 2. In Section 3, an adaptive data transmission method based on a hybrid P&P model is presented. In Section 4, monitoring metrics is described to estimate the efficiency of monitoring. The experiments are described in Section 5. In Section 6, the conclusion and future work are proposed.
Related Work
For all kinds of monitoring systems, it is essential to ensure certain monitoring capability while the systems being monitored can run normally. So the monitoring system 
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Copyright ⓒ 2015 SERSC must not only occupy less system cost but also assure monitoring capability to meet user's monitoring requirements [6] . Therefore, the following two factors need to be considered.
(1) Low interference. The more data to be collected, the greater the system being monitored is interfered. The monitoring capability cannot be ensured while using too many system resources. It is necessary to establish the balance between the monitoring capability and system resources.
(2) High efficiency. Yin pointed that it is necessary to maximize the resources usage efficiency [7] . During the process of monitoring, the resource utilization can be gained through comparing the amount of data produced by monitored object and those received by monitoring system. If the whole or most of collected information are transmit to the monitoring system, the resources that consumed to gather the status can be transformed into usable data. Then the resource utilization can be improved.
At present, the method of data transmission during the resource monitoring is usually push model and pull model [8] . In the push model, the producers push the new status to the consumers under some trigger conditions. In the pull model, the consumers are responsible for pulling information from the producers to inquire status [9] . Zhang pointed that the push model consumes less network resources and its real-time property is good while consuming more computing and storage resources. At the same time, the pull model consumes more network resources and its real-time property is poor while consuming less computing and storage resources [6] .
Based on the push model, Chung et al. tried to maintain the consistency between the consumers and producers through reducing the transmission of useless monitoring status, which can improve the performance of the push model at certain extent [10] . Sundaresan, et al., proposed an adaptive model to estimate the time of next update status based on the pull model, which obtain time series information using collector in order to improve the accuracy. However, the monitoring system based on the pull or push model cannot fully avoid the disadvantages of the pull or push model [11, 12] . In order to take the advantages of both push and pull models, Bhide, et al., proposed the hybrid push and pull (P&P) model to meet the user requirements and resource status in the field of network transmission [13] . This approach exchanges data using both push and pull method, and the extent of the pull or push is determined by coordinated parameters. Huang et al. introduced this algorithm into cloud computing [14] . Compared with the single push model or pull model, the hybrid P&P model can reduce the number of updates, system intervention and resource consumption.
However, if the consumers do not know when to request data, the producers usually update collected data in accordance with a fixed time. If the consumers do not know that the producers how to update data, the consumers will inquire the data according to their own policies. Therefore, the number of updated data is less than that of obtained by monitoring system, which will result in the resources waste. Srinivasan, et al., presented an adaptive algorithm based pull model in the field of web data transmission [15] . The experiments indicated that this algorithm is the most effective way to maintain UTD (User Tolerant Degree). UTD shows the user patience for the data consistency, which specifically expresses as the maximum value of difference of the same monitoring data items in two data collection. The smaller value means that the higher consistency for data collection [13] .
Currently, there are plenty waste of resources during the data transmission due to the consumers and the producers can not synchronize. Under cloud environment, resource monitoring need meet UTD while reducing resource consumption and improving resource utilization.
Huang, et al., proposed a hybrid P&P model that using the adaptive strategy in the producers [14] . The method dynamically updates the time interval to obtain data according to the changes in two adjacent data collection. When the difference between the current data and previous data is greater than UTD, the time interval is reduced. Otherwise, the time interval is increased. Then UTD can be meeting while reducing the data transmission. The amount of data communication between the consumers and the producers is reduced. Because the producers use the fixed time interval as an update frequency, the data obtained by the producers cannot guarantee to be transmitting to the consumers. Then the resources would be wasted. In the stock system, Srinivasan et al. studied selection strategy of stock price TTR (Time To Refresh) while transmitting stock price from trading center to the client [15] . They presented the various selection strategy of update time, including static selection strategy, semi-dynamic selection strategy and dynamic selection strategy of TTR. After comparing the several sets of experiments, a dynamic selection strategy of TTR is the most effective to maintain UTD.
Aimed at the problems under cloud computing environment, we will propose an adaptive data transmission method based on a hybrid P&P model.
An adaptive Data Transmission Method based on a Hybrid P&P Model
In order to reduce the resource consumption of the producers, the adaptive strategy needs to add for the producers. The producers will analyze the current data and historical data. Then the next update time can be predicted, which will reduce the amount of update data and resource consumption of the producers.
The prediction need analyze the existing historical data. It will have a greater consumption of resources if the producers analyze the historical data immediately and frequently. Thus, the historical data closed the current time is selected to study. The next predicted value will be obtained through analyzing the historical data and the current data.
Step 1: the data update interval will be calculated to meet UTD during the process of the prediction.
Due to the requirements of UTD, TTR need be adjusted automatically according to the data changes. TTR should be reduced when the changes of data item is much frequent. On the contrary, TTR should be increased. 
In order to ensure the next data change is not more than UTD, the formula (3) should be satisfied at the same time. 
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If the next data change is as the same as the current data change, the obtained data that using e s tim a te TTR predicted by the formula (4) can meet UTD.
Step 2: the update time interval based on the historical data and current data will be calculated by adjusting the parameters of prediction model.
In order to increase the accuracy of prediction, the final prediction results . The value of  can be updated dynamically through studying the historical data and current data, just as shown in the formula (6) 
,1 1
Usually, the initial value of  is at least 0.5. The influence of the result of Step can meet UTD better. However, the consumption of the network resource is bigger.
Based on the above, we do not use the fixed data update interval for the producers. The next data update time will be calculated by the formula (8) . The algorithm is shown in Figure 1 .
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Figure 1. The Algorithm of the Producers
The algorithm of the consumers is used the algorithm in [14] .
Monitoring Metrics
Monitoring metrics can be used to measure the effectiveness of data transmission methods. Aimed at the information system, Aebi, et al., proposed the evaluation of data quality indicators from the consistency, correctness, minimality and completeness [16] . Since the object of the monitoring system and information systems is to obtain, store and deal with data, we define the Quantity of Fresh Data on Producers and Completeness Degree to indicate the amount and integrity of data quality.
1. Quantity of Fresh Data on Producers (QDP) QDP shows the effect of the producers to the monitored object. It is the amount of data that the producers update within a given period. In addition to reflect the data quality, QDP also reflects amount of the resources consumption. The smaller value of QDP means that the impact on the monitored objects is smaller and the less consumption of resources.
2. Completeness Degree (CD) CD shows the data amount that collected data distributed at the boundary. Quantity of Overstep Boundary Data (QOBD) is the amount that collected data over a larger value or below a smaller value within a given time. By analyzing the historical collected data, QOBD is the average of maximum and minimum values of daily collected data. The bigger value of QOBD/QDM (Quantity of Received Data on Monitor) indicates the more comprehensive description of the monitored object and the higher data quality. CD is defined in the formula (9) .
Furthermore, we use Collection Efficiency to measure the synchronization and monitoring efficiency between the consumers and producers.
3. Collection Efficiency (CE) CE is used to measure the synchronization degree of monitoring. Because the resources will be consumed while the producers updating the data, it is a waste if consumed
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Copyright ⓒ 2015 SERSC resources do not produce a corresponding monitoring data. Sun pointed that the information collection efficiency can be improved by reducing the information collection frequency [17] . And the data amount obtained by monitoring should also be considered. The value of QDM/QDP in the same period can indicate the collection efficiency. CE is defined as in the formula (10) .
4. Quantity of Communication (QC) QC is used to measure communication cost of communication algorithm [13] . The data under cloud computing environment is also transmitted through the network, so we use QC to evaluate network communication cost. The content of network communications includes the collected data and some control information, such as request data. The value of QC indicates the resources amount consumed by algorithm.
Experiment Analysis
In order to simulate the result of data transmission both our method and the method of [14] as much real as possible, the experiments are executed in CloudSim [17, 18] . We use the node logs in PlanetLab project to simulate the resource use under cloud environments. These logs record the CPU operation of each node. Experiments select CPU load rate of part nodes as the monitoring object.
The experimental configuration is shown in Table 1 . P&P indicates the method in [14] and MPP indicates our method. Three experiments are executed under these configurations. The value of UTD, MIN and MAX are set to 0.1, 0.1 and 0.6 respectively. The procedures collect CPU load rate and transmit to the consumers. For the three experiments, 10, 100, 1000 nodes are selected as experimental objects. We use P&P and MPP method to collect data of these nodes during 24 hours. Then these data are analyzed using the monitoring metrics in Section 4. The results are shown in Table 2 . In order to compare the experimental results, the upper limit of CD is 0.6 and the lower of CD limit is 0.1. The average value of the monitoring metrics in three experiments are shown in Figure 2 As shown in Figure 2 and 3, the average value of the monitoring metric in P&P is QDP 5760, QC 1800, CD 0.5, CE 0.18. The average value of the monitoring metric in MPP is QDP 1200, QC 1100, CD 0.5, CE 0.52. So, the average value of our method is better than that of method in [14] .
When the value of CD is close to 0, there are some nodes that method in [14] is better than our method. The result is shown in Figure 4 . At the horizontal axis, the number before the brackets represents the Experiment No., and the number in the brackets represents the Node No. In Figure 4 , because the update data amount of the producers in our method is much less than that of in [14] , the individual data is not sensitive enough.
Conclusion and Future Work
In order to reduce resource consumption during the monitoring data transmission, this paper proposes that the producers use adaptive strategies and obtain the next update time through studying the historical data and prediction. Experimental results show that this method can improve the collection efficiency and reduce resource consumption effectively.
Our method is only considering the data update policy for the producers. We will further study fault tolerance, data caching to find more complete, and efficient transmission method under cloud environment.
