Abstract. We propose a class of preconditioners for large positive definite linear systems, arising in nonlinear optimization frameworks. These preconditioners can be computed as by-product of Krylovsubspace solvers. Preconditioners in our class are chosen by setting the values of some user-dependent parameters. We first provide some basic spectral properties which motivate a theoretical interest for the proposed class of preconditioners. Then, we report the results of a comparative numerical experience, among some preconditioners in our class, the unpreconditioned case and the preconditioner in [11] . The experience was carried on first considering some relevant linear systems proposed in the literature. Then, we embedded our preconditioners within a linesearch-based Truncated Newton method, where sequences of linear systems (namely Newton's equations), are required to be solved. We performed an extensive numerical testing over the entire medium-large scale convex unconstrained optimization test set of CUTEst collection [15] , confirming the efficiency of our proposal and the improvement with respect to the preconditioner in [11] .
Introduction
We study a class of preconditioners for the solution of the symmetric positive definite linear system
where is large and we do not assume any sparsity pattern for the system matrix . The solution of large linear systems is sought in a variety of real applications and in different contexts. Moreover, the use of preconditioning is often an essential issue to improve the efficiency of iterative solvers. Numerical Analysis and Optimization give plenty of frameworks where the solution of large linear systems (or a sequence of linear systems) is sought. Truncated Newton methods in unconstrained optimization, KKT systems, interior point methods, and PDE-constrained optimization are just some examples.
Similarly, several real applications, ranging from power systems networks to economic models and queuing systems, involve the solution of large linear systems. Typically, up to one decade ago, the specialized literature was keen on privileging the use of direct methods when was moderately small, in view to their reasonable cost, whereas direct methods might be unaffordable for large . However, more recently an increasing blurred use of techniques is observed, in both sparse direct methods and iterative algorithms, in order to efficiently solve linear systems (see e.g. [3, 5] ). Observe that for linear systems where the matrix is block-diagonal or banded, which typically arise when solving discretized PDEs, specific solvers from the literature can be used [24] , which require to include effective preconditioning strategies, too.
In this paper we focus on the use of iterative methods for solving positive definite linear systems: the iterative techniques are also used to provide sufficient information on the system matrix, in order to generate the preconditioners. We propose a parameter dependent class of preconditioners, which uses information collected by any Krylov-subspace method (or possibly using L-BFGS updates), in order to capture the structural properties of the positive definite system matrix.
Our proposal gives evidence to shift some eigenvalues of the preconditioned system matrix to a specific value. The basic idea of our approach draws its inspiration from Approximate Inverse Preconditioners, which have proved, to large extent, to be efficient in practice [3, 4] . These methods claim that in principle, an approximate inverse of should be computed and used as a preconditioner. However, observe that in practice it might be difficult to ensure that the approximate inverse summarizes enough information about , and is sparse.
In this paper we apply any Krylov-subspace method to build our preconditioners, needing to store just a small tridiagonal matrix of order ≪ , without requiring any product of matrices. As we collect information from Krylov-subspace methods, we assume that the entries of the system matrix are not stored and the necessary information is gained by simply using a routine, which computes the product of the system matrix times a vector. Note that, typically, the product of a matrix times a vector allows fast parallel computing, which is another possible advantage of our approach, in large scale settings.
The preconditioners proposed in this paper depend on a couple of parameters, say and , whose effect is substantially that of exalting the information on the system matrix collected by the Krylovsubspace method. Note that, for = 1 and = 0 our proposal reduces to the preconditioner [11] , by the same authors.
We experience our class of preconditioners on test problems from both Numerical Analysis and Convex Optimization. In particular, we first test them on significant linear systems, from both the literature and real applications. Then, we focus on the Newton-Krylov methods, also known as (Hessianfree) Truncated Newton methods (see e.g. [18] and [20] for a survey on the importance of preconditioning in Truncated Newton methods). For suitable values of ∕ = 1 we show that our novel class of preconditioners can outperform the proposal in [11] .
We highlight that here, instead of following the idea early developed in [23] , where a full-memory quasi-Newton formula is adopted for the preconditioner, we show that a few iterations of any Krylovsubspace method can be used, in order to provide information for building our preconditioners.
The paper is organized as follows: Section 2 reports some preliminaries and Section 3 contains the definition and the main motivations of our class of preconditioners. Section 4 studies some structural properties of our proposal, while in Section 5 some additional properties are included. In Section 6 we report the results of a relevant numerical experience and Section 7 adds some conclusions. Finally, in the Appendix we include the long and technical proofs of some theoretical results.
As regards the notations, for the × real matrix we denote by Λ[ ] the spectrum of . ℎ is the identity matrix of order ℎ. With ≻ 0 we indicate that the matrix is positive definite, while [ ], [ ] and det[ ] are the trace, the rank and the determinant of , respectively. Finally, ∥ ⋅ ∥ denotes the Euclidean norm, ℎ is the ℎ−th unit vector and ⊕ is used to denote the direct sum of subspaces or matrices.
Preliminaries
Let us consider the positive definite linear system = ,
where ∈ IR × is symmetric, is large and ∈ IR . Some real contexts where the latter system requires efficient solvers are detailed in Section 1. Suppose any Krylov-subspace method is used for the solution of (2.1). Though the Conjugate Gradient (CG) method [13, 17, 9, 10] is the most popular choice, we can use any Krylov-based method which provides a reduction of (2.1) to a tridiagonal system. Now, suppose that ℎ ≪ steps of the Krylov-subspace method adopted have been performed when solving (2.1). At a generic step ℎ of the Krylov-subspace method, with ℎ ≤ − 1, the matrices ℎ ∈ IR ×ℎ , ℎ ∈ IR ℎ×ℎ and the vector ℎ+1 ∈ IR are generated [13] , such that
where
-ℎ is tridiagonal, irreducible, nonsingular, with eigenvalues not all coincident.
Observe that multiplying (2.2) on the left by ℎ we have ℎ ℎ = ℎ ; then, since ≻ 0 we obtain ℎ ≻ 0, too. Also observe that no specific factorization of ℎ is required to build our preconditioners, though in particular the CG provides the decomposition ℎ = ℎ ℎ ℎ , where ℎ is diagonal and ℎ is unit lower bidiagonal. In [11] the latter decomposition was used in order to simplify the construction of the preconditioner, which is generalized in this paper.
It is worth to highlight that also L-BFGS quasi-Newton scheme may provide information in order to satisfy (2.2). Indeed, according with [16] , and using the correspondence between BFGS and the CG when is positive definite [21] , in solving (2.1) a set of ℎ conjugate directions 1 , . . . , ℎ (and the vectors 1 , . . . , ℎ ) can easily be computed after ℎ iterations of L-BFGS. Now, following the guidelines in [25] , it is not difficult to see that after a brief computation, the vectors 3 Motivations for our class of preconditioners On the basis of relation (2.2), we can now define our class of preconditioners and show its properties. The contents of the following two sections draw their inspiration from the theory in [11] , where a preconditioner for indefinite linear systems was proposed. In particular, the latter preconditioner proved to be effective on several nonlinear large scale minimization test problems, within a Truncated Newton method. However, on a few test problems, both convex and nonconvex, we still experienced some severe inefficiencies of that proposal, when compared with an unpreconditioned scheme. Moreover, we observed that different pathologies arose, depending on the nature of the linear systems solved, say indefinite or positive definite. Thus, there was the necessity to further analyze the effects of a reliable preconditioner, separately for the indefinite and the positive definite case.
In order to overcome the latter drawbacks and gaps we have generalized here the proposal of [11] for positive definite systems, by adding a couple of parameters to the definition of the preconditioner, obtaining a novel class of Approximate Inverse preconditioners.
We introduce the following class of preconditioners
where , ∈ IR are user dependent parameters. Observe that the matrix − ( ℎ | ℎ+1 ) ( ℎ | ℎ+1 ) in (3.1) simply represents a projector onto the subspace orthogonal to ( ℎ | ℎ+1 ). In particular, when ℎ = then in (2.2) ℎ+1 = 0, so that ℎ+1 = 0 and the matrix ℎ is orthogonal, having
. In addition, note that for = 1 and = 0 the preconditioners reduce to the proposal in [11] . The role played by the two parameters and in our class of preconditioners has been investigated where in (2.1) is positive definite, since in the indefinite case the spectral properties of the resulting preconditioned matrix require a more sophisticated analysis. That is why in this paper we preferred to detail both theoretical results and a numerical experience just focusing on the solution of positive definite linear systems. In particular, the introduction of and in our preconditioners seems apparently a slight generalization of the proposal in [11] . Instead, from both a theoretical and a numerical standpoint, in the next sections we are going to show novel important conclusions. In summary, we have the following novel distinguishing features:
• the analysis developed in [11] , which is referred to general indefinite linear systems, may be hardly extended to the case of our class of preconditioners. Roughly speaking, this is mainly due to the technical difficulties of explicitly calculating the symbolic inverse of the matrix
Thus, the main conclusion in items d1) and d2) of Theorem 2.1 in [11] can be hardly proved, and different technicalities seem to be necessary, in order to obtain even weaker results. In particular, apart from the special case where = 0 (see Theorem 4.2) we do not provide here results in terms of the eigenvalues of the preconditioned matrix (see e.g. items c) and d) of Theorem 4.3). Conversely, with respect to [11] in the current paper we also weaken the request 4 on the Krylov-subspace method used in order to provide (2.2). Indeed, relation (2.3) in the Assumption 2.1 of [11] is no more necessary here;
• numerical performance of our class of preconditioners seems to be strongly affected by the choice of the parameter , at least in the positive definite case, on which we focused in this paper. To highlight this conclusion, unlike in [11] , here we have first analyzed (in case = 0) how tuning the parameter possibly modifies the spectral properties of the preconditioned matrix. Then, we explicitly investigated how relatively large values of tend to speed up the convergence of a Truncated Newton method where we embedded our preconditioners.
Finally, observe that given the matrix ℎ in (2.1), in [11] it was necessary to introduce also the matrix | ℎ |, i.e. a suitable modification of ℎ in order to guarantee that the proposed preconditioner was positive definite. Since in the present paper we analyze only the case where in (2.1) is positive definite, using the taxonomy adopted in [11] we have | ℎ | ≡ ℎ .
Structural properties of our preconditioners
This section summarizes some basic structural properties of our class of preconditioners. In particular, we report a couple of results concerning the structural properties of the preconditioners (3.1)-(3.2), which are strongly related to the pair of parameters and . The first one is straightforwardly obtained by Theorem 2.1 in [11] . It concerns the eigenvalues of the preconditioned matrix in case = 0. The second one considers the general case ∈ IR, but provides results only in terms of singular values of the preconditioned matrix. Even if the analysis on singular values does not yield direct information of the convergence properties of a Krylov-subspace method, nonetheless it spots some light on the behaviour of our preconditioners thanks to some known results in literature. We refer to results connecting singular values and eigenvalues (i.e. Weyl's theorems) and, in particular, to those we report in the following proposition (see e.g., FACT 5.11.29 and FACT 5.11.28 in [6] ) referred to the preconditioned matrix 
On the basis of these results, we can argue that whenever some large singular values of ♯ ℎ ( , ) are decreased, then at least some large eigenvalues of ♯ ℎ ( , ) tend to decrease similarly (see ii). Conversely, whenever some small singular values of ♯ ℎ ( , ) are increased, then at least some small eigenvalues of ♯ ℎ ( , ) tend to increase (see iii). Therefore, information on singular values of the preconditioned matrix can be exploited to possibly deduce convergence properties of a preconditioned Krylov-subspace method, too. In Section 6 and [12] we refer to a more detailed analysis, motivating the latter statement.
In the next theorem we report the first result concerning the eigenvalues of the preconditioned matrix in case = 0. Theorem 4.2 Consider any Krylov-subspace method to solve the symmetric positive definite linear system (2.1). Suppose that the Krylov-subspace method performs ℎ ≤ iterations, so that (2.2) holds. Then, setting = 0 and ∈ IR in (3.1)-(3.2), the resulting preconditioner
is such that a) the matrix Proof: From (4.1), after a brief computation, we obtain
which coincides with the proposal in [11] , in the positive definite case, as long as = 1. Thus, the result is directly obtained following the guidelines of the proof of Theorem 2.1 in [11] , considering that possibly ∕ = 1.
In the next theorem we analyze the more general case where the parameter is possibly nonzero. The results are reported in terms of singular values of the preconditioned matrix. For the sake of readability of the paper, we moved the long proof to the Appendix. Theorem 4.3 Consider any Krylov-subspace method to solve the symmetric linear system (2.1), where is positive definite. Suppose that the Krylov-subspace method performs ℎ ≤ iterations and provides relation (2.2). Let ∈ IR and ∕ = 0. Then, for the class of preconditioners (3.1)-(3.2) we have the following properties:
d) when ℎ = , then each of the eigenvalues of the preconditioned matrix
Proof: The proof is reported in the Appendix.
Some additional features
We report in this section some properties concerning both invariance and scalability of our class of preconditioners (3.1)-(3.2). Moreover, we provide possible generalizations in order to build our preconditioners.
Proposition 5.1 Suppose (2.2) holds, with ≻ 0. Let ∈ IR ℎ×ℎ , with orthogonal. Then, the preconditioners ♯ ℎ (0, ) are invariant under the transformation ℎ = ℎ , ℎ = ( 1 ⋅ ⋅ ⋅ ℎ ), = 0 and ∥ ∥ = 1, for 1 ≤ ∕ = ≤ ℎ, and ℎ ℎ+1 = 0. Moreover, considering the scaled system ( ) = ( ), > 0, in place of (2.1), then the preconditioners
Proof: From (2.2) and condition ℎ = ℎ we have
which coincides with (3.1), setting = 0, replacing ℎ with ℎ and considering that
ℎ are likely both dense, regardless of the sparsity of ℎ and˜ ℎ . The previous result holds also for ℎ = , after a trivial computation.
Furthermore, observe that the matrix ℎ in (3.1)-(3.2) is invariant under the scale factor in ( ) = ( ), and replacing with , by (2.2) the tridiagonal matrix ℎ becomes ℎ ℎ = ℎ . Thus, (5.1) trivially holds.
Broadly speaking, as for other preconditioners for large positive definite linear systems in the literature (see e.g. the Limited Memory Preconditioners in [16] ), the preconditioners (3.1)-(3.2) cannot be independent of the scale parameter . Indeed, as we can soon realize, when ℎ = and ≻ 0, the matrix ♯ ( , ) is the inverse of the system matrix , so that
As regards the construction of our class of preconditioners, suppose the Krylov-subspace method has performed iterations. Then, several strategies can be adopted by selecting ℓ vectors among { 1 , . . . , }, with ℓ ≤ (see also [19] ), where 1 , . . . , are the vectors generated by the Krylovsubspace method. However, the reader is warned that depending on the resulting strategy adopted, the properties in Theorem 4.3 should be suitably restated. On this guideline, now we want to analyze the strategies corresponding to choose either the first ℓ vectors { 1 , . . . , ℓ }, or the last − ℓ vectors { ℓ+1 , . . . , }. To this purpose, considering (2.1) suppose a Krylov-subspace method was adopted to generate the recurrence
, setting for the tridiagonal matrix the decomposition (where also ,ℓ+1 is tridiagonal)
which is equivalent to the following pair of conditions
Thus, if only the first ℓ vectors 1 , . . . , ℓ are used to build our preconditioners, then relation (5.3) must be adopted in place of (2.2). On the other hand, if the last − ℓ vectors ℓ+1 , . . . , are used, relation (2.2) must be replaced by (5.4). However, in the latter case the statement of Theorem 4.3 should be slightly modified, accordingly. Of course, other possible strategies to select vectors among { 1 , . . . , } can be considered, which may require a more consistent reformulation of the statement of Theorem 4.3.
Remark 5.1
The effective choice of the parameters and in (3.1) might be in our experience strongly problem dependent; nevertheless, general guidelines for their choice are given in Section 6. Moreover, we provide in the next section a numerical experience where several values of these parameters are selected. We recall that from a theoretical standpoint, values of and may be set considering items b) and c) of Theorem 4.3. The latter may be used in order to impose conditions like the following, which tend to force the clustering of the eigenvalues of matrix (ℎ+1)×(ℎ+1) or ℎ×ℎ defined in (A.13)-(A.14), near +1 (see also the comments in Section 6):
Observe that clustering the eigenvalues of (ℎ+1)×(ℎ+1) or ℎ×ℎ induces a clustering of some singular values of ♯ ℎ ( , ) , and by Proposition 4.1 the latter fact possibly forces also a clustering of some eigenvalues of ♯ ℎ ( , ) . Finally, observe that there may be real values of the parameters and such that the expressions (A.14)-(A.15) are further simplified. In the next section we detail more specific motivations for the choice of and , in our numerical experience.
Numerical experiments
In order to preliminarily test our proposal in different frameworks, where no information is known about the sparsity pattern of the matrix , we experimented with our class of preconditioners ♯ ℎ ( , ), setting for simplicity = 0. We preferred in our numerical experience to keep one of the two parameters unchanged (say = 0), and vary only the other parameter (i.e. ), for the following three reasons:
• according with Lemma 4.4 in [12] , when = 0 we can suitably bound the condition number of ♯ ℎ ( , ) (so that a bound on the spectral condition number of ♯ ℎ ( , ) is also available);
• the interaction between and , in order to obtain an effective final preconditioner, is itself dependent on the problem in hand, even in case (2.1) is positive definite;
• based on our experience, the overall efficiency of our preconditioners appears to be more sensible to modifications of than to modifications of . This may be easily deduced by inspection of formula (3.1) and recalling the Cauchy Interlacing properties for the eigenvalues of symmetric matrices. Indeed, observe that the choice of performs a scaling of the eigenvalues of the entire matrix ℎ , which means, by (A.4), that at least ℎ − 1 eigenvalues of ♯ ℎ ( , ) are directly affected by . On the other hand, for a given , the parameter directly affects at most two eigenvalues.
As concerns the Krylov-subspace method used for these numerical experiences, we choose the CG method. As expected, in our numerical experience we obtained results which match the theory in Theorem 4.3. In particular, in the following sections, in order to test the class of preconditioners (3.1)-(3.2), we used different sets of test problems. In Sections 6.1-6.2 we first checked the results in Theorem 4.3 on positive definite linear systems suggested by the literature. Here, since the spectral properties of the matrices were known in advance, we could set so that the value 1/ 2 (see item c) of Theorem 4.3) is nearby the middle of the spectrum of the system matrix. In Section 6.3 we considered a large test set from convex optimization, which is the main focus of this paper, where we solved Newton's equation within a Truncated Newton method. Here, we had no information about the spectrum of the Hessian matrix, so that we performed a more accurate investigation using several values of .
We are going to prove that to a large extent our proposal is efficient and effective with respect to both the unpreconditioned case and the preconditioner in [11] , showing its robustness on convex problems.
The Matlab routine eigs() is used to compute the eigenvalues for both and
. Furthermore, the values of the condition number reported, for both and
(i.e. the spectral condition number) being the respective eigenvalues of the matrices. As remarked also in Section 4 of [12] , in the case of ♯ ℎ ( , ) , the computation of (6.1) provides only a lower bound of the actual condition number.
Test set 1
In a very preliminary experiment we generated the positive definite matrix in (2.1) such that = ,
where ∈ IR × , = 1000, is an Householder transformation given by = − 2 , with ∈ IR a unit vector, randomly chosen. The matrix ∈ IR × is diagonal (so that its entries are also eigenvalues of , while each column of is also an eigenvector of ) and its entries are randomly chosen in the uniform distribution (0, 100]. The matrix is such that its perc ⋅ eigenvalues are larger (about one order of magnitude) than the remaining (1 − perc) ⋅ eigenvalues (we set without loss of generality perc = 0.3). Finally, we computed the preconditioners ♯ ℎ (0, ) in (3.1), setting the starting point 0 so that the initial residual − 0 was a linear combination (with coefficients −1 and +1 randomly chosen) of all the eigenvectors of . We strongly highlight that the latter choice of 0 is expected to be not favorable when applying the CG, to build the preconditioners. In the latter case the CG method is indeed expected to perform exactly iterations before stopping (see also [22, 24] ), so that the matrix (6.2) may be significant to test the effectiveness of our preconditioners, The results are given in Figure 6 .1 (spectral condition numbers) and Figure 6 .2-6.4 (eigenvalues distribution). In Figure 6 .2 we include all the 1000 eigenvalues (left) and a detail of the eigenvalues (right) from the 780-th to the 850-th, for the unpreconditioned matrix (continuous line) and the preconditioned matrix (dotted line). In the latter picture we used ℎ = 40 in order to appreciate more evident results (though similar results are definitely obtained for any value of ℎ). A 'flatter' piecewiseline of the eigenvalues in Λ[ Observe that the preconditioners ♯ ℎ (0, ) are definitely able to shift some eigenvalues of . In addition, since the eigenvalues of a matrix are a continuous function of its entries, also the remaining eigenvalues are evidently affected by the value of . As expected, the clustering of the eigenvalues is enhanced when the parameter ℎ increases; moreover, the spectral condition number of the preconditioned matrix slightly improves.
Test set 2
We used another test set, obtained by considering a couple of positive definite small linear systems as (2.1), recommended in [19] and references therein, which come up from finite element problems. We addressed the latter linear systems as 0 = 0 ("from one-dimensional model, consisting of a line of two-node elements with support conditions at both ends, and a linearly varying body force") and 1 = 1 (where 1 is the "stiffness matrix from a two-dimensional finite element model of a cantilever beam") respectively. The spectral properties of both the matrices 0 and 1 are extensively described in [19] . In particular 0 ∈ IR 50×50 is positive definite with condition number ( 0 ) = 0.2 ⋅ 10 10 and with a suitable pattern of the eigenvalues in the range [10 0 , 10 9 ]; similarly, 1 ∈ IR 170×170 is also positive definite, with condition number ( 1 ) = 0.13 ⋅ 10 9 and a different pattern of eigenvalues in the range [10 0 , 10 10 ]. In addition, we have 0 = (0 200/49 300/49 ⋅ ⋅ ⋅ 4900/49 0), and
The CG is again used to compute the vectors necessary to build the preconditioners 1/ 2 was nearby the middle of the spectrum of the system matrix. Several eigenvalues of ♯ ℎ (0, ) 0 tend to cluster around +1/ 2 . Furthermore, also the remaining eigenvalues tend to be affected by the value of .
As regards the performance of ♯ ℎ (0, ) on the linear system 1 = 1 , we first recall that now = 170. The numerical experience again considered the case = 10 −4 and ℎ = 40. Similar results are obtained with respect to the linear system 0 = 0 (with a just slight increase of the spectral condition number of the preconditioned matrix) and are summarized in Figure 6 .9-6.12.
We remark that similarly to the results plotted in Figures 6.2, 6 .3 and 6.4, modifying we can observe a clustering of some eigenvalues in Λ[ ♯ ℎ (0, ) ] nearby the value 1/ 2 (for the sake of brevity the corresponding plots are omitted).
Experiments on convex optimization
After the preliminary numerical tests in Sections 6.1-6.2 we can now apply our proposal on the sequence of linear systems arising in a well known optimization framework, namely Truncated Newton methods. The fruitful use of preconditioning techniques within Truncated Newton methods is clearly pointed out in several papers (see e.g. [18] and [20] for a survey). We usually have no information about the Hessian matrix (e.g. no knowledge on the eigenvalues distribution) so that we tested our class of preconditioners for several values of the parameter , being ∈ {0.1, 1, 10, 100}. Then, we compared the results with an unpreconditioned version of the algorithm (observe that for = 1 we obtain on convex problems the results in [11] ). In particular, as test set we considered medium-large scale unconstrained optimization problems, which were solved using the standard linesearch-based Truncated Newton method in Table 6 .1, where the solution of the symmetric linear system (Newton's equation) ∇ 2 ( ) = −∇ ( ) is required, at each outer iteration .
As test problems we considered all the medium-large scale unconstrained optimization problems from CUTEst Compute the steplength by an Armijo-type linesearch procedure Update +1 = + endfor Table 6 .1: The standard linesearch-based Truncated Newton method we adopted.
when solving the equation ∇ 2 ( ) = −∇ ( ) (for the choice ℎ = 7 see [11, 19] ). Then, from the 8-th (inner) iteration we adopted ♯ ℎ (0, ) as a preconditioner, for the solution of the linear system ∇ 2 ( ) = −∇ ( ). All the parameters used within the preconditioning strategy, the truncated scheme and the linesearch adopted were exactly those chosen in [11] .
All the test problems where the CG did not detect any negative curvature direction, for the objective function, were considered as convex problems and included in the comparison, so that the test set reduced to 78 convex problems.
We report the results in terms of number of iterations (outer-it), number of function evaluations (feval), number of inner CG-iterations (CG-it) and CPU time (time) in seconds. The optimal objective function value is also included (opt-val). We first report the complete results for the preconditioned Truncated Newton method obtained with = 1 (see Table 6 .2), i.e. the same results reported in [11] . Then, for sake of brevity, we do not report the complete results obtained using all the other values of tested (i.e. ∈ {0.1, 10, 100}), but only those corresponding to the "most successful" value = 100 (see Table 6 .3). We also show in Figure 6 .13 (full picture) and in Figure 6 .14 (detail picture) the performance profiles (see [8] ) where the comparison between preconditioned and unpreconditioned schemes is summarized, in terms of inner iterations (as also suggested in [19] ). We highlight that profiles in terms of CPU time are possibly misleading, due to very similar times of computation on most test problems, along with the presence of other simultaneous processes.
As we can see, when ∈ {0.1, 1, 10, 100} the use of the preconditioner ♯ ℎ (0, ) yields on average better results than the unpreconditioned algorithm. In particular, for ∈ {10, 100} our proposal definitely outperforms the results obtained by the same authors in [11] (i.e. = 0 and = 1). The latter behaviour was investigated, and some conclusions can be drawn considering also the analysis in [12, 14, 2] .
Indeed, it is a matter of fact that regardless of the value of ∕ = 1 in our class, by item c) of Theorem 4.3 some singular values of ♯ ℎ ( , )∇ 2 ( ) tend to be clustered. In addition, we have the following motivations to clarify why the Krylov-based method adopted to solve the (preconditioned) Table 6 .3: Results for the preconditioned Truncated Newton method with = 100.
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Newton's equation is expected to perform better:
• since (see Figures 6.2, 6 .5-6.8 and 6.9-6.12) smaller eigenvalues are dragged upwards (towards 1/ 2 ), while larger eigenvalues tend to be decreased (again towards 1/ 2 ), then the overall condition number of the preconditioned matrix is beneficed;
• by ii) of Proposition 4.1, when some large singular values of ♯ ℎ ( , )∇ 2 ( ) are decreased, then at least some large eigenvalues of ♯ ℎ ( , )∇ 2 ( ) tend to decrease similarly. On the other hand, reasoning as in Section 5 of [14] and as in [2] , we can obtain that larger values of tend to decrease some large singular values of ♯ ℎ ( , )∇ 2 ( ). In fact, when increases, the eigenvalues of ℎ×ℎ in (A.14) decrease, so that the trace of the matrix
ℎ ( , ) tends to decrease. As a consequence, some large singular values of the preconditioned matrix ♯ ℎ ( , )∇ 2 ( ) tend to decrease, too. Thus, we can loosely argue that increasing the value of (on average) tends to control at least some large singular values of the preconditioned matrix, thus affecting some large eigenvalues. This partially explains why the best performance for our preconditioners is obtained for = 100;
• by iii) of Proposition 4.1, when some small singular values of 
Then, typically for small values of the quantity ℎ (see (4.7) in [12] for the expression of ℎ ) outreaches its minimum and the bound becomes tighter. However, for completeness we report that in our experience small values of tend to be non-competitive with larger ones, since they might also yield correspondingly small eigenvalues for 2 ℎ in (3.1).
Conclusions
We have given theoretical and numerical results for a new class of preconditioners. The latter can be built by using any Krylov-subspace method for the positive definite linear system (2.1), as well as L-BFGS updates, provided that the general condition (2.2) is satisfied. We gave evidence that on several test problems and real applications, a few iterations of the Krylov-subspace method adopted may suffice to compute effective preconditioners. In particular, in many problems using a relatively small value of the index ℎ, a significant information on the system matrix can be captured.
On this guideline our proposal might possibly be promising also for those cases where a sequence of linear systems of the form = , = 1, 2, . . .
requires a solution (e.g., see also [7, 19] for details), where "slightly changes" with the index . In the latter case, the preconditioners ♯ ℎ ( , ) in (3.1)-(3.2) can be computed applying the Krylovsubspace method to the first linear system 1 = 1 . Then, the resulting preconditioners can be used to efficiently solve (7.1) for = 2, 3, . . . A full investigation was also included, where our proposal was compared with the preconditioner in [11] , showing that the new proposal outperforms that in [11] . In particular we think that a further exhaustive analysis is required to extend the class (3.1)-(3.2) to indefinite linear systems, so that a fully general proposal might be available. In the latter case, both a new theoretical approach and a completely novel numerical experience are sought, in order to show the possible robustness of our class of preconditioners.
has the eigenvalue with multiplicity at least equal to
Proof: Observe that has the eigenvalue with a multiplicity at least ℎ − , since = for any ⊥ { 1 , . . . , }. Moreover, imposing the condition (with 1 , 2 not simultaneously zero vectors)
is equivalent to impose the conditions
By (A.2), choosing 2 = 0 and 1 any ℎ-real vector such that 1 ⊥ { 1 , . . . , , 1 , . . . , }, then is eigenvalue of (A.3) with multiplicity given by ℎ minus the largest number of linearly independent vectors in the set { 1 , . . . , , 1 , . . . , }.
Proof of Theorem 4.3.
, being , = ℎ + 2, . . . , , orthonormal vectors and ( ℎ | ℎ+1 )
,ℎ+1 = 0. Hence, is orthogonal. Observe that for ℎ ≤ − 1 the preconditioners ♯ ℎ ( , ) may be rewritten as
The property a) follows from the symmetry of ℎ . In addition, observe that is invertible. Furthermore, by a direct computation we observe that for ℎ ≤ −1 the following identity holds (we recall that since ≻ 0 then by (2.2) ℎ ≻ 0, too) 
i.e., the singular values of ♯ ℎ ( , ) . On this purpose, for ℎ ≤ − 1 we have for
where ∈ IR × , with
From (2.2) and the symmetry of ℎ we obtain
and considering relation (2.2) we obtain
i.e.
As a consequence, from (A.10) we also have that ℎ+2 = { ℎ+1 , ℎ+2 , ℎ+3 } and
with , ∈ IR and
where , has all zero entries but +1 at position ( , ). Thus,
Moreover, from (A.6) we can readily infer that
], for any ℎ ≤ − 1 we obtain from (A.7) where the ' * ' indicates entries whose computation is not relevant to our purposes. Now, considering the second last relation, we focus on computing the submatrix ℎ×ℎ corresponding to the first ℎ rows and ℎ columns of the matrix We analyze separately the two cases. The condition (i) cannot hold since (2.2) would imply that the vector is proportional to , = 1, . . . , ℎ − 1, i.e. the Krylov-subspace method had to stop at the very first iteration, since the Krylov-subspace generated at the first iteration did not change. As a consequence, considering any subspace ℎ−2 ⊆ IR , such that ℎ−2 ⊕ 2 = IR ℎ , we can select any orthonormal basis { 1 , . . . , ℎ−2 } of the subspace ℎ−2 so that (see (A.14)) the ℎ − 2 vectors { 1 , . . . , ℎ−2 } can be thought as (the first) ℎ − 2 eigenvectors of the matrix ℎ×ℎ , corresponding to the eigenvalue +1/ 4 . Now, from the formula after (A.12) the eigenvalues of ♯ ℎ ( , ) 2 ♯ ℎ ( , ) coincide with the eigenvalues of (we recall that since As regards item d), observe that for ℎ = the matrix is orthogonal, so that by (2.2) and (3.2) we have ♯ ( , ) = 1 18) which proves that ♯ ( , ) has all the eigenvalues equal to +1/ 2 .
