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 This dissertation is centered on the quest to control and understand molecular 
dynamics on a very short time scale [1], although the meaning of the word “short” 
changes continuously due to the fast pace of laser development. In the late 90’s 
“ultrashort” referred to 5 – 10 fs laser pulses created with optical parametric amplifiers or 
directly out of laser oscillators [2-4]. In 2002 Kobayashi and Baltuška demonstrated a 
non-collinear optical parametric amplifier which generated 3.7 fs pulses in the visible 
spectral domain [5]. Soon afterwards attosecond (10-16 s) laser pulses took that record 
away [6]. Nevertheless, the new record is based on shifting the laser wavelength to very 
short (~ tens of nanometers) values. For direct excitation of molecular dynamics 
femtosecond “visible” (250 nm – 800 nm) pulses are the method of choice.   
 One could question the need for such broad ultrashort light sources, but they are 
instrumental in uncovering a broad range of phenomena [3]. Femtosecond spectroscopy 
has become central for the comprehension of molecular dynamics. Here a comparison 
with photographic techniques is granted. In 1877 Eadward Muybridge proved that a horse 
can have all four legs in air during its run. For that he used the fastest shutter and the 
most advanced photographic cameras of the time. Femtochemistry is not far from that 
approach, at least in spirit. Very short laser flashes enable the observation of a sequence 
of “frozen” molecular intermediate states, which can be added together to form a movie. 
This movie can be used to understand how molecules evolve after photoexcitation. At the 
time of this thesis the number of experiments using femtosecond “photography” to
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uncover molecular dynamics is very large [3, 7-9]. The femto-chemistry field itself has 
received Nobel Prize recognition [1].  
 In the history of science understanding and controlling phenomena have always 
been tightly connected and this is also true for the ultrafast chemistry field [8-17]. At the 
beginning molecular control was regarded as remarkable in itself but then the standards 
were raised and understanding of the control mechanisms became required [18]. A large 
range of chemical processes proved to be controllable: dissociation, isomerization, 
charge-transfer, molecular vibrations and more [8, 9, 11-16, 18-33]. A number of general 
models of the control mechanism became standard in the scientific community [13, 16].  
 One primary model is the so-called Brumer – Shapiro scheme [16] which follows 
the analogy with a double-slit experiment (see Figure 1.1a). The underlying idea is that 
two appropriately shaped laser pulses can trigger a chemical reaction which evolves 
along two competing pathways. The coefficients of the eigenstates of the resulting wave 
packet will depend on the relative phase of the excitation pulses. The participating 
eigenstates correspond to different products. So by varying the relative timing of the 
excitation pulses the relative contribution of the two paths can be changed, altering the 
size of the target population. Another common scheme (Figure 1.1c) is the Tannor – Rice 
control technique [13]. In this scheme the excitation pulse puts population up in the 
excited electronic state, followed by free evolution. At a later time a dump pulse 
vertically puts the population back in the ground state, in a configuration which is close 
to the desired final target state. The STIRAP (Stimulated Raman Adiabatic Passage) 
technique (Figure 1.1b) uses a sequence of two pulses to control the population 
distribution in a Λ-type system [34]. Remarkable in this case is the counter-intuitive 
sequence of pulses. The pulse coupling the intermediary and final state comes first, even 
though no population is yet present there. The excitation pulse comes second, coupling 
the initially populated ground state with the intermediary state.  These three models have 
been experimentally implemented and numerous variations exist at this point.  
 Coherent control experiments generally attempt to find specially crafted laser 
pulses which can maximize a certain reaction target often using Brumer – Shapiro or 
Tannor – Rice type mechanisms. The question is how such a shape can be found. In an 
ideal case the Hamiltonian of the system is completely known and the optimal pulse 
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shape can be fully predicted from calculations. However real systems have a complex 
structure and interact with the environment, making accurate theoretical predictions 
impossible. A practical approach to this problem has been proposed by Judson and Rabitz 
in a seminal paper which outlined the use of learning algorithms for coherent control 
[10]. The idea is to let the experimental apparatus find the optimal shape. For this the 
experiment needs to have a series of features. The first basic component is a fitness 




Figure 1.1. Possible mechanisms for coherent control of molecular dynamics. In a): the 
Brumer – Shapiro scheme of quantum pathway interference. In b): STIRAP. In c): the 
Tannor – Rice pump – dump technique. The horizontal arrow hints to the wave packet 
dynamics in the excited electronic state. All other arrows designate laser pulses. See text 




For example if the target molecular species has increased absorption at a wavelength λ0 
then the fitness could be the increase in absorption at that wavelength. Higher fitness is 
equivalent to higher absorption and higher population in the target state. The absorption 
at λ0 is called the feedback signal and an excitation laser shape is performing well if the 
fitness function increases. The second ingredient is a method to find the optimal shape 
among the billions of possible laser shapes. For this task genetic algorithms proved to be 
an excellent tool [20, 25, 33, 35, 36]. The operation of genetic algorithms is analogous to 
evolution in biology. The multitude of possible laser pulses represent the “population” 
and the best pulses which satisfy the “survivability requirements” (high fitness) represent 
the “elite” which gets filtered to the top of the “population”. Details about this 
mathematical method can be found in Chapter II. The second control experiment 
presented below (isomerization of retinal in bacteriorhodopsin) employs this approach for 
finding the optimal pulse shape. The first experiment (control of vibrational coherences 
in a laser dye) employs a hybrid method, where previous knowledge about the potential 
energy surfaces suggests that certain features of the laser pulse (“control knobs”) are 
important. The search procedure is replaced by scanning the control knobs in a certain 
range to explore their impact on the target state yield.     
 At the present time the emphasis in coherent control experiments is three-fold. 
First, as mentioned above, coherent control is used as a tool to understand the underlying 
reaction mechanisms. By studying the characteristics of the laser shape which is able to 
maximize the reaction yield one can infer what “knobs” have an impact and how the 
molecule evolves during the reaction. Second coherent control can place the molecule in 
hard-to-reach states, which can then be studied with standard femtosecond spectroscopic 
techniques. For example, assume a certain chemical reaction has a 10:1 branching ratio 
between two final states. If the two states have overlapping spectral signatures (which is 
very often the case for broad molecular spectra in liquid phase) it is hard to do 
spectroscopy of the low-signal state. But if specially crafted pulses change the branching 
ratio to 1:10, then selective spectroscopy is possible. This example relates to one of the 
experiments presented below, in which spectrally blue-tuned, positive chirp pulses are 
able to excite almost exclusively excited state coherences in the LD690 laser dye. 
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Because of this selective excitation the pure oscillation frequency and dephasing time of 
the excited state oscillations can be measured.  
 LD690’s attractiveness is due to a rigid structure, which allows a single strong 
oscillatory component at 586 cm-1. This makes it an ideal candidate for vibrational 
control experiments. LD690 was investigated intensively by Bardeen and Shank 10 years 
ago [37]. They showed that linearly chirped pulses were able to control the population 
and the intensity of the vibrational coherences in the ground and excited electronic states 
of the molecule. The mechanism responsible for control is sketched in Figure 1.2. At 
equilibrium the ground state population is situated almost exclusively in the ground 
vibrational level (n = 0). The excitation pulse depicted by the blue arrow puts population 
in the excited electronic state, in a linear superposition of vibrational levels. This wave 
packet slashes back and forth in the excited state with a 56 fs period. During its motion to 
the right a red-tuned pulse can resonantly couple this wave packet to vibrationally excited 
ground state levels, enhancing the ground state coherences. This sequence (blue colors 
first, red colors later) does not require a multi-pulse temporal structure. A negatively 
chirped pulse satisfies the time-ordering criterion, as depicted in the bottom section of the 
plot. Alternatively, positively chirped pulses will continue to excite ground state 
population to the excited state across the full pulse duration, enhancing the excited state 
coherences.  
 Bardeen [37] implemented this scheme with 10 fs pump pulses, which are 
resonant with both the ground state absorption and excited state stimulated emission. 
However it is expected that the spectrum of the excitation pulses also has relevance for 
the process described above, and very broad pulses could complicate the analysis. In the 
experiment presented below we use resonant excitation with spectrally narrower pulses, 
of about 20 fs transform-limited duration. The narrower spectrum allows detuning of the 
peak wavelength which, as it is shown in Chapter III, has a strong impact on coherences. 
Specifically, blue spectral tuning disturbs the ground state wave function less than red-
tuned excitation. At the same time blue-tuning the pump spectrum excites higher excited 
state vibrational levels, enhancing the excited state coherences, at the expense of the 
ground state counterpart. Spectral tuning in tandem with the other knob (the chirp) 
enables high-contrast selective excitation of the excited state coherences and their 
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selective spectroscopy. The oscillation frequency is found to be red-shifted compared to 
the ground state and the characteristic dephasing time is measured. 
 
 
Figure 1.2. Model of vibrational coherences in LD690 (top). Bottom: illustration of color 
– time ordering for positive and negative chirped pulses. For a detailed description of the 
mechanism see the text in Introduction and Chapter III.  
 
 To our knowledge this is the first experiment in which tuning the excitation 
wavelength showed a strong impact on the strength of the molecular vibrations, in the 
ground and excited electronic states [28]. However the experiment involved linear scans 
of the phase and spectrum of the excitation pulses, and not a full exploration of the search 
space. The reason for not using fully-fledged genetic algorithm techniques is that the 
feedback signal requires time-consuming Fast-Fourier-Transform (FFT) analysis.   
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 The third trend in present-day coherent control experiments is to move beyond 
simple molecules which have just a couple of atoms. Biological molecules in particular 
are very good candidates because they exhibit complex chemistry and they are large scale 
systems. A number of molecules in this category have already been successfully 
controlled [23, 30, 33, 38, 39]. The experiment described in this work aims at controlling 
the isomerization of retinal in bacteriorhodopsin (bR). In bR the peak of the absorption 
spectrum of the retinal chromophore is at 570 nm, within the reach of the laser system. 
An earlier study performed with 5 fs pump and probe pulses [40] showed that vibrational 
coherences play an important role in the isomerization reaction. The control of 
oscillations as a “reaction catalyst” fitted well with the expertise gained from the LD690 
experiment. The bR molecule is also attractive because of its robustness (which is not the 
case with many other proteins), because it contains retinal, a key molecule in vision, and 
because of the large number of possible applications, like bio-memory storage devices or 
bio-electronics [41].  
 From the physical chemistry point of view the interest is in the ultrafast 
isomerization process of the retinal (all-trans → 13-cis) which is strongly assisted by the 
protein environment. The number of studies dedicated to retinal isomerization in bR is 
impressive but many questions are still unanswered [42, 43]. The complexity of the 
potential energy surfaces and of the corresponding broad and overlapping spectral 
signatures is daunting, and causes a lot of debate in the scientific community [42]. Figure 
1.2 illustrates the potential energy diagram of the retinal molecule. This so-called “three-
state” model is the one which to date provides the best explanation of the experimental 
results presented in literature [43]. A simple inspection shows that at least six distinct 
conformers are involved. The black arrows indicating the possible molecular evolution 
form an intricate pattern of possible (and intersecting!) pathways. 
 The goal of the experiment is to control and understand the isomerization 
reaction. A similar study has been published less than two years ago [33], in the 
biologically relevant low intensity excitation regime. It found that a train of pulses 
separated by ~ 145 fs (or 230 cm-1) maximizes the 13-cis yield (see Figure 1.2). The two 
numbers are close to the period and frequency normally assigned to the torsional mode. 
The experiment described below uses excitation intensities two orders of magnitude 
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higher and finds that a transform-limit pulse (i.e. the shortest pulse possible for a given 




Figure 1.3. Model of the electronic potential energy surface structure for retinal in 
bacteriorhodopsin. The green arrows illustrate the excitation pulse. The red arrow 
illustrates the I460 → all-trans transition. The dashed arrows illustrate non-radiative 
internal conversion processes between different states. J625 is tentatively assigned to the 




 At low intensity there is no sensitivity of the yield on pulse shape. This result 
contrasts with the solution found in the low-intensity study. However the signal-to-noise 
ratio in the cited work was significantly better and this may have been a critical factor in 
the experiment. In the low intensity regime the maximum increase of the isomerization 
yield translates into an absorption change of 2 – 3 mOD [33]. This figure is at the limit of 
our signal-to-noise ratio.  
 Another control experiment has been performed by Gerber et al. [39]. Transform-
limited pump pulses are used to excite population which subsequently evolves in the first 
excited electronic state. A shaped dump pulse is used to put the population back in the 
ground state, before it is able to reach the conical intersection region (see Figure 1.3. The 
dump pulse is represented by the dashed arrow pointing from I460 to all-trans). This 
control scheme is similar to the Tannor – Rice scheme shown in Figure 1. A transform-
limited pulse is found to dump most efficiently the population back to the ground state 
suggesting that the wave packet has a narrow spread along the reaction coordinate. This 
control scheme allows only a decrease, not an increase of the isomerization yield.   
 As mentioned above, the results presented in this work show that a high intensity, 
very short pulse is maximizing the 13 – cis isomerization yield. A number of 
complementary measurements are performed in order to understand this result. The 
model uncovered involves multiple excitation pathways (see Figure 3) which are not 
accessible under normal ambient light excitation. At high intensity the Sn pathway allows 
bypassing of the I460 region. In addition to this effect, the population which still goes 
through the I460 conformation decays faster. This is expected since at high intensity more 
energy is put into vibrationally hot levels and a hotter wave packet would cross faster the 
small barrier at the right of the I460 shallow bottom. I460 is strongly coupled to the all-trans 
ground state, as shown through stimulated emission measurements. Avoiding it 
minimizes the losses on the way towards the conical intersection. The branching ratio at 
the conical intersection also appears to be influenced by the excitation parameters. This 
last point needs further experimental confirmation.  
 It is expected that for low excitation, “sun-like” intensity the molecule is 
performing its job in a robust and efficient manner, perfected in billions of years of 
evolution. It is interesting that nature appears to have over-designed the molecule, 
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allowing for much more efficient (Sn – related) pathways under conditions reachable only 
in lab conditions. From this perspective the results presented in this work encourages a 
deeper look at bio-molecules, which could potentially uncover chemistry not normally 
anticipated from these systems.  
 The coherent control field evolves continuously, the target being the control and 
understanding of larger and more complex molecules. The results presented in this 
dissertation open the door towards a number of directions. The LD690 experiment 
suggests that by simultaneously using spectral tuning and chirp selective excitation and, 
potentially, breaking of bonds is possible. This could be a tool for selective dissociation 
chemistry. The bR isomerization experiment opens the door for studying a variety of 
biological molecules containing visible-absorbing chromophores. The intensity regime 
appears to be a very important factor. The ensuing analysis reveals complex molecular 
dynamics (see Figure 3) which could be a starting point for understanding other bio-
molecules. The question if coherence plays a role in these large scale molecules is kept 
open. The low intensity experiment mentioned above supports this assertion but the high 










 The laser setup described below is the one employed for the LD690 experiment, 
performed at University of Michigan at Ann Arbor. The system used at Stanford, for 
the bacteriorhodopsin experiment, has a single major difference compared to the other 
one: the root system generating the 800 nm laser light is a fully commercial, hands-
off Ti: sapphire laser.  
 
2.1 The Ti: sapphire laser system 
 
 The Ti: sapphire laser system used in the LD690 experiment (see Figure 2.1) is 
based on a standard industry design [4, 44, 45]. The first element in the laser chain is 
the oscillator (KML Labs), in which a Ti: sapphire crystal placed in the center of a 
resonant cavity is pumped by a high power continuous wave green laser (Millennia, 
Spectra Physics).  The oscillator generates a train of broadband laser pulses with 800 
nm peak wavelength and about 3 - 4 nJ pulse energy. The repetition frequency is 
dictated by the length of the laser cavity and is of the order of 100 MHz. The problem 
with this system is the low energy per output pulse. To increase the pulse energy, an 
amplifier is used, in which the weak ultrafast pulse (seed) overlaps with a high energy 
pulsed green pump beam in another Ti: sapphire crystal. Because of potential crystal 
damage at high intensity the green pump light has a long duration, of about 150 ns. 
The power of the green laser is about 6.5 W at 1 kHz repetition rate. To insure good 
amplification of the seed, two preparatory steps are needed. First the repetition rate of 
the seed train of pulses is reduced to 1 kHz by means of a Pockels cell and a 
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polarizer. Each millisecond the Pockels cell rotates the polarization of one of the seed 
pulses, allowing its transmission through the polarizer. Secondly, for a good time 
overlap the seed pulses are stretched in time to a couple of picoseconds and sent 
through the crystal 8 times. Each pass “steals” more energy from the green pump. 
After amplification, the output pulses are recompressed. Both the compressor and the 
stretcher are standard gratings-based devices. The typical output parameters of this 
laser system are: 70 fs full-width-half-maximum (FWHM) duration, 600 μJ pulse 

















Figure 2.1. The femtosecond Ti: sapphire laser system. A CW green laser pumps the 
Ti: sapphire oscillator, delivering short, weak pulses at 800 nm. The pulses are 
temporally stretched by ~ 100, sampled at 1 kHz and sent into a power amplifier 
pumped by a pulsed green laser.  The compressor corrects the stretcher’s and 
amplifier’s dispersion, producing 70 fs pulse duration.   
 
 The laser used for the bacteriorhodopsin experiment, which took place at Stanford 
University, is a fully commercial system (Thales Femtocube), able to deliver 40 fs, 
2.5 mJ pulses.  
 As presented above, the laser delivers coherent light with some of the desired 
properties: high energy and high repetition rate. However, the 800 nm wavelength 
and the duration do not match the requirements of the coherent control experiments 
reported below. An important class of interesting molecular systems absorbs in the 
visible range of the electromagnetic spectrum and the time resolution needed to 
80 MHz 
70fs, 600μJ, 1kHz 
800nm CW, 532nm 








observe their motion is about 5 times smaller than our pulse duration. As a 
consequence, a device was built which, by using the 800 nm pulses as input, can 
deliver laser radiation fulfilling the two above-mentioned requirements (wavelength 
and pulse duration). 
 
 
2.2 The NOPA 
 
 Non-collinear optical parametric amplifiers (NOPA) are devices which produce 
tunable, broadband pulses [2, 46, 47]. The wavelength range spans the visible 
spectrum from 470 nm to the near infra-red region. The shortest pulses created with 
this type of device are 3.7 fs long [5, 21]. A range of non-linear phenomena are at the 
core of this technology: white-light generation, second harmonic generation and 
parametric amplification.  
 
 
2.2.1 Introduction to Nonlinear Optics 
 
 Before going into the details of the NOPA design the basics of the nonlinear 
optics theory are briefly summarizes [48]. When light travels through a medium it 
generates an electronic response and the dielectric polarization in the material can be 
expressed as a power series of the electrical field of the incident laser pulse: 
(2.1) →→






thHere the coefficient is the i)(iχ  order susceptibility tensor of the medium. The first 
term describes the linear optics regime while the next terms give rise to nonlinear 
effects.  Among these, second harmonic generation (SHG) and white light generation 




2.2.1.1 White-light generation  
 
 White light (WL) generation can be observed when an ultrashort laser pulse is 
focused in a transparent medium with a strong nonlinear coefficient. Since its first 
observation in 1970 [49], it has been observed in a large range of solids, liquids and 
gases [50, 51]. The dominant factor responsible for WLG is the self-phase modulation 
process but it has been argued that plasma creation, multi-photon processes and 
nonlinear Raman scattering play an important role as well. The literature in the field 
is rich and below only the key theoretical points are presented.  
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This equation leads to a well known formula for the non-linear index of refraction: 
 (2.4)Innn 20 +≈  
 An important consequence of Equation 2.4 is the self-focusing effect. For a 
Gaussian beam the intensity is higher in the center compared to the wings so the index of 
refraction will have a gradient and a beam-induced focusing lens will be created, 








Here a is a characteristic parameter with values between 3.8 and 6.4, λ is the laser 
wavelength and n , n0 2 are the refraction indices. The resulting high intensity triggers 
another process called self-phase modulation, which is responsible for the spectral 
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 For an ultrashort pulse the intensity envelope I (t) changes fast, resulting in a large 
ω(t) – ω0 spectral broadening. Inside the nonlinear medium a series of other effects distort 
the pulse envelope, making it asymmetrical and cause an asymmetric spectral 
broadening. Always the short wavelength (blue) wing of the broadened spectrum is much 
wider than the red wing.  
  In the experiments reported here the WL generation technique is used twice, first 
in the NOPA, to create the broadband seed, and second to create the probe which will 
monitor the molecular dynamics after laser excitation. Given this major role, extreme 
care has to be taken in order to insure that the WL is stable and of high temporal and 
spatial quality. These characteristics can be realized simultaneously if a number of 
conditions concerning the pump beam, the nonlinear medium and the focusing geometry 
are fulfilled. The 800 nm pump needs to be compressed and of very good spatial quality. 
Its intensity has to be very close to the critical power for self-focusing, which for our 
experimental setup is ≈ 1 µJ.  The best nonlinear medium is sapphire because of its high 
nonlinearity and excellent resistance to laser damage. A typical WL spectrum created 
with a f = 100 mm lens in a 2 mm sapphire plate is presented in Figure 2.2. 
 The continuum extends from 450 nm to 820 nm, with a smooth anti-Stokes 
plateau from 750 nm to 600 nm. The green peak around 550 nm can be tuned by varying 
the focal length of the lens. The spectral region around 800 nm has been attenuated in 
order to acquire this spectrum. The anti-Stokes wing accounts for only ≈ 10% of the total 
energy. For comparison purposes in Figure 2.3 we present the WL spectrum generated in 
ethylene glycol. The anti-Stokes wing has more energy and is much broader. Other 
options for extending the WL bandwidth are solid state materials with very large band 
gaps like CaF2 or LiF. However they have a low damage threshold and in our tests the 
WL intensity dropped to zero in ≈ 15 minutes. Ethylene glycol is the best choice since it 
has an extremely broad WL spectrum and it does not have damage issues (when flowing) 
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Figure 2.2. Typical white-light spectrum in a sapphire plate. The strong 800 nm 
component is attenuated by a filter.  
   
 
 




 An important issue is the group velocity dispersion (GDV) of the WL pulses, 
which needs to be known and extracted from the ultrafast dynamics measurements. For 
this purpose transient TL pump – WL probe scans are done in a medium which does not 
absorb at the pump or probe wavelength [52]. The pump changes the polarization of the 
medium (Kerr effect) resulting in a rotation of the polarization of the probe beam, which 
is measured with a crossed – polarizers setup. Since the effect is instantaneous it allows 
the direct measurement of the probe chirp. The measurement shown in Figures 2.4 and 
2.5 has been done in ethylene glycol and it shows that the WL chirp is small and almost 
linear with a GD of ≈ 1.5 fs/ nm (see the right-hand panel of Figure 2.5). A cross section 
done at 570 nm is presented in Figure 2.5, left panel. The plot reveals the time of 
maximum temporal overlap between the pump and probe pulses, T0 ≈ - 275 fs, which is 
used to “set the clock” for the ultrafast dynamics. If the timings of all the peaks for 
individual WL wavelengths are extracted, they can be plotted as shown in the right panel 
of Figure 2.4, which graphically illustrates the delay between individual spectral 
components.   
 
 
Figure 2.4. A typical 2D plot of a pump – probe transient scan in a non-resonant liquid 
medium (Kerr effect measurement). The curvature of the groove depicts the order in time 






Figure 2.5. Left panel: a section through Figure 2.4, at 570 nm. Right panel: a plot of the 
timings of the peaks, collected from plots similar to that shown in the left panel. 
 
   
  
 The propagation of the broadband pulse through the experimental setup creates 
additional challenges. Lenses, mirrors and air itself contribute to the temporal stretching 
of the pulse [27, 53, 54]. The dispersion equations for air are presented below [55]. The 
constants k, k1, k  and k2 3 are experimentally derived fit parameters. By using this 
equation and the group velocity equation the GD is found to be about 60 fs between 450 



































 The use of lenses has been carefully minimized but mirrors present similar 
dispersion issues. The lab setup employs typical dielectric broadband mirrors, whose 
dispersion has been previously characterized in literature [53]. For metallic mirrors the 
total GD is a few femtoseconds across the visible spectrum and it can be neglected. 
However the dielectric mirrors exhibit significant negative dispersion. Sometimes this 
property is used to partially compress the broadband pulses. One problem is the sharp 
profile around 600 nm [53]. Ideally a compressing device should offer a smooth GD 
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correction over the full spectrum. The discussion about the issue of dispersion will be 
detailed below (vide infra).  
 
2.2.1.2 Second harmonic generation  
 
 SHG processes are part of a larger class of nonlinear parametric phenomena, 
which are instrumental in the production of intense laser light at wavelengths other than 
those characteristic for Ti: sapphire lasers [56, 57]. NOPAs are pumped with SHG light 
produced by doubling the 800 nm Ti: sapphire laser light to 400 nm. In this section the 
key formulae concerning SHG are presented in an abbreviated form. If equation 2.2 is 
converted to the frequency domain the second order term in the expansion is given by  
 
 (2.12))(),;2(2)2( 20 ωωωωεω EdP eff=
Here . In the slowly varying envelope approximation and for negligible loss 












)(2)2( ωω kkk −=ΔHere . In the limit when the conversion efficiency is low the 
amplitude of the pump field remains approximately constant and the equation can be 

























 A number of conclusions can be reached from the above equation. First of all the 
intensity of the SHG light is proportional to the square of the intensity of the incoming 
light. This means that to obtain high conversion efficiency energetic, ultrashort laser 
pulses focused at a very small spot size should be employed. In practice a series of 
limitations exist: the SHG crystals have a finite damage threshold level which prevents 
tight focusing. Secondly the intensity of the SHG light is proportional to the square of l, 
the crystal length, and it would appear that using very long crystals would result in very 
high conversion efficiency. However the SHG bandwidth correlates negatively with the 
crystal length such that a thick crystal would allow the doubling of just a narrow section 
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of the pump spectrum. This issue would negatively affect the performance of the NOPA. 
The typical SHG BBO crystals employed in NOPA devices have 1 mm thickness. This 
number represents a good compromise between efficiency and bandwidth.  
 An inspection of Equation 2.14 shows that for high efficiency we need to satisfy 










Equation 2.15 leads to the phase matching formula 
0)2()( =−=Δ ωω kkk (2.16) 
This condition is satisfied by cutting the BBO crystal at an angle of 29.20 (for phase 
matching of 800 nm and 400 nm light). A large SHG spectrum obtained in our lab is 




Figure 2.6. A sample spectrum of the blue pump. The FWHM is larger than 10 nm. For 







2.2.1.3 Pulse Propagation in air 
 
 The quality of the NOPA output pulses is intimately connected to the propagation 
of the near-IR pump pulses, which have to travel ~ 3.5 meters before reaching the NOPA 
setup. We found that their temporal, spatial and spectral profiles change significantly 
during air propagation. The spatial profile is actually somewhat improved due to self-
focusing effects in air but a significant change has been observed for the spectral profile. 
Figure 2.7 shows the pump spectrum after the 800 nm compressor (left panel) and before 
the NOPA (right panel). The spectrum narrows and acquires sharp features which affect 
the spectrum of the blue pump light because this is derived directly from the spectrum of 
the fundamental. The spectral modulations get transferred to the NOPA output spectrum. 
One way to minimize this effect is to attenuate the power of the near-IR pulses from 550 




Figure 2.7. The 800 nm spectrum right after the amplifier (left panel) and after 
propagation through more than four meters of air (right panel). The pulse energy is about 
600 µJ, the duration about 70 fs (after compressor). The spectrum experiences a range of 
non-linear effects, resulting in spectral modulation and spectral shift.  
 
 
2.2.2 Large Bandwidth NOPA 
 
In the development stage of the experiment we attempted to create ultra-
broadband pulses, compressible to 5 fs. The WL seed supports enough bandwidth to 
reach this figure. However two other obstacles have to be overcome in order to reach this 
target. The first is the difficulty to amplify the extremely broad bandwidth required. The 
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NOPA BBO crystals allow a limited amplification bandwidth [2]. In a typical NOPA 
design, the pump beam (400 nm) and the WL seed cross inside the crystal at an 
angle . The group-velocity matching condition in a BBO crystal is  ernalintα





Here  are the group velocities for the signal and idler respectively and β 
represents the angle between the pump and the idler beam. This leads to the NOPA 
tuning equation, in which the crystal’s angle θ is expressed as a function of λ, the seed 













































 Figure 2.8 presents the beam geometry (upper panel) and the tuning curves for 
three different wavelengths within a typical pump bandwidth, each at its own optimized 
angle (lower panel) [58]. The three pump wavelengths can have different incidence 
angles if a dispersive element (a prism) is inserted in the pump path. This apparently 
complicated figure is easy to understand. By rotating the crystal angle we move the 
horizontal dashed line in the vertical direction. This line intersects each of the three 
curves at certain wavelengths. It crosses the lower curve at 500 nm, the middle one over a 
wide spectrum, between 540 nm and 720 nm and the upper one at 830 nm. This means 
that for that crystal angle (θ = 30.50) and for this blue pump bandwidth (402 nm – 407 
nm) the amplified spectrum will extend from 500 nm to 830 nm. A more formal way to 
formulate this is presented below. 
 If the goal is to amplify a large bandwidth then one should identify the value of α 
for which the function θ (λ) is the flattest at the central pump wavelength. Each curve is 
characterized by a flatness merit function defined as  





Figure 2.8. Top: the non-collinear geometry (the continuous, dotted and dashed lines 
represent the angularly dispersed pump beam for three pump wavelengths, the dashed-
dotted line represents the seed beam, the thick continuous line is the crystal axis and the 
circle depicts the chirp-free fluorescence cone). The beams propagate from left to right. 
Bottom: NOPA tuning curves for α=3.4o & λ=407 nm (dotted), α=3.5o & λ= 405 nm 
(dashed-dotted), α=3.7o & λ= 402nm (dashed line) respectively. 
 
 The averages are obtained by integrating the curve over the target spectral 















A similar formula is used for 2)(λθ . Table 2.1 shows the result of the calculation for 
nmpump 405=λ  and a target bandwidth extending from 530 nm to 750 nm.  
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 The optimal angle is or  if refraction is taken into account. 




0 overlaps with most of the 
curve and reaches the  curve at 505 nm 
and the  curve at 830 nm, implying that a spectrum extending 
from 500 nm to 830 nm can be amplified if the pump has an angular divergence of 3.7
nmpump 405,5.3





3.40 = 0.30 over its 5 nm FWHM bandwidth. This was accomplished by inserting a 
Pellin-Broca prism in the pump’s path. Figure 2.9 shows the NOPA setup designed 
specifically for ultra-broad band amplification.   
 
Figure 2.9. The Pellin-Broca prism based NOPA setup. 1: λ/2 plate, 2: FS lenses, 3: 
800nm mirrors, 4: SHG BBO crystal (1mm, EKSMA), 5: 400nm mirrors, 6: Pellin-Broca 
prism, 7: 400nm beamsplitter, 8: translation stages, 9: 2.4mm sapphire plate, 10: white 
light mirrors (BD1 or ER2, from NRC), 11: 2mm BBO crystals, cut at 31.50, AR coated 
for visible (Kaston), 12: R=99% 800nm mirror. 
 
 The pump FWHM extends from 402 nm to 407 nm (see Figure 2.10, bottom 
right-side panel) and the required angular divergence is ≈ 0.060/nm. The angular chirp 
and the temporal stretch induced by the fused silica prism, obtained from a self-made ray 
tracing model, are 0.0130/nm and ~ 400 fs. For focusing the blue pump a f = 200 mm lens 
is chosen. It is placed at 45 cm after the PB prism’s exit face for the first pass, and a 300 
mm focal length lens placed at 75 cm for the second pass. In this configuration the 
angular chirp of the pump becomes close to the theoretical figure. It is known that in this 
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geometry the blue pump beam generates a fluorescence cone, containing a rainbow of 
colors (see figure 2.8, upper panel). Normally these colors are angularly dispersed. 
However, when the pump is spectrally dispersed as described above the cone narrows and 
all colors are propagating at the same angle. This represents a visual confirmation of the 
success of the approach  
 A portion of the 800 nm input light is focused in a 2.4 mm sapphire crystal and 
generates a WL seed pulse of less than 1 ps duration. The intensity and the spatial profile 
of the 800 nm light are tuned with the aid of a variable neutral density filter and with an 
iris. The compressor is optimized for obtaining the best white light generation and not for 
generating the most intense blue light. Both processes require transform-limited pulses 
but due to the different dispersions of the 800 nm beam in the blue-generating and WL-
generating arms the SHG efficiency is sub-optimal. It is critical to have the 800 nm beam 
perfectly aligned along the geometrical axis of the focusing lens. If this is not the case the 
WL beam will be spatially chirped, with adverse effects on the amplification process. 
Depending on the bandwidth which one desires to amplify the temporal profile of the WL 
pulse can be manipulated to match the duration of the pump pulse, which in general is 
shorter. The WL is steered to the BBO crystals using highly reflective BD1 mirrors 
(Newport Research Corporation), which impart about −50fs group delay per reflection 
over the visible spectrum (vide supra). This results in partial seed compression and 
increases the amplified bandwidth. It is possible in principle to bounce the WL pulse 
many times off these mirrors to obtain even better compression. Alternatively, when the 
experiment required narrower NOPA pulses the WL pulse is stretched by inserting UV 
fused-silica slabs. There is a trade-off between the bandwidth and the energy of the 
amplified pulses. For long WL seed pulses only a narrow spectrum matches the pump 
temporal window but the amplification efficiency is very high, because we can optimize 
very precisely the alignment of the NOPA crystals to match that particular narrow 
bandwidth.  For short seed pulses the amplified bandwidth is much larger but the overall 
efficiency is quite low. For the ultra-broad band version of the device the output is a 1.5 
µJ pulse with Gaussian spatial profile, and a spectrum extending between 500 nm and 
830 nm (Figure 2.10, upper panel). The total output of the NOPA is ~ 30 µJ, but the 
spatial and temporal quality is poor because of amplification of spurious background 
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components. The collimation system of the output beam is located 1 m after the NOPA 
allowing a good separation between signal and background. No spatial chirp is observed 





Figure 2.10. The NOPA spectrum (top), the pump (bottom right) and the seed spectrum (bottom left). 
 
 The spectrum obtained in this ultra-broadband NOPA version presents multiple 
spectral modulations but FROG measurements revealed a dominant linear chirp 
component. This means that the pulse is compressible to a very short duration, provided 
that one can manipulate the full bandwidth. Broadband pulses with much stronger 
modulations and similar bandwidths, generated in fibers have been successfully 
compressed by a number of researchers [59, 60]. However this requires large aperture 
spatial light modulators and very carefully designed compressors. Since the experiments 
presented in this work do not need sub-10 fs pulses, the complete compression of the 
spectrum presented in Figure 10 has not been pursued. Instead the NOPA is adjusted to 
amplify ~ 70 nm bandwidth, enough for producing 15 - 20 fs pulses. The output energy 





2.3. Pulse Shaping 
 
2.3.1. Theoretical introduction 
 
 The electric field of a laser pulse can be written in the frequency domain as [61]: 
(2.21)  )](exp[()( ωωω Φ= iEE





        The light is perfectly compressed if the phase is the same across the full frequency 

















 Here t (ω) should be interpreted as the arrival time of each frequency component.  

















































 Here i denotes the pixel number and ωi is the frequency of the light passing 
through that pixel. The first two terms will give a zero and a constant contribution for 
t(ω) so they can be dismissed. The derivative of the third term gives a linear function of 
ω, which is known as the group delay dispersion (GDD). The fourth term gives a 
quadratic function of ω, which is the third order dispersion (TOD). The GDD is 
responsible for the linear chirp and the TOD is responsible for the quadratic chirp of the 
laser pulse. Higher order terms are progressively smaller. The equation suggests a natural 
way to control the phase of the laser light. If one can individually access each frequency 
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ω of the spectrum and manipulate its phase then control of the full phase profile of the 
pulse can be accomplished.  
 
2.3.2 Practical aspects 
 
 An essential feature in ultrafast chemistry experiments is the capability of shaping 
the excitation pulses [10, 13, 16, 35, 61]. Laser light has a number of characteristics such 
as duration, energy, spectrum, polarization, spatial and phase profile which can change 
the way the photo-chemical reactions take place. A series of phase and amplitude shaping 
methods have been developed for controlling all these properties. Pulse shaping 
technology is at a mature stage and a large range of devices and techniques are available. 
This section presents only the techniques implemented in this work [35, 36]. A typical 




Figure 2.11. Schematic presentation of a 4f pulse shaping setup. Light propagates from 
left to right, as the arrows indicate. A broadband “white-light” beam is dispersed by the 
first SF10 prism (other materials can be used, too) and is spectrally collimated by the 
spherical mirror. In the liquid crystal modulator (LCM) each “color” passes through a 
different pixel, with a different effective index of refraction. The second mirror – prism 
pair reassembles the beam, without any spatial chirp.   
 
First the laser pulse is dispersed with the aid of a dispersive element such as a 
prism or a grating. There are a couple of differences between the two alternatives. 
Gratings tend to be lossier but they induce a larger angular dispersion. They produce 
linear wavelength dispersion while prisms produce linear frequency dispersion [59]. As 
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seen in equation 2.2 spectral shaping can naturally be described in terms of angular 









 This makes prism-based shapers preferable for some applications. The dispersed 
spectrum is collimated with a focusing element (a lens or a mirror) and sent through a 
Fourier mask which can be a liquid crystal modulator (LCM) or an acoustic-optical 
modulator. A LCM has an even number of pixels and each narrow spectral region (or 
“color”) of the dispersed beam sees a different one. By applying individual voltage 
settings to the pixels one can independently change the properties of the individual 
colors. The focal length of the mirrors is exactly half of the prism – LCM distance. This 
means that in addition to spectral collimation the focusing element focuses each color in 
the LCM mask. After the LCM a second focusing mirror and prism transform the beam 
back. A variation of this setup uses a flat mirror right after the LCM. The beam is sent 
backwards on a vertically tilted trajectory and picked-off after the first prism. This 
configuration has the advantage that it doubles the effect of the LCM phase profile 
making large phase corrections easier to implement.  
The setup described above is commonly named “a 4-f shaping system” because 
the total length is given by 4f, where f is the focal length of the mirror. In theory the setup 
should be dispersion free. This is close to being true for grating-based systems. In 
practice air propagation, the liquid crystal medium and the prisms (for prism-based 
systems) add a significant GD across the spectrum. An important factor in the 4f shaper is 
the size of the input beam. If the size is small then the temporal dispersion of the beam 
through the prisms is small, since the imparted chirp is roughly proportional to the 
insertion length of the beam in the prism, which, in turn, depends on the beam size. 
However the focus size at the LCM is inversely proportional to the input beam size, 










Here d0 is the focus size, f is the focal length, d  is the input beam diameter and M21  is the 
mode quality factor.  So for prism-based shapers there is always a trade-off between how 
tightly the beam can be focused and how much additional chirp can be tolerated. The 
shaper setup accommodates beams of roughly 8 mm in diameter. This allows a focus size 
smaller than 100 µm. This number is equal with the pixel width and represents an upper 
limit for the acceptable focus dimension. The price paid is the addition of ~ 500 fs GD.  
The shaper is a 4 x 500 mm system and employs two F2 prisms and two silver-coated, 
500 mm focal length mirrors. For the bacteriorhodopsin experiment, which has been 
performed at Stanford University, a setup containing an AOM, gratings with 600 
lines/mm and 500 mm FL mirrors has been used.  
 The operating principles for LCMs and AOMs are detailed in the following 
paragraph. LCMs have an active aperture containing 128 - 640 pixels, each of them being 
controlled individually by applying a voltage. The electric field changes the alignment of 
the molecules and modifies the index of refraction and the optical path length, resulting 
in a phase shift. Amplitude shaping capabilities can be added by using crossed polarizers. 
One issue with pixel-based systems is the inter-pixel gap, which is usually between 2 µm 
and 10 µm. This dead space diffracts part of the beam resulting in energy losses, 
distortions of the spatial beam profile and unwanted amplitude modulation. Figure 2.12 
shows this effect when a set of linear chirps is applied.  The left panel shows the voltage 
applied for each pixel. A second order polynomial phase translates in a linear time delay 
between adjacent spectral components. The right panel shows the resulting change in the 
power of the output beam, which can be as big as 5%. All the lab results are corrected for 
this effect in the post-experimental analysis. 
 AOMs use a piezoelectric transducer which is driven by an oscillating electric 
signal. The transducer vibrates and induces an acoustic wave in the AOM crystal. The 
acoustic wave produces a refraction index grating which diffracts the shaped beam into 
the first diffraction order. This grating can modulate the intensity and phase of the 
incoming light. The main advantages of AOMs are the large aperture, the lack of discrete 
pixels and the low cost. One issue is the lower (~ 60%) efficiency. AOMs have been used 
initially for shaping the near infrared light generated by Ti: sapphire based amplifiers. In 
the last years AOMs started to be used in the visible and even in the UV spectral 
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domains. An important difference between the LCM and AOMs is the mask profile 
erase/update time, which is tens of milliseconds for LCMs and microseconds for AOMs. 
Because a stable mask profile in needed across the train of laser pulses, AOMs are suited 
for kHz applications while LCMs can be used for direct shaping of oscillator output.  
The apparatus described here allows the creation of a practically infinite number 
of distinct laser pulses, each with its own phase and spectral profile. What is needed at 
this point is an efficient way to find in this “search space” the specific laser pulses which 
can induce the desired behavior in the molecules under study. For that sophisticated 




Figure 2.12. Left panel: the voltage values applied to the 128 pixels of the LCM 
mask. Right panel: undesired amplitude shaping of the laser pulse. Index 41 corresponds 
to no chirp (zero voltage) across the LCM mask. The fitness is proportional to the total 
power of the shaped pulse. A 4% intensity modulation is apparent. The chirp limits in the 
left panel correspond to typical limit values used in our experiments.  
 
 
2.4 Optimization Techniques 
 
 The main purpose of coherent control experiments is to find the excitation pulse 
shape which is able to maximize the target chemical process. Given that a laser pulse is 
characterized by energy, spectrum, polarization, phase etc. the inevitable question is how 
the best performing pulse can be found in this huge search space. A few simplifications 
have to be made. The experiments presented in this work are performed for fixed pulse 
energy, spectrum and polarization. Only phase is allowed to change. In recent years 
31 
 
Gerber et al. [62, 63] have developed techniques to shape the polarization and performed 
polarization control experiments on atomic systems. Intensity is a knob which can easily 
be controlled. There are many chemical reactions which can be controlled through multi-
photon processes where the light intensity is critical. We will detail this point when 
presenting the learning control experiment in bacteriorhodopsin. Another factor is the 
excitation spectrum. Most experiments are performed at resonance, where the pump 
spectrum is assumed to be optimal. In the LD690 experiment it is shown that tuning the 
excitation spectrum can significantly contribute to control [28]. Here it’s necessary to 
distinguish between general spectral shaping and spectral tuning, which is defined as the 
shift of the full excitation spectrum in and out of resonance.  
 Assuming that the experiment is set to scan a certain pulse characteristic, the next 
question is how one can reliably find its optimal value. A brute force solution is to test all 
possible values but this is almost impossible. The efficient alternative is the use of search 
algorithms. It is beyond the purpose of this presentation to detail this large field of 
mathematics. In Chapter IV we employ one of the proven techniques, a heuristic 
approach called genetic algorithm (GA) search, which is described below [35, 36].  
 The GA is inspired from natural evolution and uses concepts like generation, 
mutation, selection and individual performance. A typical GA starts by creating a first 
generation, which has ~ 40 laser pulses, picked at random (see Figure 2.13). Each pulse 
has its own “genetic information” which is stored as a string of numbers corresponding to 
the voltage applied to the LCM pixels. Each set of voltage settings represents a phase 
configuration that produces a unique laser pulse. Each individual pulse is used to excite 
the molecular target and its performance is measured. The performance criterion could be 
for example the transmission of the probe light through the excited sample. This measure 
is converted to a number called individual fitness. The individuals of the generation are 
ordered according to the value of their fitness and a replication strategy is applied (see 
Figure 2.14). Typically the best 3-5 performers are kept unchanged (the elite) and the rest 
are modified by a series of genetic mutations. A crossover mutation for example would 
cut the genetic strings from two laser pulses in half and would switch them. A random 
mutation would randomly change a piece of a genetic string. The worst performers could 
be completely eliminated and replaced with fresh random candidates. After the mutations 
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have been implemented a new generation is tested, its individuals ordered and so on. The 
GA run is considered successful when a series of criteria are fulfilled. First the fitness of 
the best individual of each generation has to go up and then flatten, as a sign of saturation 
(further improvements are less and less likely). Second of all the mean fitness curve 
needs to move asymptotically towards the best individual fitness curve. Noise and the 
diversity of the individuals in the generation can prevent the perfect convergence of the 
two plots. Sample successful GAs can be seen in Figure 2.16 and Figure 4.8. GA settings 
like the size of each generation, the number of elites or the mutation techniques employed 
could have a high impact on the speed and quality of the search and are often empirically 
changed during the experiments. The GA code which is employed here has been 
developed in our lab [35, 36].    
 By using this technique there is no warranty that the absolutely best pulse will be 
found. However many experimental observations show that this method provides 
excellent results. By repeating the optimization experiments many times very similar 
solutions are obtained, even though the initial generations are randomly chosen. This 
means that it is unlikely that the algorithm gets stuck in a local minimum. Genetic 
algorithms have been used for a variety of molecular and atomic systems and a variety of 
fitness targets.  
 A simple case of a GA run is presented below. Each experiment performed in the 
lab has to start with the compression of the pump pulses, because the TL pulse serves as a 
benchmark for any measurements. For the purpose of compressing the pulse the beam is 
focused in a SHG BBO crystal and the intensity of the SH light is measured. From 
equation 2.14 it is apparent that the signal is proportional to the square of the intensity of 
the fundamental, which makes it very sensitive to the pump pulse duration.  Two possible 
setups have been used in the lab: the first involves a simple geometry where the pump 
pulse is focused in the BBO crystal and a filter placed after the crystal separates the 
fundamental from the second harmonic, the latter being sent to a detector (upper panel of 
Figure 2.15). An alternative is to use a FROG setup, in which two copies of the pulse 
intersect in the crystal. The SHG signal is spatially separated from the fundamental and 






Figure 2.13. Schematic presentation of the coherent control apparatus. The arrows 
indicate the typical decision-making cycle during one GA loop. The spectra inset (upper 
right corner) shows the spectral signatures for two possible target states in 
cyclohexadiene. Similar distinct signatures exist in the LD690 and bR experiments 





Figure 2.14. The genetic algorithm at work. Four stages can be discerned: initialization of 
the starting generation, evaluation of individuals, ranking of individuals according to 





This is important since for large bandwidth pulses the filters can distort the detected 
spectrum. Another advantage is that the FROG setup is designed for pulse measurement 
so the TL pulse can be characterized on the spot, after compression. The downside is that 
the two pump pulses need to be perfectly overlapped in time, but this can be done with 




Figure 2.15. Two possible second-harmonic generation setups for pulse compression. 
Both present advantages and disadvantages. Upper panel: a simple SHG configuration. 
Spectrometer Spectral Filter 
SHG Crystal 
800 nm + 400 nm light 800nm 
400 nm 
Spectrometer 
Aperture SHG Crystal 
800nm 
400 nm 
Bottom panel: a FROG setup.  
  
 Figure 2.16 shows a GA run which uses the FROG for compressing the output of 
a NOPA. The blue line represents the normalized fitness values for the best pulse shape 
of each generation, while the pink line represents the average fitness value of that 
generation. As described above, two quick measures can be used to quantify the success 
of the run. The first is how fast the blue line converges and we see that after 25 
generations we reach the optimal shape. A comparison of the best pulse shapes for 
generations 25 to 50 shows little difference between them. The second measure is how 
close the average fitness converges to the best fitness. For a long run the GA is expected 
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to reach the conclusion that all pulses should have the same shape as the best of them in 
which case the average would be very close to the best fitness line. In practice noise 
prevents this, but it is obvious that the average line follows closely the best fitness line. In 
addition the GA by default introduces diversity in each generation of pulses, which 
means that always some pulses will be different from the optimal shape. In this example 


















Fitness Value Best Pulse Average Generation Fitness 
  
 
Figure 2.16. A typical compression GA, using as feedback a SHG FROG setup.  
 
2.5 Pulse Compression 
 flatten as much as 
NOPA pulses usually 
have positive chirp (the red colors “arrive” before the blue colors). 
 
 
 The 4f shaping setup alone is unable to compensate for the group delay of the 
NOPA pulses. Ideally the LCM should be used to modify the phase profile of an already 
perfectly compressed pulse. A prism-based compressor is used to
possible the phase profile before the adaptive compression [64, 65].  
 The principle of a prism compressor is simple: the first prism disperses the 
incoming laser pulse and the second prism collimates the diverging colors. Figure 2.17 
shows the colors of longer wavelength (further in the red) pass through a thicker section 
of the second prism compared to the shorter wavelength colors. On the other hand the air 





Figure 2.17. A schematic presentation of a prism-based double-pass compressor. The first 
prism disperses the spectrum. The second prism can be translated along the double-
arrowed directions, tuning the group delay across the pulse.  
 
The second prism adds delay to the redder colors such that, when the compressor is well 
aligned, all the wavelengths of the output beam arrive at the same time. Three parameters 
affect the phase correction profile of the compressor: the angle of the prisms, the inter-
prism distance and the insertion depth in the second prism. The first two factors 
determine how spread out the spectrum will be at the second prism. The last parameter 
influences the actual optical path difference seen by the different spectral components. In 
practice the prisms are set at the minimum deviation angle. Then the inter-prism distance 
is varied and for each intermediate position the pulse duration is measured until a 
minimum is found. For that position the insertion of the second prism is changed until an 
even better minimum is observed. Occasionally this procedure needs to be iterated a few 
times before a good compression is reached. Alternatively, if the distance between prisms 
is small the positive chirp induced by the different air path lengths dominates compared 
to the negative chirp induced by the glass of the second prism and the “compressor” acts 
like a stretcher.  
 As mentioned in the section describing the 4f shaping system, prisms are good at 
reducing the second order phase for medium broadband pulses. Higher orders are more 
difficult to correct. That’s why a compressor configuration is considered good if the pulse 
is compressed to within 15% of its minimum bandwidth-limited duration. For this 
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compressor configuration the compression optimization algorithm is run. In this way the 
prism compressor eliminates a large part of the compressing “burden” of the 4f system. 
 A plot of the group delay (or, equivalently, the arrival time) versus the pulse 




Figure 2.18. The group delay (500 nm – 650 nm spectrum) for three compressor 
configurations. l is the inter-prism distance and i is the insertion depth. Settings: l = 1.7 m 
& i = 2 cm (dashed line), l = 1.7 m & I = 2.5 cm (continuous line) and l = 1.3 m & I = 1.5 
cm (dashed-dotted line). 
 
 The plots show that the GD of the different optical paths is not linear while the 
chirp of uncompressed NOPA pulses is mostly linear. However for a pulse of ~ 50 nm 
bandwidth the prisms compressor can offer reasonable chirp compensation.  
 
 
2.6 Pulse Characterization 
 
 Very important for any coherent control experiment is the capability of accurately 
measuring the laser pulse shapes. Many measuring devices exist today: SPIDER, FROG, 
GRENOUILLE etc. [66]. The principle lying at the base of these designs is simple: in 
order to measure an ultrashort pulse it is necessary to have another pulse at least as short 
and the most convenient to use is the pulse itself. This is why many methods involve 
splitting the pulse in two replicas by using a beamsplitter and then recombining them in a 
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non-linear medium. Each type of device presents certain advantages and disadvantages. 



















Figure 2.19. A typical SHG FROG setup. M = metallic, low dispersion mirror. The 
spectrometer is typically an Ocean Optics SD2000 or HR4000 unit, fiber coupled.  
 
 The laser pulse is split in two identical copies with a two microns thick pellicle 
beamsplitter, AR coated for visible light. The transmitted beam is retro-reflected with two 
mirrors placed on a delay stage, which is computer-controlled and has a step resolution of 




3.35.02 =××  temporal resolution). All mirrors are aluminum- 
coated for minimum dispersion. The total air path in the FROG device has been matched 
with the total air path for the beam up to the experimental cell and a fused silica slide of 
the same thickness as the cell wall is inserted in the path in order to precisely reproduce 
the real pulse duration in the molecular sample. The nonlinear crystal is a BBO wedge 
(EKSMA, Lithuania) with thickness varying between 5 µm and 20 µm and is glued to the 
front face of a 2 mm thick UVFS slide. The BBO crystal has to be very thin since the 
maximum SH bandwidth is inversely proportional to the BBO length (see Equation 2.14). 
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This phenomenon is called spectral filtering and can be acute for broadband pulses. A 
plot of the SH bandwidth for crystal thicknesses of 5 µm (red curve), 10 µm (blue curve) 
and 20 µm (green curve) is presented in Figure 2.20.  
 
 
Figure 2.20. The phase-matching bandwidth in BBO crystals of various lengths. Red 
curve: 5 microns; blue curve: 10 microns; green curve: 20 microns. The bandwidth is 
very sensitive to the thickness parameter. 
 
 A sample result for compressing the NOPA output according to the above 
prescription is shown Figure 2.21. The right-hand panel shows that the phase profile (the 
dashed line) is flat over almost all the pulse spectrum (continuous line). The pulse 
duration is about 20 fs FWHM, as seen in the left-hand panel. The technology described 
in detail above (pulse generation in the NOPA, then compression, shaping and 




Figure 2.21. The intensity profile of the optimized pulse (left panel) and the retrieved phase (dashed line) 











3.1. Introduction to Coherent Control 
 
 The field of coherent control is a relatively young domain of physical chemistry. 
The advent of the ultrafast lasers allowed scientists to observe atomic and molecular 
motion on a very fast time scale and, naturally, the idea of controlling the dynamics 
arrived [2, 10, 15, 21, 24]. A very important point was the paper published in 1992 by R. 
S. Judson and H. Rabitz, titled “Teaching Lasers to Control Molecules” [10]. This paper 
outlines the basic principles of laser control and compares the approach with “an analog 
computer” which solves exactly Schrödinger’s equation. As it is well known, this 









The Hamiltonian of the quantum system can be written as  
 (3.2)
),()( trWTtH +=  
T is the kinetic energy and W(r, t) is the potential energy of the system. A laser pulse 
interacts with atoms and molecules through its electro-magnetic field, which contributes 
to W(r, t). If we write the total energy of the interaction between a distribution of charges 
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 As seen in Equation 3.1 the Hamiltonian drives the dynamics of the system, and 
W(r, t) depends on the electric field so laser pulses can be used to steer the quantum 
evolution. Most times we deal with neutral atoms and molecules so the first term of the 
series is null and the strongest interaction is given by the dipole term.  
 As explained in the experimental section, optimized coherent control is achieved 
by searching through the space of possible laser pulses and finding the one which 
maximizes the control target. This is different from the traditional way in which physics 
problems are solved. Usually scientists analyze theoretically a certain system and then 
propose an optimal tool (i.e. a laser pulse) for accomplishing control. This approach 
could work for very simple systems like atoms or diatomic molecules but when the 
number of atoms increases it becomes much harder to implement. Of big interest for the 
scientific community is the control of molecules in liquid solution, which adds another 
element of complexity, the interaction with the environment. In this situation it is 
impossible to theoretically find the Hamiltonian and solve Schrodinger’s equation. 
Coherent control techniques leave the job of finding the optimum Hamiltonian to nature. 
At the end of a GA search the best laser pulse represents the optimal solution to the 
problem under the given experimental conditions. All we had to do was to search the 
space of possible solutions and monitor the fitness function.  
 However the most important part of the work starts here. The optimal laser pulse 
is valuable because it provides a “black-box” solution for our given optimization 
problem. But this pulse should be analyzed to discover the underlying control 
mechanisms. A FROG measurement will reveal the phase profile of the pulse, which, 
correlated with the absorption spectrum tell what time ordering of the spectral 
components is most efficient. By tuning the pump spectrum or the phase profile we can 
see how non-optimal pulses interact with the molecule and isolate the specifics of the 
optimal mechanism. This approach relies heavily on a priori knowledge about the 
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molecular system under study. Another systematic approach used in our group is 
principal component analysis (PCA) [36].  A couple of studies addressed the issue of the 
complexity of the GA solutions. Hornung et al. show that in some cases a small number 
of pulse features could be responsible for most of the fitness [67].  
 
3.2. Overview of LD690 Chemistry 
 
 A large number of systems in both gas and condensed phases have been 
investigated in the last decades [1, 8, 14, 20, 23, 24, 30-32, 68-73]. Among these, dye 
molecules in solution have been studied extensively because they have important 
characteristic advantages [14, 23, 24, 31, 32, 68, 70, 71].  Most dyes exhibit strong 
absorption in the visible part of the electromagnetic spectrum, where reliable ultrafast 
laser sources are readily available; they are photostable over a large number of excitation 
de-excitation cycles; the ground and excited-state dynamics and structure are in general 
well characterized; and their size and structures make them good prototypes for more 
complex biological chromophores. For the most part, coherent control studies on dyes 
have been concerned with manipulation of the ground and excited-state population and 
linear chirp has emerged as the single most important control parameter [14, 24, 31, 68, 
70]. Pioneering work in this field was done by Shank and co-workers, who studied the 
LD690 (oxazine 4 or 3-ethylamino-7-ethylimino-2, 8-dimethylphenoxazin-5-ium 
perchlorate) dye molecule among other systems [22, 37, 74-76]. These experiments 
demonstrated that high-power positively chirped excitation enhances the total 
fluorescence signal (i.e., the excited-state population), while high-power negatively 
chirped excitation suppresses fluorescence [74, 77]. An intra-pulse pump-dump model 
was invoked to explain this result (Figure 3.1).  
 In the case of negative chirp, excitation is initiated by the blue edge of the 
spectrum. The instantaneous frequency of the remainder of the pulse follows the shift of 
the Frank – Condon overlap caused by the motion of the wave packet to the right of the 
inner turning point (see Figure 3.1). As a consequence, population is resonantly dumped 
back to the ground state by stimulated emission. In contrast, positive chirp pumps 
population to the upper level, beginning in the red and continuing to pump higher into the 
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excited state as the pulse tunes blue, rather than dumping population back to the ground 
state. Coherent ground and excited-state dynamics may play an important role in many 
chemical reactions [11, 77-81]. Selective excitation of the vibrational modes of a 




Figure 3.1. Schematic presentation of a pump-dump mechanism. This type of model is 
frequently used to explain molecular dynamics in simple two-level molecular systems 
(see text for details). The bottom figure depicts the time ordering of spectral components 
for negative and positive chirped pulses.    
 
 Optical pulse shaping can be extended from the control of population in electronic 
states to the control of vibrational coherences through Raman-type processes [22, 37, 78, 
82]. In many cases it is not trivial to separate the ground and excited-state contributions 
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to the coherence signal. A number of experimental and theoretical papers have dealt with 
this problem [83-88]. The amplitude, frequency, phase, and damping times of the 
coherent oscillations can be used to deduce the ground or excited-state nature of the 
vibrational wave packet(s) generated in the excitation process. Chirped pulse excitation 
was found to have a significant impact on the amplitude of the wave packet oscillations 
[22, 37]. Negatively chirped pulses stimulate ground state coherences, while transform-
limited and positively chirped pulses enhance the excited-state component [22, 37, 75, 
76]. In this work we explore the influence of both spectral shaping and phase shaping of 
the excitation pulse on the observation of vibrational coherences for the LD690 dye 
molecule. These results are compared with the results of prior experimental 
investigations. LD690 is a convenient molecule as it has a rigid structure and exhibits a 
single dominant Franck-Condon active mode at about 586 cm-1, assigned to a ring 
breathing motion [75].  
 In the present study we find that changing the pump spectrum allows selective 
excitation of ground or excited-state coherences. For a given pump spectrum, phase 
shaping can further improve control of the vibrational coherences. Negative chirp 
enhances ground-state coherences in many cases [37, 78], but when coupled with blue 
detuning of the pump spectrum away from the 0-0 region of the electronic transition, 
negative chirp suppresses the observation of coherent oscillations in the transient 
absorption signal. In contrast, positive chirp for the same pump spectrum increases the 




3.3 Experimental Setup 
 
 The NOPA pulses used in this study have 150-350 nJ energy, 50-70 nm spectral 
bandwidth, and a peak wavelength tunable between 570 and 630 nm. The NOPA was 
tuned to produce four different pump spectra. The first pump spectrum overlaps with the 
peak and the red edge of the LD690 absorption profile. The second pump spectrum 
extends over most of the absorption spectrum, with the peak intensity tuned to the blue of 
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the absorption peak. To better understand the effects of the spectral shaping of the pump 
pulse on the vibrational dynamics, two additional pump spectra were also employed, one 
truncated at 610 nm and the other truncated at 600 nm. These blue-tuned pulses enhance 
the excitation of the excited vibrational levels of the S1 electronic state. These four pulse 
spectra are referred to as red-tuned (RT), broadband (BB), and blue-tuned (BT1 and BT2, 
respectively) – see Figure 3.2. 
 
 
Figure 3.2. LD690 absorption spectrum (black open circles) and three of the pump 
spectra: red-tuned (RT, red dashed line), broadband (BB, green thick solid line), and the 
blue-tuned spectrum cut at 600 nm (BT2, blue thin solid line). BT1 is similar to BT2 but 
truncated at 610 nm rather than 600 nm. 
  
 Figure 3.2 shows the static absorption spectrum of LD690 in ethanol and three of 
the pump-pulse spectra. The LCM used for pulse compression was also used to produce 
pulses having predefined linearly chirped phase profiles for the experiments described 
below. For the red-tuned pulse shown seven sets of phase settings were applied to the 
LCM, corresponding to the TL pulse (33 fs) and three pairs of positively and negatively 
chirped pulses, with Φ’’ 2 (ν) = ±20 000, ± 40 000, and ± 80 000 fs  respectively. We will 
refer to these pulses as TL, PC1, PC2, PC3, and NC1, NC2, NC3. With the broadband 
excitation pulse, only three phase profiles were utilized, the transform limit and one 
positively and one negatively chirped phase profile. Because the spectrum is broader, the 
TL pulse was about 20% shorter than the TL pulse with the red-tuned spectrum (26 fs vs. 
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33 fs FWHM), although the structure in the spectrum will also contribute to intensity in 
the wings of the pulse. The chirped pulses (designated PC4 and NC4) had durations of 
about 40 fs and chirp rates of Φ’’ 2 (ν)  = ± 32 000 fs , intermediate between the chirp rates 
for the PC1/NC1 and PC2/NC2 pulses with the red-tuned spectrum. Finally, the pump 
spectra truncated at 610 and 600 nm (BT1 and BT2) were used in tandem with five phase 
settings, TL, two positively chirped, and two negatively chirped. The corresponding chirp 
rates are Φ’’ 2 ’’ 2 (ν) = ±10 000 fs  (PC0/NC0) and Φ  (ν) = ±40 000 fs  (PC2/NC2), 
respectively. 
 For the experiments described here, both the temporal and spectral structure of the 
excitation pulses is of particular concern. The red-tuned excitation pulse shown in Figure 
3.2 exhibits a relatively smooth spectral profile. Thus, the temporal profile of the TL 
pulse is relatively smooth as well. However, the detuned pulses exhibit some spectral 
modulations, which, combined with the particular phase profiles applied to the shaper, 
could lead to peculiar temporal profiles. To analyze this possibility in greater detail, the 
FROG traces and retrieved temporal profiles for the broadband TL and NC cases are 
shown in Figure 3.3.  
 For the transform-limited pulse, each of the satellite pulses has total energy < 3% 
that of the main pulse. To a large extent, these satellites are due to incomplete 
compensation of the phase by the compression algorithm since a Fourier transform of the 
spectrum (not shown) exhibits minimal satellite structure. This analysis supports the 
hypothesis that, at least for the TL case, the changes reported in this work are due to the 
tuning of the pump spectrum and not to the spectral modulations observed in Figure 3.2. 
For the NC pulse on the other hand, the combination of spectral and phase modulations 
results in a more complicated temporal structure. There is one dominant lobe followed 30 
fs later by a satellite pulse whose total energy is about 20% of the main lobe. Due to the 
linear chirp imparted on the spectral profile, the main pulse is shifted compared to the 
post pulse, so the time ordering of colors, essential for the pump-dump mechanism, is 
maintained. In conclusion, the spectral modulations seen in the broadband spectrum do 
result in some temporal structure for the linearly chirped pulses, but the extent of this 






Figure 3.3. Experimental FROG traces (left-side column) and the retrieved time profiles 
(right-side column) of the excitation pulses for the broadband TL and NC cases. 
 
 For transient absorption measurements, a broad white light probe pulse is 
generated by focusing a fraction of the 790 nm fundamental beam of the laser into a piece 
of sapphire. The relative timing of the white light (WL) probe with respect to the pump 
pulses is controlled by using a computer-controlled translation stage (Newport, 25 cm 
range, 0.1 µm step size). The white light probe produced in sapphire exhibits a temporal 
chirp across its spectrum and the typical FWHM of the pump-probe correlation signal 
over a narrow probe wavelength range was ~ 40 fs. The resolution with which the pump-
probe kinetic traces are sampled is in practice even better than 40 fs. This figure is 
consistent with previous measurements reported in literature. In a detailed analysis of the 
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time resolution of pump-probe spectroscopy experiments, Kovalenko et al. [52] showed 
that even for 50 fs pump pulses and WL chirps of 300-400 fs, the temporal features can 
be characterized with a resolution better than 10 fs. In the present experiment, the TL 
pulses are shorter (20-30 fs) and the chirped pump pulses (red-tuned PC2/NC2 and 
PC3/NC3) do not exceed 50-70 fs. 
 The sample, a 1 mM solution of LD690 (Exciton) in ethanol (99%, Aldrich), is 
flowed through a quartz cell with 100 µm path length to refresh the sample volume 
between consecutive laser shots. A mirror with a 250 mm focal length focuses both the 
pump and the probe on the sample. The upper limit of the pump intensity at the focus is 
1011 2 W/cm . The absorbance of the sample is 1.1 OD and the maximum value of the 
transient absorption signal is 0.65 OD when pumping with the resonant, red-tuned 
excitation spectrum. This signal is a combination of stimulated emission and ground-state 
bleach, from which it can be inferred that ~ 30% of the ground-state population is 
excited. The probe light is collected after the sample and coupled by an optical fiber into 
the Master channel of a SD2000 Ocean Optics spectrometer (0.3 nm resolution), while 
the reference is picked-off before the sample and coupled into the Slave channel. The 











3.4 Experimental Results 
 
 A typical chirp corrected pump-probe kinetic trace is shown in the left-hand panel 
of Figure 3.4. These data illustrate the evolution of the transient absorption signal over 
the first 2 ps of the scan. A strong oscillatory component is evident in the region between 
580 and 650 nm, arising from the coherent motion of the wave packet created by the laser 
excitation. The early time oscillatory features (before zero time delay and within the 
width of the pump pulse) are due to pump-probe coherent effects and are not investigated 
further in this work [52]. The right hand panel of Figure 3.4 shows the static absorption 
spectrum, and the fluorescence spectrum of LD690, along with a lineout of the transient 
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difference spectrum averaged over the first 2 ps after excitation. The peaks of the three 
spectral profiles are at 615, 637, and 620 nm, respectively. Three separate regions can be 
distinguished in the transient difference spectrum. The absorption change in the region 
between 450 and 550 nm has positive values and is dominated by the excited-state 
absorption. The region between 550 and 650 nm has a negative signal and is due to a 
combination of ground-state bleach and excited-state stimulated emission. The peak 
transmission in the transient difference spectrum is shifted by about 5 nm to the red 
compared with the static absorption spectrum due to the Stokes shift of the stimulated 
emission and the positive contribution of the excited-state absorption on the blue side of 
the spectrum. The far-red side of the spectrum is dominated by the stimulated emission 
from the excited state. 
 Analysis of the pump-probe scans consists of a multistep procedure. The signal-
to-noise ratio is improved by averaging the data over three adjacent spectrometer 
channels (3 × 0.3 nm bandwidth). The electronic population component of the signal is 
extracted by fitting the data to a model consisting of biexponential decay to a plateau. 
Figure 3.5 shows the oscillatory component obtained at the probe wavelength of 610 nm, 
for red-tuned and broadband TL excitation, after the execution of the steps described 
above. 
 This oscillatory component was analyzed by using a fast Fourier transform 
algorithm and by using a Levenberg-Marquardt nonlinear fitting algorithm to fit the data 
to a sum of decaying cosine functions. The FFT analysis is used to extract quantitative 
information about the intensity and frequency of the oscillations. However, the time 
resolution of the FFT technique is inherently limited by the delay span of the pump-probe 
kinetic traces and this limits the spectral resolution when measuring the oscillation 
frequency. Because the analysis of the oscillation frequency occupies a central point in 
the ensuing discussion, it is important to provide a mathematically independent technique 
for its measurement. This is the intent of the nonlinear fitting algorithm, which is used for 
the determination of the oscillation frequency and dephasing times. The two methods 






Figure 3.4. Left panel: typical two-dimensional plot of the transient kinetics. Right panel: 
the absorption and fluorescence spectra. Note the different scales for the transient 
















probe − . The time t0 represents the initial delay between the 
probe and the pump pulses with the probe pulse preceding the pump pulse. The molar 
absorptivity for LD690 in ethanol is 10.9 × 104 L/(mol × cm) at 615 nm, which gives an 
absorbance A = 1.1.  
 
 
Figure 3.5. Pump-probe kinetic traces collected at 610 nm, produced by excitation with 
the red-tuned (RT) and broadband (BB) TL pulses. 
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3.4.1 FFT Analysis of the Oscillatory Component 
 
 The oscillatory component extracted from the data is analyzed using a fast Fourier 
transform (FFT) algorithm (Mathematica 5.2 Wolfram Research). The resulting FFT 
spectra are normalized by the average electronic population signal for each probe 
wavelength. The shortest experimental scans are about 1.7 ps long and the longest about 
13 ps. These full traces are subject to the FFT to determine the vibrational frequencies. 
However, the dephasing times depend on the probe wavelength and the amplitudes 
obtained from Fourier transforms over long scans will be distorted by the damping of the 
oscillation. Thus, the FFT is confined to the first 256 points (850 fs) for determination of 
the amplitude profiles. Figure 3.6 shows a plot of the frequency of the dominant ring 
breathing mode as a function of the probe wavelength for the BB and RT pump spectra. 
From this plot, it is clear that the observed vibrational frequency is consistently higher for 
the red tuned pump than for the broadband pump. Some longer scans were taken for RT 
TL (i.e., red-tuned transform limited, in general pulses are designated by the pump 
spectrum phase profile as in Table 3.1) and BB PC excitation conditions (the solid blue 
shapes in Figure 3.6), confirming the results obtained for the shorter scans.  
 
 
 Φ” (ν) (fs2) 
Spectrum ±10 000 ±20 000 ±32 000 ±40 000 ±80 000 
 PC0/NC0 PC1/NC1 PC4/NC4 PC2/NC2 PC3/NC3 
Red-tuned (RT)  +  + + 
Broadband (BB)   +   
Blue-tuned 1 (BT1) +   +  
Blue-tuned 2 (BT2) +   +  
 
















Figure 3.6. Frequency of the dominant mode vs. the probe wavelength, retrieved with the 
FFT procedure. The FFT point spacing is 20 or 5 cm-1 for RT TL data sets, 10 cm-1 for 
the BB TL data set, and 5 or 2.5 cm-1 for the BB PC data sets. The peak frequency can be 
determined with somewhat better resolution. For the two blue-tuned spectra (BT1, BT2, 









3.4.2 Analysis of Vibrational Frequencies and Dephasing  
 
 
 In addition to the FFT analysis, a Levenberg-Marquardt nonlinear fitting 
algorithm (Mathematica 5.2, Wolfram Research) was used to extract the damping times, 
the vibrational frequencies, and the corresponding standard errors from the data (see 
Figure 3.7).  
 
Figure 3.7. Frequency of the dominant vibrational mode vs. the probe wavelength for the 
red-tuned (red lines) and broadband (blue lines) cases. Pulse phases as indicated: TL, no 
symbol; PC1, circles; NC1, triangles; PC4, squares. 
 
 In this analysis, the kinetic traces are fitted with the sum of two exponentially 
decaying cosine functions. The fitting procedure always pulls out one frequency 
corresponding to the ring-breathing mode. The other oscillatory component typically has 
small amplitude and a much faster damping constant, making a significant contribution 
only at time delays smaller than 300 fs and representing at most 25% of the amplitude. Its 
frequency fluctuates with the probe wavelength and does not correspond to a value 
expected from the Raman spectrum of LD690. As in the case of the FFT study, the 
kinetic traces were corrected by subtracting the contribution to the signal arising from 
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population dynamics before analysis. Nevertheless, the correction is not perfect, and for 
some kinetic traces, it produces spurious features at very early time delays. Investigation 
of the fitting results shows that the minor frequency component of the fit function is 
necessary to compensate for these artifacts.  
 A comparison of Figures 3.6 and 3.7 shows that the two methods produce 
frequency plots having similar features. In both graphs, there is a clear frequency shift 
between the broadband and red tuned excitation. For the broadband TL excitation pulse, 
the frequency shift is largest at the shortest and longest wavelengths. The frequency of 
the dominant vibrational mode observed following excitation with the red-tuned pump 
pulse is about 580-588 cm-1 on average. In contrast, the frequency of the dominant 
vibrational mode is about 10-15 cm-1 lower following excitation with the broadband 
pump pulse centered in the blue. For the broadband pump pulse, negative chirp 
suppresses the observation of coherent oscillations and the nonlinear fit procedure cannot 
retrieve reliable values. In the case of red-tuned excitation with either TL or PC1 phase 
profiles, the dephasing of the coherent oscillations is very slow compared with the length 
of the analyzed traces for probe wavelengths around 615 nm. To determine realistic limits 
for the dephasing times, the retrieved fit function was used as a starting point and the 
time constant for the decay was varied until a significant deviation of the fit from the 
experimental trace was apparent. This deviation corresponds to an increase of about 3% 




600 605 610 615 620 625 630 635 640 
RT TL 3±0.7 2.7±0.7 > 6 > 8 1.3±0.2 0.8±0.1 0.7±0.1 0.7±0.1 0.7±0.1 
RTPC1 0.8±0.2 1.1±0.2 1±0.1 > 2.4 > 3.3 1.1±0.2 0.7±0.1 0.4±0.1 0.7±0.2 
RTPC2 1±0.1 1.8±0.2 1.2±0.1 2.3±0.5 2.5±0.6 1.9±0.4 0.8±0.2 - - 
RTNC1 1.1±0.2 1.5±0.2 2±0.4 2.8±1.1 4±2.6 1.2±0.4 0.6±0.1 0.9±0.2 0.9±0.2 
BB TL 1±0.2 0.7±0.1 0.8±0.1 0.9±0.1 0.9±0.2 0.8±0.2 0.8±0.1 0.9±0.2 0.9±0.2 
BBPC4 1.6±0.4 1.5±0.5 0.9±0.2 1.3±0.2 1.6±0.4 1.9±0.5 1.3±0.2 1.1±0.3 1.6±0.5 
 





3.4.3 The Intensity of the Oscillations vs. the Probe Wavelength 
 
 Figure 3.8 shows the vibrational spectrum obtained from the FFT of the transient 
absorption data, for red-tuned TL excitation. Analysis of the shortened traces is preferred 
when making statements related to the amplitude of the oscillations, as discussed above. 
Thus, Figures 3.8-3.13 have been generated by using 256 points (850 fs). Figure 3.8 
highlights the amplitude variation of the dominant 586 cm-1 mode as a function of probe 
wavelength. The main features in this plot are the equally intense peaks on the red and 
blue sides of the peak of the ground-state bleaching (615 nm) and the gap in the intensity 
of the oscillations between 610 and 630 nm. Figures 3.9 and 3.10 plot the amplitude of 
the dominant mode in the Fourier transform as a function of the probe wavelength for 
data taken with negatively and positively chirped excitation pulses, respectively. The 
amplitudes of the oscillations observed with negatively chirped excitation again exhibit a 
minimum between 620 and 630 nm. However, the relative amplitudes of the oscillations 
on the blue and red sides of the gap depend on the magnitude of the chirp. For positively 
chirped excitation, the gap is not observed and the oscillation on the red side of the 
spectrum, in the region dominated by stimulated emission, is suppressed compared with 
the blue side of the spectrum. For the largest chirp, the oscillations are also suppressed on 
the blue side of the transient absorption spectrum. Figure 3.11 shows plots of the FFT 
intensity vs. the probe wavelength under excitation by the broadband TL, PC4, and NC4 
pulses. The gap at 610-630 nm characteristic of RT excitation has disappeared, the most 
noticeable feature now being a sharp gap at 650 nm, for TL and PC excitation. The trends 
are less clear for the negatively chirped pulse (blue line). Plots of the results of the FFT 
analysis for the BT1 and BT2 excitation pulses are shown in Figures 3.12 and 3.13. None 
of these plots exhibit any minimum around 615 nm, although a minimum near 650 nm is 
observed for TL and PC0 excitation. To test the reproducibility of the spectral variations 
in FFT amplitude, a series of consecutive scans, performed under the same excitation 
conditions, were analyzed independently and the results compared. The variation of the 
FFT intensity profiles was within (15% from run to run. The minimum observed at 650 
nm can be observed to some degree for all the runs but appears the most clearly in the 













Figure  3.9. Fourier intensity of the ring-breathing mode vs. the probe wavelength, for red-tuned excitation: 








Figure 3.10. Fourier intensity of the ring-breathing mode vs. the probe wavelength, for red-tuned 




Figure 3.11. Fourier intensity of the ring-breathing mode vs. the probe wavelength, for broadband 








Figure 3.12. Fourier intensity of the ring-breathing mode plotted as a function of the probe wavelength, for 
BT1 excitation, with TL (black line), PC0 (red line with squares), PC2 (blue line with triangles), and NC2 




Figure 3.13. Fourier intensity of the ring-breathing mode plotted as a function of the probe wavelength, for 
BT2 excitation, with TL (black line), PC0 (red line with squares), PC2 (blue line with triangles), and NC2 





Figure 3.14. Bottom panel: wavelength dependence of the relative phase of the oscillations for RT 
excitation, with the TL (black line with squares), PC1 (red line with triangles), and NC1 (blue line with 
circles) phase profiles. Top panel: wavelength dependence of the phase of the oscillations for BB 
excitation, with the TL (black line with squares), PC4 (red line with triangles), and NC4 (blue line with 
circles) phase profiles. 
 
Figure 3.15. Kinetic traces obtained using negatively chirped broadband excitation for the probe 




3.4.4 The Phase of the Oscillations as a Function of Wavelength 
 
 The phase of a coherent oscillation as a function of wavelength can also shed light 
on the nature of the vibration [37]. The wavelength-dependent phase profiles for the red-
tuned and broadband excitation pulses are presented in Figure 3.14. For both broadband 
and red-tuned excitation pulses, the phase profiles depend approximately linearly on the 
probe wavelength between 580 and 625 nm, with slopes between 1 and 1.3 fs/nm. For the 
transform-limited broadband excitation pulse, the oscillations were apparent for 
wavelengths as short as 520 nm and the phase was determined over the entire range. In 
this case, the phase difference exceeded the period of oscillation and was wrapped 
accordingly. On the other hand, the phase profile is relatively flat from 625 to 700 nm 
within (5 fs in the regions where the intensity of the oscillation is sufficient to permit 




3.4.5 Revivals in the Coherent Oscillations 
 
 The results described above indicate that broadband pulses with negative chirp act 
to suppress the observed coherent oscillations. This is an interesting result and can be 
considered in more detail by inspecting the kinetic traces observed following excitation 
with these pulses. Line-outs between 600 and 615 nm are plotted in Figure 3.15. The 
oscillations are very weak right after t0 but exhibit a clear increase approximately 500 fs 
later. Under all the other excitation conditions, the oscillatory contribution to the signal 
exhibits a typical exponential decay, without clear revivals, as shown for the data in 
Figure 3.5. It is difficult to model these data quantitatively, but this trend is qualitatively 
consistent with out-of-phase ground and excited-state ring-breathing vibrations and sub-
picosecond dephasing. Blue-tuned broadband excitation enhances the excited-state 
vibrational coherence while negative chirp favors the dumping of the population back to 
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the ground state, enhancing ground-state coherences. These two competing processes 
could combine to give the signals observed in Figure 3.15. 
 In the case of transient scans performed under other excitation conditions the 
analysis of the oscillatory component allows the retrieval of the frequency, phase or 
dephasing time. These, in turn, show what the corresponding electronic potential energy 
surface is. The oscillations in Figure 3.15 are very short lived and the retrieval of the 
corresponding characteristics is difficult. The FFT analysis retrieves an oscillation 
frequency 10 cm-1 blue shifted compared to the 568 cm-1 excited state frequency. This 
suggests that the ground state contribution is dominant. Future molecular dynamics 






 The experimental results outlined above demonstrate that the phase, amplitude, 
dephasing time, and frequencies of the oscillations observed in the transient difference 
spectrum following excitation of LD690 depend strongly on the pulse characteristics, 
including both the pulse spectrum and the spectral phase. Because a transient absorption 
measurement probes ground and excited electronic states simultaneously, the assignment 
of the observed features is nontrivial. A number of earlier experimental and theoretical 
investigations have explored various aspects of this problem [37, 83-90]. In an early 
experiment, Joo and Albrecht used an excitation pulse spanning the region from 590 to 
645 nm to measure the time-resolved four wave mixing signal from LD690 in ethylene 
glycol [90]. This pulse is similar to the red-tuned pulse in Figure 3.2. Two vibrational 
modes at 572 and 586 cm-1 were extracted from the oscillatory signal. The 586 cm-1 mode 
was assigned to the ground-state ring-breathing mode, which dominates the resonance 
Raman spectrum of LD690. The 572 cm-1 mode was tentatively assigned to an excited-
state vibrational mode, presumably corresponding to the normal coordinate observed at 
586 cm-1 in the ground state. Joo and Albrecht also find that the vibrational dephasing 
time distinguishes ground (~1 ps) and excited-state (520 fs) vibrations. Bardeen et al. 
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have reported extensive studies of vibrational coherences in LD690 as a function of 
spectral phase using a broad 12 fs pump pulse spanning 100 nm of spectrum from ca. 560 
to 660 nm FWHM [37]. This pulse spectrum is unlike any of the pulses used in the 
current work in that it spans most of the LD690 absorption band and extends through the 
region of the LD690 fluorescence spectrum as well. Despite this difference in excitation 
spectrum, the trends observed by Bardeen et al. are similar to those reported here for the 
red-tuned excitation pulse, although there are a few significant differences. Both data sets 
are dominated by a vibrational coherence with a frequency of 586 cm-1. Bardeen et al. 
also observe a 571 cm-1 vibration but suggest that it is ground state in origin, appearing as 
a small shoulder on the highly displaced 586 cm-1 peak in the Raman spectrum. In fact, 
Bardeen et al. find no evidence requiring a change in vibrational frequency between the 
ground and excited electronic state. Thus, any given oscillatory signal could in principle 
arise from either a ground or an excited-state wave packet. Ground and excited-state 
vibrations are identified primarily by comparison with theoretical calculations and by the 
influence of the electronic state on the vibrational dephasing time. However, the degree 




3.5.1 The Oscillation Frequency  
 
 One key feature of the experimental results presented here is the dependence of 
the oscillation frequency on both the spectrum of the pump pulse and the probe 
wavelength. The frequency of the coherent oscillations observed with excitation pulses 
centered in the blue is consistently lower than the frequency observed following 
excitation with red-tuned pulses (see Figures 3.6 and 3.7). For broadband transform-
limited excitation, the frequency is ≤ 568 cm-1 on the blue side (<590 nm) and ≤ 570 cm-1 
on the red side (>640 nm). For all probe wavelengths, the frequency is ≤ 578 cm-1. The 
interpretation of the wavelength dependence of the oscillation frequency is based on the 
assumption that at any probe wavelength the signal represents a mixture of ground and 
excited-state coherences. The dephasing time of the vibrational wave packets, the signal-
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to-noise ratio of the data, and the range of time-delay measured all serve to limit the 
accuracy with which vibrational frequencies are extracted from the data. Thus, the 
measured frequency at each wavelength represents a weighted average of the ground and 
excited-state frequencies. The spectral regions below 550 nm and above 670 nm are 
dominated by excited-state absorption and excited-state stimulated emission, 
respectively. Accordingly, the lower frequency (ca. 568 cm-1), observed in these spectral 
regions following blue-tuned excitation, likely represents the true excited-state frequency. 
A modest frequency shift is often observed for excited-state vibrations [80, 82, 85, 86, 
89] and thus, it is not unreasonable to observe a 2-3% decrease in the frequency of the 
ring breathing mode in LD690. This interpretation of the data is consistent with the 
observations around 615 nm for both red-tuned pulses and blue-tuned pulses, where the 
vibrational frequencies converge toward an average value. The ground-state contribution 
to the Fourier power spectrum exhibits a minimum at the peak of the ground state bleach, 
tending to emphasize the importance of excited state contributions to the signal, and as a 
consequence, the observed frequency with following excitation with RT pulses decreases 
in this region as the excited-state and ground-state contributions become comparable 
[37]. On the other hand, the dominant contribution to the transient absorption signal in 
this region is the ground-state bleach, which tends to emphasize the importance of the 
ground-state wave packet. Thus, the observed frequency increases in this region 
following excitation with BB or BT1/BT2 pulses, as the excited-state and ground-state 
contributions become comparable. The analysis of the FFT spectra for negatively chirped 
broadband excitation (not shown in Figure 3.6 because the frequency could be retrieved 
only for a few probe wavelengths) also shows a blue frequency shift of 10 cm-1 compared 
with the transform-limited and positively chirped pulses. Finally, the recurrence observed 
for these negatively chirped pulses is consistent with beating between out-of-phase 
ground and excited-state oscillations of slightly different frequency. While the present 
work does not completely rule out a ground state origin for the observed 566-576 cm-1 
vibrations, the predominance of the red shift in the spectral regions dominated by excited-
state absorption and stimulated emission from the excited state are consistent with wave 
packet oscillation in the S  state. Thus, the data presented here provides strong evidence 1
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for a small frequency change in the dominant ring-breathing mode between the ground 




3.5.2 Vibrational Dephasing 
 
 The dephasing time of the observed oscillations is characteristic of both the 
average vibrational excitation within an electronic state manifold and the assignment to 
the ground or excited electronic manifold [89, 91]. For the data obtained in these 
experiments, Table 3.2 contrasts the cases of broadband and red-tuned excitation. Under 
RT excitation, the dephasing near the peak of the ground-state bleach (ca. 615 nm) is 
very slow. This is consistent with the model of Bardeen et al. where ground-state 
coherences dominate the signal in this region. Because the ground-state wave packet is 
produced near the bottom of the harmonic well, involving a few low-lying vibrational 
levels, it has a long damping time. For BB excitation, the dephasing times are 0.7-1.9 ps 
for all probe wavelengths and no clear trend can be established. The fact that for BB 
pulses the dephasing is as fast around 615 nm as for the other wavelengths suggests that 
the coherences are produced in the excited state. However, a faster dephasing time is also 
consistent with the production of a higher energy ground-state wave packet. Excitation 
energy overlapping with the vibronic structure of the absorption spectrum, as it is the 
case for BB pulses, will lead to the excitation of higher ground state vibrational levels, 
with consequent faster dephasing of the wave packet. Finally, it should also be noted that 
the influence of the beating between the ground and excited-state frequencies may also 
affect the apparent dephasing rate in any given measurement. It is interesting that the 
positively chirped broadband excitation pulse leads to slower dephasing than observed 
for the spectrally equivalent transform-limited pulse. Following excitation with a 
positively chirped pulse, the excitation process produces both ground and excited-state 
wave packets and the observed frequency is a weighted average of the ground and 
excited-state frequencies. The apparent dephasing time is ca. 1.4 ± 0.5 ps across the 
spectrum from 600 to 640 nm arising from the dephasing of the ground-state wave 
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packet, the excited state wave packet, and the influence of the beating of these two 
contributions. In the absence of a simulation utilizing a model including both ground and 
excited-state contributions, it is difficult to separate these effects. With BB TL excitation, 
the observed oscillations have consistently lower frequency and are dominated by the 
excited-state coherence. The dephasing time (0.85 ± 0.15 ps) arises from the dephasing of 




3.5.3 The Intensity of the Vibrational Coherences  
 
 For a one dimensional displaced harmonic oscillator, the centroid of the 
difference spectrum shifts linearly to lower frequencies as the wave packet moves away 
from the Franck-Condon region [90, 92]. The broad probe spectrum used in these 
experiments effectively samples the wave packet at different regions of the potential 
energy surface. The signal measured at each probe wavelength is then sensitive to the 
time-dependent character of the vibrational wave packet. The motion of the wave packet 
also results in time-dependent Franck-Condon factors. Through these two mechanisms, 
the magnitude of the observed oscillations in the time-resolved absorption depends on 
probe wavelength. This dependence is clearly observed in Figures 3.8-3.10 following 
excitation with red-tuned pulses. A minimum in the oscillation strength is observed 
between 610 and 630 nm under TL and NC excitation. No systematic dependence on the 
magnitude of the chirp is apparent however. Positive chirp also influences the spectrum, 
with increasing positive chirp serving to decrease the amplitude of the oscillations, 
especially for longer wavelengths. These trends are also consistent with those measured 
and simulated by Bardeen et al. [37]. In contrast to the spectral profiles obtained with 
red-tuned excitation, the data obtained with broadband or blue-tuned excitation pulses 
shows little evidence for a minimum around 610-620 nm. The only possible exception to 
this is the BT1 NC2 profile (Figure 3.12 dotted line). Rather, the data is characterized, on 
average, by a minimum around 650 nm for transform-limited and positively chirped 
excitation and a relatively flat profile for negatively chirped excitation (except perhaps 
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for BT2 NC2). This is again consistent with blue-tuned excitation producing coherences 




3.5.4 The Phase of the Oscillations  
 
 The phase profiles shown in Figure 3.14 can be used to extract information 
regarding the wave packet dynamics in the ground and excited state. In recent work, 
Carson et al. [88] analyzed the phase of coherent oscillations in the dye IR144 to separate 
the regions where the ground or excited-state contributions dominate. A π phase shift was 
observed as the probe wavelength was swept from a region dominated by ground state 
coherences to a region dominated by excited-state coherences. Detailed theoretical 
analysis by Kumar et al. showed that a ±π phase jump is expected at the peak of the 
absorption and florescence spectra for pure ground or excited-state oscillations [84]. In 
the present work, a ~ π phase jump is observed for red-tuned excitation at a probe 
wavelength close to the peak of the absorption spectrum. For the broadband excitation 
pulse, the phase changes slowly around 620 nm. The lack of a phase jump supports an 
excited-state assignment. Although a phase jump is expected between 640 and 650 nm, 
the absence of strong oscillations prevents characterization in this region. An interesting 
feature in the data is a fast phase change around 530 nm, where excited-state absorption 
dominates the transient absorption signal. This fast phase change could reflect the steep 
slope of the excited state potential energy surface, given the 110 nm separation from the 




3.5.5 Involvement of Higher Excited States 
 
 A final point to be discussed is the influence of higher excited states on the 
molecular dynamics in the first excited state. The spectral profile and the magnitude of 
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the S  → Sn 1 excited-state absorption can be estimated by computing the difference 
between the normalized transient and static absorption spectra. The result is presented in 
Figure 3.16 and should be taken only as a guide. 
 
 
Figure 3.16. Estimated absorption profile of the first excited electronic state. 
 
 Since the red-tuned excitation pulse does not have a significant overlap with the 
excited-state absorption, only the first two electronic levels will be involved in the 
excitation process. On the other hand, the three blue-tuned pump pulses are resonant with 
both the S0 → S  ground-state transition and the S → Sn1 1  excited state transition. Thus, an 
excitation mechanism with S1 population produced by coherent or incoherent passage 
through the Sn state may influence the observed coherences. A three-photon mechanism 
with population of Sn followed by ultrafast dumping to the first excited state may 
influence the successful creation of vibrational wave packets on the S1 excited state. 
Alternatively, two-photon excitation of the Sn state followed by rapid, presumably 
incoherent, internal conversion from S  to Sn 1 would suppress the formation of excited-
state wave packets. The mechanism of coherent multi-photon excitation is under 
investigation and will be the subject of a future publication. The time window 
investigated here does not include the immediate vicinity of the coherence spike, thus we 
cannot speak to the mechanism controlling the magnitude of excited-state coherences. 
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The inspection of the pump-probe scans analyzed here shows no identifiable contribution 






 The combination of spectral tuning and simple shaping of the excitation pulses 
leads to rich wave packet dynamics in the LD690 dye molecule. The work reported here 
explored the dependence of the oscillation frequency, amplitude, phase, and dephasing as 
a function of probe wavelength on the spectrum and linear chirp of the excitation pulse. 
Our analysis is based on the simple model of displaced harmonic oscillators and makes 
comparison to previously published experimental work for analogous excitation 
conditions. The emerging picture suggests that spectral shaping can enhance the ability to 
selectively excite ground or excited-state coherences. Specifically, tuning the pump 
spectrum to the blue edge of the absorption spectrum, in connection with TL or PC phase 
profiles, results preferentially in excited-state wave packets. Changing the spectrum 
influences the effect of chirp. Most notable, the frequency of the oscillations is found to 
be 586 cm-1 under conditions that favor the formation of ground-state coherences, 568 
cm-1 under conditions favoring the formation of excited-state coherences, and at 
intermediate values representing a weighted average of these frequencies under 
conditions where both ground and excited state coherences are excited. The observed 
influence of chirp and spectrum on the dephasing and the spectral profile of the 
oscillations provide additional support for this conclusion. The LD690 molecule is a 
rigid, unreactive laser dye. However, these results suggest that a systematic search of the 
excitation conditions including both pulse spectrum and phase may lead to excitation 
conditions permitting control of reaction dynamics in reactive chromophores. These 
results also highlight the need for theoretical models that realistically reproduce the 
experimental conditions to model ground and excited-state coherences, with possible 












4.1.1 Bacteriorhodopsin Chemistry 
 
 Bacteriorhodopsin (bR) is a protein found in the purple membrane of 
Halobacterium salinarum [93, 94]. Halobacterium salinarum is part of one of the oldest 
families of living organisms on Earth, Archaea, which developed more than three billion 
years ago. The distinct feature of Archaea is their adaptation to extreme environments 
such as temperatures above 1000 C and very high salinity or acidity. Halobacterium 
salinarum is part of the halophiles subgroup and is found in salty marshes. 
Bacteriorhodopsin, through its light absorption and energy storage function, plays an 
important role in the adaptation of the organism to this hostile environment. The 
bacteriorhodopsin molecules are organized in triplets, which form hexagonal two-
dimensional crystals covering up to 50% of the surface of the archaeal cell. They consist 
in seven helices. The molecule responsible for light absorption, retinal, can be found 
buried deep between them. An image of retinal is presented in Figure 4.1. 
 Retinal is found in a large array of light-absorbing cells, most notably in the 
photoreceptor cells of the retina. Its function, chemistry and absorptive properties change 
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significantly depending on the environment. When absorbing a photon retinal changes its 
shape, going from an all-trans configuration to a cis conformation or vice-versa [7, 42, 
43, 93-97].  All-trans retinal in solution has a peak absorption spectrum in the near-UV, 
around 400 nm. However, in a cell environment, the absorption peak can be close to 550 
nm, which is the peak of the sun spectrum. 
 
 Figure 4.1. An overview of the seven-helical structure of bacteriorhodopsin. The all-
trans retinal is shown in purple, important residues in blue. The path of proton 
translocation is shown with green arrows. Protonation/deprotonation steps follow one 
another as numbered: step 1 is protonation of Asp-85 by the Schiff base, step 2 is proton 
release to the medium, step 3 is reprotonation of the Schiff base by Asp-96, step 4 is 
reprotonation of Asp-96, and step 5 is proton transfer from Asp-85 to the proton release 
group. (Image and caption reproduced with permission from Professor Janos Lanyi; 
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Luecke et al. Science 286, 255-260, 1999. Copyright 1999 American Association for the 




Figure 4.2. Retinal isomerization from the all-trans to the 13-cis isomer after photon 
absorption. Retinal is coupled to the environment (i.e. Lys-216 and the rest of the bR 
molecule) through a protonated Schiff-base.   
 
  The isomerization of retinal in bR is different from the isomerization reaction of 
retinal in the eye’s photoreceptor cells. In the eye retinal is found predominantly in the 
11-cis conformation and light absorption triggers the conversion to the all-trans isomer. 
The change in shape cannot be accommodated by the cell environment. The mismatch 
triggers larger scale changes culminating with the transmission of an electric signal to the 
brain. In bacteriorhodopsin the isomerization process involves the all-trans → 13-cis 
transition. As in vision, large scale changes are triggered (the helices bend), which makes 
possible the transfer of a proton from one side to the other of the membrane [94]. The 
electric potential difference is used to store energy, helping the normal functioning of the 
archaeal cell [98].  
 The isomerization reaction is the initial step of a long cycle of bR intermediates, 
which are labeled bR570, I460, J625, K590, L550, M412, N520 and O640 [95, 96]. K590 represents 
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the 13-cis conformation and bR570 designates the light-adapted, all-trans bR conformer. 
The subscripts designate the peak absorption wavelength. After the initial photon 
absorption the bR570 → I460 → J625 → K590 segment of the reaction is finished in about 40 
ps. These early time changes will be the focus of the present study. The next steps take 
tens of microseconds or milliseconds to complete and, while having a large scientific and 
industrial importance, are not discussed in this work.   
 Bacteriorhodopsin has been studied intensively in the ultrafast spectroscopy 
community over the last decades [19, 33, 37, 39, 40, 43, 97-113]. A large range of 
techniques have been used, with emphases on various aspects of the isomerization 
reaction. The core question is to elucidate the potential energy surface structure of bR, 
both in the ground and the first excited state. Once the potential energy surfaces are 
known the molecular dynamics can be understood. Very quickly it has been realized that 
various molecular vibrational degrees of freedom play a significant role in the 
isomerization process and their coupling with each other and with the electronic PES 
needs to be explained [37, 40, 43, 99, 101, 107, 113]. Another focus is the role of the 
environment, in particular Lys-216, the retinal Schiff base binding site which connects 
the retinal with the seven-helix structure [97, 109]. A significant number of experimental 
works are published each year and theorists try to create consistent theories to incorporate 
them. Significant progress has been made, but points of debate still exist [7, 42, 93].  
 In what follows we present the bR model which gained the largest acceptance in 
the scientific community. Figure 4.3 shows a plot of the potential energy surfaces (PES) 
in bR. The initial state is the light adapted form, which can be obtained by ambient 
illumination for a couple of hours. This state is characterized by all-trans geometry (see 
Figure 4.2, bottom molecular structure). After photo-excitation the H conformer is 
reached. It designates the excited state conformation situated vertically above the ground 
state minimum. Its existence has been deduced indirectly from ultrafast experiments and 
its direct spectral identification is still waiting. Its main proof of existence is the fact that 
the stimulated emission and absorption signals from the next intermediate conformer, 
I460, appears with a ~ 100 fs delay after the initial photo-excitation event. One difficulty 
with the spectroscopic analysis of the bR intermediates is that they have broad and very 
similar absorption spectra (spectral congestion). In addition many processes (absorption, 
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stimulated emission, fluorescence) can contribute to the observed signals, making their 
identification hard. Overlapping absorption and stimulated emission features could cancel 
each other. The direct observation of H is likely hindered by the spectral congestion. 
From H the excited wave packet slides down to the I460 conformation, whose absorption 
signal reaches its peak 200 – 300 fs after excitation. In many molecular systems the 
excited state experiences a (Stokes, or red) shift of the peak absorption or stimulated 
emission wavelength, because the wave packet slides down towards the PES minimum. 
This is common in laser dyes for example. The lack of a red-shift for I460 suggests the 
existence of an excited state barrier through which the wave packet leaks towards the 
bottom of the excited state PES (see Figure 4.3). Theoretical calculations showed that bR 
has a number of excited potential energy surfaces. They intersect, resulting in a number 
of conical intersections. The small barrier in Figure 3 is the result of the intersection 
between the A  and Bg u electronic PES. After passing over the barrier the population 
reaches the bottom conical intersection (CI), from which it can go either towards the all-
trans or the 13-cis conformation. This intermediate zone has been assigned to the J625 
conformation. There is an ongoing debate regarding the fact that this state is situated 
before or after the CI. Vibrational spectroscopy studies showed that the J625 state does not 
exhibit vibrational modes characteristic for a planar molecular geometry so it must 
represent an intermediate, orthogonal geometry. This supports its assignment to the 
conical intersection region. The model presented above is named “the three-state model” 
in literature, because the barrier requires the presence of another excited PES, as 
explained above. The alternative model, “the two-state model”, does not accept the 
existence of the barrier and lost some traction in the last years. Both models fail to 
explain the full range of experimental observations. Additions and revisions are 





Figure 4.3. The three-state model of retinal isomerization in bR. Straight vertical arrows 
designate photon interactions (green: pump absorption; red: stimulated emission). The 
dashed-line arrows describe molecular dynamics.  
 
 Another point of high interest is represented by the bR vibrational modes. 
Bacteriorhodopsin exhibits a large number of vibrational degrees of freedom which are 
coupled with each other. Among these the torsional angle plays the dominant role 
because it represents the isomerization coordinate (the horizontal axis in Figure 4.3) [101, 
108]. The corresponding oscillation frequency is about 160 cm-1. Femtosecond studies 
showed that this mode is not excited for T < 200 fs. Bacteriorhodopsin variants 
containing synthetic retinal for which the C13 = C14 bond is locked exhibit the same 
chemistry as native bR in the first ~ 200 fs [103]. After 200 fs the initially excited modes 
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couple with the torsional mode and the isomerization process is initiated. A femtosecond 
study of the vibrational dynamics in the 900 cm-1 – 1800 cm-1 window has been reported 
by Kobayashi [40]. The vibrational regions are: 1,500 - 1,650 cm-1 (C = C and C = N 
stretching modes), 1,150 - 1,250 cm-1 (in-plane C = C - H bending coupled with the C - C 
stretching modes) and 900 - 1,000 cm-1 (the hydrogen-out-of plane or HOOP mode). He 
finds that these modes are modulated in intensity with a frequency close to 160 cm-1, 
assigned to the torsional mode. The HOOP frequency in particular is strong only when 
the molecule is aligned in a plane because for orthogonal geometries the “out-of-plane” 
direction is not well defined. As such, the HOOP mode is a direct witness of the 
molecular distortions. Studies employing IR beams have directly recorded the absorption 
bands due to the bR vibrational modes. Due to the change in shape their frequency is 
slightly shifted [99]. Herbst et al. [102] monitored directly the transient femtosecond IR 
absorption of these modes.  
 These are just a few of a large number of works on this subject. Our studies 
employ 20 fs long excitation pulses which are not capable of exciting the high frequency 
modes mentioned above. We do see oscillations corresponding to the torsional mode 
which are analyzed with the final goal of maximizing the 13-cis yield in mind. But, 
unlike the LD690 study, the vibrational modes are not the main focus of our work. Future 




Figure 4.4. The main high frequency modes involved in retinal isomerization. ν1 = 1150 – 
1250 cm-1, ν2 = 900 – 1000 cm-1, ν  = 1500 – 1550 cm-13 . The third mode is the hydrogen-
out-of-plane vibration, which can serve as a “marker” of the planarity of the molecule.  
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4.1.2 Coherent Control of Complex Molecules 
 
 One of the goals of coherent control is to manipulate (i.e. to maximize and/or 
minimize) the outcome of complex bio-chemical reactions [8-11, 13-15, 30, 33]. This is 
challenging because bio-molecules are very large, making theoretical modeling difficult. 
In addition it is not obvious that quantum mechanics should play a role at the physical 
scale where many of these bio-molecules operate [114]. Despite these difficulties a 
number of large molecules have been controlled. Among these we can enumerate the 
light-harvesting antenna complex LH2 [115] and the green fluorescent protein [116]. 
Control has been reported even for live cells [38]. Bacteriorhodopsin is certainly on the 
list of the most interesting candidates for a coherent control experiment [9, 19, 117, 118]. 
The target is the maximization of the 13-cis yield. A first successful control study has 
been reported by Prokhorenko et al. [33]. The excitation pulses were very weak (~ 20 nJ 
energy or 2.7 × 1014 photons/cm2 fluence) and centered at 570 nm, where the peak of the 
absorption spectrum is situated. In this regime only one in 10 molecules absorbs a 
photon, which is close to the intensity regime expected in a natural environment. As a 
consequence this control experiment deals with natural, biologically relevant excitation 
conditions. The genetic algorithm found that a complex, amplitude and phase-shaped 
pulse increases the isomerization yield (that is the 13-cis population) by about 20% 
compared to a transform-limit pulse. A similar 20% minimization control experiment has 
been performed. The two GA solutions present very sharp spectral features. The optimal 
solution is blue-shifted spectrally while the anti-optimal solution is red-shifted spectrally. 
FROG characterization showed that the control pulses exhibit a regular time-domain 
pattern, with multiple peaks separated by about 200 fs, which is close to the period of the 
torsional mode vibrations. The interpretation was that the GA finds this mode and drives 
it, controlling in this way the isomerization process. Transient scans showed, indeed, 
oscillatory features with ~ 200 fs period. However these features exist only when the 
pump and probe overlap temporally, and should be present in any correlation 
measurement, regardless of medium (the coherent spike). Transient scan measurements 
reported in other works show vibrations lasting for longer times (1 – 2 ps) than those 
77 
 
reported in [33]. This work opened the door for bR control and served as an inspiration 
source for the study presented below.   
 Another work reporting control over the final isomerization yield is that of Gerber 
et al. [39] They have used very energetic (~ 400 nJ) excitation pulses at 400 nm to excite 
the all-trans population to a higher excited state. Given the lack of knowledge regarding 
higher potential energy surfaces in bR we will denote them generically as Sn. The excited 
population relaxes quickly to the first excited state, which is represented in Figure 4.3. 
Then a 800 nm dump pulse is used, at various delays with respect to the pump pulses. 
This pulse “steals away” population which normally would have followed a path leading 
to the conical intersection and then, possibly, to the 13-cis state. A GA search is 
performed to find the shape of the dump pulse which can results in a minimum 
isomerization yield and a TL pulse is found. This leads to the conclusion that the I460 
wave packet is focused and moves fast over the barrier and this is why a TL pulse is 
optimal for dumping.   
 These two works motivated us to perform a control experiment where we would 
explore a larger range of intensity regimes. We tune the pulse energy between zero and 
the value at which self-phase modulation effects become strong, i.e. virtually all the 
physically reasonable regime. Our focus is to find the excitation pulses which would 




4.2 Experimental Setup 
 
 This experiment has been performed at Stanford University, in a new ultrafast lab. 
The experimental setup resembles that used for the LD690 experiment at University of 
Michigan. Some extra complexity is added by the special nature of the bR molecule. The 
bR samples have been prepared for us by Professor Janos Lanyi at University of 
California at Irvine. Once brought to the proper form they have been shipped to us, stored 
at 40 C and then used without further processing. Temperatures lower than 40 C produce 
freezing of the sample and decrease its bio-functionality. Before the experiment the 
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sample is illuminated with a 60 W visible light bulb for one hour such that almost all 
molecules are in the light-adapted, all-trans, form. During the experiment the sample is 
flowed through a fused silica flow cell (Starna Cells) of 1 mm path length. The whole 
flow cell area is maintained under strong ambient illumination during the experiment. 
The flow speed has been adjusted such that the sample is refreshed between consecutive 
laser shots. The choice of the cell path length has been dictated by the need for large 
optical signals. We have also used occasionally 0.5 mm cells with similar experimental 
results. Fortunately bacteriorhodopsin is one of the most robust proteins available in 
nature, and this increases the experimental lifetime significantly. Typically protein 
samples have to be discarded after a few hours of use but bacteriorhodopsin can be used 
for days without a significant decrease in the quality of the optical signals. This provides 
a tremendous advantage. However there are still a couple of issues. First of all it is 
necessary to minimize the effect of heating, which is due to contact with the ambient (220 
C - room temperature) and the friction in the flow system. The bR reservoir (3 ml size) is 
maintained in ice, which decreases the running temperature from 250C to about 190 C. 
Second of all the bR is present in the solvent (a pH 7 phosphate salty buffer) as a 
suspension of cell membranes. Sometimes these pieces coagulate making optical 
experiments difficult. Sonication, as freezing, can destroy the molecules. Even in the non-
aggregated form, bR in solution acts as a strong scattering medium, with two 
consequences: the probe signals become noisy and the pump photons can be scattered in 
the probe path. To minimize these effects special measures had to be taken. The optical 
path length after the flow cell has been intentionally increased to allow better spatial 
separation of the probe beam and the pump scatter. Irises and slits have been inserted in 
the probe path for further selectivity. Figure 5 presents the pump-probe experimental 
setup. 
 The probe is created by focusing ~ 0.5 µJ of 800 nm light in a 1 mm piece of 
sapphire. Before the sapphire plate the 800 nm beam is passed through a delay setup 
consisting in a computerized translation stage, which changes the delay of the probe with 
respect to the pump. A BG38 filter cuts most of the intense 800 nm component of the WL 
spectrum, which extends from 460 nm to 870 nm. The total WL probe energy is about 20 




Figure 4.5. The pump - probe setup for the bR experiment, top view. The inset represents 
a side view, showing the three laser beams. PD = photodiode. 
  
The reference beam is aligned such that it travels perfectly parallel with the probe beam, 
in the same vertical plane. The same focusing element is used for focusing them in the 
cell and the same recollimating lens is used after the cell, maintaining the relative 
alignment. The reference beam arrives at the cell 3 ns before the probe, such that it does 
not affect the pump-probe measurements. The probe and reference beams are sent in the 
same photodiode. The 3 ns separation assures the separation of their photo-electric 
signals. The probe and reference beam are focused with a f = 250 mm mirror in the center 
of the cell volume. The pump travels parallel with the probe in the horizontal plane. The 
overlap of the three beams is obtained with the following procedure: the cell is mounted 
on a triple translation stage and two crossed blades are set a few mm ahead of its front 
face, on the same mount. The blades are inserted in the beam path and the diffraction 
pattern of the three beams is checked. If the beams are intersecting at the common focus 
point then they will exhibit the same pattern. At focus a horizontally inserted blade will 
cause the beam to be clipped in the vertical direction uniformly from both sides. After the 















stage is translated towards the focus point until a maximal bleach signal is observed. 
LD690 has a quite high absorption coefficient at 570 nm, causing bleach signals of ~ 200 
mOD. A new overlap optimization is done with the LD690 cell in. This fine tuning 
accounts for cell-induced changes in the optical path. LD690 is also used for preliminary 
pump-probe transient measurements, in order to verify that the ultrafast setup is 
performing optimally. Next the LD690 and bR flow cells are swapped. The flow tubes 
and the reservoir are changed too, to avoid any contamination of the bR sample. No 
additional beam path adjustments take place after this point. After the cell the pump beam 
is blocked. The probe and reference beams are steered towards a flip mirror. When the 
mirror is flipped down the beams go to an Ocean Optics spectrometer, which allows 
simultaneous measurements across the full probe spectrum. Unfortunately the slow 
response and noise level of the spectrometer does not allow its use for the most 
challenging ultrafast measurements and an in – house - built monochromator is 
employed. When the flip mirror is up the beams are directed towards a SF10 dispersing 
prism. After the prism the dispersing beams are free-propagating for about 2 meters to 
allow enough separation between the spectral components. Then a system of slits and 
focusing optics send the light in a setup containing an array of amplified photodiodes (see 
Figure 4.5). Each photodiode is set for monitoring one of four wavelength regions: 487 
nm (I460 absorption), 570 nm (all-trans ground state bleach), 650 nm (J625 and K590 
absorption) and 850 nm (I460 stimulated emission). Great care is taken to minimize the 
pump scatter. Despite using circular masks which pass just the probe and reference beams 
and despite the 2 meters long monochromator pathway the pump scatter is still present at 
all wavelengths except 850 nm. It represents between 5% and 30% of the observed 
signal. The worse situation is for measurements at 570 nm. The presence of the pump 
scatter has a positive effect, too. At high pump intensities self-phase modulation starts to 
dominate and the amplified photodiode system easily picks up this point, because the 
pump “scatter” rises non-linearly. This intensity level defines the upper limit for our 





Figure 4.6. Black lines: the probe absorption spectra at 487 nm, 570 nm, 650 nm and 850 
nm. Blue line: typical pump spectrum. Red line: the all-trans absorption spectrum. 
 
 A couple of types of measurements are performed with this setup. First of all GA 
experiments are performed while monitoring the signal at 650 nm, where the 
isomerization yield can be measured easily. For selected pulse shapes (TL, chirped, 
narrow band etc) transient scans are taken to monitor the femtosecond dynamics of the 
bR intermediates. Another type of measurements involves setting the probe at fixed time 
delays and scanning the excitation parameters (chirp, energy, bandwidth) while 
monitoring any of the four wavelength regions. All these measurements are performed 
with the goal of finding the optimal control pulse. After the pulse is found we compare 
the molecular dynamics triggered by this and by sub-optimal pulses in order to 
understand what the key differences are. The intensity, chirp and bandwidth scans are 
mimicking the GA search along selected search paths and complement the control 
experiment.  
 One very important issue is the intensity regime. We have carefully measured the 
pump and probe size in air and we found values of ~ 20 µm and 30 µm FWHM 
respectively. These numbers have been obtained in two ways. The first method involves 
inserting a blade in the beam, by means of a computerized stage, and measuring the 
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change in beam intensity on a photodiode. A Gaussian fit is performed on the obtained 
profile and the FWHM value is calculated. The second method involved an imaging 
system and a CCD camera to visualize the magnified focus spot. Both methods found 
similar size values. The pump energy is varied between 0 nJ and more than 200 nJ, but 
for TL pulses with 200 nJ or more self-phase modulation sets in. All measurements are 
performed at values at least 25% below this value. For the above quoted pump focus size 
we calculated a fluence of 1.5 × 1017 photons/cm2 and an intensity of 2.5 x 1012 2 W/cm . 
The ratio between the number of molecules and the number of photons in the overlap 
volume is ~ 1:10. These numbers need a series of amendments however. First of all the 
focus size in bR could be much higher. There are reports of a strong de-focusing effect in 
bR films [121]. Second the overlap region is roughly in the middle section of the cell and 
about 50% of the photons are absorbed by that time. This figure is calculated in the 
following way: for a length of 1 mm / 3 = 0.33 mm and an OD of one we 
get 5.010 1/33.01 ≈=Δ ×− mmmmOD
I
I . Third bR exhibits a strong membrane scattering effect 
which should further decrease the excitation intensity. All these factors could reduce the 
real intensity by one order of magnitude. With these amendments we still reach a regime 
about two orders of magnitude more intense than that reported in [33], far from the 
conditions encountered in nature. Our low intensity (20 nJ) experiments exhibit 
conditions closer to those in nature. The probe energy is about 20 nJ before reference 
splitting. When accounting for losses on the other optics we find a value of about 10 nJ 
for the energy of the probe reaching the sample. The 10 nJ are spread out over a 
bandwidth of more than 400 nm. Only about 3 nJ correspond to the probe spectrum 
overlapping with the all-trans absorption. This means that the probe energy is about 50 









4.3. Genetic Algorithm Results  
 
 The genetic algorithms have been performed for a fitness function defined as the 
intensity of the probe absorption at 650 nm (see Figure 4.6). At this wavelength both the 
J625 (at T < 5 ps) and K590 (T > 5 ps) populations can be monitored. In most cases the 
delay was set at 40 ps, where the J  → K625 590 transition is complete. The decision to set 
the monochromator at 650 nm was taken after inspection of transient scans taken with the 




Figure 4.7. A typical pump-probe transient spectrum where the full probe spectrum is 
monitored simultaneously. The red area at early times around 500 nm represents the short 
lived I460 absorption. The green area represents the ground state bleach. The larger 
yellow-red area represents the J625 and K590 absorption. The feedback area for the GA 
runs has been chosen at 650 nm, where the transient absorption signal is strongest.  
 
 As explained in Section 2.4 the genetic algorithm involves finding the optimal 
pulse from a search space involving billions of possible pulses. An important choice to be 
made is the search basis from which, through linear combinations, the pulses are built. 
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Depending on the problem at hand the proper choice of basis set can speed up the search 
significantly and shed light on the inner control mechanism. In the case of bR control we 
did not have any preconceptions about the optimal solution and an “N π” basis set has 
been chosen. This basis set specifies the voltage (phase) jump between adjacent pixels 
and does not assume any functional relationship between them. The only condition is that 
the phase difference should not be bigger than a certain number, dictated by the shaping 
capabilities of the AOM device. We started with GAs performed at intensity levels about 
25% below the self-phase modulation threshold, at 150 nJ pulse energy. The search 
always retrieved transform-limit (TL) pulses. It is worth noting that before each 
experiment the pump pulses are compressed by monitoring the SHG signal in a BBO 
crystal. It happened a few times that the bR GA run retrieved pulses slightly shorter than 
those found with the “traditional” frequency-doubling method, suggesting that the bR 
isomerization is more sensitive to duration than the SHG process.  
 To verify that the TL solution is really optimal, we diversified the search 
experiments. The first thing to do is to try other basis sets. For example the type of 
solutions found in [33] (a train of pulses) can be reproduced by a Fourier basis. On the 
other hand a TL solution leads naturally to a polynomial basis set, where chirp (linear, 
quadratic and so on) can be used to parameterize the pulses. Another approach was to 
force the GA to start the search further away from a TL phase setting, in the hope to find 
other local minima. All these experiments consistently retrieved a single solution:  a TL 
pulse. In terms of speed the GAs using a polynomial basis proved to be fastest, 
converging in 10 – 15 generations. GAs using the “Nπ” basis set performed very well, 
too. Fourier-based GAs use sinusoidal phase functions overlapped on the TL phase 
profile. Their behavior consisted in turning off the sinusoidal components in order to 
reach the TL shape. Figure 4.8 presents a sample GA run.  
 The improvement between the first random generation and the fitness plateau is 
about 50%. Normally the GA improvement is expressed relative to a benchmark, the 
most natural one being the performance of a TL pulse. But here the TL pulse is producing 
the best results (see the red line in Figure 4.8) and the first random generation cannot be 
used as a reference point. We have also run a few minimization GAs which showed a 
25% reduction in the 13-cis yield compared to the initial generation. This result suggests 
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that a full 75% control range is achievable. However the fact that the highest intensity 
pulse maximizes the yield makes minimization experiments less insightful. It is expected 
that long pulses will automatically perform poorly. In order to understand these results 
the experiment has been expanded in a couple of directions. As it turns out, the simple the 




Figure 4.8. A GA run performed at 150 nJ pump energy with a “Nπ” basis set. The black 
curve represents the fitness of the best individual of each generation and the grey curve 
represents the mean fitness of each generation. Some short term and longer-term laser 
fluctuations can be observed but the GA converges consistently. The red line shows the 
fitness of a TL pulse.    
 
  At low intensity the GA is not successful. We have performed a number of 
searches, at a few low excitation energies and for all three bases mentioned above. While 
a threshold is not easy to define, it appears that the transition from non-controllability to 
phase control happens at ~ 50 nJ pulse energies. Our findings contrast with those reported 
by Miller et al. in [33]. It might be that amplitude shaping is the key feature allowing 
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control at low intensity. Miller et al. use actinic energy normalization, which takes into 
account the overlap between the pump spectrum and the all-trans absorption spectrum. 
This procedure might help the GA to find the complex phase-amplitude solutions 
reported in that work. Most likely future experiments will settle this issue. 
 
4.4. Energy and Bandwidth Scans 
 
 Given that the highest intensity pulse produces the largest isomerization yield, it 
is natural to study the molecular response while varying the intensity knob. Intensity can 
be tuned, among other ways, by changing the energy or the bandwidth of the excitation 
pulse. We present first the bandwidth measurement. Our initial approach was to cut the 
pulse bandwidth, monitor the decrease in energy and correct the isomerization yield value 
post-experimentally. This method makes a few assumptions about the experimental 
conditions and was proven to give wrong results. The best approach is to tune the 
bandwidth and at the same time to vary the AOM amplitude in order to maintain the 
pulse energy constant.  
 Figure 4.9 shows the absorption signal at 650 nm and 40 ps pump-probe delay 
versus the pulse bandwidth. In addition to the amplitude adjustment mentioned above we 
have to take into account a second issue. Different pump spectra (see figure 4.10) have 
different overlap factors with the bR all-trans absorption spectrum and the signal level 
needs to be adjusted correspondingly. The dominant trend is that the larger the bandwidth 
the higher the isomerization yield. We have to remark that this scan cannot separate the 
pure bandwidth effect from the duration effect because the pulses employed here have 
different durations. A possible solution would be to compare a narrow bandwidth TL 
pulse with a chirped broad-band pulse of the same duration. However this approach has 
its own drawbacks. One outlier is the data point collected for the narrowest bandwidth, of 
only 6 nm FWHM. In this case the AOM significantly distorts the spatial profile of the 
pulse, due to over-shaping, such that the pump-probe overlap is affected. This means that 
we do have an experimental limit for how narrow the excitation pulses can be.  
 The energy scans have been performed for compressed pulses, by changing the 
AOM amplitude. We monitor all the relevant intermediates (all-trans, I460, J625 and K590). 
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In some cases, in order to better understand the impact of excitation intensity on the 
dynamics of a certain conformation, we took intensity scans at a couple of delays. The 




Figure 4.9. The isomerization yield versus the pump FWHM bandwidth. The error bars 
are 95% confidence intervals. They are proportional to the standard deviation of the mean 




Figure 4.10. The pump spectra used in the bandwidth scan experiment. Always a TL 





Figure 4.11. Intensity scans monitoring the signal strength of the isomerization 
intermediates: the all-trans bleach at 100 fs and 200 fs after excitation (squares and 
circles), the I460 stimulated emission at 850 nm (red), the J625 absorption at 650 nm (T – 
T  ≈ 2 ps) and the K0 590 absorption signal at 650 nm (T – T  ≈ 40ps). 0
 
 As explained above, the ground state is in an all-trans conformation and the initial 
excitation places population vertically up in the first excited state, called H. The green 
squares and blue circles describe the ground state bleach at 100 fs and 200 fs delays. The 
bleach signal is proportional to the total amount of all-trans population excited up and 
available for the isomerization reaction. T – T0 = 100 fs corresponds roughly to the time 
when the pump pulse is not temporally overlapped with the probe anymore. It exhibits a 
sub-linear (saturating) dependence on intensity. The blue curve represents the same 
signal, but at a delay of 200 fs. The curves split at pump energies above 60 nJ, which 
suggests that a fraction of the excited population returns to the ground state in the 100 fs 
time interval between the two measurements. An alternative explanation could be that the 
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excited states accessed by the photo-excitation process absorb light at 570 nm. In this 
scenario the recovery of the 570 nm absorption is not due to the return of the population 
to all-trans but to the increased population in excited intermediate states. Transient scans 
measurements (see Figure 4.13) have shown that in the 100 fs – 200 fs window we do 
have a bleach decay of 0 – 5% depending on the excitation conditions. The decay 
happens after the pump is gone so it must be due to stand-alone population dynamics. It 
is interesting that the bleach recovery exhibits the sharp 60 nJ threshold. This value 
coincides roughly with the point where the GA algorithm starts to be successful. The 200 
fs delay also represents the time when the I460 signal at 487 nm reaches its peak. As 
explained above, the three-state model argues that it takes about 200 fs for the H 
population to reach the I460 conformation. This could mean that the initial (< 200 fs) 
bleach recovery is due to the H → all-trans transition. As mentioned above, spectral 
congestion does not allow a more categorical conclusion. 
 What is striking is the difference between the I460 (red) and the all-trans curves. If 
almost all of the H population goes to I460 then all three plots should follow the same 
trend. However the I460 signal saturates more strongly. The discrepancy suggests that the 
missing part is excited to another state (Sn), and never reaches the I460 conformation. 
Support for this view comes from a number of studies [39, 44, 105]. Gerber et al. [39] 
excite population to a higher excited state with 400 nm pump pulses and then follow the 
wave packet evolution after Sn → I460 relaxation. El-Sayed et al. [105] studied the all-
trans → H → Sn → I460 excitation with a two-pump-single-dump scheme. These two 
studies assume that all of the population excited to S  relaxes back to the In 460 state. Our 
results suggest that a large fraction avoids the I460 conformation completely. However we 
do have data which shows that a part of the S  population does relax to In 460 (see Section 
4.5). 
 Despite the sub-linear behavior of the “input” (all-trans) population, the “output” 
represented by the K590 signal (black continuous curve) is linear over a much larger range 
of pump intensities. This can happen only if, for a given total excited population, the 
branching ratio between the all-trans and 13-cis pathways is altered at high intensity. The 
next sections present a model explaining why this is the case.  
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 In order to get a better understanding of the physical processes involved we 
performed a simple rate equation model, including the all-trans, H, and Sn conformers. 




































 The model requires one photon coupling between the H and the Sn states. 
However simulations involving simultaneous one and two-photon transitions from H to 
“Sn” states produced similar results. The parameters used above are: σ = the absorption 
cross-section; P = the photon spectral density; f = a parameter scaling the H – Sn coupling 
relative to the strength of the bR (i.e. all-trans) ↔ H coupling. The extinction coefficient 
is 63, 000 mol/(liter x cm-1 -2), f is varied between 1 and 10  and time is varied between 1 
and 50 fs, of the order of the pump duration. The dashed black curve in Figure 4.11 
shows that this simple rate model explains the general features of the ground state bleach, 
but fails to account for the almost linear region of the scan, between 60 nJ and 100 nJ. 
Taking into account that the bleach is measured 100 fs after the peak of the coherent 
spike molecular dynamics or more complex excitation schemes could account for the 
discrepancy. The value of the model presented above is in pointing out the limitations of 
a simple picture.   
  Next we performed chirp scans, in which linear chirp is imparted onto the TL 
phase profile while monitoring the J625 and K590 states. Both low and high excitation 
energies are used. Figure 4.12 shows the linear chirp scans at high intensity (upper panel) 
and low intensity (lower panel). Consistent with the GA experiments, phase makes a 
difference only at high intensity. For low intensity no trend is observed within the limit 
given by the 5% RMS noise of the signal. The TL pulse is about 20 fs long while the 
longest pulses (± 1 × 105 2 fs  quadratic phase) are about 150 fs – 200 fs long. A small 
peak-shift towards negative chirp is noticeable. However FROG characterization of those 
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chirped pulses show that their duration is within 5% of that of the TL pulse, which is at 
the limit of our temporal resolution. An earlier study by Shank et al. [37] showed that 
chirp has a strong impact on the vibrational coherences in bR but chirped pulses longer 
than ~ 20 fs wash out the oscillations. We look here at population signals, not vibrations 
but we can speculate that our TL pulses are almost too long for observing fine chirp 
effects. Future experiments with much shorter pulses could verify the fact that slightly 
negative pulses enhance the isomerization yield. Another observation is that positive and 
negative pulses give different yields in the tails of the scan. Given the complexity of the 
reaction and the small effect (< 5%) it is hard to pinpoint the mechanism through which 
the chirp sign produces this difference. The small asymmetry of the excitation spectrum 




Figure 4.12. Upper panel: chirp scans monitoring the K590 (blue curve) and the J625 (black 
curve) conformations. The excitation energy is ~ 150 nJ. Lower panel:  the same 





4.5. Transient Scans 
 
 The previous sections introduced the genetic search algorithm and the auxiliary 
scans and strengthened the conclusion that a high intensity pulse is optimal for 
maximization of the isomerization yield. The important question at this point is why this 
is the case. Transient scans are a very useful tool to unveil the molecular mechanisms. By 
varying the excitation pulse characteristics one can compare the molecular dynamics 
under optimal and sub-optimal excitation conditions. The differences will tell what 
features are needed for control. As above, all the isomerization intermediates are 
monitored. We start by presenting the dynamics of the all-trans ground state.  
 
4.5.1 Transient Scans at 570 nm 
 
 In the transient scans presented in Figure 4.13 we can identify three components. 
The first component starts at T0 (marked by the coherent spike in the black curve) and 
ends 200 fs later, at the point marked by the vertical arrow. In this time interval the 
bleach recovery depends strongly on the excitation pulse characteristics. For the high 
intensity excitation (black and red curves) the recovery is about 5 – 10%. For the low 
intensity pulse (blue curve) the recovery starts earlier than for the other cases. Figure 4.11 
showed that above 60 nJ excitation energy the bleach signal at T – T0 = 200 fs saturates.  
Presumably the bleach recovery in the first 200 fs is dominated by the H to all-trans 
transition. The above observations imply that pulse phase and energy can control the 
recovery rate. It is not clear whether the highest intensity pulse is the optimal pulse for 
maximizing the bleach recovery, as the intensity scans would suggest. A systematic 
search would be needed for clarifying this point. The difficulty is that when the feedback 
signal is time dependent pulse shaping can move the pump – probe timing, introducing 
false trends. This is the reason why chirp scans and GAs at early delays are inconvenient. 
 The arrow marks the onset of a sharp fall in the bleach signal (the second 
component) followed, after ~ 2ps, by a third, much slower component. The results of a 
bi-exponential fit are shown in Table 4.1. The fits have an R2 of ~ 0.99 for the high 
fluence curves. For low intensity the onset of the decay happens earlier. The large error 
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bars for transient scans taken at low excitation intensity are due to poor signal-to-noise 




Figure 4.13. Transient scans for three excitation conditions. The chirp for the red curve is 
negative. The fluence of 1017 photons/cm2 corresponds to ~ 120 nJ. The arrow is a visual 
aid marking the separation of the first and second time component.  
 
 We have performed transient scans up to 100 ps. By 30 ps the signal flattens out 
and no further changes are observed. The long scans confirm the time constants extracted 
from the shorter scans. The main trend is that both T1 and T2 are much shorter for low 
excitation intensity, regardless of the phase profile. To understand why this is the case we 
need to connect these measurements with those monitoring the excited states. The H state 






Excitation conditions T  (fs) T  (ps) 1 2
TL, 120 nJ 582 ±17 5.4 ± 0.4 
TL, 20 nJ 312 ± 203 1.1 ± 0.2 
Neg. chirp (40 fs), 120 nJ 708 ± 35 9.2 ± 1.5 
Neg. chirp (40 fs), 20 nJ 284 ± 121 1 ± 0.3 
Pos. chirp (50 fs), 120 nJ 537 ± 102 2.5 ± 1.3 
Pos. chirp (50 fs), 20 nJ 478 ± 325 1.37 ± 1.3 
 
Table 4.1. Decay times of the all-trans bleach for various phase profiles and two pulse 




4.5.2 Transient Scans at 487 nm and 850 nm 
 
 Two wavelengths are used for the purpose of tracking the I460 population: 487 nm, 
which monitors directly the absorption and 850 nm, which monitors the stimulated 
emission from this state. Figures 4.14 and 4.15 present some of these plots. Figure 4.14 
shows three transient scans taken at 850 nm. The coherent spikes are a few hundred 
femtoseconds before the signal peak. This contrasts with the plots of Figure 4.15, where 
the absorption peak is overlapping with the coherent spikes. It has been argued that the 
I460 population needs to undergo some form of relaxation before the stimulated 
emission/fluorescence signal is apparent [9, 43, 106]. Another hypothesis is that some 
absorbing band present at early times (< 300 fs) counter-balances the fluorescence signal 
[43]. This effect is not seen by the absorption signal and this is why it emerges much 
faster, right after the coherent spike. The early time features in Figure 4.15 have a 
complex structure characterized by a strong peak, a dip and a second peak. The coherent 
spike explains some of these features. However some transient scans still exhibit peak - 




Figure 4.14. Transient scans taken at 850 nm. The negative chirped pulse is identical to 
the pulse from Figure 4.13. 
 
 
Figure 4.15. Transient scans measuring the dynamics of the I460 absorption, at 487 nm. 




 An example of successful extraction of the coherent spike is presented in Figure 
4.16. The red line represents a pump-probe trace taken in the neat buffer (no bR), with 
the same flow cell in which the experiment is performed. After spike extraction the scan 
looks much smoother but a small dip can still be observed from – 200 fs to – 100 fs. 
Certainly the scan does not follow a mono-exponential fit as in the case of the 850 nm 
scans. For other excitation parameters the spike extraction is even less satisfactory. This 
mismatch could suggest that the population dynamics is more complex than a simple H 
→ I460 transfer would imply. A possible explanation is that a part of the population 
excited to the S  state returns to the In 460 state in about 200 fs after excitation, resulting in 
a non-exponential decay of the absorption signal. El-Sayed et al. [105] have studied this 
path and found that indeed there is a higher excited state populating the I460 
conformation. As before, other conformers could contribute to the signal measured at 487 
nm (especially the all-trans state) complicating the analysis. The 850 nm scans do not see 
the S  → In 460 contribution because their signal is delayed a few hundreds of femtoseconds 
and the ultrafast S  → In 460 step ends earlier.   
 
 
Figure 4.16. The black curve shows a transient scan taken at 487 nm, with a TL, high 
energy excitation pulse. The red curve shows the coherent spike measured in the bR 
solvent (phosphate buffer). The blue curve shows the transient signal after the coherent 
spike is extracted. Small time and amplitude adjustments were needed for finding the 




 At this point in our analysis we need to quantify the extent of the bleach recovery 
for various excitation conditions. To do this we measure the relative change of the signal 
between T - T  = 200 fs and T – T0 0 = 2 ps. We chose this time interval because it 
corresponds to the lifetime of the I460 state. Previous studies [101, 106] have shown that 
in this time interval the all-trans state is repopulated through non-radiative decay from the 
I460 state. Since this represents a direct loss for the 13-cis yield, we are very interested in 
quantifying it. Table 4.2 summarizes these calculations.  
   
ΔA/A (%), all-trans ΔA/A (%), IExcitation Pulse  T (fs),  I460 460
TL, 1017 photons/cm2 578 ± 14  61 ± 2.9 90 ± 1.4 
TL, 0.6  x 1017 photons/cm2 750 ± 58  66 ± 2.5 80 ± 1.7 
NC, 1017 photons/cm2 555 ± 25 64 ± 2 84 ± 2.3 
17PC1, 10  photons/cm2 727 ± 49 66 ± 3 84 ± 2.1 
17PC2, 10  photons/cm2 723 ± 52 63 ± 2.5 77 ± 2.5 
   
Table 4.2. Column 2: decay times for the stimulated emission of the I460 conformation 
(single exponential fit). Columns 3 and 4: relative change of the signal for the all-trans 
bleach and I 17460 stimulated emission, in the interval T = 200 fs → T = 2 ps. The 10  
photons/cm2 fluence corresponds to pulse energy of 120 nJ.  
 
 A pattern takes shape from the data shown in Table 2: the higher the intensity of 
the excitation pulse the stronger the decay of the I460 population but the weaker the 
recovery of the all-trans population. This means that the replenishing of the ground state 
by non-radiative transition from the I460 state becomes weaker at high intensity. 
Alternatively, this means that more of the I460 population branches towards the conical 
intersection and not towards the all-trans state. What is the reason for smaller “losses” to 
the all-trans state? The answer can be seen in Column 2 of Table 2. The higher the 
intensity the faster the decay of the I460 population is. We expect that if the population 
spends less time in the region where non-radiative decay is possible, its losses will be 
smaller. This is consistent with a model involving the contribution of higher excited 
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states. The population following the S  → In 460 route will be vibrationally hot when 
reaching the I460 conformer and will see a smaller barrier on its way towards the conical 
intersection. As a result it will walk away faster. This model is consistent with previously 
published studies [39, 108]. Alternatively, stimulated Raman scattering between H and Sn 
could create a vibrationally hot wave packet in H which then will slide down towards I460, 
resulting in faster dynamics.  
 It should be mentioned that spectral congestion could alter the interpretation of 
the results presented above. The rise of other conformers absorbing at 570 nm would 
contribute to the apparent decay of the all-trans bleach. Alternatively at high intensity the 
population returning to all-trans could be “hot” and it will take a longer time to reach the 
region probed by the 570 nm probe wavelength, resulting in apparently smaller recovery. 
  
4.5.3 Transient Scans at 650 nm 
 
 The next transient measurements deal with the J625 → K590 segment of 
isomerization. Figure 4.17 shows these results.  
 
Figure 4.17. Transient scans at 650 nm, monitoring the J625 and K590 conformations. The 
traces are normalized by the strength of the I460 stimulated emission for the corresponding 
pump fluences. Despite this, the highest intensity scan still has much higher signal, 




 We can identify three segments in figure 4.17. The first one (T = 0 fs to T ≈ 300 
fs) contains the coherent spike and a strong negative feature which has been assigned in 
literature to a very fast excited state absorption component [42]. The second segment (T 
= 300 fs to T = 2 ps) corresponds to the rise of the J625 signal. For the plots presented in 
Figure 4.17 the rise times are 400 ± 34 fs, 353 ± 13 fs and 290 ± 44 fs for the energies 40, 
80 and 130 nJ, respectively After T = 2 ps the population should relax towards the all-
trans or K590 conformations. Both of them have lower absorption coefficients at 650 nm 
compared to J625, with K590 stronger than the all-trans signal [122]. This means that the 
650 nm absorption is expected to decrease after the J → K or J → all-trans transitions. 
The smaller the decrease the larger the K590 yield will be. In figure 4.17 we see that the 
higher the intensity the slower the signal decays. This could mean either that the 
population spends more time in the J625 configuration or that the branching is stronger 
towards the more absorbent isomer, K590. Long scans show that at high intensity the 
signal does go down, but at later times. This suggests that the first hypothesis is true: at 
high intensity the population spends more time in the J625 conformation. 
 
 
Figure 4.18. Transient scans for the TL, negative chirp and a positive chirp pulse, at 
intermediate excitation energy. The TL scan has been shifted down to match the tails of 
the other two plots. 
 
 Figure 4.18 shows a comparison between transient scans taken at intermediate 
pump fluences with a TL and chirped pulses. The tails have been matched to emphasize 
the faster decay of the signal for chirped pulse excitation. We see that for both positively 
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and negatively chirped pulses the trace starts higher but ends at the same level as the TL 
trace after about 10 ps. This means that both pulse energy and chirp have an impact on 
the dynamics of the J625 and K590 states. The signal-to-noise ratio is quite poor but the 
behavior observed in Figure 4.18 has been seen for other similar chirped pulse versus TL 
pulse measurements.   
 At this point the focus is to establish if J625 is an excited state conformer or is a 
vibrationally hot version of K590. It has been shown that for high excitation intensity the 
I460 population moves faster towards the conical intersection (see Figure 4.14). The 
reason is that at high intensity the I460 population is vibrationally hot and can easily 
bypass the small barrier at the right (Figure 4.3). At the same time the difference between 
the all-trans and I460 energy scans (Figure 4.11) shows that some of the excited 
population never passes trough I460. This population is expected to reach the conical 
intersection region through another pathway. The conical intersection region can be 
thought of as a “narrow slit”. From the above arguments it results that at high excitation 
intensity it is likely that the population reaching the conical intersection is vibrationally 
hot and possibly dispersed along a number of normal coordinates. The transfer towards 
the ground electronic state will be slowed down in this situation, consistent with the slow 
decay of the J625 spectral signature. If the J625 conformation is in the ground state then for 
high energy it should rise slower, in contradiction with the data. Another factor 
supporting this model is the rise times for the J625 state. We have shown that the higher 
the intensity the faster the rise of the J625 state is. Following the same argument as above, 
if J is a ground state conformation the rise should be slower at high intensity.  
 We cannot exclude the possibility that other S  → S1 0 conical intersections are 
accessed by the excited state population. Their spectral signatures could be either beyond 
the extent of our probe spectrum or could contribute to the 650 nm probe signal, altering 
the above interpretation. Another possibility is that J625 is a vibrationally hot ground state 
conformer. This would be consistent with the fact that at high excitation intensity its 
decay is slower. But in this scenario it is not clear why its rise time would be faster. 
Future experiments could clarify this issue.   
 The slower transfer rate could help the branching of the population towards the 
K590 conformation. This statement is supported by the data in Figure 4.18. After ~ 20 ps 
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there are no more changes in the population dynamics. By comparing the peak and the 
tail of the transient scans we see that under chirped excitation the relative decrease of the 
signal is higher than for the TL excitation. This change describes how much of the J625 
population actually reaches the K590 state. The connection between the speed of the 
transition at the conical intersection and the branching ratio could be explained by the 
following argument [42, 93]: when the conical intersection is approached from the all-
trans direction a fast transition to the ground state would likely leave the population in the 
all-trans geometry. A slow transition would allow the nuclei to rearrange and adapt the 
13-cis geometry. This tentative model needs to be experimentally checked. For example 
probing of the stimulated emission at wavelengths beyond 900 nm could possibly 
monitor the population dynamics for small S0 – S1 energy separations, i.e. closer to the 
conical intersection. The study of bR mutants with various distances between S0 and S1 
could also bring more information about the role played by the conical intersection region 




4.6. Discussion and Conclusions 
 
  In summary the model emerging from the above experiments is presented in 
Figure 4.3. This model is supported by experimental and theoretical studies published in 
the last years. However some of its elements, like the position of the J625 conformer and 
the controllability of the branching ratio at the conical intersection need further 
confirmation. Starting from the all-trans ground state the wave packet is excited vertically 
to the H state. From here it can be excited further to the Sn state or can move towards the 
I460 configuration. Some of the S  population relaxes to the In 460 state but most of it avoids 
it and relaxes towards the conical intersection. Sn is used here to designate all higher 
excited states which could play a role in the isomerization process. Most likely a couple 
of “Sn” states are present and they could be coupled with one another by conical 
intersections. The I460 population has two pathways: one leads vertically down to the all-
trans state, as shown by the stimulated emission measurements and the other towards the 
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S  – S1 0 conical intersection. Our data suggests that the vertical transition accounts for a 
significant recovery of the ground state bleach. For a constant branching ratio from the 
conical intersection to the ground state, avoiding the I460 → all-trans transition 
contributes to the increase in the isomerization yield. 
 Our experimental data does not clarify if the I460 and Sn pathways lead to the same 
area of the conical intersection. Population drawn from both pathways contributes to the 
650 nm signal making the individual contributions hard to separate. The J625 
conformation appears to be part of the conical intersection, as discussed above.  
 The model detailed above explains why control of the isomerization yield is 
possible. We identify three “nodes” along the isomerization pathway where the phase 
profile and the energy of the excitation pulse could influence the branching ratio. The 
first is the H state from which the population can go in three directions: back to the all-
trans ground state, to I460 or to Sn. At high intensity the Sn channel becomes significant. 
The I460 node is also controllable, that is for higher intensity the vertical losses to all-trans 
are minimized. Finally the J625 node appears to be controllable, because at high intensity 
more population branches towards the K590 conformation. All these three “nodes” could 
contribute to the final improved yield, and it’s hard to disentangle completely their 
contributions. But the main conclusion is that higher intensity drives the isomerization 







 The two experiments presented in this thesis deal with control of matter at a 
molecular level by means of femtosecond shaped laser pulses. Three actual aspects of 
coherent control are emphasized. The first is the use of shaped pulses as a tool to 
understand the intimate evolution of photo-chemical reactions. This aspect is most visible 
in the case of retinal isomerization in bR. The fact that transform-limit pulses are 
maximizing the isomerization yield pointed to the existence of other pathways not 
anticipated before the experiment. Further measurements used different pulse settings 
(different chirp and energy) to understand how the molecular dynamics depends on these 
control knobs. It is shown that the higher the intensity of the pulses the faster the 
dynamics of the I460 population and the slower the decay of the J 625 population. These two 
conformers correspond to two important intermediate points along the isomerization 
pathway and their control shows that the initial excitation conditions can have significant 
impact picoseconds after the primary step.   
 The second feature is selective spectroscopy, emphasized in the experiment 
dealing with control of vibrational coherences in LD690. The simultaneous use of two 
control knobs (spectrum and chirp) enabled the almost exclusive stimulation of excited 
state wave packets. Retrieval of excited state characteristics like the frequency of 
oscillation and the dephasing time became straightforward. The small 570 cm-1 shoulder 
present in the Raman spectrum unambiguously proved to be the red-shifted frequency of 
the excited state mode. The dephasing time is usually extracted by fitting a sum of 
damped harmonic functions to the transient oscillatory signal. If the ground state 
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contribution is dominant retrieving the excited state time constant can be challenging. 
Shaped pulse excitation enables easy retrieval of the excited state dephasing time. 
 The third feature is complexity. LD690 is a fairly large sized molecule, but the 
dynamics monitored here relates to a single unambiguous feature: the oscillations of the 
ring breathing mode. The case of retinal isomerization in bR is radically different. Retinal 
is strongly coupled to the protein structure and has very complex dynamics, involving 
many transient conformations and a number of vibrational modes spanning the 150 cm-1 
to 1800 cm-1 frequency range. Control of molecules of this scale met some success so far. 
An experiment performed by Motzkus et al. [30] showed that it’s possible to minimize 
energy transfer in light harvesting complexes, but maximization attempts were not 
successful. Gerber et al. [39] reported a similar result for retinal isomerization in 
bacteriorhodopsin. The experiment reported here and the one performed by Miller et al. 
[33] show isomerization control in different excitation regimes, but the optimal pulse 
shapes are not similar and the discrepancies will require further investigation. 
Furthermore it is not clear that quantum coherence plays an important role, as claimed in 
[33]. In Chapter IV it is shown that the learning control experiment produces a 50% 
improvement in the isomerization yield between the TL pulse and long, low-intensity 
pulses. The emerging model does not require a coherent wave packet propagating along 
the full isomerization reaction path. Kobayashi et al. and Bardeen et al. [37, 40] showed 
that coherences can be maintained for about 1 ps. The full reaction proceeds in more than 
5 ps. Future control experiments with ~ 5 fs pulses can follow directly the impact of 
coherent effects on the isomerization yield. So the question if quantum coherence plays a 
role in large scale chemistry remains open.  
 The experiments reported here open the door for more explorations. Vibrational 
bond excitation can potentially result in bond breaking and selective dissociation. While 
LD690 is a remarkably stable molecule, other molecules could prove good candidates for 
this type of experiment [121]. In another direction, the knowledge about the potential 
energy surfaces in LD690 naturally suggested chirp and spectral tuning as control knobs. 
However recent experiments suggest that linear chirp could be just one of the relevant 
phase knobs [122]. It would be instructive to perform a genetic algorithm experiment 
where the feedback is represented by the strength of the oscillatory signal. The main 
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difficulty is that for each candidate pulse shape a low-noise transient scan followed by 
FFT analysis has to be performed increasing significantly the running time. This would 
require the ability to perform rapid transient absorption scans with high signal-to-noise 
ratios. 
 The bacteriorhodopsin experiment presents even more exciting possibilities due to 
the inner complexity of the protein system. The use of much shorter pump pulses would 
enable the study of the participating high frequency vibrational modes. Expansion of the 
probe spectrum in the UV (~ 260 nm) and the near – IR (~ 950 nm) would enable better 
detection of the intermediate species. The impact of retinal – protein (tryptophan) 
coupling has been previously studied by means of UV absorption [109], but not in the 
context of shaped, short pulse excitation. Expansion of the probe spectrum in the near 
infrared region would allow better measurement of the I460 stimulated emission spectrum. 
Amplitude shaping could be used in conjunction with phase shaping to expand the range 
of possible excitation pulses. In the low intensity experiment amplitude shaping played a 
central role [32]. Its impact might have been two-fold. On one side sharp spectral features 
were present in the optimal excitation spectrum, with a periodicity related to the torsion 
frequency. On another hand the optimal and anti-optimal pulses had blue-tuned and red-
tuned weight centers. This suggests that spectral tuning (in the way implemented in the 
LD690 experiment) could provide another control knob. Excitation with blue pulses (at 
400 nm) could directly access Sn states and the ensuing dynamics could be compared to 
the measurements detailed in this work. A drastic reduction in the noise could make 
possible a successful experiment in low intensity, low-signal level conditions. Finally 
control studies of retinal in other environment could bring insights regarding the very 
important role played by the protein environment in assisting the isomerization reaction. 
 Bacteriorhodopsin is intensively studied for bio-photonic applications like 
holographic memories or optically-integrated circuits [41, 98, 123]. In this context 
increased isomerization efficiency is very important. The energy scans shown in Figure 
4.11 can be seen as a optical linearization device:  a non-linear input signal (the bleach of 
the ground all-trans state) results in a linear output signal (the 13-cis isomer absorption). 
Trough analogy with electrical devices (diodes for example) this feature could play an 
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