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We theoretically model the electronic dynamics of a coupled quantum dot pair in a static elec-
tric field. We then investigate the possibility of polarization-entangled photon emission from the
radiative cascade of the molecular biexciton state. Through numerical simulations, we analyze the
dependence of entanglement fidelity on temperature and electric field, as well as tunnel coupling.
We establish a regime of direct-indirect exciton detunings for which coupled quantum dots are su-
perior to single dots for entangled photon generation, yielding near-unit fidelity over a larger range
of exchange splittings.
I. INTRODUCTION
Quantum mechanics allows for the unique possibility of
instantaneous non-local correlation, or entanglement, be-
tween particles. Several technologies have emerged which
use quantum entanglement as a fundamental resource, in-
cluding quantum computation1–6 and cryptography,3,6–10
as well as entangled-photon microscopy.11 Quantum in-
formation technologies can be implemented by using the
orthogonal polarization states of a photon to encode bi-
nary information in a “dual-rail” qubit scheme,12 which
allows for simple manipulation and distribution of pho-
tonic qubits using linear optical elements,13 or using spin
states of bound charges.14 However, a source of entan-
glement between photons or distant spins is needed to
implement two-qubit gates or two-photon quantum cryp-
tography protocols.
Entangled photon pairs are routinely produced by non-
linear optical processes such as spontaneous parametric
downconversion (SPDC), in which one photon interacts
with a bulk crystal to produce two lower-energy photons
with opposite polarizations. However, due to the prob-
abilistic nature of such an interaction, SPDC-based en-
tangled photon sources can always produce zero, one, or
multiple photon pairs from each incident pulse, which
can introduce errors in entanglement-based quantum
information.15 Semiconductor quantum dots (QDs) are
promising candidates for on-demand sources of entangled
photon pairs, as well as spin-photon entanglement.16,17
Two-photon emission can be achieved by optically excit-
ing the neutral biexciton state, consisting of two bound
excitons. Radiative decay from this state can proceed
along one of two pathways corresponding to the two op-
tically active single-exciton spin states. Coherence be-
tween these two oppositely-polarized (but otherwise in-
distinguishable) emission processes results in a pair of
polarization-entangled photons. In single QDs, however,
the degeneracy of the intermediate exciton spin states is
often removed by the anisotropic electron-hole exchange
splitting, which is due to asymmetry in the self-assembled
QD system.18–20 If this splitting is larger than the opti-
cal transition linewidths, the emitted photons are dis-
tinguishable by their energy and exhibit correlated—but
not entangled—polarizations.21 Several techniques have
been implemented to avoid this problem, including post-
selection via spectral filtering22 and minimization of the
exchange splitting by postgrowth thermal annealing23 or
application of external fields.24,25 Alternative QD growth
methods have also been demonstrated to exhibit a sys-
tematically smaller exchange splitting, including inter-
face fluctuation QDs26 and QDs grown on the (111) sur-
face of GaAs.27,28 Aside from neutral biexciton decay,
negatively-charged states in QDs can also be used to cre-
ate a chain of entangled photons in a one-dimensional
cluster state.29 This procedure can be generalized to two
dimensions using two vertically-stacked coupled quantum
dots (CQDs).30 Here we discuss a scheme in which entan-
gled photon pairs are obtained straightforwardly through
a cascaded biexciton-exciton decay.
Our scheme for on-demand entangled photon pairs uses
CQDs grown in an electric field-effect structure, such as
a Schottky diode.31–34 The CQD structure permits two
types of neutral excitons: direct excitons, with the elec-
tron and hole in the same dot, and indirect excitons,
with the electron and hole separated in different dots.
Because of their spatial charge separation, the energies
of indirect states can easily be tuned by applying an
electric field.35–37 In addition, spatial charge separation
greatly reduces both the short-range isotropic and long-
range anisotropic exchange splitting of indirect exciton
spin states.33,38 This property can potentially be used
for generation of entangled photon pairs by preparing
the CQD in an indirect biexciton spin singlet state, with
one direct (single-dot) exciton and one indirect exciton.
In an effort to determine the utility of this proposal, we
theoretically calculate the fidelity of entangled photon
generation in a CQD system.
II. THEORETICAL MODEL
We consider an asymmetric CQD system of two verti-
cally stacked, tunnel-coupled, self-assembled InAs-GaAs
QDs (referred to here as the bottom and top dots) with
respective heights hB and hT and center-to-center sepa-
ration d, grown in a diode structure to allow application
of an electric field F along the growth direction. Depend-
ing on the dot asymmetry and applied field direction, ei-
ther electron or hole levels can be tuned into resonance,
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2FIG. 1: (a) Energy level diagram of the molecular biexciton radiative cascade, depicting polarizations of all allowed recom-
bination pathways, as well as spin-flip and phonon-assisted hole tunneling channels. Thick vertical arrows indicate direct
exciton recombination, while thin vertical arrows indicate a slower interdot recombination. Excitation and detection pathways
are indicated by green shading. (b) Simulated electric field-dispersed photoluminescence spectrum, mapping out each of the
relevant transition energies in the vicinity of the exciton and biexciton hole tunneling resonances. Single-exciton hole tunneling
resonance occurs at ∆ = 0 meV, while biexciton hole tunneling resonances occur at ∆ = −1.9 and 27.2 meV.
causing electrons or holes to tunnel coherently.39 For the
remainder of this work and without loss of generality we
will assume a CQD diode structure is chosen that pro-
motes hole tunneling, with any excited electrons confined
to the bottom dot.
We restrict the CQD Hilbert space to that of the crys-
tal ground state |g〉, direct exciton |X〉, indirect exci-
ton |iX〉, and molecular biexciton |iXX〉 (consisting of
one direct and one indirect exciton). Each of the single-
exciton charge states can exist in one of four spin states:
two optically active bright states |H/V 〉 = |↓⇑ ± ↑⇓〉,
and two optically inactive dark states |Hd/Vd〉 =
|↑⇑ ± ↓⇓〉 (single (double) arrows denote spin-1/2 elec-
trons (spin-3/2 heavy holes)). The molecular biexci-
ton can exist in a singlet |S〉 = |↑↓ − ↓↑〉 |⇑⇓ − ⇓⇑〉 or
one of three triplet spin states |T+〉 = |↑↓ − ↓↑〉 |⇑⇑〉,
|T0〉 = |↑↓ − ↓↑〉 |⇑⇓ + ⇓⇑〉, or |T−〉 = |↑↓ − ↓↑〉 |⇓⇓〉.
While a CQD exhibits many optical transitions, we
focus on the molecular biexciton spin singlet state
|iXX, S〉, which can produce correlated photon pairs by
sequential recombination to the ground state due to the
optical selection rules. As depicted in Fig. 1(a), this
state is optically coupled to the ground state through the
bright spin states of the direct and indirect exciton, form-
ing two pairs of oppositely-polarized decay pathways.
Resonant excitation can selectively prepare the system
in the molecular biexciton state. In contrast to biex-
citons in single QDs, the molecular biexciton can be
resonantly excited by stepwise two-laser driving along
one of two pathways, via the direct or indirect exciton
state. Since the indirect exciton pathway features a much
smaller exchange splitting, the preferred two-laser exci-
tation scheme is to drive each transition of the direct ex-
citon pathway and detect the emission along the indirect
exciton pathway, as depicted in Fig. 1(a). The relevant
transitions are identified in the simulated electric field-
dispersed photoluminescence spectrum of Fig. 1(b). The
singlet spin state can be spectrally selected near a biex-
citon tunneling resonance, with triplet states excluded
from the spin-conserving tunnel coupling, or by utiliz-
ing two-photon absorption, due to the selection rules of
simultaneous transitions.40
We consider the case of pulsed excitation, which al-
lows for on-demand preparation of the molecular biex-
citon state and subsequent emission of a single entan-
gled photon pair. For two-laser driving, one must fur-
ther specify the relative timing of the two pulses: they
may be applied sequentially, or concurrently. Bensky et
al.41 examined each of these pulsed excitation schemes in
the case of a single QD and found that both can gener-
ate the biexciton state with more than 99% probability,
though the concurrent pulse scheme may be less reliable
due to interference between the pulses. Pulsed excitation
of the molecular biexciton has not been examined exper-
imentally, though continuous-wave excitation has been
demonstrated.40
Photon emission events can be described within the
CQD and photon subspaces using transition operators
σˆ1H/V,D/I (σˆ2H/V,D/I) and photon creation operators
aˆ†H/V , which act on the system to produce the first
(second) H/V -polarized photon by direct/indirect re-
combination of the biexciton (exciton) state (see Ta-
ble I for details). Assuming that the system has been
prepared in the molecular biexciton spin singlet state
|Ψ0〉 = |iXX, S〉 and that recombination occurs via the
indirect exciton pathway without nonradiative transi-
3tions, the first recombination produces the state
|Ψ1〉 = 1√
2
(aˆ†H σˆ1H,D + aˆ
†
V σˆ1V,D) |Ψ0〉
=
1√
2
(|H〉1 |iX,H〉+ |V 〉1 |iX, V 〉).
(1)
During the time τ before the second photon is emit-
ted, the system undergoes coherent evolution, acquiring
a phase difference due to the exchange interaction:
|Ψ1(τ)〉 = e−iHˆτ/~ |Ψ1(0)〉
=
1√
2
(|H〉1 |iX,H〉+ eiSIτ/~ |V 〉1 |iX, V 〉),
(2)
to within a global phase factor, where SI is the exchange
splitting between indirect exciton bright spin states. Fi-
nally, the second recombination results in
|Ψ2〉 = 1√
2
(aˆ†H σˆ2H,I + aˆ
†
V σˆ2V,I) |Ψ1(τ)〉
=
1√
2
(|H〉1 |H〉2 + eiSIτ/~ |V 〉1 |V 〉2) |g〉
≡ |Ψ2P 〉 |g〉 ,
(3)
with the two photons in a pure polarization-entangled
state |Ψ2P 〉. However, since recombination can occur via
multiple pathways, the result is a mixed state, described
by the two-photon density matrix ρˆ2P .
In the absence of anisotropic electron-hole exchange
splitting, each pair of oppositely-polarized decay path-
ways are energetically indistinguishable, resulting in the
maximally-entangled Bell state |Ψ+〉 = (|H〉1 |H〉2 +
|V 〉1 |V 〉2)/
√
2 for the polarizations of the emitted pho-
ton pair.42,43 Under generic conditions, we quantify the
quality of entanglement by the fidelity of the two-photon
polarization state to the target Bell state. This fidelity
is determined by the projection
F+ =
〈
Ψ+
∣∣ ρˆ2P ∣∣Ψ+〉
=
1
2
(ρ|HH〉〈HH| + ρ|V V 〉〈V V |) + Re(ρ|HH〉〈V V |).
(4)
A fidelity higher than 0.5 indicates polarization entan-
glement, while a lower fidelity is acheivable by classical
correlation alone. Uncorrelated photons, such as back-
ground light not originating from the CQD, give a base-
line fidelity of 0.25.43,44
The CQD system interacts with the finite-temperature
phonon bath of the surrounding crystal lattice, as well as
the vacuum electromagnetic field via spontaneous emis-
sion. We assume Markovian behavior, such that the envi-
ronment always remains at equilibrium (emitted particles
cannot be reabsorbed). This assumption requires that
any system-environment correlations decay on a much
faster time scale than the system dynamics, which could
introduce some inaccuracies at the lowest temperatures
TABLE I: List of incoherent processes included in the master
equation, with corresponding transition rates and operators.
Exciton spin states are indexed by m = H,V,Hd, Vd.
Process Rate Operator
Recombination ΓX σˆ1H/V,D = |iX,H/V 〉 〈iXX, S|
σˆ2H/V,D = |g〉 〈iX,H/V |
ΓiX σˆ1H/V,I = |X,H/V 〉 〈iXX, S|
σˆ2H/V,I = |g〉 〈iX,H/V |
Phonon-assisted tunneling Γabs |X,m〉 〈iX,m|
Γem |iX,m〉 〈X,m|
Phonon-assisted spin-flip ΓXsf |X,Hd/Vd〉 〈X,H/V |, H.c.
ΓiXsf |iX,Hd/Vd〉 〈iX,H/V |, H.c.
Pure dephasing γXp
∑
m |X,m〉 〈X,m|
γiXp
∑
m |iX,m〉 〈iX,m|
simulated (T = 1 K) due to long-lived reservoir correla-
tions. Using the Rotating Wave Approximation to aver-
age over quickly-oscillating terms, we can then describe
the dissipative dynamics of this open quantum system
using the Lindblad master equation45 for the reduced
density matrix ρˆ of the system:
∂
∂t
ρˆ =
1
i~
[Hˆ, ρˆ] +
∑
i
Γi
(
σˆi ρˆσˆ
†
i −
1
2
σˆ†i σˆi ρˆ−
1
2
ρˆσˆ†i σˆi
)
(5)
We assume that an initial state of ρˆ(0) =
|iXX, S〉 〈iXX, S| is prepared by pulsed excitation, and
do not explicitly include interaction with the optical
pulse. By projecting onto the basis states, Eq. (5) can
be written as 〈i| ˙ˆρ |j〉 ≡ ρ˙ij =
∑
klMij,klρkl, where the
elements of the time-dependence tensor Mij,kl contain
the various coherent phase evolution, transition and de-
cay rates. Vectorizing the elements of ρˆ results in the
matrix differential equation ~˙ρ = M~ρ, leading to the so-
lution ~ρ(t) = eMt~ρ(0). In terms of the superoperator
L ρˆ = ∂tρˆ defined by Eq. (5), this solution can also be
written as ρˆ(t) = eL τ ρˆ(0). Details of the numerical sim-
ulation are given in the appendix, including calculation
of single-particle wavefunctions, Hamiltonian matrix ele-
ments, and transition rates.
For a given decay pathway, with the first (second) pho-
ton generated by α(β) = D/I recombination after a time
delay τ , the density matrix element 〈ij| ρˆ2P (τ) |kl〉 in
the two-photon linear polarization basis is related to the
CQD dynamics by the two-time correlation function46,47
g
(2)
ijkl,αβ(τ) = 〈σˆ†1i,α(0)σˆ†2j,β(τ)σˆ2l,β(τ)σˆ1k,α(0)〉
= Tr
[
σˆ2l,β e
L τ (σˆ1k,αρˆ(0)σˆ
†
1i,α) σˆ
†
2j,β
]
,
(6)
where the last line follows from the quantum regression
theorem.45 These polarization correlations can be mea-
sured experimentally using time-correlated single-photon
counting in a Hanbury Brown-Twiss setup,48 where
each detection pathway contains polarization optics
4and a monochromator to spectrally select the relevant
transitions and perform polarization cross-correlation
measurements.22,42 Since recombination can occur via
several pathways with a random time delay, the elements
of ρˆ2P are calculated by using a time-averaged statistical
mixture
ρ|ij〉〈kl| = A
∑
α,β=D,I
∫ Td
0
dτ P1αP2β(τ)g
(2)
ijkl,αβ(τ), (7)
where Td is the detection time window, A is a normaliza-
tion constant set to enforce the condition Tr (ρˆ2P ) = 1,
P1D(I) = ΓX(iX)/(ΓX + ΓiX) is the probability of direct
(indirect) recombination of the first exciton, P2D(I)(τ) =
ΓX(iX)nX(iX)(τ) is the probability per unit time of the
second direct (indirect) recombination, and nX(iX)(τ) is
the population of bright states |X(iX),±1〉 at time τ .
Transition rates for direct and indirect exciton recombi-
nation are denoted by ΓX and ΓiX , respectively.
The critical dynamics determining photon entangle-
ment occurs during the time τ between photon emission
events, when the dynamics is limited to the single-exciton
subspace. Truncating to the bright spin states, the sim-
plified exciton Hamiltonian can be written
Hˆ =

|iX,H〉 |iX, V 〉 |X,H〉 |X,V 〉
SI/2 0 th 0
0 −SI/2 0 th
th 0 ∆ + SD/2 0
0 th 0 ∆− SD/2
,
(8)
where ∆ = ed(F −F0) is the exciton detuning due to the
applied electric field, F0 is the field value at the |X〉−|iX〉
anticrossing, and th is the resonant hole tunnel coupling
including Coulomb correction. The magnitude of the ex-
change splitting SD/I is a critical factor for entangled
photon emission, as a splitting larger than the radiative
linewidth of the corresponding exciton is expected to ren-
der the two decay pathways distinguishable and prevent
entanglement. The bright-state exchange splitting is ap-
proximated using the dipole interaction term of the long-
range multipole expansion:49
SD(I) ≈ 1
pi
∫∫
d3~r d3~r ′
~µ†↑⇓(1− nˆnˆ†)~µ↓⇑
|~r − ~r ′|3
× ψe∗B (~r)ψeB(~r ′)ψh∗B(T )(~r ′)ψhB(T )(~r),
(9)
where  is the average permittivity of InAs and GaAs,
1 is the 3 × 3 identity matrix, nˆ is a unit vector in the
direction of (~r−~r ′), and ~µσχ = e 〈ueσ| ~ˆr
∣∣uhχ〉 is the inter-
band transition dipole moment. Since SD varies widely
in self-assembled QDs in the range 0−100 µeV depending
on detailed growth conditions, we leave it as a variable
parameter in the model and numerically evaluate Eq. (9)
to obtain SI/SD (see the appendix for details).
Incoherent transitions, described by operators σˆi and
occuring at rates Γi, include optical recombination,
phonon-assisted hole tunneling, spin-flip, and pure de-
phasing (see Table I). These transitions are incoherent in
the sense that they occur at random times, because we
trace over the photonic and phononic environment de-
grees of freedom to obtain the reduced density matrix of
the CQD system. We assume a direct exciton recombina-
tion rate ΓX = 1 ns
−1 similar to experimentally observed
rates in InAs-GaAs QDs. Indirect recombination rates
ΓiX are found to be slower than direct recombination by
a factor of (MBT /MBB)
2 ∼ 100− 1000 due to a smaller
electron-hole wavefunction overlap Mij =
〈
ψei |ψhj
〉
for
the interdot state.50
Holes undergo incoherent spin-conserving tunneling
transitions via emission or absorption of a phonon, caus-
ing transitions between direct and indirect exciton states
at rates given by Fermi’s golden rule as
Γabs =
2pi
~
J(∆)nB(∆, T ) (10)
Γem =
2pi
~
J(∆)(nB(∆, T ) + 1), (11)
where J(E) =
∑
~q | 〈X| Hˆel−ph |iX〉 |2δ(E~q − E) is
the phonon spectral density of the interdot transition,
nB(E, T ) = 1/(e
E/kBT − 1) is the Bose distribution, giv-
ing the population of phonon modes at energy E and tem-
perature T , ~q denotes the phonon wave vector, Hˆel−ph
is the electron-phonon interaction Hamiltonian, and we
use a linear dispersion relation E~q = ~cLA|~q| for acous-
tic phonons. We assume here that ∆ ≡ EX − EiX > 0,
so that tunneling to the direct exciton is partially sup-
pressed, requiring absorption of a phonon. Since the de-
tuning in the region of interest is much less than the
LO phonon energy in GaAs, we consider only acoustic
phonon-mediated transitions and neglect coupling to LO
phonons. Including only interaction via the acoustic de-
formation potential, which is usually found to dominate
for electronic transitions in quantum dots, leads to the
expression51
J(∆) =
∆a2V
16pi3ρc2LA
∫
d3~q
∣∣∣∣∫ d3~r ψ∗hBei~q·~rψhT ∣∣∣∣2 δ(E~q−∆),
(12)
where aV is the valence-band deformation potential, ρ is
the mass density of the crystal, cLA is the speed of the
LA phonon mode in GaAs, and ψhα is the single-particle
wavefunction for a hole localized in dot α = B, T . We
note that multiphonon and LO-phonon tunneling transi-
tions are not included, which may become important at
higher temperatures and exciton detunings than consid-
ered here.
Spin-flip transitions are also known to occur be-
tween exciton spin states, via phonon and spin-orbit
coupling.52–55 In particular, spin relaxation occurs in
direct (indirect) excitons primarily via phonon-assisted
transitions between bright and dark spin states at a
rate Γ
X(iX)
sf . Since our two-band effective mass model
does not account for spin-orbit coupling, we include
spin relaxation phenomenologically. We include only
transitions between bright and dark spin states, since
bright-bright and dark-dark transitions are at least an
5FIG. 2: (a) Dependence of entanglement fidelity on direct
exciton bright state splitting at T = 20 K, th = 0.2 µeV, and
∆ = 7 meV (green, top curve) and ∆ = 3 meV (red, bottom
curve), compared to the analogous SQD case. (b) Maximum
fidelity and (c) width of F+(SD) curve as a function of exciton
detuning and temperature.
order of magnitude slower due to their smaller tran-
sition energies.52 We use the temperature-dependence
of the spin-flip rate measured by Fras et al.56, scaled
to fit the behavior measured by Hudson et al.43:
ΓXsf (T ) = (0.27 ns
−1) + (0.29 µs−1 K−2)T 2, correspond-
ing to a thermally-activated two-phonon process. In the
low-temperature regime where single-phonon transitions
dominate and for small bright-dark splittings ∆
D(I)
bd ,
Γ
X(iX)
sf is given by Fermi’s golden rule as in Eq’s (10)
and (11), with J(∆
D(I)
bd ) ∝ (∆D(I)bd )3 and n(∆D(I)bd , T ) ≈
kBT/∆
D(I)
bd .
57 Since the bright-dark splitting scales with
electron-hole wavefunction overlap, we predict the rela-
tionship ΓiXsf = (MBT /MBB)
2 ΓXsf between direct and in-
direct spin-flip rates.
Phonon-induced pure dephasing can have a substantial
effect on interband coherences, most notably an increase
of transition linewidth at elevated temperatures.58 Since
phonons carry zero spin however, they couple equally
to each electronic spin state. While, in principle, a
slight spin-dependence of the phonon coupling could lead
to a pure cross-dephasing γiXcd of the indirect exciton
coherence,43 we neglect this possibility for the remain-
der of this work on the grounds that Moody et al.59
have measured the cross-dephasing rate to be negligible
in the case of a single QD. As a result, the relative phase
between exciton spin states—and the resulting photon
entanglement—is largely unaffected by phonon-induced
pure dephasing processes.
III. ENTANGLEMENT
The results of the numerical simulation are summa-
rized in Fig. 2. The fidelity approximately exhibits a
Lorentzian dependence on the direct exciton exchange
splitting SD, similar to the behavior reported in the case
of a single QD.43,47,60–62 To characterize this behavior,
we record the maximum fidelity F+max at SD = 0 and the
fidelity width ∆F+.9 , defined as the largest value of |SD|
with F+ > .9. By plotting these fidelity characteristics
as a function of the experimentally tunable exciton de-
tuning ∆ and temperature T , we obtain a map of possible
behaviors observable in a single CQD pair. In general,
we observe that the quality of entanglement depends pri-
marily on the total dephasing rate
γiXd = ΓiX + Γabs + Γ
iX
sf (13)
describing decay of the indirect exciton bright state co-
herence 〈iX,+1| ρˆ |iX,−1〉, as well as the effective decay
rate Γeff of the indirect exciton population 〈iX| ρˆ |iX〉,
determined by an exponential fit of the bright state den-
sity matrix dynamics. For low temperatures (T < 40 K)
and large detunings (∆ > 3 meV), entanglement fidelity
can reach values above 0.99 for small exchange splittings,
with a width ∆F+.9 ≈ 1.5− 2.7 µeV. Note that the CQD
system exhibits this high-fidelity behavior with SD val-
ues up to a factor of 5 greater than in the single QD
case (∆F+.9,SQD ≈ 0.4 − 0.6 µeV). In this region, the
decoherence is radiatively-limited (γiXd < 2 ΓiX), allow-
ing coherent evolution between photon emission events.
With increasing lattice temperature, the overall fidelity
decreases due to phonon-assisted tunneling and spin-flip.
At detuning values below 3 meV, the large dephasing rate
(γiXd > 100 ΓiX) prevents photon entanglement even in
the absence of anisotropic exchange splitting, giving a
maximum fidelity near 0.5.
Fig’s 3(a) and (b) isolate the effect of exciton detuning
and temperature, respectively, on the different fidelity
characteristics. Fig’s 3(c) and (d) show the dephasing
rate γiXd over the same ranges, along with each of the
contributing transition rates and the effective indirect
exciton population decay rate Γeff . As in Fig. 2, re-
gions of high fidelity correlate with a radiatively-limited
dephasing rate. The significant drop in fidelity at low
exciton detunings is therefore due to a phonon-assisted
hole tunneling rate which surpasses radiative emission by
up to 3 orders of magnitude. Note that the oscillations in
the tunneling rates are due to the phase ei~q·~r appearing
in the phonon coupling (Eq. (12)), and depend on the
distance d between QDs.63 The peak in fidelity width as
a function of temperature occurs when Γeff increases,
while γiXd remains low. The increased decay rate of the
indirect exciton causes the time-integration in Eq. (7)
to sample shorter time delays, maintaining high fidelity
over a larger range of exchange splittings. While hole
tunneling can be adequately suppressed by simply main-
taining a large enough detuning between exciton states
or increasing the tunnel barrier, phonon-assisted spin-flip
6FIG. 3: (a) (b) Dependence of fidelity parameters F+max
(black, left y-axis) and ∆F+ (red, right y-axis) on (a) de-
tuning and (b) temperature, with th = 0.2 µeV. (c) (d) Total
dephasing rate γiXd of the indirect exciton bright state coher-
ence, including contributions from incoherent transitions, as
a function of detuning and temperature, respectively. Also
included is the effective |iX〉 population decay rate Γeff .
FIG. 4: (a) Maximum fidelity and (b) width of F+(SD) curve
as a function of hole tunnel coupling and temperature, with
∆ = 7 meV.
surpasses radiative emission and reduces fidelity at tem-
peratures above ∼ 50 K.
Fig. 4 shows the fidelity characteristics as a function
of hole tunnel coupling and temperature, at a fixed ex-
citon detuning. The effective indirect exciton decay rate
Γeff depends strongly on both temperature and tun-
nel coupling, and is demonstrated to have a substan-
tial effect on the entanglement fidelity. F+max remains
higher than 0.9 where Γeff < 30 ΓiX , which occurs at
low temperature and tunnel coupling values. The fi-
delity width ∆F+.9 peaks at intermediate values of Γeff
(Γeff ≈ 5−10 ΓiX) and increases with decreasing tunnel
coupling, reaching values above 3.0 µeV at small tunnel
couplings (th ≤ .1 meV) and temperatures up to 70 K.
As tunnel coupling increases, the indirect exciton gains
more of a direct exciton character, decreasing the fidelity
width and requiring lower temperatures to suppress re-
combination.
Our results indicate that by maintaining a large
enough exciton detuning to suppress phonon-assisted
tunneling, CQD-based entangled photon sources can pro-
duce entangled photon pairs with higher fidelity than sin-
gle QD-based sources, over a wider range of direct exciton
exchange splittings. While this helps reduce the strict
symmetry requirement for entanglement generation, the
photons are separated by a relatively long time delay of
100− 1000 ns due to the low indirect exciton recombina-
tion rate. In the intermediate state, however, the indirect
exciton spin is entangled with the polarization of the first
emitted photon (Eq. 2). As a result, this scheme could
potentially be used to entangle spins in remote CQDs by
tuning each of the first emitted photons into resonance
via electric or strain fields and performing a joint polar-
ization correlation measurement.17,64,65
IV. CONCLUSION
We have used a simple theoretical model to simulate
the radiative cascade of the molecular biexciton state in
a vertically stacked tunnel-coupled quantum dot pair.
The entanglement fidelity of the resulting two-photon
polarization state is determined, accounting for phonon-
assisted tunneling and spin-flip processes. From numeri-
cal simulations, we find an approximately Lorentzian de-
pendence of fidelity on anisotropic electron-hole exchange
splitting and mapped the behavior over a range of elec-
tric field and temperature values. Our results show that
near-unity maximum fidelity can be achieved over a range
of exchange splittings |SD| < 2.7 µeV at large exciton de-
tunings and low temperatures, where dephasing due to
phonon-assisted hole tunneling and spin-flip processes is
suppressed. This suggests that coupled quantum dots
can generate photon pairs with a high degree of entan-
glement and over a wider range of exchange splittings
compared to single dots, provided the tunnel coupling is
low enough to maintain charge separation in the indirect
exciton state. In addition, the spin-photon entanglement
generated by the first recombination could be used to
entangle spins in remote CQDs.
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Appendix: Computational Methods
Electron and hole single-particle wavefunctions are cal-
culated using the two-band effective mass approximation.
We model the confinement potential of each QD as a fi-
nite well in the growth (z) direction and parabolic con-
7finement in the lateral (x-y) directions, expressed for par-
ticle α = e, h as Vα(~r) =
1
2mα,InAsω
2
α(x
2+y2)+Eαθ(|z|−
h
2 ), where mα,InAs is the effective mass of particle α in
InAs, ωα is the angular frequency of the lateral harmonic
oscillator, and Eα is the conduction/valence band offset
of the heterostructure. Envelope wavefunctions of single-
particle localized ground states are then defined on a
Cartesian grid as
ψα(~r) =Ae
−mα,InAsωα2~ (x2+y2)×
×

cos(kh/2)e−κ(z−h/2) if z > h/2
cos(kz) if |z| < h/2
cos(kh/2)eκ(z+h/2) if z < −h/2,
(14)
where the wavenumber k is determined by the transcen-
dental equation tan(kh/2) =
√
mα,InAs
mα,GaAs
(
k20
k2 − 1
)
due to
the boundary conditions, κ = k
√
k20
k2 − mα,GaAsmα,InAs , k0 =√
2mα,InAsEα/~, and A is a normalization constant de-
fined such that
∫ |ψα,B/T (~r)|2 d3~r = 1, and h is the QD
height in the growth direction. In a coordinate system
with the origin set at the center of the two QDs, wave-
functions for particles localized in each dot are found
from Eq. (14) as ψα,B/T (x, y, z) = ψα(x, y, z±d/2), with
the substitution h 7→ hB/T . The energies of these single-
particle ground states are then given by
Eα,B/T =
~2k2
2mα,InAs
+ ~ωα. (15)
The Coulomb interaction energy between particles α
and β in dots i and j, respectively, is given by
V αβij =
e2
4pi
∫∫
d3~r d3~r ′
|ψαi(~r)|2|ψβj(~r ′)|2
|~r − ~r ′| , (16)
where e is the charge of an electron,  is the average per-
mittivity of InAs and GaAs, and the 6-dimensional inte-
gral is directly evalutated by numerical integration over
a Cartesian grid. The Coulomb interaction terms mod-
ify the energy of multiparticle exciton states, as does the
local electric field F due to the large permanent dipole
moment p = ed of indirect exciton states. The energies
of the various charge states considered are then
EX =Eg + EeB + EhB − V ehBB
EiX =Eg + EeB + EhT − V ehBT − edF
EiXX =2Eg + 2EeB + EhB + EhT
+ V eeBB + V
hh
TT − 2V ehBB − 2V ehBT − edF,
(17)
where Eg is the band gap of the strained InAs comprising
each QD.
Eq. (9) is expanded using the interband dipole mo-
ments ~µ↑⇓(↓⇑) = µ(±1,−i, 0)/
√
2 to obtain the expres-
TABLE II: List of material and CQD parameters used in nu-
merical simulations.
Material Parameters
Permittivity  13.5 0
InAs electron mass me,InAs 0.059 m0
GaAs electron mass me,GaAs 0.042 m0
InAs hole mass mh,InAs 0.37 m0
GaAs hole mass mh,GaAs 0.34 m0
Strained InAs band gap Eg 866 meV
Conduction band offset Ee 461 meV
Valence band offset Eh 192 meV
Hole deformation potential aV 700 meV
Mass density ρ 5300 kg/m3
Speed of sound cLA 5150 m/s
CQD Parameters
Bottom QD height hB 3.0 nm
Top QD height hT 2.5 nm
QD separation d 7.0 nm
Electron level spacing ~ωe 66 meV
Hole level spacing ~ωh 15 meV
Hole tunnel coupling th 200 µeV
Bright-dark splitting ∆bd 300 µeV
Direct exciton recombination rate ΓX 1.0 ns
−1
sion
SD(I) =
µ2
2pi
∫∫
d3~r d3~r ′
2∆z2 −∆x2 −∆y2 + 6i∆x∆y
∆r5
× ψ∗eB(~r)ψeB(~r ′)ψ∗hB(T )(~r ′)ψhB(T )(~r),
(18)
where ∆~r = ~r − ~r ′. Since the exchange splitting varies
widely between QDs and small values are required for
entanglement generation, we choose values of SD and nu-
merically integrate Eq. (18) to obtain the ratio SI/SD.
We use the value of ΓX listed in Table II and the
electron-hole wavefunction overlap
Mij =
∫
d3~r ψ∗ei(~r)ψhj(~r) (19)
obtained by numerical integration to calculate ΓiX =
ΓX(MBT /MBB)
2. The phonon-assisted tunneling rates
Γabs and Γem are calculated using Eq’s 10, 11 and
12, where the phonon wave vector ~q is expressed in
spherical coordinates and its magnitude is constrained
by the delta function to be q = ∆/~cLA. To calcu-
late the phonon-assisted spin-flip rate of the direct ex-
citon, we use the experimentally-determined tempera-
ture dependence ΓXsf = (.27 ns
−1) + (.29 µs−1K−2)T 2,
and from it determine the indirect exciton spin-flip rate
ΓiXsf = Γ
X
sf (MBT /MBB)
2. For the pure dephasing rate,
we use the empirical temperature dependence ~γXp =
(71 µeV)nB(6 meV, T ) + (4.5 meV)nB(28 meV, T ) cor-
responding to phonon-assisted pure dephasing processes
8involving excited hole states, and assume the same pure
dephasing rate for indirect excitons: γiXp = γ
X
p .
By projecting Eq. 5 onto each combination of basis
states, it becomes ρ˙ij =
∑
klMij,klρkl and we determine
the elements of the time-dependence tensor Mij,kl. We
then vectorize ρˆ by mapping the matrix elements ρij to
a one-dimensional vector ~ρ. The time-dependence ten-
sor Mij,kl is then transformed into a matrix Mij , and
the solution is expressed by a matrix exponential as
~ρ(τ) = eLτ~ρ(0) = eMt~ρ(0). With this matrix exponential
describing time evolution of the CQD density matrix, we
use Eq’s 6 and 7 to calculate the various elements of the
two-photon polarization density matrix ρˆ2P in the lin-
ear polarization basis {|HH〉 , |HV 〉 , |V H〉 , |V V 〉}, aver-
aging over delay times up to Td = 200 ns. With these
density matrix elements, the fidelity to the entangled Bell
state is finally calculated using Eq. 4.
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