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Abstract
Complex services are composed of simple services which
typically need to be processed in a particular order. Two
complex services only match if they agree on both, their
simple services and their processing order. This matching
semantics can be formalized by means of modelling com-
plex services as finite state automata (FSAs), and analysing
the intersection of the FSAs. However, computing the in-
tersection of FSAs is computationally expensive, and thus
does not scale for large service repositories. This paper
presents an approach for indexing and matching complex
services using an abstraction that transforms the underlying
FSA via its grammar into a form that can be indexed using
available index mechanisms. Evaluation of this approach
shows a performance gain of several orders of magnitude
as compared to sequential matching.
1. Introduction
The current web service discovery technology is based
on UDDI and WSIL which offer limited query support.
In particular, query evaluation is limited to attribute/value
queries with attributes such as business name, service name,
key-ids, category-name, etc., being used to search for ser-
vices and their providers. More complex descriptions of
services such as process aspects, QoS aspects, semantics
etc., are not supported. Research by various groups is on-
going to address these limitations and different extensions
have already been proposed e.g., [11]. This paper focuses
on the process aspect; in particular we address the ques-
tion, how to efficiently search for services within a service
discovery infrastructure to find service providers supporting
the business process of a service requestor.
∗This work was done during employment at Fraunhofer IPSI.
Business processes in Web Services can be specified us-
ing BPEL, where a subset of BPEL can be used to derive
a formal model representing a process as a set of message
sequences each representing a potential execution sequence
of the process [14]. The number of supported message se-
quences as well as the length of a message sequence may be
infinite due to cycles in the process specification. Based on
this model matchmaking can be defined as an intersection
of message sequences. Since a set of message sequences is
potentially infinite, it can not be handled directly by tradi-
tional database systems.
This paper presents an indexing approach for querying
cyclic business processes using traditional database sys-
tems. In particular, we introduce an abstraction function
that removes cycles and transforms a potentially infinite set
of message sequences into a finite representation, which can
be handled by existing database systems. Introducing an
abstraction implies an information loss, which may result
in not finding all relevant business processes (false misses)
and/or returning also processes not being relevant (false
matches). The abstraction introduced in this paper guar-
antees that no false misses occur although false matches are
possible. The goal is to minimize the false-hit ratio through
the analysis of input data and choosing appropriate input pa-
rameters to the abstraction function. Evaluation of this ap-
proach shows that a performance gain of significant orders
of magnitude is achievable compared to sequential search-
ing.
The rest of the paper is structured as follows: Section
2 discusses the indexing approach, Section 3 discusses the
complexity and Section 4 describes the evaluation. Section
5 discusses related work and the conclusion and future work
are presented in Section 6.
2. Approach
In this section a formal model for matching business
processes is presented. Further, a grammar-based abstrac-
tion of cyclic process specifications to finite message se-
quences is introduced, which is the basis for indexing the
business processes.
2.1. Matching business processes
We assume that business processes are described using
the BPEL language specification [1]. Further, we assume
that the involved partners are using a common data dictio-
nary, that is the same task descriptions have the same se-
mantics. This is a reasonable assumption because standard
bodies already exist to define message formats and their se-
mantics, e.g., RosettaNet, Open Travel Alliance and IOTP.
Thus, no semantic reasoning is required when matching
business processes, as they derive from the same data dic-
tionary.
To match BPEL specifications, we need a formal model.
To this end we have investigated various alternatives and
settled on finite state automata (FSA) [8] for a start 1. The
reason for this choice is that it is the easiest model to repre-
sent potentially infinite sets of message sequences.
Two FSAs match if their intersection is not empty, i.e., if
there exists at least one common path (message sequence)
between the start and final states. The definition for match-
making in this case is non-empty intersection of finite state
automata. The language of an FSA represents the set of
message sequences accepted by a business process. An FSA
state represents the state in which a business process is in
e.g., waiting for acknowledgment, and a transition repre-
sents a change from one business state to another. Final
states in a finite state automaton mark the completion of a
message sequence accepted in a business process.
2.2. Indexing FSAs
The basic principle behind our approach is to reduce the
complexity of the potentially infinite set of message se-
quences accepted by an FSA, by making the set finite. If
the set is finite, the intersection operator can be replaced by
simple string equivalence of finite message sequences en-
coded as a string, which is readily supported by traditional
index structures.
We make the language of an FSA finite by removing cy-
cles in the FSA specification such that the corresponding
language is finite. Due to the introduced information loss
false misses and false matches may occur. Hence, our in-
dexing approach has the following optimization goals: (i)
excluding false misses (ii) minimizing the processing time
and (iii) minimizing the number of false matches.
1Alternative workflow models have been discussed in [13].
2.2.1 Formal specification
A query performed by a matchmaking engine is evaluated
by computing the intersection of the query FSA against
FSAs from the data collection; the intersection result is
checked for non-emptiness. The final result is the set of
FSAs from the data set, that have a non-empty intersec-
tion with the query FSA. The definition of an FSA is as
described in [8].
Definition 1 (Finite state automata)
An FSA A is represented as a tuple A = (Q,Σ,∆, q0, F )
where
– Q is a finite set of states,
– Σ is a finite set of messages,
– ∆ : Q× Σ×Q represents labeled transitions,
– q0 a start state with q0 ∈ Q, and
– F a set of final or accepting states with F ⊆ Q.
In this paper, we differentiate between three types of FSAs
depending on their structure. They are (i) FSAs with no cy-
cles (ii) FSAs with simple cycles and (iii) FSAs with com-
plex cycles. An FSA with no cycles has a finite language.
Such FSAs are easy to process and to index because their
languages are easily enumerated and indexed using stan-
dard techniques for string equivalence. The cycles of an
FSA graph are either simple or complex [12]. We begin by
formally describing cyclic FSAs.
Definition 2 (Cyclic FSAs)
Let A = (Q,Σ,∆, q0, F ) be an FSA. A is cyclic if there
exists at least one cycle c =< t1, · · · , tn >∈ ∆n with ti =
(qi, ai, qi+1) for all 1 ≤ i ≤ n − 1 and tn = (qn, an, q1).
Let C(A) be the set of all cycles contained in automaton A.
The above definition describes an ordered set of transitions
such that the first and last transitions in the list share a com-
mon source and target state respectively. In the next defini-
tion we describe simple cycles.
Definition 3 (Simple cycles)
Let A = (Q,Σ,∆, q0, F ) be an FSA. A contains only sim-
ple cycles if all its cycles have disjoint states. Formally, A
contains only simple cycles if for all c`, cr ∈ C(A) with
c` =< t`,1, · · · , t`,n` >∈ ∆n` and
cr =< tr,1, · · · , tr,nr >∈ ∆nr the following holds
6 ∃ i ∈ {1, · · · , n`}, j ∈ {1, · · · , nr}.q`,i = qr,j∧
t`,i = (q`,i, a`,i, q`,i+1) ∧ tr,j = (qr,j , ar,j , qr,j+1)
Every cycle for which there exists another which share the
same state is called a complex cycle.
We have already pointed out that FSAs with no cycles are
easy to index because we can enumerate their words. Thus,
they exhibit the least complexity in terms of number of
words. The languages of FSAs with simple or complex cy-
cles are both infinite, however, the languages of FSAs with
complex cycles usually contain a larger number of words up
to a certain length than languages associated to FSAs with
simple cycles due to the combination of the different com-
plex cycles. In this paper we focus on cyclic FSAs. We shall
also show that our indexing approach is ideal for FSAs with
simple cycles as the number of words in FSAs with complex
cycles quickly explodes.
2.2.2 Abstraction
The reduction of a cyclic FSA to a finite language is
achieved by introducing an abstraction function φ which
takes as input, an FSA A (potentially cyclic) and outputs a
finite set of words that can be used for indexing using stan-
dard techniques. The index is defined in terms of the ab-
straction function φ as a set of tuples (A, φ(A)) and can be
implemented using standard data structures e.g., B+-trees.
Below we describe four possible abstractions to make an
infinite FSA language finite, thus indexable with standard
approaches. In all the approaches, the same abstractions
are applied to both the query and the data.
Ignore message order
A possible abstraction is to ignore order in message se-
quences and rely on the alphabet of the FSA i.e., individ-
ual messages for searching. Based on this approach, two
business processes match if the set of messages they sup-
port have a non-empty intersection. An index can be con-
structed from message sets by using standard set indexing
techniques such as those described in [7]. The problem
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Figure 1. (a) L(1) Seller (b) L(2) Buyer #1 (c)
L(3) Buyer #2 (d) L(4) Buyer #3 processes
with this approach is that it gives rise to a high rate of false
matches because the order of messages is totally ignored.
This is confirmed by Helmer who showed that searching
data that is set-indexed using an intersection operator is very
inefficient [7].
Example Figure 1 is a simplified, but illustrative example
showing a seller (a) and three buyers (b)− (d), represented
by their business processes which are modeled as FSAs.
The seller and buyers are all using RosettaNet PIPs as ba-
sic building blocks for their processes. FSA states represent
business states. A state with an incoming transition with no
source state is a start state e.g., state 0 is a start state. States
with concentric circles represent final states. Arcs connect-
ing two states are called transitions, where a label annotated
at an arc represents a message. A path from the start state to
the final state represents a sequence of messages accepted
by a business process.
The business process of a seller can be explained as fol-
lows: the seller expects to receive a purchase order request
message p (PIP3A4) from a buyer and he responds with a
purchase order confirmation p′ message (PIP3A4). Having
confirmed the purchase order, the seller can get purchase
order status query s (PIP3A5) to which he must respond
with a purchase order status response message s′ (PIP3A5).
This query can be sent several times or not at all. Hav-
ing confirmed the purchase order, the seller expects to send
a billing statement notification message b (PIP3C5) to the
buyer. Again, in this state, the buyer may enquire about the
status of his purchase order using s message (PIP3A5). The
seller expects that after receiving the billing notification b
(PIP3C5), the buyer will send a remittance advice notifica-
tion message r (PIP3C6) showing his payment plan for the
items ordered. Finally, the seller sends a notify of advance
shipment message n (PIP3B2) informing the buyer about
shipment.
The seller L(1) Figure 1 (a) and buyer#1 L(2) Figure
1 (b) business processes have messages in common, but
ordered differently. The difference is that the buyer expects
to get shipment information n (PIP3B2) soon after his
purchse order is confirmed by the seller via p′ message
(PIP3A4) and do remittance via r message (PIP3C6) later,
while the seller process is sending shipping information
via n message (PIP3B2) only after remittance advice r
message (PIP3C6) is received. Thus from a message level,
the two processes match; however, when order is taken
into account, the two business processes do not match.
Thus ignoring message order and relying on message set
intersection results in a false match in this case.
Prune away cycles
Another possible abstraction is to use the FSA, but ignoring
cycles. Unlike the previous approach which ignores
message order, in this approach the order of messages in
not ignored. While this approach is simple, it violates one
of the stated requirements for the indexing approach. It can
easily be verified that pruning away cycles from both the
query and stored FSA results in false misses, hence is not
suitable for our purpose.
Example The seller and buyer#2 processes (Figure 1(a)
and (c) respectively) match, since they have message se-
quences in common. However, when the cycles are pruned
away, the two business processes will not match. This is
because the originally matching message sequences pp′brn
will no longer match when the back edge (3, n, 0) is pruned
away from L(2), resulting in a false miss.
Remove duplicates in message sequences
A third possible abstraction is to remove duplicate messages
in every sequence as follows: (i) keep the first occurrence of
a message in a message sequence (ii) ignore all subsequent
occurrences of the same message in the same sequence.
The result of this abstraction on the original language
is that a new finite language where no false misses can
occur during searches, but false matches are possible. False
misses are not possible because intuitively, any sequences
that match originally, will still match if the same amount of
information is taken away from both automata.
Example The business process for buyer#3 i.e., allows
upto two billing statement notification messages b (PIP3C5)
to be received. The seller and buyer#3 processes do not
match, because in buyer#3’s business process, the pur-
chase order confirmation message p′ (PIP3A4) is followed
by two consecutive billing statement notification messages
b (PIP3C5). However, after duplicates are removed in the
buyer#3 business process, the extra b (PIP3C5) message is
removed and the two business processes will match, thus a
false match has occured.
Remove duplicates and record context information
through a look-back
This abstraction builds upon the previous one, where du-
plicate messages are removed. The goal is to reduce the
number of false matches by reducing the ambiguity of tran-
sitions in different FSAs. One well known approach of re-
solving ambiguities in languages is to use look-ahead. Al-
ternatively, we are using a look-back, i.e., considering his-
tory information of a path traversal to make the transition in-
formation more unique. Thus, the context information tells
us how we arrive at a given transition by looking backwards
a predefined number of transitions in the history.
Like the approach to remove duplicates, this approach
allows a finite language to be generated from an infinite
one and allows no false misses to occur. However, the
approach reduces the rate of false matches by introducing
more precision into the language specification through
the encoding of context information into the message
sequence description. By increasing the amount of context
information, we also increase precision, thus increasing the
quality of search results.
Example The false match that resulted when duplicates
were removed in Figure 1 (d) can be avoided by using con-
text information with a look-back of 1. In particular, the
original message sequence pp′bbrn of the buyer#3 busi-
ness process as depicted in Figure 1 (d) is examined. Rather
than simply considering the message itself, we now also
consider the previous message. Since the first message p
does not have a previous message, the $ sign is introduced
as a placeholder indicating the start of a message sequence,
thus, the first element of the sequence is $p. The sec-
ond message p′ has a previous message p, thus, the sec-
ond element of the sequence is pp′. Following this ap-
proach, the sequence above results in $p, pp′, p′b, bb, br, rn.
However, the corresponding message sequence of the seller
as depicted in Figure 1 (a) is pp′brn which maps to
$p, pp′, p′b, br, rn. The two sequences are different, thus
they represent different message sequences, and the two
FSAs do not match. Thus, the false match is eliminated
by using a look-back of 1.
The rest of the discussion in this section focuses on ex-
plaining this approach in more detail, explaining the used
algorithms. The approach is based on the construction of
a grammar. The regular grammar of an FSA can be con-
structed using standard techniques e.g., [8]. The regular
grammar is converted to a grammar with context informa-
tion as described below for a look-back of 0:
Definition 4 Introduce context information, where look-
back= 0.
Let A = (Q,Σ,∆, q0, F ) be an FSA. A new grammar,
G0 = (N0, T0, P0, S0), with context information where
look-back amount = 0 is derived from A such that:
• non-terminals: N0 := {[q]|q ∈ Q} ∪ {[s], [s′]},
where s and s′ are newly introduced start symbols with
s, s′ 6∈ Q
• terminals: T0 := Σ ∪ {$,#,′ ,′ | $,#,′ ,′ 6∈ Σ} , where
$ and # represents the start and termination of a mes-
sage sequence respectively
• start symbol: S0 := [s]
• production rules:
P0 :=
⋃
([q1],a,[q2])∈∆
 {²[q1] ::= a, ²[q2];²[q2] ::= #} if q2 ∈ F{²[q1] ::= a, ²[q2]} else
⋃ {
²[s] ::= ², ²[s′]
}
⋃ {
²[s′] ::= $, ²[q0]
}
⋃ {
²[q0] ::= #|qo ∈ F
}
² represents an empty string. The production ²[q1] ::=
a, ²[q2] can be expressed in short hand notation
²[q1]
a−→ ²[q2].
The set N0 contains non-terminals, and is a union of FSA
states where each state is put in square brackets, and a set
consisting of two additional symbols [s] and [s’]. The sym-
bols [s] and [s’] are symbols for special start productions.
T0 is a set of terminals; it is derived from the union of all
input messages to the FSA and a set of special symbols $,
# and ′,′where $ marks the start of a word, or message se-
quence, # marks the end of a word or message sequence
in the resulting language and ′,′ is a separator symbol. S
represents the grammar’s start symbol, which is [s], in our
representation.
P0 is the set of productions or rules. Each production
is represented in Backus Naur form ²[q1] ::= a, ²[q2] for
each transition (q1, a, q2) ∈ ∆. ² represents an empty
string. All productions are generated from transitions, plus
three special productions, not directly derived from tran-
sitions. These productions are (i) ²[s] ::= ², ²[s′] (ii)
²[s′] ::= $, ²[q0] and (iii) ²[q0] ::= #. Productions (i) and
(ii) allow a $ symbol to be used at the beginning of every se-
quence and keeping the context information length constant
even if the sequence length is shorter than the look-back.
The rule ²[q0] ::= # is added only when the start state is a
final state.
Productions in Definition 4 have the form T ∗ × N ::=
a, T ∗ ×N , which is a context sensitive grammar [3]. How-
ever the form of productions is effectively modelled such
that the underlying grammar is regular, i.e., context prefix
on the right-hand side always starts with the full context
prefix of the left-hand side, and all right-hand side always
generate terminals to the left of a non-terminal. We give
an example to illustrate how the above definition is applied
to the seller business process using a grammar with a look-
back of 0:
G0 = (N0, T0, P0, S0) where
N0 := {[s], [s′], [0], [1], [2], [3], [4], [5], [6], [7]},
T0 := {b, n, p, p′, r, s, s′, $,#,′ ,′ } , S0 := [s], and
P0 := { ²[s] ::= ², ²[s′]; ²[s′] ::= $, ²[0];
²[0] ::= p, ²[1]; ²[1] ::= p′, ²[2];
²[2] ::= s, ²[3] | b, ²[4]; ²[3] ::= s′, ²[2];
²[4] ::= s, ²[5] | r, ²[6]; ²[5] ::= s′, ²[4];
²[6] ::= n, ²[7]; ²[7] ::= # }
The finite language generated from the above grammar
is shown below. For brevity we omit ² symbols from the
language since they represent empty strings:
{[$, p, p′, b, r, n,#], [$, p, p′, s, s′, b, r, n,#],
[$, p, p′, b, s, s′, r, n,#] }.
Computing grammar for incremented look-back
We now describe a generic algorithm to increase the look-
back from n to n+ 1.
Definition 5 (Computing context sensitive grammar)
Let Gn = (Nn, Tn, Pn, Sn) be a grammar representing
an FSA with a look-back of n. A successor grammar
Gn+1 = (Nn+1, Tn+1, Pn+1, Sn+1) with look-back n+ 1,
is generated from Gn such that:
– Nn+1 := Nn
– Tn+1 := Tn
– Sn+1 := Sn
– let a¯ := a3 · · · an−1 and
– q0 ∈ Tn ∧ $n[s′] ::= $, $n[q0] ∈ Pn
Pn+1 :=
⋃
a1a2a¯[q] ::= a′, a2a¯a′[q1]
∈ Pn \ {²[s] ::= ², $n[s′]}

{a1a2a¯a′[q1] ::= a′′, a2a¯a′a′′[q2]}
if a2a¯a′[q1] ::= a′′, a¯a′a′′[q2] ∈ Pn
{ a1a2a¯a′[q1] ::= #}
if a2a¯a′[q1] ::= # ∈ Pn
⋃ {
²[s] ::= ², $n+1[s′]
}
⋃ {
$n[s′] ::= $, $n+1[q0]
}
where ai, a′, a′′ ∈ Tn
The non-terminals, terminals and start symbol for a gram-
mar with look-back n + 1 are directly derived from corre-
sponding variables in the previous grammar with look-back
n, through equivalence.
We will use an example to explain how productions for
the grammar with look-back of n+ 1 is generated. We will
use productions P0 given in the previous example to illus-
trate how productions P1 for the grammar with look-back
of 1 are generated.
The start production is ²[s] ::= ², $[s′] being derived
from ²[s] ::= ², $1[s′] since look-back is 1. The next pro-
duction is $[s′] ::= $, $[0] which is derived from $1[s′] ::=
$, $1[q0] in the above definition.
The rest of the productions are derived by iterating over
productions of P0 (excluding ²[s] ::= ², ²[s′]). First, we
take ²[s′] ::= $, ²[0] as the pivot production. The set of
productions reachable from ²[s′] ::= $, [0] in a single step
is {²[0] ::= p, ²[1]}. Thus we can derive a new produc-
tion $[0] ::= p, p[1] by combining the pivot production with
²[0] ::= p, ²[1]. The new context information for [0] is $
which is a concatenation of the context information of [s′]
with that of $ from ²[s′] ::= $, ²[0] in P0. The context infor-
mation of [1] is similarly obtained from ²[0] ::= p, ²[1] i.e.,
concatenate context information for [0] and p to obtain p.
The next pivot production is ²[0] ::= p, ²[1] and the
set of reachable productions is {²[1] ::= p′, ²[2]}. By
applying the same principle, the new production will be
p[1] ::= p′, p′[2]. The full list of productions computable
from P0 is given below:
P1 := { ²[s] ::= ², $[s′]; $[s′] ::= $, $[0];
$[0] ::= p, p[1]; p[1] ::= p′, p′[2];
p′[2] ::= s, s[3] | b, b[4]; s[3] ::= s′, s′[2];
b[4] ::= s, s[5] | r, r[6]; s′[2] ::= s, s[3] | b, b[4];
s[5] ::= s′, s′[4]; r[6] ::= n, n[7];
s′[4] ::= s, s[5] | r, r[6]; n[7] ::= # }
Figure 2 illustrates the graphical representation for the
grammar corresponding to the above productions.
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Figure 2. Seller example with look-back of one
In this figure, non-terminals preceded by their context
information are represented as states; transitions are labeled
with terminals in accordance to the above production rules,
i.e., transition labels have the form a, a1 · · · an−1a where a
is the label for the current transition, a1 · · · an−1a is context
information for the target state reached by this transition.
All transitions having # as a transition label lead into a final
state.
We have presented the picture in Figure 2 for illustra-
tion purposes only, otherwise it is not necessary for com-
puting the finite language. A finite language is computed
from the grammar by deriving words that are generated
from the start symbol, such that every cycle is traversed at
most twice. During the traversal, duplicates are used as fix-
point. If a subsequence has already been added to the cur-
rent sequence, the same subsequence is not added again to
the sequence if encountered. The following is the finite set
of words derived from the productions of P1:
[$$, $p, pp′, p′b, br, rn, n#],
[$$, $p, pp′, p′s, ss′, s′b, br, rn, n#],
[$$, $p, pp′, p′b, bs, ss′, s′r, rn, n#],
[$$, $p, pp′, p′s, ss′, s′b, bs, s′r, rn, n#].
Increasing the amount of look-back results in more con-
text information being encoded in subsequences making-up
words of the language. This results in a more expressive
finite language because potential false matches are mini-
mized as we have already shown. The quality of search re-
sults is also increased as a result of the high expressiveness
of the languages being intersected. We also want to explic-
itly point out that both the query and data must undergo the
same transformation, hence, the approach is guaranteed to
find a match if one exists.
The language resulting from the removal of duplicates
and recording of context information is finite as illustrated
above. This means we can enumerate words of the lan-
guage, and use standard indexing techniques such as a B+-
tree to index such languages.
3. Complexity Analysis
Converting an FSA to a grammar with look-back of
zero is performed by traversing all transitions of the FSA
graph from the start state, visiting each transition only once
in a depth-first fashion. The computational complexity is
O(|∆|) and storage complexity is O(|∆| + |Q|) where |∆|
is the number of transitions and |Q| is the number of states.
Number of productions in an acyclic FSA The best case
for the number of words to be stored is when an FSA is
non-cyclic. The number of productions R(n), generated for
non-cyclic FSAs is given by
R(n) = 2 + |∆|+ |F | (1)
where |∆| is the number of transitions and |F | is the
number of final states. The rational for the above formula
is as follows: every FSA transition (q1, a, q2) results in
a new production a1 · · · an−1[q1] a−→ a2 · · · an−1a[q2]
where n is the look-back amount, and every FSA transition
leading to a final state results in an extra production
a1 · · · an−1[q2] #−→ a2 · · · an−1#. In addition, there
are 2 start productions of the form ²[s] ²−→ $n[s′] and
$n[s′] $−→ $n[q0] where q0 is a start state.
Number of words in an acyclic FSA The number of gen-
erated finite words W cannot exceed the number of transi-
tions |∆| plus 1 in the best case, which is when the FSA is
acyclic. Hence, the number of generated finite words W is
given by
W ≤ 1 + |∆| (2)
where 1 represents a special empty word when the start state
of an FSA is a final state. The computational and storage
complexity for the number of words is therefore O(|∆| +
|Q|).
3.1. FSAs with simple cycles
The next definition presents a derivation for the number
of productions in a simple FSA. Let A = (Q,Σ,∆, q0, F )
be a simple FSA. For a given look-back amount n, the maxi-
mum number of productions is computed recursively as fol-
lows:
R(0) = 2 + |∆|+ |F | (3)
R(1) = R(0) ∗ |∆|
R(2) = R(1) ∗ |∆|
= (R(0) ∗ |∆|) ∗ |∆|
= R(0) ∗ |∆|2
...
R(n) = R(0)|∆|n
= (2 + |∆|+ |F |) ∗ |∆|n (4)
= O(|∆|n+1) (5)
The rational for the above equation is as follows: the num-
ber of rules when look-back is zero cannot exceed the
sum of the number of FSA transitions, final states plus
2. Thus the maximum number of productions R(0) is
R(0) = 2 + |∆|+ |F |.
A new grammar for a given look-back n, is computed
from the previous grammar (look-back amount n−1). This
requires iterating over the grammar rules for the previous
look-back n− 1. In each iteration, every grammar rule can
generate at most |∆| new rules, hence the total number of
new rules is the product of total number of previous rules
and the number of transitions (assuming that each transi-
tion results in the introduction of a new rule). The termina-
tion condition is the call to R(0), which is computed non-
recursively. Thus the complexity for computing the number
of rules is O(|∆|n+1), being exponential on the look-back
for the worst case.
The worst case complexity for the number of finite words
is computed from the set of rules. Let |∆| be the average
number of transitions in each FSA, given by
|∆| =
∑N
i=1 |∆i|
N
(6)
where |∆i| is the number of transitions in FSA Bi, each Bi
is an FSA in the data collection and N is the number of
FSAs in the collection. The worst case complexity for the
number of productions is O(|∆|n+1). The number of finite
words that can be generated from the grammar rules can be
approximated as follows:
W = 2 ∗ ((2 + |∆|+ |F |) ∗ |∆|n)
i.e. W = O(|∆|n+1) (7)
Equation 7 is derived as follows: for an FSA with simple
cycles, the worst case complexity is when every production
derives a word. In addition, cyclic paths are traversed at
most twice, thus we multiply the total number of rules (see
Equation 4) by 2 to get an upper bound on the potential
number of words that can be derived. Thus the result is, the
number of words for the worst case is exponential on the
average number of transitions in the FSA.
The effort needed to construct the index is a sum
of the effort to compute the grammar, compute a finite
set of words and insert into an index structure such as
B+-tree. The best case effort needed to construct the
index is thus O(N ∗ |∆| + log(N ∗ |∆|)) where |∆| is
the average number of transitions in an FSA and N is
the number of FSAs to be inserted into the collection.
O(log(N ∗ |∆|)) is the effort needed to insert into a
B+-tree index structure [6]. The worst case complexity is
O
(
N ∗ |∆|n+1+ log(N ∗ |∆|n+1)
)
where n is the amount
of look-back. |∆|n+1 is the number of words generated
for each FSA in the worst case as given by equation 7 above.
Index search for FSAs with simple cycles Index-based
search is done in three phases: (i) transforming the query
FSA into a finite set of words (ii) searching on a standard
index structure such as B+-tree (iii) merging intermediate
results.
The complexity for transforming an FSA above is
O(|∆q|) for the best case and O(|∆q|n+1) where |∆q| is
the number of transitions in the query FSA (see equation
5).
The best case complexity for searching is when the FSAs
in the collection are non-cyclic. The search complexity
is given by O(|∆q| ∗ log(N ∗ |∆|)) for the best case,
where O(|∆q|) is best case complexity for the number of
words in the query FSA. The worst case complexity is
O
(
|∆q|n+1 ∗ log(N ∗ |∆|n+1)
)
. In general, the number of
words from the query FSA is small compared to the number
in the collection. Thus, we can omit the |∆q| and |∆q|n+1
in the respective complexities for the best and worst
case. Thus search complexities can be approximated with
O(log(N ∗ |∆|)) and O
(
log(N ∗ |∆|n+1)
)
respectively
for the best and worst cases.
The standard merge-sort algorithm is used for merging
intermediate search results. The complexity for merge-sort
is O
(
N
′
log(N
′
)
)
where N
′ ≤ N , is the number of FSAs
to merge.
The best total search complexity is computed by
summing-up the best case complexities for transforming the
query FSA, searching and merging which is
O
(
|∆q|+ |∆q| ∗ log(N ∗ |∆|) +N ′ log(N ′)
)
.
The worst case total search complexity is similarly ob-
tained, being
O
(
|∆q|n+1 + |∆q|n+1 ∗ log(N ∗ |∆|n+1) +N ′ log(N ′)
)
.
3.2. FSAs with complex cycles
The number of words generated quickly explodes for
FSAs with complex cycles. As an example, Figure 3 (b)
shows how the number of words exponentially increases
for a simple example FSA, Figure 3 (a) with two transi-
tions only. In Figure 3 (b) |Delta| represents the number
a b
     |Delta|               n              |P|                 W
       2                      0               7                   5
       2                      1               15                53
       2                      2               31           2 555
(a) (b)
Figure 3. FSA with complex cycles
of transitions, n, the look-back amount, |P | the number of
productions and W the number of words. Clearly, a differ-
ent approach is needed to index FSAs with complex cycles
e.g., representing FSAs using message sets with context in-
formation to increase precision.
4. Evaluation in Web services Domain
The indexing approach described in this paper was im-
plemented and integrated into the IPSI-PF engine - a service
discovery engine extending the current UDDI infrastruc-
ture with process-aware service discovery capability [15].
There are two parts to the query (i) a UDDI part to support
standard UDDI queries (ii) a business process matching en-
gine to support the matching of business processes based
on an index approach described in this paper. The business
process part is described using standards such as BPEL. The
two query parts are passed to the respective engines i.e., the
UDDI part of the query is parsed to the UDDI engine such
as jUDDI and the business process (BPEL) part is passed
to another component that converts BPEL to FSA. We have
implemented such a BPEL to FSA convertor [14]. After
the conversion, the FSA is passed to the business process
engine for computing the business process matching. De-
composition of the query is realized as a pipeline e.g., using
cocoon, and merging of final results is done using a natural
join that is realized using XSLT.
We carried-out experimental evaluations of the indexing
approach. The goal of the evaluation was to characterize in-
dexed search complexity, performance and quality of search
results. In particular, we wanted to find out the following:
– index-based search versus sequential search
– data-set size versus index performance
– look-back versus index performance
– look-back versus quality of search results
Specification of data-set
The data-set used for the experiments is business process
data based on the RosettaNet specification [10]. We used
RosettaNet data to ensure a realistic data-set with a signif-
icant level of complexity. We developed a tool to gener-
Table 1. FSA complexity
N |Q| |Σ| |∆|
100 7 078 1 463 7 385
200 14 156 2 926 14 770
300 21 234 4 389 22 155
ate complex business processes from the RosettaNet speci-
fication as well as analyzing and categorizing them. Using
the tool, RosettaNet PIPs were composed into more com-
plex sequences according to RosettaNet rules for combining
PIPs. Parameters such as branching, cycle and self-cycle
probabilities as well as business process graph depth were
used to configure the tool for data generation. The data was
Table 2. data set/ look-back matrix
N\n 0 1 2 3 4 5
100 3 152 4 122 4 122 4 726 4 783 5 504
200 6 304 8 244 8 244 9 452 9 566 11 008
300 9 456 12 366 12 366 14 178 14 349 16 512
partitioned into three sets of sizes 100, 200 and 300 business
processes to allow the measuring of query performance-
time as a function of data-set size. To measure the influ-
ence of look-back on performance, the look-back was var-
ied from 0 through to 5 for each data-set and the resulting
number of words recorded. This data also allowed us to
measure the influence of look-back on search results qual-
ity (i.e., rate of false matches).
The structural complexity of input business process data
was also measured and recorded. The information recorded
includes the number of states, messages, transitions, se-
quences and cycles. Table 1 summarizes the complexity of
the input business processes and Table 2 shows the number
of words recorded for each data set as the look-back n, is
varied from 0 to 5. The used parameters in the two tables
are: N is the data set size, |Q| is the number of state ob-
jects, |Σ| is the number of transition objects, and |∆| is the
number of transition objects. We can see from Table 2 that
generally, increasing the look-back results in an increase in
the number of words. This is because for cyclic FSAs, more
iterations are made when the look-back is increased.
The data was used as input to our business process
matching engine which was implemented using the ap-
proach described in this paper.
Environment of the experiments
The baseline infrastructure is sequential search-based
matchmaking engine that scans the data set, computes in-
tersection with the query FSA and checks for non-emptiness
of intersection results. An indexing engine is implemented
at the same level of abstraction, based on the approach de-
scribed in this paper.
The experiments were conducted on a Dell machine,
with a Pentium 4 processor 2.00GHz clock speed and 512
MB RAM. The total disk space was 74 GB. The machine
was running under Windows XP operating system. MySQL
server version 4.0 was the used database engine. The
machine was also running the JBOSS 3.2.3 application
server which provided the J2EE environment for the
IPSI-PF process matchmaking engine. The sequential and
index search are implemented on the same data model and
level of abstraction using container managed persistency.
We allowed no buffering/caching of query results; all tests
were run under cold start conditions.
Results
Influence of data set size and look-back The best case,
average case and worst case performances were measured
for both sequential and indexed-based searches for the three
data sets. Index-based search was faster than sequential
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Figure 4. Index performance factor N = 300
searching by factors of 78, 58, and 45 for the best, average
and worst case respectively, for N = 300 data set and
n = 0 where n is the look-back. The performance factors
gradually decrease as n was increased from 0 through to
5, and it was lowest at n = 5. Data sets with N = 100
and N = 200 showed similar patterns. The results of this
experiment are shown in Figure 4 for N = 300. Figure 5
shows results N = 100 and N = 300. This behaviour can
be explained as follows: increasing the look-back increases
the number of words to be compared as shown in Table 2.
This increases the overall complexity for both storage and
computation, accounting for the decrease in performance
gain as n is increased. Figure 5 also shows that index
performance gain improves with increase in data set size.
Thus our index performs even better with larger data sets.
False matches When N = 300 and n = 0 a false match
rate of 0.26% was observed. When n ≥ 1, the false match
Figure 5. Index performance factor N = 100
and N = 300
rate drops to 0%meaning no false match was recorded. This
result shows that the effect of false matches is not that sig-
nificant. However a full analysis of false match occurence
still needs to be carried out.
5. Related Work
The approach presented in this paper to index FSA is
to use an grammar-based abstraction to reduce complex-
ity of the finite state automata, hence making it “index-
able”. The only approach that allows full indexing of FSA
to support FSA intersection queries to our knowledge is
the RE-Tree [2]. It relies on finite state automata theory
to build a hierarchical tree structure like the B+tree, where
the language containment relationship between finite state
automata is used to guide the search. The RE-tree ap-
proach requires several optimizations to be performed to
construct the index, e.g., constructing an optimal bound-
ing automaton, finding an optimal node split when a node
is full (NP hard problem), and selecting an optimal inser-
tion node (maximizes language intersection). The index has
high complexity in terms of construction, as compared to
our approach. Here we will compare only the search com-
plexities because search operations are done more often on
a database than maintenance and construction operations.
The best case complexity for FSA-based intersection
searching using RE-trees is O
(
|∆q|∗ |∆|
′
∗ log(N)
)
where
|∆q| is the number of transitions in the query FSA, |∆|
′
is
the average number of transitions in the bounding FSA and
N is the number of FSA in the database. This complex-
ity formula is obtained as follows: the search tree is pruned
by intersecting the query FSA with the bounding FSA and
takes quadratic time O
(
|∆q| ∗ |∆|
′)
. The intersection op-
eration must be performed for the entire height h of the
tree where h = logk(N+1k ), accounting for the log(N) in
the complexity formula where k is the maximum degree of
the RE-tree. On the contrary, the best case complexity for
searching using our approach is O
(
|∆q| + |∆q| ∗ log(N ∗
|∆|)+N ′ log(N ′)
)
. The RE-tree best case search complex-
ity is more than quadratic due to the multiplying factor of
the number of transitions in query FSA, the average num-
ber of transitions in the bounding FSA and the logarithm of
the number of FSA in the collection. On the other hand,
our best case search complexity is more than linear, but less
than quadratic as can be verified from the formula. Thus
our approach has better best case complexity than Re-trees.
The worst case complexity for searching using an RE-
tree is when every branch of the RE-tree is traversed. The
complexity is given by O
(
|∆q| ∗ |∆|
′
∗N ∗ log(N)+N ′ ∗
log(N
′
)
)
. The number of intersection operations to be per-
formed is given by
∑h
i=1 k
i which has O(N) complexity
after substituting hwith logk(N+1k ) and expanding the sum-
mation formula. Thus the O(N) complexity accounts for
the N multiplying factor in the worst case complexity for-
mula and N
′ ∗ log(N ′) is the complexity for doing merge-
sort. In our approach, the worst case complexity for search-
ing can be verified to be O
(
|∆q|n+1+ |∆q|n+1 ∗ log(N)+
|∆q|n+1∗(n+1)∗log(|∆|)+N ′∗log(N ′)
)
. It can be shown
that for small values of n and large data sets, our index has
better worst case search performance than the RE-tree.
There exists other approaches like dataGuides [5], 1/2/T-
indexes [9] and GraphGrep [4]. These approaches do not
have mechanisms to handle infinite languages as well as the
intersection operator on FSA. They are all based on cluster-
ing of paths, to reduce the number of paths to be searched.
Set-based approaches also exist, although they have not
been applied to this kind of problem [7]. Their main limi-
tation is that order is ignored in sets, hence the notion of a
word is lost. Moreover, performance analysis on set-based
structures done by Helmer [7], indicated that they support
point queries very well, but are very poor when it comes
to intersection queries. The set data structure itself is also
lossy, hence, introduces lots of false matches.
6. Conclusion and Future Work
The paper presented an approach for indexing business
processes for efficient matching in web service infrastruc-
tures. The approach uses a grammar-based abstraction
to reduce the number of message sequences to be com-
pared. The paper presented a description of the approach
along with complexity analysis and experimental evalua-
tion. Evaluation results show search performance improve-
ment by an order of magnitude against sequential searching
for the best case, average case and worst case. Analytical
results also show that our approach is better than the RE-
tree approach for FSA with simple cycles. Future work ad-
dresses the indexing of FSA with complex cycles. We also
want to extend the approach to more complexity types of
FSA e.g., annotated FSA, considering optional and manda-
tory messages within a business process specification. A
full analysis of false matches will also be carried out.
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