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Abstract
We consider a pure 2m-qubit initial state to evolve under a particular quantum me-
chanical spin Hamiltonian, which can be written in terms of the adjacency matrix of
the Johnson network J(2m,m). Then, by using some techniques such as spectral dis-
tribution and stratification associated with the graphs, employed in [1, 2], a maximally
entangled GHZ state is generated between the antipodes of the network. In fact, an
explicit formula is given for the suitable coupling strengths of the hamiltonian, so that
a maximally entangled state can be generated between antipodes of the network. By
using some known multipartite entanglement measures, the amount of the entanglement
of the final evolved state is calculated, and finally two examples of four qubit and six
qubit states are considered in details.
Keywords: maximal entanglement , GHZ states, Johnson network, Strat-
ification, Spectral distribution
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1 Introduction
The idea to use quantum spin chains for short distance quantum communication was put
forward by Bose [3]. After the work of Bose, the use of spin chains [4]-[18] and harmonic
chains [19] as quantum wires have been proposed. In the previous work [1], the so called
distance-regular graphs have been considered as spin networks (in the sense that with each
vertex of a distance-regular graph, a qubit or a spin was associated) and perfect state transfer
(PST) of a single qubit state over antipodes of these networks has been investigated. In that
work, a procedure for finding suitable coupling constants in some particular spin Hamiltonians
has been given so that perfect and optimal transfer of a quantum state between antipodes of
the corresponding networks can be achieved, respectively.
Entanglement is one of the other important tasks in quantum communication. Quantum
entanglement in spin systems is an extensively-studied field in recent years [20,21,22,23], in the
advent of growing realization that entanglement can be a resource for quantum information
processing. Within this general field, entanglement of spin1/2 degrees of freedom, qubits, has
been in focus for an obvious reason of their paramount importance for quantum computers,
not to mention their well-known applicability in various condensed-matter systems, optics and
other branches of physics. In [24], authors attempted to generate a Bell state between distant
vertices in a permanently coupled spin network interacting via invariant stratification graphs
(ISGs). At the first step, they established an upper bound over achievable entanglement
between the reference site and the other vertices. Due to this upper bound they found that
creation of a Bell state between the reference site and a vertex is possible if the stratum of
that vertex is a single element, e.g. antipodal ISGs. The present work focuses on the provision
of GHZ state, by using a 2m-qubit initial product state. To this end, we will consider the
Johnson networks J(2m,m) (which are distance-regular) as spin networks. Then, we use the
algebraic properties of these networks in order to find suitable coupling constants in some
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particular spin Hamiltonians so that 2m-qubit GHZ state can be achieved.
The organization of the paper is as follows: In section 2, we review some preliminary
facts about graphs and their adjacency matrices, spectral distribution associated with them;
In particular, some properties of the networks derived from symmetric group Sn called also
Johnson networks are reviewed. Section 3 is devoted to 2m-qubit GHZ state provision by
using algebraic properties of Johnson network J(2m,m), where a method for finding suitable
coupling constants in particular spin Hamiltonians is given so that maximal entanglement in
final state is possible. The paper is ended with a brief conclusion and two appendices.
2 preliminaries
2.1 Graphs and their adjacency matrices
A graph is a pair Γ = (V,E), where V is a non-empty set called the vertex set and E is a
subset of {(x, y) : x, y ∈ V, x 6= y} called the edge set of the graph. Two vertices x, y ∈ V are
called adjacent if (x, y) ∈ E, and in that case we write x ∼ y. For a graph Γ = (V,E), the
adjacency matrix A is defined as
(A)α,β =
{
1 if α ∼ β
0 otherwise
. (2-1)
Conversely, for a non-empty set V , a graph structure is uniquely determined by such a matrix
indexed by V . The degree or valency of a vertex x ∈ V is defined by
κ(x) = |{y ∈ V : y ∼ x}| (2-2)
where, | · | denotes the cardinality. The graph is called regular if the degree of all of the vertices
be the same. In this paper, we will assume that graphs under discussion are regular. A finite
sequence x0, x1, ..., xn ∈ V is called a walk of length n (or of n steps) if xi−1 ∼ xi for all
i = 1, 2, ..., n. Let l2(V ) denote the Hilbert space of C-valued square-summable functions on
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V . With each β ∈ V we associate a vector |β〉 such that the β-th entry of it is 1 and all of
the other entries of it are zero. Then {|β〉 : β ∈ V } becomes a complete orthonormal basis of
l2(V ). The adjacency matrix is considered as an operator acting in l2(V ) in such a way that
A|β〉 = ∑
α∼β
|α〉. (2-3)
2.2 Spectral distribution associated with the graphs
Now, we recall some preliminary facts about spectral techniques used in the paper, where more
details have been given in Refs. [26,27,28,29]
Actually the spectral analysis of operators is an important issue in quantum mechan-
ics, operator theory and mathematical physics [30,31]. As an example µ(dx) = |ψ(x)|2dx
(µ(dp) = |ψ˜(p)|2dp) is a spectral distribution which is assigned to the position (momentum)
operator Xˆ(Pˆ ). The mathematical techniques such as Hilbert space of the stratification and
spectral techniques have been employed in [32,33] for investigating continuous time quantum
walk on graphs. Moreover, in general quasi-distributions are the assigned spectral distribu-
tions of two hermitian non-commuting operators with a prescribed ordering. For example the
Wigner distribution in phase space is the assigned spectral distribution for two non-commuting
operators Xˆ (shift operator) and Pˆ (momentum operator) with Wyle-ordering among them
[34, 35]. It is well known that, for any pair (A, |φ0〉) of a matrix A and a vector |φ0〉, one can
assign a measure µ as follows
µ(x) = 〈φ0|E(x)|φ0〉, (2-4)
where E(x) =
∑
i |ui〉〈ui| is the operator of projection onto the eigenspace of A corresponding
to eigenvalue x, i.e.,
A =
∫
xE(x)dx. (2-5)
Then, for any polynomial P (A) we have
P (A) =
∫
P (x)E(x)dx, (2-6)
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where for discrete spectrum the above integrals are replaced by summation. Therefore, using
the relations (2-4) and (2-6), the expectation value of powers of adjacency matrix A over
reference vector |φ0〉 can be written as
〈φ0|Am|φ0〉 =
∫
R
xmµ(dx), m = 0, 1, 2, .... (2-7)
Obviously, the relation (2-7) implies an isomorphism from the Hilbert space of the stratification
onto the closed linear span of the orthogonal polynomials with respect to the measure µ.
2.3 Underlying networks derived from symmetric group Sn
Let λ = (λ1, ..., λm) be a partition of n, i.e., λ1 + ... + λm = n. We consider the subgroup
Sm ⊗ Sn−m of Sn with m ≤ [n2 ]. Then we assume the finite set Mλ = SnSm⊗Sn−m with |Mλ| =
n!
m!(n−m)! as vertex set. In fact, M
λ is the set of (m − 1)-faces of (n − 1)-simplex (recall that,
the graph of an (n − 1)-simplex is the complete graph with n vertices denoted by Kn). If we
denote the vertex i by m-tuple (i1, i2, ..., im), then the adjacency matrices Ak, k = 0, 1, ..., m
are defined as
(Ak)i,j =

1 if ∂(i, j) = k,
0 otherwise (i, j ∈ Mλ)
, k = 0, 1, ..., m. (2-8)
where, we mean by ∂(i, j) the number of components that i = (i1, ..., im) and j = (j1, ..., jm)
are different (this is the same as Hamming distance which is defined in coding theory). The
network with adjacency matrices defined by (2-8) is known also as the Johnson network J(n,m)
and has m+ 1 strata such that
κ0 = 1, κl =
 m
m− l

 n−m
l
 , l = 1, 2, ..., m. (2-9)
One should notice that for the purpose of maximal entanglement provision, we must have
κm = 1 which is fulfilled if n = 2m, so we will consider the network J(2m,m) (hereafter we
will take n = 2m so that we have κm = 1). If we stratify the network J(2m,m) with respect to
GHZ state generation on the Johnson network 7
a given reference node |φ0〉 = |i1, i2, ..., im〉, where |i1, i2, ..., im〉 ≡ |0...0 1︸︷︷︸
i1
0...0 1︸︷︷︸
i2
0...0 1︸︷︷︸
im
0〉
and i1 6= i2 6= ... 6= im. The unit vectors |φi〉, i = 1, ..., m are defined as
|φ1〉 = 1√
κ1
(
∑
i′1 6=i1
|i′1, i2, ..., im〉+
∑
i′2 6=i2
|i1, i′2, i3, ..., im〉+ ...+
∑
i′m 6=im
|i1, ..., im−1, i′m〉),
|φ2〉 = 1√
κ2
m∑
k 6=l=1
∑
i′
l
6=il,i′k 6=ik
|i1, ...il−1, i′l, il+1, ..., ik−1, i′k, ik+1..., im〉,
...
|φj〉 = 1√
κj
m∑
k1 6=k2 6=... 6=kj=1
∑
i′
k1
6=ik1 ,...,i′kj 6=ikj
|i1, ..., ik1−1, i′k1 , ik1+1, ..., ik−1, i′kj , ikj+1..., im〉,
...
|φm〉 = 1√
κm
∑
i′1 6=i1,...,i′m 6=im
|i′1, i′2, ..., i′m〉. (2-10)
Since the network J(2m,m) is distance-regular, the above stratification is independent of the
choice of reference node. The intersection array of the network is given by
bl = (m− l)2 ; cl = l2. (2-11)
Then, by using the Eq. (B-49), the QD parameters αi and ωi are obtained as follows
αl = 2l(m− l), l = 0, 1, ..., m; ωl = l2(m− l + 1)2, l = 1, 2, ..., m. (2-12)
Then, one can show that [27]
A|φl〉 = (l + 1)(m− l)|φl+1〉+ 2l(m− l)|φl〉+ l(m− l + 1)|φl−1〉. (2-13)
3 GHZ state generation by using quantum mechanical
Hamiltonian in the network J(2m,m)
The model we consider is the distance-regular Johnson network J(2m,m) consisting of N =
C2mm =
(2m)!
m!m!
sites labeled by {1, 2, ..., N} and diameter m. Then, we stratify the network with
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respect to a chosen reference site, say 1 (the discussion about stratification has been given in
appendix A; In these particular networks, the first and the last strata possess only one node,
i.e., |φ0〉 = |1〉 and |φm〉 = |N〉). At time t = 0, a 2m-qubit state is prepared in the first
(reference) site of the network. We wish to provide a maximal quantum entanglement between
the state of this site and the state of the N -th site after a well-defined period of time, in which
the corresponding network is evolved under a particular Hamiltonian.
If the network be assumed as a spin network, in which a spin-1/2 particle is attached to
each vertex (node) of the network, the Hilbert space associated with the network is given by
H = (C2)⊗2m. The standard basis for an individual qubit is chosen to be |0〉 = | ↓〉, |1〉 = | ↑〉.
Then we consider the Hamiltonian
Hs =
1
2
∑
1≤i<j≤2m
Hij (3-14)
where, Hij = σi · σj and σi is a vector with familiar Pauli matrices σxi , σyi and σzi . One can
easily see that, the Hamiltoniaan (3.14) commutes with the total z component of the spin, i.e.,
[σztotal, Hs] = 0, hence the Hilbert space H decompose into invariant subspaces, each of which
is a distinct eigenspace of the operator σztotal. So the total number of up and down spins are
invariant under action of Hamiltonian or time evolution operator. Now, we recall that the kets
|i1, i2, . . . , i2m〉 with i1, . . . , i2m ∈ {↑, ↓} form an orthonormal basis for Hilbert space H. Then,
one can easily obtain
Hij|... ↑︸︷︷︸
i
... ↑︸︷︷︸
j
...〉 = |... ↑︸︷︷︸
i
... ↑︸︷︷︸
j
...〉
and
Hij|... ↑︸︷︷︸
i
... ↓︸︷︷︸
j
...〉 = −|... ↑︸︷︷︸
i
... ↓︸︷︷︸
j
...〉+ 2|... ↓︸︷︷︸
i
... ↑︸︷︷︸
j
...〉. (3-15)
Equation (3.15) implies that the action of Hij on the basis vectors is equivalent to the action
of the operator 2Pij − I, i.e. we have
Hij = 2Pij − I (3-16)
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where Pij is the permutation operator acting on sites i and j. So
1
2
∑
1≤i<j≤2m
σi · σj =
∑
1≤i<j≤2m
Pij − 1
2
 2m
2
 I, (3-17)
In fact restriction of the operator
∑
1≤i<j≤2m Pij on the m-particle subspace (subspace spanned
by the states with m spin up) which has dimension C2mm , is written as the adjacency matrix A
of the Johnson network J(2m,m), as
∑
1≤i<j≤2m
Pij = A+m(m− 1)I. (3-18)
For more details see Ref.[1]. Then we stratify the network with respect to a chosen refer-
ence site, say |φ0〉. At time t = 0, the state is prepared in the 2m-qubit state |ψ(t = 0)〉 =
| 11 . . . 1︸ ︷︷ ︸
m
〉| 00 . . . 0︸ ︷︷ ︸
m
〉. Now, we consider the dynamics of the system to be governed by the Hamil-
tonian
H =
m∑
k=0
JkPk(1/2
∑
1≤i<j≤2m
σi · σj + m
2
I), (3-19)
Then, by using (3.17)-(3.20), the Hamiltonian can be written as
H =
m∑
k=0
JkPk(A) (3-20)
Jk is the coupling strength between the reference site |φ0〉 and all of the sites belonging to the
k-th stratum with respect to |φ0〉, and Pk(A) are polynomials in terms of adjacency matrix
of the Johnson network. Then, the total system is evolved under unitary evolution operator
U(t) = e−iHt for a fixed time interval, say t. The final state becomes
|ψ(t)〉 =
N∑
j=1
fjA(t)|j〉 (3-21)
where, N is the number of vertices, |j〉s have 2m entries inclusive m entries equal to 1 and the
other entries are 0 and |A〉 = | 11 . . . 1︸ ︷︷ ︸
m
00 . . . 0︸ ︷︷ ︸
m
〉 so that fjA(t) := 〈j|e−iHt|A〉.
The evolution with the adjacency matrix H = A ≡ A1 for distance-regular networks
(see Appendix B) starting in |φ0〉, always remains in the stratification space. For distance-
regular network J(2m,m) for which the last stratum, i.e., |φm〉 contains only one site, then
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maximal entanglement between the starting site |φ0〉 ≡ |A〉 and the last stratum |φm〉 (the
corresponding antipodal node) is generated, by choosing suitable coupling constants Jk. In
fact, for the purpose of a maximally entangled GHZ state generation between the first and
the last stratum of the network, we impose the constraints that the amplitudes 〈φi|e−iHt|φ0〉
be zero for all i = 1, ..., m − 1 and 〈φ0|e−iHt|φ0〉 = f , 〈φm|e−iHt|φ0〉 = f ′. Therefore, these
amplitudes must be evaluated. To do so, we use the stratification and spectral distribution
associated with the network J(2m,m) to write
〈φi|e−iHt|φ0〉 = 〈φi|e−it
∑m
l=0
JlPl(A)|φ0〉 = 1√
κi
〈φ0|Aie−it
∑m
l=0
JlPl(A)|φ0〉
Let the spectral distribution of the graph is µ(x) =
∑m
k=0 γkδ(x − xk) (see Eq. (B-53)).
The Johnson network is a kind of network with a highly regular structure that has a nice
algebraic description; For example, the eigenvalues of this network can be computed exactly
(see for example the notes by Chris Godsil on association schemes [39] for the details of this
calculation). Indeed, the eigenvalues of the adjacency matrix of the network J(2m,m) (that
is xk’s in µ(x)) are given by
xk = m
2 − k(2m+ 1− k), k = 0, 1, . . . , m. (3-22)
Now, from the fact that for distance-regular graphs we have Ai =
√
κiPi(A) [27], 〈φi|e−iHt|φ0〉 =
0 implies that
m∑
k=0
γkPi(xk)e
−it
∑m
l=0
JlPl(xk) = 0, i = 1, ..., m− 1
Denoting e−it
∑m
l=0
JlPl(xk) by ηk, the above constraints are rewritten as follows
m∑
k=0
Pi(xk)ηkγk = 0, i = 1, ..., m− 1,
m∑
k=0
P0(xk)ηkγk = f
m∑
k=0
Pm(xk)ηkγk = f
′. (3-23)
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From invertibility of the matrix Pik = Pi(xk) (see Ref. [2]) one can rewrite the Eq. (3-23) as
η0γ0
η1γ1
...
ηd−1γd−1
ηdγd

= P−1

f
0
...
0
f ′

. (3-24)
The above equation implies that ηkγk for k = 0, 1, ..., m are the same as the entries in the
first column of the matrix P−1 = WP t multiplied with f and the entries in the last column
multiplied with f ′, i.e., the following equations must be satisfied
ηkγk = γke
−it
∑m
l=0
JlPl(xk) = (WPt)k0f + (WP
t)kmf
′ , for k = 0, 1, ..., m, (3-25)
with W := diag(γ0, γ1, . . . , γm). By using the fact that γk and (WP
t)km are real for k =
0, 1, . . . , m, and so we have γk = |(WPt)km| and γk = (WPt)k0. The Eq. (3.26) can be
rewritten as
ηk = e
−it
∑m
l=0
JlPl(xk) = f + σ(k)f ′ (3-26)
where σ(k) is defined as
σ(k) =
{−1 for odd k
1 otherwise
. (3-27)
Assuming f = |f |eiθ and f ′ = |f ′|eiθ′, it should be considered θ′ = θ ± pi
2
then
e−it
∑m
l=0
JlPl(xk) = eiθ(|f | ± iσ(k)|f ′|) = ei(θ±arctan (σ(k)|f
′|
|f |
)+2ckpi); ck ∈ Z (3-28)
One should notice that, the Eq. (3.29) can be rewritten as
(J0, J1, . . . , Jm) = −1
t
[θ + 2c0π ± arctan (σ(k)|f
′|
|f | ), θ + 2c1π ± arctan (
σ(k)|f ′|
|f | ),
, . . . , θ + 2cmπ ± arctan (σ(k)|f
′|
|f | )](WP
t) (3-29)
or
Jk = −1
t
m∑
j=0
[θ + 2cjπ ± arctan (σ(k)|f
′|
|f | )](WP
t)jk (3-30)
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where cj for j = 0, 1, . . . , m are integers. The result (3-30) gives an explicit formula for suitable
coupling constants so that GHZ state in the final state can be achieved. The final state is as
the form
|ψ(t)〉 = f |11 . . . 100 . . . 0〉+ f ′|00 . . . 011 . . . 1〉 (3-31)
One attempt to provide a computationally feasible and scalable quantification of entanglement
in multipartite systems was made in Refs. [40,41,42]. For a pure n-qubit state |ψ〉, the so-called
global entanglement is defined as
Q(|ψ〉) = 2(1− 1
N
N−1∑
i=0
Tr[ρ2i ]) (3-32)
where ρi represents the density matrix of ith qubit after tracing out all other qubits. As
seen from this definition, the global entanglement can be interpreted as the average over the
(bipartite) entanglements of each qubit with the rest of the system. The global entanglement
for state in Eq. (3.32) will be
Q(|ψ〉) = 4|f |2|f ′|2 (3-33)
Also we introduce a simple multiqubit entanglement quantifier based on the idea of bipar-
tition and the measure negativity (which is two times the absolute value of the sum of the
negative eigenvalues of the corresponding partially transposed matrix of a state ρ) [43]. For
an arbitrary N -qubit state ρs1s2...sN , a multiqubit entanglement measure can be formulated
as [44]
̺ =
N
2
N
2∑
1
̺k|N−k(ρs1s2...sN ) (3-34)
where N is assumed even, otherwise N
2
should be replaced by N−1
2
, and ̺k|N−k(ρs1s2...sN ) is the
entanglement in terms of negativity between two blocks of a bipartition k|N − k of the state
ρs1s2...sN . We can define the following partition-dependent residual entanglements (PREs)
Πq1...qmqm+1...qk|qk+1...qnqn+1...qN = ̺
2
q1...qmqm+1...qk|qk+1...qnqn+1...qN
−̺2q1...qm|qk+1...qn − ̺2q1...qm|qn+1...qN − ̺2qm+1...qk|qk+1...qn − ̺2qm+1...qk|qn+1...qN (3-35)
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and
Π′q1...qk|qk+1...qN = ̺
2
q1...qk|qk+1...qN −
k∑
i−1
N∑
j=k+1
̺2qiqj (3-36)
For the state in Eq.(3.32), we have
Πq1...qmqm+1...qk|qk+1...qnqn+1...qN = Π
′
q1...qk|qk+1...qN = ̺
2
q1...qk|qk+1...qN = 4|f |2|f ′|2 (3-37)
Another useful entanglement measure was introduced in Refs.[45,46] for n-qubit state |ψ〉 =∑2n−1
i=0 ai|i〉 with even n, as
τ(ψ) = 2|χ∗(a, n)| (3-38)
where
χ∗(a, n) =
2n−2−1∑
i=0
sgn∗(n, i)(a2ia(2n−1−1)−2i − a2i+1a(2n−2−2)−2i), (3-39)
sgn∗(n, i) =
 (−1)
N(i) 0 ≤ i ≤ 2n−3 − 1
(−1)N(i)+n 2n−3 ≤ i ≤ 2n−2 − 1
(3-40)
where, N(i) is the number of the occurrences of 1 in the n-bit binary representation of i as
in−1...i1i0 ( in binary representation, i is written as i = in−12n−1 + ... + i121 + i020). For the
state Eq.(3.32), one can see that
τ(ψ) = 2|χ∗(a, n)| = 2|a2m−1a22m−2m | = 2|ff ′|. (3-41)
In order to achieve maximal entanglement (GHZ state), we should have
|f | = |f ′| = 1√
2
(3-42)
Then Q(|ψ〉) = Πq1...qmqm+1...qk|qk+1...qnqn+1...qN = Π′q1...qk|qk+1...qN = τ(ψ) = 1.
In the following we consider the four qubit state (the case m = 2) |ψ(t = 0)〉 = |1100〉 and
the six qubit state (the case m = 3) |ψ(t = 0)〉 = |111000〉 in details: From Eq. (2-12), for
m = 2, the QD parameters are given by
α1 = 2, α2 = 0; ω1 = ω2 = 4,
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Then by using the recursion relations (B-48) and (B-51), we obtain
Q
(1)
2 (x) = x
2 − 2x− 4, Q3(x) = x(x− 4)(x+ 2),
so that the stieltjes function is given by
Gµ(x) =
Q
(1)
2 (x)
Q3(x)
=
x2 − 2x− 4
x(x− 4)(x+ 2) .
Then the corresponding spectral distribution is given by
µ(x) =
2∑
l=0
γlδ(x− xl) = 1
6
{3δ(x) + δ(x− 4) + 2δ(x+ 2)},
which indicates that
W =

γ0 0 0
0 γ1 0
0 0 γ2
 =
1
6

1 0 0
0 3 0
0 0 2
 .
In order to obtain the suitable coupling constants, we need also the eigenvalue matrix P with
entries Pij = Pi(xj) =
1√
ω1...ωi
Qi(xj). By using the recursion relations (B-48), one can obtain
P0(x) = 1, P1(x) =
x
2
and P2(x) =
1
4
(x2 − 2x− 4), so that
P =

1 1 1
2 0 −1
1 −1 1
 .
Then, Eq. (3-30) leads to
−t(J0 + 2J1 + J2) = θ ± π
4
± 2c0π,
−t(J0 − J2) = θ ∓ π
4
± 2c1π,
−t(J0 − J1 + J2) = θ ± π
4
± 2c2π.
Now, by considering c0 = c1 = c2 = 0 we obtain
J0 = −θ
t
, J1 = 0, J2 = ∓ π
4t
.
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Also by considering c0 = 0, c1 = c2 = 1 the coupling constants will be
J0 = −3θ ± 5π
3t
, J1 = ±2π
3t
, J2 = ± π
12t
and by considering c0 = 1, c1 = c2 = 0
J0 = −3θ ± π
3t
, J1 = ∓2π
3t
, J2 = ∓ 7π
12t
From Eq. (2-12), for m = 3, the QD parameters are given by
α1 = 4, α2 = 4, α3 = 0; ω1 = ω3 = 9, ω2 = 16
Then by using the recursion relations (B-48) and (B-51), we obtain
Q
(1)
3 (x) = x
3 − 8x2 − 9x+ 36, Q4(x) = (x2 − 9)(x− 9)(x+ 1),
so that the stieltjes function is given by
Gµ(x) =
Q
(1)
3 (x)
Q4(x)
=
x3 − 8x2 − 9x+ 36
(x2 − 9)(x− 9)(x+ 1) .
Then the corresponding spectral distribution is given by
µ(x) =
3∑
l=0
γlδ(x− xl) = 1
20
{δ(x− 9) + 5δ(x− 3) + 9δ(x+ 1) + 5δ(x+ 3)},
which indicates that
W =

γ0 0 0 0
0 γ1 0 0
0 0 γ2 0
0 0 0 γ3

=
1
20

1 0 0 0
0 5 0 0
0 0 9 0
0 0 0 5

.
By using the recursion relations (B-48), one can obtain P0(x) = 1, P1(x) =
x
3
, P2(x) =
1
12
(x2 − 4x− 9) and P3(x) = 136(x3 − 8x2 − 9x+ 36), so that
P =

1 1 1 1
3 1 −1
3
−1
3 −1 −1
3
1
1 −1 1 −1

.
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Then, Eq. (3-30) gives
−t(J0 + 3J1 + 3J2 + J3) = θ ± π
4
± 2c0π,
−t(J0 + J1 − J2 − J3) = θ ∓ π
4
∓ 2c1π,
−t(J0 − 1
3
J1 − 1
3
J2 + J3) = θ ± π
4
± 2c2π,
−t(J0 − J1 + J2 − J3) = θ ∓ π
4
± 2c3π.
Again, by considering c0 = c1 = c2 = c3 = 0 we obtain
J0 = −θ
t
, J1 = J2 = 0, J3 =
∓π
4t
.
4 Conclusion
A 2m-qubit initial state was prepared to evolve under a particular spin Hamiltonian, which
could be written in terms of the adjacency matrix of the Johnson graph J(2m,m). By using
spectral analysis methods and employing algebraic structures of the Johnson networks, such as
distance-regularity and stratification, a method for finding a suitable set of coupling constants
in the Hamiltonians associated with the networks was given so that in the final state, the
maximal entanglement of the form GHZ state, could be generated. In this work we imposed a
constraint so that all amplitudes in the final state were equal to zero except to two amplitudes
corresponding to the first and the final strata (any pair of antinodes of the network), where
for J(2m,m) these strata contain only one vertex, then GHZ state was generated. We hope
to generalize this method to arbitrary Johnson networks J(n,m) and other various graphs, in
order to investigate the entanglement of such systems by using some multipartite entanglement
measures.
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Appendix
A Stratification technique
In this section, we recall the notion of stratification for a given graph Γ. To this end, let ∂(x, y)
be the length of the shortest walk connecting x and y for x 6= y. By definition ∂(x, x) = 0
for all x ∈ V . The graph becomes a metric space with the distance function ∂. Note that
∂(x, y) = 1 if and only if x ∼ y. We fix a vertex o ∈ V as an origin of the graph, called the
reference vertex. Then, the graph Γ is stratified into a disjoint union of strata (with respect
to the reference vertex o) as
V =
∞⋃
i=0
Γi(o), Γi(o) := {α ∈ V : ∂(α, o) = i} (A-43)
Note that Γi(o) = ∅ may occur for some i ≥ 1. In that case we have Γi(o) = Γi+1(o) = ... = ∅.
With each stratum Γi(o) we associate a unit vector in l
2(V ) defined by
|φi〉 = 1√
κi
∑
α∈Γi(o)
|α〉, (A-44)
where, κi = |Γi(o)| is called the i-th valency of the graph (κi := |{γ : ∂(o, γ) = i}| = |Γi(o)|).
One should notice that, for distance regular graphs, the above stratification is independent
of the choice of reference vertex and the vectors |φi〉, i = 0, 1, ..., d − 1 form an orthonormal
basis for the so called Krylov subspace Kd(|φ0〉, A) defined as
Kd(|φ0〉, A) = span{|φ0〉,A|φ0〉, · · · ,Ad−1|φ0〉}. (A-45)
Then it can be shown that [25], the orthonormal basis |φi〉 are written as
|φi〉 = Pi(A)|φ0〉, (A-46)
where Pi = a0+a1A+ ...+aiA
i is a polynomial of degree i in indeterminate A (for more details
see for example [25,26]).
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B Spectral distribution associated with the graphs
In this section we recall some facts about spectral techniques used in the paper. From or-
thonormality of the unit vectors |φi〉 given in Eq.(A-44) (with |φ0〉 as unit vector assigned to
the reference node) we have
δij = 〈φi|φj〉 =
∫
R
Pi(x)Pj(x)µ(dx). (B-47)
By rescaling Pk as Qk =
√
ω1 . . . ωkPk, the spectral distribution µ under question will be
characterized by the property of orthonormal polynomials {Qk} defined recurrently by
Q0(x) = 1, Q1(x) = x,
xQk(x) = Qk+1(x) + αkQk(x) + ωkQk−1(x), k ≥ 1. (B-48)
The parameters αk and ωk appearing in (B-48) are defined by
α0 = 0, αk = κ− bk − ck, ωk ≡ β2k = bk−1ck, k = 1, ..., d, (B-49)
where, κ ≡ κ1 is the degree of the networks and bi’s and ci’s are the corresponding intersection
numbers. Following Refs. [34], we will refer to the parameters αk and ωk as QD (Quan-
tum Decomposition) parameters (see Refs. [26,27,28,34] for more details). If such a spectral
distribution is unique, the spectral distribution µ is determined by the identity
Gµ(x) =
∫
R
µ(dy)
x− y =
1
x− α0 − ω1x−α1− ω2
x−α2−
ω3
x−α3−···
=
Q
(1)
d (x)
Qd+1(x)
=
d∑
l=0
γl
x− xl , (B-50)
where, xl are the roots of the polynomial Qd+1(x). Gµ(x) is called the Stieltjes/Hilbert trans-
form of spectral distribution µ and polynomials {Q(1)k } are defined recurrently as
Q
(1)
0 (x) = 1, Q
(1)
1 (x) = x− α1,
xQ
(1)
k (x) = Q
(1)
k+1(x) + αk+1Q
(1)
k (x) + ωk+1Q
(1)
k−1(x), k ≥ 1, (B-51)
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respectively. The coefficients γl appearing in (B-50) are calculated as
γl := lim
x→xl
[(x− xl)Gµ(x)] (B-52)
Now let Gµ(z) is known, then the spectral distribution µ can be determined in terms of
xl, l = 1, 2, ... and Gauss quadrature constants γl, l = 1, 2, ... as
µ =
d∑
l=0
γlδ(x− xl) (B-53)
(for more details see Refs. [35,36,37,38]).
References
[1] M. A. Jafarizadeh and R. Sufiani, (2008), Phys. Rev. A 77, 022315.
[2] M. A. Jafarizadeh, R. Sufiani, S. F. Taghavi and E. Barati, (2008), J. Phys. A: Math.
Theor. 41, 475302.
[3] Sougato Bose, Phys. Rev. Lett. 91, 207901 (2003).
[4] V. Subrahmanyam, Phys. Rev. A 69, 034304 (2004).
[5] M. Christandl, N. Datta, A. Ekert and A. J. Landahl, Phys. Rev. Lett. 92, 187902 (2004).
[6] M. Christandl, N. Datta, T. C. Dorlas, A. Ekert, A. Kay and A. J. Landahl, (2005), Phys.
Rev. A 71, 032312.
[7] C. Albanese, M. Christandl, N. Datta and A. Ekert, Phys. Rev. Lett. 93, 230502 (2004).
[8] T. J. Osborne and N. Linden, Phys. Rev. A 69, 052315 (2004).
[9] F. Verstraete, M. A. Martin-Delgado and J. I. Cirac, Phys. Rev. Lett. 92, 087201 (2004).
[10] F. Verstraete, M. Popp and J. I. Cirac, Phys. Rev. Lett. 92, 027901.
GHZ state generation on the Johnson network 20
[11] B.Q. Jin and V. E. Korepin, Phys. Rev. A 69, 062314 (2004).
[12] M. H Yung, D. W Leung and S. Bose, Quant. Inf. and Comp. 4, 174 (2004).
[13] L. Amico, A. Osterloh, F. Plastina, R. Fazio and G. M. Palma, Phys. Rev. A 69, 022304
(2004).
[14] V. Giovannetti and R. Fazio, Phys. Rev. A 71, 032314 (2005).
[15] D. Burgarth and S. Bose, (2005), Phys. Rev. A 71, 052315.
[16] D. Burgarth and S. Bose, (2005), New J. Phys. 7, 135.
[17] A. Chan and R. Hosoya, (2004), J. Algebraic Combinatorics 20, 341-351.
[18] A. Chan and C. D. Godsil, (2004), J. Combin. Th. Ser. A 106, 165-191.
[19] M.B. Plenio, J. Hartley and J. Eisert, New J. Phys. 6, 36 (2004).
[20] C. H. Bennett, G. Brassard, C. Crepeau, R. Jozsa, A. Peres, and W. K. Wooters, Phys.
Rev. Lett. 70, 1895(1993).
[21] J. I. Cirac, A. K. Ekert, S. F. Huelga, and C. Macchiavello, Phys. Rev. A 59, 4249 (1999).
[22] C. H. Bennett and S. J. Wiesner, Phys. Rev. Lett. 69, 2881 (1992).
[23] M. Ghojavand, M. A. Jafarizadeh, and S. Rouhani, J. Stat. Mech. (2010) P03001.
[24] M. Ghojavand, M. A. Jafarizadeh, and S. Rouhani, J. Stat. Mech. (2010) P12023.
[25] M. A. Jafarizadeh and S. Salimi, (2006), J. Phys. A : Math. Gen. 39, 1-29.
[26] M. A. Jafarizadeh, R. Sufiani and S. Jafarizadeh, (2007), J. Phys. A: Math. Theor. 40,
4949-4972.
GHZ state generation on the Johnson network 21
[27] M. A. Jafarizadeh, R. Sufiani and S. Jafarizadeh, (2008), Journal of Mathematical Physics
49, 073303.
[28] M. A. Jafarizadeh, S. Salimi, (2007), Annals of physics 322, 1005-1033.
[29] M. A. Jafarizadeh, R. Sufiani, S. Salimi and S. Jafarizadeh, Eur. Phys. J. B 59, 199-216.
[30] M. A. Jafarizadeh, R. Sufiani, (2007), Physica A, 381, 116-142.
[31] M. A. Jafarizadeh and R. Sufiani, (2007), International Journal of Quantum Information
Vol. 5, No. 4, 575-596.
[32] H. Cycon, R. Forese, W. Kirsch and B. Simon Schrodinger operators (Springer-Verlag,
1987).
[33] P. D. Hislop and I. M. Sigal, Introduction to spectral theory: With applications to
schrodinger operators (1995).
[34] Y. S. Kim, Phase space picture of quantum mechanics:group theoretical approach, (Science,
1991).
[35] H. W. Lee, Physics. Report, 259, 147 (1995).
[36] N. Obata, (2004), Quantum Probabilistic Approach to Spectral Analysis of Star Graphs,
Interdisciplinary Information Sciences, Vol. 10, 41-52.
[37] A. Hora, and N. Obata, (2003), Fundamental Problems in Quantum Physics, World Sci-
entific, 284.
[38] J. A. Shohat, and J. D. Tamarkin, (1943), The Problem of Moments, American Mathe-
matical Society, Providence, RI.
[39] C. Godsil, (2005), Association schemes, Combinatorics and Optimization, University of
Waterloo.
GHZ state generation on the Johnson network 22
[40] D. A. Meyer, and N. R. Wallach, J. Math. Phys. 43 (2002) 4273.
[41] G. K. Brennen, Quantum Inf. Comput. 3 (2003) 619.
[42] T. Radtke, S. Fritzsche, Computer Physics Communications. 175 (2006) 145166.
[43] G. Vidal, and R. F. Werner, (2002), Phys. Rev. A. 65 032314.
[44] Z. X. Man, Y. J. Xia and N. B. An, New Journal of Physics. 12 (2010) 033020.
[45] D. Li, X. Li, H. Huang and X. Li, Phys. Rev. A. 77 (2008) 056302.
[46] D. Li, X. Li, H. Huang and X. Li, J. Math. Phys. 50 (2009) 012104.
