Following the program, proposed in hep-th/0310113, of systematizing known properties of matrix model partition functions (defined as solutions to the Virasoro-like sets of linear differential equations), we proceed to consideration of non-Gaussian phases of the Hermitean one-matrix model. A unified approach is proposed for description of "connected correlators" in the form of the phaseindependent "check-operators" acting on the small space of T -variables (which parameterize the polynomial W (z)). With appropriate definitions and ordering prescriptions, the multidensity checkoperators look very similar to the Gaussian case (however, a reliable proof of suggested explicit expressions in all loops is not yet available, only certain consistency checks are performed). *
Introduction and definitions
In [1] we proposed to consider the matrix models partition functions (a special class of τ -functions subject to additional set of linear differential equations [2] ) as the first family of special functions, peculiar for the needs of the string theory, and started classification and tabulation of their properties. The natural place to begin is the Hermitean one-matrix model, with the partition function Z(t) defined as a solution to the ordinary Virasoro constraints [3] 1 , L m Z(t) = 0, m ≥ −1,
a+b=m ∂ 2 ∂t a ∂t b (1) As explained in [1] , the partition function Z(t) is a sophisticated function of its infinitely many variables t 0 , t 1 , . . . and, as usual in theory of special functions, one is interested in the two essentially different types of solutions to (1) :
(i) formal series in powers of t-variables and (ii) globally defined function of (at least, some) variables t k , which take values in some Riemann surface(s).
The usual situation is that the solutions of type (ii) provide a kind of a linear basis in the space of all solutions of type (i), and this provides some ground for the theory of "analytical continuations" or "phase transitions" between different branches of partition function (which are used to describe various phases of the related physical models).
In the case of the finite-size Hermitean one-matrix model, an interesting basis of type (ii) is formed by the Dijkgraaf-Vafa partition functions [8, 9] , which possess integral representations in the form of the (specially defined) matrix integrals [10] , satisfy Givental-style decomposition formulas into multilinear combinations of the Gaussian partition functions [1] , and which already show some traces of emerging a global definition in terms of Riemann surfaces [11] . A promising new step in this direction is recently made by Eynard in [12] . In the present paper we do not discuss these subjects and instead concentrate on (i). Then, as explained in [1] , the interesting (though not exhaustive) class of branches is specified by the three-step procedure:
(a) One requires existence of the "genus expansion", i.e. request for Z(t) to depend on the scaling parameter g 2 in (1) as Z(t) = exp g −2 F(t; g)
where the "prepotential" F(t; g) is a formal series in non-negative powers of g 2 ,
(b) After a shift t k −→ T k + t k , the partition function and all the prepotentials Z W (t) = Z(t − T ),
are formal series in non-negative powers of t-variables. Different functions W (z) ≡ k=0 T k z k give rise to different branches, the simplest ones being associated with polynomial W (z). In such cases, the degree n and the roots α i of the derivative polynomial
become important parameters, distinguishing between the phases. In fact, as explained in [1] , even after these two steps of specifications, the branches are still not fully separated, one more step is needed.
(c) The branches are fully specified by choosing an almost arbitrary function
of T -(or α-) and g-variables: the "bare" prepotential. The bare prepotential is constrained only by the first two reduced Virasoro constraints,
kT k ∂F (T ; g) ∂T k−1 = 0,
which makes it an arbitrary function of n variables, for instance, of T 0 , . . . , T n−1 , and g. All the correlators in a given phase depend on the choice of W (z) and of F (T ; g).
It is the purpose of the present paper to study these dependencies. Ref. [1] contains the detailed description of the Gaussian branch, n = 1, with the (would be arbitrary) function F (T 0 ; g) fixed to be
Now we want to get rid of these restrictions and explain how expressions for the Gaussian correlators can be generalized to the phase with arbitrary n and F (T ; g). Significance of the Gaussian case is that the adequate quantities, which provide a universal description of correlators in any phase, the "check-operator multidensities"ρ (p|m) (to be introduced in the next section 2) look practically the same as the Gaussian connected correlators ρ (p|m) G , see Table 2 . Like the discussion of the Gaussian case in [1] , this by itself does not provide an immediate description of these correlators in terms of Riemann surfaces and does not help to resolve the problems at level (ii), but this step is the first one to make the systematic description of non-Gaussian branches of the Hermitean one-matrix model. We begin in s.2 below with formulating the problem of evaluation of correlation functions in generic phase of the Hermitean matrix model in terms of peculiar "check-operators". Explicit expressions for the lowest correlation functions and correlation check-operators are put together in Tables 1 and 2 to demonstrate that the latter ones (but not the former) look just the same as the Gaussian expressions, surveyed in [1] . Explicit formulas for the check-operator multidensities in Tables 1 and  2 can be considered as the main result of this paper. Our main hypothesis that the appropriate check-operator multidensities exist in general, is formulated in s.6. In s.2 we discuss definitions and explicitly specify the ordering which should be used to obtain the results in Tables 1 and 2 . The derivations in their present form are not conceptually satisfactory, further work is needed to considerably improve them. In the last s.5 we discuss the variety of solutions to reduced Virasoro constraints (7), i.e. the entire variety of phases, which admit the genus expansion. Even for W (z) = 1 2 z 2 the variety is non-trivial: it includes arbitrary linear combinations of the Gaussians.
Correlation functions and check operators 2.1 Full and connected correlators
The main task of quantum field theory in application to particular model, to the Hermitean matrix model in our case, is to provide expressions for the correlation functions. Partition function is a generating function of correlators of a particular complete set of operators. The partition function Z(t), defined in (1) is associated in this way with single-trace operators, like TrΦ k , or Tr e sΦ , or Det ±1 (z · I − Φ), or Tr(z · I − Φ) −1 . Correlation functions of such operators can be obtained by taking derivatives of Z(t) w.r.t. its variables t; for example, the insertion of TrΦ k corresponds to the action of
, that of Tr e sΦ -to the action of
and so on. In this paper we consider the operators of the last type, and use the operators∇(z), introduced in (9) to generate the "full" and "connected" correlation functions,
and
where the prepotential F W (t; g) = g 2 log Z W (t; g) = g 2 log Z(t − T ; g). The correlation functions K W and ρ W are related by 2
The sums here are: over all m! possible permutations σ of m points z 1 , . . . , z m ; over all possible values of p-indices of all connected correlators involved; and over all possible ways to decompose the positive integer m into a sum of ordered integers 0 < m 1 < m 2 < . . . < m k taken with nonvanishing multiplicities
Explicit examples of formula (13) for small m can be found in Table 1 . 3 The Virasoro constraints provide recurrent relations for the connected correlators ρ W , which can be explicitly evaluated and then used to construct the full correlators K W .
. . .
Note that the genus-0 connected double-point correlator ρ
(z1, z2). To avoid possible confusion, let us emphasize that the index p can be interpreted as genus only in ρ (p|m) , but not in K (p|m) orǨ (p|m) andρ (p|m) (to be introduced below). Eq. (13) is just a simple generalization of the following relationship:
3 The relevant decompositions of the first natural numbers are:
From correlators K to operatorsǨ
Our task is to find how the correlation functions depend not only on their explicit arguments z, but also on the T -variables, which enter through W (z) = n+1 k=0 T k z k and also through additional arbitrary function, the bare prepotential F (T ; g) = ∞ p=0 g 2p F (p) (T ) introduced in (6) above. Because of appearance of this arbitrary function, one can at best hope to represent answers for the correlation functions in the form of operators, acting on Z(T ; g) = exp g −2 F (T ; g) , i.e. express through operators containing derivatives with respect to the T -variables. Following section 4.3 of ref. [1] , we call these operators check operators and denote by the "check" sign to distinguish them from the hat operators, which contain t-derivatives and are denoted by "hats". So, the task is to express the correlation functions defined in (10) and (11) with the help of hat-operators (containing derivatives w.r.t. infinitely many variables t k , k = 0, . . .) through the action of check-operators (containing derivatives w.r.t. only finitely many variables T k , k = 0, . . . , n − 1),
As explained in [1] , from the Virasoro constraints, (1) Table 2 , one can obtain explicit expressions for
This should now be represented as
moreover, according to section 4.3 of ref. [1] ,Ǩ
W (z; g) does not depend on the bare prepotential, but only on T 's and ∂/∂T . Again, making use of the explicit formulas for Z(T ; g) −1y (z; g)Z(T ; g) from
For the sake of brevity, from now on we omit the subscript W inŘW (z) and yW (z) when it should not cause a confusion. Here (see ref. [1] 
In particular, for the Gaussian potential one has Table 2 , one can rewrite (18) as
In this way, one gets rid of the terms with explicitly present operatorsŘ and prepotentials F (p) , and significantly simplify the formulas.
FromǨ toρ: first examples
The connected correlators ρ are more "fundamental" than the full K. Therefore, it is natural to wonder if one can find check-operator analogues of ρ's, once we see that check-operator counterparts of K do exist and can be of some use. This means that, at the r.h.s. of (20), we would like to puť
In this way, one gets rid of the terms with explicitly present operatorsŘ and prepotentials F (p) , the relevant check-operatorsρ (·|p) are expressed throughy(z; g) only (with the single exception of ρ (0|1) W (z; g), which also contains W ′ (z).) Thus, the check-operatorǨ (·|p) is a polynomial in W ′ of degree p. Instead, the g dependence is now distributed between explicit factors like g 2p−2 and an additional g-dependence ofy(z; g). This, however, allows check-operatorsρ , which are all expressed through y G only.
In this paper we suggest a hypothesis that eq. (22) is indeed true in all orders in g 2 and, moreover, similar expansions hold for allǨ , which (for (p|m) = (0|1)) depend only ony(z; g) and its z-derivatives in exactly the same way as ρ (p|m) G depends on y G (z). However, even to formulate this hypothesis, one needs to introduce some ordering prescription for products of check-operators, which we denote through : : and which is not, as usual, unique. We distinguish three levels of ordering: (*) the order in which differentρ stand in the products, (**) the order in which W ′ , andy stand and (***) the order amongy and its derivatives. Different ordering prescriptions lead to different explicit formulas forρ, and our hypothesis states that there exist orderings, when these expressions containy, it derivative and nothing else, except for a few W ′ . Except for a brief comment (see (27) and (28) below), we do not discuss the freedom at level (**), just fix it as in Tables 1 and 2 . At level (**) we request that all W ′ in a product are carried to the left of all (derivatives of)y. If one leaves W ′ at their places (we comment on this possibility in the end of this section), everything would also work, but in expressions forρ (p|m) somey should be substituted by −2ρ (1|0) =y − W ′ , i.e. W ′ should appear in explicit expressions for some ρ (p|m) . There is nothing bad in this, we just, somewhat arbitrarily, make the choice to eliminate these dependencies and, thus, to reduce the freedom at level (**). As to (*), a possible (though again not unique) option is to defině K (·|m) (z 1 , . . . , z m |g) recursively and put all the operators containing z 1 , say, to the left of all others. In this way, we explicitly break the symmetry ofǨ (·|m) and ρ (p|m) with respect to permutations of its arguments z 1 , . . . , z m .
The ordering makes its first appearance in the next after (18) example,
Alternatively, one could consider the natural orderinǧ
This would correspond to a different ordering at level (**) and provide us with the other expressions forρ (p|k) ,ρ
Similar expressions can be found for higher check operators.
FromǨ toρ: general case
In principle, when introducingρ-operators, we have different possibilities of definition, preserving one or another kind of their relation toǨ's. They could be defined similarly to (14) from (11), so that eq.(50) below becomes an equality. However, it appears more interesting instead of preserving the equations, to require forρ (·|k) to be the same (up to ordering) as the Gaussian functions ρ (·|k)
G . We can construct recursively an operator modification of expression (13) . From now on, the normal ordering puts all W ′ to the left of all (derivatives of)y andŘ which appear in equations. Since the recurrent equations forǨ are linear (see (76)), they coincide with the equations for operatorsǨ. The equations for functions ρ are not linear. Thus, for the operatorsρ we should choose some ordering on level (*). In this section, it is convenient to use the inverse ordering of the variables.
We define check operatorsρ (·|k) with the help of the operation J(z p )[. . .], which transform n-point operators into (n + 1)-point, and is defined as follows:
HereB (p) is the check counterpart of the quadratic in F term of the equation (75),
We define the operatorρ (·|p) by the equatioň
According to our definitions, the equatioň
reduces to the equations for the connected check operatorš
which, up to ordering, coincide with equation (75). This construction starts witȟ
This means that the equationǨ
is already of the form (34). At the next step of the recursion one haš
(40) Substituting expressions (36) and (40) into the equatioň
Here we use the following identity
where, by definition,ρ
The equation one getš
(44) coincides with the equation for the Gaussian three-point function. At the next step one haš
Thus,Ǩ
Explicitly, using the definitions (36), (40), and formulas (37), (41) and (47), one can bring the equationǨ
to the equatioň
2.5 FromǨ andρ back to K and ρ
With our definition
the thing is that, in variance with the l.h.s. of (50), its r.h.s. is still g-dependent,
where the last equality introduces a condensed notation for sandwichingρ (p|m) between Z(T ; g) −1 and Z(T ; g). Obviously,
since (in general)
In particular,
:
therefore,
The relation between ρ andρ follows from (14) and the connection betweenρ andǨ, (29)-(32). For instance, for m = 1
so that
In order to define the relations between ρ andρ for m > 1, one needs to introduce the notation similar to (51),
The order of arguments z 1 , . . . , z m is essential here. Then, for m = 2
or K (0|2)
Thus, the 2-point functions ρ (p|k) and K (p|k) are connected with the two-point operatorsρ (p|k) anď K (p|k) by the following equations
Connection of the n-point correlation functions with the n-point check operators is rather obvious. Note that, acting on Z(T ; g) = exp ∞ p=0 g 2p−2 F (p) (T ) , the operator g 2R (z) produces the term R(z)F (0) , which is of the zeroth order in g so that
3 Evaluation of ρ (p|m) In this section we remind the iterative procedure for solving the Virasoro constraints (65), which gives explicit expressions for the (few lowest) connected correlators ρ (p|m) presented in the Table 2 .
Throughout the text we distinguish between the quantities, which depend on all the variables t (we denote them by the calligraphic letters) and operators with t-derivatives (labeled by hats), and those depending on T -variables (they are denoted by the ordinary capital letters) and operators with T -derivatives (labeled by checks). When both the T and t variables are present (they enter always in combinations T k + t k so that the t-and T -derivatives coincide), the subscript W is used to label the T -dependence. When t-variables are not present, the W -subscript is sometimes omitted, to avoid overloading formulas.
The connected correlators ("multidensities") can be deduced recursively by solving the Virasoro constraints (1), which can be conveniently rewritten aŝ
The last equality holds because the derivatives of the partition function with respect to t k and T k for k = 0, . . . , n − 1 coincide.Ř
is a check-operator. Below we often denote it byŘ(z), omitting the subscript W . The standard way of derivation of the connected correlators ρ (p|m) is surveyed in [1] and consists of acting with a number of operators∇(z i ) on (65) and putting all t = 0 afterwards. This provides iterative relations for ρ (p|m) , expressing them through the action of the check-operators on ρ (p|m) with lower values of p + m.
The only relation needed in the process, is
and the "linear Virasoro operator" iŝ
Rewriting (65) in terms of the prepotential aŝ
one directly obtains with the help of (69)
for the p = 0, m = 1 contribution, whereŘ(z) is already the check-operator defined in (68) so that
and, for all the rest,
(75) Substituting now the genus expansion (3) for the prepotential and picking up the contributions of the order g 2p to (75), one obtains the necessary recurrent relations, which provide the expressions listed in the Tables.
Similarly to (75), for the full correlators the shifted Virasoro constraint (65) implies that
4 Handlingy 4.1 Algebra generated by ∂ k W (z) and ∂ lŘ (z)
From the definitions of
Of course, also
It, therefore, follows that
and one observes thaty 2 is nothing but the positive (nilpotent) part of the Virasoro algebra, while W ′ is the positive part of the U (1)-current 5 . Therefore, the modes of operatorsy 2 andŘ, say,
form a (nilpotent) subalgebra of the Virasoro algebra,
In particular, with the help of the general identity (valid for any A(x), function or operator)
one can rewrite the loop algebra (79) - (81) in terms of the Virasoro harmonics, that is, derivatives of R(z) and W ′ (z) at a single point z,
The commutator
describes an important Lie algebra which is related to (82) through y 2 (x; g),y 2 (z; g) = {y(x; g), [y(x; g),y(z; g)]} + ,y(z; g)
but a closed expression for (87) remains unavailable (the first terms of the expansion in g 2 written in (87) are obtained with the help of eq.(101) below). It is useful to keep in mind thatŘ is just a linear differential operator satisfying the Leibnitz rule; thus, for example,
(90) since, as a corollary of (79),
5 It can be also evident from manifest formulas (67) if one defines the U (1)-current as
formally truncated to the finite number of T k 's .
Integral representation for powers ofy
Operatory(z; g) is defined in (21) asy
Powers ofy and their action on Z(T ; g) can be evaluated with the help of the integral representatioň
Toy example of further calculations
Since, for every given z, the check-operatorŘ(z) is a linear differential operator in T , and W ′ (z) 2 is a function of T , one can take as a toy example ofy 2 (z; g) just w(q) −h ∂ ∂q . In this toy example
The integral in the first factor at the r.h.s. can also be rewritten as
The shift operator acts on the toy partition function Z(q) = e 1 h F (q) as follows
Not surprisingly, the formulas for e −sy 2 in the following three subsections will just reproduce the above expressions of the toy example.
Entangling exponential
Exponential ofy 2 can be handled with the help of the Campbell-Hausdorff formula [13] , 
To avoid a confusion, note that here (ad
2 ), i.e. the argument z is the same in allŘ(z) and W ′ (z) 2 .
From (94) and (100), one getš
Action ofŘ-shift operator
Further, similarly to (13) and (12),
Note that F (T ; g) = p g 2p F (p) (T ) here depends on g and includes contributions from all genera.
Powers of operatorŘ can be written in various ways:
F .
Action ofy and its powers
Multiplying (100) and (102), one gets, substituting l = p + 1,
where
and, finally,
Part of the above calculation can also be applied for evaluating the action on Z(T ; g) of combinations made fromy(z; g) and its z-derivatives, which enter the expressions forρ (p|m) . Technique, however, remains undeveloped.
Another possibility is to single out the genus zero contribution
from the function Z(T ; g). Then, from (103) one gets
one gets
One can further transform (105) with the help of Shur polynomials,
however, in our case,
still depends on g 2 in a complicated way (because Y 2 is g-dependent), and this formalism is not immediately useful for handling the g 2 -expansions. Since in this paper we need just the first terms of this expansion, it is simpler to read them directly from (105). For example,
5 Freedom in solving reduced Virasoro constraints
Independent variables
As a corollary of the shifted and reduced Virasoro constraints (7), the partition function can be represented as
with an arbitrary function z of n arguments (k, η 2 , . . . , η n ) andh. Here theL −1 -invariant variables are used,
n+1 ,
(115) The variable x is obtained from η n+1 by normalization. TheL 0 -constraint links the x-and wdependencies in (113). Also, W (α i ) isL −1 -andL 0 -invariant for any root α i of W ′ (z) in eq. (5) .
i.e. is independent of T 0 , . . . , T n+1 and g, then,
where H is an arbitrary function of n−1 variables (it may depend on S as well). A sophisticated counterpart of the Fourier transform with the help of DV partition functions [8, 9] converts H(η 2 , . . . , η n ) into an arbitrary function of the peculiar S i -variables, see [1] .
5.2 Changing power of W : n + 1 = 3 example
As T 3 → 0, x and η 2 are both singular, while
5.3 Gaussian n = 1 case, eq. (8) Here we want to stress that, along with standard solution for the Gaussian potential (n + 1 = 2),
there are non-conventional solutions. Namely, any linear combination of solutions of the form (123)
where coefficients c N may depend on N , and N is an arbitrary (not obligatory natural) number. A particular solution of this form is the θ-function
For such solutions, ρ's turn into the check-operators, e.g.,
6 Summary: the Hypothesis
To summarize, we suggest to consider the following 3-level hypothesis.
• F -independent check-operatorsǨ • Check-operatorsρ (p|m) W (z 1 , . . . , z m ; g) do exist, related toǨ by the operator identity (13) , which is defined recurrently in section 2.4 with some ordering, andρ (p|m) W are expressed throughy W in exactly the same way (modulo ordering) as the corresponding Gaussian ρ (p|m) G are expressed through y G .
• All above-mentioned orderings do not need to be uniquely defined: there can be orderings at level (*), different from ( (29)- (32)), but the change of : : can be often compensated by reordering of y and their derivatives insideρ's or, at worst, by substituting some ofy by −2ρ (0|1) . Tables 1 and 2 assume one particular, but perhaps in no way distinguished, ordering.
The status of this hypothesis at every level is yet unclear; in this paper we only presented some evidence for existence of a few lowestρ (p|m) , but general proofs (and even convincing arguments) are still lacking. Without them, one can hardly speak about satisfactory understanding of non-Gaussian phases; thus, we insist the problem deserves an attention and further investigations. 
(z 1 , z 2 ) (T.14) (z 1 ; g) −y(z 2 ; g) z 1 − z 2 (T.38) 
