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Abstract
As we inhale, the air drawn through our nose undergoes successive accelera-
tions and decelerations as it is turned, split, and recombined before splitting
again at the end of the trachea as it enters the bronchi. Fully describing
the dynamic behaviour of the airflow and how it transports inhaled particles
poses a severe challenge to computational simulations. The dynamics of un-
steady flow in the human large airways during a rapid and short inhalation (a
so-called sniff) is a perfect example of perhaps the most complex and violent
human inhalation inflow. Combining the flow solution with a Lagrangian
computation reveals the effects of flow behaviour and airway geometry on
the deposition of inhaled microparticles.
Highly detailed large-scale computational fluid dynamics allow resolving
all the spatial and temporal scales of the flow, thanks to the use of massive
computational resources. A highly parallel finite element code running on su-
percomputers can solve the transient incompressible Navier-Stokes equations
on unstructured meshes. Given that the finest mesh contained 350 million
elements, the study sets a precedent for large-scale simulations of the res-
piratory system, proposing an analysis strategy for mean flow, fluctuations,
wall shear stresses, energy spectral and particle deposition on a rapid and
short inhalation.
Then in a second time, we proposed a drug delivery study of nasal sprayed
particle from commercial product in a human nasal cavity under different in-
halation conditions; sniffing, constant flow rate and breath-hold. Particles
were introduced into the flow field with initial spray conditions, including
spray cone angle, insertion angle, and initial velocity. Since nasal spray at-
omizer design determines the particle conditions, fifteen particle size distri-
butions were used, each defined by a log-normal distribution with a different
volume mean diameter.
This thesis indicates the potential of large-scale simulations to further
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understanding of airway physiological mechanics, which is essential to guide
clinical diagnosis and better understanding of the flow and delivery of thera-
peutic aerosols, which could be applied to improve diagnosis and treatment.
keywords: CFD, Human nasal cavity, LES, Airways, Turbulence, Inspi-
ratory flow, CFPD, Nasal spray, Particle transport/deposition.
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Chapter 1
Introduction
The purpose of this chapter is to introduce the state of the art of this spe-
cific field of respiratory system. Including two parts, one with the airflow
describing the main issues, for instance the choice of the numerical model,
the nature of the inflow and the geometry modeling are presented. Then the
second state of the art about the particle transport and spray drug delivery
related on the human nasal cavity are developed.
1.1 Airflow
The flow in the human large airways is rich with complexity and variety.
The geometry is extraordinarily complex with constriction zones and rapid
changes in direction. Accordingly, a wide range of local Reynolds numbers
(Re) occurs in the human large airways, which involve a mixture of various
fluid motions. Further complications arise due to the fact that the breathing
pace can change dramatically: at rest, whilst smelling or under heavy exer-
cise. Previous studies state than while one is resting, flow is quasi-steady and
laminar (see Zhao et al. [1]). On the other hand, during the kind of inspira-
tion typical of a sniff, which is a rapid and short inhalation, the assumption of
laminar flow is not justified. With the high amplitude of the inhalation and
the rapid acceleration occurring during the sniff, the flow is transitional and
turbulent. Thus accurate numerical modeling is needed. Unsteady flow stud-
ies has been performed, where Se and al.[2] used a low-Reynolds k−ω model,
Lindemann et al.[3] used an RNG k−ε model. Today Large Eddy Simulation
(LES) model becomes more and more used by the community [4, 5, 6, 7, 8] .
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Zhu et al.[9] used the low Reynolds number (LRN) k–ω turbulent model for
transient simulations at three ventilation rates, 7.5 L/min, 15 L/min and 30
L/min. While the LES model captures a greater range of turbulence scales,
justification for laminar and low-Reynolds k–ω models comes from the pre-
dominantly lower flow rates during the respiration cycle. As a comparison,
steady simulations have generally adopted a laminar flow assumption for flow
rates of 15L/min or less [10, 11, 12, 13, 14, 15], low-Reynolds k–ω models for
flow rates greater than 15L/min [16, 17, 18, 19, 20, 21], and to a lesser extent
other turbulent models including k − ε [22, 23, 24], and v2-f [25] models.
Doorly et al. [26] investigated variations in the nasal airways and in the
modeling of flow in this complex geometry, providing comparisons [27] with
numerical and experimental models. Lintermann et al. [28] also investigated
variations in nasal airways, although under the scope of the respiratory ef-
ficiency. They classified different nasal cavities into ability groups, which
support the a priori decision process on surgical interventions.
To ensure a realistic inspiration model and velocity profile at the naris,
Taylor et al. [29] demonstrated that incorporating the external nose and
face not only reproduces the physiological situation, but also from a compu-
tational point of view furnishes additional information, such as the spatial
position of particles over time. Other works, such as Jayaraju et al. [30] and
Ball et al. [31], used the upper human airway with an idealized geometry
and presented results concerning mean flow and flow structures. Contrary to
Jayaraju et al. and Ball et al., Ghahramani et al. [32] used a realistic model
to perform a numerical analysis in the upper human airway. Saksono et al.
[33] and Lin et al. [34] demonstrated that incorporating the nasal cavity into
the upper airway is essential in order to study the flow in the throat, since
the results with and without the nasal cavity are dramatically different.
Many works have been performed with simplified models [35], idealized
models [30, 31], or using several realistic models [26, 27], for example Choi
et al. [36] investigated the variabilities of intra- and inter-subject of airflow
in the human lung.
The laryngeal jet is the most important flow feature occurring in the
throat during rapid inhalation. This phenomenon determines mean and fluc-
tuating behaviors of the flow downstream in the tracheobronchiol airways
[34]. The laryngeal jet involves various flow types, such as noncircular con-
fined turbulent jet, open cavity flow, shear layers and curved and bifurcating
turbulent and transitional pipe flow [36]. Choi et al. [36] detailed the un-
steady behavior of the laryngeal jet through spectral analysis, Varghese et
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al. [37], described similar behaviors with the laryngeal jet with turbulence
in a stenotic flow.
One of the objective of this study is to determine the location of transition
in the airways during a sniff using a realistic anatomical model and a high
resolution of the computational mesh. The spatial and temporal resolutions
in this study are very fine, in the order of 1µs for the temporal resolution
and 0.1mm for the spatial resolution throughout the domain; well beyond
the resolution commonly applied in the literature today [38, 39].
1.2 Particle transport and drug delivery
The nasal cavity is the first line of defense in the respiratory tract that fil-
ters out inhaled airbone particulate matters, thus protecting the delicate low
airways ([40]). Besides particle deposition in human nasal cavity has been
extensively studied in the past ([41, 42, 43, 44, 45, 46, 47]) including nano
and micro-particles, in-vitro and in-vivo methods. However particle deposi-
tion studies based on realistic human upper airway are less popular ([30, 48]).
Furthermore the nature of the inhalation as steady (constant) flow rate was
also extensively studied ([49, 50, 51, 52]). Although less investigations ex-
ist with unsteady inhalation flow rate as [53] who compared micro-particle
deposition under cyclic inspiratory flow with equivalent steady conditions.
They concluded that while the general trend was similar, the particle depo-
sition for equivalent steady condition cannot accurately predict the particle
deposition for cyclic inspiratory flow. To study the drug delivery of aerosols,
the aspect of unsteady particle tracking resulting of the transient airflow is
an issue which needs to be addressed in detail.
There is a specific region where drug delivery is particularly important.
The olfactory region (upper meatus below the cribiform plate) ([54]) is the
challenging target of drug delivery of aerosols in the nasal cavity. The route
taken by inhalated particles to reach the brain, via the olfactory pathway,
is unclear. There is increasing evidence that inhalated particulate matter
depositing in the olfactory region can migrate to the brain along the olfactory
bulb as mentioned [55]. Due to the protected area of the human olfactory
epithelium, it is estimated that only 10% of inhaled air actually reaches
the olfactory region during a normal resting breath, see [56]. As far as the
authors know, there is no literature about micro-particle deposition in the
human upper airways under sniff condition. The nasal cavity is a promising
14
route for systemic drug delivery due to potential drug absorption through the
porous endothelial membrane of the rich vascular capillary bed underneath
the nasal mucosa [57, 58]. However, studies have shown many commercially
available nasal spray devices deposit most of the atomized drug in the anterior
portion of the nose [59, 60], and missing the nasal mucosa in the turbinate
regions. Understanding deposition of atomized droplets within the main
nasal passage provides insight effective nasal spray device design for targeted
drug delivery.
Guo et al. [61] showed that a low viscosity nasal spray formulation with
a wider plume angle (69◦) and small volume median diameter (Dv50 = 47−
86µm) enhanced deposition in the main nasal passage compared to a higher
viscosity formulation (32◦ plume angle; Dv50 = 100 − 130µm). The liquid
viscosity was the most significant influence on droplet size due to the liquid
breakup during atomization. Foo et al. [62] found that both spray cone angle
and administration angle were important factors in determining deposition
efficiency, where sprays with small cone angles were capable of reaching 90%
deposition efficiency in the main nasal passage. It also found that particle
size, viscosity, and inspiratory flow rate had relatively minor influence on
deposition within the nasal cavity.
Other experimental studies include [63] that found greater anterior de-
position in children (12 year old model) leading to decreased effectiveness;
Pu et al. [64] investigated the effect of spray formulation (e.g. viscosity) on
deposition patterns in a nasal cavity cast; Warken et al. [65] found the op-
timum administration angle for nasal sprays applied to ten 3D-printed nasal
cavity replicas, and showed that it could increase deposition in the main nasal
passage. They also suggested inhalation flow had no significant effect on the
deposition pattern, based on steady flows of 10 and 60 L/min. However this
may differ if unsteady inhaled flow or a sniff was used. Characterisation of
the nasal spray was performed experimentally with measurements of external
characteristics of unsteady spray atomization from a nasal spray device [66],
and measurements of droplet size distribution and analysis of nasal spray
atomization from different actuation pressure [67]. Newman et al. [68] eval-
uated the role of in-vitro and in-vivo methods of two similar nasal pump
sprays, where significant differences in in-vitro parameters were not reflected
in differences in nasal deposition in-vivo. This suggests that any in-vivo
studies (and to some extent in-silico studies) should expect differences in
results.
Computational studies of sprayed particle deposition in the human nasal
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cavity have found relationships for deposition efficiencies or penetration into
the turbinate mucosa of the main nasal passage, with nasal spray parameters,
such as spray cone angle and the particle size distribution produced. Kimbell
et al. [69] found that particle penetration past the nasal valve improved when
particle inertia was reduced through smaller particle diameters or reduced
spray velocity. The positioning of 1cm into the nostril, with inspiratory
flow present was recommended. Inthavong et al. [59, 25] found that if the
particles exhibited increased tangential velocities (through swirling) as it
exited the spray nozzle, then increased deposition in the turbinate region
could be achieved. This assumed a hollow cone spray which is the typical
spray formation produced from pressure-swirl atomizers.
Other computational studies include: Keeler et al.[70] who investigated
the influence of nasal airway geometry from different ethnic groups on spray
particle deposition and found that white and Latin Americans had the least
patent nasal cavity, although this was based on four models per ethnic group;
Kiaee et al. [71] that found particle diameter and particle injection speed,
were the dominant parameters (other parameters were spray cone angle,
spray release direction, and particle injection location) that influenced de-
position in seven adult nasal airways; and Fung et al. [72] performed CFD
modelling to characterise the nasal spray atomization stage. Djupesland et
al. [73] showed a bi-directional nasal delivery concept reduced lung deposition
by taking advantage of the posterior connection between the nasal passages
persisting when the soft palate automatically closes during oral exhalation.
The influence of breathing conditions during spray delivery on the uptake
of the drugs are unknown. Inhalation can be a short burst of high flow rate
(as a sniff), a shallow steady breath, or zero breathing found in a breath hold.
However, many computational studies with drug delivery have only applied
a steady flow condition. For example studies have used laminar steady in-
spiratory flow rates [60, 59, 71, 70] when the flow rate was approximately
<15L/minor, and steady RANS (Reynolds Averaged Navier-Stokes) turbu-
lent flows when the flow rate was >20L/min [25, 74]. While there are many
ways to inhale during drug delivery, this study looked at the influence of a
sniff compared to commonly used steady flow rate, and a zero inhalation flow
on particle deposition in the human nasal cavity.
To increase the accuracy of the work, high fidelity LES turbulence model
was used to account for the transient, and unstable nature of the fluid-particle
dynamics in the flow field. While the RANS models provide efficient compu-
tational cost, studies showed the fluid-particle turbulent dispersion coupling
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required empirically based adjustments [75, 76, 77]. To avoid this, the
Large Eddy Simulation (LES) method was used for the transient, and turbu-
lent flow behaviour as provides anisotropic turbulent fluctuations which are
transferred directly onto the particles.
Studies employing LES techniques include: Bates et al. [7] assessed the
relationship between movement and airflow in the upper airway motion de-
termined from magnetic resonance imaging; Farnoud et al. [78] and Payri
Marin et al. [79] used the LES model to deliver mono-disperse particles with
the diameters of 2.4 and 10 µm uniformly and randomly injected at the nos-
trils with constant inhalation flow rates of 4.78 L/min and 7.5 L/min; Covello
et al. [80] studied droplet deposition for different sizes of water droplets on
a patient-specific anatomy under steady inspiration at two breathing inten-
sities; Bahmanzadeh et al. [5] investigated airflow and micro-particle depo-
sition in human nasal airway pre- and post-virtual sphenoidotomy surgery ;
Mylavarapu et al. [81] inspected the airflow through the nasal cavity com-
paring its results to experimental pressure drop measurements; and Li et al.
[82] evaluated the performance of various turbulence models including the
LES model for airflow through a nasal cavity. It’s expected that the results
using LES method will contribute to the existing literature regarding nasal
spray device performance.
1.3 Main contributions
The main contributions of this thesis are:
 Dynamics of unsteady flow in the large airways during a rapid inhala-
tion through large-scale CFD on a highly-detailed geometry.
 The results presented here were obtained on a series of progressively
refined computational meshes, the finest one containing 350 million
elements.
 It was also found that spontaneous fluctuations in nasal airflow veloc-
ities occur, resulting from shear layer instabilities (jet breakdown and
flapping).
 It has been found that whilst spontaneous fluctuations in velocity arise
in the nose, the dominant site of turbulence production during inhala-
tion is in the supra-glottic region, as opposed to the glottis itself.
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 The most important deposition mechanism for micro-particle is inertial
impaction. As a consequence of their higher inertia and deviation from
the flow streamlines, larger particles (10 and 20 µm) stay trapped in
the nasal cavity which plays the role of filter. Smaller particles (1 and
5 µm) with low inertia can penetrate further.
 Some hot spots are observed, of which the most important is the la-
ryngeal region, where chaotic flow highly promotes particle deposition.
 The polydisperse particles from the nasal spray under sniff condition,
produced an increase of 300% deposition in surface area coverage com-
pared with the different inhalation conditions in the main nasal passage
which is where the highly vascularised mucosal walls exist.
 Other targeted regions such as the olfactory region showed negligible
deposition, thus the spray particle conditions are ineffective for olfac-
tory deposition for possible drug delivery to the brain.
 This study has produced the new deposition profiles for polydisperse
particles. While a large set of parameters were evaluated (e.g. 15
particle size distributions, 3 breathing profiles, 4 regional deposition
locations = 180 combinations)
1.4 Journal Papers
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 Calmet H, Gambaruto AM, Bates AJ, Vázquez M, Houzeaux G, Doorly
DJ. Large-scale CFD simulations of the transitional and turbulent
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puters in biology and medicine. 2016 Feb 1;69:166-80.
 Calmet H, Houzeaux G, Vázquez M, Eguzkitza B, Gambaruto AM,
Bates AJ, Doorly DJ. Flow features and micro-particle deposition in a
18
human respiratory system during sniffing. Journal of Aerosol Science.
2018 Sep 1;123:171-84.
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Chapter 2
Methods
To simulate the flow in the large human airways, computational meshes of dif-
ferent sizes were generated based on a single realistic geometry derived from
Computer Tomography images. The numerical simulations were carried out
using an in-house finite element code, Alya [83]. In the following, descrip-
tions of the geometry, the mesh, the fluid/particle solver and the boundary
conditions are given.
2.1 Geometry
The three-dimensional computational model was reconstructed from a clin-
ically acquired computed tomography scan of a 48-year-old male subject,
retrospectively collected from a large hospital database. The scan was per-
formed in the supine position and the resulting data set comprises of 912 im-
ages in the axial plane, with 1mm slice thickness and in-plane 0.65×0.65mm
pixel size. Further details of the subject and acquisition are provided by Bates
et al. [84]. Local ethics committee approval and patient consent were ob-
tained to use the data for the investigation. A consultant radiologist reported
the nasal airways are clear and of normal appearance. The position of the
tongue base and other soft tissues in the pharynx were deemed consistent
with the patient being scanned in the supine position. The vocal cords were
noted to have the appearance of being abducted, whereas the trachea was
considered to be of normal dimensions, not demonstrating any abnormalities.
The airway in the pharynx may be narrower than if the patient had been
standing, but the geometry is within the normal range.
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The preliminary surface definition, obtained from a process of semi auto-
matic segmentation of the medical images, is of insufficient quality for direct
use in numerical simulations. This is due to the limited resolution of the im-
age stack together with the linear sub-pixel interpolation used in the segmen-
tation, which results in an overly faceted and step-like surface representation.
The resulting surface was then smoothed using Taubin’s algorithm [85]. Sur-
face mesh refinement was therefore performed, taking care that the refined
surface definition lay within half a pixel size of the initial segmentation. Since
this length scale is representative of the underlying uncertainty bounds, the
resulting surface representation was deemed anatomically realistic and faith-
ful to the medical data. A rigid-body reorientation to approximately align
the posture to the Cartesian axes was performed as a final step to facilitate
subsequent analysis.
2.2 Mesh
The mesh discretisation used for scientific computing and simulation of the
passages of the upper human respiratory system must be of high quality. An
unstructured mesh was employed, due to the complex shape of the computa-
tional domain, especially apparent within the elaborate passageways of the
nasal cavity. Given the importance of a good spatial discretisation, details
of the mesh generation and size characteristics are outlined in the following.
The mesh generation software employed was ANSYS ICEM CFD (ANSYS
Inc., USA) and the description relates to the use of this software.
The approach used employs an octree-based method to generate a fine
resolution surface mesh of the computational domain. Since this mesh res-
olution is finer than the previous representation, surface smoothing is once
again required to avoid local flat patches and maintain a smoothly vary-
ing representation. The surface smoothing was performed using successive
Laplace smoothing [86] and aspect ratio (ratio of shortest to longest edge)
smoothing [87] in order to avoid surface shrinkage.
The second stage of the meshing process is the generation of a volumetric
mesh, for which the Delaunay method was employed. This yielded a tetrahe-
dral volume mesh with a smooth cell transition ratio (∼1.2) employed close
to the boundary wall. Finally a multi-layer prism mesh was created to re-
solve the high velocity gradients at the wall, with a few pyramids needed to
ensure the transition between the prism layer and tetrahedral mesh in the
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Figure 2.1: Sagittal view of upper airway mesh M2 (medium mesh) and
details: (a) section in the sagittal plane above the glottis, (b) detail of prism
layers, (c) section in the axial plane in the supra-glottic region.
core of the computational domain.
Three different mesh sizes were created with the parameters given in
Table 2.1.
Mesh NN(×106) NE(×106) ∆T (µs) h(mm) hbl1(µm) Nbl Rbl
M1 (coarse) 2 8 100 0.5 50 5 1.2
M2 (medium) 14 44 10 0.3 6 13 1.2
M3 (fine) 110 350 5 0.15 3 26 1.2
Table 2.1: Summary of different mesh resolutions and simulation parameters
with NN : number of nodes, NE: number of elements, ∆T : time step, h:
mean edge length of elements, hbl1: height of the first element in the prism
layer, Nbl: number of prism layers and Rbl: the prism growth ratio
The coarsest mesh (M1), with 8 million elements, was employed to obtain
a general description of the flow field and the particle tracking result. The
medium-sized mesh (M2), with 44 million elements, strikes a balance between
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computational costs and accuracy of solution, and was used to provide the
majority of airflow results presented in this study. The fine-sized mesh (M3),
with 350 million elements, was used for the mesh convergence study then also
to provide some results. More informations about computational limitation
is given in Section 2.7
Examples of the medium mesh (M2) are presented in Fig. 2.1. For mesh
M2, a minimum element height of 6 µm at the wall in used for the most
critical region (just above the glottis, see Fig. 2.2), which corresponds to a
value of y+ = u∗y
ν
= 0.5 at the peak of the sniff inflow, where u∗ is the
friction velocity at the wall, y is the distance to the wall and ν is the local
kinematic viscosity of the fluid . This value of y+ can be considered to be
sufficiently small for resolving the near-wall flow dynamics [88] and falls into
the range defined by Piomelli and Balaras [89] that describes well resolved
wall-layers. The mesh generation of the coarse and medium meshes M1 and
M2 was achieved using the ANSYS ICEM CFD sofware. Mesh M2 took 3
hours to be generated, on a single Intel Xeon X5650 core. A total of 4 GB
of RAM was used while meshing.
The finest mesh (M3) was produced using the Mesh Multiplication tech-
nique described in [90]. This technique consists in refining the mesh uni-
formly, recursively, on-the-fly and in parallel, inside the simulation code. For
tetrahedra, hexahedra and prisms, each level multiplies the number of ele-
ments by eight, while a pyramid is divided into ten new elements. Mesh M3
was obtained using a one-level mesh multiplication from mesh M2, therefore
obtaining approximately (due to the presence of pyramids) eight times more
elements. The time to produce this multiplied mesh in parallel is almost
negligible [90].
2.3 Fluid solver
It has to be mention that the numerical model described below in this section
was used to produce all the results in Chapters 3, 4 and 5. Other numerical
model was used for the drug delivery application Chapter.
Discretization method. We consider the incompressible Navier-Stokes
equations, one of the physical modules of the Alya system [91], a high per-
formance computational mechanics code developed at BSC-CNS. Let µ be
the viscosity of the fluid, and ρ its constant density. The problem is stated
as follows: find the velocity u and static pressure p in a domain Ω such that
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they satisfy in a time interval
ρ
∂u
∂t
+ ρ(u · ∇)u−∇ · [2µε(u)] +∇p = 0, (2.1)
∇ · u = 0, (2.2)
together with initial and boundary conditions. The velocity strain rate is
ε(u) = 1
2
(∇u +∇ut).
The numerical model to solve these equations is based on a stabilized
finite element method. The stabilization is based on the Variational Mul-
tiScale method which is considered as an implicit Large Eddy Simulation
method [92]. The formulation is obtained by splitting the unknowns into
grid scale and subgrid scale components. In the present formulation of Alya,
the subgrid scale is, in addition, tracked in time and in space, thereby giving
more accuracy and more stability to the numerical model [93].
Algebraic solver. The discretization of the Navier-Stokes equations yields a
coupled algebraic system to be solved at each linearization step within a time
loop. The resulting system is split to solve the momentum and continuity
equations independently. This is achieved by applying an iterative strategy to
solve for the Schur complement of the pressure. According to our scheme, at
each linearization step it is necessary to solve the momentum and continuity
equation twice. This split strategy is described and validated in [94].
The momentum equation algebraic system is solved using the GMRES
method, with a simple diagonal preconditioner with a relatively low Krylov
dimension. Usually, convergence is obtained in tens of iterations. The con-
tinuity equations is solved using the Deflated Conjugate Gradient (DCG)
method [95], together with a linelet preconditioner to accelerate the conver-
gence in the boundary layers [96].
Parallelization. The Alya code is written in Fortran90/95 and parallelized
with MPI. The partition of the mesh is carried out on-the-fly with the METIS
library [97]. The time for the partition is only a few seconds, even for mesh
M3, for which the mesh multiplication is performed after the partition.
The fluid solver consists mainly of two basic steps, the assembly of the
matrix and the right hand side of the Navier-Stokes system, and the solution
of this system using the iterative solvers described previously. The assembly
step does not require any communication, and its speedup is directly related
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to the load balance provided by METIS. The MPI exchanges in the iterative
solvers are carried out in an asynchronous way, enabling to overlap work and
communication during the matrix-vector products. The parallelization of
the DCG solver is based on MPI gather functions, as extensively described
in [95]. Finally, parallel I/O is achieved using the HDF5 [98] and MPI-
IO libraries [99] in order to postprocess the velocities and pressure on the
mesh. In addition, filtering strategies enable to postprocess these variables
on reduced portions of the mesh or to track single point values at each time
step. These filtering techniques are necessary to reduce the amount of stored
data and accelerate their visualizations.
2.4 Particle solver
Particles and fluid are solved in Alya. One-way coupling is used, i.e particles
are transported after the solution of the fluid although the particles will
not influence the fluid properties. The parallelization scheme for particle is
radically different than that of the fluid, which can lead to important miss
balance. In [100] we deeply describe both the implementation method and
the strategy to avoid bottlenecks.
The transport of particles is simulated in a Lagrangian frame of reference,
following each particle individually. From the numerical point of view, the
main assumptions to develop the model are:
 Particles are assumed sufficiently small to neglect their effect on the
air: therefore, a one way coupling is considered;
 Particles do not interact with each other;
 Particle rotation is neglected;
 Thermophoretic forces are neglected;
 The forces considered are: drag F d, gravitational and buoyancy F g;
Let xp, up, ap be the dynamical variables of particle p, namely the po-
sition, velocity and acceleration, respectively. Let mp be its mass, ρp its
density, dp its diameter, and Vp its volume. Particles are transported solv-
ing Newton’s second law, and by applying the series of forces mentioned
previously:
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ap = (F d + F g)/mp. (2.3)
The equation for the drag force assumes the particle has reached its ter-
minal velocity and is given by
F d = −
π
8
µdpCdRep(up − u), (2.4)
where Rep is the particle Reynolds number involving its relative velocity with
the fluid:
Rep =
|up − u|dp
ν
.
The drag coefficient is given by Ganser’s formula [101]:
Cd =
24
Rep k1
(1 + 0.1118(Re k1k2)
0.6567) + 0.4305
k2
1 + 3305/(Re k1k2)
,
k1 =
3
1 + 2ψ−0.5
,
k2 = 10
1.84148(− log10(ψ))0.5743 ,
ψ = sphericity, (= 1 for a sphere).
The gravity and buoyancy forces contribute to the dynamic of the particle
whenever there exist a density difference:
F g = Vpg(ρp − ρ),
with g being the gravity vector.
Time integration.
Let us assume the particle path must be computed from time step n to
the next one n+ 1, where the time step size is defined as δt := tn+1 − tn.
The time integration to actualize the particle dynamics at the new time
step n + 1 is based on the Newmark method. This method is quite general
in the sense that given the acceleration at time steps n and n + 1, one can
obtain the velocity and position at the new time step n + 1 in an explicit
form, using anp , or implicit form using a linear combination between a
n and
an+1p . The switch between these possibilities are two parameters, namely β
and γ which thus enable to control the accuracy and stability of the method.
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Given the accelaration computed at time step n + 1, the scheme consists in
solving the following equations:
an+1p = F
n+1/mp,
un+1p = u
n
p + δt(γa
n+1
p + (1− γ)anp ),
xn+1p = x
n
p + u
nδt+
1
2
δt2(2βan+1p + (1− 2β)anp ).
The drag force given by Equation 2.4 depends on the relative velocity of
the particle with respect to the fluid at n + 1, and therefore to the position
of the particle at the new time step. For robustness purpose, we apply a
Newton-Raphson scheme to converge the non-linearity in velocity, but not in
position. Once the velocity is obtained, the position is updated. In order to
gain additional control on the particle path, an adaptive time step strategy
is adopted. The strategy is based on an error estimation of the Newmark-
scheme.
Numerical implementation
The particle transport computation can be carried out in both a single-
code or multi-code version. In the latter case, particles are transported using
the same code and MPI partition as the fluid; in the last case, two instances
of the code are used to enable asynchronism. The parallelization is hybrid,
based on MPI+OpenMP, together with a dynamic load balance mechanism,
as particle are likely to be located in very few MPI processes. The parallel
strategy is extensively described in [102].
2.5 Boundary conditions
The computational domain is extensive and comprises, in order of inspired
flow direction, a hemisphere of the subject’s face exterior, followed by the
bilateral nasal passages, through to the pharynx, larynx, trachea and down
to the third branch generation in the lungs, as shown in Fig. 2.1 and 2.2.
A no-slip boundary condition is imposed on the passage walls and the flat
surface of the external hemisphere.
Inflow condition. The inflow velocity is imposed as a Dirichlet condition
on the hemisphere dome. It is prescribed as a time varying uniform velocity
with direction normal to the hemisphere. The radius of the hemisphere is
0.5m. It was chosen to be large enough to avoid the inlet boundary conditions
affecting the flow field within the airways on expiration (0.3m and 1m were
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Figure 2.2: (a) Nomenclature of the approximate regions of the upper air-
ways. (b) Location of different slices along the airways. (c) Locations of
sections and points used as measurement locations for the results. Point co-
ordinates are given in the appendix, see table 7.1. Plane A and slice 3 are
the same.
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Figure 2.3: Flow rate profiles and average period, The 10th order polynomial
function is given in the appendix see Eq.2.5 and Table7.2.
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also tested). Consequently, for inspiration this hemisphere size is considered
to be sufficient. To model the sniff, we use a polynomial function of order 10
derived from the experimental work detailed in Rennie and al. [103], in which
several short inhalations from rest as initial conditions were measured for
different subjects. The 10th order polynomial function (see Eq. 2.5) describing
the temporal evolution of the flow rate is provided in Fig. 2.3, with the
coefficients of the flow defining equation 2.5 are referenced in the appendix
section.
P (x) =
10∑
i=0
Cix
i × 1.74 (2.5)
Particle injectors were located at each nostril at slice 1, see Fig. 2.2 and
particles were distributed uniformly at the slice. Four different particle sizes,
i.e., dp=1, 5, 10, 20 µm were considered. 12,500 particles for each size were
released at the initial time and re-injected every 0.05 s until the last injection
time (0.45s) thus a total of 9 times during the sniff period. The total num-
ber of released particles during the entire simulation was 450,000. 20,000
suspended particles were present in the domain at the end of the simula-
tion, which represents less than 1% of the relative error for each particle
size considering the total deposition result. The initial velocities of particles
were assumed to be the same as the airflow velocity at the nostril. Once
the particle have crossed an outlet boundary element, the particle is out of
the computational domain and removed from the simulation. Furthermore
particles are deposited as soon as they get in contact with wall boundaries.
We consider deposition efficiency as the ratio of particles deposited on
a given surface with respect to the number of injected particles. Based on
previous studies ([104, 48]) and convergence tests, the number of particles
of each size released at each time (12,500) is above the number necessary to
ensure deposition results which are independent of the number released.
Outflow condition. A zero-traction outflow condition is imposed as a Neu-
mann condition (the surface is free from external stress) at the third bronchial
branch. In order to ensure fully developed flow at the outflow sections, the
final bronchial branches were extruded to constant cross-sectional pipes for
several diameters. These bronchial branches are set to have the 5 last layers
of elements with higher constant viscosity to reduce turbulence and thus to
avoid entrant flow that would unstabilize the solution.
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2.6 Model validation
2.6.1 Analysis of grid convergence
The mesh convergence study was performed by time averaging the velocity
magnitude profile at a location in the trachea. The time average was taken
over the period shown in Fig. 2.3, during the plateau phase [0.1-0.13 s].The
velocity profile is shown over a line extending from the anterior to posterior
along the middle of slice 11, defined in Fig. 2.2b.
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Figure 2.4: Time average velocity magnitude profile with different mesh res-
olution at the sagittal plane on the slice 11, see Fig. 2.2b.
The profiles look very similar for the medium mesh (M2) and the fine
mesh (M3), although some discrepancies are still visible for the two higher
grid sizes. For reasons explained in the next section, the medium mesh was
used to provide the majority of results presented in this study.
2.6.2 Particle deposition
Particle deposition in the nasal cavity was compared to experimental data
reported by [105, 106] and numerical data [107, 108, 104] (see Fig. 2.5) where
the flow rate used for the comparison was a constant 20L/min. In order to
standardize the results, the inertial parameter (IP ) was used, i.e.
IP = d2p ·Q (2.6)
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where dp is the particle aerodynamic diameter (i.e. 1g/cm
3) and Q is the
volumetric flow rate. Fig. 2.5 shows good agreement between the simu-
lation performed by the present code (Alya) and the numerical results of
[107, 108, 104]. Differences in deposition results are due to the coarser air-
way surfaces in the replica producing higher deposition efficiencies than the
numerical model, already observed frequently in literature, see [109, 110] who
provide an extended study which can be summarized as the “wall roughness
region enhanced particle capturing effect” or other study [111] who com-
pared deposition of different level of surface roughness replicas (see Fig. 2.5
Model A,B,C) from [105] with LES simulations.
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Figure 2.5: Micro particle deposition efficiency comparison between simula-
tion and experiments.
The particle deposition efficiency is defined as:
ηdep =
Ndep
Nin
(2.7)
where Ndep is the number of particles deposited on the surface area of
interest, which can be the total respiratory tract wall or local surface areas,
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e.g., olfactory regions, and Nin is the total number of particles released at
the nostrils.
2.7 Computational resources
The simulations were carried out on the MareNostrum supercomputer, hosted
by the Barcelona Supercomputing Center, and on the Fermi supercomputer,
hosted by Cineca. For example, to carry out the simulation for the medium
mesh M2 on the MareNostrum, 50000 time-steps are required on 1456 cores
requiring approximately 200 hours. On the Fermi supercomputer, 16384
cores were used. Usually, in order to keep a good parallel efficiency, be-
tween 20000 and 40000 elements are used on each core. This makes the
RAM requirement of the simulation very low under the possibilities of the
computational nodes of the supercomputers used in this work.
In order to clarify the computational limitation aspect of this thesis, it
has to be stated that the airflow results (Chapters 3 and 4) were done with
M2 and M3 meshes. Thank to a computational grant from PRACE: project
Pra04 693 (2011050693 to the Fourth PRACE regular call) we were able to
present results using the medium-sized mesh M2, except for the sniff be-
ginning [0.0–0.13 s], where the M3 was used. Then one year later without
computational grant we carried out the particle tracking results (Chapter 5)
with M1 mesh due to the computational cost.
Moreover for drug delivery application chapter we truncated the geometry
removing the throat part and used a new mesh resolution between M1 and
M2 resolution grid size, see futher informations in Chapter 6.
Furthermore using the in-house code Alya system which is permanently
on progress, we used for Chapters 3, 4, 5 the numerical strategy implicit
Large Eddy Simulation method. Then for Chapter 6, explicit Large Eddy
Simulation method was used.
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Chapter 3
Airflow features results
This chapter aims to provide the basic information necessary to understand
the flow features happening in the human respiratory tract under sniff con-
dition. In the interest of the reader, the results of this chapter are presented
as a journey through the human airway.
3.1 Laminar to transitional flow in nasal cav-
ity
Monitoring the local Reynolds number along the tract gives information on
the flow regime. The local Reynolds number was calculated based on the
area-average velocity and hydraulic diameter of each slice as [112]. The flow
rate used to compute the Reynolds number was the peak value of the sniff
function, Qpeak = 0.9Ls
−1 coresponding to tpeak = 0.1s, see Fig. 3.1.
To confirm if the flow is laminar, transitional or turbulent, the value of the
local Reynolds number is not sufficient, in complex geometry and/or complex
inflow, additional information is needed. A detailed analysis of the spectra is
required to state the character of the flow: laminar/transitional/turbulent.
The values of the first slices close to the nasal valve (slice 1,2) belong
to the range from laminar to turbulent regime, which indicate a possible
transitional flow. While the slices crossing the turbinate region (slice 3,4,5)
indicate a possible laminar flow.
Transitional regime can be observed in one of two ways; one is the visual
analysis of flow temporal evolution [27], another is the local spectral anal-
ysis where the decomposition of the local velocity with time series Fourier
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Figure 3.1: Cross-sectional-area-average Reynolds number as a function of
distance from nose tip. The number positions refer to the different slices see
Fig.2.2.
produces some clear harmonic peaks in the low frequency ranges [113].
In [6], the authors demonstrated that the flow in the nasal cavity is un-
steady downstream of the nasal valve. A key feature of this unsteady flow
is the vortex shedding and flapping motion of the shear layer, located on
the boundary between the nasal valve jet and the superior separated flow
region. Spectral analysis of these large-scale motions can provide relevant
information.
A one-dimensional spectral analysis that considers all components of the
velocity fluctuation is computed for the time period [0.1-0.15 s], which we
recall is the start of the plateau phase of the sniff waveform. All the details
concerning the spectral analysis and parameters are provided later in the
next section.
Fig. 3.2 is the normalized energy spectrum of local velocity fluctuations
at the point 3 (see Fig. 2.2), located within the right-nasal cavity and a closer
view of the interest zone where the harmonic peaks are observed.
With the unsteady features observed in the literature, numerically by [6]
and experimentally by [27] the presence of the harmonic peaks are observed.
Here transitional flow can be considered.
Further downstream of the nasal valve, the values of the local Reynolds
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Figure 3.2: Normalized energy spectrum of velocity fluctuations at the loca-
tion point 3, see Fig. 2.2 and detail view of the interest zone.
number (slices 3,4,5) show a laminar regime along the nasal turbinate region.
This tendency is also observed into this section by [112].
To outline the airflow field in the nasal cavity, the inlet flow entering in
the nostril changes drastically in the direction of the nasal valve, going from
vertical to horizontal where the diameter is reduced. This complex geometry
produces some specific features and unsteady phenomena, see Fig. 3.2. Then,
most of the inhaled air flows through the wider middle-to-low portion of the
main passageway, which is free of obstacles.
Further, where left and right cavities join with different velocities begins
the nasopharynx.
3.2 Transitional to turbulent flow in the na-
sopharynx
The nasopharynx is a region where the confluence of different outflow veloci-
ties of the left and right cavities mix together. Fig. 3.3 shows the complexity
of this particular flow, where two different airflows join into a significant
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Figure 3.3: Streamlines colored by velocity magnitude and black iso-surface
of Q-criterion of different views of the nasopharynx at tpeak = 0.1s. (a) Lateral
view. (b) Front view. (c) Top view. (d) Down isometric view.
curvature.
Fig. 3.3 shows streamlines colored by velocity magnitude and iso-surface
of Q-criterion of different views of the nasopharynx at tpeak = 0.1s. Here
vortex identification is represented by Q-criterion which is defined by [114].
Qcrit =
1
2
(||Ω̄||2 − ||S̄||2) > 0 (3.1)
where, S and Ω are, respectively, the symmetric (strain and shear) and an-
tisymmetric (rotation) components of the velocity gradient. When the Q-
criterion is positive, it represents locations in the flow where the rotation
Ω dominates the strain and shear S. Dean vortices [115] are observed, re-
sulting from the curved passage undergoing an almost 90 ◦ bend from the
the horizontal nasal passage to the vertical descending sections. Only two
main symmetric swirling vortices are represented, although the flow in the
nasopharynx is more complex than these two vortical structures.
These two symmetric swirling vortices are located at the inferior part of
the nasopharynx, called the soft palate, the symmetric location and their
strengths are identical. Further down the velocity jumps by a factor 4 at
the end of nasopharynx due to sharp flow area reduction in the passage.
Furthermore, the presence of Dean vortices can include events leading to
transition to turbulent flow [115].
The value of the local Reynolds number for the slice 6 in Fig. 3.1 indicates
possible transitional flow while the values for the slice 7 and 8 are turbulent.
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Wilcox defined the turbulence intensity as an turbulence indicator for internal
flow [116],
Iturb =
√
2TKE
3U2
(3.2)
where TKE is the turbulence kinetic energy and U is the area-average
velocity. Fig. 3.4 is the Cross-sectional-area-average of turbulence intensity
calculated with the area-average of TKE and the area-average velocity of
each slice during the plateau phase of [0.1-0.15 s], see Fig. 2.2.
In the nasopharynx section (slice 7 and 8), the values of the turbulence
intensity is above 7%, describing transitional-turbulent flow. This can be ob-
served in the appendix section where the cross sections of TKE are displayed
(see Fig. 7.1). High values are observed for the slices 7 and 8.
We can remark from Fig. 3.4 that the turbulence intensity in the nasal
cavity (slice 1 to 6) is unexpectedly significant, between 5% to 10%. This is
due to the high values of Reynolds stresses, produced by oscillations of the
flow in nasal cavity. This complex geometry promotes the unsteady flow but
the calculation of the turbulence intensity is not accurate for this particular
case. In Section 3.1, it is demonstraded than the flow in the nasal cavity is
laminar-transitional but not turbulent. Therefore, in Fig. 7.1, low values of
TKE in the nasal cavity are observed.
Due to the high level of fluctuations produced by the laryngeal jet [6, 84],
it can observed that the state of the laryngeal section (the throat) is clearly
turbulent, see Fig. 3.4, with 2 peaks (slice 10 and 12).
3.3 Turbulent flow in the laryngeal region
Fig. 3.5 qualitatively illustrates the location of the turbulence vortical struc-
tures in the pharyngolaryngeal region. We clearly observe a transition of
the vortex structures direction, initially tendentially aligned with the flow
direction in the nasopharynx region, while further downstream in the larynx
the flow turbulence has undergone a cascade from larger to smaller struc-
tures which are now aligned largely transversally to the flow direction. The
vortices aligned with the flow direction in the nasopharynx, Dean vortices,
are described in Section 3.2.
From Fig. 3.5 we can visually identify the source of instabilities and pro-
duction of turbulence structures. At the nasopharynx downstream there
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Figure 3.4: Cross-sectional-area-average turbulence intensity as a function
of distance from nose tip. The number positions refer to the different slices
described in Fig. 2.2.
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Figure 3.5: Iso-surface of the Q-criterion (value=4.5×105) in the pharyngola-
ryngeal region at tpeak = 0.1s. (a) Lateral view. (b) Front view. (c) Isometric
view.
is a severe stenosis that forms a jet with longitudinal vortical structures,
which enters the oropharynx where there is a sudden expansion in the cross-
sectional area of the passage. The fluid mechanics behaviour of free jets is
that of Kelvin-Helmholtz instability, which occurs when there is a velocity dif-
ference across the interface between the higher velocity jet and the surround-
ing air. These instabilities promote a cascade from large vortex structures
to smaller ones, resulting in a turbulent flow, see Fig. 3.4, slice 10. Again
we observe a second stenosis at the downstream section of the oropharynx
that is due to the subject lying in supine position and the tongue relaxing,
reducing the patency of the passage. After this stenosis there is again a
change in anatomy geometry that promotes the gradients across shear layers
and the production of turbulence, see Fig. 3.4, slice 12. As the flow moves
downstream, by the time it reaches the trachea the turbulence structures
have largely broken down and dissipated.
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3.4 Summary
The purpose of this chapter was to explore and describe the main features of
the dynamic and unsteady flow occurring in the large airway during a rapid
and short inhalation.
Thanks to the use of a simulation code specially designed for large-scale
computational resources, the numerical model presented was able to simulate
all the flow regimes in different airway segments. The laminar to transitional
regime in nasal cavity is demonstrated through spectral analysis. The flow
distribution at a section of the nasal cavity gives an insightful overview of the
intricate wall-bounded flow occurring. This includes the flow partitioning,
which is effected by the nasal valve directing the flow far upstream as a jet,
and the turbinate structures that project into the passages and divide the
airspace, diverting the airflow to different regions of the cavity.
The main features present in the nasopharynx are highlighted, transi-
tional to turbulent state happening in this region is discussed. The tur-
bulent flow in the laryngeal region is described, illustrated by the complex
configuration of vortical structures. This is the dominant site of turbulence
production, more precisely located in the supra-glottic region. As the flow
reaches the lower portion of the trachea, the turbulence intensity as greatly
reduced, with few vortical structures identifiable.
In the next chapter, a detailed analysis of the airflow is presented. Anal-
ysis for pressure drop, mean flow, fluctuations, wall shear stress, energy flux,
and energy spectral are exposed. Furthermore, deeper investigations about
the transition regime are presented.
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Chapter 4
Airflow variables results
A sniff is a short, transient and unsteady inspiration, defined by the flow
rate imposed as detailed in Section 2.5. The flow rate profile of the sniff is
shown in Fig. 2.3, and can be divided into three phases: the acceleration
[0-0.1 s], the plateau [0.1-0.4 s] and the deceleration [0.4-0.5 s]. Each phase
results in a distinct flow field, largely due to the resulting forces driving the
inspiration. The acceleration phase is known to produce roll-up structures in
the nasal cavity for a zero initial velocity [26], quickly establishing the bulk
flow field due to the small cross-sectional passageways. Bates et al. [84] noted
that nasal washout and stabilisation of nasal regional flow division occur
within the first phase. The plateau phase is the most appropriate segment of
the flow profile for the turbulence analysis as the velocity is approximately
constant, and the time window is of sufficient duration to calculate turbulence
statistics. The last phase is the deceleration, where breakup of flow structures
and vortices begin to dominate. These are quickly suppressed in the nasal
cavity due to the small patency of the passages. For more explanation of the
three phases, see Bates et al. [84].
A time window during the plateau phase of [0.1-0.15 s] is chosen to com-
pute the mean flow and the turbulence measures. This window was taken
as sufficiently long due to the fine temporal resolution available, and suf-
ficiently short to avoid large-scale transients to interfere with the analysis.
Also, the right nasal cavity was focused on, due to interesting features, such
as recirculation in the anterior nasal cavity, which was not present in the
left cavity of this subject for this flow profile but has been reported in other
studies [26, 117]. Unless otherwise stated, results are presented using the
medium-sized mesh M2, except for the sniff beginning [0.0-0.13 s], where the
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Figure 4.1: Static pressure drop across different compartments of the upper
respiratory system during time period [0.0-0.13 s]. Comparison for mesh
resolution M2 and M3 is shown.
M3 was used. This was due to temporary CPU usage limitations at the time
of running the cases for this work, see Section 2.7.
4.1 Pressure drop
Physiologically, airflow through the respiratory system is driven by the pres-
sure drop, Fig. 4.1 presents the static pressure drop across compartments
of the airways. A comparison is made for the mesh resolution, M2 and M3.
The results displayed are for the beginning of the sniff waveform, time period
[0.0-0.13 s].
The pressure drops in Fig. 4.1 highlight the role of the different compart-
ments in the upper respiratory system:
 The pressure drop across the anterior nasal valve (P2-P3), i.e: between
before the anterior nasal valve (point 2) and after the anterior nasal
valve (point 3), in the right cavity. The anterior nasal valve is the
smallest cross section area in the vestibule.
 The pressure drop across the nasal cavity (P3-P4), i.e: between after
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the nasal valve (point 3) and before the nasopharynx (point 4) in the
right cavity. The nasal cavity is a very complex geometry with very
thin cross sections. It is composed by three passageways, superior,
middle and inferior meati.
 The pressure drop across the larynx (P5-P7), i.e: between the orophar-
ynx (point 5) and after the larynx (point 7). This zone plays an im-
portant role in the turbulent flow in the descending airways.
 The overall pressure drop (P1-P12) i.e: between outside the nose (point
1) and the carina (at the first bifurcation of the lung) (point 12).
The values of pressure drop in Fig. 4.1 show clearly that the highest
pressure loss occurs in the throat and not in the nose. The pressure drop
across the anterior nasal valve (P2-P3) is less than across the nasal cavity
(P3-P4), despite it being a narrower section.
Oscillations are observed for the fine mesh (M3) in the anterior nasal valve
pressure drop trace. This indicates that a fine mesh resolution (0.15mm)
is needed to capture features occurring in this region, as discussed later in
Section 4.6. There are also higher amplitude of oscillations in the nasal cavity
with the fine mesh solution, while in the remaining region the pressure drop
appears sufficiently resolved. On the other hand in the larynx (P5-P7) there
is a higher amplitude of oscillation and also a higher mean pressure drop
value for the medium mesh (M2) compared to the fine one (M3).
The computed tomography (CT) scan is performed with the patient in
the supine position. Gravity causes a collapse of the peripharyngeal tissues
in the oropharynx, leading to a reduced patency; while in a standing posture
the airspace in the larynx is greater. This observed collapse leads to the high
pressure drop in the larynx (P5-P7).
4.2 Mean flow
The time window [0.1-0.15 s], used to compute the temporal mean velocity, is
chosen as part of the plateau phase corresponding to the same time period for
which the turbulence analysis is performed. The flow rate is approximately
constant during this time period, and the mean velocity provides an overview
of the dominant persistent flow features.
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(a)
(b)
Figure 4.2: Mean velocity of cross-sections. (a) Coronal plane in the middle
of nasal cavity (plane A) and sagittal plane of right nasal cavity (plane B)
with the two recirculation zones. (b) Sagittal plane of laryngotracheal area
(plane C) and a coronal plane of the supra-glottic region(plane D). (a) and (b)
are computed for the time period [0.1-0.15 s] and the mean velocity scale is
different to enhance the features in the nasal cavity and in the laryngotracheal
area. See Fig. 2.2 for cross-section location.
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Fig. 4.2 shows the mean velocity in four different cross sections of the
airway, chosen to be approximate mid-passage locations. In the sagittal
plane of the right nasal cavity (plane B) two recirculation areas are visible:
the first is small and centred in the vestibule (B1), while the second is located
in the upper anterior part of the nasal cavity (B2) and is both larger and
more complex. The B2 recirculation region is caused by flow separation at
the superior edge of the nasal valve. This feature has been observed in the
literature, for instance in the experimental study of Doorly et al. [26] with
the use of a high speed PIV setup, where it was stated that a shear layer that
is generated on the boundary of the separation region, causes a transitional
flow that is observed as periodic flapping (and will be discussed in greater
detail in Section 4.6). The nasal valve has a small cross-sectional area and
causes the flow to focus and form a jet that is directed towards the middle
turbinate leading edge. A rapid change in geometry orthogonal to the jet
direction occurs downstream of the nasal valve and is especially pronounced
on the superior portion of the nasal valve. This superior portion is the
thinnest section of the nasal valve [117], and is often related to corrective
surgery to widen and increase the angle it forms.
The flow distribution in the nasal cavity can be observed by a coronal
cross-section (see plane A), as this plane is perpendicular to the bulk flow
direction. It is evident that the flow distribution between the bilateral pas-
sages is not the same due to evidently different passage shapes and patency.
It can be observed however that the bulk of the flow inspired traverses the
middle portion of the nasal cavity, leading to slow flow velocity in the lower
meatuses despite their large dimensions. Higher flow rates are observed in
the centrer-line of the septum and middle meatus passages. The olfactory
region, located at the superior part of the nasal cavity, has a slower flow rate
and is an indication that the transport phenomena are characterised by both
advection and diffusion in this region. In comparison to slower flow rates
however [26, 117], a sniff advects a larger volume of inspired air towards the
olfactory cleft.
In the oropharynx region, there is another marked reduction in the pas-
sage cross-sectional area. This stenosis prompts a jet to be formed, as seen
in planes C and D. This jet has also been reported in the literature where it
has been referred to as the laryngeal jet [36, 118]. This jet persists a short
distance downstream, as seen by a region of focused high magnitude veloc-
ity, and is broken down rapidly. The rapid breakdown is characterised by
the short length and fast decrease with regard to the jet mean velocity, as
46
Figure 4.3: Different views of the laryngeal jet, given as the mean velocity
iso-surface, computed for the time period [0.1-0.15 s]. (a) Top isometric view.
(b) Front view. (c) Lateral view. (d) Isometric view.)
the flow passes the larynx and enters the trachea. This indicates noticeable
temporal fluctuations (low mean values), as will be discussed later in Sec-
tion 4.3. As the passage changes direction, the jet impinges on the posterior
hypopharynx wall and causes a high wall-shear stress region (as shown in
Fig. 4.6 for a single time instant), that together with the expanding passage
area at the start of the trachea, promotes the jet breakup.
Iso-surfaces of mean velocity in the laryngotracheal region are shown in
Fig. 4.3 and provides a three-dimensional representation of the laryngeal
jet. Two vortex structures are also identifiable at the upstream region to
the oropharynx stenosis, and are the result of Dean vortices formed by the
passage 90 degree change in angle at the nasopharynx. From the front view
of Fig. 4.3, it can be seen that the laryngeal jet is deviated downstream of
the glottis, due to the sinuous geometry related to the posture of the subject
during the scan.
Fig. 4.4 shows four different slices (described in Fig. 2.2) with the time
average velocity 〈u〉 and the instantaneous velocity u. It is apparent that the
mean velocity does not differ significantly from the time instant one within
the nasal passages, however in the descending tract a noticeable difference is
evident.
47
Figure 4.4: Different cross-sectional slices of the airways, referenced in
Fig. 2.2, 〈u〉 the time average velocity (computed for the time period [0.1-
0.15 s]), and u the instantaneous velocity (0.15 s).
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4.3 Fluctuations in the flow
Having outlined the flow features discernible from the mean flow field, we
now turn our attention to the temporal fluctuations. The root mean squared
velocity fluctuations vector is computed for each component of the velocity
vector like u′rms =
√
〈u′2〉, for the time period [0.1-0.15 s]. The resulting
vector magnitude, presented in Fig. 4.5 for some cross-sections of the flow
field, can highlight the unsteady flow regions with respect to the mean flow.
An immediate result of the u′rms is that in the nasal cavity, the magnitude
of the fluctuations are one order of magnitude smaller than in the laryngeal
region. Similar results have been reported in Zhao et al. [1], which noted
that the airflow in the human nasal cavity even during sniffing is transitional
or exhibits low intensity turbulence. Bates et al. [84] stated that, for the
same subject used in the present study, the flow in the right nasal cavity is
more unsteady than in the left nasal cavity. On comparing the cross-sections
of mean and fluctuating velocity in the nasal cavity, shown respectively in
Fig. 4.2 and 4.5, the regions of higher u′rms do not correlate with the regions
of higher mean velocity, but instead these regions occur at the edges of high
velocity regions, indicating that the unsteadiness is caused by the breakdown
of shear layers.
Conversely, in the laryngeal region cross-sections shown in Fig. 4.2 and 4.5,
the regions of high u′rms correspond to the shear layers located on the bound-
ary of the laryngeal jet, indicating that in this region the fluctuations in the
velocity are likely related to a high Reynolds number. The high values of
u′rms persist downstream of the laryngeal stenosis where the jet is initiated,
into the trachea with decreasing magnitude and localization. These findings
are related to the turbulent dissipation through smaller scales, which occurs
rapidly in the laryngeal region due to the change in direction of the airway
that forces the jet to impinge on the posterior glottis region, and thus favour
vortex breakdown.
4.4 Wall-shear stress
The wall-shear stress is an important measure for the respiratory airways,
being responsible to a large extent for the resistive forces during respira-
tion, and related to exchange processes and the near-wall flow field [119]. In
Fig. 4.6 the surface integrated wall-shear stress for different compartments
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(a)
(b)
Figure 4.5: rms velocity fluctuations magnitude of a few cross-sections. (a)
Coronal plane in the middle of nasal cavity (plane A) and sagittal plane
of right nasal cavity (plane B). (b) Sagittal plane of laryngotracheal area
(plane C) and a coronal plane of the supra-glottic region(plane D). (a) and
(b) are computed for the time period [0.1-0.15 s] and the rms velocity fluc-
tuations scale is different to enhance the features in the nasal cavity and in
the laryngotracheal area. See Fig. 2.2 for cross-section location.
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(a) (b)
(c) (d)
Figure 4.6: (a) The surface integrated wall-shear stress value over different
sections on the left hand vertical axis and the average wall-shear stress (i.e.
the surface integrated wall-shear stress divided by the considered area sur-
face) on the right hand vertical axis (see Fig. 4.7). (b) Map of wall-shear
stress magnitude in the hypopharynx and trachea (sections 8-11). (c) Gen-
eral view of map of wall-shear stress magnitude in the right nasal cavity
mid-region. (d) Detail of the anterior protrusion of the right nasal cavity
middle turbinate, with map of wall-shear stress magnitude and surface shear
lines. All results correspond to results at the time t=0.15 s.
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(see Fig. 2.2) of the airways are plotted. The thin and scroll-like form of the
nasal cavities exposes the flow to a large wall surface area, such that despite
having, in general, low wall-shear stress values, the integrated stress (between
sections 2-4, see Fig. 4.7 for slice location map) is greater than the other re-
gions. A large resistance also occurs between sections 9-12, which correspond
to the passages of the hypopharynx and further downstream. However, in
contrast, the wall-shear stress values in these regions are large and the wet-
ted surface area is in comparison small. On the whole, compartmentalising
the anatomy, the greatest resistance is reported between section 6-12, which
corresponds to the descending airways from the oropharynx. The nasal valve
(present between section 1-2) also causes considerable resistance due to the
constriction.
The complex, undulating shape of the wall at the mid-region of the nasal
cavity affects the flow by partitioning it into different regions. The undu-
lations may also favour exposing core flow to the nasal lining, enhancing
exchange processes between lining and the flow as well as deposition of sus-
pended particles. The turbinates are important geometric features in the
partitioning of the flow, and in Fig. 4.6 a detail of the anterior protrusion of
the middle turbinate is shown, with the wall-shear stress magnitude and the
surface shear lines (computed as integrated paths of the wall shear stress).
As noted above in Section 4.2, the nasal valve forms a jet that is directed at
the anterior protrusion of the middle turbinate, and as it impinges a stagna-
tion line is clearly visible at the leading edge. Furthermore, the surface shear
lines show that the flow is directed away on either side of this impingement
line.
The wall-shear stress, surface shear lines, and consequently the near-wall
flow field [119], vary smoothly in the nasal cavity. These findings are in
contrast to the region of the hypopharynx where a bend in the conduit is
present, and we observe a higher and disturbed wall-shear stress magnitude,
as shown in Fig. 4.6. The impingement zone in the hypopharynx breaks
down the flow, enhancing mixing and bringing the core flow in contact with
the lining. This highly energetic zone of impingement and mixing may serve
to enhance deposition of smaller particles still in suspension that were not
filtered in the nasal cavity.
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Figure 4.7: Energy flux computed at different sections along the airways.
4.5 Energy flux
In order to understand the physiological aspects of flow resistance during
breathing, we plot the normalized energy flux along the respiratory tract in
Fig. 4.7. The energy flux is the rate of transfer of energy across a surface, Γ,
and is given by:
Energy flux = E =
∫
Γ
[(
P +
1
2
ρ|u|2
)
|u|
]
dΓ (4.1)
where P is static pressure, 1
2
ρ|u|2 is dynamic pressure, ρ the density of the
air and |u| the velocity magnitude of the airflow. Time averaged measures
were used for the period [0.1−0.15 s]. The energy flux is computed at different
cross-sections in the domain, with an orientation approximately normal to
the mean flow.
As expected, the energy flux decreases along the tract at varying rates.
The sharpest decreases in energy flux are coincident to large values in the
integrated wall-shear stress (Fig. 4.6), indicating that the wall-shear stress
plays a key role in the resistive forces during a sniff. We observe that in a few
regions the energy flux does not decrease noticeably, and these correspond
to regions where the flow enters a larger airspace and comparatively slows
down, noticeably in the nasopharynx and the lower portion of the trachea.
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4.6 Flapping and transitional flow in the right
nasal cavity
In the following sections the unsteady dynamics of the flow are considered.
The flow in the nasal cavity is transitional just downstream of the nasal valve
due to the jet that is formed, but is remarkably steady after the anterior
meatuses due to the reduced calibre of the passages and the large surface
area. The lower airways, however, in the regions of the larynx and the
trachea, exhibit turbulent flow that is triggered by the laryngeal jet and the
curvature of the passage.
In order to fully resolve the temporal and spatial scales directly, the re-
sults of this section are computed using the finest mesh (M3). To provide
reproducibility and clarity of results, the spectral analysis in this work is
performed with a short-time Fourier transform, with a width equal to half
the period and an overlap of 50% in order to reduce signal noise, and with a
Hann window to ensure periodicity.
The main body of the nasal valve jet effectively does not exhibit oscilla-
tory motion. A key feature of the transitional flow downstream of the nasal
valve is the vortex shedding and flapping motion of the shear layer, located
on the boundary between the nasal valve jet and the superior separated flow
region. Transient motion is also seen on the lower boundary of the jet but
to a smaller extent. The velocity and vorticity magnitude are plotted in
Fig. 4.8 for a sagittal plane cross-section of the right nasal cavity, together
with the spectral analysis of the velocity at two locations for the time period
[0.08-0.12 s].
The instabilities initiate at the rapid change in geometry, downstream of
the nasal valve, and are amplified as they advect downstream. As such, the
oscillations recorded at the upstream point (3B) occur shortly before being
observed at the downstream point (3A), with a delay of ∼ 0.002 s. This
delay is calculated by observing the recorded time lag of the first main peak
of the oscillations, for points 3A and 3B, and fits with the observation that
the time average velocity magnitude in this region 〈|u|〉 ≈ 5 m/s and the
distance between 3A and 3B is ≈ 0.01 m. The flapping of the shear layer
observed between points 3B and 3A, induces the roll-up and subsequent
shedding of vortices, as shown in Fig. 4.9.
The amplitude of the flapping motion increases downstream, being larger
at point 3A than at point 3B. From the spectral analysis of the velocity mag-
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Figure 4.8: (a) Cross-section in the sagittal plane of the right nasal cavity
(Fig. 2.2, plane B), showing the velocity magnitude and vorticity magnitude
(the zoom highlights the occurrence of the flapping between 3A and 3B). (b)
Temporal evolution and (c) spectral analysis of the velocity magnitude at two
different locations (3A and 3B), during the beginning of the sniff waveform.
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nitude calculated for the time window [0.08-0.12 s], the dominant frequency
modes and amplitudes are rather dissimilar at these two points. There is a
noticeable decrease in the modal energy and dominant frequency of oscilla-
tion for the upstream point (3B) with respect to the downstream point (3A).
The dominant frequency recorded at location 3A (350 Hz) is approximately
three times greater in amplitude than that recorded at location 3B. However,
point locations do not represent the entire 3D field.
The development of the vortex shedding in the upper and anterior right
nasal cavity is affected by the interaction with the geometry. The narrow-
ness of the cavity dissipates the velocity gradients and the flow structures,
while also increasing the vorticity magnitude. Snapshots during the vortex
shedding discussed above are shown in Fig. 4.9. The period of the vortex
shedding is approximately 0.0028 s, or a frequency equal to 350 Hz. It is the
dominant frequency recorded at location 3A, as show in the spectral analysis
in Fig. 4.8.
Unlike the right nasal cavity, the left does not exhibit a flow separation
region superior to the nasal valve jet. Despite this difference, the flow remains
unsteady in the left cavity and transitional during the plateau phase of the
sniff waveform. A greater analysis of the bilateral cavities will be the scope
of subsequent investigation.
4.7 Turbulent flow in the laryngeal and tra-
chea regions
We will now concentrate on the analysis of the flow field along the descending
airways. The dominant turbulent flow is observed in the descending airways
due to the laryngeal jet. The anatomy of the subject harbours a marked
reduction in airway area above the glottis due to the supine position main-
tained during the CT scan. In this posture the tongue and soft tissues have
lowered and reduced the normal patency of the airways. A strong jet is
observed that, together with the varying shape of the airways, results in a
turbulent flow field that quickly dissipates through the breakup of the vortex
structures.
A one dimensional spectral analysis, that considers only the vertical com-
ponent of the velocity fluctuation is computed for the time period [0.1-0.15 s],
the start of the plateau phase of the sniff waveform. Only the vertical compo-
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Figure 4.9: Four snapshots in the sagittal plane of the right nasal cavity,
showing the vertical component of the velocity. Traces of the temporal evo-
lution of the velocity magnitude recorded at two locations are also shown,
where the vertical line indicates the current snapshot time.
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Point 7 Point 8 Point 9
A(m2) ∗ 10−4 1.5 2.2 2.0
〈|u|〉(m/s) 16.5 6 3.6
Re ∗ 105 2.2 1.0 0.5
ε(m3/s−3) 3300 1100 250
η(µm) 32 42 60
Table 4.1: Local informations about the time average velocity magnitude
(〈|u|〉), the cross sectional area (A), the Reynolds Number based of the hy-
draulic diameter (Re), the dissipation rate (ε) and the kolmogorov lenght
scale (η) in the three locations of picture 4.10.
nent of the velocity is considered because it is approximately the streamwise
direction. Here the spectrum amplitude (E11) is normalised by the Kol-
mogorov length scale η = (ν3/ε)1/4, where ε = 2ν〈SijSij〉 is the dissipation
rate and Sij is the strain rate tensor. Here, four overlapping Hann window
functions are used for the short-time Fourier transform to reduce noise. The
result at three points located within the laryngeal jet as it enters the tra-
chea, are presented in Fig. 4.10. These three locations were chosen to lie
downstream of the laryngeal jet where the greatest velocity magnitude is ob-
served, seen schematically in the figure by the mean velocity iso-surface (see
also Fig. 4.3 for detail).
In this work, Taylor’s hypothesis assumption is used. We convert the
time sampled signal into spatial sampling with a bulk flow advection, where
κ = 2πf/〈|u|〉 is the wave number related to the sampling frequency f and
〈|u|〉 the local time average velocity magnitude. Varghese et al. [37] recom-
mends the use of characteristics of the constriction to normalize the energy
spectra, however here the Kolmogorov scaling is used to normalize the energy
spectra following Pope [120] and Saddoughi et al. [121], for convenience and
comparison purposes.
As such we can investigate the tracheal turbulent dissipation. The lines
that appear in the figures correspond to the -5/3 slope, which is known as the
inertial sub-range and is associated with the range of frequencies in which
the energy cascade takes place. In this region, dominated by inertial transfer,
the energy production is equal to the energy dissipation. The -10/3 slope
represents the range of frequencies characteristic of the post-stenotic flow
[36, 37, 122]. The -7 slope characterizes the dissipation range, where viscous
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Figure 4.10: (a) Normalized energy spectrum of streamwise velocity fluctu-
ations at three different locations downstream of the jet. (b) The laryngeal
jet and the location of the three points.
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forces dominate[120].
The energy contained at the low frequency on the 3 different spectra are
approximately equal. However, a few distinct peaks in the low frequency
portion of the spectrum are observed at location 7, which are not observed
at locations 8 and 9. These low frequency modes are due to the presence
of larger structures produced by the laryngeal jet created by the upstream
constriction.
The inertial sub-range, represented by the -5/3 slope, is seen to widen and
cover a greater portion of the spectrum as the flow progresses downstream.
This observation indicates that progressing downstream from the region of
turbulence production (the laryngeal stenosis in this subject), the energy
transfers from larger to smaller eddy size, and consequently occupies a larger
range at higher frequencies. These observations are consistent with the work
of Varghese et al. [37] which suggest that after a certain distance from
the constriction, fully developed turbulent flow is obtained for an idealised
geometry. In the case of this specific subject, highly non-equilibrium flow is
observed approximately around the start of the trachea.
As expected and agreeing with the observations of Varghese et al. [37], the
post-stenotic regime (-10/3 slope) is more evident closer to the constriction
at location 7, while this regime decreases further downstream at locations 8
and 9.
In Table 4.1, the time average velocity magnitude (〈|u|〉), the cross sec-
tional area (A), the Reynolds number (Re) based of the hydraulic diameter,
the time average velocity magnitude and the kinetic viscosity of air, the dis-
sipation rate (ε) and the Kolmogorov length scale (η) are reported for the
three locations identified in Fig. 4.10 during the time period [0.1-0.15 s] of
the sniff waveform. As we progress downstream of the jet, both mean veloc-
ity magnitude and dissipation rate decrease, while the cross-sectional area is
approximately constant. The higher velocity fluctuations, which are related
to the dissipation rate, decrease as the flow moves downstream and was de-
scribed also by Varghese et al. [37]. With a decrease in dissipation rate, the
Kolmogorov length scale increases as the flow enters the smaller airways.
The values of the Kolmogorov length scale η, are of the same order as
those observed in a pipe flow with the Reynolds number Re ≈ 105, see
[123]. The implication of this observation is that the complex morphology
of the conduit does not play an important role in terms of the turbulence
intensity. Studies on idealised pipe flow geometries may therefore be sufficient
to represent dominant features of the real flow.
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Figure 4.11: (a) Ratio of u′rms/〈|u|〉 computed at different points along the
descending airway until the lung. (b) Representation of these point locations.
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Fig. 4.11 shows the ratio of u′rms/〈|u|〉 computed at different points along
the descending airway. This ratio is defined as turbulence level or turbulence
intensity. There is a high turbulence zone for the points 8 and 9 (≈ 40%).
After these points, the turbulence level decreases quickly as the flow advects
downstream, with a value at the carina (point 12) equal to 10%. The value
of the turbulence intensity at one of the second level bifurcation (point 13)
is 5%.
4.8 Energy spectra
A spectral analysis of the turbulent kinetic energy is computed for the time
period [0.1-0.13 s], the start of the plateau phase of the sniff waveform. Tur-
bulent kinetic energy is defined as:
TKE = 0.5(〈u′2〉+ 〈v′2〉+ 〈w′2〉) with u′ = u− 〈u〉 (4.2)
where 〈u〉 denotes the time average velocity, u′ is the fluctuation of the
velocity, and u is the instantaneous velocity signal.
Here the energy spectra is not normalized in the frequency domain, and
is presented in Fig. 4.12 for four locations at two mesh resolutions. In order
to compare the spectra, we conserve the same scaling. The four locations
exhibit dramatically different flow features: the right nasal cavity (point
3), the oropharynx (point 5), the larynx (point 7), and the trachea (point
9) (locations referenced also in Fig. 2.2). These locations were chosen to
investigate the turbulence characteristics occurring along the tract.
Fig. 4.12 shows that the energy content is markedly different at the differ-
ent locations, with the spectral energy content in the larynx (point 7) being
the highest due to the presence of large scale structures produced by the la-
ryngeal jet. It can also be observed that the lowest energy content is located
in the right nasal cavity (point 3), which is consistent with the analysis of
root mean square velocity fluctuations, discussed above in Section 4.3. The
well-defined low frequency peaks observed at point 3, are related to the vor-
tex shedding as discussed in Section 4.6. The spectra scaling of the point 3
is not well adapted to the signal but as mentioned above, in order to compare
the spectra, we conserve the same scaling.
As the inspired air traverses the upper airways, it first enters the nasal
cavity where the turbulence intensity is low, as similarly reported by Zhao
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Figure 4.12: Energy spectra in four different locations, three lines denote the
slopes of -5/3, -10/3 and -7, as noticed on the spectrum figures. (a) Point 3.
(b) Point 5. (c) Point 7. (d) point 9. (e) Location of the points
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et al. [1]. On reaching the oropharynx, turbulence is produced given the in-
creasing velocity due to smaller cross-sectional areas. Considering the spec-
tral energy content, the highest turbulence intensity is observed in the larynx
and is related to the presence of the large structures. In the larynx, the in-
ertial sub-range (-5/3 slope) extends to a wide frequency range compared
to the other locations (1 × 103 − 5 × 103 Hz). The -10/3 slope associated
with the post-stenotic flow is also more evident at point 7. As the flow de-
scends the trachea, the energy of the large structures is dissipated, hence the
energy content decreases and the vortical structures are broken down into
smaller ones. As a consequence, the frequency spectrum and the ranges are
of reduced size in comparison to the findings at point 7.
For both mesh resolutions, the inertial sub-range is similar and can be
considered to be well resolved. The effect of a finer mesh resolution is seen
however for the post-stenotic flow range, which extends further at higher
frequencies for the finer mesh (M3). Another observation is that the slope
-7 develops at lower frequencies for the M2 mesh (44M), at 104Hz, than the
M3 mesh, which is approximately at 1.5× 104Hz. The -7 slope concerns the
dominance of viscous forces.
4.9 Summary
It has been found in this chapter that whilst spontaneous fluctuations in
velocity arise in the nose, the dominant site of turbulence production during
inhalation is in the supra-glottic region, as opposed to the glottis itself. This
finding is likely related to the effect of posture on the subject airway and
highlights the need for further investigative studies. High-fidelity CFD sim-
ulations revealed the causes of flow unsteadiness and enabled the production
and decay of turbulence measures to be mapped.
This inspiratory waveform is of interest as an extreme case of strong
forced breathing, leading to complex fluid mechanics, and is often associated
to methods of drug delivery or behaviour aspects, for example short repeated
sniffing is a common inspiration waveform used to smell objects. These
results show the potential of large-scale CFD simulations on detailed patient-
specific geometries as a benchmark for future investigations.
In the next chapter, Lagrangian framework coupled with the flow solution
is used, revealing the effects of flow behaviour and airway geometry on the
deposition of inhaled microparticles.
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Chapter 5
Particle results
In this chapter the results of the particle deposition under sniff condition are
presented, first for each size of particles injected, i.e., 1, 5, 10 and 20 µm, then
sorted with the three different phases of the sniff, i.e., acceleration, plateau
and deceleration, see Fig. 2.3. Then the particle deposition efficiency, defined
in Eq.2.7, in the olfactory cleft for all the injected particle sizes under sniff
condition are shown.
All results presented in this chapter were obtained with the coarse mesh
(M1), i.e; 9 million elements, 0.5mm size of volume element and time step
of 1.10−4s. The motivation of using the coarse mesh and the bigger time
step was firstly, a computation cost reason. It is very costly to simulate
unsteady particle tracking on fine mesh and time step. Then we assumed
that the unsteadiness aspect of the airflow is weak in the nasal cavity thus
the deposition mechanism as inertia is relatively unaffected. Therefore the
turbulent state in the laryngeal region is captured with both meshes.
5.1 Deposition pattern per particle diameter
size
Fig. 5.1 shows the deposition pattern for each particle sizes injected in the
realistic geometry of human upper airway system under sniff condition. ηnasal
represents the nasal cavity deposition efficiency and dp the size of the particle
diameter. The regional deposition fraction is calculated according to the
nomenclature defined in Fig. 2.2. Nasal cavity encompasses vestibule, nasal
valve and airway.
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Figure 5.1: Deposition patterns and regional deposition fraction for 1, 5, 10
and 20 µm during the sniff.
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Clearly the main physical mechanism of deposition in action at this range
of particle size under sniff condition is the inertial impaction, which is pro-
portional to the airflow rate and the particle diameter squared, as expressed
with the impaction parameter in Eq.2.6.
ηnasal increases when particle diameter size increases, until almost 100%
for the particle aerodynamic diameter 20µm. As a consequence of their
higher inertia and deviation from the flow streamlines, larger particles (10
and 20 µm) stay trapped in the nasal cavity playing the role of filter. On con-
trary, smaller particles (1 and 5 µm) with low inertia can penetrate further.
These smaller particles have the tendency to be deposited more uniformly
than larger particles along the respiratory tract even until the lungs. Some
local prominent accumulation of deposited particles, also called hot spot are
observed which are located in some places in the nasal cavity then in the
nasopharynx and finally in the larynx. A greater analysis of the zonal depo-
sition in the nasal cavity will be the scope of subsequent investigation.
The hot spot observed in the nasopharynx is produced by the centrifugal
force occurring in the 90◦ bend passageway acting on the particles. The
other hot spot is located in the laryngeal region. The nature of the flow on
this region is largely discussed on Section 3.3 and it is demonstrated that the
level of turbulence intensity is the highest on the respiratory tract under sniff
condition. This chaotic flow highly promotes the particle deposition through
the turbulence dispertion mechanism.
5.2 Deposition pattern per phase
Fig. 5.2 shows the deposition pattern for all the injected particle sizes under
the three different phases of the sniff condition as we could see in Fig. 2.3
and the regional deposition fraction corresponding.
Acceleration phase. The inlet flow rate increases suddenly from zero to
1L/s in 0.1s. This short and rapid acceleration produces some clear obser-
vations concerning the deposition. As mentioned before in this section, the
main physical mechanism of deposition in this study is inertial impaction.
It is clearly observed with the regional deposition fraction than increasing
the flow rate and particle diameters, the deposition efficiency increases. The
pattern of the deposition shows that lager particles (green and blue spheres)
are located in the nasal cavity. The higher inertia and deviation from the
flow streamlines of larger particles produce under the acceleration condition
67
Figure 5.2: Deposition patterns and regional deposition fraction for the three
phases of the sniff: acceleration, plateau and deceleration, see Fig. 2.3.
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this important deposition in the nasal cavity. On the contrary, deposition of
smaller particles (red and orange spheres) are scattered along the respiratory
tract, more precisely in the laryngeal region.
Plateau phase. During this phase, the flow rate is approximately constant
during 0.2s. The deposition fractions are almost equivalent for lager particles
and are located exclusively all in the nasal cavity. As under the acceleration
condition, the deposition fraction for smaller particles are scattered along the
respiratory tract with higher value in the hypopharynx for 1 µm particle size
and the nasal cavity for 5 µm particle size. It is noticeable that the regional
deposition fraction is clearly identically proportional as pattern under the
plateau condition that under the entire sniff condition, see Fig. 5.1. Some
conclusions could be formulated than the particle deposition would be equiv-
alent under the sniff condition and equivalent steady inhalation condition.
This hypothesis would help to reduce the computational cost of the simula-
tion. This assumption has to be verified and will be the scope of subsequent
investigation.
Deceleration phase. The values of particle deposition during the period of
the deceleration are the lowest of the three phases. The deposition pattern
is very similar to the acceleration one.
5.3 Deposition efficiency in the olfactory cleft
Fig. 5.3 shows the particle deposition efficiency in the olfactory cleft for all
the injected particle sizes under sniff condition. As expected, the values of
ηolfa are low, as the olfactory cleft region is a protected zone in the nasal
cavity, see Section 3.1. Although the deposition efficiency of the 10 µm
particle size is remarkably high, as 2.7%. Even the 20 µm particle size
is important with 0.5%. [55] compared the olfactory deposition of inhaled
nano-particles in humans and in rats and they commentated that the highest
value was ηolfa = 1%. Naturally the conditions of the present study are
different, lower and constant flow rate and with nano-particles. However the
olfactory region is a challenging target for the drug delivery in respiratory
airways. ηolfa = 2.7% for 10 µm particle size represents an important dose of
therapeutic aerosols. Even if olfactory deposition is expected to vary among
individuals [55], more investigations is required to confirm the trend.
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Olfactory cleft
Figure 5.3: Location of olfactory cleft and deposition efficiency for 1, 5, 10
and 20 µm under sniff condition.
5.4 Summary
Micro-particle deposition in the realistic geometry of human upper airway
system under sniff condition demonstrated that the most important deposi-
tion mechanism is inertial impaction. As consequence of their higher inertia
and deviation from the flow streamlines, larger particles (10 and 20 µm) stay
trapped in the nasal cavity playing the role of filter. On contrary smaller
particles (1 and 5 µm) with low inertia can penetrate further. These smaller
particles have the tendency to be deposited more uniformly than larger par-
ticles along the respiratory tract even until the lungs. Some hot spots are
observed, whose the most important is the laryngeal region, where chaotic
flow highly promotes particle deposition.
The regional deposition fraction is almost identical under the plateau
condition that under the entire sniff condition. Furthermore the highest
deposition efficiency in the olfactory region is ηolfa = 2.7% for 10 µm particle
size, which represents an important dose of therapeutic aerosols. This finding
has to be investigated in future investigations with finer mesh density and
smaller time step.
Due to the posture of the subject, the production of turbulence in the
supra-glottic region, and its intensity, may be considerably altered if the
subject were in the upright position, for example as the tongue would not
relax into the airspace. Further investigation of the anatomy geometry in
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different postures will be beneficial, as well as analysis of further subject
specific cases. The study has considered a specific waveform, namely a sniff
profile taken as from population average, and it will be valuable to explore
the fluid mechanics for different breathing patterns.
Olfactory region still the challenging target for the drug delivery in respi-
ratory airways. In this context, the next chapter will present nasal sprayed
particle deposition in a human nasal cavity under different inhalation condi-
tions.
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Chapter 6
Drug delivery application
The previous three chapters have characterised and quantified the dynamic
and unsteady flow and particle deposition occurring in the large airway dur-
ing a rapid and short inhalation. In this chapter, the drug delivery application
associated with this inspiratory waveform is presented.
Deposition of polydisperse particles representing nasal spray application
in a human nasal cavity was performed under transient breathing profiles.
The LES turbulence model was used to describe the fluid phase. Particles
were introduced into the flow field with initial spray conditions, including
spray cone angle, insertion angle, and initial velocity. Since nasal spray at-
omizer design determines the particle conditions, fifteen particle size distri-
butions were used, each defined by a log-normal distribution with a different
volume mean diameter (Dv50).
The truncaded geometry was used to reduce the computation domain and
focus the study on the human nasal cavity only. Futhermore the geometry
included a spray nozzle inserted into the left nostril which created an occluded
nostril opening, see Fig. 6.1. The precise location of the nozzle is discussed
later.
A serie of meshes were created for the study, see Table 6.1. All the mesh
procedure is explained in detail in Chapter 2, see Section 2.2.
6.1 Boundary and initial conditions
The computational domain included a large hemisphere surrounding the pa-
tient’s face that ensured an accurate velocity field in the vicinity of the nos-
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Mesh NN(×106) NE(×106) ∆t(µs) ∆(mm) Npl hpl(mm)
N1 0.6 2.3 5.8 0.8 3 0.6
N2 1.8 6.3 3.7 0.4 5 0.3
N3 14.2 50.1 1.2 0.2 10 0.3
Table 6.1: Summary of different mesh resolutions and simulation parameters
with NN : number of nodes, NE: number of elements, ∆t: time step, ∆: grid
size, Npl: number of prism layers and hpl: height of total prism layer.
plane AA'
A'
A
Figure 6.1: Grid generation topology for N2
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trils [29, 108]. A no-slip boundary condition was imposed on all airway walls
and the flat surface of the hemisphere to mimic the effects of the face and
body.
Inflow condition: Nasal spray medicines typically have more variable
bioavailability than medicines delivered by other routes of administration
because of variability associated with use (e.g. in the patient’s inspiratory
flow pattern). While patients are instructed to breathe in slowly during the
application, other modes of breathing can occur, such as a sniff, or a breath
hold. Three different inhalation conditions were investigated. i) a sniff, la-
belled as profile A1; ii) constant flow rate, labelled as profile A2; and iii)
breath hold, labelled as profile A3.
The sniff (profile A1) was in the form of a rapid and short inhalation,
which was transient and prescribed as a time varying uniform velocity with
direction normal to the hemisphere. To model the sniff, we used a polynomial
function of order 10 derived from the experimental work detailed in [103], also
see Chapter 2, Section 2.5 for further detail. The constant flow rate (profile
A2) was set to Q = 20L/min. This is frequently used in the literature and
considered as normal constant breathing inspiration. [104, 112, 47]. The
non-breathing flow (profile A3) was created with a zero velocity field on the
entire domain, which depicts a long holding breath with the assumption of
no inhalation/exhalation effects. The inlet velocity profiles for A1 and A2
(Fig. 6.2) were imposed as a Dirichlet condition on the hemisphere dome.
Outflow condition: A zero-traction outflow condition was imposed as a
Neumann condition (the surface is free from external stress) at the outlet of
the naso-pharynx.
6.2 Large eddy simulation method
The fluid solver used the high performance computational mechanics code
Alya [83], developed at Barcelona Supercomputing Center. The spatially
filtered Navier-Stokes equations for a fluid moving in the domain Ω bounded
by Γ = ∂Ω during the time interval (t0, tf ) consist in finding a filtered velocity
u and the static pressure p such that
74
A1
A2
Figure 6.2: Flow rate profiles of different inhalation conditions, A1 and A2
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∂u
∂t
+ (u · ∇)u− 2ν∇ · S(u) + 1
ρ
∇p− f = −∇ · τij(u) in Ω× (t0, tf ),
(6.1)
∇ · u = 0 in Ω× (t0, tf ), (6.2)
where ν is the kinetic fluid viscosity, f the vector of external body forces
and S(u) is the large-scale rate-of-strain tensor. In Eq 6.1 τij(u) is the subgrid
scale (SGS) stress tensor, which must be modelled. Its deviatoric part is given
by
τij(u)− 13τkk(u)δij = −2νsgs∇ · S(u) (6.3)
where δij is the Kronecker delta. Suitable expression of the subgrid-scale vis-
cosity, νsgs was used to close the formulation. The wall-adapting local-eddy
viscosity model (WALE)[124] was applied. This model has demonstrated
good results in simulations of respiratory airways which is comparable to
more computational demanding models like the dynamic Smagorinsky model
(see [125]).
In the following we consider the skew-symmetric form
NLskew (u) = u · ∇u +
1
2
(∇ · u) u
which has the advantage that it conserves kinetic energy at the discrete level
and is commonly used in numerical analysis and DNS and LES simulations
where energy conservation provides enhanced results (see for instance [126,
127, 128]).
A non-incremental fractional step method was used to stabilise pressure.
This allowed the use of finite element pairs that do not satisfy the inf-sup
conditions, such as equal order interpolation for the velocity and pressure
used in this work. The set of equations is time integrated using an energy
conserving Runge-Kutta explicit method lately proposed by [129] combined
with an eigenvalue based time step estimator [130].
In the LES approach, the grid resolution (∆), which is the filter size,
and time resolution (∆t) are crucial to obtain a reasonable ratio between the
grid size and the smallest eddies of the turbulent motions (the Kolmogorov
scale, η). While there is no universally accepted criterion for LES grid size
requirement, a ratio ∆
η
less than 20 is reasonable [131]. The grid resolution
should also be between the turbulent length scales of Taylor microscale (λ)
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Figure 6.3: Comparison of different turbulence scales (N2 mesh and Qmax =
57.4L/min) on the most critical region (downstream of nasal valve).
and Kolmogorov scales (η). The Taylor microscale is used to characterise a
turbulent flow and is larger than Kolmogorov scale [132]:
λ =
√
10(ν + νsgs)TKE
ε
(6.4)
η =
(
(ν + νsgs)
3
ε
) 1
4
(6.5)
where TKE is the turbulent kinetic energy, ε is the turbulent dissipation
rate, ν is the fluid kinetic viscosity, and νsgs is the subgrid-scale viscosity.
Fig. 6.3 shows the grid size (∆) of model N2 compared to the turbulence
scales along line A-A‘, which is located downstream of the right nasal valve
at the maximum of the sniff profile Qmax = 57.4L/min. The grid size was
between the Taylor and Kolmogorov scale and the equivalent ratio ∆
η
was 3.
With this criterion we affirm that the grid is sufficiently fine for LES.
all the informations about the particle solver is given in Chapter 2, see
Section 2.4.
6.3 Nasal spray
Experimental measurements of particle size distributions produced from nasal
spray devices [133, 134, 135, 136] were used as a base to define the initial
particle conditions. Additional data from [69] was also used which included
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Figure 6.4: Log-normal distribution function showing the profiles for medians
of DV 50 = 10, 50, 100
reported values of spray angles from 32◦ to 79◦, averaged spray velocity 1.5
to 14.7 m/sec, and mean droplet size of 50µm. The sprayed particle con-
ditions in this study were: spray half cone angle = 40° ; mean spray exit
velocity= 18.0m/s; and a solid-cone type injection was assumed. The par-
ticle sizes were defined with a log-normal distribution defined through the
probability density function
f(x) =
1√
2πx lnσg
exp
[
− (lnx− lnx50)
2
2(lnσg)2
]
(6.6)
where x is the particle diameter. The log normal distribution median was
initially set to x50, also know as Dv50 which is the volume median diameter,
and lnσg is the standard deviation, where σg = 2.08.
Nasal spray atomizers can be designed to change the particle size distri-
bution. The volume median diameter of Eq 6.6 was changed in the range
Dv50 = 10−150µm in increments of 10µm, to observe its influence on particle
deposition. The resulting particle size distributions forDv50 = 10, 50, 150µm
are shown in Fig. 6.4. The total number of particles released in one actuation
was approximately 1 million.
A realistic nasal spray device based on the Flonase and Beconase devices,
was included where the nozzle length was 2cm (Fig. 6.5). [137] suggested that
vestibular nozzle insertion in a 3D nasal model was not essential for reliable
airflow simulations as the inlet perturbations (due to the nozzle placement
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Particle release
Left nasal nostril plane
Figure 6.5: Spray insertion into nasal cavity, showing relative distances. Par-
ticles released from a break-up distance downstream from the spray nozzle.
zone) hardly affected the posterior airflow and particle transport and depo-
sition trends. Their study used laminar flow models of flow rates based on
the subject-specific allometric scaling [138], V̇ = 1.36M0.44 for males (sitting
awake) and V̇ = 1.896M0.32 for females (sitting awake). Inclusion of the
spray nozzle produces an occluded flow region at the nostril inlet and this
leads to increased local flow acceleration. This is expected to be strengthened
in the sniffing condition where the peak flowrate was 5 times of [137]. Further
differences include a turbulent flow field which accounts for the stronger inlet
perturbations not found in resting laminar breathing rates.
The intranasal spray guide by [139] suggests nasal sprays be directed
away from the septum and towards the lateral nasal wall. The nozzle in this
study was placed 0.5cm into the centroid of the left nasal nostril plane (see
Fig. 6.5) at an insertion angle of 30° to the coronal vertical axis, and 20° to
the saggital vertical axis.
Particles were introduced into the computational domain from a breakup
length of 3mm from the nozzle exit [133] at the start of the simulation and
re-injected every 0.005s until the last injection time (0.08s) thus a total of
16 injections. This produced a total of 1million particles released during
the entire simulation. The number of suspended particles remaining in the
domain at the end of the simulation was negligible considering the total
deposited.
79
All the validation about particle deposition is presented in Chapter 2, see
Section 2.6.
6.4 Modelling of surface area deposition cov-
erage
To convert deposition of a Lagrangian particle onto a surface, a projection
on the boundary mesh was used. A given surface B was considerd as com-
posed of the union of boundary mesh elements b of which particles deposit
onto. Setting nbounb as the number of particles accumulated on a particular
mesh element b and ρbounb = n
boun
b /|b| is the particle number density on each
element, where |b| is the area of element b. To pass these boundary densities
to the nodes of the mesh, a L2-projection method was used to (e.g. transfer
of a discontinuous field to a continuous nodal field). Setting ρnodei as the
density of particles on each node i, and applying the projection produces:∑
b
∑
j
∫
b
NiNjρ
node
j db =
∑
b
∫
b
ρbounb Nidb ∀ i ∈ B,
where Ni’s are the boundary shape functions associated with the boundary
nodes i = 1, 2, . . . . The left-hand side term can be lumped in order to obtain
a diagonal mass matrix to solve for ρnodei on each node i.
Summing over i, and noting that
∑
iNi = 1, produces:∑
b
∑
j
∫
b
Njρ
node
j db = n
boun
b , (6.7)
which conserves the total number of particles on both the boundary and
nodal information (Fig. 6.6)
6.5 Computational requirements
The simulations were carried out on the MareNostrum supercomputer, hosted
by the Barcelona Supercomputing Center. For instance, to carry out the
simulation on the MareNostrum, 110,000 time-steps are required on 480 cores
requiring approximately 20h for A1, 15h for A2 and 2h for A3. In order to
keep a good parallel efficiency, between 20,000 and 30,000 elements are used
on each core.
80
Figure 6.6: Transferring the boundary density of particles ρbounb to the nodes
ρnodeb via a projection.
6.6 Results
6.6.1 Airflow field
Fig. 6.7 displays the pressure loss between inside the nostril to the nasophar-
ynx in the left and right nasal cavity for both inhalation conditions. Increased
resistance was found in the left nostril due to the nozzle which occluded the
nostril area and this led to higher pressure loss in the left chamber for both
inhalation conditions. The pressure drop between left and right chamber for
sniff breathing (time period of 0.1s to 0.15s) was 30Pa, which was six times
larger than for the constant flow rate that was 5Pa. The sniff peak flow rate
during time 0.1s to 0.15s was approximately 2.85 times larger.
The oscillations observed in Fig. 6.7 for the sniff inhalation condition
are produced by flow features occurring downstream of the nasal valve and
instabilities in the main passage way. A key feature of the transitional flow
downstream of the nasal valve is the vortex shedding and flapping motion of
the shear layer, located on the boundary between the nasal valve jet and the
superior separated flow region, which was reported in [6, 140].
The time-averaged velocity flow field provides an overview of persistent
flow features and flow distribution; while temporal fluctuations describe the
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P1P2
P3
A1 sniff
A2 constant
Figure 6.7: Static pressure drop across the right and left nasal cavity during
time period (0.0s to 0.15s) for A1 and A2 inhalation conditions.
turbulent kinetic energy (TKE). The mean flow and TKE was obtained in
plane-A and plane-B, (Fig. 6.8,6.9).
The mean velocity for sniff inhalation was approximately two times higher
than for the constant flow. Despite this difference, complex flow patterns
caused by the nozzle insertion were found under both inhalation conditions
(see Plane A of Fig. 6.8). In particular, there is high velocity and recircula-
tion found in the vestibule and the nasal valve regions. In the coronal section
(plane B), flow occurs through the middle of the nasal cavity for both inhala-
tion conditions and there is higher velocity through the right chamber. The
uneven flow distribution is more pronounced for the sniff inhalation condition
where the inter-chamber difference in pressure was 30Pa.
Fig. 6.9 shows velocity fluctuations on the sagittal/coronal sections where
the order of magnitude is more than twice as large for sniffing condition com-
pared with constant inhalation. The sagittal view (plane A) showed high
TKE values in the vestibule and the nasal valve. The presence of the nozzle
produced local unsteady flow fluctuations downstream, as the consequence
of the left nostril area reduction and the complex geometry in the anterior
nasal cavity. The coronal view (plane B) highlights the TKE difference be-
tween left/right chambers way and the difference in turbulent energy for
both inhalation conditions. There is a non-negligible value of TKE on the
left chamber particularly for the sniff (A1), which is a result of the upstream
flow. The flow fluctuations occurring in the left vestibule gradually decreased
in intensity as it is convected through the nasal cavity.
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Plane A Plane B
A1 sniff
A2 constant
Velocity (m/s)
Velocity (m/s)
Figure 6.8: Mean velocity of sagittal plane of left nasal cavity (plane A) and
coronal plane in the middle of nasal cavity (plane B) computed for the time
period 0.1s to 0.15s for A1 and A2 inhalation conditions.
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Plane A Plane B
A1 sniff
A2 constant
TKE
TKE
Figure 6.9: Turbulent kinetic energy (m2/s2) of sagittal plane of left nasal
cavity (plane A) and coronal plane in the middle of nasal cavity (plane B)
computed for the time period [0.1 − 0.15s] for A1 and A2 inhalation condi-
tions.
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6.6.2 Particle deposition
Regional deposition
Sprayed particle deposition across the nasal cavity regions was affected by
flow profile and particle size distribution (Fig. 6.10). When Dv50 > 50µm
deposition in the anterior region was stable at 80%. However, when Dv50 <
50µm anterior deposition decreased for sniff and steady inhalation, while
it increased for a breath hold (A3) reaching a peak deposition of 98%. A
similar trend was found in the middle nasal cavity region, where Dv50 >
50µm produced relatively constant deposition efficiency of 18-22% for all
breathing profiles. For Dv50 < 50µm a sniff condition increased deposition,
while constant breath, and breath hold reduced the particle deposition. For
Dv50 = 10µm there was increase in deposition in the posterior region which
suggests particles passed through the anterior region, it also passed through
the main nasal passage, and increased deposition in the posterior region. This
is attributed to a large proportion of the particle size distribution behaving
with non or low inertial properties, typically Dp < 5µm.
In the posterior region, the sniff condition transported particles deep
enough for deposition, although this influence was limited to particle size
distributions with Dv50 < 50µm. The constant breath exhibited a small
number of deposited particles (< 1%) while no particles deposited in this
region during breath hold. In all breathing cases, deposition in the olfactory
region was very minimal with less than 0.3% deposition. This suggests the
settings used to define the sprayed particle conditions are not suitable for
attempting targeted drug delivery to the brain via the olfactory bulb.
Deposition Pattern
The deposition pattern for particle size distribution of Dv50 = 50µm is
similar for all breathing profiles − where the deposition region is inline with
the direction of the nozzle. The location is superior to the main nasal passage
opening, and just anterior of the olfactory region. Since micron particle
deposition has strong dependence with the inertial properties of the particle,
it is evident that the deposition pattern is a consequence of this. From
Fig. 2.5, deposition of Dp > 25µm produced > 99% deposition efficiency.
The particle size distribution in Fig. 6.11 exhibited a larger proportion of
particle diameters greater than Dp > 25µm . The effect of convection caused
by inhalation is evident from the particle transport through the nasal passage.
85
Olfactory region
Anterior region
Posterior region
Middle region
Anterior region
Olfactory region
Middle region
Posterior region
D
ep
os
iti
o
n 
E
ffi
ci
en
ty
D
ep
os
iti
o
n 
E
ffi
ci
en
ty
D
ep
os
iti
o
n 
E
ffi
ci
en
ty
D
ep
os
iti
o
n 
E
ffi
ci
en
ty
Spray Dv50 (  m)μ
Spray Dv50 (  m)μ
Spray Dv50 (  m)μ
Spray Dv50 (  m)μ
Figure 6.10: Regional deposition efficiency for the three inhalation conditions
in function of particle size distribution Dv50.
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The sniff condition produced greater scattering of particles followed by the
constant inhalation, while the breath hold had no convective influence.
Deposition penetration
There is no established definition of where the anterior, middle, posterior
boundaries are and in many cases these are arbitrarily defined. Therefore
these boundaries can bias the reported deposition efficiency of the anterior
and middle regions when there is high deposition clustered in the anterior
half of the nasal cavity. The deposition pattern in Fig. 6.11 shows a near
continuous region of particle deposition from the vestibule through to the
middle nasal cavity region, and therefore deposition penetration can be used
to demonstrate sprayed particle performance (Fig. 6.12). This was defined
as the particles depositing in the regions between each slice in the axial flow
direction. In all breathing conditions, peak deposition occurred between Slice
1 and 2. From Slice 2 to Slice 6, the deposition gradually decreased and a
local maximum was found at Slice 7 to 8. This local maximum was caused
by the presence of the turbinates in the airway passage increasing the local
deposition. The deposition curves show Dv50 < 50µm (red curves) had less
deposition than Dv50 > 50µm (blue curves) between slice 1-7. This was the
opposite for slice 7-16 where the Dv50 < 50µm had greater deposition than
Dv50 > 50µm . With sniff and constant breath flow profiles Fig. 6.12(a)
and (b) respectively the curves approximately collapsed until slice 7 then
diverged, the logarithmic setting emphasises these differences.
Surface area deposition coverage
Targeted drug delivery for systemic action is most effective when drug par-
ticles can penetrate the highly vascularized main nasal passage surface. The
surface area deposition coverage calculated from Eq 6.7 showed that when
Dv50 > 60µm the surface deposition was approximately 6cm2, while for
Dv50 < 60µm, the results exhibited increased deposition from sniffing, and
constant flow breathing conditions with a maximum surface deposition of ap-
proximately 16cm2 for Dv50 = 20µm. This is nearly three times the surface
area coverage which could improve the therapeutic efficacy of drug delivery.
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Figure 6.11: example of deposition pattern for the three inhalation condi-
tions.
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Figure 6.12: Particle deposition efficiency as a function of slice position; (a)
to (c) corresponding to A1, A2 and A3 inhalation condition then (d) is the
comparison of the three profile for Dv50 = 50µm.
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Figure 6.13: Surface deposition observed in the middle section.
Optimal configuration
To evaluate the best configuration of the nasal spray and inhalation condition
an equation for an optimal combination was developed. Two parameters of
interest are possible to define (P1 and P2) where a weighting (W1, and W2)
is included for each parameter summing to a value of one, defined in Eq 6.8.
X = W1 ∗
(
1− Max(P1)− P1(DV 50)
Max(P1)
)
+W2 ∗
(
1− Max(P2)− P2(DV 50)
Max(P2)
)
(6.8)
As an example of its application, Eq 6.8 was calculated for all volume
median diameters, Dv50 and inhalation conditions, A1, A2, and A3. The
two parameters chosen where P1 = surface area deposition coverage and P2
= deposition efficiency in the olfactory region (P2). For single parameters,
W1 (or W2) is set to 1.0, and the remaining parameter is set to 0. The single
parameter was not given as since the analysis can be deduced from Fig. 6.10
and 6.13. For the multi-parameter analysis, W1 = W2 = 0.5, although
either weighting could be skewed up to a value of 1.0. The results are given
Table 6.2 which shows that a Dv50 = 20µm under sniffing condition (A1)
provided the most effective strategy for maximum coverage deposition in the
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DV 50 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150
A1 0.82 1.00 0.80 0.57 0.40 0.31 0.24 0.20 0.19 0.18 0.17 0.16 0.16 0.16 0.16
A2 0.21 0.38 0.38 0.33 0.31 0.25 0.22 0.19 0.18 0.17 0.17 0.16 0.16 0.16 0.16
A3 0.04 0.04 0.04 0.17 0.18 0.18 0.17 0.17 0.17 0.16 0.16 0.16 0.16 0.16 0.16
Table 6.2: Optimal configuration in the olfactory region.
main nasal passage and a maximum deposition efficiency in olfactory region.
6.7 Summary
The deposition of polydisperse particles representing nasal spray application
was performed under transient breathing profiles of sniffing, constant flow,
and breath hold. Atomized particles emanating from a nasal spray device
was represented by a polydisperse log-normal distribution. The spray nozzle
was included in the geometry which created a realistic flow field in the ante-
rior half of the nasal cavity. Of the three breathing profiles, the breath hold
produced no transport due to the absence of fluid convection. The sniff con-
dition, which exhibited peak flow of 57.4L/min produced the most significant
reduction on anterior deposition. For monodisperse particles, sniff conditions
increases the inertial parameter of a particle. However for polydisperse par-
ticles that have large proportion of particles with low inerital properties, the
increased flow and turbulence can assist the transport of particles into the
main nasal passage. The inertial parameter (d2pQ) describes monodisperse
micron deposition as a function of particle size (ie. diameter) to the square
power, while the flow rate is to a linear power, thus the particle size is more
important.
In monodisperse particles the cutoff value for 100% deposition efficiency
was an inertial parameter of 105µm2cm3/s. This study showed that a cutoff
value also existed for polydisperse particle deposition. Constant deposition
pattern, and efficiency that was independent of flow rate and profiles, was
found when the particle size distribution Dv50 = 50µm.
The polydisperse particles under sniff conditions, produced an increase
of 300% deposition in surface area coverage in the main nasal passage which
is where the highly vascularised mucosal walls exist. Other targeted regions
such as the olfactory region showed negligible deposition, thus the spray
particle conditions is ineffective for olfactory deposition for possible drug
delivery to the brain. The method presented allows any region to be targeted,
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and therefore an optimisation equation was given to calculate the overall
performance.
This study has produced the new deposition profiles for polydisperse par-
ticles. While a large set of parameters were evaluated (e.g. 15 particle
size distributions, 3 breathing profiles, 4 regional deposition locations = 180
combinations), administration of nasal spray drug delivery presents a more
parameters that were not considered. The LES modelling approach is very
computationally intensive which makes it challenging for a massive paramet-
rical study. In future larger patient samples, and spray parameters can be
included for such studies to be evaluated.
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Chapter 7
Conclusions
The purpose of this thesis was to explore the dynamics of unsteady flow in
the large airways during a rapid inhalation through large-scale CFD on a
highly-detailed geometry. Rapid inhalations are of relevance to sniffing for
both olfaction and drug delivery of aerosols. The flow-rate considered (peak
of 900mLs−1) corresponds to breathing at a somewhat elevated level but well
below the transition from nasal to oro-nasal breathing. Resolving such flows
poses a computational challenge and few previous attempts have been made
to fully resolve the dynamics.
Furthermore, particle transport and deposition were investigated based
on these dynamics of unsteady flow, revealing the role of filter playing by the
nasal cavity for large particles (10 and 20 µm). On contrary, smaller particles
(1 and 5 µm) with low inertia can penetrate further, along the respiratory
tract even until the lungs. Some hot spots were observed, related to high
turbulent activity, mainly located in the laryngeal region.
To finish, a drug delivery application was investigated. Nasal sprayed
particle deposition in a human cavity under different inhalation conditions
is presented.
Overall the key findings of this thesis can be summarised as follows:
 These simulations show that, despite the highly unsteady nature of the
flow, the dominant features are established quite rapidly.
 It was also found that spontaneous fluctuations in nasal airflow ve-
locities occur, resulting from shear layer instabilities (jet breakdown,
flapping). The capture of these required the finest mesh resolution.
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However the impact of these features on the fluctuation intensity was
relatively low.
 High levels of wall-shear stress were observed where flow impacts on the
nasal turbinates and in the confined space of the supra-glottic airway.
 Fourier spectral analysis showed that the spectrum of flow fluctuations
in the nose is consistent with a transitional but not fully turbulent flow,
being of limited bandwidth.
 The dominant pressure loss was associated with the laryngeal jet. The
comparison of the pressure drop is very similar for 350 and 44 million
elements but the mean pressure loss for the 44 million case is higher
than that for the 350 million case.
 The turbulent flow in the laryngeal region is described, which is the
dominant site of turbulence production. The spectral analysis demon-
strates similarities to fully developed turbulence.
 The fluctuation level is decreasing as the flow progresses further down-
stream from the beginning of the trachea; approximately 10 cm ap-
pear sufficient to remove most fluctuations from the flow entering the
bronchi.
 The nasal cavity is playing a role of particle filter due to the higher
inertia for large particles (10 and 20 µm).
 On the other hand smaller particles (1 and 5 µm) with low inertia
can penetrate further and have the tendency to be deposited more
uniformly than larger particles along the respiratory tract even until
the lungs.
 The turbulent flow in the laryngeal region highly promotes particle
deposition.
 Olfactory region showed negligible deposition, thus the spray particle
conditions is ineffective for olfactory deposition for possible drug deliv-
ery to the brain.
 The polydisperse particles under sniff condition, produced an increase
of 300% deposition in surface area coverage compared with the different
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inhalation conditions in the main nasal passage which is where the
highly vascularised mucosal walls exist.
In this work, the complexity of a bio-engineering application was intended
to be fully treated. It was made a series of assumptions and simplifications,
leading to uncertainties.
Limitations of this study include the uniform initial particle velocity
which in reality is subjected to velocity fluctuations. Furthermore, many
nasal spray devices use a pressure-swirl atomizer [72] which implies some
swirl component within the initial particle velocities. Discrete particles (non-
deforming, inert, and no breakup or coalescence) were modeled with a one-
way coupled assumption which provides simpler and efficient modeling. How-
ever, this may not be true in the near nozzle region of the spray device,
because liquid sheets with peak mass loadings are present. Further down-
stream the coupling is not expected to be strong given that the concentration
of particles become more disperse.
Result uncertainties are mainly physiological, physical and numerical.
The physiological uncertainties come mostly from the difficulties in creating
an accurate simulation scenario from patient and medical device data: the
sniff flow rate, the particle distribution (size, density, shape), the geometrical
setup defined from medical image, and others. Uncertainties on the phys-
ical side stem, for example; from the deposition model (deposition occurs
once a particle touches the surface), the particle law of motion (selection
of governing forces), the airflow-particle coupling (herein one-way), the air-
flow governing equations (incompressible flow with negligible heat transfer),
the turbulence modeling (herein LES model), the air properties (viscosity,
density), and others.
To assess the numerical uncertainties, consider the following; an exhaus-
tive uncertainty analysis of physiological and physical aspects is almost im-
possible due to limited computational resources and is thus out of the scope
of this thesis. However, some can be treated rather easily and are commonly
used in such type of simulation. On the physiological side, a particle size
distribution has been considered in Section 6.3. Once one has assumed the
physiological and physical hypothesis delineate the scope of the study, one
should control numerical uncertainties as much as possible to stay within
the range established by the physical setup. Regarding the airflow, this was
achieved through mesh convergence, as demonstrated in Section 6.2.
All the results presented in this thesis show the potential of large-scale
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CFD simulations to further understanding of airway physiological mechanics
and nasal drug delivery.
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Appendix
Point coordinates. The list of points used in this study, is given in the
table 7.1. The points are normalised by the tip of the nose which here is
considered to be the point 1.
Points Coordinate X(m) Coordinate Y(m) Coordinate Z(m)
1 0.0 0.0 0.0
2 -0.1060 0.0484 0.0090
3 -0.0086 0.0487 0.0196
3A -0.0073 0.0564 0.0273
3B -0.0084 0.0501 0.0210
4 -0.0082 0.1256 0.0061
5 -0.0023 0.1379 -0.0104
7 0.0009 0.1500 -0.0704
8 0.0013 0.1437 -0.1123
9 -0.0061 0.1553 -0.1304
10 -0.0028 0.1735 -0.1504
11 -0.0052 0.1867 -0.1704
12 -0.0068 0.2024 -0.2046
13 -0.0394 0.2069 -0.2046
Table 7.1: Coordinates of the points in Figure 2.2 relative to the tip of nose.
Modelling of the sniff. To model the sniff inflow, we use a polynomial
function of order 10 derived from the experimental work detailed in Rennie
et al. [103]. The 10th order polynomial function describing the temporal
evolution of the flow rate is provided in Figure 2.3.
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Order Coefficient
0 0.0015
1 0.6813
2 472.2648
3 -10790.8421
4 114269.4525
5 705483.2425
6 2736179.6777
7 -6773661.0554
8 10395525.1742
9 -9007136.2292
10 3364786.7418
Table 7.2: Coefficient values of the 10thorder polynomial function
Medical case.A short description of the medical case is given bellow. A
consultant radiologist reported the nasal airways as clear and of normal ap-
pearance. The position of the tongue base and other soft tissues in the phar-
ynx were deemed consistent with the patient being scanned in the supine
position. The vocal cords were noted to have the appearance of being ab-
ducted, whereas the trachea was considered to be of normal dimensions, not
demonstrating any abnormalities. The airway in the pharynx may be nar-
rower than if the patient had been standing, but the geometry is within the
normal range.
TKE along the upper airway.TKE is calculated with the area-average
of TKE of each slice during the plateau phase of [0.1-0.15 s]. The scale of
TKE for the nasal cavity are low (less than 0.5). In contrary for the rest of
the upper airway, the values of TKE are significantly high, emphasizing the
transitional-turbulent state of the airflow.
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Figure 7.1: Cross-sectional-area-average of TKE (m2/s2) along the airway
during the plateau phase of [0.1-0.15 s].
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