Abstract: In order to improve the efficiency of Mongolian information retrieval, further research is carried out on n-gram-based retrieval unit with selected information retrieval model by combining the characteristics of Mongolian language. Selectable information retrieval model include Vector Space Model and Language Model. Good-Turing Smooth and JM Smooth are employed for smooth. The following four steps are conducted for n-gram (n is from 2 to 5): establishment of corpus, query retrieval, retrieval and evaluation. Thereby, comparison is conducted on recall rate and precision rate to find out the proper retrieval unit. The results show that n-gram（n=4） is the proper retrieval unit for Mongolian Information retrieval system. Chinese Book Classification No.: TP391 Document code: A
, as the model combined language model and inference network model, can support structured query as inference network model as well as boast flexible smooth technology like language model This paper improves retrieval performance by studying the selection of retrieval unit of the Mongolian informational retrieval system. Experiments are conducted for each retrieval unit through the lemur retrieval platform. Thereby, experimental results are compared to find the most suitable election method of retrieval units.
Information Retrieval Model and Tool

Information Retrieval Model
According to the characteristics of Mongolian language, vector space model and language model are chosen. Vector space model introduces the concept of space into the model by regarding documents and query as the vectors of dimensional vector space. With the angle between vectors as the measurement, it calculates the similarity of documents and query. The language model is developed recently. Language model is the best model to reflect the inherent law of the language [4] 
Vector Space Model (VSM)
Vector Space Model regards user query and documents as n vectors that are mutually independent. It is presumed that D refers to document collection and t refers to terms in the document. The vector n in the document is expressed as t 1 From the equation, the similarity is calculated through the cosine of document and query vectors. In the equation, w refers to the weight of terms. Its value is proportional to the frequency of the term in the document and inversely proportional to the number of term-included documents in D. The w formula is as follows:
In the equation, ik tf means the frequency of k t in i d .N refers to the sum of documents in the collection and k n means the frequency of the term k t in the document.
Language Model
In the letter-based n-gram language model, C represents n letters ordered in the term, i.e., C=c 1 ,c 2 ,…c n . N-gram model holds the probability of any letter c i is only related to n-1 previous letters. It is expressed by the following equation [5] :
For the model parameter training, Maximum Likelihood Estimation is employed to calculate the probability of every parameter. In the experiment, we give n the value from 2 to 5.
If n=2, then the equation of conditional probability of the bigram model is as follows:
, then the equation of conditional probability of the trigram model is as follows:
(2-5) By that analogy, the conditional probability formula for the n-gram model (n=4; n=5). With the trigram model as the example, the probability of the letter in the trigram model is only related to the previous two letters. From the equation, it can be seen that both P(c n-2 c n-1 c n ) and P(c n-2 c n-1 )are unknown. In order to get P(c n-2 c n-1 c n ) and P(c n-2 c n-1 ), C(c n-2 c n-1 c n ) and C(c n-2 c n-1 ) can be reached statistically, which represent the frequency of (c n-2 c n-1 c n ) and (c n-2 c n-1 ).
Based on the maximum likelihood estimation method, it reaches: It is presumed that the term length is L, L-1, the total number of bigram, can be got easily. The total number of trigram is L-2. Similarly, L-3, the total number of n-gram (n=4) and L-4, the total number of n-gram (n=5) are reached. For trigram, the equation is as follows:
for each term in the training corpus and get L, the length of the term.
2.2Introduction of Information Retrieval Tool and Method
Currently, most people use information retrieval tool to carry out experiments. Of them, the most popular tools include Lucene and Lemur. Then, it introduces Lemur, the retrieval tool employed in this experiment
Lemur system, launched jointly by CMU and UMass, is used for natural language model and information retrieval researches. Based on the system, it realizes the natural language model, traditional vector space model and Okapi's ad hoc or distributed retrieval. Here, structured query, cross-language equation, filtering and clustering are carried out. The key steps of retrieval with Lemur system include: analytical query. Doc analysis can be employed to produce relevant documents of inverted index; retrieval with RetEval and result evaluation.
KL-Divergence is used for calculating the discrete probability distribution: P={p 1 ,p 2 ,…,p n } and Q={q l ,q 2 ,…, q n }. KL, the distance between P and Q is defined as follows:
The small the KL distance is, the closer P and Q are; vice versa.
Smoothing Algorithm
When the retrieval model is employed, the training set used in the model cannot include all terms. Therefore, the problem of data sparseness may occur, which will absolutely cause zero probability absolutely when calculating the probability. Smoothing algorithm is put forward to solve zero probability. The specific method of data smoothing is to assign proper value to the terms with zero probability, thereby avoiding the problem of zero probability [7] . The following part will introduce data smoothing algorithm employed in the experiment 3.1 Good-Turing Estimate Good-Turing Estimate will be used effectively for N-gram [8] with fewer occurrences. For N-gram with r frequencies in the training corpus, Good-Turing Estimate presumes that they occur for r * times whose formula is as follows: When Good-Turing is used for estimate, there is no possibility for n r is zero. When we make adjustment to n r according to the algorithm, the n r value will always be large than zero
Jelinek-Mercer Smoothing
Jelinek-Mercer Smoothing employs low-level N-gram model to interpolate in the high-level N-gram model [9] . Jelinek-Mercer Smoothing uses low-level language model and high-level language model to achieve better smoothing effect. Its equation is:
The smoothing carries out cycle linear interpolation for n gram model and n-1 gram model. The termination condition of the cycle can be unigram or zero-gram model after smoothing. The zero-gram model boasts the following uniform probability distribution:
Of the equation, V refers the total number of terms included in the library.
Retrieval Unit Selection Methods
The retrieval unit selection method in the Mongolian information retrieval system is the importance indicator influencing the performance of information retrieval and one of key issues of Mongolian information retrieval. It is the focus of the research. According to characteristics of Mongolian language, inspiration is made from research methods employed by predecessors to study Western and Arabic languages. The paper takes n-gram form as the retrieval unit with the range of n from 2 to 5. For n-gram, gram is defined generally. It can be a character, term, phrase, syllable or letter. Here, gram is defined based on letter. It should be noted that in the n-gram form, the range of n is from 2 to 5. As mentioned above, gram is only based on letter in the experiment. Therefore, from the perspective of a term, it is made of several letters in sequence. If n=1, it is required to calculate the probability of every letter. It is of little practical significance and calculation is quite complicated. If n is 5, it is related to width of the term. Based on the calculation of every term's width in the original corpus, n=5 is most suitable.
Experiment and Analysis
Then, we will retrieve with the method of KL-Divergence and smooth with Good-Turing Smooth and JM Smooth to check the retrieval effect with n-gram form as the retrieval unit.
Retrieval with KL-Divergence and smoothing with Good-Turing Smooth, we get the results as Tab. 5.1 and Fig. 5.1 show The experiment results show that the best retrieval performance is reached by retrieval with KL-Divergence and smoothing with JM Smooth and the retrieval unit of n-gram (n=4). The mean value is up to 0.6433. Experiment summary: for 0.6433, the best retrieval performance is reached by retrieval with KL-Divergence and smoothing with JM Smooth and the retrieval unit of n-gram (n=4). The mean value is up to 0.6433. It is the best results achieved in the experiment. Therefore, n-gram (n=4) is the most suitable retrieval unit of Mongolian information retrieval.
Conclusions
This paper studies the selection method of retrieval units of Mongolian information retrieval system. The selection of retrieval directly affects the retrieval effects and performance. Proper retrieval unit can greatly improve the retrieval efficiency of Mongolian information. For n-gram form, n ranges from 2 to 5, KL-Divergence is employed to retrieve and two smoothing algorithms, Good-Turing Smooth and JM Smooth, are used for smoothing. Experiment results show that both smoothing algorithms are suitable for Mongolian information retrieval. JM smoothing algorithm is a little bit better than the other two. The best performance is reached in the form of n-gram (n=4) and the even value is up to 0.6433, which is the best result in the experiment This paper carries out relevant researches on key issues of Mongolian information retrieval. However, further study and improvements should be made for some questions and works in the future study: n-gram form can be divided into two types, namely, term-based n-gram form and letter-based n-gram form. The paper experiments on letter-based n-gram form. In the future research, consideration should be taken into term-based n-gram form, which can improve information retrieval performance.
