We present improved combinatorial approximation algorithms for the uncapacitated facility location problem. Two central ideas in most of our results are cost scaling and greedy improvement. We present a simple greedy local search algorithm which achieves an approximation ratio of 2.414+ inÕ(n 2 / ) time. This also yields a bicriteria approximation tradeoff of (1 + γ, 1 + 2/γ) for facility cost versus service cost which is better than previously known tradeoffs and close to the best possible. Combining greedy improvement and cost scaling with a recent primal-dual algorithm for facility location due to Jain and Vazirani, we get an approximation ratio of 1.853 inÕ(n 3 ) time. This is very close to the approximation guarantee of the best known algorithm which is LP-based. Further, combined with the best known LP-based algorithm for facility location, we get a very slight improvement in the approximation factor for facility location, achieving 1.728. We also consider a variant of the capacitated facility location problem and present improved approximation algorithms for this.
Introduction
In this paper, we present improved combinatorial algorithms for some facility location problems. Informally, in the (uncapacitated) facility location problem we are asked to select a set of facilities in a network to service a given set of customers, minimizing the sum of facility costs as well as the distance of the customers to the selected facilities. (The precise problem definition appears in Section 1.2). This classical problem, first formulated in the early 60's, has been studied extensively in the Operations Research and Computer Science communities and has recently received a lot of attention (see [13, 33, 16, 9, 10, 11, 23] ).
The facility location problem is NP-hard and recent work has focused on obtaining approximation algorithms for the problem. The version where the assignment costs do not form a metric can be shown to be as hard to approximate as the Set-Cover problem. Shmoys, Tardos and Aardal [33] gave the first constant factor approximation algorithm for metric facility location, where the assignment costs are based on a metric distance function Henceforth in this paper we will drop the term metric for brevity; all results referred to here assume a metric distance function.. This was subsequently improved by Guha and Khuller [16] , and Chudak and Shmoys [9, 10] who achieved the currently best known approximation ratio of 1+2/e ≈ 1.736. All these algorithms are based on solving linear programming relaxations of the facility location problem and rounding the solution obtained. Korupolu, Plaxton and Rajaraman [23] analyzed a well known local search heuristic and showed that it achieves an approximation guarantee of (5 + ). However, the algorithm has a fairly high running time of O(n 4 log n/ ).
The facility location problem has also received a lot of attention due to its connection with the k-median problem. Lin and Vitter [25] showed that their filtering technique can be used to round a fractional solution to the linear programming relaxation of the (metric) k-median problem, obtaining an integral solution of cost 2(1+ 1 ) times the fractional solution while using (1+ )k medians (facilities) Their algorithm is based on a technique called filtering, which was also used in [33] , and has since found numerous other applications.
Jain and Vazirani [19] gave primal-dual algorithms for the facility location and k-median problems, achieving approximation ratios of 3 and 6 for the two problems. The running time of their algorithm for facility location is O(n 2 log n). The running time of the result can be made linear with a loss in the approximation factor using results in [18] if the distance function is given as an oracle. For results regarding the k-median problem see [21, 25, 35, 38, 37, 4, 5, 6, 1, 8, 7, 30, 2] . See Section 7 for work subsequent to this paper.
Our Results
We present improved combinatorial algorithms for the facility location problem. The algorithms combine numerous techniques, based on two central ideas. The first idea is that of cost scaling, i.e., to scale the costs of facilities relative to the assignment costs. The scaling technique exploits asymmetric approximation guarantees for the facility cost and the service cost. The idea is to apply the algorithm to the scaled instance and then scale back to get a solution for the original instance. On several occasions, this technique alone improves the approximation ratio significantly. The second idea used is greedy local improvement. If either the service cost or the facility cost is very high, greedy local improvement decreases the total cost by balancing the two. We show that greedy local improvement by itself yields a very good approximation for facility location inÕ(n 2 ) time.
We first present a simple local search algorithm for facility location. This differs from (and is more general than) the heuristic proposed by Kuehn and Hamburger [24] , and analyzed by Korupolu et al. Despite the seemingly more complex local search step, each step can still be performed in O(n) time. We are not aware of any prior work involving the proposed local search algorithm. We show that the (randomized) local search algorithm together with scaling yields an approximation ratio of 2.414 + in expected time O(n 2 (log n + 1 )) (with a multiplicative log n factor in the running time for a high probability result). This improves significantly on the local search algorithms considered by Korupolu et al, both in terms of running time and approximation guarantee. It also improves on the approximation guarantee of Jain and Vazirani, while still running inÕ(n 2 ) time. We can also use the local search algorithm with scaling to obtain a bicriteria approximation for the facility cost and the service cost. We get a (1 + γ, 1 + 2/γ) tradeoff for facility cost versus service cost (within factors of (1 + ) for arbitrarily small ). Moreover, this holds even when we compare with the cost of an arbitrary feasible solution to the facility location LP. Thus this yields a better tradeoff than that obtained by the filtering technique of Lin and Vitter [25] and the tradeoffs in [33, 23] . This gives bicriteria approximations for budgeted versions of facility location where the objective is to minimize either the facility cost or service cost subject to a budget constraint on the other. Further, our tradeoff is close to the best possible. We show that it is not possible to obtain a tradeoff better than (1 + γ, 1 + 1/γ).
Using both the local search algorithm and the primal-dual algorithm of [19] , results in a 2 1 3 approximation for facility location inÕ(n 2 ) time. We prove that a modified greedy improvement heuristic as in [16] , along with the primal-dual algorithm in [19] , together with scaling, yields an approximation ratio of 1.853 inÕ(n 3 ) time. Interestingly, applying both this combinatorial algorithm (with appropriate scaling) and the LP-based algorithm of [9, 10] and taking the better of the two gives an approximation ratio of 1.728, marginally improving the best known approximation result for facility location. We construct an example to show that the dual constructed by the primal-dual facility location algorithm can be a factor 3 − away from the optimal solution. This shows that an analysis that uses only this dual as a lower bound cannot achieve an approximation ratio better than 3 − . Jain and Vazirani [19] show how a version of facility location with capacities (where multiple facilities are allowed at the same location) can be solved by reducing it to uncapacitated facility location. They obtain a 4-approximation for the capacitated problem inÕ(n 2 ) time. Using their idea, from a ρ-approximation algorithm for the uncapacitated case, one can obtain an approximation ratio of 2ρ for the capacitated case. This was also observed by David Shmoys [31] . This fact therefore implies approximation ratios of 3.7 inÕ(n 3 ) time and 3.46 using LP-based techniques for the capacitated problem.
Problem Definition
The Uncapacitated Facility Location Problem is defined as follows: Given a graph with an edge metric c, and cost f i of opening a center (or facility) at node i, select a subset of facilities to open so as to minimize the cost of opening the selected facilities plus the cost of assigning each node to its closest open facility. The cost of assigning node j to facility i is d j c ij where c ij denotes the distance between i and j. The constant d j is referred to as the demand of the node j.
Due to the metric property, this problem is also referred to as the metric uncapacitated facility location problem. In this paper we will refer to this problem as the facility location problem. We will denote the total cost of the facilities in a solution as the facility cost and the rest as the service cost. They will be denoted by F and C, subscripted appropriately to define the context. For the linear programming relaxations of the problem and its dual see Section 4.
The k-Median Problem is defined as follows: given n points in a metric space, we must select k of these to be centers (facilities), and then assign each input point j to the selected center that is closest to it. If location j is assigned to a center i, we incur a cost d j c ij . The goal is to select the k centers so as to minimize the sum of the assignment costs.
We will mostly present proofs assuming unit demands; however since the arguments will be on a node per node basis, the results will extend to arbitrary demands as well.
Facility Location and Local Search
In this section we describe and analyze a simple greedy local search algorithm for facility location.
Suppose F is the facility cost and C is the service cost of a solution. The objective of the algorithm is to minimize the cost of the solution F + C. The algorithm starts from an initial solution and repeatedly attempts to improve its current solution by performing local search operations.
The initial solution is chosen as follows. The facilities are sorted in increasing order of facility cost. Let F i be the total facility cost and C i be the total service cost for the solution consisting of the first i facilities in this order. We compute the F i and C i values for all i and choose the solution that minimizes F i + C i . Lemma 2.1 bounds the cost of the initial solution in terms of the cost of an arbitrary solution SOL and Lemma 2.2 shows that the initial solution can be computed in O(n 2 ) time.
Let F be the set of facilities in the current solution. Consider a facility i We will try to improve the current solution by incorporating i and possibly removing some centers from F. (Note that it is possible that i ∈ F. In fact this is required for reasons that will be made clear later.) Some nodes j may be closer to i than their currently assigned facility in F. All such nodes are reassigned to i. Additionally, some centers in F are removed from the solution. If we remove a center i ∈ F, then all nodes j that were connected to i are now connected to i. Note that the total change in cost depends on which nodes we choose to connect to i and which facilities we choose to remove from the existing solution. The gain associated with i (referred to as gain(i)) is the largest possible decrease in F + C as a result of this operation. If F + C only increases as a result of adding facility i, gain(i) is said to be 0. Lemma 2.3 guarantees that gain(i) can be computed in O(n) time.
The algorithm chooses a random node i and computes gain(i). If gain(i) > 0, i is incorporated in the current solution and nodes are reassigned as well as facilities removed if required so that F + C decreases by gain(i). This step is performed repeatedly. Note that at any point, demand nodes need not be assigned to the closest facility in the current solution. This may happen because the only reassignments we allow are to the newly added facility. When a new facility is added and existing facilities removed, reassigning to the new facility need not be the optimal thing to do. However, we do not re-optimize at this stage as this could take O(n 2 ) time. Our analysis goes through for our seemingly suboptimal procedure. The re-optimization if required, will be performed later if a facility i already in F is added to the solution by the local search procedure. In fact, this is the reason that node i is chosen from amongst all the nodes, instead of nodes not in F.
We will compare the cost of the solution produced by the algorithm with the cost of an arbitrary feasible solution to the facility location LP (see [33, 9, 19] .) The set of all feasible solutions to the LP includes all integral solutions to the facility location problem. Proof: Consider the solution SOL. Let F be the set of facilities i such that y i ≥ 1/n. Note that F must be non-empty. Suppose the most expensive facility in F has cost f . Then F SOL ≥ f/n. We claim that every demand node j must draw at least 1/n fraction of its service from the facilities in F. Let C F (j) be the minimum distance of demand node j from a facility in F and let C SOL (j) be the service cost of j in the solution SOL. Then C SOL (j) ≥ 1 n C F (j). Examine the facilities in increasing order of their facility cost and let x be the last location in this order where a facility of cost ≤ f occurs. Then the solution that consists of the first x facilities in this order contains all the facilities in F. Thus, the service cost of this solution is at most j C F (j) ≤ n j C SOL (j) = nC SOL . Also, the facility cost of this solution is at most x · f ≤ n · f ≤ n 2 F SOL . Hence the cost C + S for this solution is at most n 2 F SOL + nC SOL . Since this is one of the solutions considered in choosing an initial solution, the lemma follows.
Lemma 2.2 The initial solution can be chosen in
Proof: First, we sort the facilities in increasing order of their facility cost. This takes O(n log n) time. We compute the costs of candidate solutions in an incremental fashion as follows. We maintain the cost of the solution consisting of the first i facilities in this order (together with assignments of nodes to facilities). From this, we compute the cost of the solution consisting of the first i + 1 facilities (together with assignments of nodes to facilities). The idea is that the solutions for i and i + 1 differ very slightly and the change can be computed in O(n) time. Consider the effect of including the (i + 1)st facility in the solution for i. Some nodes may now have to be connected to the new facility instead of their existing assignment. This is the only type of assignment change which will occur. In order to compute the cost of the solution for i + 1 (and the new assignments), we examine each demand node j and compare its current service cost with the distance of j to the new facility. If it is cheaper to connect j to the new facility, we do so. Clearly, this takes O(n) time.
The initial solution consists of just the cheapest facility. Its cost can be computed in O(n) time. Thus, the cost of the n candidate solutions can be computed in O(n 2 ) time. The lemma follows.
Lemma 2.3 The function gain(i) can be computed in O(n) time.
Proof: Let F be the current set of facilities. For a demand node j, let σ(j) be the facility in F assigned to j. The maximum decrease in F + C resulting from the inclusion of facility i can be computed as follows. Consider each demand node j. If the distance of j to i is less than the current service cost of j, i.e. c ij < c σ(j)j , mark j for reassignment to i. Let D be the set of demand nodes j such that c ij < c σ(j)j . The above step marks all the nodes in D for reassignment to the new facility i. (Note that none of the marked nodes are actually reassigned, i.e. the function σ is not changed in this step, the actual reassignment will occur only in gain(i) is positive.) Having considered all the demand nodes, we consider all the facilities in F . Let i be the currently considered facility. Let D(i ) be the set of demand nodes j that are currently assigned to i , i.e. D(i ) = {j : σ(j) = i }. Note that some of the nodes that are currently assigned to i may have already been marked for reassignment to i. Look at the remaining unmarked nodes (possibly none) assigned to i . Consider the change in cost if all these nodes are reassigned to i and facility i removed from the current solution. The change in the solution cost as a result of this is −f i + j∈D(i )\D (c ij − c i j ). If this results in a decrease in the cost, mark all such nodes for reassignment to i and mark facility i for removal from the solution. After all the facilities in F have been considered thus, we actually perform all the reassignments and facility deletions, i.e. reassign all marked nodes to i and delete all marked facilities. Then gain(i) is simply
, where C 1 , S 1 are the facility and service costs of the initial solution and C 2 , S 2 are the facility and service costs of the final solution. If this difference is < 0, gain(i) is 0. Now we prove that the above procedure is correct. Suppose there is some choice of reassignments of demand nodes and facilities in F to remove such that the gain is more than than gain(i) computed above. It is easy to show that this cannot be the case.
Lemmas 2.6 and 2.7 relate the sum of the gains to the difference between the cost of the current solution and that of an arbitrary fractional solution. For ease of understanding, before proving the results in their full generality, we first prove simpler versions of the lemmas where the comparison is with an arbitrary integral solution.
where F SOL and C SOL are the facility and service costs for an arbitrary integral solution.
Proof: Let F SOL be the set of facilities in solution SOL. For a demand node j, let σ(j) be the facility assigned to j in the current solution and let σ SOL (j) be the facility assigned to j in SOL. We now proceed with the proof.
With every facility i ∈ F SOL , we will associate a modified solution as follows. Let D SOL (i) be the set of all demand nodes j which are assigned to i in SOL. Consider the solution obtained by including facility i in the current solution and reassigning all nodes in D SOL (i) to i. Let gain (i) be the decrease in cost of the solution as a result of this modification, i.e. gain (
Note that gain (i) could be < 0. Clearly, gain(i) ≥ gain (i). We will prove that i∈F SOL gain (i) =
The first term evaluates to −F SOL . The summation over the indices i, j ∈ D SOL (i) can be replaced simply by a sum over the demand points j. The summand therefore simplifies to two terms, j c σ(j)j which evaluates to C, and − j c σ SOL j which evaluates to −C SOL . Putting it all together, we get i gain (i) = −F SOL + C − C SOL , which proves the lemma.
Lemma 2.5
gain
Proof: The proof will proceed along similar lines to the proof of Lemma 2.4. As before let F be the set of open facilities in the current solution. Let F SOL be the set of facilities in solution SOL. For a demand node j, let σ(j) be the facility assigned to j in the current solution and let σ SOL (j) be the facility assigned to j in SOL. For a facility i ∈ F, let D(i) be the set of demand nodes assigned to i in the current solution. For a facility i ∈ F SOL , let D SOL (i) be the set of all demand nodes j which are assigned to i in SOL.
First, we associate every node i ∈ F with its closest node
With every facility i ∈ F SOL , we will associate a modified solution as follows. Consider the solution obtained by including facility i in the current solution and reassigning all nodes in D SOL (i) to i. Further, for all facilities i ∈ R(i), the facility i is removed from the solution and all nodes in D(i ) \ D SOL (i) are reassigned to i. Let gain (i) be the decrease in cost of the solution as a result of this modification, i.e.
Note that gain (i) could be < 0. Clearly, gain(i) ≥ gain (i). We will prove that i∈F SOL gain (i) ≥ F − (F SOL + 2C SOL ). In order to obtain a bound, we need an upper bound on the distance c ij . From the triangle inequality,
, where the last inequality follows from triangle inequality. Substituting this bound for c i i in the inequality for c ij , we get c ij ≤ 2c i j +c σ SOL (j)j = 2c σ(j)j +c σ SOL (j)j , where the equality comes the fact that i = σ(j). Substituting this bound for c ij in the last term of (1), we get
The last term in the sum is a sum over negative terms, so if we sum over a larger set j ∈ D(i ) instead of j ∈ D(i ) \ D SOL (i) we will still have a lower bound on gain (i).
The first term in the expression i gain (i) is equal to −F SOL , the second is C − C SOL since the double summation over indices i and j ∈ D SOL (i) is a summation over all the demand nodes j; and j c σ(j)j is C and j c σ SOL (j)j is C SOL . The third term is the sum of the facility costs of all the nodes in the current solution which is F . The fourth term (which is negative) is equal to −(C + C SOL ) since the summation over the indices i, i ∈ R(i) and j ∈ D(i ) amounts to a summation over all the demand nodes j. Therefore we have,
which proves the lemma.
We now claim Lemma 2.6 and Lemma 2.7 to compare with the cost of an arbitrary fractional solution to the facility location LP instead of an integral solution. We present the proofs in Section 6 for a smoother presentation. Therefore if we are at a local optimum, where gain(i) = 0 for all i, the previous two lemmas guarantee that the facility cost F and service cost C satisfy:
Recall that a single improvement step of the local search algorithm consists of choosing a random vertex and attempting to improve the current solution; this takes O(n) time. The algorithm will be: at every step choose a random vertex, compute the possible improvement on adding this vertex (if the vertex is already in the solution it has cost 0), and update the solution if there is a positive improvement. We can easily argue that the process of computing the gain(i) for a vertex can be performed in linear time. We now bound the number of improvement steps the algorithm needs to perform till it produces a low cost solution -which will fix the number of iterations we perform the above steps. We will start by proving the following lemma Lemma 2.8 After O(n log(n/ )) iterations we have C + F ≤ 2F SOL + 3C SOL + (F SOL + C SOL ) with probability at least Proof: Suppose that after s steps C + F ≥ 2F SOL + 3C SOL + (F SOL + C SOL )/e. Since the local search process decrease the cost monotonically, this implies that in all the intermediate iterations the above condition on C + F holds.
From Lemmas 2.4 and 2.5, we have
. Let P t be the value of C + F − (2F SOL + 3C SOL ) after t steps. Let gain t (i) and g t (i) be the values of gain(i) and g(i) at the t th step.
. Suppose i is the node chosen for step t + 1. Then, assuming P t > 0
Note that the node i is chosen uniformly and at random from amongst n nodes. Our initial assumption implies that P t > (F SOL + C SOL )/e for all t ≤ s; hence, Q t > 0 for all t ≤ s. Applying linearity of expectation,
Note that the initial value
Theorem 2.1 The algorithm produces a solution such that
) with constant probability.
Proof:
We are guaranteed by Lemma 2.8 that after O(n log(n/ )) steps we have the following:
Once the above condition is satisfied, we say that we begin the second phase. We have already shown that with probability at least 1/2, we require O(n log(n/ )) steps for the first phase. We stop the analysis as soon as both
. At this point we declare that the second phase has ended.
Suppose one of these is violated. Then applying either Lemma 2.4 or Lemma 2.5, we get i gain(i) ≥ (F SOL + C SOL ).
Define gain t (i) to be value of gain(i) for a particular step t. Assuming the conditions of the theorem are not true for a particular step t in the second phase we have E[gain t (i)] ≥ n (F SOL + C SOL ). Let the assignment and facility costs be C t and F t after t steps into the second phase. Assuming we did not satisfy the conditions of the theorem in the t th step,
At the beginning of the second phase, we have
Conditioned on the fact that the second phase lasts for s steps,
Observe that if F SOL , C SOL are the facility and service costs for the optimum solution, we have obtained a contradiction to the fact that we can make s steps without satisfying the two conditions. However since we are claiming the theorem for any feasible solution SOL we have to use a different argument.
If
, and since C + F is always positive, with probability at least 1 2 we have C s+1 + F s+1 ≤ (F SOL + C SOL ). In this case both the conditions of the theorem are trivially true.
Thus with probability at least 1/4 we take O(n log(n/ ) + n/ ) steps. Assuming 1/ > ln(1/ ), we can drop the ln term and claim the theorem.
Following standard techniques, the above theorem yields a high probability result losing another factor of log n in running time. The algorithm can be derandomized very easily, at the cost of a factor n increase in the running time. Instead of picking a random node, we try all the n nodes and choose the node that gives the maximum gain. Each step now takes O(n 2 ) time. The number of steps required by the deterministic algorithm is the same as the expected number of steps required by the randomized algorithm. 
Scaling Costs
In this section we will show how cost scaling can be used to show a better approximation guarantee. The idea of scaling exploits the asymmetry in the guarantees of the service cost and facility cost. We will scale the facility costs uniformly by some factor (say δ). We will then solve the modified instance using local search (or in later sections by a suitable algorithm). The solution of the modified instance will then be scaled back to determine the cost in the original instance. Remark: Notice that the way the proof of Theorem 2.1 is presented, it is not obvious what the termination condition of the algorithm that runs on the scaled instance is. We will actually run the algorithm for O(n(log n + 1/ )) steps and construct that many different solutions. The analysis shows that with constant probability we find a solution such that both the conditions are satisfied for at least one of these O(n(log n + 1/ )) solutions. We will scale back all these solutions and use the best solution. The same results will carry over with a high probability guarantee at the cost of another O(log n) in the running time. We first claim the following simple theorem,
Theorem 3.1 The uncapacitated facility location problem can be approximated to factor
Proof: Assume that the facility cost and the service costs of the optimal solution are denoted by F OP T and C OP T . Then after scaling there exists a solution to the modified instance of modified facility cost δF OP T and service cost C OP T . For some small we have a solution to the scaled instance, with service cost C and facility cost F such that
Scaling back, we will have a solution of the same service cost and facility cost F/δ. Thus the total cost of this solution will be
Clearly setting δ = √ 2 gives a 1 + √ 2 + approximation where = (1 + √ 2) . Actually the above algorithm only used the fact that there existed a solution of a certain cost. In fact the above proof will go through for any solution, even fractional. Let the facility cost of such a solution be F SOL and its service cost C SOL . The guarantee provided by the local search procedure after scaling back yields facility costF and service costĈ such that,
we get that the facility cost is at most (1 + γ)F SOL and the service cost is (1 + 2/γ)C SOL upto factors of (1 + ) for arbitrarily small .
In fact the costs F SOL , C SOL can be guessed upto factors of 1 + and we will run the algorithm for all the resulting values of of δ. We are guaranteed to run the algorithm for some value of δ which is within a 1 + factor of 2C SOL /(γF SOL ). For this setting of δ we will get the result claimed in the theorem. This factor of (1 + ) can be absorbed by the 1 + term associated with the tradeoff.
Notice that we can guess δ directly, and run the algorithm for all guesses. Each guess would return O(n(log n + 1 )) solutions, such that one of them satisfies both the bounds (for that δ). Thus if we consider the set of all solutions over all guesses of δ, one of the solutions satisfies the theorem -in some sense we can achieve the tradeoff in an oblivious fashion. Of course this increases the running time of the algorithm appropriately. We need to ensure that, for every guess δ, one of the O(n(log n + 1 )) solutions satisfies the bounds on the facility cost and service cost. The known results on the tradeoff problem use a (p, q) notation where the first parameter p denotes the approximation factor of the facility cost and q the approximation factor for the service cost. This yields a better tradeoff for the k-median problem than the tradeoff (1 + γ, 2 + 2/γ) given by Lin and Vitter [25] as well as the tradeoff (1 + γ, 3 + 5/γ) given by Korupolu, Plaxton and Rajaraman [23] . For facility location, our tradeoff is better than the tradeoff of (1 + γ, 3 + 3/γ) obtained by Shmoys, Tardos and Aardal [33] . We note that the techniques of Marathe et al [29] for bicriteria approximations also yield tradeoffs for facility cost versus service cost. Their results are stated in terms of tradeoffs for similar objectives, e.g. (cost,cost) or (diameter,diameter) under two different cost functions. However, their parametric search algorithm will also yield tradeoffs for different objective functions provided there exists a ρ-approximation algorithm to minimize the sum of the two objectives. By scaling the cost functions, their algorithm produces a tradeoff of (ρ(1 + γ), ρ(1 + 1/γ)). For tradeoffs of facility cost versus service cost, ρ is just the approximation ratio for facility location.
The above tradeoff is also interesting since the tradeoff of (1 + γ, 1 + 1/γ) is the best tradeoff possible, i.e., we cannot obtain a (1 + γ − , 1 + 1/γ − δ) tradeoff for any , δ > 0. This is illustrated by a very simple example.
Lower bound for tradeoff
We present an example to prove that the (1 + γ, 1 + 2/γ) tradeoff between facility and service costs is almost the best possible when comparing with a fractional solution of the facility location LP. 1 + γ) )SOL 2 . It is easy to verify that this satisfies the conditions of the lemma. Theorem 3.3 proves that a tradeoff of (1+γ, 1+1/γ) for facility cost versus service cost is best possible.
Scaling and Capacitated Facility Location
The scaling idea can also be used to improve the approximation ratio for the capacitated facility location problem. Chudak and Williamson [12] prove that a local search algorithm produces a solution with the following properties (modified slightly from their exposition):
This gives a 6 + approximation for the problem. However, we can exploit the asymmetric guarantee by scaling. Scaling the facility costs by a factor δ, we get a solution for the scaled instance such that:
Scaling back, we get a solution of cost C + F/δ.
Primal-Dual Algorithm and Improvements
In this section we will show that the ideas of a primal-dual algorithm can be combined with augmentation and scaling to give a better result than that obtained by the pure greedy strategy, and the primal-dual algorithm itself. We will not be presenting the details of the primal-dual algorithm here, since we would be using the algorithm as a 'black box'. See [19, 7] for the primal-dual algorithm and its improvements. The following lemma is proved in [19] . In itself the primal-dual algorithm does not yield a better result than factor 3. In fact a simple example shows that the dual constructed, which is used as a lower bound to the optimum, can be factor 3 away from the optimum. We will further introduce the notation that the facility cost of the optimal solution be F OP T and the service cost be C OP T . We would like to observe that these quantities are only used in the analysis.
Let us first consider a simpler algorithm before presenting the best known combinatorial algorithm. If in the primal-dual algorithm we were to scale facility costs by a factor of δ = 1/3 and use primal-dual algorithm on this modified instance we would have a feasible primal solution of cost F OP T /3 + C OP T . The primal-dual algorithm giving a solution with modified facility cost F and service cost C will guarantee that 3F + S is at most 3 times the feasible dual constructed which is less than the feasible primal solution of F OP T /3 + C OP T . After scaling back the solution, the cost of the final solution will be 3F + S due to the choice of δ, which is at most F OP T + 3C OP T . Now along with this compare the local search algorithm with δ = 2 for which the cost of the final solution is 3F OP T + 2C OP T from the proof of theorem 3.1. The smaller of the two solutions can be at most 2 1 3 times the optimum cost which is F OP T + C OP T .
Corollary 4.1 Using augmentation and scaling along with the primal-dual algorithm the facility location problem can be approximated within a factor of
2 1 3 + in time O(n 2 / + n 2 log n).
Gap examples for dual solutions of primal-dual algorithm
We present an example to show that the primal-dual algorithm for facility location can construct a dual whose value is 3 − away from the optimal for arbitrarily small . This means that it is not possible to prove an approximation ratio better than 3− using the dual constructed as a lower bound. This lower bound for the primal-dual algorithm is the analog of an integrality gap for LPs.
The example is showed in Figure 1 . Here r is a parameter. The instance is defined on a tree rooted at w . w has a single child w at unit distance from it. w has r 2 children v 1 , . . . , v r 2 , each at unit distance from w. Further, each v i has a single child v i at unit distance from it. All other distances are shortest path distances along the tree. Node w has a facility cost of 2 and the nodes v i have facility costs of 2 + 2/r; all other nodes have facility cost of ∞. The node w has demand 2r. Each v i has unit demand and the rest of the nodes have zero demand. In the dual solution constructed by the algorithm, the α value of w is 2r(1 + 1/r) and the α value for each v i is 1 + 2/r. The value of the dual solution is r 2 + 4r + 2. However, the value of the optimal solution is 3r 2 + 2r + 2/r (corresponding to choosing one of the facilties v i ). The ratio of the optimal solution value to dual solution value exceeds 3 − for r suitably large.
Greedy strategy
We will use a slightly different augmentation technique as described in [16] and improve the approximation ratio. We will use a lemma proved in [16] about greedy augmentation, however the lemma proved therein was not cast in a form which we can use. The lemma as stated was required to know the value of the optimal facility cost. However the lemma can be proved for any feasible solution only assuming its existence. This also shows that the modification to the LP in [16] is not needed. We provide a slightly simpler proof.
The greedy augmentation process proceeds iteratively. At iteration i we pick a node u of cost f u such that if the service cost decreases from C i to C after opening u, the ratio
is maximized. Notice that this is gain(u)/f u where gain(u) is defined as in section 2. That section used the node with the largest gain to get a fast algorithm, here we will use the best ratio gain to get a better approximation factor.
Assume we start with a solution of facility cost F and service cost C. Initially F 0 = F and C 0 = C. The node which has the maximum ratio can be found in time O(n 2 ), and since no node will be added twice, the process will take a time at most O(n 3 ). We assume that the cost of all facilities is non-zero, since facilities with zero cost can always be included in any solution as a preprocessing step.
Lemma 4.2 ([16]) If SOL is a feasible (fractional) solution, the initial solution has facility cost F and service cost C, then after greedy augmentation the solution cost is at most
If the initial service cost if less than or equal to F SOL +C SOL , the lemma is true by observation. Assume at a point the current service cost C i is more than F SOL + C SOL . The proof of Lemma 2.6 shows that i y i gain(i) ≥ C i − C SOL − F SOL and i y i f i = F SOL , we are guaranteed to have a node with ratio at least
. Let the facility cost be denoted by F i at iteration i. We are guaranteed
Suppose at the m'th iteration C m was less than or equal to F SOL + C SOL for the first time. After this point the total cost only decreased. We will upper bound the cost at this step and the result will hold for the final solution. The cost at this point is
The above expression is maximized when C m = F SOL + C SOL . The derivative with respect to C m (which is 1 −
gives the maxima. In the following discussion we will assume that C m = C SOL + F SOL .
We use the fact that for all 0 < x ≤ 1, we have ln(1/x) ≥ 1 − x. The cost is therefore
The above expression for C 0 = C and C m = F SOL + C SOL proves the lemma.
Better approximations for the facility location problem
We now describe the full algorithm. Given a facility location problem instance we first scale the facility costs by a factor δ such that ln(3δ) = 2/(3δ) as in Section 3. We run the primal-dual algorithm on the scaled instance. Subsequently, we scale back the solution and apply the greedy augmentation procedure given in [16] and described above. We claim the following.
Theorem 4.2 The facility location problem can be approximated within factor ≈ 1.8526 in time O(n 3 ).
Proof: There exists a solution of cost δF OP T + C OP T to the modified problem. Applying the primaldual algorithm to this gives us a solution of (modified) facility cost F and service cost C . If we consider this as a solution to the original problem, then the facility cost is F = F /δ and the service cost C = C . Now from the analysis of the primal-dual method we are guaranteed,
If at this point we have C ≤ F OP T + C OP T , then
Consider the case that C > F OP T + C OP T , we also have C ≤ 3δF OP T − 3δF + 3C OP T . Since there is a solution of service cost C OP T and facility cost F OP T , by lemma 4.2 the cost after greedy augmentation is at most,
Over the allowed interval of F the above expression is maximized at at F = (2C OP T )/(3δ), with cost
Now for δ > 1/3 the term 1 + ln(3δ) is larger than 2 − 1/(3δ). Thus the case C > F OP T + C OP T dominates. Consider the value of δ such that ln(3δ) = 2/(3δ), which is δ ≈ 0.7192 and the approximation factor is ≈ 1.8526. The greedy augmentation takes maximum O(n 3 ) time and the primal-dual algorithm takes O(n 2 ) time. Thus, the theorem follows. It is interesting however that this result which is obtained from the above greedy algorithm can be combined with the algorithm of [9, 10] to obtain a very marginal improvement in the approximation ratio for the facility location problem. The results of [9, 10] actually provide a guarantee that if ρ denotes the fraction of the facility cost in optimal solution returned by the Linear Programming formulation of the facility location problem, then the fractional solution can be rounded within a factor of 1 + ρ ln 2 ρ when ρ ≤ 2/e. The above primal-dual plus greedy algorithm when run with δ = 2/(3(e − 1)) gives an algorithm with approximation ratio e − ρ(e − 1 − log 2 e−1 ). It is easy to verify that the smaller of the two solutions has an approximation of 1.728. This is a very marginal (≈ 0.008) improvement over the LP-rounding algorithm. However it demonstrates that the facility location problem can be approximated better.
Theorem 4.3
Combining the linear programming approach and the scaled, primal-dual plus greedy algorithms, the facility location problem can be approximated to a factor of 1.728.
Capacitated Facilty Location
We consider the following capacitated variant of facility location: A facility at location i is associated with a capacity u i . Multiple facilities can be built at location i; each can serve a demand of at most u i . This was considered by Chudak and Shmoys [11] who gave a 3 approximation for the case when all capacities are the same. Jain and Vazirani [19] extended their primal-dual algorithm for facility location to obtain a 4 approximation for the capacitated problem for general capacities. We use the ideas in [19] to improve the approximation ratio for this capacitated variant.
Given an instance I of capacitated facility location, we construct an instance I of uncapacitated facility location with a modified distance function
The facility costs in the new instance are the same as the facility costs f i in the capacitated instance 1 . This construction is similar to the construction in [19] . The folowing lemma relates the assignment and facility costs for the original capacitated instance I to those for the modified uncapacitated instance I . Proof: Let y i be the number of facilities built at i in SOL. Let x ij be an indicator variable that is 1 iff j is assigned to i in SOL. C SOL = ij x ij c ij and F SOL = i y i f i . The capacity constraint implies that j x ij ≤ u i · y i . Using SOL, we construct a feasible solution SOL of I as follows: The assignments of nodes to facilities is the same as in SOL. A facility is built at i iff at least one facility is built at i in SOL.
Clearly the facility cost of SOL is at most F SOL . The assignment cost of SOL is
The following lemma states that given a feasible solution to I , we can obtain a solution to I of no greater cost.
Lemma 5.2 Given a feasible solution SOL to I , there exists a feasible solution SOL to I such that the cost of SOL is at most the cost of SOL .
Proof: Let Y i be an indicator variable that is 1 iff a facility is built at i in SOL . Let x ij be an indicator variable that is 1 iff j is assigned to i in SOL . The solution SOL for instance I is obtained as follows: The assignments of nodes to facilities is exactly the same as in SOL . The number of facilities built at i is
Note that the last expression denotes the cost of SOL. Thus the cost of SOL is at most the cost of SOL . Suppose we have instance I of capacitated facility location. We first construct the modified instance I of uncapacitated facility location as described above. We will use an algorithm for uncapaciated facility location to obtain a solution to I and then translate it to a solution to I. Let OP T (I) (resp. OP T (I )) denote the cost of the optimal solution for instance I (resp. I ). First, we show that a ρ approximation for uncapacitated facility location gives a 2ρ approximation for the capacitated version.
Lemma 5.3 Given a ρ approximation for uncapacitated facility location, we can get a 2ρ approximation for the capacitated version.
Proof: Lemma 5.1 implies that OP T (I ) ≤ 2OP T (I). Since we have a ρ approximation algorithm for uncapacitated facility location, we can obtain a solution to I of cost at most ρOP T (I ) ≤ 2ρOP T (I). Now, Lemma 5.2 guarantees that we can obtain a solution to I of cost at most 2ρOP T (I), yielding a 2ρ approximation for the capacitated version.
The above lemma implies an approximation ratio of ≈ 3.705 in O(n 3 ) time using the combinatorial algorithm of Section 4.3 and an approximation ratio of ≈ 3.456 in polynomial time using the guarantee of Theorem 4.3, combining the LP rounding and combinatorial algorithms.
By performing a more careful analysis, we can obtain a slightly better approximation guarantee for the combinatorial algorithm Let F OP T and C OP T denote the facility and assignment costs for the optimal solution to I. Let F and C be the facility and assignment costs of the solution to I guaranteed by Lemma 5.1. Then F ≤ F OP T and C ≤ F OP T + C OP T .
Lemma 5.4
The capacitated facility location problem can be approximated within factor 3 + ln 2 ≈ 3.693 in time O(n 3 ).
Proof:
We use the approximation algorithm described in Section 4.3 and analyzed in Theorem 4.2. We have a feasible solution to I of facility cost F and assignment cost C . The proof of Theorem 4.2 bounds the cost of the solution obtained to I by
Here δ is a parameter for the algorithm. Substituting the bounds for F and C and rearranging, we get the bound
, so as to minimize the coefficient of F OP T , we obtain the bound (3 + ln 2)F OP T + 2C OP T . This yields the claimed approximation ratio. Also, the algorithm runs in O(n 3 ) time.
Proofs of Lemmas in Section 2
We present the proofs of the lemmas we omitted to avoid discontinuity in the presentation. Recall that the facility location LP is as follows:
Here y i indicates whether facility i is chosen in the solution and x ij indicates whether node j is serviced by facility i. We first modify the solution (and make multiple copies of facilities) so as to guarantee that for all ij, either x ij = 0 or x ij = y i . The number of ij for which this condition is violated are said to be violating ij. The modification is done as follows: Suppose there is violating ij, i.e. there is a facility i and demand node j in our current solution such that 0 < x ij < y j . Let x = min j {x ij |x ij > 0}. We create a copy i of node i (i.e. c i i = 0, c i j = c ij for all j and f i = f i .) We set y i = x and decrease y i by x. Further, for all j such that x ij > 0, we decrease x ij by x and set x i j = x. For all the remaining j, we set x i j = 0. Note that the new solution we obtain is a fractional solution with the same cost as the original solution. Also, all i j satisfy the desired conditions. Further, the number of violating ij decreases. In at most n 2 such operations, we obtain a solution that satisfies the desired conditions. Suppose i 1 , . . . , i r are the copies of node i created in this process, The final value of r l=1 y i l is the same as the initial value of y i .
We now proceed with the proof. For a demand node j, let σ(j) be the facility assigned to j in the current solution. With every facility i, we will associate a modified solution as follows. Let D SOL (i) be the set of all demand nodes j such that x ij > 0. Note that x ij = y i for all i ∈ D SOL (i). Consider the solution obtained by including facility i in the current solution and reassigning all nodes in D SOL (i) to i. Let gain (i) be the decrease in cost of the solution as a result of this modification, i.e.
Note that gain (i) could be < 0. Clearly, gain(i) ≥ gain (i). We will prove that i y i · gain (i) = C − (F SOL + C SOL ). Since y i = x ij if j ∈ D SOL (i) (also using the fact that x ij = 0 if j ∈ D SOL (i) to simplify the index of the summation to j), we get,
Summing over all i ∈ F, the first term evaluates to −F SOL , the third term to −C SOL . The second term, if we reverse the order of the summation indices, using i x ij = 1 simplifies to j c σ(j)j which evaluates to C, which proves gain(i) ≥ −F SOL + C − C SOL .
Lemma 2.7
gain(i) ≥ F − (F SOL + 2C SOL ), where F SOL and C SOL are the facility and service costs for an arbitrary fractional solution SOL to the facility location LP.
Proof: Consider the fractional solution SOL to the facility location LP. Let y i denote the variable that indicates whether facility i is chosen in the solution and x ij be the variable that indicates whether node j is serviced by facility i. F SOL = i y i f i and C SOL = ij x ij c ij . We will prove that i y i · gain(i) ≥ F − (F SOL + 2C SOL ). As before, assume without loss of generality that y i ≤ 1 for all i and i x ij = 1 for all ij.
Let F be the set of facilities in the current solution. Mimicking the proof of Lemma 2.5, we will match each node i ∈ F to its "nearest" node in the fractional solution. However, since we have a fractional solution, this matching is a fractional matching, given by variables m ii ≥ 0 where the value of m ii indicates the extent to which i is matched to i. The variables satisfy the constraints m ii ≤ y i , i m ii = 1 and the values are chosen so as to minimize i m ii c ii . So for any j,
In particular, for i = σ(j), we get
As in the proof of Lemma 2.5, we modify the fractional solution by making multiple copies of facilities such that for every ij, either x ij = 0 or x ij = y i and additionally, for every i, i , either m ii = 0 or m ii = y i . (The second condition is enforced in exactly the same way as the first, by treating the variables m ii just as the variables x ij ).
For a demand node j, let σ(j) be the facility assigned to j in the current solution. Let D(i ) be the set of demand nodes j assigned to facility i in the current solution. With every facility i, we will associate a modified solution as follows. Let D SOL (i) be the set of all demand nodes j such that x ij > 0. Let R(i) be the set of facilities i ∈ F such that m ii > 0. Note that x ij = y i for all j ∈ D SOL (i) and m ii = y i for all i ∈ R(i). The first term in the above expression is equal to −F SOL . The second term has two parts, the latter of which is i,j x ij c ij which evaluates to the fractional service cost, C SOL . The first part of the second term evaluates to j c σ(j)j since if we reverse the order of the summation, i,j∈D SOL (i) x ij = 1, since node j is assigned fractionally. This part evaluates to C.
The third term is equal to i f i ; again reversing the order of the summation and using the fact that i m ii = 1 from the fractional matching of the nodes i in the current solution.
We now bound the last term in the expression. Notice the sets R(i) may not be disjoint and we require a slightly different approach than that in the proof of lemma 2.5. We use the inequality 2, and the term (which is now − i j m iσ(j) c σ(j)i ) is at least − j c σ(j)j − i,j x ij c ij . The first part evaluates to −C and the second part to −C SOL . Substituting these expressions, we get 
Implementing Local Search
We ran some preliminary experiments with an implementation of the basic local search algorithm as described in Section 2. We tested the program on the data sets at the OR Library (http://mcsmga.ms.ic.ac.uk/info.html). The results were very encouraging and the program found the optimal solution for ten of the fifteen data sets. One set had error 3.5% and the others had less than 1% error. The program took less than ten seconds (on a PC) to run in all cases. This study is by no means complete, since we did not implement scaling, primal-dual algorithms, and the other well known heuristics in literature.
The heuristic deleted three nodes a few times and two nodes several times, on insertion of a new facility. Thus it seems that the generalization of deleting more than one facility (cf. Add and Drop heuristics, see Kuehn and Hamburger, [24] and Korupolu et al. [23] ) was useful in the context of these data sets.
Concurrent and Subsequent Results
Subsequent to the publication of the extended abstract of this paper [7] , several results have been published regarding the facility location problem. The result in [27] which provides a 1.86 approximation while running in time O(m log m) in a graph with m edges using dual fitting. [36] also proves results in similar vein. [20] gave a 1.61 approximation for the uncapacitated facility location problem which was improved to 1.52 in [28] . [28] also gives a 2.88 approximation for the soft capacitated problem discussed in this paper.
Although this paper concentrates on the facility location problem, two results on the related kmedian problem are of interest to the techniques considered here. The first is the result of Mettu and Plaxton [30] which gives an O(1) approximation to the k-median problem, using combinatorial techniques. They output a list of points such that for any k, the first k points in the output list give an O(1) approximation to the k-median problem.
The second result is of Arya et al. in [2] where the authors present a 3 + approximation algorithm for the k-median problem based on local search. They show how to use exchanges as opposed to the general delete procedure considered here to prove an approximation bound.
