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Abstract
This paper characterizes the nonsmooth quasiconvex and pseudoconvex functions using the properties of
limiting subdifferentials.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Limiting subdifferential; Quasiconvex; Pseudoconvex
1. Introduction
Convex and generalized convex functions have been studied by many authors because they
play a crucial role in some applied fields of research (see e.g. [1,6]). Many scholars have char-
acterized the different classes of generalized convex functions and have addressed important
properties of them (see [1–3]). Also the notion of generalized differentiation plays a funda-
mental role in modern variational analysis [4,8–10]. In this paper we deal with the concept of
nonsmooth quasiconvex and pseudoconvex functions and provide some of their properties. The
study has been carried out in the absence of gradient vectors, and by using the properties of
limiting subdifferentials.
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Throughout this paper we consider f :S ⊆ Rn → R as a real-valued function where S is a
nonempty open convex set in Rn. The metric projection of a point u ∈ Rn to a nonempty set
D ⊆Rn is given byMD(u) = {x ∈ D: ‖u − x‖ ‖u − y‖ ∀y ∈ D}. The proximal normal cone
to D at x ∈ D is given by
NPD(x) =
{
d ∈Rn: ∃(λ 0, u ∈Rn \ D) such that x ∈MD(u) and d = λ(u − x)}.
A vector ζ ∈Rn is said to be a proximal subgradient of f at x ∈ S if (ζ,−1) ∈ NPepif (x, f (x)),
where epif = {(x, z): z f (x)} ⊆ Rn+1. The set of all proximal subgradient vectors of f at x
is denoted by ∂P f (x). A vector η ∈ Rn is a limiting subdifferential vector of f at x ∈ S if
there exist two sequences {ζi} ⊆ Rn and {xi} ⊆ S such that ζi ∈ ∂P f (xi), ζi → η, xi → x, and
f (xi) → f (x). The set of all limiting subdifferential vectors of f at x is denoted by ∂Lf (x).
The notion of the limiting subdifferential was first introduced, in the equivalent form, in [8].
One of the classes of functions whose set of limiting subdifferentials is nonempty is the class of
locally Lipschitz functions. Considering this class, the following results are obtained and known
in nonsmooth analysis (see [4,5,9,10]).
Theorem 2.1. Let f be locally Lipschitz at x ∈ S, then ∂Lf (x) is closed. In fact, if xi → x,
ηi ∈ ∂Lf (xi), and ηi → η, then η ∈ ∂Lf (x).
Theorem 2.2. If f is locally Lipschitz, then the set of all limiting subdifferential vectors of f is
uniformly bounded.
Theorem 2.3. Let f be locally Lipschitz on a neighborhood of line segment [x, y]. Then for
every  > 0 there exists a point z in the -neighborhood of [x, y] and ζ ∈ ∂P f (z) such that
f (y) − f (x) ζ T (y − x) + .
We close this section with definitions of the quasiconvex and pseudoconvex functions. Note
that Definition 2.5 is a generalization of the concept of pseudoconvexity for differentiable func-
tions to that for nondifferentiable ones (see [1]).
Definition 2.4. The function f is said to be quasiconvex if, for each x, x′ ∈ S and each λ ∈ [0,1],
we have f (λx+(1−λ)x′)max{f (x), f (x′)}. The function f is said to be strictly quasiconvex
if, for each x, x′ ∈ S with f (x) 	= f (x′) and each λ ∈ (0,1), we have f (λx + (1 − λ)x′) <
max{f (x), f (x′)}.
Definition 2.5. The function f is said to be pseudoconvex if, for each x, x′ ∈ S with
ηT (x − x′) 0 for some η ∈ ∂Lf (x′), we have f (x) f (x′).
Lemma 2.6. Let f be a locally Lipschitz and strictly quasiconvex function, then f is quasiconvex.
3. Main results
The following two theorems give the necessary and sufficient conditions for locally Lipschitz
quasiconvex functions, respectively.
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f (x) f (x′) we have ηT (x − x′) 0 for some η ∈ ∂Lf (x′).
Proof. Suppose that x, x′ ∈ S and f (x) f (x′). By quasiconvexity, we have
f (x′) − f (λx + (1 − λ)x′) 0
for each λ ∈ (0,1). By Theorem 2.3, for each  > 0, there exists a z in the -neighborhood of
line segment [λx + (1 − λ)x′, x′] and a ζ ∈ ∂P f (z) such that
0 f (x′) − f (λx + (1 − λ)x′) λζT (x′ − x) + ,
and hence
ζ T (x
′ − x) + 
λ
 0.
Now if  → 0, then the sequence {z} has a subsequence, say {z¯}, such that z¯ → xˆ where xˆ
belongs to the line segment [λx + (1 − λ)x′, x′]. Let the subsequence of {ζ} which is corre-
sponding to {z¯} be denoted by {ζ¯}. This subsequence is bounded with regard to Theorem 2.2,
and hence it has a convergent subsequence, say { ¯¯ζ }, where ¯¯ζ  → ηˆ. By Theorem 2.1 we get
ηˆ ∈ ∂Lf (xˆ). Therefore
ηˆT (x′ − x) = lim
−→0
(





Now if λ → 0, then xˆ → x′, ηˆ → η, where η ∈ ∂Lf (x′) regarding Theorem 2.1. This implies
that ηT (x′ − x) 0 and completes the proof. 
Theorem 3.2. Let f be locally Lipschitz on S, and suppose that for each x, x′ ∈ S with f (x)
f (x′) we have ηT (x − x′) 0 for all η ∈ ∂Lf (x′), then f is quasiconvex.
Proof. By contradiction suppose that f is not quasiconvex, then there exist x, x′ ∈ S and a
λ ∈ (0,1) such that f (x) f (x′) and
f
(
λx + (1 − λ)x′)> f (x′).
Setting x¯ = λx + (1 − λ)x′, we get f (x¯) > f (x′). Since f is locally Lipschitz, it is continuous
on S and hence there exists a δ ∈ (0,1) such that
f
(
μx¯ + (1 − μ)x′)> f (x′)
for each μ ∈ [δ,1] and
f (x¯) > f
(
δx¯ + (1 − δ)x′).
Now regarding Theorem 2.3 and in a similar way to the proof of Theorem 3.1 we can show that
there exists a μˆ ∈ (δ,1) and two vectors xˆ, ηˆ such that
xˆ = μˆx¯ + (1 − μˆ)x′, ηˆ ∈ ∂Lf (xˆ),
and
0 < f (x¯) − f (δx¯ + (1 − δ)x′) (1 − δ)ηˆT (x¯ − x′)
which gives ηˆT (x¯ − x′) > 0 for some ηˆ ∈ ∂Lf (xˆ). This implies that
ηˆT (x − x′) > 0
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λ¯ ∈ (0,1) such that xˆ = λ¯x + (1 − λ¯)x′. Regarding the assumption of the theorem we get
ηˆT (x − xˆ) 0 which gives
ηˆT (x − x′) 0.
So far, we have obtained
0 < ηˆT (x − x′) 0
which is an obvious contradiction and completes the proof. 
The rest of this section provides some relations between the quasiconvex and pseudoconvex
functions.
Theorem 3.3. Let f be a pseudoconvex locally Lipschitz function on S, then f is strictly quasi-
convex.
To prove Theorem 3.3, we need the following lemma, which we state and prove before estab-
lishing Theorem 3.3.
Lemma 3.4. Let f be a locally Lipschitz function on S, and there exist x, x′ ∈ S such that
ηT (x′−x) < 0 for each η ∈ ∂Lf (x′), then there exists a μ ∈ (0,1) such that f (μx′+(1−μ)x) >
f (x′).
Proof. Since S is open and f is locally Lipschitz on S, considering a 0 < δ < 1 f is locally
Lipschitz on a neighborhood of the line segment [x′ + δ(x − x′), x′]. Now, by Theorem 2.3, for
each  > 0 there exists a z in the -neighborhood of the line segment [x′ + δ(x − x′), x′] and a
vector η ∈ ∂P f (z) such that
f (x′) − f (x′ + δ(x − x′)) δηT (x′ − x) + .
Now if  → 0, then the sequence {z} has a subsequence, say {z¯}, such that z¯ → xˆ where xˆ be-
longs to the line segment [x′ +δ(x −x′), x′]. Let the subsequence of {η} which is corresponding
to {z¯} be denoted by {η¯}. By Theorem 2.2, this subsequence is bounded and has a convergent
subsequence, say { ¯¯η}, where ¯¯η → ηˆ. By Theorem 2.1, we get ηˆ ∈ ∂Lf (xˆ). Now if δ → 0, then
xˆ → x′, ηˆ → η, where η ∈ ∂Lf (x′) regarding Theorem 2.1. This implies that
lim
δ→0
f (x′) − f (x′ + δ(x − x′))
δ
 ηT (x′ − x) < 0,
where the last strict inequality is obtained from the assumption of the lemma. Thus there exists a
μ ∈ (0,1) such that f (x′) − f (x′ + μ(x − x′)) < 0. This completes the proof. 
Proof of Theorem 3.3. By contradiction suppose that f is not strictly quasiconvex, then there
exist x, x′ ∈ S and a λ ∈ (0,1) such that f (x) < f (x′) and
f
(
λx + (1 − λ)x′) f (x′).
Setting x¯ = λx + (1 − λ)x′, we get f (x¯) f (x′) > f (x). By pseudoconvexity assumption (re-
garding Definition 2.5) we have
ηT (x − x¯) < 0
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f (x¯) f (x′) by pseudoconvexity assumption. Therefore f (x¯) = f (x′).
On the other hand, by Lemma 3.4, there exist a vector xˆ and a μ ∈ (0,1) such that
S 
 xˆ = μx′ + (1 − μ)x¯
and f (xˆ) > f (x¯) = f (x′), because ηT (x′ − x¯) > 0 for each η ∈ ∂Lf (x¯). Thus, using the pseudo-
convexity assumption we get ηˆT (x′ − xˆ) < 0 and ηˆT (x¯ − xˆ) < 0 for each ηˆ ∈ ∂Lf (xˆ), while
ηˆT (x¯ − xˆ) = −μηˆ
T (x′ − xˆ)
1 − μ > 0.
This is an obvious contradiction and completes the proof. 
Corollary 3.5. By combining Lemma 2.6 and Theorem 3.3, we have: if f is a pseudoconvex
locally Lipschitz function on S, then f is quasiconvex.
We conclude the paper by providing another necessary condition for quasiconvexity in terms
of limiting subdifferentials. This results from Theorem 3.1.
Theorem 3.6. Let f be locally Lipschitz and quasiconvex on S. Then for each x, x′ ∈ S,
η
′T (x − x′) > 0 (∀η′ ∈ ∂Lf (x′)) ⇒ ηT (x − x′) 0 (∃η ∈ ∂Lf (x)).
Proof. Suppose that x, x′ ∈ S and
η′T (x − x′) > 0
for each η′ ∈ ∂Lf (x′). By Theorem 3.1 we have f (x) > f (x′) which implies that
ηT (x′ − x) 0,
for some η ∈ ∂Lf (x), and the proof is complete. 
Indeed the necessary condition provided in the above theorem is a generalization of the con-
cept of quasi monotonicity (see [7]) for multifunction ∂Lf (·). In fact this theorem shows that
generalized quasi monotonicity of ∂Lf (·) is a necessary condition for quasiconvexity of f .
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