An n-cube antichain is a subset of the unit n-cube [0, 1] n that does not contain two elements x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) satisfying x i ≤ y i for all i ∈ {1, . . . , n}. Using a chain partition of an adequate finite poset we show that the Hausdorff dimension of an n-cube antichain is at most n − 1. We conjecture that the (n − 1)-dimensional Hausdorff measure of an n-cube antichain is at most n times the Hausdorff measure of a facet of the unit n-cube and we verify this conjecture for n = 2 as well as under the assumption that the n-cube antichain is a smooth surface. Our proofs employ estimates on the Hausdorff measure of an n-cube antichain in terms of the sum of the Hausdorff measures of its injective projections. Moreover, by proceeding along devil's staircase, we construct a 2-cube antichain whose 1-dimensional Hausdorff measure equals 2. Additionally, we discuss a problem with an intersection condition in a similar setting.
1 Prologue, related work and main results Let [n] be the set of integers {1, . . . , n} and [n] 0 = [n] ∪ {0}. The cardinality of a finite set F is denoted by |F |, as usual. A collection F of subsets of [n] having the property that no element in F is contained in another is referred to as an antichain (or Sperner family) of [n] . A collection of subsets of [n] whose cardinality equals k is called a k-uniform family. For a positive integer t, a collection of subsets F of [n] is called t-intersecting if |A ∩ B| ≥ t for all A, B ∈ F .
Let us begin with two well-known results from extremal set theory for antichains and k-uniform t-intersecting families. The problem of determining the maximum cardinality of an antichain is considered as the starting point of extremal set theory, which has been a fast growing area of combinatorics for several decades. The following result of Sperner provides a sharp upper bound on the number of elements in an antichain. Theorem 1.1 (Sperner [17] ). Fix a positive integer n and let F be an antichain of [n] .
. In other words, the maximum "size" of an antichain is at most n ⌊n/2⌋
. Notice that the bound is sharp and that it is attained by the antichain consisting of all subsets of [n] whose cardinality equals ⌊n/2⌋. Sperner's theorem is a fundamental result in extremal set theory that has been generalised in many ways (see [2, 8] for textbooks devoted to the topic). Another fundamental result from extremal set theory determines the maximum "size" of a k-uniform t-intersecting family. Theorem 1.2 (Erdős-Ko-Rado [9] ). Let 1 ≤ t ≤ k. Then there exists an integer n 0 (k, t) such that for all n > n 0 (k, t) the cardinality of a k-uniform t-intersecting family of [n] is at most
Notice that the bound is sharp and that it is attained by the family consisting of all subsets of [n] whose cardinality equals k that contain, say, the set [t]. This is yet another result in extremal set theory that has been generalised in several ways (see [2, 8] ). In a celebrated paper, Ahlswede and Khachatrian [1] determined the maximum size of k-uniform t-intersecting families for all parameters n, k, t. In this article, we discuss "continuous versions" of the aforementioned results.
The idea that several combinatorial statements have continuous counterparts is rather old and several results have been reported in a "measurable" setting (see [5, 6, 7, 14, 15] ) as well as in a "vector space" setting (see [13, 16] ). In this work, we consider continuous versions of results from extremal set theory which address the problem of determining the maximum Hausdorff dimension as well as the maximum Hausdorff measure of subsets on the unit n-cube under certain constraints that are similar to those imposed by the above mentioned theorems.
Before being more precise, let us proceed with some observations. Notice that with every set A ⊆ [n] one can uniquely associate a binary vector of length n, say x A = (x 1 , . . . , x n ), where x i = 1 if i ∈ A and x i = 0 if i / ∈ A. We refer to x A as the characteristic vector corresponding to A ⊆ [n]. Notice also that this correspondence is bijective and one may choose not to distinguish between subsets of [n] and their characteristic vectors. Now let F be an antichain of [n] and let B = {x F } F ∈F be the corresponding set of characteristic vectors. Notice that Sperner's theorem is equivalent to the statement that the cardinality of the class B is at most n ⌊n/2⌋ and that the class of binary vectors {x = (x 1 , . . . , x n ) ∈ {0, 1} n : i x i = ⌊n/2⌋} attains the bound. Now the fact that F is an antichain imposes certain conditions on the binary vectors of the class B. In particular, B is characterized by the fact that it does not contain two elements
. By relaxing the assumption that the coordinates of the characteristic vectors belong to {0, 1}, one naturally arrives at the following definition.
Definition 1 (n-cube antichains). Let n be a positive integer. A subset S of the unit n-cube [0, 1] n is called an n-cube antichain if S does not contain two elements x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) satisfying x i ≤ y i for all i ∈ [n].
In this article, we shall be interested in the maximum "size" of an n-cube antichain. Before presenting our main results, let us briefly mention a related result of the first author (see [7] ). Let c be a fixed non-negative real and assume that S is a measurable subset of [0, 1] n which does not contain two elements x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) such that x i ≤ y i for all i ∈ [n] and (y i − x i ) ≥ c. Such a set is referred to as an n-cube-c-antichain. Notice that n-cube-0-antichains are exactly the n-cube antichains given in Definition 1. The following result determines n-cube-c-antichains of maximum "size". 
has maximum n-dimensional Lebesgue measure.
Similarly, by relaxing the assumption that the coordinates of the characteristic vectors of a k-uniform t-intersecting family belong to {0, 1}, one arrives at the following definition.
Definition 2 ((n, k, t)-sets). Fix positive integers n, k, t such that n ≥ k > t. A subset A of the unit n-cube [0, 1] n is called an (n, k, t)-set if every (x 1 , . . . , x n ) ∈ A has exactly k coordinates that are strictly positive and for every two elements (x 1 , . . . , x n ), (y 1 , . . . , y n ) ∈ A, there exists t distinct indices
In this article, we also address the problem of determining the maximum "size" of (n, k, t)-sets.
Notice that Theorem 1.3 does not provide useful information when c = 0. In fact, it is easy to see using Lebesgue's density theorem that the n-dimensional Lebesgue measure of a measurable n-cube antichain equals zero. This suggests that the n-dimensional Lebesgue measure is not an appropriate notion of "size" for an ncube antichain and therefore it is natural to look at its Hausdorff dimension. Let us briefly recall some definitions from the theory of fractals. If S is a non-empty subset of R n , we denote by diam(S) its diameter. Fix a positive real number s and, for δ > 0, let
Finally, the upper box-counting dimension of S is defined as
where N δ (S) is the smallest number of sets of diameter δ which can cover S. We refer the reader to Falconer [12] for further details. In the sequel, we will apply the well known fact (see [12, p. 48] ) that dim H S ≤ dim B S. Our main result concerning the Hausdorff dimension of n-cube antichains reads as follows.
Theorem 1.4. Fix a positive integer n ≥ 2 and let S ⊆ [0, 1]
n be an n-cube antichain. Then the Hausdorff dimension of S is at most n − 1.
is an n-cube antichain whose Hausdorff dimension equals n − 1 and therefore the bound in Theorem 1.4 is sharp. Given this result, it is natural to ask for sharp upper bounds on the (n − 1)-dimensional Hausdorff measure of an n-cube antichain. We are unable to settle this problem in general. We conjecture that the (n − 1)-dimensional Hausdorff measure of an n-cube antichain is at most n times the Hausdorff measure of the unit (n − 1)-cube, i.e., nσ n−1 , where
In Section 2, we verify the validity of this conjecture when n = 2 as well as when S is a smooth hypersurface. In particular, we obtain the following results.
b) There exists a 2-cube antichain whose Hausdorff measure equals 2.
n be the projections defined by
Under further assumptions on smoothness, the above mentioned conjecture is true. Theorem 1.6. Let S be a smooth n-cube antichain. Then
In particular, we have H n−1 (S) ≤ nσ n−1 .
The bound nσ n−1 for the (n−1)-dimensional measure of a smooth n-cube antichain is asymptotically sharp, as can be seen by the hypersurface
as p → +∞. Indeed, it is easily verified that as p → +∞ the ℓ p -unit ball B p = {x ∈ R n : x p ≤ 1} converges with respect to the Hausdorff metric to the ℓ ∞ -unit ball. However, it is well known ([18, p. 219]) that if a sequence of convex bodies K i converges to a convex body K with respect to the Hausdorff metric, then
Our main result on the Hausdorff dimension of (n, k, t)-sets reads as follows.
Theorem 1.7. Fix positive integers n, k, t such that n ≥ k > t and let A be an (n, k, t)-set. Then the Hausdorff dimension of A is at most k − t.
Notice that the set consisting of all points (x 1 , . . . , x n ) that have k non-zero coordinates and whose first t coordinates satisfy
, is an (n, k, t)-set whose Hausdorff dimension equals k − t. Therefore, the bound in Theorem 1.7 is sharp. Given Theorem 1.7, it is natural to ask for upper bounds on the (k − t)-dimensional Hausdorff measure of an (n, k, t)-set. The following result implies that the sets described above have maximum (k − t)-dimensional measure and may be seen as a continuous analogue of the Erdős-Ko-Rado theorem.
The remaining part of our article is organised as follows.
In Section 2, we collect the results on n-cube antichains. In particular, we prove In Section 3, we collect the results on (n, k, t)-sets. We prove Theorem 1.7 by employing estimates on the Hausdorff measure of the difference set A − A and Theorem 1.8 by applying a result on nontrivial intersections of integer vectors. Finally, in Section 4 we state some conjectures.
n-cube antichains
The proof of Theorem 1.4 relies on the following Sperner-type result for integer vectors. 
Observe that each class D d forms a chain in the sense that whenever two n-tuples,
is in the ℓ-th coordinate of d then the ℓ-th coordinate of
) equals zero. This means that we can choose from every class D d an n-tuple having a zero coordinate and the number of such n-tuples is at most nm n−1 .
Let
Proof of Theorem 1.4. Since dim H S ≤ dim B S for any n-cube antichain S, it suffices to show that dim B S ≤ n − 1 for any n-cube antichain S. For each integer m ≥ 1, write the unit n-cube as a union of cubes all of whose sides are equal to 1 m . More precisely, write the unit n-cube as a union of cubes of the form
. Fix an n-cube antichain S, and let N 1/m (S) be the number of cubes C(d 1 , . . . , d n ) that have non-empty intersection with S. We claim that N 1/m (S) ≤ nm n−1 . Indeed, for every two different cubes C(d 1 , . . . , d n ) and C(k 1 , . . . , k n ) that have non-empty intersection with S the corresponding n-tuples do not satisfy d i < k i for all i ∈ [n] and hence the claim follows from Lemma 2.1.
Consequently,
as required.
We proceed with the proof of Theorem 1.5 a). In fact, we provide two proofs of this statement. The first proof exploits the fact that the projections of a 2-cube antichain are injective.
First proof of Theorem 1.5 a).
Here we denote the projections π 1 and π 2 by π x and π y , respectively, since they are projections into the x-and y-axis, respectively. We show that
and the result follows. Note that since S is a 2-cube antichain the projections are injective. For two sets A, B ⊆ [0, 1] let A < B if a < b for all a ∈ A and b ∈ B. Let {Q i } and {R j } be covers of π x (S) and π y (S), respectively, where without loss of generality Q 1 < Q 2 < · · · and R 1 < R 2 < · · · Define the sets Q ij = {x ∈ Q i : ∃y ∈ R j such that (x, y) ∈ S} and R ij = {y ∈ R j : ∃x ∈ Q i such that (x, y) ∈ S}. Then
Therefore, using the triangle inequality,
Since S is a 2-cube antichain
Together with (2) this yields
The result follows by taking the infimum with respect to all covers.
We continue with a second proof of Theorem 1.5 a), which is based upon the following well-known result regarding the Hausdorff measure of the image of Lipschitz functions, cf. [12, p. 24] . Recall that a function f :
Lemma 2.2. Fix positive integers n, m and let
The following proof exploits the fact that the "diagonal projections" of a Sperner subset of the unit square are injective whose inverse is Lipschitz of constant 1.
Second proof of Theorem 1.5 a)
.
. Notice that the assumption that S 1 is a 2-cube antichain implies that φ is a bijection of S 1 onto its image. Let (a, 0), (b, 0) ∈ φ 1 (S 1 ) with a < b and look at the inverse images, φ 
The analogous argument with φ 2 : 
where λ(·) denotes the 1-dimensional Lebesgue measure.
Now we can prove the existence of "maximum" 2-cube antichains in the unit square.
Proof of Theorem 1.5 b). Let
be a continuous, strictly increasing function having zero derivative almost everywhere. An example of such a function can be found in [19] and is referred to as devil's staircase. We divide the graph
Since f ′ = 0 almost everywhere, the projection of A into the x-axis has measure 1 and so H 1 (A) ≥ 1. From Lemma 2.3, it follows that the set f ({x : f ′ (x) = 0}) has measure zero, which in turn implies that the projection of B into the y-axis has measure 1. Thus H 1 (B) ≥ 1. Putting these two bounds together, we conclude
and therefore, by (1), we have H 1 (S) = 2. Now the result follows by observing that the function 1 − f (·) is strictly decreasing and therefore its graph is a 2-cube antichain.
In higher dimensions, the situation is not as satisfactory. Using the argument in Theorem 1.4, one readily shows that if S is an n-cube antichain, then H n−1 (S) ≤ n · n n−1 2 , which is far away from the conjectured H n−1 (S) ≤ n · σ n−1 . However, the conjecture can be verified in the case of smooth hypersurfaces.
Proof of Theorem 1.6 . If x = (x 1 , . . . , x n−1 ) is a vector in the cube [0, 1] n−1 , let x j denote the vector (x 1 , . . . , x j−1 , x j+1 , . . . , x n−1 ), for j = 1, . . . , n − 1. We note that the projections π j restricted to S are injective, and there exists a smooth f : π n (S) → [0, 1] whose graph is S. For j = 1, . . . , n−1, the function T j (x) = (x j , f (x j )) is injective, the absolute value of its Jacobian is | ∂f ∂x j |, and T j (π n (S)) = π j (S). Hence, using the area formula (see [11, Section 3.3.4] ), the surface area of f can be estimated as
and the result follows.
(n, k, t)-sets
In this section, we collect our results regarding (n, k, t)-sets. We begin with the proof of Theorem 1.7 using difference sets. We note that the result can be also easily derived from the proof of Theorem 1.8. Notice that for every x = (x 1 , . . . , x k ), y = (y 1 , . . . , y k ) ∈ A, there exist distinct
Obviously, for each I with |I| = t, we have dim
For the proof of Theorem 1.8 we need the following result of Bey and the first author [3] which was reproved in a different way by P.L. Erdős, Seress and Székely [10] . In order to formulate the result we need some further notations and definitions. [10] ). Fix positive integers n, k, t such that n ≥ k > t. There is an integer m 0 (n, k, t) such that for all m > m 0 (n, k, t) every non-trivial k-uniform tintersecting family in [m] n 0 has size bounded as follows:
Note that for fixed n, k, t
since there is a bounded number of choices for one d and | one d| ≥ t + 1, i.e., there are at most k − t − 1 free positions if the index set of ones is fixed. Now we are ready to prove Theorem 1.8. Consequently, H k−t (A) = 0 and the result follows.
Conjectures
In this final section, we emphasize two conjectures which, from our point of view, are really challenging and interesting.
