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1.	Що розуміємо під поняттями «система» та «складність системи»? Наведіть приклади складних систем.
2.	Від чого залежить складність системи?
3.	За яким критерієм (-ми) обирають оптимальну систему?
4.	Що називають надійністю?
5.	 Що називають ризиком?
6.	 Що являє собою система з послідовним (паралельним) з’єднанням елементів?
7.	 Що являє собою функціональне резервування?
8.	Що являє собою функція вартості системи?
9.	Які властивості функції вартості?
10.	Коли вирішується задача оптимізації системи?
11.	До чого зводиться задача оптимізації системи?
12.	Сформулюйте задачу математичного програмування мінімізації функції вартості системи.
13.	Для яких процесів в системах застосовується аналітичний метод імітаційного моделювання?
14.	Який метод застосовується для імітації процесів в системах з фактором випадковості?
15.	Описати комбінований метод імітаційного моделювання.
16.	В чому полягає принцип t побудови імітаційних моделей?
17.	Поясніть різницю між принципами t та Z.
18.	В чому полягає задача імітаційного моделювання?
19.	Описати структуру імітаційної моделі.
20.	Принцип моделювання незалежних подій при сумісних випробуваннях.
21.	Принцип моделювання залежних подій при сумісних випробуваннях.
22.	Випадкові числа з квазірівномірним розподілом.
23.	Функція розподілу неперервної випадкової величини. Властивості.
24.	Щільність ймовірностей. Її зв’язок з функцією розподілу.
25.	Метод оберненої функції для моделювання неперервних випадкових величин.
26.	Метод кусково-лінійно апроксимації випадкових величин
27.	Функція розподілу дискретної випадкової величини.
28.	Графічне зображення ряду розподілу дискретної випадкової величини.
29.	Алгоритм побудови графіку функції розподілу F(x) дискретної випадкової величини.
30.	 Що є основою імітаційної моделі?
31.	 Назвіть засоби імітації випадкових подій.
32.	 Неперервна випадкова величина Х задана функцією розподілу F(x). Знайти щільність розподілу f(x) та побудувати графік функції розподілу F(x).


33.	Як можна умовно представити імітаційну модель?
34.	 Які співвідношення використовує змішаний метод?
35.	 Неперервна випадкова величина Х задана функцією розподілу F(x). Знайти щільність розподілу f(x) та побудувати графік функції розподілу F(x).

36.	Побудуйте структуру імітаційної моделі.
37.	На яких співвідношеннях засновано мультиплікативний метод?
38.	Неперервна випадкова величина Х задана функцією розподілу F(x). Знайти щільність розподілу f(x) та побудувати графік функції розподілу F(x).

39.	Яка мета імітаційного моделювання?
40.	Опишіть основи методу зворотньої функції.
41.	Неперервна випадкова величина Х задана функцією розподілу F(x). Знайти щільність розподілу f(x) та побудувати графік функції розподілу F(x).

42.	Які переваги методу імітаційного моделювання?
43.	Наведіть геометричну інтерпретацію теореми, на якій засновано метод зворотньої функції.
44.	Неперервна випадкова величина Х задана функцією розподілу F(x). Знайти щільність розподілу f(x) та побудувати графік функції розподілу F(x).

45.	Дайте визначення моделі.
46.	Що таке функціональне резервування?

47.	Що називають математичною моделлю?
48.	Яке резервування називають «гарячим»?
49.	Що означає твердження: зробити наукове відкриття?
50.	Яке резервування називають «холодним»?
51.	Що називають оптимальним розв’язком задачі?
52.	Яке з’єднання елементів називають стохастичним?
53.	Чим можна формально задати складну систему?
54.	Роз’ясніть сутність стохастичного зв’язку елементів в системі.
55.	 В чому полягає Задача імітаційного моделювання?
56.	 Аналітичний метод застосовується для
57.	Метод статистичного моделювання
58.	Комбінований метод (аналітико-статистичний)
59.	Функцією розподілу (інтегральною) неперервної випадкової величини





65.	Функцією розподілу дискретної випадкової величини
66.	 Поняття системи. Властивості та класифікація систем.
67.	 Основні положення системного аналізу.
68.	Системні об’єкти.
69.	Формальний опис системи.
70.	Поняття моделі і моделювання. Види моделювання.
71.	Галузі застосування методу моделювання.
72.	Імовірнісні характеристики послідовності випадкових чисел, що рівномірно розподілені від 0 до 1.
73.	Способи отримання випадкових чисел, що рівномірно розподілені від 0 до 1.
74.	Алгоритмічні методи формування псевдовипадкових чисел, що квазірівномірно розподілені від 0 до 1.
75.	Імовірнісні характеристики послідовності псевдовипадкових чисел, що отримані алгоритмічними методами.
76.	Перевірка рівномірності розподілення послідовності псевдовипадкових чисел, що отримані алгоритмічним шляхом, за допомогою тесту частот.
77.	Перевірка незалежності псевдовипадкових чисел, що отримані алгоритмічним шляхом, за допомогою тесту пар.
78.	Моделювання випадкових подій.
Моделювання випадкових величин методом прямого перетворення функції щільності.
79.	Моделювання випадкових величин методом кусочно-постійної апроксимації функції щільності.
80.	Моделювання випадкових величин методом кусочно-лінійної апроксимації функції щільності.
81.	Моделювання випадкових величин методом відсіювання.
82.	Моделювання випадкових величин на основі центральної граничної теореми теорії імовірностей.
83.	Моделювання випадкових величин на основі граничної теореми Пуассона.
84.	Етапи імітаційного моделювання.
85.	Принципи побудови моделюючих алгоритмів.
86.	Обробка результатів імітаційного моделювання.
87.	Обробка результатів моделювання стаціонарних випадкових процесів.
88.	Оцінка точності результатів моделювання.
89.	Визначення необхідної кількості реалізацій моделюючого алгоритму.
90.	Типові математичні моделі елементів складних систем.



