














Abstract: Current Python programming enviroment in 2020 does not have any reliable and effieicent
multiple precision floating-point (MPF) arithmetic except the “mpmath” package based on GNU MP(GMP)
and MPFR libraries. Although it is well known that multi-component type MPF library can be utilized for
middle length precision arithmetic under 200 bits, they are not widely used in Python environment. In this
paper, we describe our BNCmatmul library, which is more accelerated MPF linear computation library with
AVX2 techniques and can be combined with RDD.py as shown on our paper in 2020, and demonstrate more
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法が広く使われるようになっている．Fig.1に示すよう，スー
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また，Dekker4) の無誤差変換技法 (error-free transforma-
tion)を用いたマルチコンポーネント方式の固定精度演算 (Fig.2
下) には，小武守らの Lis7) が実装した Double-double(DD)
精度の SIMD化が既にあり，AVX2(Advanced Vector eXten-
sions 2)3) を使用することで，疎行列・ベクトル乗算に対して
3 倍程度の高速化が達成でき，MATLAB でも有用であるこ
とが示されている 9) が，3倍々精度 (Triple-double, TD)，4

























































Intel Core i9-10900X (3.6GHz, 10 cores), 16GB




る_mm256_[add, sub, mul, div]_pd関数や FMA(Fused
Multiply Add)に相当する_mm256_fmadd_pd関数を使用して
無誤差変換技法の主要機能である QuickTwoSum，TwoSum,
TwoProd-FMA 関数を SIMD 化し，それぞれ AVX2Quick-
TwoSum (Algorithm 1), AVX2TwoSum (Algorithm 2),
AVX2TwoProd-FMA (Algorithm 3) 関数として利用した．
以下，a, b, c, dは_m256dデータ型であり，それぞれ 4つの
binary64浮動小数点数a = (a0, a1, a2, a3), b = (b0, b1, b2, b3),
s = (s0, s1, s2, s3), e = (e0, e1, e2, e3)を持つものとする．
QuickTwoSumと TwoSumは次のように書き換えられる．
Algorithm 1 (s, e) := AVX2QuickTwoSum(a, b)
s := _mm256_add_pd(a, b)
e := _mm256_sub_pd(b, _mm256_sub_pd(s, a))
return (s, e)
Algorithm 2 (s, e) := AVX2TwoSum(a, b)
s := _mm256_add_pd(a, b)






FMA を利用する TwoProd 関数は Algorithm 3 のように
AVX2TwoProd関数に書き替えられる．
Algorithm 3 (p, e) := AVX2TwoProd(a, b)
p :=_mm256_mul_pd(a, b)
















加算 (TDadd)は，x[3]= (x[0],x[1],x[2]), y[3] =(y[0],y[1],y[2])
の和 r[3] =(r[0],r[1],r[2]) を求めるものである．まず最初に
xと y をマージソートしてから VecSumで正規化し，しかる
後に VSEB(3) で 3 倍精度浮動小数点数として正規化して r
を返す．これを SIMD 化したものが下記の AVX2TDadd 関





において，x[3] = y[3] = 0として 3倍精度化した TDaddqを
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Algorithm 4 r[2] := AVX2DDadd(x[2], y[2])
(s, e) := AVX2TwoSum(x[0], y[0])
w :=_mm256_add_pd(x[1], y[1])
e :=_mm256_add_pd(e, w)
(r[0], r[1]) := AVX2QuickTwoSum(s, e)
return (r[0], r[1])
Algorithm 5 r[2] := AVX2DDmul(x[2], y[2])





(r[0], r[1]) := AVX2QuickTwoSum(p1, p2)
Algorithm 6 r[3] := AVX2TDadd(x[3], y[3])
(z0, ..., z5) := AVX2Merge(x[0], x[1], x[2], y[0], y[1], y[2])
(e0, ..., e5) := AVX2VecSum(z0, ..., z5)
(r[0], r[1], r[2]) := AVX2VSEB(3)(e0, ..., e5)
return (r[0], r[1], r[2])



















(s1, t0) :=AVX2TwoSum(s1, t0)
(s2, t0, t1) :=AVX2ThreeSum(s2, t0, t1)
t0 :=_mm256_add_pd(_mm256_add_pd(t0, t1), t2)
(r[0], r[1], r[2]) :=AVX2Renorm3(s0, s1, s2, t0)
return (r[0], r[1], r[2])
実装し，VSEB関数以外を SIMD化した AVX2TDmul関数
を実装した．
Algorithm 8 r[3] := AVX2TDmul(x[3], y[3])
(zup00 , z
lo
00) := AVX2TwoProd-FMA(x[0], y[0])
(zup01 , z
lo
01) := AVX2TwoProd-FMA(x[0], y[1])
(zup10 , z
lo
10) := AVX2TwoProd-FMA(x[1], y[0])
(b0, b1, b2) := AVX2VecSum(zlo00, zup01 , z
up
10 )
c :=_mm256_fmadd_pd(x[1], y[1], b2)
z31 :=_mm256_fmadd_pd((x[0], y[2], zlo10)
z32 :=_mm256_fmadd_pd( x[2], y[0], zlo01 )
z3 := _mm256_add_pd(z31, z32)
s3 := _mm256_add_pd(c, z3)
(e0, e1, e2, e3) := AVX2VecSum(zup00 , b0, b1, s3)
r[0] := e0
(r[1], r[2]) := AVX2VSEB(2)(e1, e2, e3)










Algorithm 9 (a, b, c) := AVX2ThreeSum(x, y, z)
(t1, t2) := AVX2TwoSum(x, y)
(a, t3) := AVX2TwoSum(z, t1)
(b, c) := AVX2TwoSum(t2, t3)
return (a, b, c)
これらの QD演算では必要となる，3つの浮動小数点数 x,
y, z の加算を TwoSum を用いて行い，その誤差も得られる
ThreeSum も AVX2 化したものを使用する。3 つの返り値
a ≈ x + y + z, b, cを返す ThreeSum(Algorithm 9)と，2つ
の返り値 a ≈ x + y + z, bを返す ThreeSum2(Algorithm 10)
の 2つを QD演算で使用する。
Algorithm 10 (a, b) := AVX2ThreeSum2(x, y, z)
(t1, t2) := AVX2TwoSum(x, y)
(a, t3) := AVX2TwoSum(z, t1)
b := _mm256_add_pd(t2, t3)
return (a, b)
無誤差変換技法と，2種の ThreeSumを使用して実装した
AVX2化した加算 (AVX2QDadd)を Algorithm 11に示す。


















u0 :=_mm256_sub_pd(s0, v0); u1 :=_mm256_sub_pd(s1, v1)
u2 :=_mm256_sub_pd(s2, v2); u3 :=_mm256_sub_pd(s3, v3)
w0 :=_mm256_sub_pd(x[0], u0); w1 :=_mm256_sub_pd(x[1], u1)
w2 :=_mm256_sub_pd(x[2], u2); w3 :=_mm256_sub_pd(x[3], u3)
u0 :=_mm256_sub_pd(y[0], v0); u1 :=_mm256_sub_pd(y[1], v1)




(s1, t0) := AVX2TwoSum(s1, t0)
(s2, t0, t1) := AVX2ThreeSum(s2, t0, t1)
(s3, t0) := AVX2ThreeSum2(s3, t0, t2)
t0 :=_mm256_add_pd(_mm256_add_pd(t0, t1), t3)
(r[0], r[1], r[2], r[3]) := AVX2Renorm(s0, s1, s2, s3, t0)
return (r[0], r[1], r[2], r[3])
Algorithm 12 r[4] := AVX2QDmul(x[4], y[4])
s0 :=_mm256_add_pd(x[0], y[0])
(p0, q0) := AVX2TwoProd(x[0], y[0])
(p1, q1) := AVX2TwoProd(x[0], y[1])
(p2, q2) := AVX2TwoProd(x[1], y[0])
(p3, q3) := AVX2TwoProd(x[0], y[2])
(p4, q4) := AVX2TwoProd(x[1], y[1])
(p5, q5) := AVX2TwoProd(x[2], y[0])
(p1, p2, q0) := AVX2ThreeSum(p1, p2, q0)
(p2, q1, q2) := AVX2ThreeSum(p2, q1, q2)
(p3, p4, p5) := AVX2ThreeSum(p3, p4, p5)
(s0, t0) := AVX2TwoSum(p2, p3)
(s1, t1) := AVX2TwoSum(q1, p4)
s2 :=_mm256_add_pd(q2, p5)
(s1, t0) := AVX2TwoSum(s1, t0)
s2 :=_mm256_add_pd(s2, _mm256_add_pd(t0, t1))
s1 :=_mm256_add_pd(s1, _mm256_mul_pd(x[0], y[3]))
s1 :=_mm256_add_pd(s1, _mm256_mul_pd(x[1], y[2]))
s1 :=_mm256_add_pd(s1, _mm256_mul_pd(x[2], y[1]))





(r[0], r[1], r[2], r[3]) := AVX2Renorm(p0, p1, s0, s1, s2)






ント型浮動小数点数を AVX2 の_m256d 型データ単位で扱う
場合，同じ演算をまとめて 4つ同時に実行することで効率を
上げる必要がある．前述したように，DD,TD,QD精度演算で














実際，DD, TD, QD精度それぞれで，2つの n次元実ベク
トル a = [a1 a2 ... an]T , b = [b1 b2 ... bn]T を生成し，各
要素の加算 (ai + bi) と乗算 (ai · bi) を行った時の各精度の
演算回数 (DD MFLOPS, TD MFLOPS, QD MFLOPS)を
Corei9の環境で計測した結果を Fig.4，Fig.5，Fig.6に示す．
これらのグラフは，AVX2 Load/Store 命令を用いて AVX2
演算を行った場合 (AVX2 L/S,Fig.3左図)，一要素に全ての
コンポーネントをまとめて配列としてベクトル要素を並べて













見えず，約 26 TD MFLOPSしか出ていない．これはMerge
関数の性能が著しく低いために引き起こされている．従って，
性能向上のために前述したように TDaddq を用いたところ，
通常演算で 75 TD MFLOPS，AVX2 化すると Load/Store
使用時で 115 TD MFLOPS，Set使用時で 123 TD MFLOPS
の性能を得られることが分かった．TDmul演算ではAVX2化
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tdfloat a[2] val[0] val[1] val[2]
tdfloat a[3] val[0] val[1] val[2]
tdfloat a[4] val[0] val[1] val[2]






tdfloat b[2] val[0] val[1] val[2]
tdfloat b[3] val[0] val[1] val[2]
tdfloat b[4] val[0] val[1] val[2]















         b[3].val[1], b[2].val[1], 
  b[1].val[1], b[0].val[1])
in_b[2] = _mm256_set_pd(
  b[3].val[2], b[2].val[2], 
  b[1].val[2], b[0].val[2])





tdfloat c[2] val[0] val[1] val[2]
tdfloat c[3] val[0] val[1] val[2]
tdfloat c[4] val[0] val[1] val[2]
tdfloat c[5] val[0] val[1] val[2]
・・・ ・・・
c[3].val[0] = in_c[0][3]; c[2].val[0] = in_c[0][2];
c[1].val[0] = in_c[0][1]; c[0].val[0] = in_c[0][0];
c[3].val[1] = in_c[1][3]; c[2].val[1] = in_c[1][2];
c[1].val[1] = in_c[1][1]; c[0].val[1] = in_c[1][0];
c[3].val[2] = in_c[2][3]; c[2].val[2] = in_c[2][2];
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ものである．これは TD 精度のベクトル (tdvector) と行列
(tdmatrix)であるが，DD精度，QD精度のベクトルや行列
も同様の定義を行っている．





# long int dim; // dim <= real_dim




















# dd array to tdvector
# TDVector vec -> tdfloat array







# tdfloat array -> TDVector ret










# long int row_dim, col_dim;





















# td array to tdvector
# TDMatrix mat -> tdfloat array







# tdfloat array -> TDmatrix ret












(MM, RDD)，rdd.cに施した Cによる実装 (MM, C PTR)
の計算時間を Table 1に示す．今回はこれに加え，行列・ベ
クトル乗算 (MV, RDD) と C による実装 (MV, C PTR) も
併せて示す．

















54 Vol. 29, ２ ０ ２ １
Table 1: Pythonコードによる実装比較 (単位:秒)
n = 128 MM,RDD MM,C PTR (R/C) MV, RDD MV,C PTR (R/C)
DD 4.00 0.015 (266.7) 0.0305 0.000139 (219.4)
TD 4.55 0.073 (62.3) 0.0372 0.000577 (64.5)




DD 2216.6 15.5 (142.7) 2.03 0.008 (267.1)
TD 2582.0 75.6 (34.2) 2.33 0.035 (66.6)
QD 2865.0 164.3 (17.4) 2.57 0.101 (25.4)
MP(212) 2042.5 N/A
MPFR(212) 668.5 N/A
これらを用いて，行列・ベクトル乗算 b := Axと，行列乗算
C := AB を計算した．
既に示したとおり，Corei9環境でもMPFR(212 bits)計算
に比べ，Cによる QD実装は約 4倍高速である．rdd.cによ

































































Acceleration ratio of MV, Corei9, 
n = 128
DD TD QD
Fig. 8: Cによる単純実装と比較しての AVX2利用による高


























































Acceleration ratio of MV, Corei9, 
n = 1024
DD TD QD
Fig. 9: Cによる単純実装と比較しての AVX2利用による高
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