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BIRKHOFF SPECTRA FOR ONE-DIMENSIONAL MAPS
WITH SOME HYPERBOLICITY
YONG MOO CHUNG
Abstract. We study the multifractal analysis for smooth dynamical
systems in dimension one. It is characterized the Hausdorff dimension
of the level set obtained from the Birkhoff averages of a continuous func-
tion by the local dimensions of hyperbolic measures for a topologically
mixing C2 map modelled by an abstract dynamical system. A charac-
terization which corresponds to above is also given for the ergodic basins
of invariant probability measures. And it is shown that the complement
of the set of quasi-regular points carries full Hausdorff dimension.
1. Introduction
Multifractal analysis is a theory to understand phenomena associated with
more than one scaling symmetry, and a practical tool for the numerical study
of dynamical systems. The purpose of mathematical study of multifractal
analysis is to investigate the multifractal spectra, that is the quantities con-
cerning with the level sets obtained from invariant local quantities. We refer
to [13] for a general account of the subject. The multifractal spectra is well
understood for conformal (or low dimensional) hyperbolic dynamical sys-
tems [12, 14, 15]. Also, some of solid mathematical results are known for
some class of smooth one-dimensinal maps with indifferent periodic points
such as the Manneville-Pomeau maps [7, 11, 16]. Takens and Verbitskiy
gave a variational principle concerning with the entropy spectra for Birkhoff
averages by assuming the specification property for dynamical systems [18].
However, it seems that there are no rigorous results on the dimension spec-
tra for smooth maps with critical points such as logistic maps. This paper is
devoted to study the dimension spectra for the Birkhoff averages of smooth
interval maps without assuming uniform hyperbolicity.
Let I be a compact interval of the real lineR and f : I → I a C2 map. For
a repeller Λ for f , it is known that dimH(Λ), the Hausdorff dimension of Λ,
is given by the unique solution δ of the Bowen equation PΛ(δ · log |f
′|) = 0,
where PΛ denotes the topological pressure for the restriction of f to Λ [2],
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and then it is obtained a dimension formula
(1) dimH(Λ) = sup
{
hµ(f)∫
log |f ′|dµ
: µ ∈Mf , µ(Λ) = 1
}
by the variational principle [19], whereMf denotes the set of the f -invariant
Borel probability measures on I and hµ(f) the metric entropy of µ ∈ Mf .
Notice that the supremum is attained by an ergodic measure. In this paper
we give a formula which corresponds to (1) for the level sets obtained by
the Birkhoff averages of continuous functions for a class of smooth interval
maps modelled by abstract dynamical systems.
We need some notions and facts to state our results precisely. For a
continuous function ϕ : I → R we denote by Bϕ(α) the set of points x ∈ I
such that Snϕ(x)/n converges to α ∈ R as n→∞, where
Snϕ(x) := ϕ(x) + ϕ(f(x)) + · · ·+ ϕ(f
n−1(x)).
Then the phase space I is decomposed into the level sets Bϕ(α) as follows:
I =

 ⊔
α∈R
Bϕ(α)

 ⊔ Iϕ
where Iϕ denotes the irregular set for ϕ, that is the set of points x ∈ I
such that Snϕ(x)/n does not converge as n → ∞. We say that µ ∈ Mf
is hyperbolic if the Lyapunov exponent lim sup
n→∞
1
n
log |(fn)′(x)| is positive for
µ-almost every x ∈ I. If µ ∈ Mf is ergodic then the Lyapunov exponent is
constant µ-almost everywhere, and the constant is given by
λµ(f) :=
∫
log |f ′|dµ.
We call λµ(f) the Lyapunov exponent of µ, and denote by Hf the set of f -
invariant ergodic probability measures µ which is hyperbolic, i.e. λµ(f) > 0.
The Ruelle inequality [17] asserts that
λµ(f) ≥ hµ(f)
holds whenever hµ(f) > 0, and hence any ergodic measure with positive
metric entropy is hyperbolic. Moreover, a theory for hyperbolic measures
[4, 8, 9] asserts the following:
Proposition 1. Let µ ∈ Hf . Then for any ϕ1, . . . , ϕp ∈ C(I) and ε > 0
there are an integer k ≥ 1, a compact interval L ⊂ I and a family K of
pairwise disjoint compact intervals with K ⊂ L = fk(K) for each K ∈ K
such that
(log ♯K)/k ≥ hµ(f)− ε, |
1
k
log |(fk)′(x)| − λµ(f)| ≤ ε
and
|
1
k
Skϕj(x)−
∫
ϕdµ| ≤ ε (j = 1, . . . , p)
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for all x ∈ ⊔K∈KK, where C(I) denotes the space of the continuous functions
on I, and ♯A the cardinality of a set A.
For µ ∈ Hf we call the quantity D(µ) given by
D(µ) :=
hµ(f)
λµ(f)
the local dimension of µ, because
D(µ) = lim
r→0
log µ([x− r, x+ r])
log r
holds for µ-almost every x ∈ I [6, 10]. Then it follows that
dimH(µ) = D(µ)
where dimH(µ) denotes the Hausdorff dimension of µ defined by
dimH(µ) := inf{dimH(Y ) : Y ⊂ I is a Borel set with µ(Y ) = 1}
[20]. Notice that D(µ) = 1 holds if µ ∈ Hf is absolutely continuous with
respect to Lebesgue measure. We say that a map f : I → I is topologically
mixing if for any nontrivial interval L ⊂ I, fk(L) = I holds whenever k ≥ 1
is large. Throughout this paper we assume that f : I → I is topologically
mixing. Then the following lemma concerning with the structure of the set
of hyperbolic measures is established:
Lemma 2. Let f : I → I be a topologically mixing C2 map. Then ergodic
measures are dense in the set of hyperbolic measures with positive metric
entropies, i.e., for any hyperbolic µ ∈Mf with hµ(f) > 0, ϕ1, . . . , ϕp ∈ C(I)
and small ε > 0 there exists ν ∈ Hf such that
|
∫
ϕjdν −
∫
ϕjdµ| ≤ ε
for each j = 1, 2, . . . , p. Moreover, the measure ν can be taken to satisfy
hν(f) ≥ hµ(f)− ε and λν(f) ≤
∫
log |f ′|dµ + ε.
We need more assumptions on the map f concerning with both of recur-
rence times and nonuniform hyperbolicity to establish a dimension formula
for the level sets obtained by Birkhoff averages. We say that a function
R : J → N ∪ {∞} is a return time function with the base set J ⊂ I if
fR(x)(x) ∈ J holds whenever x ∈ J and R(x) < ∞. Here, the function R
is not necessary to be the first return time to J . We assume that the map
f : I → I has a return time function R : J → N ∪ {∞} with a compact
interval J ⊂ I as the base set satisfying the following properties:
(H1) there is a constant λ > 1 such that for any n ≥ 1 if V is a connected
component of {x ∈ J : R(x) = n}, then
fnV = J and |(fn)′(x)| ≥ λ (x ∈ V );
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(H2) there is a sequence {εk}
∞
k=0 of positive numbers which converges to
zero as k →∞ such that for any n ≥ 1 if A is a connected component
of
{x ∈ J :R(x) = k1, R(f
k1(x)) = k2, . . . ,
R(fk1+···+kl−2(x)) = kl−1, R(f
k1+···+kl−1(x)) ≥ kl}
for some integers k1, . . . , kl ≥ 1 with k1 + · · ·+ kl = n, then
|f i(A)| ≤ εn−i
holds for all 0 ≤ i ≤ n− 1, where |A| denotes the length of an interval
|A|;
(H3) there are a constant C ≥ 1 and a sequence {ηk}
∞
k=0 of positive numbers
which converges to zero as k → ∞ such that for any n ≥ 1 if B is a
connected component of
{x ∈ J : R(x) = k1, R(f
k1(x)) = k2, . . . , R(f
k1+···+kl−1(x)) = kl}
for some integers k1, . . . , kl ≥ 1 with k1 + · · ·+ kl = n, then
|(fn)′(y)|
|(fn)′(z)|
≤ C and
|(fk1)′(y)|
|(fk1)′(z)|
≤ eηl
hold for all y, z ∈ B;
(H4) there are an integer l0 ≥ 1 and a constant γ0 > 0 such that for any
n ≥ 1 if U is a connected component of {x ∈ J : R(x) > n}, then
m ({x ∈ U : R(x) ≤ n+ l0}) ≥ γ0m(U).
A Collet-Eckmann unimodal map is an example which has a return time
function satisfying the assumptions mentioned above [21]. A smooth interval
map satisfying these assumptions is modelled by an abstract dynamical sys-
tem on a tower having bounded slope [5]. Then, the tail of the tower decays
exponentially fast, and then, an absolutely continuous invariant probabil-
ity measure exists and it satisfies the exponential decay of correlations [21].
Moreover, the abstract dynamical system obtained from these assumptions
has a kind of specification property, and from which it is shown the large
deviation principle [5]. The main result of this paper is the following:
Theorem 3 (the dimension spectra for Birkhoff averages). Let f : I → I
be a topologically mixing C2 map and assume that there is a return time
function R : J →N ∪ {∞} satisfying (H1)-(H4). Then for any ϕ ∈ C(I)
dimH(Gϕ(α)) = lim
ε→0+
sup+
{
D(ν) : ν ∈ Hf , |
∫
ϕdν − α| < ε
}
holds for all α ∈ R, where sup+A := max{supA, 0} for a set A ⊂ R.
Remark. The upper regularization in the right-hand side of the formula
above is not removable without assuming uniform hyperbolicity, because
the local dimension D(ν) may not be upper semicontinuous as a function of
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ν ∈ Hf . In fact, the Lyapunov exponent λν(f) is not lower semicontinuous
for ν if f : I → I is a Collet-Eckmann unimodal map [3].
It is also considerable the dimension spectra for the distributions along
the orbits of dynamical systems. A point x ∈ I is called quasi-regular for f
if the sequence of the empirical distributions
δnx :=
1
n
(δx + δf(x) + · · ·+ δfn−1(x)) ∈ M
converges to an invariant probability measure in the weak* toplogy as n→
∞, whereM denotes the space of the Borel probability measures on I, and
δy ∈ M the Dirac measure supported on y ∈ I. We denote by QR(f) the
set of the quasi-regular points for f . For µ ∈ Mf we call the set
B(µ) := {x ∈ I : lim
n→∞
δnx = µ}
the ergodic basin of µ. The set of the quasi-regular points is decomposed
into the ergodic basins of invariant probability measures as follows:
QR(f) =
⊔
µ∈Mf
B(µ).
The next result of this paper asserts that the Hausdorff dimension of the
ergodic basin for µ ∈ Mf is represented by the local dimension of the
hyperbolic ergodic measures close to µ. It is the following:
Theorem 4 (the Hausdorff dimension of the ergodic basin). Let f : I → I
be as in Theorem 3. Then for any µ ∈ Mf
dimH(B(µ)) = inf
U
sup{D(ν) : ν ∈ Hf ∩ U}
holds, where the infimum is taken over all of the neighborhoods U of µ in
M.
Remark. Neither the ergodicity nor the hyperbolicity is assumed for µ ∈
Mf in the theorem above. Thus the local dimension may not be defined for
µ itself.
It is well-known that if f : I → I is topologically mixing, then the com-
plement of QR(f) belongs to the first category and it is a null set for any
invariant probability measure. However, it is not a small set from the view
point of dimension theory. Another result of this paper corresponds to that
obtained for uniformly expanding conformal maps by Barreira and Schmel-
ing [1]:
Theorem 5 (the Hausdorff dimension of the irregular set). Let f : I → I
be as in Theorem 3. Then
dimH(I \QR(f)) = 1
holds.
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2. Proof of Lemma 2
In this section we prove Lemma 2. Let f : I → I be a topologically mixing
C2 map and µ ∈ Mf hyperbolic with hµ(f) > 0. Without loss of generality
we assume that µ is a linear combination µ = c1ν1+ · · ·+cqνq of ν1, . . . , νq ∈
Hf such that ci = li/l (i = 1, . . . , q) for some integers l, l1, . . . , lq ≥ 1 with
l1 + · · · + lq = l, because any hyperbolic measure is approximated by a
measure of this form. Let ϕ1, . . . , ϕp ∈ C(I) and ε > 0. For each i = 1, . . . , q
by Proposition 1 there are an integer ki ≥ 1, a compact interval Li ⊂ I and
a family Ki of pairwise disjoint compact intervals with K ⊂ Li = f
ki(K) for
all K ∈ Ki such that
(log ♯Ki)/ki ≥ hi − ε/2, |
1
ki
log |(fki)′(x)| − λi| ≤ ε/2
and
|
1
ki
Skiϕj(x)−
∫
ϕjdµ| ≤ ε/2 (j = 1, . . . , p)
for all x ∈ ⊔K∈KiK, where hi := hνi(f) and λi :=
∫
log |f ′|dνi. We assume
that k1 = k2 = · · · = kq and that f
k1Li = I holds for i = 1, . . . , q without
loss of generality by taking the iterations of f if necessary. For each i =
1, . . . , q and an integer s ≥ 1 we set
Pi(s) :=
{
P =
s−1⋂
j=0
f−jk1Kj : K0, . . . ,Ks−1 ∈ Ki
}
.
Then for any P ∈ Pi(s) we have f
sk1P = Li, and hence f
(s+1)k1P = I. Fix
a large integer n ≥ 1, and let
Q :=
{
Q =
q⋂
i=1
f−miPi : Pi ∈ Pi(nli) for i = 1, . . . , q
}
,
where mi := k1
∑i−1
j=1(nlj + 1) for i = 1, . . . , q. Remark that f
(nl+q)k1Q = I
holds for each Q ∈ Q. Now we put
Λ :=
∞⋂
l=0
f−(nl+q)k1
( ⊔
Q∈Q
Q
)
.
Then it is a compact f (nl+q)k1-invariant set, and the restriction of f (nl+q)k1
to Λ is semiconjugate to a full-shift of ♯Q-symbols. Thus the topological
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entropy h(f (nl+q)k1 |Λ) is estimated from below as follows:
h(f (nl+q)k1 |Λ) ≥ log ♯Q =
q∑
i=1
nli · log ♯Ki
≥
q∑
i=1
nliki(hi − ε/2) = nlk1(hµ(f)− ε/2),
and then, by the variational principle for entropy [19] we obtain an f -
invariant Borel probability measure ν with ν(∪
(nl+q)k1−1
i=0 f
iΛ) = 1 such that
hν(f) ≥ {h(f
(nl+q)k1 |Λ)− ε/4}/{(nl + q)k1}
≥ nlk1(hµ(f)− 3ε/4)/{(nl + q)k1}
≥ hµ(f)− ε
since n ≥ 1 is large. The measure ν above can be taken as ergodic by consid-
ering the ergodic decomposion if necessary. Then by the Ruelle inequality
we have
λν(f) ≥ hν(f) ≥ hµ(f)− ε > 0,
and hence ν ∈ Hf , if ε > 0 is small. Also,
log |(f (nl+q)k1)′(x)| =
q∑
i=1
log |(f (nli+1)k1)′(fmi(x))|
≤
q∑
i=1
{nlik1(λi + ε/2) + k1 ·max
y∈I
log |f ′(y)|}
= nlk1(
∫
log |f ′|dµ + ε/2) + qk1 ·max
y∈I
log |f ′(y)|
≤ (nl + q)k1(
∫
log |f ′|dµ+ ε)
holds whenever x ∈ Λ, because n ≥ 1 is large. Thus we have
λν(f) =
∫
log |f ′|dν
≤ max
x∈Λ
1
(nl + q)k1
log |(f (nl+q)k1)′(x)|
≤
∫
log |f ′|dµ + ε.
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Moreover,
|S(nl+q)k1ϕj(x)− (nl + q)k1
∫
ϕjdµ|
≤
q∑
i=1
|Snlik1ϕj(f
mi(x))− nlik1
∫
ϕjdνi|+ 2qk1max
y∈I
|ϕj(y)|
≤
q∑
i=1
nlik1ε/2 + 2qk1max
y∈I
|ϕj(y)|
≤ (nl + q)k1ε
holds whenever x ∈ Λ, and from which
|
∫
ϕjdν −
∫
ϕjdµ| ≤ ε
for each j = 1, . . . , p. This completes the proof of the lemma.
3. Proofs of Theorems
Let f : I → I be a topologically mixing C2 map with a return time
function R : J → N ∪ {∞} satisfying the assumptions (H1)-(H4). The
proofs of Theorems 3 and 4 are reduced to two propositions mentioned
below. The one of them concerning with the variational principle gives an
upper estimate of the dimension spectra for Birkhoff averages.
Proposition 6. Let ϕ1, . . . , ϕp ∈ C(I) and α1, . . . , αp ∈ R. Then
dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
≤ sup+
{
D(ν) : ν ∈ Hf , |
∫
ϕjdν − αj | < ε (j = 1, 2, . . . , p)
}
holds whenever ε > 0.
The assumptions on the return time function is necessary for this proposi-
tion. Another proposition obtained from Moran-like geometric constructions
[13] gives a lower estimate of the dimension spectra for Birkhoff averages.
Proposition 7. Let ϕ1, ϕ2, . . . ∈ C(I) and α1, α2, . . . ∈ R. Assume that a
sequence ν1, ν2, . . . ∈ Hf satisfies
lim
p→∞
max
1≤j≤p
|
∫
ϕjdνp − αj| = 0.
Then
dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . .)
}
≥ lim sup
p→∞
D(νp).
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Theorem 3 follows immediately from Propositions 6 and 7 by considering
the sequences {ϕj}
∞
j=1 with ϕj = ϕ (j ≥ 1) and {αj}
∞
j=1 with αj = α (j ≥
1) for given ϕ ∈ C(I) and α ∈ R. Theorem 4 is also obtained from the
propositions as follows. For µ ∈ Mf put
D0 := inf
U
sup{D(ν) : ν ∈ Hf ∩ U},
where the infimum is taken over all of the neighborhoods U of µ in M. To
show dimH(B(µ)) ≥ D0 we assume that D0 > 0, otherwise it is trivial.
Choose a sequence ϕ1, ϕ2, . . . ∈ C(I) to be dense in C(I). Then for any
γ > 0 taking large p ≥ 1 and small ε > 0 we have
dimH(B(µ))
≤ dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) =
∫
ϕjdµ (j = 1, 2, . . . , p)
}
≤ sup
{
D(ν) : ν ∈ Hf , |
∫
ϕjdν −
∫
ϕjdµ| < ε (j = 1, 2, . . . , p)
}
≤D0 + γ
by Proposition 6. Letting γ → 0 we obtain
(2) dimH(B(µ)) ≤ D0.
Moreover, taking a sequence ν1, ν2, . . . ∈ Hf such that
lim
p→∞
D(νp) = D0 and lim
p→∞
max
1≤j≤p
|
∫
ϕjdνp −
∫
ϕjdµ| = 0
we have
dimH(B(µ))(3)
=dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) =
∫
ϕjdµ (j = 1, 2, . . .)
}
≥ lim sup
p→∞
D(νp) = D0
by Proposition 7. Combining (2) and (3) we obtain
dimH(B(µ)) = D0 = inf
U
sup{D(ν) : ν ∈ Hf ∩ U},
and hence Theorem 4. For the proof of Theorem 5 we need the following:
Proposition 8. Let ϕ ∈ C(I) and µ1, µ2 ∈ Hf with
∫
ϕdµ1 6=
∫
ϕdµ2.
Then
dimH(Iϕ) ≥ min{D(µ1),D(µ2)}.
Theorem 5 is obtained from Proposition 8 as follows. We claim that for
any ε > 0 there are µ1, µ2 ∈ Hf with µ1 6= µ2 such that D(µi) ≥ 1 − ε
for i = 1, 2. In fact, taking µ1 ∈ Hf as an absolutely continuous invariant
probability measure we have
D(µ1) = h1/λ1 = 1,
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where h1 := hµ1(f) and λ1 := λµ1(f), respectively. To obtain µ2 fix a small
number γ > 0 such that (h1 − 2γ)/(λ1 + 2γ) ≥ 1− ε, and ν ∈ Hf such that
ν 6= µ1. Let νt := tν+(1− t)µ1 ∈ Mf for 0 < t < 1. Then νt is a hyperbolic
measure with positive metric entropy such that νt 6= µ1 for all t. Moreover,
hνt(f) ≥ h1 − γ,
∫
log |f ′|dνt ≤ λ1 + γ
holds if t > 0 is sufficiently small. By lemma 2 there is µ2 ∈ Hf sufficiently
close to νt, and then µ2 6= µ1, such that
h2 ≥ hνt(f)− γ ≥ h1 − 2γ
and
λ2 ≤
∫
log |f ′|dνt + γ ≤ λ1 + 2γ,
where h2 := hµ2(f) and λ2 := λµ2(f), respectively. Then
D(µ2) = h2/λ2 ≥ (h1 − 2γ)/(λ1 + 2γ) ≥ 1− ε,
and thus, the claim is established. Taking a continuous function ϕ : I → R
such that
∫
ϕdµ1 6=
∫
ϕdµ2, we have
dimH(I \QR(f)) ≥ dimH(Iϕ)
≥ min{D(µ1),D(µ2)}
≥ 1− ε
by Proposition 8. Letting ε→ 0 we obtain Theorem 5.
Remark. The assertion of Theorem 5 is valid without assuming the exis-
tence of a return time function satisfying (H1)-(H4), if the map f : I → I
has an absolutely continuous invariant probability measure.
4. Proof of Proposition 6
We prepare a lemma for the proof of Proposition 6. Let (Y,B,m) be a
finite measure space and Y1, . . . , Yl ∈ B pairwise disjoint subsets of Y with
positive measures. We consider a measurable map g : ⊔lj=1Yj → Y satisfying
the following properties:
(1) for each j = 1, . . . , l, gj := g|Yj : Yj → Y is a bi-nonsingular bijection;
(2) for any sequence {aj}
∞
j=0 with aj ∈ {1, . . . , l} (j = 0, 1, 2, . . .) the
set ∩∞n=0Ya0...an−1 consists of a single point, where
Ya0···an−1 := Ya0 ∩ g
−1Ya1 ∩ · · · ∩ g
−(n−1)Yan−1 ;
(3) there are a version Jac(g) > 0 of the Radon-Nikodym derivative
dm◦g
dm
such that
lim
n→∞
sup
J∈Wn
sup
x,y∈YJ
| log Jac(g)(x) − log Jac(g)(y)| = 0
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and C ≥ 1, a distortion constant, such that for any integer n ≥ 1
and J ∈Wn ∏n−1
i=0 Jac(g)(g
i(x))∏n−1
i=0 Jac(g)(g
i(y))
≤ C
holds whenever x, y ∈ YJ , where Wn stands for the set of the words
J = (a0 · · · an−1) of length n with ai ∈ {1, 2, . . . , l} for each i =
0, 1, . . . , n− 1.
Then we call g : Λ → Λ a finite Markov system induced by (Y, {Yi}
l
i=1, g),
where Λ := ∩∞n=0g
−n(⊔lj=1Yj). It is isomorphic to a full-shift of l-symbols,
and the space of the probability measures supported on Λ is compact. The
following lemma obtained from a standard argument on the variatinal prin-
ciple for pressure [19] is a generalization of Lemma 7 of [5].
Lemma 9. For any δ ≥ 0 a finite Markov system g : Λ → Λ induced by
(Y, {Yj}
l
j=1, g) with a distortion constant C ≥ 1 has an invariant ergodic
probability measure µ on Λ such that
hµ(g) − δ
∫
log Jac(g)dµ ≥ log
l∑
j=1
m(Yj)
δ − δ log(Cm(Y )).
Proof. For each J = (a0 . . . an−1) ∈ Wn and p = 1, . . . , l we write YJp :=
YJ ∩ g
−nYp. Then since
m(YJp)
m(YJ)
≥
∏n−1
i=0 infx∈Ya0...an−1p Jac(g)(g
i(x))−1m(Yp)∏n−1
i=0 supy∈Ya0...an−1 Jac(g)(g
i(y))−1m(Y )
≥ C−1
m(Yp)
m(Y )
for each p = 1, . . . , l, we have∑l
p=1m(YJp)
δ
m(YJ)δ
≥
∑l
p=1m(Yp)
δ
(Cm(Y ))δ
,
and hence
∑
J∈Wn
m(YJ)
δ ≥
∑l
p=1m(Yp)
δ
(Cm(Y ))δ
·
∑
J∈Wn−1
m(YJ)
δ
· · · ≥
{∑l
p=1m(Yp)
δ
(Cm(Y ))δ
}n−1
·
∑
J∈W1
m(YJ)
δ
=
{∑l
p=1m(Yp)
δ
(Cm(Y ))δ
}n
· (Cm(Y ))δ.
Thus we obtain
lim inf
n→∞
1
n
log
∑
J∈Wn
m(YJ)
δ ≥ log
l∑
j=1
m(Yj)
δ − δ log(Cm(Y )).(4)
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Also, taking xJ ∈ YJ∩Λ for each J ∈Wn we obtain a sequence of probability
measures supported on Λ by µn :=
1
Zn
∑
J∈Wn
m(YJ)
δδnxJ for each n ≥ 1, where
Zn :=
∑
J∈Wn
m(YJ)
δ and δnxJ := (δxJ + δg(xJ )+ · · ·+ δgn−1(xJ ))/n. Then an
accumulation point µ of the sequence {µn}
∞
n=1 is a g-invariant probability
measure supported on Λ. Moreover,
log
∑
J∈Wn
m(YJ)
δ = logZn
=
∑
J∈Wn
µn(YJ) {− log µn(YJ) + δ logm(YJ)}
≤
∑
J∈Wn
µn(YJ)
{
− log µn(YJ) + δ log
(
Cm(Y )
n−1∏
i=0
Jac(g)(gi(xJ))
−1
)}
=−
∑
J∈Wn
µn(YJ) log µn(YJ)− nδ
∫
log Jac(g)dµn + δ log(Cm(Y )),
and hence
(5) lim sup
n→∞
1
n
log
∑
J∈Wn
m(YJ)
δ ≤ hµ(g)− δ
∫
log Jac(g)dµ.
Combining (4) and (5) we obtain
hµ(g) − δ
∫
log Jac(g)dµ ≥ log
l∑
j=1
m(Yj)
δ − δ log(Cm(Y )).
The above µ can be taken as an ergodic measure by considering the ergodic
decomposition if necessary. We have proved the lemma.
Now we prove Proposition 6. For given ϕ1, . . . , ϕp ∈ C(I), α1, . . . , αp ∈ R
and ε > 0 we set
δ0 := sup
+
{
D(ν) : ν ∈ Hf , |
∫
ϕjdν − αj| < ε (j = 1, 2, . . . , p)
}
∈ [0, 1].
and show that
(6) dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
≤ δ0.
Remark that
(7) hν(f)− δ0λν(f) ≤ 0
holds whenever ν ∈ Hf satisfies |
∫
ϕjdν − αj | < ε (j = 1, 2, . . . , p) by the
definition of D(ν). Since f : I → I is topologically mixing, taking an integer
k ≥ 1 such that fk(J) = I for the base set J of the return time function, we
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have
fk
({
x ∈ J : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
})
=
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
,
and from which it follows that
dimH
{
x ∈ I : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
=dimH
{
x ∈ J : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
,
because fk : I → I is smooth. Moreover,
dimH
{
x ∈ J : lim
n→∞
1
n
Snϕj(x) = αj (j = 1, 2, . . . , p)
}
⊂
∞⋃
N=1
ΓN
holds, where
ΓN :=
{
x ∈ J : |
1
n
Snϕj(x)− αj | < ε/2 (j = 1, 2, . . . , p, n ≥ N)
}
.
Thus for the inequality (6) it is enough to show that
(8) Hδ0(ΓN ) <∞
for each integer N ≥ 1, whereHδ0 denotes the δ0-dimensinal Hausdorff outer
measure. For an integer n ≥ 1 let An be a finite partition of the base set J
such that A ∈ An iff A is a connected component of
{x ∈ J :R(x) = k1, R(f
k1(x)) = k2, . . . ,
R(fk1+···+kl−2(x)) = kl−1, R(f
k1+···+kl−1(x)) ≥ kl}
for some integers k1, . . . , kl ≥ 1 with k1 + · · · + kl = n, and Dn a family of
compact intervals such that B ∈ Dn iff B is a connected component of
{x ∈ J : R(x) = k1, R(f
k1(x)) = k2, . . . , R(f
k1+···+kl−1(x)) = kl}
for some integers k1, . . . , kl ≥ 1 with k1 + · · ·+ kl = n. Set
Bn :=
{
A ∈ An : |
1
n
Snϕj(xA)− αj | < ε/2 (j = 1, 2, . . . , p)
for some xA ∈ A
}
.
Then we have
(9) ΓN ⊂
∞⋂
n=N
⊔
A∈Bn
A.
Putting
B∗n,s := {B ∈ Dn+s : B ⊂ A for some A ∈ Bn}
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for each s ≥ 1, we obtain
|A| ≤ Cγ0
−1
l0−1∑
s=0
∑
B∈B∗n,s,B⊂A
|B|
for each A ∈ Bn from the assumptions (H3) and (H4) for the return time
function. Then, since 0 ≤ δ0 ≤ 1 we have
l0−1∑
s=0
∑
B∈B∗n,s
|B|δ0 =
∑
A∈Bn
l0−1∑
s=0
∑
B∈B∗n,s,B⊂A
|B|δ0
≥
∑
A∈Bn
( l0−1∑
s=0
∑
B∈B∗n,s,B⊂A
|B|
)δ0
≥ C−δ0γ0
δ
∑
A∈Bn
|A|δ0 ,
and hence
(10)
∑
B∈B∗n,s
|B|δ0 ≥ l0
−1C−δ0γ0
δ0
∑
A∈Bn
|A|δ0
holds some integer s = s(n) with 0 ≤ s ≤ l0 − 1. Also, from the definition
of B∗n,s we have
(11) |
1
n+ s
Sn+sϕj(x)− αj | < ε (j = 1, 2, . . . , p)
for all x ∈ B with B ∈ B∗n,s if n is large. Since (J,B
∗
n,s, f
n+s) is a fi-
nite Markov system with the distortion constant C, by Lemma 9 there
is an fn+s-invariant ergodic probability measure µn supported on Λn :=
∩∞k=0f
−(n+s)k(⊔B∈B∗n,sB) such that
hµn(f
n+s)− δ0
∫
log |(fn+s)′|dµn ≥ log
∑
B∈B∗n,s
|B|δ0 − δ0 log(C|J |).
Let
νn :=
1
n+ s
n+s−1∑
i=0
µn ◦ f
−i ∈ Mf .
Then it is ergodic, and supported on Xn := ∪
n+s−1
i=0 f
i(Λn). The set Xn is
a repeller for f by the assumption (H1), and hence νn ∈ Hf . Moreover, by
(11) we have
|
∫
ϕjdνn − αj | ≤ max
B∈B∗n,s
max
x∈B
|
1
n+ s
Sn+sϕj(x)− αj| < ε
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for all j = 1, 2, . . . , p, and then by (7) we obtain
log
∑
B∈B∗n,s
|B|δ0 ≤ hµn(f
n+s)− δ0
∫
log |(fn+s)′|dµn + δ0 log(C|J |)(12)
= (n+ s)(hνn(f)− δ0
∫
log |f ′|dνn) + δ0 log(C|J |)
≤ δ0 log(C|J |).
Since maxA∈Bn |A| ≤ εn → 0 as n→∞ by the assumption (H2), combining
(9), (10) and (12) we have
Hδ0(ΓN ) ≤ lim sup
n→∞
∑
A∈Bn
|A|δ0
≤ l0(C
2γ0
−1|J |)δ0 <∞
holds for all N ≥ 1. We have thus obtained (8), and hence Proposition 6.
5. Proof of Proposition 7
Let {ϕj}
∞
j=1 ⊂ C(I), {αj}
∞
j=1 ⊂ R and {νj}
∞
j=1 ⊂ Hf be as in Propo-
sition 7. Taking a subsequences if necessary, we may assume that Dp :=
D(νp) (p = 1, 2, . . .) is a sequence of positive numbers which converges to
some number D0 ∈ [0, 1] as p→∞ and
βp := max
1≤j≤p
|
∫
ϕjdνp − αj| ∈ (0, 1) (p = 1, 2, . . .)
a decreasing sequence to zero, respectively. Then for each p ≥ 1 we have
λp ≥ hp > 0 holds by the Ruelle inequality, where λp := λνp(f) and hp :=
hνp(f). Take a sequence {γp}
∞
p=1 of positive small numbers such that
lim
p→∞
hp − γp
λp + 2γp
= D0.
Then for each integer p ≥ 1 by Proposition 1 there are an integer kp ≥ 1,
a compact interval Lp ⊂ I and a family Kp of pairwise disjoint compact
intervals with K ⊂ Lp = f
kp(K) for all K ∈ Kp such that
(log ♯Kp)/kp ≥ hp − γp, |
1
kp
log |(fkp)′(x)| − λp| ≤ γp
and
|
1
kp
Skpϕj(x)−
∫
ϕjdµp| ≤ βp (j = 1, . . . , p)
for all x ∈ ⊔K∈KpK. Taking some iterations of the map f if neccesary,
we assume that fkp(Lp) = I without loss of generality. Choose a se-
quence {qp}
∞
p=1 of positive integers such that qp is so large as compared
with q1, . . . , qp−1, k1, . . . , kp+1 for each p ≥ 1, and put np := (q1 + 1)k1 +
· · · + (qp + 1)kp for p ≥ 0. For an integer l ≥ 1 take a pair of integers
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p = p(l) ≥ 0 and s = s(l) with 1 ≤ s ≤ qp+1 such that l = q1 + · · · + qp + s,
and set
S(l) := {(K1, . . . ,Kl) : Ki ∈ Kr if tr−1 < i ≤ tr
for i = 1, . . . , l}
where tr = q1+ · · ·+ qr for each integer r ≥ 0. For each (K1, . . . ,Kl) ∈ S(l)
take an interval Q(K1, . . . ,Kl) inductively as follows. Let Q(K) = K for
K ∈ K1, and choose a compact interval Q(K1, . . . ,Kl) ⊂ Q(K1, . . . ,Kl−1)
such that
fnp−1+(s−1)kpQ(K1, . . . ,Kl) = Kl
if Q(K1, . . . ,Kl−1) has been defined. Set
Q(l) := {Q := Q(K1, . . . ,Kl) : (K1, . . . ,Kl) ∈ S(l)}.
Then it holds that
♯Q(l) = ♯S(l) = (♯K1)
q1 · · · (♯Kp)
qp · (♯Kp+1)
s(13)
≥ (♯Kp)
qp · (♯Kp+1)
s
≥ exp{qpkp(hp − γp) + skp+1(hp+1 − γp+1)}.
Put ml := np + (s+ 1)kp+1, where integers p ≥ 1 and s with 1 ≤ s ≤ qp are
chosen so that q1 + · · ·+ qp−1 + s = l. Then for each Q ∈ Q(l),
fml(Q) = fkp+1(Lp+1) = I
holds by the definition of Q(l). And, since qp is so large as compared with
q1, . . . , qp−1 and k1, . . . , kp+1 we have
|(fml)′(x)| =
( p∏
i=1
|(f (qi+1)ki)′(fni−1(x))|
)
· |(f (s+1)kp+1)′(fnp(x))|
≤ exp
{ p∑
i=1
qiki(λi + γi) + skp+1(λp+1 + γp+1)
}
·max
y∈I
|f ′(y)|k1+···+kp+1
≤ exp{qpkp(λp + 2γp) + skp+1(λp+1 + 2γp+1)}
holds for all x ∈ Q. Then by the mean value theorem we get
(14) |Q| ≥ |I| · exp{−qpkp(λp + 2γp)− skp+1(λp+1 + 2γp+1)}
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for all Q ∈ Q(l) where p ≥ 0 and s with 1 ≤ s ≤ qp+1 are integers such that
q1 + · · ·+ qp + s = l. Moreover, for j = 1, 2, . . . , p, we obtain
|Smlϕj(x)−mlαj |
≤
p∑
i=1
{
|Sqikiϕj(f
ni−1(x))− qiki
∫
ϕjdνi|
+ |qiki
∫
ϕjdνi − qikiαj |+ 2kimax
y∈I
|ϕj(y)− αj |
}
+|Sskp+1ϕj(f
np(x))− skp+1
∫
ϕjdνp+1|
+ |skp+1
∫
ϕjdνp+1 − skp+1αj|+ 2kp+1max
y∈I
|ϕj(y)− αj|
≤ 2
( p∑
i=1
qikiβi + skp+1βp+1 +max
y∈I
|ϕj(y)− αj|
p+1∑
i=1
ki
)
≤ 4(qpkpβp + skp+1βp+1) ≤ 4mlβp,
and hence
(15) |
1
ml
Smlϕj(x)− αj| ≤ 4βp
holds for all x ∈ Q whenever Q ∈ Q(l). Let
Γ :=
∞⋂
l=1
⊔
Q∈Q(l)
Q.
Then by (15) for any integer j ≥ 1
lim
n→∞
1
n
Snϕj(x) = αj
holds whenever x ∈ Γ. Thus, it is enough to show
dimH(Γ ) ≥ D0
for the proof of the proposition, and it follows from the existence of a prob-
ability measure µ0 with µ0(Γ ) > 0 such that
(16) lim inf
r→0
log µ0([x− r, x+ r])
log r
≥ D0
for all x ∈ Γ. For each integer l ≥ 1 and Q ∈ Q(l) take a point xQ ∈ Q ∩ Γ
and define a probability measure µl :=
∑
Q∈Q(l) δxQ/♯Q(l) on I. Then,
µl(Γ ) = 1 holds. Let µ0 be an accumulation point of {µl}
∞
l=1 in M. Notice
that µ0(Γ ) = 1 and that for any Q ∈ Q(l),
µn(Q) = lim
n→∞
♯{R ∈ Q(n) : R ⊂ Q}/♯Q(n) = 1/♯Q(l),
holds whenever n ≥ l, and hence
µ0(Q) = 1/♯Q(l).
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Now we show that the inequality (16) holds for x ∈ Γ. For any small r > 0
take a pair of integers p ≥ 0 and s with 1 ≤ s ≤ qp+1 such that
|I| · exp{−qpkp(λp + 2γp)− (s+ 1)kp+1(λp+1 + 2γp+1)} < r
≤ |I| · exp{−qpkp(λp + 2γp)− skp+1(λp+1 + 2γp+1)},
and let l = q1 + · · ·+ qp + s. Then by (14) for any interval Q ∈ Q(l)
|Q| ≥ |I| · exp{−qpkp(λp + 2γp)− skp+1(λp+1 + 2γp+1)} ≥ r,
and hence the interval [x − r, x + r] intersects with at most 3 elements of
Q(l). This implies that
µ0([x− r, x+ r]) ≤ 3/♯Q(l)
≤ 3 exp{−qpkp(hp − γp)− skp+1(hp+1 − γp+1)}
by (13), and from which
log µ0([x− r, x+ r])
log r
≥
qpkp(hp − γp) + skp+1(hp+1 − γp+1)− log 3
qpkp(λp + 2γp) + (s + 1)kp+1(λp+1 + 2γp+1)− log |I|
.
Since p→∞ as r → 0 we have
lim inf
r→0
log µ0([x− r, x+ r])
log r
≥ lim
p→∞
hp − γp
λp + 2γp
= D0.
We have thus obtained the inequality (16), and hence Proposition 7.
6. Proof of Proposition 8
Let ϕ ∈ C(I), µ1, µ2 ∈ Hf and assume that
β := |
∫
ϕdµ1 −
∫
ϕdµ2| > 0.
Then by Proposition 1 for any ε > 0 and i = 1, 2 there are an integer ki ≥ 1,
a compact interval Li ⊂ I and a family Ki of pairwise disjoint compact
intervals with K ⊂ Li = f
ki(K) for each K ∈ K such that
(log ♯Ki)/ki ≥ hi − ε, |
1
ki
log |(fki)′(x)| − λi| ≤ ε
and
|
1
ki
Skiϕ(x)−
∫
ϕdµi| ≤ β/8
for all x ∈ ⊔K∈KiK, where hi := hµi(f) and λi := λµi(f) for i = 1, 2,
respectively. Taking some iterations of the map f if necessary, we assume
that k1 = k2 and that f
k1Li = I for i = 1, 2 without loss of generality.
Choose an increasing sequence {qp}
∞
p=1 of positive integers such that qp is so
large as compared with q1, . . . , qp−1 for p ≥ 2, and set np := k1
∑p
i=1(qi+1)
for each integer p ≥ 0. For an integer l ≥ 1 there is a pair of integers
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p = p(l) ≥ 0 and s = s(l) with 1 ≤ s ≤ qp+1 such that l = q1 + · · · + qp + s.
Then we put
S(l) := {(K1, . . . ,Kl) : Ki ∈ K1 if t2m < i ≤ t2m+1,
Ki ∈ K2 if t2m+1 < i ≤ t2(m+1)
for some m = 0, 1, 2, . . .},
where tn :=
∑n
j=1 qj for n ≥ 0, and take a family
Q(l) := {Q(K1, . . . ,Kl) : (K1, . . . ,Kl) ∈ S(l)}
of pairwise disjoint compact intervals Q(K1, . . . ,Kl) inductively chosen as
in the proof of Proposition 7 so that Q(K1, . . . ,Kl) ⊂ Q(K1, . . . ,Kl−1) and
fnp+(s−1)k1(Q(K1, . . . ,Kl)) = Kl hold for each (K1, . . . ,Kl) ∈ S(l). Then it
holds that
♯Q(l) = ♯S(l) = (♯K1)
q1 · · · (♯Kp)
qp · (♯Kp+1)
s
≥ (♯Kp)
qp · (♯Kp+1)
s
≥ exp[k{qp(hp − ε) + s(hp+1 − ε)}],
where K2m−1 := K1,K2m := K2, h2m−1 := h1 and h2m := h2, respectively
for each integer m ≥ 1. For any Q ∈ Q(l) we have fnp+(s+1)k1(Q) = I. And
since qp is so large as compared with q1, . . . , qp−1 we get
|(fnp+(s+1)k1)′(x)| =
p∏
i=1
|(f (qi+1)k1)′(fni−1(x))| · |(f (s+1)k1)′(fnp(x))|
≤ exp
[
k1
{ p∑
i=1
qi(λi + ε) + s(λp+1 + ε) + (p + 1)max
y∈I
log |f ′(y)|
}]
≤ exp[k1{qp(λp + 2ε) + s(λp+1 + 2ε)}],
where λ2m−1 = λ1 and λ2m = λ2, respectively for all integers m ≥ 1. Then
by the mean value theorem we obtain
|Q| ≥ |I| · exp[−k1{qp(λp + 2ε) + s(λp+1 + 2ε)}].
Let
Γ :=
∞⋂
l=1
⊔
Q∈Q(l)
Q.
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Then we have
|Sn2m−1ϕ(x) − n2m−1
∫
ϕdµ1|
≤|Sn2m−2ϕ(x)− n2m−2
∫
ϕdµ1|
+ |S(q2m−1+1)k1ϕ(f
n2m−2(x))− (q2m−1 + 1)k1
∫
ϕdµ1|
≤2(n2m−2 + k1) sup
y∈I
|ϕ(y)| + q2m−1k1β/8
≤q2m−1k1β/4 ≤ n2m−1β/4,
and similarly,
|Sn2mϕ(x)− n2m
∫
ϕdµ2| ≤ n2mβ/4
for all x ∈ Γ and integers m ≥ 1. Therefore,
lim sup
n→∞
1
n
Snϕ(x) − lim inf
n→∞
1
n
Snϕ(x)
≥|
∫
ϕdµ1 −
∫
ϕdµ2|
− lim sup
m→∞
|
1
n2m−1
Sn2m−1ϕ(x)−
∫
ϕdµ1|
− lim sup
m→∞
|
1
n2m
Sn2mϕ(x) −
∫
ϕdµ2|
≥β − β/4− β/4 = β/2
for all x ∈ Γ. This implies that Γ ⊂ Iϕ. To give a lower estimate of the
Hausdorff dimension of Γ take a sequence of the probability measures νl :=∑
Q∈Q(l) δxQ/♯Q(l) (l = 1, 2, . . .) such that xQ ∈ Q ∩ Γ holds for each Q ∈
Q(l), and an accumulation point ν0 ∈ M of the sequence. Then in a similar
way as in the proof of Proposition 7 it can be checked that
lim inf
r→0
log ν0([x− r, x+ r])
log r
≥ lim
p→∞
min
1≤s≤qp+1
k1{qp(hp − ε) + s(hp+1 − ε)} − log 3
k1{qp(λp + 2ε) + (s+ 1)(λp+1 + 2ε)} − log |I|
= min
{ h1 − ε
λ1 + 2ε
,
h2 − ε
λ2 + 2ε
}
for all x ∈ Γ . This implies that
dimH(Iϕ) ≥ dimH(Γ ) ≥ min
{ h1 − ε
λ1 + 2ε
,
h2 − ε
λ2 + 2ε
}
for any ε > 0. Letting ε→ 0 we obtain
dimH(Iϕ) ≥ min{D(µ1),D(µ2)}.
This completes the proof of Proposition 8.
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Remark. The existence of a return time function satisfying (H1)-(H4) is
unnecessary for Propositions 1,7 and 8. The assertions of these propositions
are valid for any topologically mixing C2 map on a compact interval.
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