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With this growing economic potential comes an academic interest in improving the accuracy of underlying algorithms and integrating annotated document archives with emerging semantic knowledge bases. Sentiment analysis attracts the attention of diverse researchers, including those in natural language processing, machine learning, and computational linguistics. Although researchers have put considerable effort into improving sentiment analysis approaches, the accuracy of state-of-the-art systems still falls short of the human ability to identify opinions and infer the author's motivation and agenda.
The limited ability of automated systems to resolve ambiguities and process context information represents a major challenge. Contextaware sentiment analysis tackles the problem of ambiguity by attempting to determine the superordinate concept of the sentiment term in a given context. Although straightforward for humans with ample domain experience, this is a Herculean task for automated systems. Commonsense and domain-specific knowledge-as well as the ability to identify relations between semantic concepts 2 -are essential to address this problem.
Building upon the technologies of the webLyzard Web intelligence platform (see www.weblyzard.com), the method presented here processes domain-specific corpora to learn context probabilities for the disambiguation of sentiment terms. It extracts features from these learned context terms that are applicable across domains, overcoming the drawbacks of many machine learning approaches that are limited to their training domain. This results in extended and contextualized sentiment lexicons, which are further enriched and validated by a graphbased method that uses background knowledge from semantic knowledge bases.
Using third-party resources such as WordNet, ConceptNet, SenticNet, DBPedia, and Freebase helps ground ambiguous terms to W eb intelligence applications such as the Media Watch on Climate Change 1 (see Figure 1 ) automatically elicit opinions from large text corpora, which are often extracted from online sources. News and social media in particular have turned into a crucial resource for corporate decision making.
t i m e n t a n a l y s i s their corresponding concepts. This paves the way to interlinking contextualized sentiment lexicons with semantic background knowledge and, if required, replacing such static lexicons with evolving structured data sources. Concept grounding lets researchers and practitioners apply more sophisticated methods that require background knowledge. Approaches based on machine learning and lexical analysis alike can benefit from this capability to incorporate context information-for example, when using constraints and identified relations between concepts to further improve the accuracy of results. (For information on related research efforts, please see the sidebar, "Related Work in Sentiment Analysis.") Method Sentiment lexicons contain known sentiment terms (t i ) and their respective sentiment value (s(t i )). The ratio of positive and negative terms found in a document is a common indicator of overall polarity. Accurate and computationally inexpensive, it's often used as a feature for classifiers. Its accuracy can be further improved by considering linguistic features such as negations and intensifiers. The underlying assumption of stable sentiment values, however, might not hold up in real-world applications. For example, the term "perfect" is intuitively positive, but switches polarity in the context of "a perfect mess." "Comedy," another positive term in its generic interpretation, refers to a negative observation when somebody is describing a current political situation.
Disambiguation and contextualization help sentiment analysis algorithms accurately process ambiguous sentiment terms. We identify ambiguous terms using their distribution in a labeled document corpus. Balanced occurrences in both positive and negative documents are indicators for ambiguity. Collecting contextual data-that is, the frequency of co-occurring terms-serves to predict the polarity in an unlabeled document. This data creates a knowledge base with information on whether the term under consideration expresses a sentiment when co-occurring with certain concepts.
context-aware Sentiment analysis Figure 2 summarizes the method to create and apply contextualized sentiment lexicons. The approach detects ambiguous sentiment terms, collects context terms for each, and then uses these context terms to refine the sentiment analysis process.
Ambiguous term detection.
The system identifies ambiguous terms using tagged training corpora. Such corpora can either be created manually by reading documents and labeling them as either positive or negative, or by compiling pre-labeled corpora from online reviews. Such reviews have already been tagged by their authors, eliminating the need for manual, time-consuming preprocessing. Based on these prelabeled corpora, the system determines the distribution of each lexicon term. Two statistical parameters help assess the term's ambiguity (unambiguous terms are used "as is," because they don't benefit from contextualization). A term is considered ambiguous
• if its observed sentiment values show a high standard deviation (
• and if the deviations from its average sentiment value ( s t
.
Ambiguity assumes a certain amount of term occurrences in both polarity (a) (b) (c)
classes (see Equation 1 ). Moreover, the deviation serves as a criterion for filtering neutral terms (see Equations 2 and 3). Previous experiments 3 suggest using threshold values of n = 0.75 and w = 0.25.
Context term collection.
For each identified ambiguous term, the system collects context terms and stores them in a contextualized sentiment lexicon.
The number of co-occurring context terms in positive and negative documents serves as an indicator for the ambiguous terms' positive or negative polarity. The system considers all terms independently of their part of speech and whether they represent a named entity. Statistical refinement removes irrelevant terms, using only context terms with the strongest probabilities for a positive or negative context. A Naive Bayes technique (see Equations 4 and 5) then estimates the polarity of an ambiguous term based on the probabilities of collected context terms {c 1 , … c n }.
M any approaches to sentiment analysis rely on sentiment lexicons-enumerative lists of sentiment terms with indicators of their sentiment charges. Popular examples include General Inquirer, 1 Subjectivity Lexicon, 2 and Subjectivity Sense Annotations. 3 SentiWordNet 4 extends the WordNet lexical database with polarity information. A.R. Balamurali and his colleagues use WordNet synsets as concept features for supervised classification. 5 Domain knowledge plays a key role, because a sentiment term's linguistic context often impacts its sentiment charge. Early work on sentiment analysis used syntactic relations to identify new sentiment terms, which can be considered an early form of context exploitation. 6 Sentiment is often expressed in a subtle manner, which makes it difficult to identify when processing sentences or paragraphs in isolation. Context thus remains an essential ingredient to further improve sentiment analysis. R.Y.K. Lau and his colleagues 7 support this view by confirming that inferential language models outperform conventional models without context processing capabilities.
Theresa Wilson and her colleagues 2 examine the impact of context on the polarity of terms. Several linguistic features as well as combinations of them serve as input for multiple machine learners. Their results indicate an improvement in accuracy from the exploitation of context features.
Although the relevance of context in sentiment detection is well-established, 2 research on flexible disambiguation strategies for sentiment lexicons is comparatively new. Xiaowen Ding and his colleagues 8 propose rule-based context invocation to transfer polarity in compound sentences, and to surmount sentence borders based on the assumption that adjacent sentences express similar sentiment.
Linguistic patterns such as "<object i > is a little too <attribute j >" (for example, "The price is a little too high") indicate a certain polarity expectation. 9 In this example, the term "price" would be assigned a negative expectation.
Yue Lu and his colleagues 10 present an automated approach for creating context-aware sentiment lexicons based on existing lexicons and tagged consumer reviews. This lexicon contains pairs of sentiment terms and different aspect terms. The same sentiment term might differ in polarity when co-occurring with a particular aspect term. In related work, 11 we build upon this approach and present a more flexible method, where pairs of sentiment terms and context terms don't receive a fixed polarity. Depending on the set of context terms contained in a document, the system calculates an overall polarity for the sentiment term. The work presented in the main article uses a refined version of this approach, and extends it with capabilities to integrate third-party knowledge bases and extract concepts from these resources.
K
t i m e n t a n a l y s i s Sentiment analysis. Context-aware sentiment analysis combines polarity values for unambiguous and ambiguous terms, detects negation, and determines the sum of all sentiment values as the overall polarity of the document (see Figure 2 ) as follows:
The function s(t i ) considers the contextualized sentiment lexicon and returns a term's sentiment score. This value becomes zero if the term is ambiguous or not contained in the sentiment lexicon. Sentiment terms either occur in the sentiment lexicon s(t i ) ≠ 0 or in the contextualized sentiment lexicon s′(t i ) ≠ 0. The function n(t i−1 ) detects negations and adjusts the sentiment score accordingly. By disregarding the contextualized sentiment lexicon, we can use the same function for calculating the baseline.
contextualized lexicon Extension
Machine learning approaches tend to be corpus-specific, which can be a limiting factor when building generic opinion mining and decision support applications. Models trained on one corpus (for example, movie reviews) might not perform as well on a corpus of a different domain (reviews of compact digital cameras). Therefore, a specific tagged corpus is necessary for each new domain. In the case of movie and product reviews, such corpora are straightforward to assemble when crawled from the Web. If trained on multiple corpora, the contextualization approach shown in Figure 2 creates sentiment lexicons that perform well across domains-which is particularly useful in domains such as climate change, where pre-tagged corpora are sparse or unavailable. This generic resource represents a refined lexicon merged from the contextualized lexicons of multiple corpora, distinguishing three types of context terms used in the disambiguation process:
• Helpful terms (included): help the Naive Bayes method to classify reviews correctly in cases where the baseline fails.
• Neutral terms (included): do not affect the outcome; both approaches yield identical results.
• Harmful terms (disregarded): cause the Naive Bayes method to misclassify reviews that are assigned correctly by the baseline.
Our evaluation, presented later in the article, confirms that this approach yields contextualized, cross-domain lexicons that can be integrated into a wide range of opinion mining and decision support applications.
concept analysis
Concept grounding provides a clear distinction between the concepts used in a positive and negative context, and an anchor point for integrating concepts from semantic data sources such as DBpedia, Freebase, and ConceptNet. This allows interlinking, refining, and extending the context uali zed senti ment lex icon w it h knowledge derived from such structured resources. Selecting the proper concept for a term is a nontrivial task. The system must map the semantic context to external metadata. This mapping is performed by calculating the similarity between the semantic context and potential candidate concepts from third-party sources-for example, the cosine similarity between candidate concepts from WordNet and the co-occurring terms stored in the contextualized sentiment lexicon. The sparseness and shortness of WordNet glosses, however, remains a challenge.
Other knowledge bases such as ConceptNet or DBpedia provide even less textual information. Methods exploiting the graph structure of such repositories are an obvious way to tackle the problem. For concept Ambiguous terms disambiguation, we use an approach inspired by Roberto Navigli and Mirella Lapata. 4 The system creates a graph from the knowledge base, where nodes represent concepts and edges represent the relations between those concepts. This graph yields connectivity measures between potential concepts-such as WordNet senses-and the senses of the context terms, which are translated into corresponding similarity measures: 
= +
The process outlined in Figure 3 's pseudocode identifies the WordNet sense of the ambiguous sentiment term based on its context terms (that is, all other terms in the sentence or paragraph not contained in a stopword list) by obtaining a list of WordNet senses for the ambiguous term (line 3), and computing the similarity (sim[sense]) between each sense and the context terms. After retrieving the WordNet senses for each context term (line 6), the algorithm (lines 7-13) determines the similarity (maxContextSim) between the current sense (sense) and the best matching sense of the current context term (contextTerm). Aggregating the similarity values between the ambiguous term and the closest senses of all context terms then yields sim[sense]. The system chooses the WordNet sense with the strongest connection to the context terms-that is, the sense maximizing sim[sense].
Evaluation
To evaluate the presented approach, we use 2,500 product reviews from Amazon.com, 1,800 hotel reviews from TripAdvisor.com, and the movie review corpus of Bo Pang and Lillian Lee. 5 The ratings from these sites range from one to five stars (or circles). To compile three corpora with an equal number of positive and negative reviews, we consider reviews with one or two stars as negative, those with four or five stars as positive, and disregard neutral three-star reviews. Here, we refer to these corpora as products, hotels, and movies.
The goal of the evaluation is to compare domain-specific with generic (that is, training and testing across domains) contextualization, assess the performance of the context-term selection process, and discuss the extracted concepts' plausibility. The experiments help verify the three hypotheses outlined in the following sections.
Domain-Specific contextualization
Hypothesis 1: Context knowledge improves lexicon-based sentiment analysis. A contextualized sentiment lexicon trained on corpus A with the proposed Naive Bayes method delivers superior results on corpus A as compared to the baseline lexicon.
The contextualized lexicons outperform the original lexicons (see Table 1 ; we use Wilcoxon's rank sum test to compute significance at the 0.05 level). There is a significant increase in F-measure (↑), a hybrid metric to assess overall performance that addresses the typical 
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trade-off between a method's precision (P) and recall (R). The increase is significant across corpora and polarities, except for a non-significant improvement (⋅) in the case of positive product reviews. Only in three cases-the positive reviews detected in the hotels, products, and movies corpora-the contextualized lexicon reduces recall (indicated by ↓ in the table). Merging the context terms of contextualized sentiment lexicons originating from three different corpora provides generic context terms that are useful across domains. We create a generic contextualized sentiment lexicon and evaluate it on three test corpora.
Generic contextualization
The right part of Table 1 lists Fmeasures obtained with the generic (F Gen ) and domain-specific (F H , F P , F M ) lexicons when applied to a specific corpus. The arrows show significant increases (↑) or decreases (↓) of recall (p R ), precision (p P ), and Fmeasure (p F ) of the generic lexicon versus the domain-specific lexicon when applied to the training domain. The F-measures of the two lexicons don't differ significantly-except the movie review corpus, where an improvement for positive reviews is offset by a decrease in the negative category.
Similar experiments with the standard Naive Bayes classifier of the Natural Language Toolkit (www.nltk. org) confirm that cross-domain sentiment analysis remains a challenging task. The classifier performs well when applied to the domain it was trained on, but achieves poor results when applied to other domains.
concept analysis
Hypothesis 3: The integration of context terms extracted from the contextualized sentiment lexicon with background knowledge from WordNet separates ambiguous sentiment terms into positive and negative concepts, and thereby helps to explain inherent ambiguities. Table 2 exemplifies the identification of context terms during the sentiment analysis process. The left and middle columns contain the ambiguous term and its sentiment value, as stored in the sentiment lexicon. The right column shows a sentence in which the context term (in italics) inverted the sentiment value of the sentiment term (in bold).
"Busy," for example, is a term with a positive value in the sentiment lexicon. Contextualization changes its polarity when used in the context of "busy roads." The term "cool" (negative in the initial sentiment lexicon) becomes positive in conjunction with "really." Similarly, the positive term "quality" changes its value when used in the context of "poor quality." One could argue that these improvements could have been achieved with different techniques, for example by exploiting n-grams. However, while n-grams would address the case of "poor quality," they fail when applied to sentences such as "the quality of device X is poor."
Contextualization goes beyond individual improvements and optimizations. It's an effective method for addressing a broad variety of natural The hotel is located on a busy road.
Complaint
−1
My only complaint would be the service.
Cool
−1
Our room felt like a really cool European apartment with a rooftop terrace.
Expensive
−1
The room was one of the more expensive hotels in Vienna, but still excellent.
Quality 1
Poor quality copies with one edge are always dark.
Better 1 Let's hope they work better.
Cost
−1
Toner cost is way behind competitors. Table 3 summarizes the results and sheds light on the quality of the disambiguation process. Camera or hotel reviews tend to use a more consistent vocabulary than movie reviews, which cover many different aspects, including the storyline and its social context, actor performance, and overall production quality. This heterogeneity is reflected in the results of concept analysis, which performs better in domains with consistent vocabularies. A qualitative analysis of the concept-grounding process and the successfully disambiguated WordNet term definitions show that the identified concepts in Table 3 reflect subtle nuances in term usage and their impact on the author's attitude toward a subject.
T his article presents a method to improve sentiment analysis by using contextualized sentiment lexicons to disambiguate sentiment terms. A graph-based component for concept identification refines these lexicons and uses WordNet to ground ambiguous sentiment terms to concepts. This grounding process provides a clear distinction between positive and negative concepts, and paves the way for incorporating semantic databases into the sentiment analysis process. Similar to distinguishing context terms based on part-of-speech information and cooccurrence patterns, the adaptive computation of sentiment scores will be based on confirmed associations with WordNet concepts (synsets), as well as the generic applicability of lexicons across domains.
Our future research will focus on applying the presented method to more comprehensive semantic knowledge bases such as ConceptNet, SenticNet, DBpedia, and Freebase. We'll also use the grounded concept in conjunction with these sources for refining and enriching the contextualized sentiment lexicons, further increasing the achievable level of generalization. K 
