Abstract. We obtain several lower bounds on the language recognition power of Nayak's [12] generalized quantum finite automata (GQFA). Techniques for proving lower bounds on Kondacs and Watrous' one-way quantum finite automata (KWQFA) were introduced by Ambainis and Freivalds [2] , and were expanded in a series of papers. We show that many of these techniques can be adapted to prove lower bounds for GQFAs. Our results imply that the class of languages recognized by GQFAs is not closed under union. Furthermore, we show that there are languages which can be recognized by GQFAs with probability p > 1/2, but not with p > 2/3.
the application of quantum measurements, which generates some classical randomness in the system. This corresponds to Ambainis et. al's Latvian QFAs (LQFAs) [1] .
Nayak [12] investigated a model called generalized QFAs (GQFAs), which generalize both KWQFAs and LQFAs. This paper introduced new entropy-based techniques which were used to show that GQFAs cannot recognize the language Σ * a. These techniques have since been used to obtain lower bounds on quantum random access codes [12] and quantum communication complexity [13] . However, no further lower bounds have been shown for GQFAs.
In a series of papers [2, 8, 4, 3] , a number of important lower bounds on the power of KWQFA were identified. The main tool used in these results was a technical lemma which is used to decompose the state space of a KWQFA into two subspaces (called the ergodic and transient subspaces) in which the state transitions have specific behaviors. In this paper, we show that this lemma can be adapted to the case of GQFA. The framework of our proof follows the basic outline of [2] , however we must overcome a number of technical hurdles which arise from allowing classical randomness in the state.
We use this lemma to highlight a number of relevant properties of the class of languages recognized by GQFA. Following [4] , we can use the lemma to show that a certain property of the minimal automaton for L implies that L is not recognizable by a GQFA. We use this result to show that the class of languages recognized by this model is not closed under union. Furthermore, we show the existence of languages which can be recognized by GQFA with probability p = 2/3 but not p > 2/3. These results highlight the key similarities and differences between KWQFA and GQFA.
The paper is organized as follows. In Section 2 we give definitions and basic properties of GQFA and we review the necessary background. In Section 3 we will state our main results. In Section 4 we prove the main technical lemma and in Section 5 we apply this lemma to prove the remaining results. In the last section we discuss open problems and future work.
Introduction
Let us review some concepts from quantum mechanics. See e.g. [14] for more details on the mathematics of quantum computation. We use the notation |ψ to denote vectors in C n , and we denote by ψ| the dual of |ψ . Let Q be a finite set with |Q| = n, and let {|q } q∈Q be an orthonormal basis for C n . Then a superposition over Q is a vector |ψ = q α q |q which satisfies ψ|ψ = q |α q | 2 = 1. We say α q is the amplitude with which |ψ is in state q. The state space of a QFA will be a superposition over a finite set Q.
We consider two types of operations on superpositions. First, a unitary transformation U is a linear operator on C n such that the conjugate transpose U † of U satisfies U † U = U U † = I. Unitary operators are exactly those which preserve the inner product, thus unitary matrices map superpositions to superpositions. The second type of operation is projective measurements. Such measurements are specified by a set M = {P i } of orthonormal projectors on C n satisfying i P i = I. The outcome of is the measurement M on state |ψ is the random variable which takes the value i with probability P i |ψ 2 . If the outcome of the measurement is i, the state is transformed to |ψ = P i |ψ / P i |ψ . Note that measurement induces a probabilistic transformation the state. Measurements describe the interface by which we obtain observations from a quantum system, but they also model decoherence, the process by which a quantum system becomes a probabilistic system through interaction with the environment (c.f. Chapter 8 of [14] ).
A generalized QFA (GQFA) [12] is given by a tuple of the form:
The set Σ is the input alphabet. The working alphabet will be Γ = Σ ∪{¢, $}. The set Q is finite set of state indices with q 0 ∈ Q, Q acc , Q rej ⊆ Q. On input w ∈ Σ * , M will process the letters of the string ¢w$ from left to right. The ¢ and $ characters are present to allow for pre-and post-processing of the state. The sets {U a } a∈Γ and {M a } a∈Γ are collections of unitary transformations and projective measurements.
The state of the machine is expressed as a superposition over Q, and the initial state is |q 0 . when a letter a ∈ Γ is read, a state transformation is made in the manner we describe below. After each letter is read, the machine may decide to halt and accept the input, to halt and reject the input, or to continue processing the string. The set Q is partitioned into three parts: an accepting set (Q acc ), a rejecting set (Q rej ) and a nonhalting set (Q non = Q − Q acc ∪ Q rej ). We define P acc = q∈Qacc |q q| and we likewise define P rej and P non . Finally, we define M H = {P acc , P rej , P non }.
Suppose that after reading some input prefix the machine is in state |ψ . To process a ∈ Γ , we first apply the unitary U a , then the measurement M a (recall that this is a probabilistic transformation), then the measurement M H . If the outcome of the measurement M H is acc or rej, then the machine halts and accepts or rejects accordingly. Otherwise, the outcome of the M H was non and the machine reads the next symbol in the string 1 . The GQFA defined above will behave stochastically. We will be interested in what languages can be recognized by this machine with bounded error. For p > 1 2 we say that language L ⊆ Σ * is recognized by M with probability p if all words are correctly distinguished with probability at least p. We say that L is recognized with bounded error if there is a p > 1 2 such that L is recognized with probability p.
Here are some basic facts about GQFAs. For all p, the class of languages recognized by GQFA with probability p is closed under complement, inverse morphisms, and word quotient. We also make note of the relationship between GQFAs and other QFA definitions. Firstly, in the case that each M a is equal to the trivial measurement {I}, then we obtain KWQFAs as a special case. Second, in the case that we are promised that the machine does not halt until the entire input is read, then we have the special case of Ambainis et al's LQFAs. If both of these conditions hold, we obtain MOQFAs.
In this paper we will see that many of the lower bounds for KWQFAs apply also to GQFAs. It should be noted, however, that GQFA are strictly more powerful than KWQFA. In [1] it was shown that any language L whose transition monoid is a block group [15] can be recognized by an LQFA with probability 1−ε for any ε > 0. This language class corresponds exactly to the boolean closure of languages of the form L 0 a 1 L 1 . . . a k L k , where the a i 's are letters and the L i 's are recognized by permutation automata. On the other hand, KWQFA cannot recognize Σ * aΣ * bΣ * with probability more than 7/9 [2] . It was furthermore shown in [1] that LQFA cannot recognize the languages aΣ * or Σ * a. We will need these properties in order to prove our results.
Furthermore it is known that KWQFA, and hence GQFA, can recognize languages which cannot be recognized by LQFA. For example KWQFA can simulate a certain type of reversible automaton where δ(q 1 , x) = δ(q 2 , x) = q 2 is permitted only when q 2 is a sink. These machines, and class of languages which they recognize, were considered in [9] . They include the language aΣ * , which is not recognized by LQFA.
Finally, a few notes about density matrices. Recall the state of a GQFA after reading some input prefix is a random variable. In other words, the state is taken from a probability distribution E = {(p j , |ψ j )} of superpositions, where |ψ j occurs with probability p j . Such systems are called mixed states. The measurement statistics which can be obtained from measuring a mixed state can be described succinctly in terms of density matrices. The density matrix corresponding to E is ρ = j p j |ψ j ψ j |. Density matrices are positive operators so their eigenvalues are positive and real. For a operator M we denote by T r(M ) the trace, or the sum of the eigenvalues, of M . In the case of density matrices we have T r(ρ) = 1.
Unitary operators U transform density matrices according to the rule ρ → U † ρU . A measurement M = {P i } will transform the states by the rule ρ → i P i ρP i in the case that the outcome is known, or by ρ → P i ρP i /T r(P i ρ) if the outcome is known to be i.
Density matrices are examples of normal matrices. The spectral decomposition theorem states that every normal matrix can be decomposed as ρ = i λ i |φ i φ i |, where {|φ i } is a set of orthonormal eigenvalues of ρ and λ i is the eigenvalue corresponding to |φ i . We say that the support of ρ, or supp(ρ), is the space spanned by the eigenvalues of ρ.
Results
Fix a GQFA M . We will be using density matrices weighted by a factor p ∈ [0, 1] to describe the state of M on reading some prefix ¢w. Let A a be the mapping ρ → i P a,i U a ρU † a P a,i , and let A a = P non (A a ρ)P non . Furthermore for w = w 1 . . . w n ∈ Σ * , we define A w = A wn · · · A w1 . Then A w ρ is a scaled density matrix such that T r(A w ρ) = p w T r(ρ) where p w is the probability of not halting in the process of reading w. Let ρ w = A ¢w |q 0 q 0 |. Then T r(ρ w ) is the probability of not halting while processing ¢w, and the density matrix describing the machine state in the case that it has not halted is ρ w /T r(ρ w ).
We first state a technical lemma which gives an important characterization of the behaviour of a GQFA machine. It is the counterpart to Lemma 1 of [2] . This, along with its extension (Lemma 2), will be instrumental in proving the later results. Lemma 1. For every w ∈ Σ * there exists a pair E 1 , E 2 of orthonormal subspaces of C n such that C n = E 1 ⊕ E 2 and for all weighted density matrices ρ over C n we have:
The E 1 and E 2 parts of the state are called the ergodic and transient parts. Suppose M is in state ρ, and suppose that ρ satisfies supp(ρ) ⊆ E 1 . Then T r(A w ρ) = T r(ρ) would imply that M did not halt in the process of reading w. Thus, M is behaving exactly as an LQFA. Suppose now that M is in state ρ, then the fact lim k→∞ T r((A w ) k ρ) = 0 implies that the probability that M does not halt after reading w k tends to 0 as k → ∞. In general supp(ρ) will be partially in E 1 and partially in E 2 .
This can be used to prove the following condition for recognizability by GQFAs: Theorem 1. Let M L be the minimal automaton for L ⊆ Σ * and let F be the accepting set. If there exists words x, y, z 1 , z 2 ⊆ Σ * and states q 0 , q 1 , q 2 such that
∈ F , then L cannot be recognized by GQFA with probability p > We prove the theorem by using an variation of Lemma 1 to show that for any GQFA M there exists words w 1 ∈ x(x ∪ y) * , w 2 ∈ y(x ∪ y) * such that M cannot suitably distinguish between the words {w i z j }. Theorem 1 can be used to show:
Theorem 2. The class of languages recognized by GQFA with bounded error is not closed under union.
In [2] it was shown that there exists languages L and constants p > 1 2 such that L can be recognized by KWQFA with bounded probability, but not with probability p. Furthermore, it was demonstrated that certain properties of the minimal automaton for L would imply that L is not recognized with probability p. We will show that a similar situation holds for GQFAs. 
∈ F , then L cannot be recognized by GQFA with probability p > 2 3 . Corollary 1. There is a language L which can be recognized by GQFAs with probability p = 2/3, but not with p > 2/3.
We note here that not all of the KWQFA lower bound results hold for GQFA. For example, it was shown that the language a * b * can be recognized with probability p ≈ 0.68 but not p > 7/9. A stronger condition is required for GQFAs since a * b * can be recognized by GQFA with probability 1 − ε for any ε > 0. 
Technical Results
In this section we give a proof of Lemma 1, as well as an extension (Lemma 2).
Proof: (Lemma 1) The proof proceeds as in [2] . We first show how to do this for the case that |w| = 1, and then we sketch how to extend it to arbitrary length words. Let w = a. We first construct the subspace E 1 of C n . E 2 will be the orthogonal complement of E 1 . Let E 1 1 = span({|ψ : T r(A a |ψ ψ|) = T r(|ψ ψ|)}).
Equivalently, E 1 1 = span{|ψ : supp(A a (|ψ ψ|)) ⊆ S non } where S non is the nonhalting subspace. We claim that supp(ρ) ∈ E 1 1 implies that supp(A a (ρ)) ∈ S non . By linearity it is sufficient to show this for ρ = |ψ ψ|. Essentially, we need to show that the condition of |ψ satisfying T r(A |ψ ψ|) = T r(|ψ ψ|) is closed under linear combinations. Suppose that |ψ = j α j |ψ j , with |ψ j satisfying supp(A a (|ψ j ψ j |)) ∈ S non and j |α j | 2 = 1. Then:
and thus supp(A a |ψ ψ|) ∈ S non . Thus, for mixed states ρ we have supp(A a ρ) ∈ S non if and only if supp(ρ) ∈ E 1 1 . For general i > 2, let:
∧ T r(A a |ψ ψ|) = T r(|ψ ψ|)}).
As before, for weighted density matrices ρ, we can interchange the condition T r(A a ρ) = T r(ρ) for supp(A a ρ) ⊆ S non .
Observe that
for all i. Since the dimension of each of these spaces is finite, there must be an i 0 such that
for all j > 0. We define E 1 = E i0 1 , and set E 2 to be the orthogonal complement of E 1 . It is clear that the first condition of the lemma is true for mixed states with support in E 1 . For the second part, it will be sufficient to show the following claim. The claim implies that the probability with which the machine will halt while reading a j is bounded by a constant.
Claim. Let j ∈ {1, . . . , i 0 }. There is a constant δ j > 0 such that for any |ψ ∈ E j 2 there is an l ∈ {0, . . . , j − 1} such that T r(P halt A a (A a ) l (|ψ ψ|)) ≥ δ j .
Proof:
We proceed by induction on j. Let H = ma k=1 C n . Let P k : E 1 2 → H be the projector into the kth component of H, and let
2 is the probability of halting when a is read while the machine is in state |ψ ψ|. By the previous discussion, T r(A a |ψ ψ|) = 1 − T 1 |ψ 2 . Define T 1 = min |ψ =1 T 1 |ψ . Note that the minimum exists since the set of unit vectors in C n is a compact space. Also, let δ 1 = T 1 2 . Then δ 1 > 0, otherwise there would be a vector |ψ ∈ E 1 2 such that supp(A a |ψ ψ|) ∈ S non , a contradiction. Now assume that δ j−1 has been found. We need to show that, for |ψ ∈ E j 2 , either a constant sized portion of |ψ is sent into the halting subspace, or it is mapped to a vector on which we can apply the inductive assumption. We construct two functions T j,halt , T j,non : E j 2 → H defined by:
Then the quantity T j,halt |ψ 2 is the probability of halting while reading a, and T j,non |ψ 2 = T r(P E
we must have either T j,halt |ψ = 0 or T j,non |ψ = 0, otherwise |ψ is in E j 1 , a contradiction. This implies that T j,non ⊕ T j,halt > 0. Note also that T j,non ⊕ T j,halt ≤ 1.
. Take any unit vector |ψ ∈ E j 2 . Then (T j,non ⊕T j,halt )|ψ ≥ T j,non ⊕T j,halt . Recall that the range of T j,non ⊕T j,halt is ma k=1 C n ⊕ ma k=1 C n . In one of these subspaces, (T j,non ⊕T j,halt )|ψ has size at least
. If it is in one of the last m a subspaces, corresponding to T j,halt part, then there is nothing further to prove. Otherwise, assume that this component is in one of the subspaces corresponding to the T j,non part. In particular, there is a k such that |φ = P non P a,k A a |ψ satisfies:
We can split |φ into |φ 1 + |φ 2 , with |φ i ∈ E j−1 i
. By the inductive hypothesis, there is an l < j − 1 such that T r(P halt A a (A a ) l (|φ 2 φ 2 |)) ≥ δ j−1 T r(|φ 2 φ 2 |). Furthermore, the first condition of the lemma implies that for every choice of
This implies T r(P halt
Together, we obtain:
This concludes the proof of the claim. 2 Proposition 1. Let U a be the unitary transformation that is applied when a is read. Then
, where U i a acts unitarily on subspace E i .
Proof: By the unitarity of U a , it is sufficient to show that |ψ ∈ E 1 implies U a |ψ ∈ E 1 . By definition of E 1 , |ψ ∈ E 1 implies that all of the vectors P a,i U a |ψ are in E 1 . But U a |ψ = i P a,i U a |ψ , and thus U a |ψ ∈ E 1 since E 1 is a subspace.
2
We are now ready to prove the second part of the lemma. We first show that |ψ ∈ E 2 implies supp(A a |ψ ψ|) ⊆ E 2 . Let |ψ = U a |ψ . Then A a |ψ ψ| = i |ψ i ψ i |, where |ψ i = P a,i U a |ψ . Split |ψ i into vectors |ψ i,1 + |ψ i,2 , with |ψ i,1 ∈ E 1 and |ψ i,2 ∈ E 2 . We claim that either |ψ i,1 or |ψ i,2 are trivial vectors. Suppose |ψ i,1 = 0, and consider the intersection of the image of P a,i in the space spanned by |ψ i,1 and |ψ i,2 . Now |ψ i,1 implies that U −1 a |ψ i,1 ∈ E 1 and thus P a,i |ψ i,1 ∈ E 1 , which implies |ψ i ∈ E 1 . Now since each |ψ i satisfies |ψ i ∈ E 1 or |ψ i ∈ E 2 , then we are done since the fact that the |ψ i 's are orthonormal and sum to U a |ψ ∈ E 2 implies that |ψ i ∈ E 2 for all i. Thus, |ψ ∈ E 2 implies span(A a |ψ ψ|) ⊆ E 2 . Now supposing supp(ρ) ∈ E 2 , we can repeatedly apply the Claim to show that T r((A a ) k (ρ)) → 0 as k → ∞. To apply the claim to a general mixed state, we first use the spectral decomposition to show that the mixed state is equivalent to an ensemble of at most n pure states.
To construct E 1 and E 2 for w = w 1 . . . w n , we define E 0 1 = S non and E k 1 to be the set of all vectors |ψ such that T r(A w k mod n+1 |ψ ψ|) = 1 and
, and we follow the proof as above. The proof of the first part of the theorem and of the claim will generalize since the proof does not make use of the fact that the transformation and measurement defining E j 1 is the same as that of E j+1 1
. Proposition 1 will apply to w i for all i.
2 Lemma 2. Let M be an n-state GQFA over alphabet Σ, and let x, y ∈ Σ * . Then there exists a pair E 1 , E 2 of orthonormal subspaces of C n such that C n = E 1 ⊕E 2 and for all weighted density matrices ρ over C n we have:
1. If supp(ρ) ⊆ E 1 , then for all w ∈ (x∪y) * , supp(A w ρ) ⊆ E 1 , and T r(A w ρ) = T r(ρ). 2. If supp(ρ) ⊆ E 2 , then supp(A w ρ) ⊆ E 2 and for all ε > 0 there exists a word w ∈ (x ∪ y) * such that T r(A w ρ) ≤ ε.
Proof: This is the counterpart of Lemma 2.3 of [4] . Let E w 1 be the subspace constructed as in Lemma 1. Define E 1 = ∩ w∈(x∪y) * E w 1 , and let E 2 be the orthogonal complement of E 1 .
Suppose supp(ρ) ⊆ E 2 . If there is a w ∈ (x ∪ y) * such that supp(ρ) ⊆ E w 2 , we can directly apply the argument from the previous lemma to show that T r((A w ) j ρ) → 0 as j → ∞. However such a w may not exist so a stronger argument is necessary. As the application of an A w transformation can only decrease the trace of ρ, for any ε there exists a t ∈ (x ∪ y) * such that for all w ∈ (x ∪ y) * , T r(A t ρ) − T r(A tw ) ≤ ε. For all i let t i be a such a string for ε = 1 2 i . Consider the sequence ρ 1 , ρ 2 , . . . defined by ρ i = A ti ρ. The set of weighted density matrices form a compact, closed space with respect to the trace metric, and so this sequence of must have a limit point ρ.
We claim that T r(ρ) = 0. Suppose not. The support of ρ is in E 2 , so there must be some word w ∈ (x ∪ y) * such that T r(A w ρ) < T r(ρ). This contradicts the assumption that ρ is a limit point.
Finally we note a very simple fact that will allow us to extend impossibility results for LQFA to GQFA:
