Upper limit on damage zone thickness controlled by seismogenic depth by Ampuero, Jean Paul & Mao, Xiaolin
1 
 
Upper limit on damage zone thickness controlled by seismogenic depth 1 
Jean Paul Ampuero and Xiaolin Mao 2 
Seismological Laboratory, California Institute of Technology, Pasadena, California, USA  3 
 4 
Abstract  5 
The thickness of fault damage zones, a characteristic length of the cross-fault distribution of 6 
secondary fractures, significantly affects fault stress, earthquake rupture, ground motions and 7 
crustal fluid transport. Field observations indicate that damage zone thickness scales with 8 
accumulated fault displacement at short displacements, but saturates at few hundred meters for 9 
displacements larger than few kilometers. To explain this transition of scaling behavior, we 10 
conduct 3D numerical simulations of dynamic rupture with off-fault inelastic deformation on 11 
long strike-slip faults. We find that the distribution of coseismic inelastic strain is controlled by 12 
the transition from crack-like to pulse-like rupture propagation associated with saturation of the 13 
seismogenic depth. The yielding zone reaches its maximum thickness when the rupture becomes 14 
a stable pulse-like rupture. Considering fracture mechanics theory, we show that seismogenic 15 
depth controls the upper bound of damage zone thickness on mature faults by limiting the 16 
efficiency of stress concentration near earthquake rupture fronts. We obtain a quantitative 17 
relation between limiting damage zone thickness, background stress, dynamic fault strength, off-18 
fault yield strength and seismogenic depth, which agrees with first-order field observations. Our 19 
results help linking dynamic rupture processes with field observations, and contribute to a 20 
fundamental understanding of damage zone properties. 21 
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1. Introduction 25 
  A typical fault zone architecture comprises a highly deformed core surrounded by a damage 26 
zone composed of rocks with higher fracture density and lower elastic moduli than the host 27 
rocks. In most mature faults, damage zones are 100 to 400 m wide and have between 20% and 28 
60% wave velocity reductions relative to their host rock [e.g. Huang and Ampuero, 2011, and 29 
references therein]. Studying the formation of damage zones provides insight into the 30 
mechanical, hydraulic and seismic behavior of faults. Fault zone damage is in part inherited from 31 
the early process of fracture coalescence and strain localization that led to the formation of the 32 
fault, and in part results from damage during earthquakes [Mitchell and Faulkner, 2009]. 33 
Damage zone thickness, defined as a characteristic scale of the cross-fault distribution of fracture 34 
density, varies from a few centimeters on small faults to a few hundred meters on large mature 35 
faults. Field observations indicate that damage zone thickness scales linearly with accumulated 36 
fault displacement, which is one measure of fault maturity, but saturates at a few hundred meters 37 
for fault displacements larger than a few kilometers [Mitchell and Faulkner, 2009, 2012; Savage 38 
and Brodsky, 2011]. Explaining this transition of scaling behavior is the main goal of the present 39 
work. 40 
   Understanding what controls damage zone thickness is important because this parameter can 41 
have significant effects on earthquake rupture, seismic wave radiation, state of stress and 42 
hydromechanical properties of the crust. The transition from damage zone to host rock is often 43 
sharp, marked by a change of decay rate of fracture density as a function of distance to the fault 44 
core [Johri et al., 2014b]. Earthquakes happening inside damage zones can thus generate 45 
reflected waves and head waves, which can enhance ground motion near the fault [Spudich and 46 
Olsen, 2001] but also interact with earthquake ruptures and modulate rupture properties such as 47 
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rupture speed, slip rate, and rise time [Huang et al., 2014; Pelties et al., 2014]. In particular, 48 
seismological evidence of rupture speeds enhanced by fault zone effects was recently presented 49 
by Huang et al. [2015] and Perrin et al. [2016b]. Damage zones may also alter the stress field 50 
surrounding faults, leading to mean stress increase and stress rotations, thereby allowing high 51 
pore fluid pressure weakening of unfavorably oriented faults [Faulkner et al., 2006]. The effect 52 
of reduced elastic moduli in damage zones and their systematic changes along strike induced by 53 
fault growth help explain patterns of long-term fault displacement and earthquake slip 54 
distributions [Cappa et al., 2014; Perrin et al., 2016b]. Damage zone thickness is also an 55 
important factor affecting the fluid transport and storage properties of the crust and reservoirs 56 
[Johri et al., 2014b]. 57 
    Off-fault inelastic deformation is observed all along the rupture trace of large earthquakes 58 
[e.g., Milliner et al., 2015], demonstrating the importance of damage generated coseismically in 59 
the vicinity of propagating rupture fronts. Off-fault yielding during dynamic rupture propagation 60 
has been previously studied through analytical approaches [Poliakov et al., 2002; Rice et al., 61 
2005] and numerical simulations with off-fault plasticity [e.g., Andrews, 1976a, 2005; Gabriel et 62 
al., 2013] or continuum damage [Xu et al., 2014]. Plastic strain is often discussed as a proxy for 63 
damage [e.g., Xu et al., 2012a, b] and can be mapped into fracture density for comparison with 64 
field observations [Johri et al., 2014a]. The thickness of the off-fault yielding zone generated by 65 
a single self-similar rupture (crack-like or pulse-like) increases linearly with distance from the 66 
hypocenter [Andrews, 2005; Gabriel et al., 2013]. In contrast, the yielding zone thickness 67 
generated by steady-state pulse-like ruptures remains constant [Ben-Zion and Shi, 2005; Ben-68 
Zion and Ampuero, 2009; Xu et al., 2012a, b]. The accumulated effect of multiple slip events can 69 
be considered as a superposition of the coseismic plastic strain fields of each individual slip 70 
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event [Johri et al., 2014a]. Most previous numerical studies of coseismic damage are based on 71 
2D models or on 3D models of relatively short ruptures [Ma and Andrews, 2010], and are unable 72 
to consider the influence of the aspect ratio of a rupture, i.e. the ratio of its along-strike length to 73 
along-dip width. A notable exception are the 3D simulations of long ruptures by Shi and Day 74 
[2013], which yielded an eventually stable thickness of the off-fault plastic zone. As proposed by 75 
Day [1982] on the basis of an asymptotic analysis of stress concentration near a 3D rupture front, 76 
the inelastic deformation induced by a rupture with high aspect ratio is controlled by width rather 77 
than length. 78 
  In this study, we use 3D numerical simulations of dynamic rupture on strike-slip faults with 79 
large aspect ratios to study first-order aspects of the off-fault yielding pattern in long faults. In 80 
particular, we assess the role of seismogenic depth in limiting fault zone thickness. The 81 
ingredients of our model, described in Section 2, are intentionally minimalistic: material 82 
properties surrounding the fault are uniform, a linear slip-weakening friction law is assumed on 83 
the fault. In Section 3, comparing results of simulations with different seismogenic depths, we 84 
find that the distribution of inelastic strain is controlled by the transition from crack-like to pulse-85 
like rupture propagation associated with saturation of the seismogenic depth. The yielding zone 86 
reaches its maximum thickness when the rupture becomes a stable pulse-like rupture. In Section 87 
4 we develop quantitative insight, from the perspective of fracture mechanics, on how the 88 
transition to pulse-like rupture in long faults explains the saturation of damage zone thickness 89 
with accumulated fault displacement. In particular, we show that seismogenic depth controls the 90 
upper limit of damage zone thickness on mature faults. In Section 5 we discuss how our results 91 
help linking dynamic rupture models with field observations, and contribute to a fundamental 92 
understanding of damage zone properties. 93 
 94 
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2. Model description 95 
  The geometry of our numerical model is shown in Fig. 1 (a). The fault is long enough (along 96 
strike) for dynamic rupture to reach an approximately steady state after it reaches the surface and 97 
bottom boundaries of the fault (Figs. 2 and 3 (a)). The simulation domain is large enough to 98 
avoid boundary effects. We aim to demonstrate the influence of seismogenic depth (W) on 99 
rupture propagation and inelastic response near advancing rupture fronts. Therefore, we consider 100 
a single, vertical and planar strike-slip fault embedded in a uniform material with P-wave 101 
velocity of 6 km/s, S-wave velocity of 3.464 km/s and density of 2670 kg/m3.  102 
  The initial stress field is depth-dependent, and fluid pressure is hydrostatic and time-103 
independent. The directions of principal stresses are shown in Fig. 1 (a) and the initial effective 104 
normal stress and shear stress on the fault in Figs. 1 (b) and (c), respectively, for the case with W 105 
= 15 km. To avoid a sudden arrest of rupture at depth, the deviatoric components of stress are 106 
linearly tapered to zero from 12 km to 15 km depth and the normal stress increases up to the 107 
same value as the effective intermediate principal stress.  108 
  A linear slip-weakening friction law [Andrews, 1976] is employed, in which the friction 109 
coefficient μ is a function of cumulative slip D: 110 
μ(D) = μs - (μs -μd) min(D/Dc , 1),                                (1) 111 
where μd is the dynamic friction coefficient, μs is the static friction coefficient, and Dc is the 112 
critical slip-weakening distance. Here, we assume μs  = 0.6, μd = 0.1 (representative of thermally 113 
weakened faults) and Dc = 0.3 m (representative of seismological estimates for large 114 
earthquakes). The fault strength τ includes a cohesion Co (different from off-fault plastic 115 
cohesion C, which will be discussed later): 116 
τ = Co + μ(σn - Pf),                                                     (2) 117 
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where σn is normal stress on the fault, and Pf is fluid pressure. To avoid an excessively intense 118 
surface break of the rupture, Co is set to 0.4 MPa at depths larger than 3 km, and linearly 119 
increases to 4 MPa from 3 km depth to the surface (Figs. 1(b) and 1(c)). The relative strength S 120 
parameter [Andrews, 1976; Das and Aki, 1977], defined by 121 
𝑆𝑆 = 𝜏𝜏𝑠𝑠−𝜏𝜏0
𝜏𝜏0−𝜏𝜏𝑑𝑑
      (3) 122 
where 𝜏𝜏0, 𝜏𝜏𝑠𝑠 = 𝜇𝜇𝑠𝑠𝜎𝜎0, 𝜏𝜏𝑑𝑑 = 𝜇𝜇𝑑𝑑𝜎𝜎0 and 𝜎𝜎0 are initial shear stress, static strength, dynamic strength 123 
and initial normal stress, respectively, is set to 2 on most of the fault (Fig. 1(c)).  124 
  Rupture initiation is achieved by forcing the fault to rupture within a circular zone surrounding 125 
the hypocenter (Fig. 1(b)). We linearly reduce the friction coefficient from its static value at 126 
specified time T to its dynamic value within a time period to = 0.5 s. T is set to be infinity outside 127 
the nucleation zone, and inside the nucleation zone 128 
,                  (4) 129 
where r is the distance from the hypocenter, rcrit is the radius of the nucleation zone (set to 3 km 130 
here) and VS is shear wave velocity. This procedure forces the rupture to expand at a variable 131 
speed, about 0.7VS near the hypocenter and decreasing to zero at rcrit. Spontaneous rupture 132 
gradually overtakes the ever-slowing forced rupture.  133 
  The Drucker-Prager yield criterion [Drucker and Prager, 1952] is adopted in our study as the 134 
off-fault yielding criterion, by which the yield stress Y(σ) depends on the mean normal stress: 135 
Y(σ) = -(σkk/3 + Pf) sinφ + C cosφ,                                (5) 136 
where σ is the stress tensor, φ is the internal frictional angle and C is the plastic cohesion. The 137 
maximum shear stress is 138 
,                                                   (6) 139 
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where s is the deviatoric part of the stress tensor  140 
𝑠𝑠𝑖𝑖𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑖𝑖 − 13 𝜎𝜎𝑘𝑘𝑘𝑘𝛿𝛿𝑖𝑖𝑖𝑖 .     (7) 141 
A Drucker-Prager yield function is defined as: 142 
F(σ) = τmax - Y(σ),                                                (8) 143 
with yielding starting when F(σ) = 0. After yielding starts, the Duvaut-Lions-type viscoplasticity 144 
[e.g. Duan and Day, 2008] is used to calculate the accumulation of plastic strain εp through: 145 
𝜀𝜀?̇?𝑖𝑖𝑖 = 12𝜇𝜇𝑇𝑇𝜈𝜈  𝐹𝐹(𝜎𝜎) 𝑠𝑠𝑖𝑖𝑖𝑖𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 ,      (9)      146 
where μ is shear modulus and Tv is the viscoplastic relaxation time scale. Viscosity is included 147 
here as an artificial means to mitigate mesh-dependency due to extreme strain localization 148 
[Templeton and Rice, 2008]. A scalar quantity is defined to describe the magnitude of plastic 149 
strain (Figs. 4 and 5) as: 150 
.                                                             (10) 151 
In this study φ = arctan(0.6), C = 1.36 MPa and Tv = 0.03 s.  152 
   The 3D dynamic rupture problem coupled to wave propagation and plastic deformation is 153 
solved numerically with SPECFEM3D, a code based on the spectral element method [Kaneko et 154 
al., 2008; Galvez et al., 2014]. The implementation of viscoplasticity in SPECFEM3D was 155 
verified by comparison to other numerical methods in a community benchmark problem [Harris 156 
et al., 2011]. 157 
 158 
3. Simulation results 159 
3.1 Crack- to pulse-like rupture transition controlled by fault geometry 160 
  Seismic observations and dynamic rupture models indicate that rise time, the duration of 161 
earthquake slip at a given point on a fault, can be either comparable to or much shorter than the 162 
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overall earthquake duration. The former case defines crack-like ruptures [Madariaga, 1976] 163 
while the latter case corresponds to pulse-like ruptures [Heaton, 1990]. Proposed mechanisms of 164 
local slip arrest leading to pulse-like ruptures include self-healing due to velocity-dependent 165 
friction [e.g., Perrin et al., 1995; Beeler and Tullis, 1996] and stopping phases (healing fronts) 166 
generated by spatial changes of initial stress or strength on the fault [e.g., Beroza and Mikumo, 167 
1996]. A particular case of the latter mechanism, first described by Day [1982], is the generation 168 
of stopping phases at the deep limit of the seismogenic zone, which acts as a rupture barrier.  169 
  On mature strike-slip faults, the fault length is usually much larger than the fault width, as in 170 
the model setup described in Fig. 1 (a). Our first example of dynamic rupture simulation with 171 
off-fault plasticity is on a long fault with W = 15 km. We show resulting snapshots of slip rate in 172 
Fig. 2, and slip rate and slip profiles at 7.5 km depth in Figs. 3 (a) and (b), respectively. The 173 
rupture first grows as a self-similar crack-like rupture: the rupture front expands in all directions 174 
from the hypocenter, the peak slip rate increases with rupture propagation distance, and slip 175 
occurs simultaneously within the whole ruptured region. When the rupture front reaches the 176 
bottom boundary of the seismogenic zone, a stopping front is generated and propagates back into 177 
the ruptured area. When the healing front reaches the surface, the rupture splits into two pulses 178 
(i.e. a pair of rupture fronts followed closely by healing fronts) that propagate in separate 179 
directions along the fault strike. The pulses eventually reach a steady state, characterized by 180 
stable slip, rupture speed and peak slip velocity. Notably, the steady pulse width (i.e. the along-181 
strike length of the region of active slip at a given time) is comparable to the seismogenic width 182 
W (Fig. 3 (a)). 183 
  184 
3.2 Plastic strain distribution 185 
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  Figure 4 shows horizontal and vertical plastic strain distributions of our model with W = 15 km. 186 
Similar to Johri et al. [2014a], we observe that plastic strain decays as a function of distance 187 
from the fault core as a power-law at short distance, and drops more abruptly, exponentially at 188 
larger distance (Fig. 5). In this simulation and in those presented in the next section the change of 189 
plastic strain decay behavior occurs near ɛp = 10-3.3. Hence, to facilitate the comparison between 190 
all our simulations, we define the thickness of the damage zone, H, as the distance at which ɛp = 191 
10-3.3. In the presence of dilatancy (volumetric and deviatoric plastic strains are proportional) and 192 
assuming the average fracture aperture is spatially uniform, fracture density is proportional to ɛp 193 
[Johri et al., 2014a]. This relation connects rupture models with plasticity to field studies, in 194 
which the definition of damage zone thickness is based on fracture density. Field data on fracture 195 
density vs. distance has been interpreted either as power laws [e.g. Savage and Brodsky, 2011] or 196 
as exponential [Mitchell and Faulkner, 2009], but to our knowledge a transition between these 197 
two decay behaviors has not been reported. The field data shown in Figure 7-a of Savage and 198 
Brodsky [2011] is a rare example reminiscent of such transition. Nevertheless, based on the 199 
theoretical arguments developed in section 4, we expect the scaling properties discussed in this 200 
work to hold also for other definitions of H.  201 
In Fig. 4 (a), along the fault, the thickness of the damage zone first grows with increasing rupture 202 
distance, as found in 2D models [e.g. Gabriel et al., 2013; Xu et al., 2012b]. However, H 203 
saturates at distances over ~ 50 km, where the rupture becomes a stable pulse. This saturation 204 
was also noted in 3D simulations by Shi and Day [2013]. In the deep region, damage is limited to 205 
the extensional quadrants. In Fig. 4 (b), the vertical plastic strain pattern shows a “flower-like” 206 
structure with a narrow damage zone of nearly constant thickness in the deeper region and a wide 207 
damage zone of increasing thickness near the surface. Similar flower-like patterns of plastic 208 
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strain were observed in previous 3D simulations [Ma and Andrews, 2010]. In the shallower 209 
region, the inelastic strain is induced by seismic waves ahead of the rupture front, and is 210 
distributed in both extensional and compressional regions. The constant 𝐻𝐻 in the deeper region in 211 
our model is explained in section 5 as a result of a linear depth-distribution of both initial stress 212 
and strength.  213 
 214 
3.3 Damage zone thickness comparison for different seismogenic depths  215 
  We now examine the effect of the seismogenic depth W on the damage zone thickness 𝐻𝐻 at 216 
mid-seismogenic depth. We conduct four additional simulations in which all settings are the 217 
same as in the previous one except the seismogenic depth, which is taken as W = 9, 12, 18 and 21 218 
km, respectively. The width of the stress tapering zone near the fault bottom and the width of the 219 
zone of increased fault cohesion near the surface are set proportional to W.  220 
  In Fig. 6 we compare the plastic strain distributions resulting from the three simulations with 221 
𝑊𝑊 ≤ 15 km. The plastic strain patterns are similar for the three models. In particular, they all 222 
eventually reach a steady damage zone geometry at sufficient distance from the hypocenter. 223 
However, the off-fault extent of their plastic zones is different, it increases as a function of W. 224 
Fig. 5 compares fault-normal profiles of plastic strain at 5 km depth and at a horizontal distance 225 
of 70 km from the hypocenter, a distance at which the damage zone has already reached a steady 226 
thickness, 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚, in all five simulations. In this figure, distance is normalized by W and the inset 227 
shows how our measure of damage zone thickness 𝐻𝐻 (the distance from the fault at which plastic 228 
strain is ɛp = 10-3.3) depends on W. The steady damage zone thicknesses in our five models vary 229 
from ~100 to ~500 meters, a range of values that agrees well with the largest values obtained 230 
from field observations [Savage and Brodsky, 2011]. The approximate collapse in Fig. 5 of the 231 
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normalized plastic strain profiles corresponding to the four models with 𝑊𝑊 ≥ 12 km indicates 232 
that 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 is approximately proportional to W if W is large enough. The dark gray line in the 233 
inset of Fig. 5 is a hypothesized asymptotic linear 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊 scaling. The model with the 234 
smallest W (9 km) has an 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 significantly over-predicted by the linear 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊 scaling 235 
(Fig. 5 inset). These key results of our simulations are put on a theoretical basis in the next 236 
section.  237 
 238 
4. Theoretical estimate of damage zone thickness 239 
 240 
   On the basis of fracture mechanics arguments, Ben-Zion and Ampuero [2009] and Xu et al. 241 
[2012b] developed theoretical relations between the thickness of dynamically generated damage 242 
zones, initial stresses, material strength and rupture speed. Xu et al. [2012b] found that this 243 
approach predicts well the yielding zone thickness obtained in 2D dynamic crack-like rupture 244 
simulations with off-fault plasticity. A fracture mechanics analysis of damage zones formed by 245 
quasi-static fault growth was developed by Scholz et al. [1993]. These models predict a self-246 
similar scaling in which 𝐻𝐻 is proportional to fault or rupture length 𝐿𝐿, without saturation. Here, 247 
we apply the dynamic fracture mechanics approach to pulse-like ruptures in 3D, which allows us 248 
to assess the effect of seismogenic width.  249 
An estimate of the thickness of the damage zone generated by a dynamic rupture is the distance 250 
at which the stress concentration near the rupture tip exceeds the yield strength of the material 251 
(e.g. equation 14a of Ben-Zion and Ampuero [2009]): 252 
𝐻𝐻 ≈ �
𝐾𝐾
𝜏𝜏𝑠𝑠−𝜏𝜏0
�
2
     (11) 253 
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where 𝐾𝐾 is the dynamic stress intensity factor. The yield strength 𝜏𝜏𝑠𝑠 involved in this equation 254 
pertains to the off-fault material, and can be higher than the yield strength of the fault. This 255 
estimate assumes that the on-fault slip-weakening zone near the rupture front is much smaller 256 
than the rupture dimensions, which is the case in our simulations, and significantly smaller than 257 
𝐻𝐻, which is better satisfied at large 𝑊𝑊 as discussed at the end of this section. The squared stress 258 
intensity factor 𝐾𝐾2 scales with a characteristic length of the rupture. For small earthquakes, 259 
represented as circular ruptures, the characteristic length is the rupture radius and Equation (11) 260 
predicts self-similar scaling between 𝐻𝐻 and rupture length 𝐿𝐿. For larger earthquakes with 261 
elongated rupture area, 𝐿𝐿 ≫ 𝑊𝑊, the characteristic length that controls 𝐾𝐾 is the shortest one [e.g., 262 
Eshelby, 1957], hence 𝐻𝐻 scales with rupture width 𝑊𝑊. For pulse-like ruptures, the characteristic 263 
length is the along-strike width of the pulse. As illustrated in section 3.1, large earthquake 264 
ruptures that saturate the seismogenic depth are inevitably pulse-like, and their pulse width scales 265 
with seismogenic depth 𝑊𝑊. This break in self-similarity leads to a linear relation between 𝐻𝐻 and 266 
𝑊𝑊, as found in our simulations with large 𝑊𝑊 (inset of Fig. 5).  267 
   In more detail, following Xu et al. [2012b] but considering pulse-like ruptures and ignoring 268 
some factors of order one,   269 
𝐻𝐻 ≈ �𝑘𝑘(𝑣𝑣𝑟𝑟) 𝜏𝜏0−𝜏𝜏𝑑𝑑𝜏𝜏𝑠𝑠−𝜏𝜏𝑑𝑑�2𝑊𝑊   (12) 270 
where 𝑘𝑘 is a decreasing dimensionless function of rupture speed, 𝑣𝑣𝑟𝑟. In particular, 𝑘𝑘 and 𝐾𝐾 are 271 
larger at the stopping ends of a rupture, especially if arrest occurs in a fault region with large 272 
fracture energy rather than low initial stress. Moreover, pulse width can be smaller than in our 273 
simulations if the pulse-like behavior is controlled by self-healing due to dynamic weakening 274 
mechanisms [Heaton, 1990] instead of a geometric effect of the finite seismogenic depth. Hence 275 
an upper bound on coseismic damage zone thickness is 276 
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 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 ≈ �
𝜏𝜏0−𝜏𝜏𝑑𝑑
𝜏𝜏𝑠𝑠−𝜏𝜏𝑑𝑑
�
2
𝑊𝑊   (13) 277 
  This linear 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊 relation is consistent with our simulation results at large 𝑊𝑊 (Fig. 5 inset, 278 
dashed gray line). Equations (12) and (13) should be understood as containing a multiplicative 279 
factor of order 1 that accommodates different definitions of H and encapsulates geometric effects 280 
ignored in our derivation. For instance, free surface effects can contribute a factor 2, resulting 281 
from the effective doubling of 𝑊𝑊 by a mirror-image rupture. 282 
  The departure from a linear 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊 scaling at low 𝑊𝑊 in our simulations (Fig. 5 inset) is 283 
attributed here to a blunting effect of the on-fault slip-weakening zone. The derivation of 284 
Equation (13) assumes that 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 is significantly larger than the slip-weakening zone size ℓ𝑐𝑐. 285 
Using equation 24 of Gabriel et al. [2013], we find that the ratio 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚/ℓ𝑐𝑐 is proportional to a 286 
function of rupture speed and, more importantly, to the non-dimensional number 𝜅𝜅 introduced by 287 
Madariaga and Olsen [2000] to represent the ratio between available elastic energy and fracture 288 
energy:  289 
𝜅𝜅 = 𝑊𝑊(𝜏𝜏0 − 𝜎𝜎0𝜇𝜇𝑑𝑑)2/𝐺𝐺𝜎𝜎0(𝜇𝜇𝑠𝑠 − 𝜇𝜇𝑑𝑑)𝐷𝐷𝑐𝑐   (14) 290 
where 𝐺𝐺 is shear modulus. Because the initial stresses 𝜏𝜏0 and 𝜎𝜎0 increase linearly with depth in 291 
our models, 𝜅𝜅 is proportional to 𝑊𝑊2 and decreasing 𝑊𝑊 rapidly decreases 𝜅𝜅. We thus consider 292 
that the model with W = 9 km has approached an unusual regime associated with low values of 293 
𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚/ℓ𝑐𝑐 in which the smoothening effect of the slip-weakening zone reduces significantly the 294 
off-fault stresses and hence the damage zone thickness. This is simply an artifact of the large 295 
value of critical slip-weakening distance (Dc) and low value of initial stress ratio 𝜏𝜏0/𝜎𝜎0 adopted 296 
here to limit the computational cost of the simulations. We expect that simulations with smaller 297 
𝜅𝜅 should give a nearly linear 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊 relation down to smaller values of W. Moreover, 298 
regardless of the value of 𝜅𝜅, Equation (13) provides a useful upper bound on 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚. 299 
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5. Discussion and conclusions 301 
     302 
   Our 3D dynamic rupture simulations and fracture mechanics arguments indicate that damage 303 
zone thickness is ultimately bounded in long faults by the limiting effect of seismogenic depth on 304 
the efficiency of stress concentration near a rupture front. In particular, Equation (13) provides a 305 
quantitative prediction of the relation between limiting damage zone thickness, state of stress, 306 
dynamic fault strength, off-fault yield strength and seismogenic depth, which we can compare to 307 
field observations.  308 
   Average stress drops (𝜏𝜏0 − 𝜏𝜏𝑑𝑑) of large earthquakes are typically on the order of a few MPa, an 309 
order of magnitude smaller than estimates of strength drop (𝜏𝜏𝑠𝑠 − 𝜏𝜏𝑑𝑑 = 𝜎𝜎0(𝜇𝜇𝑠𝑠 − 𝜇𝜇𝑑𝑑)) based on 310 
typical values of effective confining stress 𝜎𝜎0 at seismogenic depth and of static and dynamic 311 
friction coefficients. Hence, the predicted 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 is about two orders of magnitude smaller than 312 
𝑊𝑊, that is, a few 100 m. This order-of-magnitude estimate is consistent with field observations of 313 
damage zone thickness on large-displacement faults [Savage and Brodsky, 2011; Mitchell and 314 
Faulkner, 2009, 2012].  315 
  The saturation of 𝐻𝐻 as a function of fault displacement (long-term cumulative slip) in the data 316 
compiled by Savage and Brodsky [2011] occurs at displacements of a few km or less. 317 
Considering that displacement to fault length ratios typically range from 0.1 to 0.01 on faults 318 
with displacement shorter than a few km [Kim and Sanderson, 2005], the saturation of 𝐻𝐻 starts at 319 
fault lengths ranging from a few 10 km to a few 100 km. This range encompasses the typical 320 
values of seismogenic depth, which is consistent with our model. In particular, in the data of 321 
strike-slip faults compiled by Kim and Sanderson [2005], a displacement of a few km 322 
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corresponds to a length of a few 10 km, which quantitatively supports our interpretation of the 323 
role of seismogenic depth in limiting damage zone thickness.  324 
    The constant thickness of deep damage zones found in our simulations can be rationalized 325 
from a theoretical basis. Our model assumed linearly increasing initial shear stress and material 326 
strength, such that the ratio (𝜏𝜏0 − 𝜏𝜏𝑑𝑑)/(𝜏𝜏𝑠𝑠 − 𝜏𝜏𝑑𝑑) is independent of depth. Equation 13 predicts a 327 
constant 𝐻𝐻 in this situation. This estimate is not appropriate near the surface, where dynamic free 328 
surface effects and cohesion play important roles. Damage zone properties at seismogenic depth 329 
are difficult to resolve by seismological techniques. Current field data compilations [e.g., Savage 330 
and Brodsky, 2011] include observations on exhumed faults that capture fault zone structures 331 
from a range of depths, including shallow and deep ones, which may contribute to the data 332 
scatter. In this study, we have focused on a scaling feature (saturation of 𝐻𝐻) that is apparent in 333 
the field data despite its significant scatter. 334 
   Our theoretical argument further suggests that the ratio 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚/𝑊𝑊 is a relative measure of the 335 
stress 𝜏𝜏0 at which an active fault operates in the long term. In particular, Equation 13 predicts that 336 
a critically stressed fault, in which the average shear stress is close to yield (𝜏𝜏0 ≈ 𝜏𝜏𝑠𝑠), would have 337 
a thicker damage zone than a fault operating at sub-critical stress. According to this model, the 338 
small value of 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚/𝑊𝑊 in natural faults is additional evidence that long mature faults operate at 339 
stresses significantly lower than the crustal yield strength.  340 
    The simulations presented here are intentionally based on simplifying assumptions regarding 341 
fault friction, fault geometry, state of stress and material heterogeneities. An important next step 342 
in the development of earthquake models is to study the evolution of fault zone damage through 343 
multiple earthquake cycles on long faults, including not only the accumulation of plastic strain 344 
but also the reduction in elastic moduli around the fault [Kaneko et al., 2011; Xu et al., 2014]. If 345 
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the evolution of a fault towards increasing maturity is accompanied by a tendency to operate at 346 
lower stress [Fang and Dunham, 2013], our theoretical results suggest the hypothesis that further 347 
damage may localize on thinner zones, which could be tested in simulations of long-term 348 
damage evolution. Such a simulation framework could also provide insight on how fault growth 349 
leaves systematic changes of damage zone properties along strike that may control the 350 
distribution of earthquake slip and rupture speed [Cappa et al., 2014; Perrin et al., 2016b]. 351 
  An additional argument allows us to conclude that short-term damage processes are essential in 352 
the evolution of fault zone structure. While the present work emphasizes damage occurring over 353 
co-seismic time scales, a similar saturation of damage zone thickness is predicted for slower, 354 
quasi-static damage processes, because the static stress intensity factor 𝐾𝐾 is also limited by the 355 
depth extent of fault slip (seismic or aseismic). However, if damage were dominated by time 356 
scales longer than deep afterslip and longer than the relaxation time of the asthenosphere, the 357 
relevant model would be a throughgoing crack in a thin elastic slab (the lithosphere, decoupled 358 
from the asthenosphere). The long-term 𝐾𝐾 would no longer be limited by 𝑊𝑊, as shown by Lehner 359 
et al. [1981], and the damage zone thickness would not saturate.  360 
  These different predictions of scaling behavior also help us identify aspects of fault zone 361 
evolution that may be controlled by long-term damage processes. At a larger scale than the 362 
damage zones considered here, faults develop an “outer damage zone” [Perrin et al., 2016b] that 363 
encompasses a network of secondary faults. The younger fault branches often organize near the 364 
tips of the main fault into splay fault fans, whose width scales with fault length without 365 
saturation [Perrin et al., 2016a]. This observation is consistent with a model in which the 366 
evolution of outer damage zones is controlled by fault growth and branching processes operating 367 
over time scales longer than the viscous relaxation time of the asthenosphere.  368 
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Figure captions 503 
Fig.1 Model setup. (a) Model geometry and background stresses. σ1 and σ3 are maximum and 504 
minimum principal initial stresses, respectively. The angle between σ1 and the fault strike is 505 
30.96o and the intermediate principal stress is vertical. The seismogenic zone depth is denoted by 506 
W. (b) Fault plane view showing the nucleation zone (circle), a shallow zone of increased 507 
cohesion and a deep zone of tapered stresses. (c) Initial stresses and frictional strength on the 508 
fault as a function of depth.  509 
 510 
Fig.2 Development of a steady pulse-like rupture on a long fault. Distribution of horizontal slip 511 
rate at six different times (indicated by labels on the top left of each panel) in a dynamic rupture 512 
simulation with seismogenic depth W = 15 km.  513 
 514 
Fig.3 Slip rate (a) and slip (b) profiles every 2.5 s from 1.25 s to 26.25 s at 7.5 km depth for the 515 
rupture model with W = 15 km. 516 
  517 
Fig.4 Distribution of plastic strain (ɛp) for the model with W = 15 km: (a) horizontal distribution 518 
at 5 km depth and (b) vertical distribution along the cross-section shown by a green dashed line 519 
in (a). The label C indicates a compressional region, and T a tensional region. 520 
 521 
Fig.5 Plastic strain (ɛp) as a function of distance from the fault plane for models with different 522 
seismogenic depths (W) ranging from 9 to 21 km. Profiles are located at 5 km depth and 70 km 523 
horizontal distance from the hypocenter. The inset shows with crosses the damage zone thickness 524 
(H), defined here as the distance at which 𝜀𝜀𝑝𝑝 = 10−3.3, as a function of W for all simulations. The 525 
solid gray curve is our interpretation of the non-linear trend in the simulation data. The dashed 526 
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gray line is an asymptotic linear relation between H and W at large W motivated by our 527 
theoretical analysis.  528 
 529 
Fig.6 Comparison of the plastic strain distributions among different models with W= 9, 12 and 530 
15 km, respectively, (a) along a vertical cross-section at 70 km horizontal distance from the 531 
hypocenter and (b) on a horizontal cross-section at 5 km depth. 532 






