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Intramolecular structural relaxations occurring upon electron transfer are crucial in determining the rate
of redox reactions. Here, we demonstrate that subangstrom structural changes occurring upon single-
electron charging can be quantified by means of atomically resolved atomic force microscopy (AFM) for
the case of single copper(II)phthalocyanine (CuPc) molecules deposited on an ultrathin NaCl film. Imaging
the molecule in distinct charge states (neutral and anionic) reveals characteristic differences in the AFM
contrast. In comparison to density functional theory simulations these changes in contrast can be directly
related to relaxations of the molecule’s geometric structure upon charging. The dominant contribution
arises from a nonhomogeneous vertical relaxation of the molecule, caused by a change in the electrostatic
interaction with the surface.
DOI: 10.1103/PhysRevLett.123.066001
Electron transfer lies at the heart of many chemical and
biological processes [1–5]. Changes in the redox state
originating from electron transfer lead to structural relax-
ations of the molecule and the environment (e.g., solvation
shells), which, in turn act back on the electronic states.
The resulting energy gain, the Marcus reorganization
energy [2], governs the rate of redox reactions, being
decisive also for hopping conduction in organic materials
[6–8]. Scanning probe microscopy has provided insight
into the mechanisms governing the electron transfer at the
single-molecule level [9–26]. For example, the influence of
an additional charge on the tunneling barrier was revealed
by means of scanning tunneling microscopy (STM) [13].
Recent experiments based on atomic force microscopy
(AFM) for detecting single-electron tunneling events in
individual molecules deposited on non conductive sub-
strates allowed determining the reorganization energy [25]
and imaging orbital changes upon electron transfer with
angstrom resolution [26]. Whereas all these effects are
governed by the complex interplay of charge and structure,
mostly the electronic aspect of this interplay has been
investigated so far. However, to gain a fundamental under-
standing of this interplay, it is necessary to also elucidate
the geometric aspects: for example, how does an excess
charge couple to the various phonon modes of the system?
In particular, to gain predictive power, e.g., to engineer
hopping conduction, it is necessary to understand how the
molecular structure reacts to additional charges. The
functionalization of the tip of an AFM with a CO molecule
allows imaging of the chemical structure of single
molecules [27]. This opened the door for the characteri-
zation of adsorption configurations [28], bond-order rela-
tions, and geometrical changes upon self-assembly and
chemical reactions with subangstrom resolution [29–34].
Here, we exploited AFM with CO-functionalized tips, in
combination with ab initio calculations, to study and
quantify minute structural changes upon electron injection
into an individual copper(II)phthalocyanine (CuPc) mol-
ecule adsorbed on ultrathin NaCl. Subtle variations in the
AFM contrast between the two charge states are visualized
through difference images at various tip-sample distances.
A comparison with simulated AFM images reveals that the
contrast differences originate predominantly from a non-
homogeneous vertical relaxation of the molecule upon
charging. This paves the way to the subangstrom determi-
nation of intramolecular structural relaxations occurring in
molecular systems upon electron transfer. The experiments
were performed with a home-built combined STM and
qPlus-based AFM [35–37] operating at a base temperature
of 7 K under ultrahigh vacuum (p ≈ 2 × 10−10 mbar). Bias
voltages refer to the sample with respect to the tip. The
AFM was operated in frequency-modulation mode [38],
where the tip-sample interaction results in a frequency
change Δf of the qPlus sensor (quality factor Q ≈ 20 000;
stiffness kqPlus ≈ 1.8 kN=m; resonance frequency fres ≈
29 kHz). The oscillation amplitude was 0.5 Å. A Cu(100)
surface as a substrate was prepared by sputtering
(Neþ, 1 keV) and annealing cycles (820 K) followed by
deposition of NaCl. CuPc molecules were sublimed onto
NaCl=Cuð100Þ at 7 K and CO molecules at very low
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coverage were co-adsorbed for tip termination [27].
All AFM images were acquired at constant height (i.e., with
a disabled feedback loop) with a CO-functionalized tip at
zero bias for molecules adsorbed on a twomonolayer (2ML)
NaCl film. Whereas CuPc can adsorb both centered at
Cl− and at Naþ, charge bistability occurs only in the latter
adsorption site [13,16], which is therefore the only one
considered here. In this configuration the four isoindole
units are aligned with the nonpolar directions of NaCl.
The experimental tip heights are provided as z offsets relative
to the constant-current STM set point, where a positive value
(zoffset> 0) indicates a displacement away from the sample.
Density functional theory (DFT) calculations were per-
formed using the FHI-aims code with numerical atomic
orbitals as the basis functions [39]. The Heyd-Scuseria-
Ernzerhof (HSE) [40] exchange-correlation functional with
an admixture of exact exchange of 0.8 and a van der Waals
(vdW)method [41,42] was applied for all calculations. AFM
image simulations are based on a vdW attraction derived
from the semiempirical potential [43] and Pauli repulsion
calculated from the electron densities from DFT [44]. The
latter are converted to a frequency shift using the experimental
kqPlus. Lateral distortions due to the CO-functionalized tip
[45] are simulated using a lateral spring constant of kCO ¼
0.14 N=m [46]. Relative tip height changes in experiments
are well controlled and were enforced in the simulations,
only the global offset to an absolute tip height was adjusted in
the simulations. Tip heights of the latter refer to distances
between theCuPcmolecular plane and the center of carbon in
the CO tip. For better comparison, the attractive Δf back-
ground value from the clean surface was subtracted from the
AFM images shown in Figs. 2–4.
The charge bistability in CuPc [see Fig. 1(a) for model]
arises from its electron affinity being roughly aligned with
the Fermi level of the NaCl=Cuð100Þ substrate [13,16].
IðVÞ spectra acquired above a CuPc molecule exhibit
hysteresis [see Fig. 1(b)]. In the forward voltage sweep the
current drop around 200 mV indicates that the molecule
becomes negatively charged [13], whereas the discharging
event in the reverse sweep direction occurs at a lower
bias voltage (≈ − 100 mV). Within the hysteresis loop,
which arises from the reorganization energy [25], the
molecule is bistable and can be deliberately imaged in
both of the charge states. Figure 1(c) shows one of the two
degenerate lowest unoccupied molecular orbitals (LUMO)
as calculated for the neutral molecule in the gas phase.
Figures 1(d) and 1(e) show zero-bias constant-height
CO-tip AFM images of two CuPc molecules, where only
one of them was selectively charged between the image
acquisitions. To highlight the changes in the AFM contrast
upon charging, the second image was subtracted from
the first. The difference is shown in Fig. 1(f), exhibiting
distinct intramolecular contrast for the molecule that
became charged.
This change in intramolecular contrast can therefore be
ascribed to the addition of a single electron. Figure 2 shows
such difference imaging at even higher resolution, where
red and yellow crosses mark the positions of the bond
ridges corresponding to the peripheral rings. Importantly,
all markers are at identical positions in all three images,
such that contrast differences in Fig. 2(c) can be attributed
to different regions in Figs. 2(a) and 2(b). A comparison
shows that the contrast in Figs. 2(a) and 2(b) varies in
intensity, but does not shift laterally. Hence, image dis-
tortions due to CO bending [46–52] at the tip apex are
similar in both cases and the difference image in Fig. 2(c) is
not dominated by CO bending. If the contrast differences
were dominated instead by image distortions, they should
exhibit features that locally match a lateral derivative of the
original images. The contrast in the difference image is
incompatible with that, further indicating that CO bending
is not dominant here. This is not surprising as the additional
charge is rather delocalized over the entire molecule [13].
Beside other possible contributions, the charging will
change the electrostatic contributions to the force [53–59]
and will affect the local contact potential difference
(LCPD), which can be quantified by Kelvin probe force
spectroscopy (KPFS) [18,21,23]. However, the narrow
voltage window of charge bistability inhibits the indepen-
dent extraction of LCPD from KPFS for the two different
charge states. Irrespective of the above, due to the fourfold
symmetry of the difference image, the latter cannot be
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FIG. 1. (a) Model of a CuPc molecule. Hydrogens (white),
carbons (gray), nitrogens (blue), and copper (brown). (b) IðVÞ
spectra of a CuPc molecule on NaClð2 MLÞ=Cuð100Þ. (c) LUMO
of CuPc. Constant-height AFM images recorded with a CO tip of
(d) two neutral CuPc and (e) after charging the top-left molecule
with a single electron. (f) Difference image [(d)–(e)]. AFM
images were recorded with a z offset of 1.65 Å with respect
to the STM set point (I ¼ 1 pA, V ¼ −0.2 V). Scale bars
correspond to 10 Å.
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simply ascribed to the charge distribution of the additional
electron, since the occupied former LUMO of CuPc− is
twofold symmetric [13] [see Fig. 1(c)]. Instead, the fourfold
symmetric contrast difference shows mainly two distinct
features: except at the center, the contrast difference shows
some resemblance to the inverse of the intramolecular
contrast of the original AFM images. This hints at a large
influence of a vertical relaxation of the molecule upon
charging: if the charged molecule was adsorbed closer to
the surface than the neutral one (see also below), the short-
ranged Pauli repulsion between tip and molecule would be
decreased such that the intramolecular contrast is weak-
ened. The difference image is then expected to show an
inverted intramolecular contrast. This seems to qualitatively
explain the contrast in the difference image except for the
molecule’s center. To shed more light onto the contrast
change upon charging, we performed DFT calculations to
determine the geometries of a CuPc molecule adsorbed on
NaCl(100) in both charge states. AFM images are simulated
[44] based on the DFT-calculated geometries, and difference
images were calculated analogous to the experiment. We
compare experiment and simulation in different imaging
regimes, by acquiring a set of constant-height AFM images
of the samemolecule in both charge states similar to the ones
shown in Fig. 2 but at various different tip heights. Figure 3
shows this comparison for three imaging regimes (z offset
¼ 1.6, 2.1, and 2.6 Å). For each of the distances, the
experimental AFM images of CuPc0 [Figs. 3(a)–3(c)], the
corresponding experimental [Figs. 3(d)–3(f)], and simulated
[Fig. 3(g)–3(i)] difference images are displayed. The images
of CuPc0 show that at close distance [Fig. 3(c)] the contrast
consists of an attractive smooth background from vdW
interactions superimposed with repulsive contributions from
Pauli repulsion exhibiting intramolecular features. Because
of the short-range nature of Pauli repulsion, at comparably
large distances [Fig. 3(a)] only thevdWbackground prevails.
Remarkably, the key features are well reproduced by the
simulations at all tip heights. In the attractive regime
[Figs. 3(d) and 3(g)], both experiment and simulation show
a bright feature enclosed in the cyan markers. The exper-
imental difference image displays faint depressions at the
periphery, which are barely visible in the simulations.
In the intermediate regime [Figs. 3(e) and 3(h)], experiment
and simulations consistently show a bright feature enclosed
in red and yellow markers and a bright cross in the center
(black and blue markers). At close distances and increased
intramolecular contrast, similar observations can be made
-5
-4
-1
0
-4
-3
-1
0
-1.2
-1
-0.8
0
0.2
f [H
z]
f [H
z]
-0.2
f [H
z]
(c)(b)(a) CuPc 0CuPc 0CuPc - CuPc
FIG. 2. High-resolution AFM images recorded with a CO tip of (a) CuPc− and (b) CuPc0. Both images were recorded at the same tip
height (z offset ¼ 1.6 Å with respect to the STM set point of 1.1 pA at 90 mV). (c) Difference image (CuPc− − CuPc0). Colored crosses
indicate identical positions in all the AFM images to facilitate the comparison. Scale bars correspond to 10 Å.
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FIG. 3. (a)–(c) Constant-height AFM images of CuPc0 at
different tip heights. (d)–(f) CuPc− − CuPc0 difference images
from experimental AFM data and (g)–(i) from simulated AFM
images. z offsets are (a),(d) 2.6, (b),(e) 2.1, and (c),(f) 1.6 Å with
respect to a STM set point of 1.1 pA and 90 mV. Tip heights for
simulated images are (g) 5.8, (h) 5.3, and (i) 4.8 Å. Scale bars
correspond to 10 Å.
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[Figs. 3(f) and 3(i)]. Generally, most features look more
blurred in the experimental data, which we attribute to the
finite size of the tip, which is not accounted for in the
simulations. Likewise, electrostatic interactions between
tip and molecule are not included in the simulations. As the
charge is delocalized and electrostatic forces are compa-
ratively long range in nature, we expect such electrostatic
contributions to the AFM signal to be relatively homo-
geneous over the molecule. In fact, the remaining
differences between experiment and simulations are in
line with such a homogeneous background. We note that
the very small oscillation amplitude of 0.5 Å used, renders
the measurements more sensitive to short-range Pauli
repulsion in comparison to the long-range electrostatic
contributions [37]. Moreover, in probe-particle image
simulations [51,60] CO-functionalized tips were approxi-
matedwith a zeromonopole charge for best agreementwith
experiment, suggesting that CO-functionalized tips are
comparably insensitive to electrostatics. A more detailed
analysis of the electrostatic contributions to the image
contrast can be found in the Supplemental Material [61].
The calculated geometries of the molecule in both charge
states are analyzed in Fig. 4. As the relaxations and also
the deviations from a planar geometry are tiny, for plotting
we magnified them by a factor of 10 with respect to a plane
of average height of atoms in CuPc0. In the neutral state
[Fig. 4(a)], the molecule has an umbrellalike geometry,
being bent towards the NaCl surface at the periphery.
Upon charging [Fig. 4(b)] the molecule relaxes towards the
substrate and flattens out, only the Cu atom relaxes by 5 pm
away from the surface. The height of the outmost carbons
and hydrogens almost remains unchanged. This relaxation
pattern rationalizes the observed contrast change in the
images in Fig. 2. Whereas the very periphery looks almost
identical in the AFM images, the contrast inversion in
the difference image is in line with the vertical relaxation
towards the surface as mentioned further above. The
opposite relaxation of the central Cu atom is also in
agreement with the experimental observations of an
increased Δf at the very center. The contrast change in
the other distance regimes can be rationalized along similar
lines. We note that the contrast change at the central metal
atoms—although qualitatively reproduced—seems over-
estimated in the simulations.
The observed relaxation pattern can be interpreted
in light of the difference in charge densities between
CuPc− and CuPc0 as calculated from DFT and shown in
Figs. 4(c)–4(d). The charge density is increased in the π
system close to the molecule’s center around the Cu atom.
At the Cu atom, in contrast, the charge density appears to be
decreased. Since the Cu is situated above a Naþ ion, the
decreased electron density causes a local repulsive electro-
static contribution that pushes the Cu atom upwards. The
strongest increase in charge density occurs at the central
unit of CuPc, whereas at the periphery the charge density
difference is much smaller. In general, the interaction of
neutral molecules with insulating films comes mainly from
vdW forces. Electrostatic forces can—in the case of polar
functional groups or local charges—also play a significant
role for the adsorption energy of molecules [62–67].
Further stabilization can arise from screening in the
substrate. The extra electron in our case gives rise to such
an additional electrostatic contribution and the nonhomo-
geneous distribution of the additional charge in CuPc−
agrees well with the relaxations described above. In STM
experiments we observe a twofold symmetric appearance
of the lowest-lying electronic resonance when tunneling
into the already charged CuPc−, in agreement with previous
STM experiments [13], indicating that the extra electron
populates one of the former LUMOs of CuPc. The DFT
calculations, in contrast, claim that the excess charge in
CuPc− populates the former singly occupied b1g orbital
being more strongly localized at the center. This may
explain why the contrast change at the very center is
overestimated in the simulations. We note that the question,
which orbital the excess electron occupies is governed by a
subtle energy balance, in which the Coulombic charging
energy depends on the degree of delocalization [68], the
surrounding [16], and screening. It is known that different
DFT functionals favor delocalization to different degree.
We note that DFT calculations for the free anion in the gas
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FIG. 4. 3D models showing the geometry of (a) CuPc0 and
(b) CuPc−. The differences of the vertical coordinates of both
species with respect to a reference plane (dashed line) are
displayed magnified by a factor of 10 along the vertical direction.
Charge density difference maps of a free CuPc molecule (c) top
view and (d) cut through the molecule. Blue and red corresponds
to an increase and decrease of electron density, respectively.
The dashed line in (c) indicates the position of the cut through
the molecule. The backbone of the molecule is shown for clarity.
(e)–(g) difference images of CuPc with Δz ¼ −0.05 (e), −0.10
(f), and −0.15 Å (g).
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phase provide a different population of states as compared
to the adsorbed case. Finally, we demonstrate how the
vertical relaxation of CuPc upon charging can be estimated
from experimental data alone. To this end, we subtract
AFM images of CuPc0 acquired at different z offsets from
CuPc− at a fixed z offset. The difference in z offset between
the subtracted images we define as Δz, where Δz < 0
corresponds to a smaller tip height for CuPc−. The concept
of this analysis is that if the vertical relaxation of the
molecule is compensated by a Δz, the intramolecular
contrast arising from Pauli repulsion should be similar in
both images and thus cancel out when taking their differ-
ence. Figures 4(e)–4(g) show such difference images, for
three different Δz. The contrast inverses from Δz ¼ −0.05
to −0.15 Å and cancels out best at Δz ≈ −0.1 Å, sug-
gesting an average relaxation on the order of −0.1 Å upon
charging. This value nicely fits the vertical relaxations
predicted by theory. The remaining contrast in the images is
in line with a nonhomogenous relaxation of the molecule.
The fact that the vertical relaxations are stronger at the
center than in the periphery of the molecule can qualita-
tively already be deduced directly from the difference
image shown in Fig. 2. This analysis shows that vertical
relaxation can be extracted with a precision of about 5 pm
based on experimental AFM data. In summary, we dem-
onstrate how charging individual CuPc molecules by a
single electron impacts submolecularly resolved AFM
images. The difference in contrast for the two charge states
(neutral vs anionic) appears to be only very weakly
influenced by the charge density difference directly, but
rather dominated by vertical relaxations of the molecule.
These relaxations—although tiny—lead to appreciable
contrast changes well above the experimental noise floor,
highlighting the large sensitivity of AFM to relaxations at
the pm scale. DFT calculations confirm that the relaxation
pattern is not uniform over the molecule. Our results
demonstrate the possibility to determine subangstrom geo-
metric changes in molecular systems upon electron transfer.
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