The 21cm neutral hydrogen line is likely to be a key probe for studying the epoch of reionization and comic dawn in the forthcoming decades. This prospect stimulates the development of the theoretical basis for simulating the power spectrum of this line. Because of the beam size of the upcoming radio telescopes at high redshifts, most of the theoretical models are focused on the inhomogeneities on scales above few comoving megaparsecs. Therefore, smaller scales are often neglected and modeled with approximated sub-grid models. In this study we explore whether the perturbations on small scales ( 1h −1 Mpc) can affect the 21cm signal on larger scales. Two distinct mechanism are discussed. First, we show that during the cosmic dawn small scale perturbations regulate the formation time of the first Lyman-alpha Emitters (LAE), and consequently the coupling timing of spin and kinetic temperatures. Due to the low number density of LAE, the inhomogeneity of coupling includes the shot noise and manifests itself in the observed 21cm power spectrum. Second mechanism works during the reionization when the ionized bubbles actively grow and overlap. Small scales perturbations affect the galactic properties and merger histories, and consequently the number of ionizing photons produced by each galaxy. The ionizing photons bring the perturbations from the galactic scales to the scales of ionizing fronts, affecting the 21cm power spectrum. We conclude that these two effects introduce stochasticity in the potentially observed 21cm power spectrum and, moreover, might give another perspective into the physics of the first galaxies.
INTRODUCTION
The prospect of detection 21cm line power spectrum from high redshifts by the upcoming experiments such as HERA (e.g. DeBoer et al. 2016) , LOFAR (e.g. van Haarlem et al. 2013) , MWA (e.g. Beardsley et al. 2016) , SKA (e.g. Mellema et al. 2012 ) drives the development of the theoretical models of inhomogeneous reionization. The accurate interpretation of the 21cm power spectrum of the early universe would benefit our cosmological (e.g. global optical depth, Liu et al. 2016 ) and astrophysical constraints (e.g. the temperature of the intergalactic medium, Pober et al. 2015) .
The models of the inhomogeneous cosmic reionization can be roughly subdivided into two groups. First one is the semi-analytical/semi-numerical models, many of which are based on the analytical model by Furlanetto et al. (2004) and its various extensions that include additional physics (i.e. Battaglia et al. 2013; Kaurov & Gnedin 2013 , 2014 Sobacchi & Mesinger 2014) . Models based on this approach effectively approximate the radiation transfer with the excursion set approach (for instance, 21CMFAST by Mesinger et al. 2011) . Second group is the numerical simulations with radiation transfer and other physics explicitly modeled up to some physical scale (Ciardi et al. 2003; McQuinn et al. 2007; Iliev et al. 2008; Aubert & Teyssier 2010; Petkova et al. 2010; Friedrich et al. 2010; Shapiro et al. 2012; So et al. 2014; Gnedin 2014; Duffy et al. 2014; Aubert et al. 2015; Ocvirk et al. 2016; Pawlik et al. 2016) .
Due to the physics complexity and the range of physical scales involved during the epoch of reionization (Pritchard & Loeb 2012) , any method has some approximations and assumptions. In the numerical simulations those are "hidden" in the sub-grid models. In the analytical methods the approximations are incorporated into various parameters, that are often not well defined; for instance, the escape fraction of ionizing photons that is assumed to be a simple function of halo mass. Therefore, numerically or analytically, the physical processes are considered up to some smallest scale -the size of the grid cell. It makes both approaches deterministic, i.e. they output a fixed reionization history for a given set of initial conditions (ICs) and physics. In other words, the ionization history of an individual cell is fully determined by the initial conditions of the whole box. In this study we explore whether there are effects that could be overlooked because of this assumption.
The size of the smallest cell is often motivated by the expected beam size of the planned 21cm telescopes, which is order of a few h −1 Mpc at z > 6. Thus, we investigate how smaller scales (order of 100s of h −1 kpc) may affect the observable 21cm power spectrum on 1h −1 Mpc scales. To do so we adopt a simulation ( §2) that does resolve smaller scales and galaxy formation. By perturbing the ICs of the simulation on small scales (above some wavenumber k thr ) and rerunning the simulation, we measure the effect on the 21cm power spectrum. For an external observer, who sees 21cm fluctuations only below k thr , the effect looks like a stochastic term, which increases the total amplitude of the power spectrum. In §3 we discuss two distinct signatures that manifest themselves during the cosmic dawn and the epoch of reionization. Finally, we discuss the limitations of our approach, and the theoretical and observational prospects of these effects in §4.
2. METHODS
Numerical simulations
We adopt the numerical simulation used in the Cosmic Reionization On Computers (CROC) project (Gnedin 2014; Gnedin & Kaurov 2014) . The features of the code that important specifically for this study are: adaptive mesh refinement (that allows to model star formation within galaxies and resolve scales up to 100 pc at z ∼ 6), radiative transfer, Lyα coupling and X-ray heating. The general properties of the 21cm power spectrum of this particular simulations is studied in Kaurov & Gnedin (2016) .
In this study we need to use tens of simulations; therefore, we adopt a relatively small size for the simulation boxes -10 h −1 Mpc. The initial condition (IC) for a such box is defined on a 256 3 grid. We randomly generate one IC that we further refer to as "reference" IC. Then, we generate "perturbed" ICs by randomly changing the angles and amplitudes (obviously, preserving the correct matter power spectrum) for the Fourier modes of the reference IC above some threshold wave number, k thr . We adopted the following values for k thr -(1.26, 2.51, 5.03, 10.05, 20.11) hMpc −1 that corresponds to a half, a quarter, etc. of the box's size. For each k thr we generate 8 random realizations. The example of a perturbed ICs can be seen in the first row of Figure 4 .
Then, all boxes are evolved with the exactly same physics. The starting redshift is 50. Thus, the epoch of cosmic dawn and the coupling of the kinetic and spin temperatures of the neutral hydrogen is covered by the simulation.
The coupling mostly goes through the Lyα radiation -Wouthuysen-Field effect (Wouthuysen 1952; Field 1959a,b) . The Lyα radiation is not propagated with the radiation transfer; it is assumed that the Lyα background has effectively infinite mean free path. IC . The divergence of r 21cm from unity at k < k thr corresponds to the stochastic effect described in §3.
The preheating of the IGM with X-rays is also calculated; however, for this study it is not important. In the adopted model the heating kicks relatively late and does not affect the effects discussed in this paper. In §3.1 we discuss what would be the consequences if the early heating does take place.
Comparison
We perform the comparison between different simulation boxes using the cross correlation coefficient:
where P f i j is the cross power spectrum between simulations i and j for filed f . For a given value of k thr we have 9 simulations (the reference one and 8 perturbed), and we calculate r f ij (k) for all pairs. Then, for each set we calculate the averaged r among all pairs of simulations in order to reduce noise:
Since all of the fields we consider (excluding the ICs) are extremely non-Gaussian, the statistics based on power spectrum is more illustrative, rather than quantitative.
Another way of thinking about r f (k) is that it shows the ratio between the averaged power spectrum and the power spectrum of the average, i.e.:
This definition might be more intuitive. Imagine, we have a deterministic model that works on scales below k thr and is capable of predicting the ensemble averaged field f for all ICs perturbed at above k thr . Then, this model will generate the power spectrum P f ii (k) i . However, the "true" expected power spectrum for a field with known ICs below k thr is P fi i (k). Therefore, 1 − r f (k) can be interpret as a fraction of the power spectrum missed by the deterministic model. r 21cm (k) is easily explainable at redshifts ∼ 16, ∼ 8, and 5.67, where r 21cm diverges from unity at the scale of k thr . At those redshifts the universe is either fully neutral or ionized, and the intensity of 21cm line simply traces the density field.
However, at other redshifts there is a noticeable divergence that have stochastic behavior. We call it "stochastic" since small scale perturbations affect larger scales. Thus, an observer that resolves scales only down to, for example, k ∼ 10, will see the fluctuation at k ∼ 1 as random.
We further discuss the physical nature of divergence in the next two subsections -the cosmic dawn (CD) and the epoch of reionziation (EoR), -since the physical effects that cause the stochasticity are different.
3.1. Cosmic Dawn: 10 z 15 During the CD the universe remains mostly neutral. It is the time when the spin temperature of neutral hydrogen couples with the kinetic temperature of gas. The biased distribution of the Lyman Alpha Emitters (LAE) leads to the inhomogeneity in coupling and, consequently, affects the 21cm power spectrum (as well as absolute mean spin temperature).
The signatures caused by these inhomogeneities can give clues regarding the nature of the first emitters (Ghara et al. 2015; Fialkov et al. 2015 ). What we observe in our numerical experiment is the stochasticity in the formation of these first sources. Since the coupling is achieved relatively quickly, the total number density of sources that takes part in generating sufficient Lyα background is low. The randomness in the timing of their formation and in their intensity cause the effect that can be interpreted as shot noise. The right column in Figure 1 shows that the contribution from the shot noise can reach up to 20% at z ∼ 10 − 12.
In the Figure 2 we show the reference and two perturbed ICs (k thr ∼ 2.5 hMpc slice, since the number of LAE is low, and a slice can coincide only with one of them.
It can be seen that the ICs differ, but preserve global overdensity trends on larger scales. The position of the LAE is approximately the same; however, their intensity is different as well as total Lyα background. Meanwhile, the differences in the total ionized fraction in all cases at z ∼ 11.5 is negligible.
The differences in the gas temperature is also negligible in our case, since it takes place later on due to the chosen stellar population model. Ultimately, the early heating by, for instance X-ray binaries, may have a similar effect. In recent years many such models were studied (Madau et al. 1997; Venkatesan et al. 2001; Oh & Oh 2001; Madau et al. 2004; Ricotti et al. 2004; Furlanetto 2006; Pritchard et al. 2007; Ciardi et al. 2010; Mirabel et al. 2011; Mesinger et al. 2013; Tanaka et al. 2016; Madau & Fragos 2017) ; however, as of right now, due to the absence of the observable data, nothing definite can be said regarding the IGM preheating.
In the Figure 3 the ionization history and the global (within the box) 21cm brightness temperature for k thr ∼ 2.5 hMpc −1 are presented. The ionization history does not change much; therefore, the global optical depth is effectively not sensitive to the perturbations on these scales. All boxes completely ionize at z ∼ 6 partially because there is uniform QSO contribution to the ionizing background implemented in the code. Meanwhile, the total brightness temperature in the box fluctuates significantly. This fact shows that our box is too small for properly studying such a sparse abundance of LAE.
The epoch of reionization: 6 z 8
During the epoch of reionization the spin temperature is already tightly coupled to the kinetic gas temperature. Therefore, the power spectrum signal is regulated mainly by two things -the distribution of gas and the morphology of the ionized bubbles. At the beginning and at the of the EoR the power spectrum follows the density perturbations; therefore, r 21cm is unity below k thr and gradually drops at higher wavenumber (see left column in Figure 1) . In between these two regimes the inhomogeneity of the ionization in the IGM influences the power spectrum. In result, we see that r diverges from one even below k thr , and the effect can reach up to 50%.
The Figure 4 shows the slices from three ICs and resulted ionization field morphology approximately at the middle of the reionization. The ionization field exhibits visually detectable differences at scales above the scale of perturbations.
In the Figure 5 the cross correlation of the neutral hydrogen fraction is plotted. It shows that divergence is even greater. This is because it is sensitive to the shape of ionizing fronts only, while the 21cm power spectrum consists from two components: the neutral regions of IGM and the semi-neutral filaments and Lyman Limit Systems inside ionized bubbles (see Kaurov & Gnedin 2016, for a detailed discussion of these two components). Since the 21cm power spectrum at higher wavenumber is mostly defined by the filaments, the cross correlation coefficient "recovers" at higher wavenumber.
These differences in the morphology of the ionization fronts are caused by the peculiar histories of ionizing photons production of individual galaxies. The escape fraction of a galaxy is likely to be very spherically inhomogeneous and fluctuating in time (e.g. Gnedin et al. 2007; Trebitsch et al. 2017) . These fluctuations are originally seeded in the smallest scales of the ICs. Somewhat larger scales are responsible for altering the merging histories of galaxies. All these effects combined cause the changes in the morphology of ionizing bubbles, and consequently alter the 21cm power spectrum.
We do not expect here to see the shot noise similar to one described in §3.1 because the number of sources that participate in ionizing is much greater compared to those driving initial coupling.
DISCUSSION
We have shown how the stochastic component can contribute order of 50%/20% at the EoR/CD of the total 21cm power spectrum at k ∼ 1Mpc −1 h (Figure 1 ). However, we have done it only for a particular simulation and chosen set of parameters; therefore, we emphasize that the results of our study have mostly qualitative value. In order to make quantitative predictions, one has to perform a proper parameter study across different star and galaxy formation models, which probably significantly affects the amplitudes of described effects.
In addition, there are numerical limitations caused by the computational cost of running dozens of simulations. In order to avoid them, one should come up with a more numerically effective approach. Firstly, we adopted a single "reference" IC. This particular IC might be an outlier, and be not representative of the box is not sufficient for studying the effect of the shot noise in Lyα coupling, since the shot noise is still dominant on the level of the box itself. Also, during the EoR our box size is sufficient only for probing the regime when bubbles are smaller 10h −1 Mpc, i.e. only the earliest stages. Finally, the number of perturbed ICs is low. With only 8 random perturbations we can probe only 1σ. The effects of the shot noise are likely to be non-Gaussian.
From modeling perspective, we see two possible ways to account for the stochasticity effects reported here (once they are properly estimated). For the analytical methods it might be useful first to decompose the power spectrum into the signal from the neutral IGM and semi-neutral objects within ionized bubbles (Kaurov & Gnedin 2016) . Then, introduce the correction for the former one, since according to our results it should be dominant. In the numerical methods the stochasticity can be incorporated into sub-grid models or into the recipe of galaxy formation as a random component.
In Kaurov (2016) we made an attempt to fit a semianalytical model (based on the excursion set formalism) into the numerical simulation (same as used in this paper). There we essentially tried to fit a deterministic model into a model with the stochastic component. We managed to do it to some extent; however, given the results of this paper we think that a fitting procedure needs to be improved in order to account for the stochasticity separately.
As for observational perspective, the described effects (due to their randomness) can only increase the amplitude of the 21cm power spectrum, and, therefore, boost its detectability. Moreover, it would be especially interesting to decompose the observed power spectrum into deterministic and stochastic component. If the models of the CD will become accurate enough to extract the shot noise contribution, it would give a hint regarding the abundance and formation timing of the first LAE.
