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Bootstrap Hybrid Decoding 
for Symmetrical Binary Input Channels 
F. JELINEK* AND J. COCKE* 
A new method of decoding is presented that utilizes algebraic onstraints 
across treams of convolutionally encoded information sequences. The scheme 
works for all channels that are symmetrical from the input. Theoretical per- 
formance curves are presented showing the improvement over ordinary 
sequential decoding and over the older hybrid scheme developed by Falconer. 
Some simulation results are also reported on. 
I. INTRODUCTION 
Hybrid decoding is a method to extend the feasibility of sequential decoding 
to transmission rates that exceed Reomp of the channel used. The idea is to 
concatenate (Forney [1967]) sequential with block coding by imposing an 
algebraic constraint over sets of sequentially encoded code words. In the 
past, this constraint was used in either of two ways: (a) The algebraic relation- 
ship permitted partial decoding of the received information followed by 
final sequential decoding (Pinsker [1965], see also Jelinek [1968, p. 383]), or 
(b) after a sufficient number of the convolutionally encoded code words 
have been sequentially decoded, the remainder were determined from the 
algebraic relationship (Falconer [1967] and Huband and Jelinek [1971]). 
In this paper we present a new decoding method that is related to the Falconer 
scheme but wastes less of the information available to the receiver. We will 
first restrict our attention to the binary symmetric hannel, and will then 
generalize to symmetrical binary input channels with nonbinary outputs.: 
A rudimentary version of bootstrap hybrid decoding will be introduced first 
(Sections I I  and I I I )  and then refined to a more sophisticated pull-up s and 
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: A further generalization to symmetric hannels with alphabets in GF(p *) and to 
all symmetrical channels with p*-ary inputs is possible and can be found in Sections VI 
and VII of Jelinek and Cocke [1969]. 
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two-way version (Sections VI and VII). We will derive upper and lower 
bounds to the moments of the decoding effort as a function of rate and use 
them to define in a natural way bounds on the Reomp of this scheme (Sec- 
tions IV and V). We will plot these in Fig. 3 (Section IV) for the binary sym- 
metric channel and compare them with the Reomp corresponding values to the 
Falconer hybrid scheme and to sequential decoding. The best algorithm for 
evaluation of the bounds is presented in the Appendix.In SectionVII we report 
on the results of simulations and discuss an apparent anomaly that for some 
rates (around Reomp of sequential decoding) bootstrap decoding is in the 
practical range of interest much better than the asymptotic analysis of 
Sections IV and V would indicate. We close the paper by indicating some 
desirable directions for future research. 
The bootstrap algorithm constitutes an essential improvement over the 
earlier Falconer scheme and cannot be considered just a refined "endgame" 
for it. This will be demonstrated rather dramatically in the typical simulation 
example of Table II (Section VI). In the situation depicted the Falconer 
scheme would be completely incapable of decoding 7 of 10 received streams 
while the bootstrap algorithm is successful. The results of this paper einforce 
the well-known dictum of information theory that severe penalities in either 
rate or transmitter power must be paid when available information is wasted. 
The reader will be assumed familiar with the Fano [1963] method of 
sequential decoding, as well as with the rudiments of convolutional encoding 
(for both, see Jelinek [1968]). No previous knowledge of hybrid decoding is 
necessary. The method presented can also be used in conjunction with the 
faster sequential decoding algorithm utilizing a stack, as developed by 
Jelinek [1969-II] and Zigangirov [1966]. In fact, the simulation reported 
upon was carried out in that mode. 
II. ENCODING AND DECODING FOR THE BINARY SYMMETRIC CHANNEL 
It has been shown in Jelinek and Cocke [1969] that bootstrap hybrid 
decoding is applicable to all channels ymmetrical from the input (Jelinek 
[1968, p. 201]) that have input alphabets in a finite Galois field. However, it 
will be easiest to describe the method first as it applies to binary symmetric 
channels (BSC). In the next section we will generalize to symmetrical channels 
with arbitrary output alphabets. 
2 An analysis of the pull-up scheme may be found in the Appendix of Jelinek and 
Coeke [1969]. 
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As usual, we will encode blocks of / '  binary information symbols into 
codewords of length (F + t)/R, where R is the sequential coding rate and t 
is the length of the dummy information sequence (known to the decoder) 
that is used to make the sequential decoding of the last information symbols 
reliable. Let us encode m --  1 blocks of information using the same convolu- 
tional code. We will refer to the resulting codewords as information streams. 
Let us arrange these streams underneath each other, obtaining the solid line 
array of Fig. 1. Let us then generate the m-th parity check stream (interrupted 
line in Fig. 1) whose i-th digit will be the parity of the i-th digits of the 
m --  1 information streams. Stated in another way, the parity stream is a 
modulo 2 position-by-position sum of the information streams. Because of 
the linearity of convolutional encoding, the parity check stream corresponds 
to a path in the coding tree whose information digits are the mod 2 sums of 
the information digits underlying the information streams. Hence, all m of 
the streams are in principle sequentially decodable. Moreover, if any subset 
of m - -  1 of these streams is correctly decoded, the remaining m-th stream 
can be determined by use of the parity relationship (in fact, Falconer's [1967] 
decoding strategy is based on this observation). 
(F+t ) /R  binary digits 
• m-I information 
I : Jstreoms 
ml i I I  l ~ liD parity stream 
FIG. 1. The structure of the encoding block. 
Suppose next that the m streams are sent through the binary symmetric 
channel, and that the corresponding received digits are again arranged by 
the decoder into a m by (F @ t)/R array (see the solid lines of Fig. 2). I f  the 
j - th received stream is to be decoded, the received digits of all other streams 
should also be taken into account, since these contain information about the 
transmitted igits of the j - th stream (the transmitted igits are related by the 
parity constraint). However, it is easy to show that all the pertinent 
information of the i-th received digits y~-(1), yi(2),..., yi(m) about the i-th 
transmitted digit x~(j) in the j - th stream is contained in the pair Yi(j), 
z, = y~(1) @ y~(2) @ "" @ y~(m). Therefore, let the decoder generate a 
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(m + 1)-th channel state stream (see interrupted line of Fig. 2) whose i-th 
digit will be the parity of the i-th digits of the m received streams. Before 
specifying exactly how the state stream is to be used in the decoding, let 
us note that if it has a 1 in its i-th position, an odd number of received 
streams have an error in the i-th position, and if the state stream has a 0 in the 
/-th position, an even number of received streams have an error there. 
(F+t ) /R  binary digits 
.m received streams 
I 
B mm mm mm mm mm channel state stream 
FIO. 2. The structure of the decoding block. 
Let qk(0)[qk(1)] denote the probability that of k digits independently 
transmitted through a binary symmetric channel, an even [odd] number 
was incorrectly received. By a well-known formula (see Gallager [1963, 
p. 40]), 
q~(0) = 1 + (12-- 2p)k q~(1) = 1 --  (12-- 2p)~ ' (1) 
where p is the crossover probability of the binary symmetric hannel. 
Let z~ denote the i-th state stream digit, and let Yi(J) and x,(j) denote the 
i-th received and transmitted igits of the j - th stream. For the purpose of 
decoding of the j - th stream we can view the transmission process as having 
taken place over an augmented channel with inputs xi(j) , and outputs the 
pairs (Yi(j), &). This channel is governed by the transmission probability 
matrix w~(y, z/x) that is specified by 
win(0, 0/0) = w~(1, 0/1) = (1 - -  p) qm-l(0) 
w~(0, 1/0) = w,~(1, 1/1) = (1 - -p )q~_ l (1 )  
w~.(1, o/o) = win(o, o/1) = pq~-~O) 
wm(1, 1/0) = w~(0, 1/1) = pqm_l(O) 
(2) 
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When sequentially decoding the j - th stream, the receiver should use in the 
usual way (Jelinek [1968, Sec. 104]) the likelihood function 
Am(i) zx log wm(y,(j), zdx,(j)) _ R (3) 
= wm(yi(j), z~) 
wm(y, z) ~= ½[win(y, z/O) -1- win(y, z/l)] = ½q~(z). (4) 
We are now ready to describe precisely the rudimentary bootstrap hybrid 
decoding algorithm. Let a step in the decoding process consist of a change 
of the decoder's node location in the coding tree. Let M be some convenient 
positive integer. Let the decoder start out by decoding the first stream (using 
the likelihood function (3) with j = 1). I f  it does not complete the decoding 
job within M steps, it stores the parameters necessary for resumption of 
decoding at the node at which it was last located, and starts decoding the 
second stream (from its origin). Again, if within M steps it does not success- 
fully decode the second stream, it stores the necessary parameters and 
switches its attentions to the third stream, etc. I f  it turns out that the decoding 
was not completed on any of the m received streams within the allotted 
M steps, the decoder returns to the first stream and resumes its decoding 
from the point at which it left off (the parameters stored previously for this 
purpose will enable it to do so). Again in this second round a maximum of M 
additional steps is allotted to each stream and if this does not suffice a next 
round is started beginning with the first stream, etc. After continuing in this 
manner the decoder will finally succeed in decoding one stream, say the jl-th. 
This means that the decoder has found a path in the coding tree corre- 
sponding to message digits whose symbols it believes to have been those 
of the j l -th transmitted stream. The receiver will then replace the j l -th 
received stream in the array of Fig. 2 by the estimated j l-th transmitted 
stream and will recompute the symbols of the channel state stream. Assuming 
the decoding to be errorless, a 1 in the i-th position of the new state stream 
will indicate that an odd number of the m --  1 undecoded streams has an 
error in the i-th position, and a 0 will indicate that an even number of trans- 
mission errors occurred. To decode any of the remaining m --  1 received 
streams the decoder will take advantage of the newly computed channel 
state stream. Thus it will use the likelihood function A,~_ 1 based on the 
probabilities w~,,_l(y , z/x) that are defined by (2) if m is replaced everywhere 
by m-  1. Decoding will start from the beginning of the first stream 
(assuming that Jl 4 = 1) and continue in a round robin fashion (with the 
j l -th stream excluded), each stream being allocated M steps per try, until 
an additional stream is decoded, say the j2-th. As before, the j~-th received 
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stream is replaced by the j2-th estimated transmitted stream and the channel 
state stream is accordingly recomputed. The decoding of the m - -  2 remaining 
received streams then starts from the beginning node of the first undeeoded 
stream again, the likelihood ),m-2 used being based on the probabilities 
w,~_z(y , z/x) defined in (2). The pattern is now clear, it only remains to 
note that when m - -  1 streams have been decoded, the remaining stream is 
determined from the parity constraint by taking mod 2 sums of the corre- 
sponding digits of the m - -  1 decoded streams. 
Our method is seen to be a bootstrapping operation, with each additional 
decoded stream being helpful in the decoding of the remaining streams. 
Obvious modifications of the method are possible that will save many 
decoding steps, and we will mention some in Section VI of this paper. Just 
how helpful the state stream is can be seen from the extreme case when all 
but two streams have been decoded. Then, when zi = 0 the error probability 
in the i-th position on either of the streams is p2/[p2 + (1 --p~)], and 
when zi = 1, the error probability is 1/2 [the original crossover probability 
of the BSC is assumed to be p]. We therefore place great reliance on the 
correctness of those received igits corresponding to a 0 in the state stream, 
and no reliance on those corresponding to a 1. This speeds up decoding 
immensely. 
TABLE I 
Simulation Examples of Rudimentary Bootstrap Hybrid Decoding 
with Rnet ~ .45, m = 10 over BSC with p = 0.07 
Block 1 
JNOW N3 IMAX KLEFT 
1 5000 473 10 
2 5000 1008 10 
3 4864 249 10 
4 1948 1025 9 
5 1534 1025 8 
6 3655 1025 7 
7 1320 1025 6 
8 1849 1025 5 
9 1495 1025 4 
10 1178 1025 3 
1 1350 1025 2 
2 1079 1025 1 
SF= 3.36 
Table continued 
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TABLE I (continued) 
Block 2 
JNOW N3 IMAX KLEFT  
1 5000 842 10 
2 5000 749 10 
3 2610 1025 9 
4 5000 1010 9 
5 5000 929 9 
6 3735 1025 8 
7 2132 1025 7 
8 5000 948 7 
9 2553 1025 6 
10 5000 552 6 
1 1739 1025 5 
2 1863 1025 4 
4 1297 1025 3 
5 1160 1025 2 
8 1066 1025 1 
SF = 5.34 
Block 3 
JNOW N3 IMAX KLEFT  
1 2524 1025 9 
2 4377 278 9 
3 5000 239 9 
4 4880 1025 8 
5 2288 1025 7 
6 3275 1025 6 
7 1659 1025 5 
8 1246 1025 4 
9 1320 1025 3 
10 1926 1025 2 
2 1074 1025 1 
SF = 3.28 
Table I contains a summary  of three randomly selected decoding runs 
that use the rudimentary bootstrap hybr id  decoding scheme of convolutional 
rate R ~ .5 over a BSC with crossover probabil i ty p = .07 (Reomp = .4). 
We used m = 10 so the net  rate is Rne , = .45. Other  parameters of interest 
were /1 = 1000, t = 25, and M = 5000. The  pr intout  indicates which of 
643I~8/3-5 
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the m = 10 streams was worked on (JNOW), now many decoding steps 
were taken (N3), how deeply the decoder penetrated (IMAX) into the tree 
within the N3 steps taken, and how many undecoded streams were left 
(KLEFT).  Finally, the speed factor (SF) is given for the entire block. SF is 
defined as the ratio of the total number of decoding steps taken to the number 
of information bits decoded. The table shows quite clearly how fast the 
remaining streams can be decoded once the first three or four are known. 
Simulations of this scheme for varying crossover probabilities will be reported 
on in Section VII. 
One of the main difficulties with sequential decoding is the extreme 
variation of the computational load even at rates R < Reom p . It may therefore 
be of interest to use the bootstrap hybrid scheme not to increase the rate 
above Reomt0, but to keep it there and instead stabilize the decoding effort. 
To check on this possibility, we have repeated the above described simulation 
with exactly the same parameters, except for the crossover probability p 
that was adjusted to equal .055. The Reomp for this channel is equal to .45, 
i.e. to our Rnet. The experimental results indicate that the asymptotic 
distribution of computation is3 
P{SF > x} ~-~ 1380 x -12's. 
I f  this were valid then the speed factor SF = 5.17 would be exceeded once 
in 106 runs, and SF = 7.43 only once in 108 runs. 
So, it would seem that from the practical point of view the stabilization 
properties of our scheme might also be considerable. 
I I I .  BINARY INPUT, NONBINARY OUTPUT SYMMETRICAL CHANNELS 
We are now going to generalize our method to channels symmetrical 
from the input (see Def. 7.2, p. 20 of Jelinek [1968]) that have two input 
symbols and an arbitrary number b(>/3) of output symbols. 
Let the encoding be the one of Section II, as illustrated in Fig. 1, i.e., 
m - -  1 information streams and an additional parity check stream. Suppose 
we receive the m streams and wish to decode the last of them (this happens 
to make notation convenient and is without loss of generality), yl(m), y2(m),.... 
Since for every time interval i the receiver has at its disposal the vector 
y~(m) & (y~(1), y~(2) ..... y~(m)) (5) 
8 This happens to be an anomaly. It is discussed more fully in Section VII. 
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the sequential decoder ought to calculate the likelihood function A,~(i) by 
the formula (capitals denote random variables) 
P{Y,(m) = y,(m)/x,(m)} _ R, (6) 
Am(i ) = log P{Y~(m) = yi(m)} 
where the algebraic onstraint 
~,( j )  = o 
J=l 
is assumed to hold and must be used when calculating the probabilities in the 
argument of the logarithm. As a consequence, 
[fi )] P{Yi(m) = yi(m)} = ~ w(yi( j) /x j 2 -(m-x), 
V m i=1 J 
(7)  
where Vm is the set of all sequences x 1 , . . . ,  X m containing an even number 
of l's. Similarly, 
z IF 1 P{Y,(m) = yi(m)/0} = w(yi(m)/O ) w(ydj)/xj)  2 -(~n-l'. 
Fro_ 1 .~ --1 J 
But (this observation is similar to that of Gallager [1963, p. 43]) 
2 ~ [fiw (ydj)/x~)] =~ [w (ydj)/O) +w (y~(j)/1)] 
V m L j= I  = 
+ fi [~ (~,(i)/o)- ~ (,,(i)/,)]. 
(8) 
(9) 
Defining next 
q(x/y) /x w(y/x) , f (y )  zx w(y/O) + w(y/1) (10) 
= f (y )  = 
we get that 
P{V,(m) = y,(m)} 
" l 1 =2-'~I-If(y,(J)) ' + f i  [q(Oly,(j))-q(lly,U))]. (1,) j=l  j=l 
643Ix8/3- 5. 
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Applying the same formula to (8), we conclude that 
l I ° P Yi(m) = y,(m)/0 = q (O/yi(m)) 2 -(~-1) l~ f(Yi( j))  j= l  
It is now convenient to define the function 
(12) 
Q(y,(m)) ~ f i  [q (O/y,(j)) -- q (1/y,(j))], (13) 
J~X 
and to note that for all y, 
q (O/y) + q (I/y) = 1. (14) 
We then get 
1 + Q(y,(m)) 
V{Yi(m) ----- y,(m)/x,(m) = 0} 2q(O/y,(m)) - -  1 (15) 
P(Y¢(m) = y~(m)) = 2q(O/y~(m)) 1 + Q(yg(m)) 
Using symmetry, the likelihood function for the j-th received stream has 
the form 
h,~(i) : 1 --  R - -  log[1 + Q(yi(m))] 
Q(y,(m)) "]I (16) t q(x'(j)/y'(j)) [ L 1 + 2q(x~(j)/y,(j)) -- 1 + log 
The above formula suggests an efficient instrumentation for hybrid decoding 
of the class of channels considered. The state of the channel at the various 
time instants is given by the sequence Q(yl(m)), Q(y~(m)), Q(y3(m)),.... In 
fact, except for Q(yi(m)), the formula (16) is a function of events xi(j) and 
Yi(J) that themselves pertain to the j-th stream. 
Thus, upon receiving the symbols that correspond to the m transmitted 
streams, the decoder will compute the channel state stream (see Fig. 2) 
whose i-th entry Qi will be the number Q(yi(m)) 4 (i.e., not a binary digit 
4 Since the number of possible values of 0~ is rather limited, the state stream would 
in practice contain only the address A(Q~) of a table entry containing the number Qi • 
Or, even better, there would be a likelihood table whose entries would be formed from 
the value of the triplett [x,(j), y,(j), A(Q,)]. The problem of limiting the size of such 
a table is discussed at the end of this section. 
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signifying the parity of the i-th position as before). Decoding will then 
proceed as outlined in Section II, based on the likelihood function (16), 
until one of the streams, say the jl-th, is decoded. The necessary recomputa- 
tion of the channel state stream will simply consist of replacing the i-th entry 
Qi by its new value Q I '=  Qi/[2q(x~(jl)/y~(Jl))- 1] where xi(j l) is the 
decoder's estimate of the i-th transmkted igit of the jl-th stream (we shall 
prove below that this replacement is the desired one). Decoding of the 
remaining m -- 1 streams will then start from the beginning and will continue 
to use the likelihood (16) based on the new state stream values Qi'. When a 
stream, say the j2-th, is decoded, the state stream entries Q,' will be 
replaced by entries Q~" =Q~'/[2q(x~(j2)/y~(j~))- 1], etc., until just one 
stream remains undecoded. The latter's identity will be determined from 
the parity constraint. 
We now show that the replacement of Q~ by Q{ ~- Qd[2q(x,(jl)/y~(jl)) - 1] 
is indeed appropriate. Without loss of generality, let Jl @ m, and assume that 
we wish to decode the m-th stream. We would do so again with the help of 
the probabilities (11) and (12) modified so as to reflect our (assumed) definite 
knowledge of the digit xi(ja). This means replacing the probability q(O/y~(jl)) 
by 3(0, xi(jl)) [Kronecker delta function] and the probability q(1/yi(j~)) by 
8(1, xi(jl)). But this is the same as cancelling the term [q(O/y~(jl)) - q(1/Yi(Jl))] 
from the product and dividing the latter by [8(0, x~( j l ) ) -  8(1, x~(j~))]. 
However, 
[q(O/ydjl) --Q(1/ydjl))][8(o, x~(ja)) - 3(1, xdj~))] 
= 3(0, x~(ja))[2q(O/y~(j~) ) - 1] + 3(1, xi(jl))[2q(l/ydj~) ) - 1] 
-~ 2q(xi(jl)/yi(jl)) --  1, (17) 
and this is then the factor by which Qi ought to be divided. 
As mentioned in footnote 4, there might arise a problem of storing the 
state stream entries Q,. Let us consider the case where the output alphabet 
size b is even. Since the channel is symmetric from the input, every digit y 
can be represented by a pair (u, v) where u is binary, v e {0, 1,..., (b/2) -- 1} 
and 
w(u = o, v/x) = w(u = 1, v/x ® 1) (18) 
for all x ~ (0, 1) and v. It follows then that 
g(v) ~q(O/u =O,v) - -q (1 /u  =O,v)  
= --[q(O/u = 1, v ) - -q (1 /u  = 1, v)], (19) 
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and therefore, letting 
we get that 
Since 
z =u~®u~Q'"®u~,  (20) 
Q(y(m)) = ( -1 )  2 f i  g(v~). (21) 
j=l 
2q(x/u, v) -- 1 = q(O/x @ u, v) -- q(1/x Q u Q 1, v) 
= (-1)~*ug(v), 
then if x,(jl) is the decoder's final estimate of the i-th transmitted igit on 
the Jl stream, Qi is to be replaced by its new value 
Qi' ~ (-1)~(°+~"(Jl)Qi/g(vi). (22) 
I f  n(v) denotes the number of v,'s whose value is v, then after m --  k streams 
have been decoded, Qi will have the form 
b/2--1 
Q, = ( -1 ) "  [-I g(v) '~(~) (23) 
~3=0 
where g(b/2) = 1 and n(b/2) = m -- k. Since 
b/2--1 
Z .(v) = m, 
q)=0 
it follows that Qi must have one of at most 
values. Hence a complete likelihood table would be of size 
(b/2 + m~ 
4b\m_ l /  (24) 
The values of (24) for a two bit and three bit output quantization with 
m = 10 are 876 and 398384, respectively. The latter figure certainly seems 
excessive and yet three bit quantization is used quite frequently. One possible 
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remedy is not to use all available information at the receiver. The simplest 
would be to use in the state stream only the points z defined in (20) and use 
the likelihood 
A,~(i) = log Wm(ui(j), v i( j )  , Zi/xi( j)  ) __ R,  (25) 
w~(.~(j), vXj), ~,) 
where 
w~(O, v, 0/0) --w~(1, v, 0/1) =w(O, v/O)q~_~(O), 
w~(O, v, 1/0) =w~(1, v, 1/1) = w(O, v/O)q~_~(1), 
w~(1, v,O/O) = wG0,v, o/1) =~(1,v/O)q~_l(1), 
w~(1, v, 1/o) =w~(O, v, 1/1) = w(1, v/O)qm_l(O), 
q~ is defined as in (1), and 
(26) 
b/2-1 
P ----- Z w(1, v/O). (27) 
q,'=O 
Obviously, less severe restrictions on the information used are also possible, 
e.g., for the purposes of Qi computation one may wish to partition the 
v-alphabet into subsets and represent each subset by some new letter v'. 
The likelihood table size is then obtained by formula (24) into which l, the 
size of the v' alphabet, has been substituted for b/2. 
IV.  AN UPPER BOUND ON THE MOMENTS OF THE DECODING EFFORT 
In this section we will derive an upper bound to the moments of decoding 
effort in our bootstrap hybrid scheme when the step allocation M = 1. 
We will first recapitulate certain well-known theorems about ordinary 
sequential decoding for channels ymmetrical from the input (see Def. 7.2, 
p. 201 of Jelinek [1968]). 
For channels symmetrical from the input the exponent function (all 
logarithms are to the base 2) 
b-1 ra-1 1 ] a+. 
Y=O L~=O J 
is maximized for all G > 0 by the uniform input probability distribution 
i 
r(x) =-  for all xE{0,1 ..... a - - l}  (29) 
a 
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(see Thm 7.2, p. 203 of Jelinek [1968]). In the case of the BSC, of course, 
a = 2. For such channels, convolutional tree codes can be used directly 
without any modification. (Channels that do not belong to this class need 
the code modification shown in Fig. 10.12, p. 278 of Jelinek [1968]). 
Substituting the optimizing distribution (29) into (28), we define 
and 
b-i r~-i  i "li+<, 
E=(< 0 ~ (1 +c01oga- - log  y. [ 20 0(ylx)  ] , 
y=0 
(30) 
Rcomp & E~(1). (31) 
The specialization of (30) to the BSC or to the binary input channel of the 
preceeding section is obvious. 
Let N denote the number of sequential decoding steps necessary to decode 
a tree of depth/" -]- t. Then it is well known (see Jelinek [1968], Appendix F) 
that for convolutional codes, and rates 
R >~ Reomp 
P{N > l} <~ K(R, u)(1 ~ + t) l -~ (32a) 
where v is the constraint length of the convolutional code and K(R, v) is 
finite provided a satisfies 
R < E°°(a-----! (32b) 
It follows directly from Jelinek [1969-I] that the validity of (32) can be 
extended to optimal convolutional codes having rates 
Eo~(2) 
R /> 2 
Furthermore, for all R < Reomp, (32a) holds with K(R, v)replaced by a 
finite coefficient K(R, v, P) provided 
R < Re°-----m£-mP (33) 
(Y 
Using the results of Jelinek [1969-I] together with a new bound in Falconer 
[1969], it is possible to modify the argument leading to (33) and conclude 
that for 
n < E~(2)/2, 
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the bound (32a) holds for convolutional codes, as long as a satisfies 
R < e~(2__j) 
o" 
Now, let N(k) be the number of steps necessary to decode any given 
stream when in the bootstrap hybrid scheme k streams are left undecoded. 
Applying the above quoted results we can conclude that 
P{N(k) > l} ~ K(R, u)(F -j- t) l -~ (34) 
where K(R, .) is finite provided,  is finite and a satisfies 
R < E~(e_~) for R ~> E~(2)/2 
(7 
or (35) 
R < E~(2) for R ~< E~(2)/2. 
In (35), Ek(a) is given by 
[i~i 1 11+o 
Ek(a) = (1 --  ~) log a --  log y'  P{Y(k) = y(k)/x(k)} ~+~ ] , 
y(k) 
(36) 
where the vectors y(k) were defined in (6) and P{Y(k) = y(k)/x} denotes the 
probability that the components of y(k) were received over k independent 
channels (identical to the one being used in the transmission considered) 
when x(h) was transmitted over the k-th channel and the digits transmitted 
over the other channels are uniformly distributed and satisfy the constraint 
/e 
x(k) =-- O. (37) 
j=l 
Specializing (36) to the BSC we get 
I 1 1L_11+ ~ 
E,,(O = ~ -- log [(1 - -  p) q~_l(0)] ~+~ + [Pq~-10)] ~+~ I 
I i i 1-I.cr ) + [(l - -p )  qk_l(1)] T4;J @ [pq~_a(0) 1~" , (38) 
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and specializing (36) to the binary input symmetrical channel of the preceeding 
section when all the available information is used we get 
1 
Ek(a) = --log %(k[E ",({w(y(k)/0)[f+(Y(k -- 1)) -t- f_(y(k -- 1))1} l+a 
(39) 
I_ .\14_al 
+ {w(y(k)/1)[f+(y(k- 1)) -- f_(y(k -- 1))1} 1+°) ] + k + a, 
where 
/e-1 
f+(y(k -- 1)) =& 1-[ [w(y(i)/O) @ w(y(i)/1)] 
i=1 
k--1 
f_(y(k -- 1)) __& 1-[ [w(y(i)/O) -- w(y(i)/1)]. 
i=1 
(40) 
Finally, for the same channel, when only the parity is used in the state 
stream, 
1 1 tl+a Ek(a) = a -- log ~ (I[w(0, v/O) q~-1(0)] ~"  -l-- [w(l, v/O) qle_1(1)] l~-a 
l 1 1 tl+a ) ~- [w(O, v/O) qk_l(l)] l~a .@ [w(1, v/O) q/c_1(1)] l~'a . (41) 
It can easily be checked that lim~o~ Ek(a) = Eo~(a), where the last quantity 
was defined in (30). 
Returning to the general case, let a(k) be the least upper bound on the 
numbers ~ satisfying (35) (obviously a(k) >~ a(k q- 1) for all k). Let k(R) be 
the unique integer such that 
k(R) ,~(oo) < a(k(R)), 
(42) 
a(k(R) + 1) ~< (k(R) + 1) a(oo). 
In order to derive the upper bound on moments of the decoding effort, we 
shall modify the bootstrap hybrid scheme as follows: 
(1) Start decoding the m received streams without the help of the 
channel state stream, and continue allocating 1 step to each stream in turn 
until m -- k(R) streams have been decoded. 
(2) With k(R) undecoded streams remaining, compute the channel 
state stream and continue decoding by the method of Section II. 
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Since this modification uses less information at the receiver than the original 
scheme, any upper bound on the decoding effort moments of the former will 
also apply to the latter. We do not propose that the modification be imple- 
mented in practice, but it is conceivable that there might arise a situation 
in which such a scheme would prove advantageous. 
Let L* be the number of steps it takes to decode the m -- k(R)-th easiest 
(in terms of the decoding effort) stream. Similarly, let L(k) be the minimal 
number of steps required to decode at least one of k ~ k(R) remaining 
streams (L(k) refers to that stream only so that with M = 1 the total number 
of decoding steps until one of k streams i decoded isbetween kL(k) -- (k -- 1) 
and kL(k)). Then E[N~], the 7-th moment of the number of steps per informa- 
tion symbol required to decode the block is bounded by 
1 v ~(R) 1~ 
E[N ~] ~ [~-~]  E [mL* + k~=~ kL(k)] 
(43a) 
( 1 m[E(L,),ll/, , (m-  1) q- ~ k[E(L(k))~']l/v 
k=2 
for 7>~1, 
where we made use of the Minkowski inequality. Similarly, by Jensen's 
inequality, 
v ~(n) 
( 1 ) tmE(L, )v  I E[N~] ~ (m -- 1) q- ~ kE(L(k))~ 
k=2 
for y ~ 1. (43b) 
It is therefore our task to find upper bounds on the quantities 
E(L*)~ ~ 2 v ~ lv-~P{L * > l} (44) 
Z=0 
and 
oo 
E(L(k)) ~' ~< 2 ~" ~ l~'-lP(L(k) > l}. (45) 
l=0 
In the above bounds we have ignored the algebraic work necessary for 
determining both the channel state stream and the last remaining undecoded 
transmitted stream (the validity of the bounds (44) and (45) follows from 
Eq. (12) of Jelinek [1969-1]). 
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Now P{L* > l} is upper bounded by the probability that there is a set of 
k(R) q- 1 streams that need more than l steps for their decoding. Since in 
the modified algorithm the decoding of the last m -- k(R) streams is inde- 
pendent, 
( m )P{N > l}k(R)+l e{L* > l} <~ k(R) + 1 
m 
(k(R) -~ 1) [KI(~' v)(r  + t)]k(R)+ll-[k(R)+l][~(~)-~], 
where Kl(e , v) is finite for e > O. 
Of course, in any case 
P{L* > l} <~ l. 
Now if p > Y > O, then 
T--1 
~ l "-1 -~ K /-0-1+,, ~< 1 T~ , + K T_(o_,)" (46) 
~=o ~=r Y P - -  Y 
The right side is approximately minimized by choosing 
, y \1 /o  
T = (-~--~ K) , 
which will make it equal to 
Using this observation and substituting into (44) we get that 
k(R) -k 1) (k(R)+iN~(~o)-~) 
E(L*)" ~ Y (k(R) -b 1)(~( ) - -  e) - -  yJ 
× [KI(~ , v)(F -k t)] ~¢~)-¢, (47) 
provided (k(g) + 1)(cr(~) --  E) > y > 0. 
In upper bounding P(L(k) > l} we will make the simplifying hut reasonable 
assumption that the m - -k  streams that were decoded first were decoded 
correctly. Since the probability of error decreases exponentially with the 
code constraint length v and the tree tail length t, this assumption can be 
made correct with probability arbitrarily close to 1. Then P(L(k) > l) is 
upper bounded by the probability that there is a set/1, i 2 ,..., i} of k streams 
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(i t ff {1, 2 , . ,  m}) which when decoded together (using the likelihood function 
Ak) require each more than l steps. Using the union bound, 
P(L(k) > l} ~ ( m ) P{N~(k) > l, N~(k) > l ..... Nk(k) > l}, (48) k 
where Ni(k) is the number of steps necessary to decode the i-th stream when 
the channel state stream is computed from k received streams (the choice 
of the subscripts in (47) is justified by the symmetry of the situation). 
Unfortunately, Nl(k), N~(k),..., Nk(k) are dependent random variables 
because they are tied together by the decoding influence of the channel state 
stream which itself is computed from the k streams to be decoded. In particu- 
lar, 
P{NI(2) > l, Nz(2) > l} = P{NI(2) > I}, (49) 
since N1(2 ) ---- N~(2) always. In fact, if two received streams, say Jl and j~, 
remain undecoded then because of the constraint 
YL x,(j) = o, 
3=1 
a hypothesized transmitted igit x~(j,) determines uniquely xi(j2) and vice 
versa. The likelihood A~(jl ) is based on the probability 
P{Yi(jl), yi(j~)/x,(j,)} = w (yi(jl)/x,(j~)) w (ydj2)/xi(j=)) 
and the likelihood A2(jz ) on the probability 
P{Yi(jl), Yi(J2)/x,(J2)} = w (y~(jl)/x,(jl)) w (y,(j2)/x,(j~)). 
Thus to every path in the tree of the stream Jl that has a given likelihood 
there corresponds a unique path in the tree of the stream j~ that has the same 
likelihood, and therefore the amount of computation i both trees is identical. 
Since obviously for any j  ~ {1 ..... k -- 1} and r = 0, 1, 2,.. 
P{NI(k ) > l,..., Nj(k) > l ] N~+~(k) = r} 
P{N~(k) > l ..... Nj(k) > Ii Na+~(k) = r + 1} 
we get the bound 
P{N(k) > l} k ~ P{N~(k) > l,..., Nk(k) > l) ~ P{N(k) > l). (50) 
Thus we get from (34), (48), (50), and the definition of a(k) that 
P{L(k) > l} ~ ( mk ) KI(E, v)(/~ + t) l -~(~)+¢ (51) 
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where Kz(e , v) is finite for all e > O. Of course, 
P{L(k) >/_r' + t} = 1. 
Substituting into (45) and using the reasoning that lead from (44) to (47), 
we may conclude that 
2"+1 a(k) E -- y k KI(E, v)(I" q- t) (52) NL(h)F r 
provided a(k) -- e > 7 > 0. 
Substituting (47) and (52) into (43), and taking account of (42) we see 
that E[N v] is bounded provided 
min{a(k(R)), (k(R) -1- 1) a(oo)} > y. 
We have thus proved 
(53) 
THEOREM 1. Let R be the convolutional coding rate used in each of m 
streams of a decoding block. The modified bootstrap hybrid decoding procedure 
leads to a finite 7-th moment of computation per decoded igit provided (53) is 
satisfied, where k(R) is the unique integer such that (42) holds. The function cr(k) 
is the unique solution of 
R -- E~(a) for E~(2) a 2 ~< R < C (54a) 
and 
Ek(2~_) (54b) e (k ) - -  E~(2)R for 0 < R < 2 
The function EkOr) is the concave, positive, increasing function of ~ > 0 
defined in (36). 
Obviously, the net transmission rate (taking into account he loss due to 
the extra parity stream) is 
m- -1  
Rne t --  R. (55) 
m 
Ordinarily, one would wish to transmit at a rate Rnet exceeding Reomp of the 
underlying channel so that cr(oe) < 1. Since k(R) is constant, 
m ) 2m ~ 
k(R) -+- 1 ~ 
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so that the bound on E[N v] grows exponentially with m. Thus there is an 
optimal, finite value of m that leads to the largest performance improvement 
over that of ordinary sequential decoding. 
Define R~oot(7 ) to be the supremum of rates for which (53) is satisfied. 
Then we can say that 
the 7-th computational moment will be bounded for the bootstrap 
hybrid scheme using m streams provided the net rate satisfies 
Rnet < m - -  1 R~oot(7)" (56) 
m 
The qualitative improvement achieved by bootstrap hybrid decoding over 
straight sequential decoding for the BSC can be estimated from a comparison 
of the curve Reomp/C vs. p (C is the capacity) with the curve R~oot(1)/C vs. p. 
Figure 3 shows the corresponding plots together with those of RFal(1)/C vs. p 
and R~oot(1)/C vs. p. The quantity Rval(1 ) is the rate above which the Falconer 
o C - . . . . . . . . . . . .  
...... RUoot/C \ 
.6-- - - . - -  RLoot/C ~ -I 
0001 .001 .01 ,I 5 
p • 
FIG. 3. Compar ison of performance characteristics of sequential decoding, 
Falconer's hybrid decoding, and bootstrap hybrid decoding over the BSC. The  
experimental  points denote simulations at R = 0.5 referred to in Table II I. 
[1966, 1969] scheme has an unbounded first computation moment. The 
significance of R~root(1) will be made clear in the next Section. None of these 
latter three curves takes account of the algebraic degradation factor (m -- 1)/m 
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[see (56)] which must be used when any particular hybrid setup is compared 
with straight sequential decoding. Furthermore, if the number of streams 
m < k(R~oot(7)) [k(R) was defined in (52)] then the right side of (56) can 
be increased. 
In the Appendix we describe a relatively simple method allowing us to 
compute R~oot.(7) for any desired value of 7 > 0. 
Let us also point out the unpleasant fact that the bounds (42) and (52) 
(and therefore (43)) increase approximately as(F + t) ~m. This dependence 
on block length is due to our simplifying insistence that between successive 
adjustments ofthe channel state stream, one of the received streams be com- 
pletely decoded from start to finish. A refinement of this part of the algorithm 
described in Section VI allows the replacement of (/' + t) ~R) by the factor 
jk~), where J is a constant integer that is independent of/"  (the appropriate 
analysis is developed in the Appendix of Jelinek and Cocke [1969]). 
V. A LOWER BOUND ON THE MOMENTS OF THE DECODING EFFORT 
In this section we will derive a lower bound on the moments of the decoding 
effort. We will try to make the exposition brief. The outlined argument shall 
be based on the rudimentary bootstrap hybrid scheme of Sections II and III. 
Let P{L(m-  1)> l} denote the probability defined in the preceding 
section, and let P~L°(m - -  1) > l} be the probability that the minimal number 
of steps required to decode at least one of a given (i.e., not remaining) set 
of m -- 1 streams exceeds l. If the step allocation M ~ 1 then the first 
stream decoded will be the "easiest" one of the m received streams, and thus 
the (m -- 1) "hardest" streams will remain for the second decoding step. 
Hence, 
P{L(m - -  1) >/l} ~/P{L°(m - -  1) > l} 
: P{NI(m - -  1) > l ..... N,~_~(m - -  1) > l}. (57) 
For the same reason, for k = 3, 4 ..... m, 
P{L(k) > l} ~ P{Nx(k ) > l,..., N~(k) > l} >/P{N(k)  > l} ~ (58) 
where we use the inequality (50). Furthermore, by (49) 
P{L(2) > l} >~ P(N(2) > l}. (59) 
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Therefore we get [compare with (43)] by Jensen's inequality 
E[N]" = ~-_  1~ E kL(k) 
~ ~ l~)p)~ L~= k~E[L(k)] ~ for 7 >/ 1, (60a) 
and by Minkowski's inequality 
;12  I" E[N]"/> ((m --1~1 k[E(L(k)),]i/, for r < 1 (60b) 
Again, 
2 FR 
E(L(k))" >/ • l~'-~P{L(k) >/l}. (61) 
~=1 
Using the results of Jacobs and Berlekamp [1967], (see also Jelinek [1968, 
p. 531]) 
P{N(k) ~ l) >~ B(r + t) l -o 
provided 
R 
function where Ek(a) was defined in (36). The 
increasing with its argument. From (50) and (58) we therefore get 
2 FR 
E[L(k)F ~> E B(r  + t) Z~-l-o,~ k = 2 
2FR 
>~ ~ B(F + t)kl ~-~-~o~ k >~ 3. 
~=1 
B(F + t) is monotone 
(62) 
Substituting (62) into (60) we therefore get 
THEOREM 2. E[N ~] grows exponentially with block length F whenever 
rain{a(2), ka(k)} < 7 
where ~(k) is the solution of 
R -= Ek(a) 
O" 
(63) 
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In this theorem it is assumed that R ~ C, and that the convolutional code used 
is a good one in the sense that its associated probability of error is exponentially 
optimal. 
We can now define R~oot(7 ) as the greatest lower bound on rates for 
which (63) is satisfied. This function is also plotted in Fig. 3. Thus for 
Rnet ~ (m -- l)/m R~oot(7), the 7-th moment of computation per branch 
decoded is surely bounded, and for Rnet > (m-  1)/mR~oot(7 ) the y-th 
moment is an exponentially increasing function of block length F, provided 
the number of streams m is not smaller than that value of k for which 
ha(h) = 7 when R = R~oot(r )-
Figure 4 shows the curves Rcom,, R~oot(1 ), R~]oot(1), RFal, and C plotted 
against the signal-to-noise ratio (SNR) (in dB) per bit transmitted through 
a hard-quantized Gaussian channel with binary inputs. It can be seen that 
using convolutional codes of rate 1/2 a hybrid scheme with m = l0 streams 
10 
~'~%~.. for bmar~ channel 
i \ ,,k'%, 
- -  R~o, \ ~:xi<'\ 
- -  %0,  _ 
"'--C 
I I I I I I I I 
8 4 0 -4 -8 
I0 IOgloE N/No 
FIC. 4. Comparison of performance characteristics of sequential decoding, 
Falconer's hybrid decoding, and bootstrap hybrid decoding with the capacity of 
a gaussian channel with binary inputs and outputs. 
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will perform satisfactorily with an SNR per information bit that is at least 
1.47 dB smaller than the SNR needed for straight sequential decoding. We 
will soon publish similar curves appropriate to softer output quantization. 
VI.  THE PULL-UP BOOTSTRAP ALGORITHM 
In the rudimentary bootstrap hybrid decoding algorithm of Sections I I  
and I I I ,  a change in the likelihood function from A k to Ak-1 takes place only 
when a stream is completely decoded. This rule turns out to increase unneces- 
sarily the size of the bounds on E[N ~] when the former are finite. In fact, 
these bounds grow excessively as a function of convolutional code block 
length F (see (52) and (62)). The rule was introduced to simplify the analysis, 
and we will now replace it. 
As the convolutional coding rate R increases above Reomp, then for 
sufficiently large 1", every one of the m received streams will with high 
probability contain noise patterns that will make sequential decoding difficult. 
However, most of these patterns will hopefully not overlap in time (it is 
helpful to take the point of view here that the m streams are transmitted 
simultaneously so that the i-th digits of all streams correspond in time). I f  
thej - th stream contains the earliest difficult noise pattern, then when decoding 
it, one ought to try to use one's estimate of the corresponding digits trans- 
mitted in the other streams. To estimate the latter, it is not necessary to 
decode entirely the stream to which they belong. Since the probability P1(l) of 
advancing to depth l of the incorrect part of the tree is bounded by 
exp[--l~(R)] where a(R) > 0 for R < C (see Jelinek [1968, p. 361]), it is 
only necessary for the decoder to advance on some of the other streams by a 
sufficient number of branches beyond the position of the difficult noise in 
the j - th stream. 
The new pull-up algorithm described first for Fano decoding will also do 
away with the excessively frequent (one every M steps) changes in the identity 
of the stream being decoded which involve a large overhead cost. In fact, 
there is no need to discontinue work on one stream as long as the decoder 
has not run into computational trouble such as takes place when the value 
of the running threshold To drops by a predetermined amount U below the 
maximal value Tmax ever achieved. We will say that a U-drop takes place at 
a node of depth i whose cumulative likelihood value is greater than or equal 
to Tmax + z -  U, and whose immediate predecessor has likelihood value 
less than or equal to Tmax --  U, where T is the threshold increment of the 
Fano algorithm. 
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The following suggested procedure will apply directly to the BSC, but 
its generalizations to the various categories of channels symmetrical from 
the input (see Section I I I  of this paper and Sections V and VI of Jelinek 
and Coeke [1969]) are obvious. To describe the scheme simply, we will need 
to equip the channel state stream with an additional component hi, 
i = 1, 2,..., (1" + t)/R whose purpose will be to indicate how many streams 
have undecoded igits at position i. Thus at the start of the process, k i = m 
for all i. The function Ae~(l) (see (3)) will be used in computing the likelihood 
of a branch at depth i belonging to the/-th stream. 
(1) Using the likelihood A~,(i) = An(i ) the receiver continues to decode 
the first stream until either a U-drop takes place or the decoding of the block 
is completed. If the latter event happens, the received first stream is replaced 
by the estimated transmitted one, the channel state stream is recomputed, 
and hi is decremented by 1 for all i. 
(2) If a U-drop takes place at a node of depth i1 , then all branches on 
the path to that node up to depth i1 --  J will be considered efinitely decoded, 
where J is a suitably large integer. Accordingly, the corresponding received 
digits will be replaced by the estimated transmitted ones, and the corre- 
sponding segment of the channel state stream will be recomputed. All the 
parameters necessary for eventual resumption of the decoding from the 
node at which the U-drop took place will be saved. Also, the value of a new 
parameter k*(1) will be set equal to the current value of kq_~+ r where r is 
a convenient integer. Finally, the values k: will be decremented by 1 for 
j = 1, 2 , . ,  i x - -  J, and a parameter I(1) will be set to i 1 --  J. 
(3) Decoding of the second stream will now begin based on the 
functions h~,(i), and continue until either a U-drop or stream decoding 
completion take place. In the second eventuality, the values k s will be 
decremented by 1 for all j. In the first eventuality, k*(2) and •(2) are set 
equal to kq and i s --  J, and then all k3, j ~ (1,..., i s --  J), are decremented 
by 1, where i s is the depth of the node at which the U-drop occurred. 
Decoding continues in the indicated manner until all m of the streams have 
been worked on. 
(4) I f  there exist integers l1 > l 2 > 0 such that k i = 0, i = 1,..., l~, 
k, = 1, i = l~ + 1 ..... /1, then we find the unique stream j* whose digits 
on levels le + 1 ..... l 1 remain undecoded. These digits are then decoded 
from the algebraic onstraint, the parameter I ( j*)  is set to 11, k i is set to 0 
for i = l~ + 1,..., l 1 , and the parameters necessary to start decoding of the 
j* stream at the appropriate node of level l 1 are stored. 
(5) Undecoded streams are next divided into two categories. Category 
S: 1 includes streams Jl ,J2 .... ,j~(l ~ m-  1) such that k*(jt) > kl~,)+r, 
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t = 1,..., l (note that I ( j t )  is the depth of the furtherest node of stream j, 
that has been definitely decoded). Category 5:~ includes all the remaining 
undecoded streams. Decoding of the jl-th stream will now start in the forward 
mode by placing the decoder at the node at which the U-drop took place 
and setting the threshold and cumulative likelihood values to 0. The estab- 
lished pattern repeats until all of the streams J l ,  J~ ,---, J~ of ~1 have been 
worked on, except hat k~ will be decremented only for values i > / I ( j )  when 
work on the j-th stream is terminated. If any segment of any stream can be 
definitely decoded from the algebraic constraint, this is done and new 
parameters for that stream are determined as described in the preceeding 
step. The undecoded streams are again partitioned into the categories S# 1
and 5:~. Note that the new 5:1 may now include some streams that belonged 
to the old 5:2 . I f  S: 1 is not empty and more than one undecoded stream 
remains, decoding of the streams of 5:1 continues as before. If  only one 
undecoded stream remains, its identity is determined from the parity infor- 
mation and the task is completed. 
(6) If  S: 1 is found empty while ~ contains more than one stream, 
only one of two actions is possible. Either the decoding effort is abandoned 
or the size of U is increased and all of the undecoded streams are put into 5:1 . 
After all the latter have been worked on, a new ~ is again formed in the 
regular manner. I f  the new ~1 is empty, U must be increased further; if not, 
then work on streams of ~ resumes with U equal to its original value. 
As pointed out earlier, analysis of a slight modification of this pull-up 
algorithm reveals (see the Appendix of Jelinek and Cocke [1969]) that the 
upper and lower bounds on E[N ~] (43) and (62) remain valid if the block 
length F is replaced everywhere by the constant J [The right side of (43) 
involves Y' implicitly to the extend of a factor Fk<R)]. This has the desired 
effect of making the performance of the pull-up scheme essentially inde- 
pendent of the block length. 
Some thought will reveal that when the rate R is close to Rboot(1), most of 
the decoding work is done on augmented channels whose Reomp is less 
than R. It would therefore be particularly advantageous to carry out the 
sequential decoding under the newly devised stack algorithm (see Jelinek 
[1969-II]) whose speed advantage over the Fano algorithm increases with 
increasing rate (Geist [1971]). In fact, all of our simulations of the bootstrap 
hybrid algorithm that are described in the next section were carried out in 
the stack decoding mode. The immediately following remarks are addressed 
to those who are familiar with the stack algorithm. 
Recall (Jelinek [1969-II]) that the (finite) stack is said to overflow if the 
node on its top has a likelihood that is less than the likelihood of some node 
643[I8/3-6 
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that was purged earlier from the (full, finite) stack. It is then natural to keep 
decoding agiven stream until either a stack overflow or a decoding completion 
takes place. The simplest bootstrap hybrid algorithm would work in a round- 
robin fashion on the undecoded streams, each time starting at the beginning, 
until either all the streams were successfully decoded or stack overflows 
occurred on all of the undecoded streams without a single successful stream- 
decoding completion. The reader should note that only one stack is needed 
regardless of the size of m. This stack represents a relatively small increment 
in equipment cost that may result in a considerable speed advantage. 
A bootstrap hybrid decoding scheme based on the stack algorithm that is 
analogous to the scheme presented at the beginning of this Section is as 
follows: The channel state stream again contains components k, that are 
originally set equal to m, and decoding of the j-th stream at depth i is done 
on the basis of the likelihood function ~tk~(i). Suppose decoding of the j -th 
stream started from some node on level ii = I(j) (at the beginning I(j) = 0 
for all j = 1, 2,..., m). It is assumed that j belongs to the eligible set SP i (at 
the beginning S~i includes all streams). Decoding continues until either a 
stack overflow or a decoding completion takes place. In the latter case the 
received sequence is replaced by the transmitted one, the channel state 
sequence is recomputed, and the values of k i are decremented by 1 for 
i i ~ i ~ (P + I)/R. If  overflow takes place with some node n* of depth i s 
on top of the stack, received digits between levels ii and i i - -  J are replaced 
by the transmitted ones (as decoded) that correspond to the path leading 
up to n*. The channel state sequence is recomputed, k is decremented by 1 
for i i ~< i < i 2 --  J, the parameter I(j) is set equal to i 2 - -  J, and k*(j) is set 
equal to h~2 --  J. The decoder then goes to work on the other streams of St~. 
When all of the latter have been worked on once, and any segment of any 
stream decodable from the algebraic constraint has been specified, a new 
determination of the eligible set S~ i is made. As before, an undecoded stream j 
will belong to 5P i if k*(j) > him. Decoding stops if either only one undecoded 
stream remains or ~ is determined to be empty. 
Table I I  shows the decoding progress in a simulation of this scheme 
over a BSC with crossover probability p = .08. A convolutional code of rate 
R = 1/2 was used and m = 10 streams formed a block. The maximum 
allocation M = 5000 and the stack had 700 entries. The parameters ]NOW, 
N3, IMAX, KLEFT,  SF, and KTRY have the same meaning as in Table I. 
The value of JSTART indicates the depth of the node at which the decoding 
of the particular stream began. The definitely decoded back-up limit was 
J ~ 200. If in a decoding round no stream advanced by more than 20 levels 
beyond its previous maximal depth, M was temporarily increased to 20000 
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A Simulation Example of Pull-up Bootstrap Hybrid Decoding 
of R~et = .45, m = 10 over BSC withp = 0.08 
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JNOW N3 IMAX JSTART KLEFT  
1 2744 215 0 10 
2 2963 1025 0 9 
3 2891 219 0 9 
4 1858 93 0 9 
5 2314 141 0 9 
6 2207 192 0 9 
7 3447 1025 0 8 
8 5000 944 0 8 
9 2958 294 0 8 
10 2353 339 0 8 
1 2729 235 15 8 
3 2143 212 19 8 
4 3052 212 0 8 
5 2329 146 0 8 
6 2767 166 0 8 
8 3301 944 744 8 
9 2037 293 94 8 
10 2468 341 139 8 
1 2834 235 35 8 
5 27062 800 0 8 
6 3030 287 0 8 
8 3301 944 744 8 
9 2283 287 94 8 
10 2422 34l 141 8 
1 5000 762 35 8 
3 2421 1025 19 7 
4 1322 1025 12 6 
5 2671 716 600 6 
6 2913 292 87 6 
8 2799 944 744 6 
9 5000 852 94 6 
10 2040 1025 141 5 
1 839 1025 562 4 
5 774 1025 600 3 
6 979 1025 92 2 
8 302 1025 744 1 
SF = 13.05 
KTRY = 36 
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and the stack size to 8000 until such an advance took place. This phenomenon 
can be observed in row 20 of the table. It is apparent from the present 
example that without bootstrapping it would be completely impossible to 
decode 9 of the 10 received streams of this block as the older Falconer 
scheme would require. In fact, we were not able to decode the fifth stream 
within 27000 steps even when using information from the decoded streams 2
and 7 and the almost decoded stream 81 It seems fair to say that the Falconer 
scheme could decode at most three of the ten received streams and no more. 
Bootstrapping is no "endgame"--it does not complicate the decoding search 
and ought to be used right from the start. 
v i i .  SIMULATION RESULTS 
We have run all of the simulations reported below using the stack decoding 
algorithm applied to transmission of data over a binary symmetric hannel 
with crossover probability p. The systematic code of constraint length v = 72 
whose taps in octal notation are 651102104421022041101101 (obtained by 
Costello [1969]) was used, the number of streams was m = 10 (this value 
was picked arbitrarily without any attempt at optimization) and there were 
always 1000 true information bits per information stream. [i.e. 9000 bits 
per block]. 
Our simulation resuks are summarized in Table I I I  which gives certain 
parameters of interest hat we now explain. For different crossover proba- 
bilities we have used different bootstrapping algorithms. The crossover 
probability p ~ .056 was chosen because the corresponding channel has 
Rcom p ~ .45 which is equal to the net rate of our scheme. Hence the dB 
gain over straight sequential decoding is 0. Figure 5 is based on 2000 blocks 
of data and shows the distribution of computation per decoded information 
bit [speed factor] when the rudimentary algorkhm of Section I I  is used. As 
is usual, an extension of a node by the decoder serves as a unk of computation, 
and the speed factor was obtained by simply dividing by 9000 the total 
number of computations necessary for decoding of a block (the rudimentary 
algorithm is a block scheme and it is not clear how to assign particular 
decoding steps to particular information bits). The startling result of this 
simulation is that if tail behavior of the distribution could be extrapolated 
as a straight line on the log-log plot (which is what is done in sequential 
decoding) then the asymptotic computational distribution would be 
P{SF > x} ~ 1380 x -1'~'8 
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FIG. 5. 
bootstrap hybrid decoding of R~et = 0.45, m = 10 over a BSC with p = 0.056. 
T I I I 
,003 .01 .03 .3 1.0 
Probab i l i ty  d is t r ibut ion 
Empirical distribution of the speed factor necessary for rudimentary 
This would mean that a speed factor 5.17 would be needed only once in 
106 blocks, and a speed factor of 8.92 only once in 109 blocks! However, 
a glance at Table III shows that the largest limiting exponent (derived 
according to the analysis of Section V) can be only 2.74 and we are not 
sure how to explain this discrepancy. The most likely reason is insufficient 
TABLE I I I  
Summary of Simulation Parameters for BSC, Rne t = 0.45, m = 10 
dB Type 
gain Sequen- of 
over tial hybrid 
Cross-Sequen- decod- Theoret. Theoret. decod- No. of 
over tial ing upper lower ing Empir-  Av Max blocks 
prob- decod- exp for bound bound algo- ical speed speed decod- 
ability ing R/C R=.45  to exp to exp rithm exp factor factor ed 
0.056 
0.07 
0.08 
0.09 
0.00 0.731 
0.54 0.788 
0.97 0.837 
1.36 0.887 
1.0 2.74 2.25 rudim 12.8 1.535 3.93 2000 
0.75 2.2 1.5 rudim 2.66 4.23 16.3 500 
0.55 1.9 1.2 pull up - -  7.00 24.5 1000 
0.41 1.6 0.81 two way - -  22.00 100.0 500 
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statistics--2000 sample points is not enough. 5 Under this hypothesis the 
t imedist r ibut ion will assume its final slope somewhere below the proba- 
bility 10 -3. The intriguing point is that should this take place at a small 
enough probability then the practical exponent would still be 12.8! Another 
cause for the anomaly might be the various computation truncations inherent 
in our algorithm. We shall investigate further and report more completely 
at a later date. 
In any case, if the observed behavior can be extrapolated even approxi- 
mately then the bootstrapping algorithm may be used to great advantage even 
at rates equal to Reomp in order to stabilize the decoding effort and prevent 
block erasures due to buffer overflow. It is particularly interesting that in 
the 2000 blocks decoded, only one required more than 12 attempts at stream 
decoding (the minimum is 9). The capacity of this channel is C = .69, so 
R/C = .731, and we have entered this point as a circle into the plot of Fig. 3. 
We feel that about the noisiest BSC over which it is practicable to run 
the rudimentary algorithm with stream length/"  = 1000 bits is one whose 
crossover probability is p = .07. Figure 6 displays the corresponding com- 
putational distribution. Again, the apparent Pareto exponent of 2.66 is 
I0 
7 
~4 
~2 
I ' I ' + ' ' ' I  , i + I i I ' ' ~ 
~).Oi ' I i I , , , , , I  , I , i , I , , ,  
002 0.04 0£)6 0.1 0.2 0.4 0 6 I0 
ProbeNlity distribution 
FIG. 6. Empirical distribution of the speed factor necessary for rudimentary 
bootstrap hybrid decoding of Rnet = 0.045, m = 10 over a BSC with p = 0.07. 
5 It is difficult to extend the sample size substantially. 2000 blocks involves 
18 × 106 bits and our Fortran algorithm took 80 min of IBM 360-91 computer running 
time. A similar discrepancy between an observed and theoretical Pareto exponent was 
reported by Forney [1969] who did high-rate simulations of sequential decoding on 
the gaussian channel. In his case it turned out that a theoretical exponent of 0.087 was 
observed to have an experimental value in the range 0.38-0.41. 
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larger than the theoretical maximum of 2.2. The R/C parameter of this 
experiment is entered as a triangle in Fig. 3. 
As a next experiment we ran the pull-up algorithm described in the 
preceeding section over the BSC with crossover probability p = .08. We 
used a stack with 1000 entries and stopped computation on a stream either 
if it was decoded or if a stack overflow took place. We considered permanently 
decoded all but the last 200 bits of the path that was in the stack immediately 
before it overflew. This caused no errors in the 1000 blocks that we ran and 
successfully decoded. If a round was completed without advancing the 
decoding of any of the remaining streams by more than 20 branches then 
the stack size was increased to 8000 for the next round. We did not obtain 
an empirical distribution, but only the average and maximal speed factors. 
The R/C parameter of this experiment is entered as a square in Fig. 3. 
The final entry in Table I I I  involves a BSC with crossover probability 
p = .09 over which we ran a two-way algorithm. The latter is based on the 
observation of Dr. Dale Lumb that it is possible to decode a convolutional 
code backward as well as forward, provided each string of F information 
symbols is terminated by v -- 1 dummy bits known to the decoder. The 
bootstrap algorithm starts by decoding forward in the pull-up mode and 
continues to do so until a full decoding round takes place without completing 
any of the streams. In that case decoding in the backward irection starts 
and continues until another unsuccessful futl decoding round occurs, in 
which case forward decoding resumes, etc. A stack of 1000 entries is used 
and if succeeding forward and backward rounds end without an advance of 
more than 20 branches on any stream in either direction, the stack is increased 
to 8000 entries for the next two rounds. Table IV shows an example of two- 
way decoding. The parameters JNOW, N3, IMAX, JSTART, KLEFT, 
SF and KTRY have the meaning iven them in Table II, except hat when 
decoding is backward, nodes are numbered in reverse order so that forward 
node 1000 is backward node 1, etc. (this affects IMAX and JSTART). The 
parameter IFORW is 1 when forward decoding took place and is 2 otherwise. 
The parameter KROUND indicates how many streams were attempted 
in a given direction since the last successful decoding. When its value reaches 
that of KLEFT, decoding direction is reversed. 
Since two-way decoding uses more information than the one-way kind, 
Theorem 2 is not applicable to the former. Nevertheless, the entry in the 
lower bound to Pareto exponent column of Table I I I  is derived according 
to the formula of Theorem 2. Again, our simulation only determined the 
average and the maximal speed factors based on a run of 500 blocks. The 
R/C parameter of this experiment is entered as a star in Fig. 3. 
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TABLE IV 
A Simulation Example of Two-Way Bootstrap Hybrid Decoding 
of Rne t = 0.45, m = 10 over BSC w i thp  = 0.09 
JNOW N3 IMAX JSTAIRT KLEFT  KROUND IFORM 
1 5910 272 0 10 1 1 
2 5356 139 0 10 2 1 
3 5731 354 0 10 3 1 
4 7514 640 0 10 4 1 
5 4262 182 0 10 5 1 
6 5537 164 0 10 6 1 
7 3770 164 0 10 7 1 
8 6002 200 0 10 8 1 
9 5819 351 0 10 9 1 
10 8401 734 0 10 10 1 
1 5695 443 0 10 1 2 
2 6542 589 0 10 2 2 
3 8395 307 0 10 3 2 
4 3740 166 0 10 4 2 
5 4103 136 0 10 5 2 
6 4671 114 0 10 6 2 
7 4329 277 0 10 7 2 
8 6909 733 0 10 8 2 
9 5013 157 0 10 9 2 
10 5373 332 0 10 10 2 
1 3650 262 72 10 1 1 
2 3306 1071 0 9 0 1 
3 4589 388 154 9 1 1 
4 4149 651 440 9 2 1 
5 5443 228 0 9 3 1 
6 5440 254 0 9 4 1 
7 10265 950 0 9 5 1 
8 4095 224 0 9 6 1 
9 5738 351 151 9 7 1 
10 4480 722 534 9 8 1 
1 5751 244 72 9 9 1 
3 6377 309 107 9 1 2 
4 8493 278 0 9 2 2 
5 7566 715 0 9 3 2 
6 4788 373 0 9 4 2 
7 975 1071 77 8 0 2 
8 4283 874 533 8 1 2 
9 5202 443 0 8 2 2 
10 3805 1071 132 7 0 2 
Table continued 
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TABLE IV (continued) 
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JNOW N3 IMAX JSTART KLEFT KROUND IFORM 
1 4685 465 243 7 1 2 
3 3510 1071 109 6 0 2 
4 5007 443 78 6 1 2 
5 3260 1071 515 5 0 2 
6 1445 1071 173 4 0 2 
8 438 1071 674 3 0 2 
9 1230 1071 243 2 0 2 
1 779 1071 265 1 0 2 
SF -- 25.75 KTRY -- 47 
VII I .  CONCLUSIONS 
We have shown the adaptive hybrid scheme to be effective in reducing 
the number of computations necessary for decoding. The decoding strategy 
can be refined in ways that are too numerous to mention. The most pressing 
work for the future lies in two directions. The first is analytical, we must 
find out what the dependence ffects are between the decoding of various 
streams that use the same channel state sequence, so that the bounds of 
Theorems 1 and 2 may be improved. 
The second task is in devising more sophisticated algebraic onstraints 
that will be simple enough to use. Certainly, we cannot satisfy ourselves with 
a single parity stream. One must bear in mind that the purpose of the channel 
state stream was to determine more precisely the degree of reliability of the 
various digits of the received streams. We are then looking for algebraic 
codes that will help us in this direction. These may even prove to be poor 
from an error correcting point of view. Note that such codes will operate at 
rates that are above the channel capacity! Low density parity check codes 
(Gallager [1963]) and the probabilistic techniques used in their decoding 
come most easily to mind. Especially promising looks the subclass of k- 
dimensional iterative codes (Elias [1954]) with each entry included in k 
parity checks, one for each dimension. We have started work here and hope 
to report soon on the results of our experiments. Unfortunately, analytical 
progress will no doubt be slow--the dependency problems are even more 
serious than those encountered in the simple scheme of this paper. 
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APPENDIX .  COMPUTATION OF R~oot(Y ) AND R~root(y) 
We wish now to develop agood method of computing R~oot(Y ) and RVoot(Y) 
for arbitrary values of y. 
THEOREM 3. For all y > 0, 
Rgoot(y ) = min ~ E~(y), mi>n ['7 Ek (A1) 
Proof. Let the minimum of the right side of (A1) be given by 
(k*/y) Ee,(y/k*) [if the minimum is achieved by (i/y) E2(y ) the situation is 
analogous], and choose any n 1 > (k*/y) Ek,(y/k*). Then R 1 = (I/a) Ek,(a) 
has a solution a(k*) < y/k* since (I/a) Ek(a ) is a decreasing function of a. 
Therefore 
min{a(2), k~(k)} < y 
and by Theorem 2, R~oot(r ) <~ R~. On the other hand if R~ is a rate such 
that R~ < (k*/y)E~,(y/k*) then because of (A1) the solution a(k) of 
R 2 = (1/a) Ek(a) satisfies a(k) > y/k for k > 2 and a(2) > y. Hence 
R~root(Y) ~ R 2 . Q.E.D. 
It can be shown that the function (k/y) Ek(r/k), k = 3, 4,..., has at most 
one local minimum and no local maxima. Therefore when trying to evaluate 
R~oot(Y) one computes the differences 
_ Y 
Y Y 
for k ----- 3, 4,..., until their value becomes negative. If this takes place for 
k+, then 
Rgoot(y ) = min [~ E2(y), ~ Ek+ (~+) ] (A2) 
THEOREM 4. 
k 
Proof. Let us note first that (1/y)Ek(y) is decreasing with k and 
(k/y) E~(y/k) is increasing with k. 
Case I. The value of the right side of (A3) is equal to (l/y)Ek,(y ).
Suppose R 1 > (l/y) Ek,(y). Then the solution of R1 = (1/a~) E~,(a~) satisfies 
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el < 7 and the solution of R 1 = (I/as) E~o(%) satisfies e2 < y/k*. Thus by 
Theorem 1, R 1 ) R~oot(7 ).
If  R 2 < (1/7) E~.(7), then the solutions a(k) of R 2 = (1/cr) Er~(a ) satisfy 
a(k) > 7 for k ~< k*, and the solution a e o fR  e = (l/or) E~(a) satisfies as > 7/k 
for h >/h* -[- 1. Hence R e ~< R~oot(7 ). This proves the validity of (A3) for 
this case. 
Case I I .  The value of the right side of (A3) is equal to (k*/7) E~o(7/k*). 
The argument closely parallels that for Case I and is therefore omitted. 
Q.E.D. 
When evaluating R~oot(7 ) one computes the differences 
for k = 2, 3,..., until their value becomes negative. I f  this takes place for k + 
then 
R~oot(7 ) = min [~ E~+_1(7), k+ 
ACKNOWLEDGMENTS 
This research was started at the IBM T. J. Watson Research Center, Yorktown 
Heights, N.Y. and was completed at Cornell University, Ithaca, N. Y. It was sup- 
ported in part by NASA contract NAS 2-5643. 
RECEIVED: July 31, 1969; REVISED: August 10, 1970 
REFERENCES 
COSTELLO, A. J. (1969), A construction technique for random-error-connecting 
convolutional codes, IEEE Trans. Information Theory IT-15, 631-636. 
ELIAS, P. (1954), Error free coding, IEEE Trans. Information Theory IT-4, 29-37. 
FALCONER, D. D. (1967), "A Hybrid Sequential and Algebraic Decoding Scheme," 
Se.D. Thesis, MIT, Cambridge, Mass. 
FALCONER, D. D. (1969), A hybrid coding scheme for discrete memoryless channels, 
Bell System Telephone Journal 48, 3. 
FANO, R. M. (1963), A heuristic introduction to probabilistic decoding, IEEE Trans. 
Information Theory IT-9, 2. 
FORNEY, G. D. (1967), "Concatenated Codes," MIT Press, Cambridge, Mass. 
298 JELINEK AND COCKE 
FORNEY, G. D. (1969), "A Study of Hybrid Sequential nd Algebraic Coding Tech- 
niques," Final Report to NASA Ames Research Center by Codex Corporation, 
6 January. 
GALLAGER, R. G. (1963), "Low Density Parity Check Codes," MITPress, Cambridge, 
Mass. 
HUBAND, F. L. AND JELINEK, F. (1971), Channel coding with a sequential-algebraic 
coding scheme, IEEE Transactions on Communication Technology, COM-19, 
February. 
JACOBS, I. M. AND BERLEKAMP, E. R. (1967), A lower bound to the distribution of 
computation for sequential decoding, IEEE Trans. Information Theory IT-13, 
167-174. 
JELINEK~ F. (1968), "Probabilistic Information Theory," McGraw-Hill, New York. 
JELINEK, F. (1969-I), An upper bound on moments of sequential decoding effort, 
IEEE Trans. Information Theory IT-15, 140-149. 
JELINEK, F. (1969-II), A stack algorithm for faster sequential decoding of transmitted 
information, IBM J. Res. Develop. 13, 675-685. 
JELINEK, F. AND COCKE, J. (1969), "Adaptive Hybrid Sequential Decoding," IBM 
Research Report, RC-2593, 15 August. 
PINSKER, M. S. (1965), 0 Slo~nosti Dekodirovaniia, Problemy Peredachi Informatsii 1, 
113-116. 
ZICANCIROV, K. S. (1966), Nekotorye Posledovatel'nye Protsedury Dekodirovania, 
Problemy Peredachi Informatsii 2, 13-25. 
Printed in Belgium 
