We study an inventory system under periodic review when excess demand is lost. It is known (Huh et al. 2009 ) that the best base-stock policy is asymptotically optimal as the lost-sales penalty cost parameter grows. We now show that this result is robust in the following sense: Consider the base-stock level which is optimal in a backordering system (with a per-unit-per-period backordering cost) in which the backorder cost parameter is a function of the lost-sales parameter in the original system. Then there is a large family of functions (mapping the lost-sales cost parameter to the backorder cost parameter) such that the resulting base-stock policy is asymptotically optimal. We also demonstrate the robustness phenomenon through a second result. We consider the base-stock level which is optimal in a backordering system in which a unit of backorder is charged a penalty cost only once (such a system has been studied by Rosling). We show that this base-stock policy is also asymptotically optimal. Furthermore, we show that a modification suggested by Archibald of this base-stock level also results in an asymptotically optimal policy. Finally, we numerically test the performance of this heuristic policy for a wide spectrum of values for the lost-sales penalty cost parameter and illustrate the superior performance of Archibald's method.
Introduction and Literature Review
We study the problem of managing a single-stage inventory system under periodic review when excess demand is lost. Demands are stationary and stochastic. The cost model consists of a holding cost proportional to the amount of inventory and a penalty cost proportional to the amount of lost sales. We are interested in minimizing the long-run average of the sum of the holding and penalty costs incurred per period.
The existing literature in the five-decade-old field of inventory theory has seen only a handful of papers that study optimal policies for systems with lost sales and replenishment lead times. This is despite that the corresponding systems with backorders have been extensively studied and that the assumption of excess demand being lost is of as much practical importance as the backordering assumption. We will now briefly comment on the contributions of these few papers on lost-sales inventory systems. If excess demand were completely backordered, we know that an order-up-to policy is optimal (Karlin and Scarf 1958) . However, when excess demand is lost, the optimal policy is not of such a simple form. Karlin and Scarf (1958) consider a problem with a one-period lead time and show that there exists a critical amount of inventory below which it is optimal to order and above which it is optimal not to order. Furthermore, they show that the derivative of the optimal order quantity as a function of the inventory level is strictly between 0 and −1 in the positive ordering region. Morton (1969) extends these results to the single location problem with arbitrary but deterministic integer lead times. He also derives lower and upper bounding functions on the optimal order policy. Zipkin (2008) has recently presented new, elegant proofs for Morton's results. We refer to Bijvank and Vis (2011) for a recent overview of the literature on inventory systems with lost sales. Huh et al. (2009) show that the ratio between the optimal cost within the class of order-up-to policies to the optimal cost over all policies converges to one in high service level environments (i.e., as the penalty cost approaches infinity). We now show that this result is robust in the following 1041 sense: consider the base-stock level that is optimal in a backordering system with a per-unit-per-period backorder cost parameter that is a function of the lost-sales parameter in the original system. Then there is a large family of functions (mapping the lost-sales cost parameter to the backorder cost parameter) such that the resulting base-stock policy is asymptotically optimal. This is the subject of §2.
We also demonstrate the robustness phenomenon through a second result in §3. We consider the base-stock level that is optimal in a backordering system where a unit of backorder is charged a penalty cost only once (such a system has been studied by Rosling 2002 and Huh et al. 2011) . When the per-unit backorder cost equals the lost-sales penalty cost, the resulting base-stock policy is also asymptotically optimal in the original lost-sales inventory system. Furthermore, we also study a related base-stock policy proposed by Archibald (1981) , in which the expected number of backorders is subtracted from the best base-stock level of the per-unit backorder cost system to serve as a good heuristic basestock level for inventory systems with lost sales. The author proposes this heuristic policy for an inventory system with continuous review, whereas we use it with periodic review. We demonstrate that the asymptotic optimality result is also preserved for this base-stock policy in our original lost-sales inventory system.
The performance of all different base-stock policies is numerically illustrated on a test bed with a wide range of parameter values for the lost-sales penalty cost parameter (the ratio between the penalty and holding cost varies from 1 to 199).
Robustness of Asymptotic Optimality

Model
In this paper, we consider a periodic-review single-stage inventory system, where the lead time from the external supplier is 1 periods. We index time periods in a forward manner, i.e., t = 1 2
. At the beginning of period t, the manager receives q t− units-this is the quantity the manager ordered periods ago from the external supplier. At this instant, let x t = e t−1 + q t− denote the amount of inventory on hand, where e t−1 is the inventory at the end of period t − 1. Then the manager places a new replenishment order for q t units. Next, external (nonnegative) demand of D t units is realized, and demand is satisfied to the extent possible. We assume that demand that is not immediately satisfied is lost. Let e t = x t − D t + denote the amount of inventory at this instant. (For convenience, we write e 0 = 0 and q t = 0 for any t 0.) The holding cost is h $ per unit per period and the lost-sales penalty cost is p $ per unit. 1 Demands are independently and identically distributed, with D denoting the random demand in an arbitrary period. We refer to this system as h p or simply when there is no ambiguity. The performance measure of interest here is the long-run average cost per period, i.e., lim sup
We prove our results by establishing relationships between and an identical inventory system with backordering of excess demand, which we will denote by h b or . The parameter b denotes the cost of backordering one unit of demand for one period. In these systems, we define e t = x t − D t and use it to denote the net inventory at the end of a period, i.e., the amount of physical on-hand inventory minus the amount of backordered demand, if any. The performance measure we focus on for this backordering system is lim sup
where e t + is the amount of on-hand inventory and e t − is the amount of backordered demand. It is well known that an order-up-to policy is optimal for minimizing the long-run average cost per period in this system. Let us use S b to denote the order-up-to level prescribed by the optimal policy for the backordering system, with the understanding that all parameters of the system other than b are held constant. We note that S b can be computed with the newsvendor formula:
Let C * h p and C * h b denote the long-run average costs for the optimal policy in and , respectively. Let C S h p and C S h b denote the long-run average costs under the base-stock policy with order-up-to level S in and , respectively. From the optimality of base-stock policies in and by definition of S b , we have the identity
It has been shown by Huh et al. (2009) that as p becomes arbitrarily large, an asymptotically optimal policy for the lost-sales system h p is given by a base-stock policy whose order-up-to level is S b p , where
One of the main contributions of this paper is to show that this asymptotic optimality is robust in the sense that it holds for a wide choice of the order-up-to level. (Our notation in this paper is similar to that in Huh et al. 2009 for consistency since we generalize their result.)
Robustness Result
In this section, we state one of our main results, that the asymptotic optimality result holds for any order-up-to level ¯ , where p 0 < and 0 < <¯ < , such that
Assumption 1 below is a technical assumption that is required for our result. Let denote the cumulative demand over + 1 periods;, i.e., ∼ +1 t=1 D t . Assumption 1. The random variable satisfies 0 < E < and satisfies one of the following conditions:
is unbounded and
This assumption appeared in Huh et al. (2009) . They explain that many commonly used distributions satisfy this assumption including geometric distributions, Poisson distributions, negative binomial distributions with parameters r > 0 and 0 < p < 1, exponential distributions, and Gaussian distributions. A sufficient condition for this assumption is that the demand distribution has an increasing failure rate.
We are now ready to state our main result.
for any function · satisfying Condition 1.
We remark that Assumption 1 is sufficient but may not be necessary for the limit statement in Theorem 1.
Connection to the Backorder System with a Modified Shortage Cost
We now consider a backorder system with an alternative cost scheme. Recall that the backorder cost b is charged on a per-unit-per-period basis in the backorder system . Now consider a system in which every unit of backordered demand is charged a backorder cost of only once, that is, in the period in which that demand arises. Moreover, demands are satisfied on a first-come-first-served basis. We denote this system by h or . In this section, we show that we can use this system as a proxy for in the sense that we can use the optimal base-stock level for as a base-stock level for , and the resulting policy is asymptotically optimal for . We note that this system and generalizations have been studied by Rosling (2002) , Huh et al. (2011), and Xu et al. (2011) .
The dynamics of system are the same as ; however, the performance measure in is given by lim sup
where min e t − D t is the amount of newly backordered demand, if any, in period t (i.e., demand arising in period t but not satisfied from stock). Let
and let
Treating y as the inventory position at the beginning of any period, f y is the expected cost incurred periods later. Thus, min f y = f S is a lower bound on the expected cost incurred in any period and is therefore also a lower bound on the long-run average cost of any feasible policy. This implies that the order-up-to S policy, whose long-run average cost is exactly f S , is an optimal policy in .
We now present an assumption, which is stronger than Assumption 1, under which we are able to prove the main result of this section.
Assumption 2. The random variable has a log-concave density, , with E > 0 (which implies E < ).
We remark that it is sufficient to require that the single period demand D has a log-concave density for this assumption to be satisfied since log-concavity is preserved by convolution. Furthermore, the following probability distributions have log-concave density functions: normal distribution, uniform distribution, logistic distribution, extreme value distribution, Laplace distribution, chi distribution, exponential distribution, gamma distribution (if the shape parameter is 1), beta distribution (if both shape parameters are 1), Weibull distribution (if the shape parameter is 1), Dirichlet distribution (where all parameters are 1), and chi-square distribution (if the number of degrees of freedom is 2). Also discrete distributions can be log-concave, such as the (negative) binomial distribution, (hyper)geometric distribution, and Poisson distribution. Examples of non-logconcave distributions are the Student's t-distribution, Cauchy distribution, Pareto distribution, Log-Normal distribution, and F -distribution. For more details, see Bagnoli and Bergstrom (2005) and Devroye (2006) .
Next, we present a lemma that lists several useful consequences of Assumption 2. These facts will be used in the proofs of Lemmas 2 and 3. Let B be the supremum point of the support of the demand distribution D if D is bounded, or B = if D is unbounded. Lemma 1. The following statements are true under Assumption 2.
(a) The distribution of satisfies Assumption 1.
(b) The function f is quasi-convex.
1043
(c) There exists ∈ 0 1 andS ∈ 0 + 1 · B such that, for any S ∈ S + 1 · B ,
The probability density function x is O 1/x ; i.e., there exists¯ x such that¯ x = /x for some > 0 and x ¯ x for any x x 0 for some x 0 .
We now present a relation between the optimal base-stock levels S in and S in under Assumption 2.
Lemma 2. Under Assumption 2, the inequality S S holds for all and the inequality S S holds for sufficiently large .
The above relationship is instrumental in the proof of the main result on the asymptotic optimality of the order-up-to S p policy. This result is next.
We remark that Assumption 2 is only sufficient for the result in Theorem 2, and it may not be necessary.
Heuristic Policy of Archibald (1981)
Next, we study another base-stock level related to S p . Archibald (1981) considers a continuous review inventory system where excess demand is lost, and he proposes to adjust the order-up-to level by subtracting the expected amount of the shortage during the lead time. Inspired by this adjustment, we define the Archibald base-stock level as
In this section, we show the asymptotic optimality of S p as p → . The key step in the proof is the result that S b − E − S b + is sandwiched between S b − h /2 and S b for sufficiently large b-intuitively, this result along with our earlier results imply that the cost of using the order-up-to S p policy is close to the cost of using the order-up-to S p policy for large p. We present this result next. Theorem 3. Under Assumption 2,
As before, Assumption 2 may not be necessary for the limit statement in Theorem 3.
Numerical Investigation
In §2, we proved that there are many base-stock levels that are asymptotically optimal for large values of the penalty cost p. Two specific base-stock levels were studied in §3 and it was shown that they both satisfy this optimality criterion. In this section, we evaluate the cost effectiveness of these base-stock policies for a test bed with a wide range of parameter values as indicated in Table 1 . The demand in each period follows a Poisson distribution or a negative binomial distribution with a certain variance-to-mean (VTM) ratio. The lead time ranges from one to four periods. All combinations result in 800 instances.
For each instance, we compute the average costs of the optimal replenishment policy (please see Section 7.1 of Huh et al. 2009 for details about computing the average cost optimal policy) as well as several base-stock policies. Besides the two base-stock levels S p and S p , we also evaluate the best base-stock level S * p in and the best base-stock level S p in . Note that S * p can be found with a bisection method since the average cost is convex with respect to the base-stock level (Downs et al. 2001) , whereas S p is given by (1), S p by (2) and S p by (3). Furthermore, we include the base-stock levelS p proposed by Huh et al. (2009) (see p. 414 of their paper) as a benchmark, which is given bỹ
where S 0 p is the optimal base-stock level in a backorder system with no lead time (i.e., S 0 p = inf y P D 1 y p/ p + h . The results for all 800 problem instances are summarized in Table 2 . Each column represents the average relative cost increase for using a specific base-stock level compared to the optimal policy. Each row reports the average relative cost increase for a specific value of the penalty cost parameter p, whereas the final row reports the average over all problem instances.
From these results it is clear that base-stock policies perform much better when the cost of a lost sale is high compared to the inventory holding costs. In particular, we conclude that the base-stock levels S p andS p have a similar performance when the lost-sales penalty cost parameter is high (p = 49 99 199), but S p performs badly for moderate values of p. However, both base-stock levels are outperformed by S and S . These two base-stock policies have a similar performance for a high lost-sales penalty cost. However, for moderate to low values of p, the performance of S andS becomes similar, whereas the average costs for S are the lowest. The average cost increase for this latter policy is 6.71% compared to the optimal replenishment policy. However, since 3.78% of this cost deviation is because we have restricted our attention to the class of base-stock policies, the average cost increase of the order-up-to S policy relative to the best order-up-to policy is only 2.93% of the optimal cost.
A. Appendix
A.1. Proofs and Intermediate Results
In this appendix, we present proofs for the results in the paper. We also present some intermediate results that are useful in these proofs.
We first prove a preliminary lemma which we use to prove Theorem 1.
Lemma 4. Consider any function b such that, for some 0 < < , > 0 and b 0 < , we have
Then under Assumption 1,
Since both the leftmost expression and the rightmost expression in (4) converge to 1 as b → by Theorem 2(b) of Huh et al. (2009) , we conclude that the middle expression also converges to 1.
Proof of Theorem 1
Proof. We know from Janakiraman et al. (2007) that the optimal cost of the lost-sales system satisfies
For any p p 0 , we have p · b p by Condition 1. Also, Lemma 5 of Huh et al. (2009) 
has established
for any order-up-to level S. Thus, we obtain
From (5) and (6), it suffices to show that
which implies the required result. We can write the ratio within the limit of (7) as the following product
It is sufficient to show that both the ratios in (8) converge to 1. We first consider the second ratio in (8). Define
From the above definitions, it follows that p / = b p , and the second ratio in (8) equals C * h b p / C * h b p . As p approaches , so doesb p . Also, it is trivial to verify that the function · defined above satisfies the conditions of Lemma 4. Thus, the limit of this ratio equals 1 by that lemma.
We now consider the first ratio of (8), which equals C S p h b p /C * h b p by definingb p = p / . We want to show that this ratio converges to 1. Next, notice from Condition 1 that there is no loss of generality in assuming 1. Thus,b p p . This implies that
Since the ratio on the left is greater than or equal to 1, it is sufficient to show that the ratio on the right converges to 1. Let BO S denote the random variable representing the amount on backorder under an order-up-to policy with base-stock level S. Let us now compare the costs incurred by the two backorder systems, h b p and h p when they are both managed by the order-up-to S p policy. Observe that
where the first equality follows from the optimality of order-up-to policies in the backorder system and the definition of S · , and the second equality follows from the definition ofb p = p / . Therefore, the right-hand-side expression of (9) satisfies
and it is sufficient to show the claim that the quantity on the right converges to 1. This quantity can be rewritten as
For any b, we can write
which approaches 0 as b → by Theorem 2(a) of Huh et al. (2009) . Now, as p → , ·b p also approaches , and this result shows that the expression in the square bracket of (10) approaches 0. This immediately implies the claim above, which completes the proof of the theorem.
Proof of Lemma 1
Proof. (a) A log-concave density function implies that the failure rate is monotone increasing (see Corollary 2 in Bagnoli and Bergstrom 2005) . Consequently, Assumption 1(ii) on the mean residual life is satisfied (see Theorem 1b in Huh et al. 2009 ).
(b) See Proposition 2-1 of Rosling (2002) . (c) LetF n x = P D 1 +· · ·+D n > x . Since D +1 is nonnegative, this impliesF x F +1 x for any x 0. First, we claim that there existS ∈ 0 + 1 · B and ∈ 0 1 for whichF S /F +1 S 1 − . Suppose, by way of contradiction, that this claim does not hold; i.e.,F x =F +1 x for x ∈ 0 +1 ·B . SinceF x =F +1 x = 0 for any x +1 ·B, we must then obtain that D 1 + · · · + D and D 1 + · · · + D +1 have the same distribution. This would imply E D +1 = 0, a contradiction to Assumption 2. Thus, we complete the proof of the claim.
Next, we show that the required inequality is true for any Rosling (2002) states thatF x is MCR (that is, has monotone convolution ratios, which is a generalization of logconcavity) for a log-concave density function x . Consequently, F x /F +1 x is nonincreasing in x ∈ S + 1 · B . Together with the above claim, this implies the required result.
(d) Corollary 1 in An (1998) states that the right tail of a log-concave density decreases exponentially fast. That is, if x is a log-concave density, then for sufficiently large x, x e −x . This also implies that for sufficiently large x, x 1/x since exponentials have a larger magnitude than powers as x → . This implies part (d).
Proof of Lemma 2
Proof. We first show S S . To begin, we derive expressions for the costs in systems and under a given order-up-to S policy. We refer to these costs as C S and C S , respectively. The inventory and backlog dynamics in both systems are the same when they are both operated using the same policy. Therefore, we can derive common expressions for both systems as follows.
For a given base-stock level S 0, the on-hand inventory at the end of a period, denoted by I S , and the amount of backlog that is aged j periods, denoted by BO j S , satisfy the following equations:
(There will be no backlog aged more than periods.) Then the average-cost functions for and are given by
respectively. Thus, when b = , we can write
Each BO j S is decreasing in S (which follows from its definition), and thus it follows that
Using the well-known fact that C S is a convex function of S and the result of Lemma 1 that C S is a quasi-convex function of S, along with the above inequality, we conclude that S S since S minimizes C S and S minimizes C S . Now we proceed to show that S S when is sufficiently large. Note
From Lemma 1, we know that for any
Thus, for S ∈ S + 1 B , pp. 1040 pp. -1047 pp. , © 2014 Since S · → as → , S · ∈ S + 1 B for sufficiently large . Using the above inequality for such , we obtain Thus, to prove (11), it suffices to show that the right-hand-side expression does not exceed h/ b + h ; i.e.,
for sufficiently large b.
The left-hand side of (12) Thus, the left-hand side of (12) converges to 0 as b → . Since > 0, Equation (12) is satisfied for sufficiently large b, as required.
Proof of Theorem 3
Proof. We find an upper bound and a lower bound for S p . From the definition of S p in (3) and Lemma 2,
S p S p S p
Furthermore, for sufficiently large p, S p = S p − E − S p
where the first inequality holds since S p S p (Lemma 2), and the second inequality follows from Lemma 3. Note that S p is also an increasing function of p.
Since S p −h /2 S p S p , we use arguments identical to the proof of Theorem 2 to apply Theorem 1 and obtain the desired result.
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