ABSTRACT In this paper, we consider the channel estimation problem for multiple-input multiple-output wireless relay communication systems with multiple relay nodes. In particular, all individual channel matrices of the first-hop and second-hop links are estimated at the destination node by applying the superimposed channel training algorithm, where training sequences are superimposed at the relay nodes to assist the estimation of the relays-destination channel matrices. To improve the performance of channel estimation, we consider the estimation error inherited from the second-hop channel estimation and develop a new minimal mean-squared error-based algorithm to estimate the first-hop channel matrices. Furthermore, we derive the optimal power allocation and training sequences at the source and relay nodes. Numerical examples demonstrate a better performance of the proposed superimposed channel training algorithm.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) relay communication systems have attracted much research interest recently due to their capability in improving the reliability and coverage of wireless systems [1] , [2] . Many studies have been carried out on the transceiver optimization of amplifyand-forward (AF) MIMO relay systems. The optimal relay precoding matrix which maximizes the source-destination mutual information (MI) of a two-hop MIMO relay system was developed in [3] and [4] . In [5] and [6] , the relay precoding matrix was designed to minimize the mean-squared error (MSE) of the signal waveform estimation. A unified framework was developed in [7] and [8] to jointly optimize the source and relay precoding matrices for a broad class of objective functions.
The works in [3] - [8] focused on MIMO relay systems with a single relay node at each hop. Systems with multiple parallel relay nodes have also attracted great interests [9] , [10] . Behbahani et al. [9] developed the optimal relay precoding matrices with multiple relay nodes. In [10] , joint source and relay precoding matrices optimization has been investigated with power constraint at the output of the second-hop channel considering both linear and nonlinear receivers.
It can be seen that for MIMO relay systems discussed in [3] - [10] , the knowledge of the instantaneous channel state information (CSI) is required for designing the optimal linear receiver at the destination node and optimizing the system through precoding matrices design. Nevertheless, in real relay communication systems, the instantaneous CSI is unknown at the destination node, and therefore, needs to be estimated. Lioliou and Viberg [11] and Lioliou et al. [12] developed a least-squares (LS) based channel estimation algorithm for MIMO relay systems and further improved its performance by the weighted LS (WLS) approach. A two-stage channel training method was developed in [13] , where the optimal training sequence at the source and relay nodes was derived. In [14] , a parallel factor (PARAFAC) analysis based MIMO relay channel estimation algorithm was proposed. Superimposed channel training algorithms were developed in [15] and [16] for two-way MIMO relay systems, and in [17] for time-varying MIMO relay systems, where a training sequence is superimposed at the relay node to estimate the CSI of first-hop and second-hop channel at the destination nodes.
The channel estimation algorithms in [11] - [17] were developed for MIMO relay systems with a single relay node at each hop [3] - [8] . Obviously, channel estimation becomes more challenging for systems with multiple parallel relay nodes as more unknowns need to be estimated. In [18] , LS and maximum likelihood (ML) based channel estimators were derived based on the parameterization of the estimation problem. The ML estimation technique was used to estimate the basis expansion model (BEM) weighting coefficients in [19] . However, the optimization of training sequence, which may further improve the performance of the estimators, was not discussed in [18] and [19] .
In this paper, we apply the principle of superimposed channel training to estimate all individual first-hop and secondhop channel matrices of MIMO relay systems with multiple parallel relay nodes. Note that the knowledge of both the source-relay and relay-destination channels is required at the destination node for developing the optimal receiver [9] , [10] . In the proposed algorithm, the channel estimation process is completed in two time blocks. At the first time block, the source node broadcasts training sequence to all relay nodes, while at the second time block, each relay node transmits linearly amplified received signals as well as its own training sequence. Then all individual channel matrices of the firsthop and second-hop links can be efficiently estimated at the destination node.
We derive the optimal structure of the training sequences that minimize the sum MSE of channel estimation and optimize the power allocation between the training sequences at the source and relay nodes. We consider the estimation error inherited from the estimation of the second-hop channel matrices and develop a new minimal MSE (MMSE)-based algorithm to estimate the first-hop channel matrices, for which no efficient method was proposed in [15] . Moreover, compared with [15] and [16] , the optimization problems in this paper are more challenging to solve, as more channel training sequences need to be optimized. Numerical examples demonstrate a better performance of the proposed superimposed channel training algorithm compared with the conventional two-stage channel estimation approach for MIMO relay systems with multiple relay nodes.
The rest of this paper is organized as follows. The system model of a two-hop MIMO relay communication system with multiple relay nodes is presented in Section II. The superimposed channel training algorithm is developed in Section III, where the optimal training sequences and power allocation at the source and relay nodes are derived. In Section IV, we present a new MMSE-based algorithm to estimate the firsthop channel matrices considering the error of the second-hop channel estimation. Section V shows numerical simulation results to demonstrate the performance of the proposed algorithms. Finally, conclusions are drawn in Section VI.
The following notations are used throughout the paper. Vectors and matrices are represented by lower case and upper case bold letters, respectively; Superscripts (·) T , (·) H , and (·) −1 denote transpose, Hermitian transpose, and matrix inversion, respectively; ⊗ denotes the matrix Kronecker product [20] ; tr(·) stands for the matrix trace; vec(·) denotes the vectorization operator which stacks all column vectors of a matrix on top of each other; I n denotes an n × n identity matrix; 1 is a vector with all one entries; bdiag [·] and diag(·) stand for a block diagonal and diagonal matrix, respectively; and E[·] denotes the statistical expectation.
II. SYSTEM MODEL
We consider a two-hop MIMO relay communication system which consists of one source node, K parallel relay nodes, and one destination node as illustrated in Fig. 1 . The source and the destination nodes have N s and N d antennas, respectively, and the ith relay node has N i antennas. For i = 1, . . . , K , H i denotes the N i × N s first-hop channel matrix from the source node to the ith relay node and G i is the N d ×N i secondhop channel matrix from the ith relay node to the destination node. Due to its merit of simplicity, we consider the AF relay scheme at each relay. The channel training process is implemented in two time blocks. At the first time block, the source node sends an N s × T channel training matrix S to all relay nodes, where T is the length of the training sequence. The signals received at the ith relay node can be written as
where Y i and V i are the N i × T received signal matrix and noise matrix at the ith relay node, respectively. At the second time block, the source node is silent, and the ith relay node amplifies its received signal with an amplifying factor α > 0 and superimposes its own training matrix T i . Therefore, the signal matrix transmitted by the ith relay node is given by
The received signal at the destination node can be written as
27650 VOLUME 5, 2017 where V d is the N d × T additive Gaussian noise matrix at the destination node. We assume that the channel matrices H i and G i satisfy the well-known Gaussian-Kronecker model [21] , where H i and G i are complex Gaussian random matrices with (4) we have
where
complex Gaussian random matrices with independent and identically distributed (i.i.d.) zero mean and unit variance entries. We assume that H i,w and G i,w , i = 1, . . . , K , are statistically independent of each other. We also assume that the knowledge on the channel covariance matrices is available at the destination node.
By substituting (1) and (2) into (3), we can rewrite the received signal at the destination node as
is the total noise matrix at the destination node and M = K i=1 G i H i can be viewed as the compound source-destination channel matrix. It can be seen from (6) that the first-hop channel H i is multiplied with the second-hop channel G i , which makes it difficult to estimate both H i and G i in one step. Thus, we propose an efficient twostep channel estimation algorithm to estimate the second-hop channel G i first based on T i , and then estimate the first-hop channels.
III. SUPERIMPOSED CHANNEL TRAINING FOR THE SECOND-HOP CHANNEL ESTIMATION
In this section, the superimposed channel training principle is applied to estimate the channel matrices M and G i , i = 1, . . . , K . Moreover, we design the optimal training matrices S and T i , i = 1, . . . , K , and the relay amplifying factor α to minimize the sum MSE of the channel estimation.
The main idea of the superimposed channel training algorithm is to use T i to estimate the second-hop channel matrices G i , i = 1, . . . , K . By introducing the eigenvalue decompositions (EVDs) of
where s and i are arbitrary N s × N s and N i × N i unitary matrix, respectively. Based on (5), the received signal at the destination node (6) can be rewritten as
In the following, we develop an algorithm to estimateM andG i in (8) . In Section IV, we will present the algorithm to estimate the first-hop channelsH i from (8) . It will be shown in Section IV that the MSE of estimatingH i increases with the MSE of estimatingM andG i . Thus, it is important to optimize the training matrices S and T i , i = 1, . . . , K , to minimize the MSE of estimatingH i .
Applying the identity of vec(ABC) = (C T ⊗ A)vec(B) [20] , we can rewrite (8) in vector form as
In (10), γ is the vector of unknown with a dimension of
Thanks to its computational simplicity, a linear estimator is applied at the destination node to estimate γ aŝ
whereγ denotes the estimation of γ and W is the weight matrix of the linear estimator. Using (11), the MSE of channel estimation is given by
are the covariance matrix of γ and v, respectively.
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Lemma 1: R γ and R v are given by
It is well-known that (12) is minimized by the linear MMSE estimator [22] given by
By substituting (15) back into (12) and applying the matrix inversion lemma of (A + BCD)
we can obtain the MSE of estimating γ as
The transmission power consumed by the source node is given by
Using (2) and Lemma 3 in Appendix A, the transmission power of the ith relay node can be calculated as (18) , the optimal amplifying factor α and the optimal training matrices can be designed through solving the following optimization problem
where p s is the transmission power available at the source node and p i is the transmission power at the ith relay node. Using [15, Th. 1], the optimalS andT i as the solution to the problem (19)-(21) satisfy the equations below for
where s and i are N s × N s and N i × N i diagonal matrix, respectively, with non-negative diagonal elements. Based on (22) and (23), the optimal structure of the training sequences is given by
We would like to note that semi-unitary i satisfying (25) can be easily obtained, for instance, from the normalized discrete Fourier transform (DFT) matrices. Based on (22) and (23), it can be seen that the MSE matrix (16) 
(31)
Using ( 
are the mth diagonal element of i and i , respectively, and
For a given α, the problem (34)-(37) is a convex optimization problem with respect to {σ i,m }. This is because when α is fixed, b, λ s,m , λ d,n , d v,n and λ i,m are known variables, and (34) is monotonically decreasing and convex with respect to {σ i,m }. Moreover, the constraints in (35) and (36) are linear inequality constraints when α is fixed. Thus, with fixed α, the problem (34)-(37) with respect to {σ i,m } is a convex optimization problem, which can be efficiently solved by the Lagrange multiplier method.
The Karush-Kuhn-Tucker (KKT) optimality conditions [23] of the problem (34)-(37) are given below. Firstly, the gradient conditions are given by
where e i,m = αλ s,m tr(R i ), and µ i ≥ 0, i = s, 1, . . . , K , are the Lagrange multipliers. Secondly, the complementary slackness conditions are given by
When α and µ i , i = s, 1, . . . , K , are fixed, the nonnegative {σ s,m } can be obtained through the bi-section search, as the left-hand side (LHS) of (39) and (40) are monotonically decreasing functions of σ s,m and σ i,m , respectively. To obtain µ s and µ i , we can apply an outer bi-section search loop since the LHS of (35) is a decreasing function of σ s,m , and the LHS of (36) is an increasing function of σ s,m and σ i,m . Meanwhile, in (39), σ s,m monotonically decreases with respect to µ s and µ i , and σ i,m is a monotonically decreasing function of µ i in (40).
When α also becomes a variable in the optimization, the problem (34)-(37) is not a convex optimization problem. But in this case, the following lemma is in order.
Lemma 2: The object function (34) subjecting to constraints (35)-(37) is a unimodal function with respect to α.
Proof: See Appendix B. For a unimodal function, its minimal value can be efficiently obtained by using the golden section search (GSS) [24] . The procedure of applying the GSS technique to find the optimal α is described in Table I , where φ > 0 is the reduction factor, |·| denotes the absolute value, and ε is a positive constant close to 0. It is shown in [24] that the optimal φ is 1.618, also known as the golden ratio.
It can be observed from Table I that at each iteration, the GSS method reduces the interval containing the optimal α to 0.618 times of interval at the preceding iteration. Thus, the length of the interval containing the optimal α after the nth iteration is n = 0.618 n 0 [24] , where 0 = α u − α l is the length of the initial feasible interval . Therefore, the number of iterations required to achieve the desired accuracy ε in Table 1 
IV. MMSE-BASED FIRST-HOP CHANNEL ESTIMATION
In this section, we propose an MMSE-based algorithm to estimate the first-hop channel matrices considering the error of the second-hop channel estimation in Section III.
After estimating the second-hop channelsG i , i = 1, . . . , K ,Ĝ iTi can be subtracted from (8) as
is the total noise matrix including the channel estimation errors. By applying the vectorization operation to both sides of (41), we havē 
where the derivation of Rh and Rv is shown in Appendix C.
Note that in (45), we take into account the equivalent estimation error inherited from the second-hop channel estimation, i.e., Rv. Therefore, the total MSE of the first-hop channel matrices estimation depends on the accuracy of the second-hop channel matrices estimation. In other words, the total MSE in (45) increases with the increasing of the MSE of the second-hop channel estimation.
V. NUMERICAL EXAMPLES
In this section, we study the performance of the proposed superimposed channel training algorithm for MIMO relay systems with multiple relay nodes through numerical simulations. We simulate a MIMO relay system with K = 2 relay nodes which have the same number of antennas as the source node, i.e., N s = N i = N , i = 1, 2, and we choose the smallest T possible, i.e.,
The optimal training matrices for the superimposed channel training method are generated according to (24) . In particular, the semi-unitary matrices in (25) are generated based on the normalized DFT matrices as N , n = 1, . . . , 3N . The channel covariance matrices have the widely used exponential Toeplitz structure [21] such that T s = R i = C i = ρ |m−n| , i = 1, 2, m, n = 1, . . . , N , and R d = ρ |m−n| , m, n = 1, . . . , N d , where ρ is the correlation coefficient with magnitude |ρ| < 1. Without loss of generality, we consider ρ = 0.8 and ρ = 0.2 for the high and low channel correlation scenarios, respectively. We assume that all nodes have the same amount of transmission power as p s = p 1 = p 2 = p. In all simulation examples, the normalized MSE (NMSE) of channel estimation at the destination node is computed.
In the first example, we compare the NMSE performance of the superimposed channel training algorithm at various α. Fig. 2 shows the NMSE of the proposed algorithm versus p at various α with N d = N = 4 and ρ = 0.8. The curve of the optimal α is obtained by applying the GSS method in the proposed superimposed channel training algorithm to find the optimal α for each value of p. It can be observed from Fig. 2 that the GSS technique is an efficient method to find the optimal α since the optimal α curve constantly has the lowest MSE level for all values of p. Furthermore, we observe from Fig. 2 that the optimal α varies with respect to p, which means that using a fixed α is strictly suboptimal. In particular, for p between 10dB and 30dB, the NMSE with α = 0.2 is close to the NMSE using the optimal α. However, the curve associated with α = 0.07 has a lower NMSE than the one associated with α = 0.2 when p = 5dB. In addition, for other simulation examples (e.g. different N and ρ), the NMSE with α = 0.2 might not be close to the NMSE using the optimal α. In the second example, we set N d = N and investigate the NMSE performance of the proposed superimposed channel training algorithm using the optimal α for various simulation scenarios. A comparison of the proposed algorithm has been made with the conventional two-stage MMSE-based channel training algorithm, where random orthogonal pilot sequences are adopted to estimate channel matrices with equally distributed transmission power at the relay node between two stages [15] . Fig. 3 shows the NMSE performance of both methods with ρ = 0.8 for N = 2 and N = 4, while Fig. 4 demonstrates the performance of two methods with ρ = 0.2. It can be observed from Figs. 3 and 4 that the two algorithms have similar performance when p < 10dB, while at a high power level, the superimposed channel training algorithm yields much smaller estimation error than the conventional two-stage channel estimation method. Moreover, the relationship between the curves almost stays the same when the correlation coefficient ρ changes, indicating that the proposed algorithm is efficient in both scenarios of high and low channel correlation. We also observe from Figs. 3 and 4 that for both algorithms the NMSE increases with N , as more unknowns need to be estimated with a larger number of antennas.
In the third example, we study the NMSE performance of the algorithm proposed in Section IV which retrieves the individual CSI of the first-hop channels. Since the first-hop channel estimation is based on the second-hop one, and the error in second-hop estimation is propagated to the firsthop channel estimation, we apply the proposed superimposed channel training algorithm in Section III to estimate the second-hop channels in this example, which has a better NMSE performance than the conventional two-stage algorithm. Fig. 5 shows the NMSE performance of this method with ρ = 0.2 for various N and N d . It can be seen that with fixed N d , the NMSE increases with N , as more unknowns need to be estimated. As expected, for a given N , the NMSE decreases with N d since more observations are available. 
VI. CONCLUSIONS
In this paper, we have applied the superimposed channel training approach to MIMO relay communication systems with multiple relay nodes. The channel matrices of both the first-hop and the second-hop links can be efficiently estimated using the proposed algorithms. The optimal training sequences and power allocation at the source and relay nodes are derived. Furthermore, a new MMSE-based estimator has been developed to retrieve the first-hop channel information. A better performance of the proposed superimposed channel training algorithm has been shown through numerical examples. The channel training algorithm proposed in this paper can be readily extended to two-way MIMO relay networks with multiple relay nodes.
APPENDIX A PROOF OF LEMMA 1
In order to derive R v and R γ , here we introduce the following lemma.
Lemma 3 [25] : 
where v i,m and v d,m are the mth columns of V i and V d , respectively. As v m , m = 1, . . . , T , are independent, R v can be written as
Now let us calculate R γ . From (5), (7), and (9), the mth column ofM andG i can be written as 
