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Abstract
We present lower bounds on the space required to estimate the quantiles of a stream of numerical
values. Quantile estimation is perhaps the most studied problem in the data stream model and it is
relatively well understood in the basic single-pass data stream model in which the values are ordered
adversarially. Natural extensions of this basic model include the random-order model in which the values
are ordered randomly (e.g. [21, 5, 13, 11, 12]) and the multi-pass model in which an algorithm is permitted
a limited number of passes over the stream (e.g. [6, 7, 1, 19, 2, 6, 7, 1, 19, 2]). We present lower bounds
that complement existing upper bounds [21, 11] in both models. One consequence is an exponential
separation between the random-order and adversarial-order models: using Ω(polylogn) space, exact
selection requires Ω(logn) passes in the adversarial-order model while O(log logn) passes are sufficient
in the random-order model.
1 Introduction
One of the principal theoretical motivations for studying the data stream model is to understand the impact
of the order of the input on computation. While an algorithm in the RAM model can process the input
data in an arbitrary order, a key constraint of the data stream model is that any algorithm must process (in
small space) the input data in the order in which it arrives. Parameterizing the number of passes that an
algorithm may have over the data establishes a spectrum between the RAM model and the one-pass data
stream model. How does the computational power of the model change along this spectrum? Furthermore,
what role is played by the ordering of the stream?
These issues date back to one of the earliest papers on the data stream model in which Munro and
Paterson considered the problems of sorting and selection in limited space [21]. They showed that O˜(n1/p)
space was sufficient to find the exact median of a sequence of n numbers given p passes over the data.
However, if the data was randomly ordered, O˜(n1/(2p)) space sufficed. They also showed lower bounds for
deterministic algorithms that stored the stream values as indivisible objects and uses a comparison based
model. Specifically, they showed that all such algorithms required Ω(n1/p) space in the adversarial-order
model and that single-pass algorithms that maintain a set of “elements whose ranks among those read thus
far are consecutive and as close to the current median as possible” require Ω(
√
n) space in the random-order
model. They also conjectured the existence of an algorithm in the random-order model that used O(log log n)
passes and O(polylog n) space to compute the median exactly. Median finding or quantile estimation has
since become one of the most extensively studied problems in the data stream model [17, 18, 10, 9, 14, 4, 23, 3].
However, it was only recently shown that there does indeed exist an algorithm which uses O(log log n) passes
and O(polylog n) space in the random-order model [11]. This result was based on a single-pass algorithm in
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the random-order model that, with high probability, returned an element of rank n/2±O(n1/2+) and used
poly(−1, log n) space. In contrast, any algorithm in the adversarial-order model requires Ω(n1−δ) space to
find an element of rank n/2± nδ. These two facts together showed that the random-order model is strictly
more powerful than the adversarial-order model.
Based on the algorithms of Munro and Paterson, it seemed plausible that any p pass algorithm in the
random order stream model can be simulated by a 2p pass algorithm in the adversarial streaming model. This
was conjectured by Kannan [15]. Further support for this conjecture came via work initiated by Feigenbaum
et al. [8] that considered the relationship between various property testing models and the data-stream
model. It was shown in Guha et al. [13] that several models of property testing can be simulated in the
single-pass random-order stream model while it appeared that a similar simulation in the adversarial-model
required two passes. While this appeared to support the conjecture, the conjecture remained unresolved.
In this paper we show that the conjecture is false. In fact, the separation between the random-order
model and the adversarial-order model can be exponential. We show that using p passes, Ω(n1/ppΘ(1))-space
is required to compute the median exactly. This is a fully general lower bound as opposed to the lower
bound for a restricted class of algorithms presented in [21]. Our proof is information-theoretic and uses a
reduction from the communication complexity of a generalized form of pointer-chasing for which we prove
the first lower-bound. It is also possible to establish a weaker lower bound using our reduction combined
with the round-elimination lemma of Miltersen et al. [20] or the standard form of pointer-chasing considered
by Nisan and Widgerson [22] as opposed our new lower bound for generalized pointer-chasing. We omit the
details but stress that our communication complexity result for generalized pointer chasing is necessary to
prove the stronger bound. Furthermore, we believe that this result may be useful for obtaining improved
lower-bounds for other streaming problems.
A final question is whether it is possible to significantly improve upon the algorithm presented in [11]
for the random-order model. In particular, does there exist a one-pass sub-polynomial approximation in
O(polylog n)-space? We show that this is not the case and, in particular, a single-pass algorithm returning
the exact median requires Ω(
√
n) space in the random-order model. This result is about fully general
algorithms in contrast to the result by Munro and Paterson [21]. We note that this is the first unqualified
lower bound in the random-order model. The proof uses a reduction from communication complexity but
deviates significantly from the usual form of such reductions because of the novel challenges arising when
proving a lower bound in the random-order model as opposed to the adversarial-model.
1.1 Summary of Results and Overview
Our two main results of this paper are lower-bounds for approximate median finding in the random-order
stream model and the multi-pass stream models.
In Section 3, we prove that any algorithm that returns an nδ-approximate median of a randomly or-
dered stream with probability at least 3/4 requires Ω(
√
n1−3δ/ log n) space. This rules out sub-polynomial
approximation using poly-logarithmic space.
In Section 4, we prove that any algorithm that returns an nδ-approximate median in k passes of an
adversarially ordered stream requires Ω(n(1−δ)/kk−6) space. This disproves the conjecture that stated that
any problem that could be solved in k/2 passes of a randomly ordered stream could be solved in at most k
passes of an adversarially ordered stream [15].
We also simplify and improve the upper bound in [11] and show that there exists a single pass algorithm
using O(1) words of space that, given any k, returns an element of rank k ± O(k1/2 log2 k) if the stream
is randomly ordered. This represents an improvement in terms of space use and accuracy. However, this
improvement is not the focus of the paper and can be found in Appendix A.
2 Preliminaries
We start by clarifying the definition of an approximate quantile of a multi-set.
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Definition 1 (Rank and Approximate Selection). The rank of an item x in a set S is defined as, RankS(x) =
|{x′ ∈ S|x′ < x}|+ 1. Assuming there are no duplicate elements in S, we say x is an Υ-approximate k-rank
element in S if, RankS(x) = k±Υ. If there are duplicate elements in S then we say x is an Υ-approximate
k-rank element if there exists some way of ordering identical elements such that x is an Υ-approximate k-rank
element.
3 Random Order Lower-Bound
In this section we will prove a lower bound of the space required to nδ-approximate the median in a randomly
ordered stream. Our lower-bound will be based on a reduction from the communication complexity of
indexing [16]. However, the reduction is significantly more involved then typical reductions because different
segments of a stream can not be determined independently by different players if the stream is in random
order.
Let Alice have a binary string σ of length s′ = n−δ
√
n2/(100 ln(2/)) and let Bob have an index r ∈ [s′]
where  and n2 will be specified shortly. It is known that for Bob to learn σr with probability at least 3/4
after a single message from Alice then the message Alice sends must be Ω(s′) bits. More precisely,
Theorem 2. There exists a constant c∗ such that R11/4(Index) ≥ c∗s′.
The basic idea of our proof is that if there exists an algorithm A that computes the median of a randomly
ordered stream in a single pass then this gives rise to a 1-way communication protocol that solves Index.
The protocol is based upon simulating A on a stream of length n where Alice determines the first n1 =
n − c∗n1−δ/(4 log n) elements and Bob determines the remaining n2 = c∗n1−δ/(4 log n) elements. The
stream consists of the following sets of elements:
1. S: A set of s = nδs′ elements
⋃
j∈[nδ]{2i + σi : i ∈ [s′]}. Note that each of the s′ distinct elements
occurs nδ times. We refer to S as the “special” elements.
2. X: x = (n+ 1)/2− r copies of 0.
3. Y : y = (n− 1)/2− s+ r copies of 2s+ 2.
Note that any nδ-approximate median of U = S ∪X ∪ Y is 2r + σr.
The difficulty in the proof comes from the fact that the probability that A finds an nδ-approximate
median depends on the random ordering of the stream. Hence, it would seem that Alice and Bob need to
ensure that the ordering of U in the stream is chosen at random. Unfortunately that is not possible without
excessive communication between Alice and Bob. Instead we will show that it is possible for Alice and Bob
to generate a stream in “semi-random” order according to the following notion of semi-random.
Definition 3 (-Generated Random Order). Consider a set of elements {x1, . . . , xn}. Then σ ∈ Symn
defines a stream 〈xσ(1), . . . , xσ(n)〉 where Symn is the set of all permutations on [n]. We say the ordering of
this stream is -Generated Random is σ is chosen according to some distribution ν such that ‖µ − ν‖1 ≥ 
where µ is the uniform distribution over all possible orderings.
The importance of this definition is captured in the following simple lemma.
Lemma 4. Let A be a randomized algorithm that estimates some property of a randomly ordered stream
such that the estimate satisfies some guarantee with probability at least p. Then the estimate returned by
running A on a stream in -generated random order satisfies the same guarantees with probability at least
p− .
Proof. We say the A succeeds if the estimate returns satisfies the required guarantees. Let Prµ,coin (·) denote
the probability of an event over the internal coin tosses of A and the ordering of the stream when the stream
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order is chosen according to distribution µ. Similarly define Prν,coin (·) where ν is any distribution satisfying
‖µ− ν‖1 ≤ .
Pr
µ,coin
(A succeeds) =
∑
σ∈Symn
Pr
µ
(σ) Pr
coin
(A succeeds|σ) ≤ Pr
ν,coin
(A succeeds) +  .
Consequently, if we can show that Alice and Bob can generate a stream that is in O()-generation random
order then by appealing to Lemma 4 we can complete the proof.
Let A be a set of n1 elements in U and B = U \ A be a set of n2 elements. A will be chosen randomly
according to one of two distributions. We consider the following families of events.
Et = {a : |A ∩X| = |A ∩ Y |+ t} and Ss1 = {a : |A ∩ S| = s1}.
We define two distributions µ and µ′. Let µ be the distribution where A is chosen uniformly at random
from all subsets of size n1 of U . Note that,
Pr
µ
(Ss1) =
(
n1
s1
)(
n2
s2
)/(n
s
)
Pr
µ
(Et|Ss1) =
(
n1 − s1
(n1 − s1)/2− t/2
)(
n2 − s2
x− (n1 − s1)/2 + t/2
)/(n− s
x
)
Pr
µ
({a}|Et, Ss1) =
{ 1
|Et∩Ss1 | if a ∈ Et ∩ Ss1
0 otherwise
where s1 + s2 = s. Note that the above three equations fully specify µ since
Pr
µ
({a}) =
∑
t,s1
Pr
µ
({a}|Et, Ss1) Pr
µ
(Et|Ss1) Pr
µ
(Ss1) .
Let µ′ be a distribution on A where Prµ′ (Ss1) = Prµ (Ss1), Prµ′ ({a}|Et, Ss1) = Prµ ({a}|Et, Ss1) and,
Pr
µ′
(Et|Ss1) =
(
n1 − s1
(n1 − s1)/2− t/2
)(
n2 − s2
(n2 − s2)/2 + t/2
)/( n− s
(n− s)/2
)
where s1 + s2 = s. Note that µ′ = µ if r = s/2. The crux of the proofs is that µ and µ′ are closely related
even if r is as small as 1 or as large as s.
Lemma 5. If s1 ≤ 
√
n2
100 ln(2/) and t < t
∗ where t∗ =
√
2n2 ln(2/) + s then,
1
1 + 
≤ Prµ (Et|Ss1)
Prµ′ (Et|Ss1)
≤ 1 +  .
We omit the proof of this lemma and subsequent lemmas whose proofs, while detailed, do not require
any non-standard ideas. Next, we ascertain that it is sufficient to consider only values of t < t∗.
Lemma 6. E∗ :=
⋃
|t|<t∗ Et is a high probability event under µ
′ and µ, i.e., min(Prµ (E∗) ,Prµ′ (E∗)) ≥ 1−.
Let S∗∗ be the event that the number of distinct special items in the suffix of the stream is at most
s∗∗ := c∗s′/(2 log(n)), i.e., S∗∗ = {|{i ∈ [s′] : 2i+ σi ∈ B}| < s∗∗}.
Lemma 7. S∗∗ is a high probability event, i.e. Prµ′ (S∗∗) = Prµ (S∗∗) ≥ 1− exp(−s′c∗/(13 log n)). This is
greater than 1−  for sufficiently large n.
Let ν be the distribution µ′ conditioned on the events S∗∗ and E∗. Alice and Bob can easily determine
the prefix and suffix of a stream according to this distribution:
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1. Alice randomly places the special items such that at most c∗s′/(2 log n) distinct elements occur in the
suffix, and chooses a value t with probability Prµ′ (Et|S∗∗) /(1 − Prµ′ (E∗|S∗∗)). She then randomly
places (n1−s1− t)/2 “0”’s and (n1−s1+ t)/2 “2s+2”’s and the special items she assigned to the suffix.
She then sends S′ = {(i, σi) : 2i + σi 6∈ prefix of stream} (note that this is a multi-set in general) to
Bob along with the value of t.
2. Bob randomly places x− (n1− s− t)/2 “0”’s and y− (n1− s+ t)/2 “2s+2”’s and {2i+σi : (i, σi) ∈ S′}
in the suffix of the stream.
To prove our result we need to show that ν is sufficiently close to µ. This can be shown by appealing to
Lemmas 6 and 7.
Lemma 8. ν is 5-near to random, i.e., ‖µ− ν‖1 ≤ 5.
Theorem 9. Computing an nδ-approximate median of a random order stream with probability at least 9/10
requires Ω(
√
n1−3δ/ log(n)) space.
Proof. Let A be an algorithm usingM bits of memory that returns the median of a randomly ordered stream
with probability 9/10 (over both the ordering and the private coin tosses). Assume Alice and Bob generate
the stream as described above. In addition, Alice runs A on the prefix of the stream and sends the memory
state to Bob when she is done. Bob then continues running A, initialized with the transmitted memory
state, on the suffix of the stream. Bob then returns 1 if the output of the algorithm is odd and 0 otherwise.
By Lemma 4 and Lemma 8 this protocol is correct with probability 9/10− 5.
We now bound the number of bits required to follow the above protocol. The number of bits required to
specify a sub-set of the unique elements of S of size at most s∗∗ is
lg
∑
0≤s2≤s∗∗
(
s′
s2
)
≤ lg(s∗∗ + 1) + s∗∗ lg
(
s′e
s∗∗
)
.
For each unique element occurring in the suffix of the stream we need to specify how many time it occurs
and the associated bit value of σ. This takes at most s∗∗(1+lg n) bits. Hence the number of bits transmitted
in the protocol is at most
lg s∗∗ + s∗∗ lg
(
s′e
s∗∗
)
+ s∗∗(1 + lg n) + lg n+M,
Assuming that s∗∗ = ω(lg n) this is bounded above by 34c
∗s+M and hence we conclude that M = Ω(s′) by
appealing to Theorem 2.
4 Adversarial Order Lower-Bound
In this section we will prove that any k pass algorithm that returns the median of an adversarially ordered
stream must use Ω˜(n1/k) space. This, coupled with the upper bound of Munro and Paterson [21], will resolve
the space complexity of multi-pass algorithms for median finding up to poly-logarithmic terms. The proof
will use a reduction from the communication complexity of a generalized form of pointer chasing that we
now describe.
Definition 10 (Generalized Pointer Chasing). For i ∈ [k], let fi : [m]→ [m] be an arbitrary function. Then
gk is defined by
gk(f1, f2, . . . , fk) = fk(fk−1(. . . f1(1)) . . .)) .
Let the i-th player, Pi, have function fi and consider a protocol in which the players must speak in the reverse
order, i.e., Pk, Pk−1, . . . , P1, Pk, . . .. We say the protocol has r rounds if Pk speaks r times. Let Rrδ(gk) be
the total number of bits that must be communicated in an r-round (randomized) protocol for P1 to learn gk
with probability at least 1− δ.
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S1 S2 S3
(0, 0, 0)× 5(3− fA(1))
(1, 0, 0)× (3− fB(1))
(1, 1, fC(1)), (1, 2, fC(2)), (1, 3, fC(3))
(1, 4, 0)× (fB(1)− 1)
(2, 0, 0)× (3− fB(2))
(2, 1, fC(1)), (2, 2, fC(2)), (2, 3, fC(3))
(2, 4, 0)× (fB(2)− 1)
(3, 0, 0)× (3− fB(3))
(3, 1, fC(1)), (3, 2, fC(2)), (3, 3, fC(3))
(4, 4, 0)× (fB(3)− 1)
(4, 0, 0)× 5(fA(1)− 1)
Table 1: Reduction from Pointer Chasing to Exact Median Finding. A triple of the form (x2, x1, x0)
corresponds to the numerical value x2 · 52 + x1 · 51 + x0 · 50. Note that median(S1 ∪ S2 ∪ S3) = fA(1) · 52 +
fB(fA(1)) · 51 + fC(fB(fA(1))) · 50
Note that Rk0(gk) = O(k logm). We will be looking at k round protocols. The proof of the next result
follows along similar lines to [22] and will be proved in the Appendix B.
Theorem 11. Rk−11/10(gk) = Ω(m/k
4 − k2 logm).
The next theorem is shown by reducing generalized pointer-chasing to approximate selection.
Theorem 12. Finding an nδ-approximate median in k passes of an adversarially ordered stream requires
Ω(n
1−δ
k k−6).
Proof. We will show how a k-pass algorithm A that computes a t-approximate median of a length n stream
gives rise to a k-round protocol for computing gk+1 when m =
(
n
/
((k + 1)(2t+ 1))
)1/k
/2. If A uses M
bits of space then the protocol uses at most (k(k + 1)− 1)M bits. Hence by Theorem 11, this implies that
M = Ω(m/k6) = Ω((n/t)1/kk−6).
The intuition behind the proof is that any t-approximate median will correspond to a number g1g2g3 . . . gk+1
written in base m+2. The input of P1 will first determine the highest order ‘bit’, i.e., g1. Then the input of
P2 will determine the g2 and so on. Specifically, each player Pi will determine a segment of the stream Si:
Pk+1 determines the first nk+1 = |Sk+1| elements, Pk determines the next nk = |Sk|, etc. These segments
are defined as follows,
S1 =
{
0, . . . . . . , 0︸ ︷︷ ︸
(m−f1(1))(2t+1)(2m−1)k−1
, (m+ 1)bk, . . . , (m+ 1)bk︸ ︷︷ ︸
(f1(1)−1)(2t+1)(2m−1)k−1
}
and for j ∈ {2, . . . , k},
Sj =
⋃
xk+2−j ,...,xk∈[m]
{ k∑
i=k+2−j
xib
i, . . . ,
k∑
i=k+2−j
xib
i
︸ ︷︷ ︸
(m−fj(xk+2−j))(2t+1)(2m−1)k−j
,
(m+ 1)bk+1−j +
k∑
i=k+2−j
xib
i, . . . , (m+ 1)bk+2−j +
k∑
i=k+2−j
xib
i
︸ ︷︷ ︸
(fj(xk+2−j)−1)(2t+1)(2m−1)k−j
}
,
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and finally,
Sk+1 =
⋃
x1,...,xk∈[m]
{
fk+1(x1) +
k∑
i=1
xib
i, . . . , fk+1(x1) +
k∑
i=1
xib
i
︸ ︷︷ ︸
2t+1
}
,
where b = m+2. See Table 1 for the an example when k = 2 andm = 3. Note that nk+1 = (2t+1)mk and for
j ≥ k, nj = (2t+1)(m−1)(2m−1)k−j+1mj−1 < (2t+1)mk. Hence,
∑
j∈[k+1] nj ≤ (2t+1)(k+1)(2m)k = n,
and that the largest value in the stream is (m+ 1)bk = O(n). Note that any t-approximate median equals,∑
i∈[k+1] gib
k+1−iand thus if P1 returns the t-approximate median modulo b then this is gk+1. This can
easily be computed by a protocol in which each player transmits the memory state of the algorithm at the
appropriate juncture.
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A Selection Algorithm for Random-Order Streams
In this section we show how to perform approximate selection in a single pass. We will also assume that
the stream contains distinct values. This can easily by achieved by attaching a secondary value yi ∈R [n3]
to each item xi in the stream. We say (xi, yi) < (xj , yj) iff xi < xj or (xi = xj and yi < yj). Note that
breaking the ties arbitrarily results in a stream whose order is not random.
Our algorithm proceeds in phases and each phase is composed of three distinct sub-phases; the Sample
sub-phase, the Estimate sub-phase, and the Update sub-phase. At all points we maintain an open interval
(a, b) such that we believe that the value of the element with rank k is between a and b. In each phase we
aim to narrow the interval (a, b). The Sample sub-phase finds a value u ∈ (a, b). The Estimate sub-phase
estimates the rank of u. The Update sub-phase replaces a or b by u depending on whether the rank of u is
believed to be less or greater than u. The algorithm is presented in Fig. 1.
Theorem 13. When presented with a randomly ordered stream, the Selection algorithm returns a value
u ∈ S such that RankS(u) = k±10 ln2(n) ln(δ−1)
√
k with probability at least 1− δ. The algorithm uses only
O(log n) bits of space.
The algorithm appears to need to know the length of the stream in advance but this assumption can be
removed by making multiple “staggered” instantiations of the algorithm that correspond to guesses of the
length as in [11]. Also, as with the algorithm presented in [11], the algorithm can be used as a sub-routine
to create an algorithm that performs exact selection in O(log log n) passes. Lastly, the algorithm can be
generalized to deal to with streams whose order is only “almost random” in the sense of being -generated
random or t-bounded random [11].
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Selection Algorithm:
1. Let Υ = 10 ln2(n) ln(δ−1)
√
k and p = 2(lg(n/Υ) +
√
ln(3/δ) lg(n/Υ))
2. Let a = −∞ and b = +∞
3. Let l1 = nΥ−1 ln(3n2p/δ) and l2 = 2(n− 1)Υ−1
√
(k +Υ) ln(6np/δ).
4. Let the stream S = S1, E1, . . . Sp, Ep where |Si| = l1 and |Ei| = l2
5. Phase i:
(a) Sample sub-phase: If Si∩ (a, b) = ∅ return a, else let u ∈ Si∩ [a, b]
(b) Estimate sub-phase: Compute r = RankEi(u) and r˜ =
(n−1)(r−1)
l2
+ 1 .
(c) Update sub-phase: If r˜ < k−Υ/2, a← u, r˜ > k+Υ/2, b← u else
return u
Figure 1: An Algorithm for Computing Approximate Quantiles
B Proof of Theorem 11
The proof is a generalization of a proof by Nisan and Widgerson [22]. We present the entire argument for
completeness. In the proof we lower bound the (k − 1)-round distributional complexity, Dk−11/20(gk), i.e. we
will consider a deterministic protocol and an input chosen from some distribution. The theorem will then
follow by Yao’s Lemma [24] since Dk−11/20(gk) ≤ 2Rk−11/10(gk).
Let T be the protocol tree of a deterministic k-round protocol. We consider the input distribution where
each fi is chosen uniformly and independently from F , the set of all mm functions from [m] to [m]. Note
that this distribution over inputs gives rise to distribution over paths from the root of T to the leaves. We
will assume that in round j, Pi’s message includes gj−1 if i > j and gj if i ≤ j.
By induction this is possible with only O(k2 logm) extra communication. Consequently we may assume
that at each node at least lgm bits are transmitted. We will assume that protocol T requires at most m/2
bits of communication where  = 10−4(k + 1)−4 and derive a contradiction.
Consider a node z in the protocol tree of T corresponding to the jth round of the protocol when it is Pi’s
turn to speak. Let gt−1 be the appended information in the last transmission. Note that g0, g1, . . . , gt−1 are
specified by the messages so far.
Denote the set of functions f1×. . .×fk that are consistent with the messages already sent be F z1 ×. . .×F zk .
Note that the probability of arriving at node z is |F |−k∏1≤j≤k |F zj |. Also note that, conditioned on arriving
at node z, f1 × . . .× fk is uniformly distributed over F z1 × . . .× F zk .
Let cz be the total communication until z is reached. We say a node z in the protocol tree is nice if, for
δ = max{4√, 400}, it satisfies the following two conditions:
|F zj | ≥ 2−2cz |F | for j ∈ [k] and H(fzt (gt−1)) ≥ lgm− δ .
Claim 14. Given the protocol reaches node z and z is nice then,
Pr [next node visited is nice] ≥ 1− 4√− 1/m .
Proof. Let w be a child of z and let cw = cz+aw. For l 6= i note that |Fwl | = |F zl | since Pl did not communicate
at node z. Hence the probability that we reach node w given we have reached z is
∏
1≤j≤k |Fwj |
/|F zj | =
|Fwi |
/|F zi |. Furthermore, since z is nice,
Pr
[|Fwi | < 2−2cw |F |] ≤ Pr [ |Fwi ||F zi | < 2−2aw
]
≤
∑
w
2−2aw ≤ 1
m
∑
w
2−aw ≤ 1
m
.
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where the second last inequality follows from aw ≥ lgm and the last inequality follows by Kraft’s inequality
(the messages sent must be prefix free.) Hence, with probability at least 1 − 1/m, the next node in the
protocol tree satisfies the first condition for being nice.
Proving the second condition is satisfied with high probability is more complicated. Consider two different
cases, i 6= t and i = t, corresponding to whether or not player i appended gt. In the first case, since Pt did
not communicate, F zt = F
w
t and hence H(f
w
t (gt−1)) = H(f
z
t (gt−1)) ≥ lgm− δ.
We now consider the second case. We need to show that H(fwt+1(gt)) ≥ lgm − δ. Note that we can
express fwt+1 as the following vector of random variables, (f
w
t+1(1), . . . , f
w
t+1(m)) where each f
w
t+1(v) is a
random variables in universe [m]. Note there is no reason to believe that components of this vector are
independent. By the sub-additivity of entropy,∑
v∈[m]
H(fwt+1(v)) ≥ H(fwt+1) ≥ lg(2−2cw |F |) = lg(|F |)− 2cw ≥ m lgm− m
using the fact that fwt+1 is uniformly distribution over F
w
t+1, |Fwt+1| ≥ 2−2cw |F | and cw ≤ m/2. Hence if v
were chosen uniformly at random from [m],
Pr
[
H(fwt+1(v)) ≤ logm− δ
] ≤ /δ ,
by Markov’s inequality. However, we are not interested in a v chosen uniformly at random but rather
v = gt = fzt (gt−1). However since the entropy of f
z
t (gt−1) is large it is almost distributed uniformly.
Specifically, since H(fzt (gt−1)) ≥ lgm− δ it is possible to show that (see [22]), for our choice of δ,
Pr
[
H(fwt+1(gt)) ≤ logm− δ
] ≤ 
δ
(
1 +
√
4δ
/δ
)
≤ 4√ .
Hence with probability at least 1−4√ the next node satisfies the second condition of being nice. The claim
follows by the union bound.
Note that the height of the protocol tree is k(k− 1) and that the root of the protocol tree is nice. Hence
the probability of ending at a leaf that is not nice is at most k(k − 1)(1/m+ 4√) ≤ 1/25. If the final leaf
node is nice then then H(gt) is at least lgm − δ and hence the probability that gt is guessed correctly is
at most (δ + 1)/ lgm using Fano’s inequality. This is less than 1/100 for sufficiently large m and hence the
total probability of P1 guessing gk correctly is at most 1− 1/20.
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