ABSTRACT Many problems faced by decision makers today involve the management of large scale, complex systems that can be modeled as state-based control problems, specifically discrete Markov decision process (MDP). Typical examples include transportation systems, defense systems, healthcare networks, financial organizations, and general infrastructure problems. In all of these problems, decision makers have difficulty in forecasting the state of their system in the future and capturing the dynamics of the states over time. In this paper, we discuss, via numerous examples, practical experiences in trying to build such models. Much of the literature discusses theoretical issues of solution convergence and algorithm performance; unfortunately, much of this research does not help with the practical business of building an actual MDP model. Thus, numerous books begin with statement of the nature: "given the state space S. . .." A critical question to the practitioner is the creation of this state space "S." We focus on this first step in the MDP modeling process, an often neglected and difficult step, and we discuss the practical implications and issues associated with the state definition, illustrating these issues with numerous examples. This paper is not meant to be a survey of "state-based" applications or MDP applications, but an overview of experiences building many of these models in diverse applications.
I. INTRODUCTION
Decisions today often involve the management of complex, large-scale systems that can be modeled as state-based control problems, for example, Markov chains (MC) and Markov decision processes (MDPs) [1] - [4] . Typical systems decision problems include:
• Transportation: how to determine the real-time state of traffic in transportation systems in order to provide practical control strategies, such as signal timing and messaging.
• Fleet Maintenance: how to determine the state of a fleet and the expected future states in order to determine appropriate maintenance policies for the entire fleet with the goal of minimizing life-cycle costs.
• Healthcare: how to determine the state of health that an HMO population will be in over the next five years so that decisions can be made regarding resources and their impacts on cost and service quality.
• Financial Institutions (e.g., credit card companies): how to determine the ''state of spending,'' i.e., monthly balances, that customers will occupy over the next several years to anticipate potential profits and explore varied management strategies.
• Infrastructure: how to manage and control fundamental infrastructure, such as bridges and roadways; alternatively, how to manage a network of satellites for a telecommunications company. In all of the above examples decision makers have difficulty in forecasting the state of their system in the future and capturing the dynamics of the states over time. Health maintenance organization (HMO) managers and credit card providers, for example, have seen these difficulties translate into financial disasters. Transportation planners have seen the inefficacy of their signal systems, which is evidenced by continuing and burdensome congestion in many metropolitan areas. In all of these cases there exists customer and system data; however, the models and methodologies do not exist to translate that data into information. This paper discusses, via numerous examples, practical experiences in trying to build such models with a focus on the state definition aspects. Much of the literature discusses theoretical issues of solution convergence and algorithm performance; unfortunately, much of this does not help with the practical business of building an actual MDP. Numerous books on MDPs begin with a statement along the lines of ''given the state space S. . .'' A critical and necessary question to the practitioner is the creation of this state space ''S.' ' Many widely used stated-based modeling techniques, such as dynamic programming, were developed decades ago in an environment in which little system data was available, and the computational power at the disposal of the modeler to analyze large amounts of data simply did not exist. The formulation and evaluation of state-based models has traditionally been a personnel-intensive process requiring significant resources. As a result, there were typically insufficient amounts of data to verify these models under diverse operating conditions. Currently, however, we find ourselves in a data glut and an information shortage. Increases in computational power are enabling analysis of more data every day. Thus, there is also the need to explore the fundamental question of how information technology can be best utilized to drive the construction of state-based models.
In recent years, the fields of reinforcement learning [5] and inverse reinforcement learning [6] have become popular with advances in technology and the availability of large data sets. Reinforcement learning has demonstrated the ability to solve large-scale control problems [7] - [9] . The inverse method, also known as apprenticeship learning or learning from demonstration, has shown the ability to first estimate a reward structure and then use that reward structure to solve control problems [10] - [13] . While many implementations of reinforcement learning are ''model-free,'' they still require the formation of a state space. Thus, in some instances the notion of a state in a model may be black-box in nature; alternatively, in many instances there is a need for a state that is readily interpretable by the decision maker, and this is the emphasis of this paper.
The general state-based approach has three definitive phases:
1) The ''state'' of the system must be determined, where the state contains the information necessary to describe the dynamics of the system and the information necessary for decision making.
2) The transitions of the systems, i.e., how the system moves from one state to another (see [14] ). A desired property of the state definition from above is that the state transitions are Markovian; i.e., they only depend on the current state and not previous system states. This requires determining the order of the model that will be constructed. A second desired property is stationarity, i.e., that the transition probabilities are independent of time (see [3] and [15] for details and implications).
3) The decision model must be constructed and ''optimized'' in that the system controls must be decided and selected to maximize (or minimize) selected objectives. This would again is done by using the available data and selected model structure.
Numerous sources discuss in detail MDPs and their properties; however, in this paper we focus on Step #1, a neglected and difficult step in the dynamic modeling process, and we discuss the practical implications and issues associated with this step, illustrating these issues with examples. This paper is not meant to be a survey of ''state-based'' applications or Markov Decision Process applications, but an overview of the experiences of building many of these models in diverse applications (see [16] and [17] , for sample applications). The examples are:
• Example #1: Healthcare -illustrates a surrogate state for modeling and higher order models.
• Example #2: Infrastructure Modeling -illustrates state approximations via a census process.
• Example #3: Inventory Modeling -illustrates using an approximating transition process to reduce state cardinality.
• Example #4: Credit Customer Modeling -illustrates segmentation to generate state transition properties.
• Example #5: Traffic Modeling -illustrates using clustering to reduce/create state definition.
• Example #6: Aircraft Modeling -illustrates creating a state definition using detailed science models that can be used to create a discrete MDP.
• Example #7: Algorithmic trading -illustrates constructing a state space for inverse reinforcement learning. This paper is not meant to be a survey of MDP applications or constructing MDPs from systems and data. It is meant to show the thought process of converting real-world systems into MDPs and highlight aspects of this process that are often overlooked in the literature. Thus, these examples span 30 years of practice and are not meant to represent stateof-the-art modeling applications in the illustrative domains. The contribution of this work are threefold: 1) compiling these examples, 2) giving insight into the modeling process from real applications, and 3) detailing the critical issues that arose during the modeling process. This paper is organized in the following fashion. Section II outlines seven examples of state-based modeling. Section III describes a critical issue that is often overlooked in statebased modeling. Section IV gives our conclusions about the examples and the art of MDP modeling.
II. STATE DEFINITION EXAMPLES
In state-based modeling, the state of a system is the descriptor that completely captures the status of the system and contains all the information necessary for decision making regarding the system being studied. Often a state is deemed a ''sufficient statistic'' if it contains all of the information necessary for decision making; however, often a single period of the state is not sufficient and the state must be augmented by previous states [18] . The state definition is the set of rules which governs the mapping of information from a raw data set into FIGURE 1. Hypothesized state definition elements for healthcare [22] .
terms of system state. Given the same set of raw information, one state definition may construct a model which possesses qualities desirable to the modeler/decision-maker, for example predictive accuracy, while another may not. Similarly, two state definitions may produce two models which perform acceptably well, but one may require much more knowledge of past history, and will therefore be more complex and less desirable.
Traditionally, state definition has been an almost completely neglected topic with regard to state-based modeling. Very little in the modeling literature is devoted to the practical process of determining the best state definition for a real system. Even the most rigorous and extensively developed treatments of practical state-based modeling typically assume that an appropriate and workable definition of state exists and is known to the analyst. In practice, this is almost never the case. In the following examples we give illustrations, from the author's experience with actual systems that were examined, into the construction of a state definition. These examples are not meant to be comprehensive but to illustrate the practical issues and some potential solutions to state definition dilemmas.
A. EXAMPLE #1 HEALTHCARE
An excellent example of a domain in which state definition is far from straightforward is healthcare [19] , [20] . Consider a primary care provider who wishes to construct a state-based model of its patient base for the purposes of financial and resource planning. How would the modeler distill the wide variety of information available on a given patient into a concise state definition? Records on a given patient's baseline physical characteristics, injury/diagnosis history, payment history, and even general health status (as quantified by such health surveys as the SF36 [21] ) are typically readily available in information systems. These datasets contain large numbers of fields, both categorical and continuous in nature. Figure 1 illustrates this concept. For example, SF36 has 36 questions with varying levels of discrete response, i.e., some questions have 2 possible responses while others have 6 responses. As a result, there are approximately 9 × 10 20 possible responses to the survey. Thus a state based on all combinations is impractical since it is too large and too sparse, i.e., many states will likely never FIGURE 2. Expense histogram and state boundaries [22] .
have a single entry or are infeasible (e.g., male and pregnant). The sparsity issue requires special techniques to manage the data structures in an efficient manner.
In an area such as healthcare, the challenge of constructing a workable definition of state (i.e., one that is sufficiently robust and yet tractably compact) is that it has typically been an analyst-intensive process, and the existence of another superior state definition remains a distinct possibility. Following the example of the SF36, if we were to use the survey to define the state space, we would have to create a method to map the 10 20 possible responses into a more manageable number. This could be done through classification, which would require predefined states, or through unsupervised learning via clustering. In practice, though, a surrogate definition is often needed. For the healthcare domain, an often appropriate surrogate measure that is practical and appropriate is the annual dollars spent on the patient.
The typical range of annual dollars spent for medical care (per capita) from a Canadian HMO we modeled is from $0 to $20k, with an average of approximately $200 per year (see [22] for details). Figure 2 illustrates a histogram of the frequencies of these expenditures. We can create K discrete states by deciding on the K − 1 boundaries that define which state a patient is in for a given year, with K for our example application being four. The fundamental modeling assumption is that the amount spent in one year is stochastically indicative of the amount required for the next year. Given this assumption and the selection of K states, the difficult task is to define the cutoff points or boundaries for each state. One simple approach is to, given the associated data, select the boundaries such that there are an equal number of samples in each state. There are numerous other approaches that one can employ; however, the best approach depends on the decision required, and in this case that decision is based on predicting the number of patients in each state and the model employed was an MDP. Therefore, the resulting state transition matrix generated must have the Markov property, and the boundaries can be determined by selecting values that in some measure ''maximize'' the achievement of the Markovian property (this will be discussed more in future examples). This in itself is not easy to define, but there are statistical tests that can be employed [23] . In our case study, the best ranges were The second order model makes sense in healthcare in that a patient's expected expenditure is reflected in the rate of change over time, i.e., is it consistent, rising, or declining? It is a surrogate measure of, in effect, the derivative of the patient's healthcare costs. If the second order model failed to meet the Markovian property, a third order model could be considered. The difficulty in the third order model is the growing size of the state space (now 64 possible states; 4 × 4 × 4) and the resulting difficulty in obtaining data to generate state transition probabilities. Table 1 shows the resulting transition matrix from the HMO data, with the states being transitioned to being limited to four since the second order model creates a special transition structure (i.e., if your state is [1, 1] you can only transition to [1,x] with x taking the values 1 to 4]). Additionally, the transition matrix was tested for stationarity (see [24] for discussion on stationarity issues).
The resulting state determination process for this application was 1) selection of a surrogate metric of dollars to measure health, 2) selection of the number of states to be used over the dollar range [four states], 3) selection of the boundaries that define the discrete states, and 4) determination of the order of the model used (second order).
B. EXAMPLE #2 INFRASTRUCTURE MODELING
Consider the problem of trying to manage a network of bridges in order to decide when to perform maintenance on the bridges (see [25] and [26] ). This can be accomplished effectively with MDPs (see the Pontis system [25] and NCHRP Report 483: Bridge Life-Cycle Cost Analysis, 2003) . What is needed is some notion of the condition of the bridge. Typically, as in Virginia, individual bridges are classified into discrete condition states (e.g., seven for Virginia, numbered 3 to 9 inclusively). Assuming that these state definitions capture the necessary information, the next natural step would be to define a vector-valued state, i.e., S = [s 1 , s 2 , s 3 , . . . , s N ], where s i is the state [s i ∈ (3, . . . , 9)] of each of the N individual bridges in the system. Thus S indicates the state of every bridge in the system and is a relatively complete description of the state of the bridge system. Unlike a simulation model, which would require consideration of only the states reached via a particular simulation replication, the commonly used MDP solution techniques typically require consideration of all possible states (see [27] for standard solution techniques). However, the benefit of the MDP is that an optimal policy is generated as compared to the evaluation of a single policy by a simulation model. Thus, the number of possible states for this description (#S, the cardinality of the state space), assuming seven states for each individual bridge, is 7 N , which can be quite large. For example, with 10 bridges, there would be approximately 300 million possible states! This would be computationally intractable for any existing computer and would require extensive special data structures to process the data and to create optimization models. There are over 13,000 bridges, not 10, in the state of Virginia. Therefore, such a state description is, unfortunately, completely infeasible.
A second modeling approach, termed a census process, can be implemented that greatly reduces the statespace [28] , [29] . Consider the above example, where we assumed 10 bridges (N = 10) and 7 individual bridge states (M = 7). If we define our state space to be S = [n 1 , n 2 , n 3 , . . . n M ], where n 1 is the number of bridges in state 1, n 2 the number in state 2, etc. Note that n i = N . Then, we have for the above numbers:
which is considerably more manageable than 300 million. The difference between the two models is a loss of individual identity in the second model, i.e., in the second model the state describes the number of bridges in each of the seven states and not the individual state of each bridge. In general, there is no loss of decision making information in using a counting process model. However, with 13,000 bridges in a system, the counting process model state description may still be intractable. Using a counting process, we would have approximately 7×10 21 states, which is a considerably smaller number than 7 13,000 , but still significantly large for computation. Hence, the complexity resulting from the number of states must still be reduced. Incorporation of a combination of hierarchical breakdowns into bridge classifications and a counting process is needed in order to generate a bridge system model where the number of states is computationally feasible.
Thus, a more feasible approach is to classify all the bridges into groups that have similar performance characteristics. Bridge performance is dependent upon such factors as bridge type, environmental conditions, traffic loading, age, etc. Utilizing these factors, a system of bridges can be grouped into appropriate classes for modeling and for formal data analysis procedures. This classification approach reduces the computational complexity of the bridge network, while providing a tractable representation of the bridge system. Data for this classification is readily available in the National Bridge Inventory 1 (NBI). Following this approach we would build a Markov model for each bridge class, where the state-space for each individual model would be s i ∈ (3, . . . , 9), with a cardinality of 7. Such a model would generate a policy for each bridge in the class; however, this approach then requires the integration, via a second level model, of the individual bridge class models. This may result in a loss of decision-making information. However, the resulting suboptimal design is necessary for tractability of the model and has produced excellent results in numerous models. A second difficulty with such an approach is that only one policy is developed for each bridge class. This issue is easily overcome by allowing the resulting MDP policy to represent a policy for all bridges in the class. The resulting MDP policy is usually a randomized policy as a result of constraints, where the optimal actions for a given state are probabilistic, such as ''for bridges in state X replace 50% and perform major repairs on 50%''(see [3] for a discussion on randomized policies). Such a policy is easily implemented for a class of bridges by randomly selecting, following the above policy, 50% for repair and 50% for replacement.
In summary, there are three general modeling approaches for the state description for this infrastructure problem: an individual bridge model, a counting process, and a classification scheme. Often, combinations of all three model types are used in infrastructure modeling. In the bridge modeling exercise, the state of each bridge had a very natural, predefined definition that was already used in practice. The modeling exercise required the testing of the state properties (Markovian) and methods for reducing the state space cardinality.
C. EXAMPLE #3 INVENTORY MODELING
In this problem we are trying to decide when to purchase and launch spacecraft in order to met forecasted service demands (see [30] for details). Features of the problem that make this ''fleet management'' problem interesting and complex are the (stochastic) delays in receiving a spacecraft once it is ordered, which can be several years, and the potential failure of spacecraft in flight and/or on the launch pad. Thus it is natural to think of the state of a spacecraft as in one of the following states: non-existent, under manufacture, waiting for launch, in orbit, or failed. Given the quarterly planning horizon used by INTELSAT, 1 http://www.fhwa.dot.gov/bridge/britab.htm we can create the following spacecraft states (see Figure 3) .
With this representation, a spacecraft can be in one of 64 possible states, where state 31, for example, means that the spacecraft has been in service for 10 quarters. Since the transitions for states 1 to 20 model manufacturing lags, they were assumed to be deterministic; alternatively they could be stochastic for delays in manufacture (e.g., a strike or parts delay). States 21 to 62 are operational states, where the transitions are either to the next quarter of operation or failure. This complex state structure is required since the price paid for a spacecraft depends on when and if it fails, and for planning purposes we need to know where in the manufacturing process each spacecraft is to model expected arrival of available spacecraft to launch. Given the state of each spacecraft, the entire fleet of approximately 30 spacecraft of four different types (10 max each), can be modeled as a vector valued state space [state spacecraft#1, state spacrcraft#2,. . .spacecraft#30].
Given this representation, the associated cost structure and state-transitions can be determined (see [30] for details), and the non-stationary optimization problem can be solved via finite dynamic programming. Unfortunately, the state space has a cardinality of 30 64 , which makes solving the DP intractable. Once again, some simple assumptions and approximations can make the problem tractable.
First is a simple decomposition to look at each of the four spacecraft types individually using a forecasted demand for each specific type and a breakdown of the budget, which reduces the state space (for each type) to a maximum of 10 64 , which is still too large. Next, the state space of the individual spacecraft must be reduced, which can be done as follows. States 22 to 62 have unique transitions in that a spacecraft either becomes one quarter older each quarter or it fails -there are no other feasible transitions. The rate of failure depends on the number of operational quarters, i.e., state 22 to state 62. An approximation is to replace the age-dependent 40 states with one state, which is ''operational'' and to employ a geometric random variable to model the probability of failure (transition to ''Failed State''). The mean and the variance of quarters to failure of the geometric random variable can be matched as closely as possible to the fullstate model. This same process can be used to model the manufacturing process, wherein the original model states 1 to 20 represent the quarters in manufacturing, and at any given state the spacecraft either becomes available for launch with some non-stationary probability or is in manufacturing for one more quarter. Once again, a geometric random variable replaces this process. A final assumption is that spacecraft, given their extreme costs, are launched immediately upon availability, which eliminates the need for an ''available'' state. The new state space for an individual spacecraft, given all of theses approximations, is then four states as opposed to 64 states ( Figure 4 ):
• 0: Non-existent (yet to be ordered)
In operational orbit (assuming a ten-year life) • 3: Failed state (from launch or while in orbit) Using the decomposition into spacecraft types, we can now employ a counting process (as in Example #2) and only count the number of spacecraft in each of the four states as opposed to managing the state of each spacecraft. Using Equation 1, the maximum size of the state space for each spacecraft type is (13 choose 3), or 286 total states. This new problem was easily solved by dynamic programming (DP) and an optimal policy generated (for the reduced problem).
A primary question of the above state modeling approximations is the quality of the reduced state-space, i.e., is the resulting policy from the approximating DP a good one? For the INTELSAT problem, this was easily verified since a simulation of the ordering and launching process had already been built, verified and validated by INTELSAT. The ''optimal'' policies generated by the approximating model could be compared to current policies and any other policy generated by the INTELSAT staff. The approximating model captured enough of the richness of the problem such that its resulting policies could not be outperformed on any metric by existing policies or new policies generated by the staff. Thus, if an approximating state is employed, there needs to be an empirical method, such a simulation, to verify the quality and usefulness of the approach, or theoretical bounds established.
D. EXAMPLE #4 CREDIT CUSTOMER MODELING
Predicting the status of credit customers is essential for financial institutions to be able to understand the implications of account decisions. This is especially essential with the new requirements of Basil II regarding financial estimates and risk measurement [31] .
Markov chain models of consumer behavior depend on two crucial assumptions. First is that the state space of the model describes all the different situations in which the consumer can reside, and secondly that the dynamics of their subsequent behavior follows a Markov behavior [24] , [32] . It is this latter assumption, that there is a simple stochastic model of the dynamics, which allows one to calculate the expected future profitability of each customer. Although Markov chain models are not widely used to build behavioral or profit scoring systems, they are used widely to describe the dynamics of the delinquency status of a population. This can be used to estimate the expected loss due to default in the portfolio in future time periods and hence is an aid to debt provisioning. Alternatively the estimates of the numbers of delinquents and defaulters in different time periods can be used to plan the resources needed in the collections and recovery departments. Once again, especially in credit modeling, stationarity of the Markov chains is critical and must be verified.
Often the population of accounts/customers is segmented into subpopulations where the accounts follow Markovian behavior. One cannot easily separate the segmentation process from the choice of states in each segment (though here one is segmenting to improve the dynamics of the model rather than its classification accuracy). Since one is seeking processes that are as nearly Markov as possible, one of the most useful tools is the χ 2 tests for the Markov property, first suggested by Anderson and Goodman [33] . The idea is to compare the frequency with which the sequence of state transitions a → j → k occurred compared with b → j → k for all k. If the process were truly first-order Markov, then these distributions should be the same for all choices of a and b.
We explored the development of bank customers as a Markov process through the generation of transition probability matrices. Models were built for the ''natural'' state definitions in the original data, and for two different aggregation schemes (for aggregation theory background, see [34] - [36] ). When the computational implementation of the modeling process allowed, the Markov property was tested through χ 2 contingency-table tests. Although no model was constructed that fully supported the Markov property, the aggregation scheme derived from observations about the natural state behavior, ''aggregation scheme 2 (below),'' seemed promising and is useful for decision making. χ 2 tests for all models appeared overly stringent, most likely due to the large sample sizes of the quantities involved in the calculation of the test statistic. Future areas of exploration could include the analysis of other aggregation schemes, the exploitation of alternatives to the χ 2 test for the Markov property, and different treatment of the ''indeterminate'' zero state.
The data set employed provided a 2% sample (6388 records) of ''mover'' checking accounts; i.e., those accounts that change state at least once during the period of observation. State transition information is recorded in terms of months, 49 months for each record. The state definitions are as in Table 2 .
The following state definitions were used:
• The Natural States: States {0, 1, . . . , 9} as provided in the data set. • Aggregation Scheme 1: An initial four-state aggregation of these ten states, defined in Table 3 .
• Aggregation Scheme 2: An alternative five-state aggregation of the ten natural states, postulated from the natural state analysis and defined in Table 4 .
The aggregation schemes were selected by expert judgment and not via statistical analysis. Intelligent aggregation by a learning algorithm could be used to generate ''optimal'' aggregation schemes and to explore higher order models.
Segmentation into subpopulations is done for many reasons, including the nature of the customer, the age of the account, and the actual behavior of the account. Even with segmentation it is likely that models built on the initial choice of states are far from Markov. The χ 2 values will likely be way above the range for accepting the null hypothesis. In such cases, it is necessary to see whether more complex state definitions will preserve the Markov property. In particular if one defines a second order Markov chain, so that the ''state'' at any time is the current basic state and the basic state at the previous period. This increases the number of states considerably, but many of the transitions are now not possible. However, it is surprising how often this second order state system is almost Markov. If even this is not satisfactory, it may be necessary for some segments of the population to go to a third order Markov chain, where the ''state'' is the current and the previous two basic states of the customer. This is very likely to satisfy the Markov requirement, but the matrix itself may be extremely sparse. If there were N original basic states then only 1 N 2 of the transition matrix entries will at most be non-zero. However, for some very volatile segments, it has been necessary to model at this level of complexity.
E. EXAMPLE #5 TRAFFIC MODELING
In transportation modeling applications, traffic data is typically collected from system loop detectors, which indicate the volume (automobiles/hour) and occupancy (% of an hour that a lane is occupied) for each lane of the road. Figure 5 gives a sample road network and the sensor locations (circles). The data for an interstate, for example, is often integrated via averaging in a single volume and occupancy number for each direction. Many urban systems have thousands of such detectors, often supplying data as frequently as every 10 seconds. Similar data can be collected from camera, radar detectors, and other types of sensors. The ultimate goal of collecting the data is to build models that can improve the efficacy of the transportation system operation. In particular, we would like to build real-time stochastic control models to improve the performance of the traffic signal networks.
Consider the modeling of a network of arterial intersections. In such instances, the specific state definition used is VOLUME 6, 2018 a vector of volume and occupancy measures for each directional phase movement at each intersection in the corridor. To account for the difference in scale between volume and occupancy measures, the values are standardized using a Z -score, (Z ), defined as: Z = (X − µ)/σ where X is the volume or occupancy for any particular observation, µ is the mean volume or occupancy, and σ is the standard deviation.
A sample state definition is then as follows, with each variable number assigned according to its phase number, representing the direction and turning movement of traffic flow [37] . Each variable is representative of either a normalized volume or normalized occupancy, represented with a 'VâĂŹ or an 'OâĂŹ, respectively, in the state definition below: (2) where X (t) equals the system state at time t, and V 1 equals phase 1 volume at time t, O 1 equals phase 1 occupancy at time t (e.g., northbound lane), etc. If we have, for example, the above state definition with 16 volumes and occupancies, and we assume 10 discrete levels for each variable, there are 16 10 possible states. Not all intersections have system detectors located at every phase, so the state definition would likely vary from intersection to intersection depending on the availability of system detectors. The state definition used here provides a complete description of traffic flow through the corridor, taking into account all intersections, lanes and turning movements for which system detectors exist, with the capability to update changes in the state of the system every fifteen minutes (or less) as new data is returned. Unfortunately, this state definition is, once again, too large for typical analysis and modeling, and below we describe one approach to reduction of the cardinality via clustering.
Given the above state definition, how can an intersection be modeled and controlled? Time of Day (TOD) signal control is an example of the most commonly used. TOD control uses a set of established rules or policies to guide the selection of a signal control strategy for a system throughout the day (see Figure 6 ). The concept behind TOD control is that traffic conditions during particular intervals of the day are roughly equivalent, and therefore a single timing plan can be used effectively throughout that interval. In other words, if traffic conditions are sampled at regular intervals, two samples, which will be referred to as cases, measured during the same TOD interval will be very similar. The fundamental question then becomes where to set the break-points where the timing plans change. Cluster analysis is a statistical technique that has been developed to ''group together'' similar cases. Clustering algorithms are methods to divide a set of n observations into g groups so that the members of the same groups are more alike than members of different groups or clusters [38] . Thus, cluster analysis can be used to automatically group together similar samples of traffic conditions to identify TOD intervals.
With Hierarchical Cluster analysis, observed data points are grouped into clusters in a nested sequence of clusterings such that the algorithm starts with n clusters, each containing only one observation and joins the n clusters one at a time until only one cluster remains. The two closest clusters or observations are joined based on the measure of dissimilarity (d) chosen to be used, often the squared Euclidean distance. It is of importance with Hierarchical Clustering to determine the optimal number of clusters, for it is this number that represents the number of timing plans to develop based on the sensor data. In cluster analysis, the rules, which determine the optimal number of clusters, are called ''stopping rules.'' The cubic clustering criterion (CCC), a measure produced by the statistical software package, SAS, is the stopping we applied. The CCC is based on the R 2 value, where R 2 is the proportion of variance accounted for by the clusters, and it is based on the p-value, where p is an estimate of dimensionality of the between cluster variation [38] :
The largest CCC value represents the most stable and meaningful level of the Hierarchical Cluster tree at which point the clusters are most representative of the timing plans and break points to be developed based on historical traffic conditions.
Cluster analysis is an ideal data-mining tool because the classes or groups that the data form are unknown, especially as the state definition is expanded to include an increasing number of variables. Cluster analysis uncovers these underlying patterns in the data and assigns each case to a group or cluster. Using the large set of historical data collected by signal systems, cluster analysis can be used to ''mine'' the data in order to help traffic engineers determine appropriate TOD intervals or break points to better develop signal timing plans. Figure 7 shows an example principle component analysis of traffic state vector data, illustrating the natural grouping tendencies of the data, in this case eleven different clusters.
Applying cluster analysis to TOD data such as illustrated in Figure 5 , gives the following result ( Figure 8 ): We can see in Figure 8 that five clusters were identified throughout the 24-hour day. Thus we will define 5 traffic states, and each cluster centroid is used to define the state, where any traffic condition is assigned the state whose centroid it is closet to (via, for example, an L 2 metric). These states (clusters) will replace the vector state described earlier, greatly reducing the cardinality of the state space. These clusters can then identify the break-points in a new TOD plan, where compared with Figure 6 we note that there are more break points. The morning rush hour, for example, is split into two different clusters (states), and would have two different timing planning for that period. It is interesting, however, that the clusters very closely follow the current TOD structure.
Using the mean volume and mean occupancy values for each cluster, the traffic simulation tool Synchro is then used to generate new timing plans for each cluster. The new timing plans and intervals are illustrated in Table 5 . It is noted that the timing plan for early morning is named EM, and other timing plans were named based on VDOT settings. The improved TOD plans greatly reduced all performance metrics [37] .
Moving beyond the TOD form of control, we can build a more robust optimal control model that does not set policies for specific times of the day. Given the five clusters, each one representing a state, an MDP was built to determine an improved control from the structured TOD-based control policies. This is a form of what is termed ''adaptive control'' in that the timing patterns do not depend on the TOD but on specific traffic conditions. Figure 9 illustrates a typical VOLUME 6, 2018 FIGURE 9. The one-step transition matrix of six-intersections case [39] .
first order transition matrix. However, to get better Markovian performance, a second order model was employed. A critical issue was stationarity; obviously the state dynamics would be dependent on time as illustrated in Figure 6 . Augmenting the state space to a second order alleviates much of this problem since it captures the rate of change of the state, the major effect of the time factor. Further augmentation to higher orders would further reduce any time dependencies. The MDP control uses, instead of TOD, the actual current state to determine the appropriate timing plan.
While on ''typical'' traffic days the TOD timing plans are appropriate, the MDP control allows for automatic adjustment of timing plans based on a current state, a type of traffic control termed adaptive signal control. When tested in simulations, the MDP control reduced pollution impacts and traffic delays. Once again, however, to get the Markov property, the states were augmented into a third order chain.
In summary, we can define a natural state space, use clustering to reduce the state space to a small set of states defined by the clusters, and finally build an MDP to determine a new form of adaptive control.
F. EXAMPLE #6 INFRASTRUCTURE -AIRCRAFT MODELING
Decision making for America's aging military aircraft is critical, especially as the fleet ages. This problem is exasperated by the difficulty in assessing the corrosion impact on the performance and viability of the aircraft. As with any actual maintenance system, there are limited budget and resources to manage the corrosion problem. A decision support system (DSS) was designed to aid managers in making maintenance decisions based on the current extent of corrosion damage, the predicted increase or growth of that damage over the remainder of the aircraft service life, and minimization of the life-cycle cost of maintenance. The DSS integrates numerous data sources, probabilistic engineering corrosion models, and sophisticated mathematical models for decision optimization. Building upon previous research and modeling, the DSS incorporates a Corrosion Prediction Model (CPM; see Corrosion/Fatigue Effects on Structural Integrity, 1998; Corrosion Prediction Model Users Manual, 2002). The corrosion prediction model is designed to predict the growth of corrosion from the current state (termed ''as-is'') to a future state (termed ''to-be''). The CPM is based on extensive data collection of initial corrosion damage depths (described by a density function termed ''NSD'' -Number of Sites of Depth) and corrosion growth rate distributions (described by density functions termed ''FOR'' -Frequency of Rate).
These distributions are based on several factors, including an environmental factor that accounts for usage locations and factors that relate to the specific structural materials. Combination of these densities through convolution allows for the development of a predicted distribution of the corrosion sites states in the future (termed ''PNSD'' -Predicted NSD).
We have the following corrosion description functions:
• NSD() is the Probability Density Function (PDF) for pit-depth values h, as recorded from Non-Destructive Inspection (NDI) on existing aircraft in service at that moment in time. It describes the distribution density of pit-depth values.
• FOR() is the PDF for different values of pit penetration rate p. These functions can be used to determine several questions of interest. For example, if we are interested in the probability that the depth of corrosion is in a certain range, we can use the NSD() and FOR() functions as follows [40] :
This leads to a new function, the Predicted Numbers of Sites of Depth [PNSD()]:
For example, at a time t 0 + t, X % of all the pits will have depth values less than or equal h cr :
In practice, these functions have been modeled as Weibull densities. Equation 6 may be used to solve the following problems, for example [41] ;
• A Project Manager wants to know what percentage of the pits will have depth values in excess of a certain amount, h cr , after period of time since last NDI (typically 5 years). Equation 6 can then be solved for X %.
• A Project Manager wants to determine a t (for example, in order to assign next NDI interval) such that 99% of all the pits will not exceed a certain depth, h cr , at some time t 0 + t. Once again equation 6 can be solved for t, given X = 99%.
• A Project Manager wants to know what will be the depth that is not exceeded by X % (say, 99%) of the pits at the time t 0 + t? Equation 6 in this case will be solved for h cr . Based on the above probabilistic functions, an MDP was created that assumes 1) that the NSD() function describes the probability density of a pit having any given depth, and 2) that the FOR() function describes the distribution of growth rates for that pit. The PNSD() function then describes the probability of that pit being at any given depth after one depot five-year cycle. Figure 10 shows a typical corrosion damage pattern, where the colors indicate different damage depths and red is the most severe.
In order to make the model usable and tractable, the continuous state space is discretized into finite states that represent different levels of corrosion. Using the discrete states we can then generate the transition matrix for the probability of going from one state to another for a given five-year depot cycle. Each maintenance action is associated with a different FOR() and thus produces a different discretized transition matrix. Costs are assigned for each maintenance action and the assumption is made of an infinite horizon model. Given this formulation, the infinite horizon, finite state and action MDP can be solved for optimal policies. Thus we have a model that describes the preferred (or ''optimal'') action to be taken for each individual pit area.
Obviously, individual pit maintenance polices are not practical in the field, in that repairs are made to larger regions and not single pits. Thus, given damage regions such as in Figure 10 , clustering was again used to group each damage region into similar depths of corrosion. For the example in Figure 10 , eleven different clusters of damage were identified. The MDP from above gives, for each cluster, the optimal policy. Table 6 shows a sample policy, where, for example, the optimal MDP action for cluster 5 is to patch, while for cluster 1, with less damage depth, is to grind (a less expensive and time consuming action). A higher-level model can be integrated in order to optimize the repairs over an entire fleet.
Thus, a rich material science-based corrosion model was able to be used as the basis for a state definition and subsequent MDP that gave straightforward depot maintenance actions, where the actions minimized the life-cycle cost of maintaining the aircraft.
G. EXAMPLE #7 ALGORITHMIC TRADING
In recent years, algorithmic trading has become very popular due to advances in hardware and machine learning. When utilizing these algorithms, high-frequency traders often move in and out of positions on a microsecond scale with a goal of minimum profit but constant positive return. There are numerous strategies algorithmic traders use to achieve these goals and identifying these strategies can be quite difficult. However, identifying and grouping strategies or behavior could yield significant benefits to regulators trying to ensure market transparency, fairness, and health.
Yang et al. [42] cast algorithmic trading as a sequential decision making problem that can be modeled as an MDP. In this formulation, it is assumed that each trader is an expert and executes a policy to maximize the trader's reward structure. To an observer, the state action pairs are easily observed but the reward function of each individual trader is unobserved. Ng et al. [6] use inverse reinforcement learning (IRL) to estimate the reward function for each trader. It is a tenant of IRL that the reward function is the most succinct and robust definition of a task. Therefore, a trader's motivation and strategy can be described mathematically as the reward function. Further, traders can be grouped and clustered using the estimated reward structures.
A month's worth of E-Mini S&P 500 order book data, a stock index of futures contracts traded on the Chicago Mercantile Exchange's Globex electronic trading platform, is used for this analysis. The order book audit trail data includes all the events with time stamps on a millisecond scale. The data contains the date, the time when a client submits an order, the when the order is confirmed, the account, the trader identification number, whether the order is to buy or sell, the price, the quantity, the order ID, the order type, and the function code. This data is used as the basis to create both the action and state spaces for the MDP.
The first step was to construct the limit order book. This task was completed by processing billions of audit trail messages each trading day. A price queue was built using the price and time priority rule. The time steps for a state transition were event based rather than time based, meaning there is a state transition and action for every order or cancellation. To generate the state space, the market depth at any given tick is taken for five levels and the variables are then discretized. The five market variables used to construct the state space are VOLUME 6, 2018 the order volume imbalance between the best bid and the best ask prices, the order volume imbalance between the second best bid and the second best ask prices, the order volume imbalance between the third best bid and the third best ask prices, the order volume imbalance between the fifth best bid and the fifth best ask prices, and the inventory level or holding position. These five variables are divided into three discrete bins characterized as ''high,'' ''neutral,'' and ''low''. The ''high'' bin is a variable value above µ+1.96σ , where µ is the average value of the variable and σ is the standard deviation. The ''low'' bin is a variable value below µ − 1.96σ , and the ''neutral'' bin is anything between µ − 1.96σ and µ + 1.96σ . This proposed MDP has a state space size of 3 5 = 243 and is an extension of the one used in [43] .
This state space was constructed based upon observations of the limit order book. The top three bid and ask prices have the highest variability, and these variables related to volume tend to reflect the market dynamics which influence trader decision making. As demonstrated by Yang et al. [43] , a trader's inventory level also highly influences the trader's behavior. High frequency traders strive to limit their inventory in order to mitigate risk. Many traders have the objective of having a very small or no position at the end of each trading day. Based upon this observation, a trader's inventory was included in the state.
Using this state space and a Gaussian process IRL algorithm, numerical experiments are performed on the E-mini data set to identify trader strategies. In one experiment, the estimated reward structure for each trader is used as a feature set in a supervised learning algorithm. A multi-class support vector machine is used to predict the strategy from a known set of strategies. In the second experiment, traders are clustered based on the estimated rewards using an unsupervised method. In both experiments, it is demonstrated that the estimated rewards outperform features extracted directly from the data.
III. A CRITICAL ISSUE IN STATE-BASED MODELING ORDER ESTIMATION
In the simplest form of a state-based model, only knowledge of the current state of the system is needed to predict the state at the next time interval. This is typically referred to as a ''first order'' Markov model, and the model is deemed memoryless, as knowledge of the past is inconsequential. If this is not a sustainable assumption, and knowledge of past states is required to make an adequate estimation of future states, then the model is of higher order. An n th order model is one that requires information on the state of the system for the last n time intervals (i.e., the current state and the n − 1 previous states) to predict its state at the next time. If we have M possible states, the total number of states for an augmented n th order system is M n , an exponential growth that rapidly becomes intractable.
Determining the model order is equally as critical as determining the state definition, and indeed the concept overlaps with that of state definition in its broadest sense.
Within typical applications, however, it is treated separately. This treatment is functionally motivated, as the techniques required are independent. The ideal process allows for iteration between state definition and order determination, with the intent of determining the state/order combination that produces the best overall model.
The widely accepted method for evaluating the proper order of the model is the Pearson-Fisher χ 2 test [29] . Essentially a test of conditional independence, it is extensively used in state-based modeling to determine whether two sequences of states are independent of previously observed states. When applied to order testing, however, it has very little flexibility. As the number of observations becomes large, the test exhibits oversensitivity; it tends to reject candidate orders based on relatively small deviations from expected ratios. This is a common feature of most statistical hypothesis tests, and not an inherent flaw. However, for the purposes of model order determination for large-scale datasets, it presents an operational obstacle. The test rejects order approximations that may be useful in the overarching real world decision context.
Flexibility is one of the most important components of any method of assessing model order for real world data. Real data most of the time will be skewed with some error that may be associated to a number of factors. Chatfield states: ''There are typically three main sources of uncertainty in any problem:
1) uncertainty about the structure of the model; 2) uncertainty about the estimates of the model parameters, assuming that we know the structure of the model; 3) unexplained random variation in observed variables even when we know the structure of the model and the values of the model parameters'' [44] .
These three types of uncertainty (and, by extension, error) may come into play when judging state-based model order prediction. Uncertainty about the structure of the model may be related to possible slight trending in the data that may or may not be adjusted. This becomes a factor whenever a system is influenced by outside sources. The uncertainty about the estimates of the model parameters may become a factor when the data creates discrete states based upon approximation. Finally, unexplained random variation is due to the pure randomness of any real world system. Therefore, with these three factors of uncertainty affecting any system model that is created from real world data, we need to know some measure of closeness to the ''true'' system model. In this way, the χ 2 test for model nonrandomness fails as a test statistic.
The Bayes' factor (BF) was developed as a basis for model selection in parametric models [45] . Its primary application has been in regression, where it is used to both to identify the most valuable predictors in a given model and as a comparison tool between models, principally component models. It stands as an alternative to the R 2 method of model selection that is in most abundant use today. The BF and its common variant the Bayes' information criterion (BIC) [46] were designed to be functional when comparing models over the same state space. When the models have vastly different number of parameters, they tend to reject the model of lesser parameters. When comparing models of different order then, the BIC lacks the robustness to compensate for the differences in model complexity. However, the BF is not to be rejected out-of-hand as a test statistic for the prediction of model order. Kass and Raftery [45] show an alternate formulation, evaluated by 2 log(BIC), which provides a meaningful scale on which to summarize the evidence for one statistical model over another.
In addition to using statistical techniques, one can also use simulation methods to estimate the true order of the model. This task is greatly facilitated by the efficient utilization of information technology. Given a sample dataset one can create transition probability matrices to predict future states of a system. To begin this simulation, one should divide the real data into a time segment to be the ''generating'' time segment, and the ''testing'' time segment. The transition probabilities will be calculated for orders between 0 and k using the ''generating'' time segment for all the accounts. Assuming this system is stationary, the prediction models of the approximated ''true'' order should have the lowest amount of error over the ''testing'' time segment. Evaluating models of different order over the ''testing'' time segment, one should find that the error converges as the order increases. One then can select an optimal order at a time segment within the decision-makers' tolerance for error.
Depending on which methodology for order estimation is employed in the final state-based modeling process, the transition probability matrix for the final model (i.e., final state definition, aggregation/augmentation, and order) may still need to be determined from the data [32] , [47] . While existing traditional techniques [14] are perfectly suitable for implementation here, additional efficiency may be possible due to the current state of computational power.
IV. CONCLUSIONS
We have seen in these example applications the critical role that state space selection plays. 1) Size matters -A critical factor is the size of the state space for two reasons: computational issues and data collection issues (see Examples #2 and #3). A state space that is too large will not allow for computations or will require significant data management designs to store and operate on the state space; alternatively, a too large state space will require data that is likely very sparse and unavailable. 2) Parsimonious -We are looking for a model that is descriptive yet as simple and ''clean'' as possible in order to aid decision makers with actual decisions (see Example #1 and Example #7). A state space that is too complex will add computational issues and often reduce the usefulness to decision makers.
3) Surrogate states -Often, one must use a surrogate measure to reduce the complexity of the state (see Example #1 and #2). Such measures can be tested to via statistical analysis to verify features such as the Markovian property and stationarity. 4) Useful ''Tricks'' -Techniques such as using a census process can greatly reduce the state space with little loss in decision making quality (see Examples #2 and #3). 5) Approximations -We cannot model the entire system in all of its richness, and any model is an approximation of the real system (see Examples #4 and #5). The key is to make sure the model is a valuable decision tool. Simulation, expert opinions, statistical analysis, and other techniques can be used to verify and validate the model. 6) Aggregation -Initial, intuitive state definitions will likely be too large and require some form of aggregation (see Example #5 and #6). Techniques such as clustering or segmentation can often be used to reduce the state space to a tractable level. In summary, we can see that the art of state definition requires many critical considerations. These decisions are driven by the application and decision required -the art of MDP modeling. His research interests include feature selection, machine learning with cost, sequential decision making, reinforcement learning, and probabilistic modeling of systems. His research is applied to several domains including activity recognition, prognostics and health management for manufacturing systems, psychology, cybersecurity, data trustworthiness, natural language processing, and predictive modeling of destination given user geoinformation data.
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