Recently, a variety of digital watermarking schemes have been developed for copyright protection of digital images. In robust watermarking, which is used in copyright protection, transform-based algorithms are used to ensure resilience of the watermark to common signal processing attacks. The most frequently used watermarking algorithms for additive watermark embedding involve DCT, DFT, SVD and DWT domains. In this article we verify which domain is optimal for robust, the additive watermark embedding scheme. We demonstrate that in additive watermark embedding the embedding domain plays more important role than the embedding formula.
Introduction
Nowadays, most information is stored and processed in digital form on a computer. Unfortunaltely, digital content can be easily copied and distributed which makes illegal copying and disrtibution of digital content extremely easy. Therefore, there is a strong need for developing techniques which can help to identify intellectual property of digital documents [1] . Digital Watermarking is one of possible technologies which can be used for protecting intellectual property of digital content [2] [3] [4] [5] . The research performed by the author, published in [6] has demonstrated that there is no commercial software nor technology which satisfies all requirements of robust digital watermarking. As a result there is a strong need to develop new robust watermarking algorithms.
Robustness of watermarking schemes is usually ensured by embedding the watermark in transform domain. The transform should be selected in such a way that it is attack invariant, that is, the attack should not change the watermark. In practical applications Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT) and Singular Value Decomposition (SVD) are used. Most authors focus on a single watermark embedding scheme in a single domain and compare the scheme with a traditional one, usually in the same domain [3, 4, 7] . As a result, it is very difficult to determine which watermark embedding scheme performs actually best in terms of robustness and how much the embedding domain influences the robustness of the scheme. Therefore, here we verify which domain is optimal for watermark embedding.
The article is organized as follows. In Sec. 2 we briefly describe digital watermarking in transform domain, in Sec. 3 we define transforms which are used in transform-based watermark embedding, in Sec. 4 we demonstrate experimental results and explain the testing procedure, in Sec. 5 we give conclusions.
Digital watermarking scheme in transform domain
For the purpose of this article we make a clear distinction between watermark embedding scheme (the whole algorithm) and the watermark embedding formula (the formula which is used for adding the watermark in a domain) -see Fig. 1 . The general transform-based watermark embedding scheme is given as follows: first, host data c 0 is transformed * e-mail: piotr.kazimierz.lipinski.gmail.com into chosen domain (DCT, DFT, DWT, SVD), next a digital watermark w is embedded into most prominent coefficients of the transformed host data c 0t using one of the following formulas:
where α -embedding strength, c wt -watermarked data in transform domain.
Each equation (1)- (4) constitutes different watermark embedding formula.
Here we consider multibit watermarking, where the watermark w is a K-element random series: w ∈ [−1, 1]. Last, an inverse transform of the watermarked data is performed. As a result one obtains a watermarked data c wt (Fig. 1) . After the embedding process the watermarked data is usually attacked (otherwise there is no point in carrying out experiments) [2] . In this article we focus on image processing attack such as: white noise, resize, median filtering, low-pass filtering, Gaussian noise, jpeg compression, color depth reduction which are commonly used by photographers and web developers, see [6] .
To detect the presence of the watermark, attacked data c wa is transformed into a chosen domain and extraction algorithm is applied to watermarked domain-based data (Fig. 1) . The extraction algorithm uses normalized correlation C between the watermark w and most prominent coefficients of attacked data in transform domain c wat [1] :
where σ c -standard deviation of watermarked coefficients, σ w -standard deviation of the watermark, c wat i
-i-th most prominent coefficient of the attacked data, c wat -mean value of the most prominent coefficients of the attacked data, w ii-th element of the embedded watermark, w -mean value of the embedded watermark, K -watermark length.
When C is above threshold we assume that the watermark is detected.
When investigating performance of watermarking schemes three conflicting performance metrics of watermarking system must be taken into consideration: fidelity, robustness and payload size. For copyright protection payload size can be regarded as fixed parameter [5] , that is, in all experiments we embed the watermark of the same length. In watermark embedding we take advantage of iterative algorithm which ensures constant fidelity for all images and all embedding domains. This allows us to measure separability s as a robustness measure, defined as:
where k = 1, 2, . . ., M , C -correlation between the embedded watermark and the most prominent coefficients of attacked data in transform domain, C k -correlation between the k-th random watermark and the most prominent coefficients of attacked data in transform domain. Separability can be interpreted as difference between correlation of the watermark and the highest correlation with randomly generated watermark (see Fig. 2 ). The higher the separabilty the higher the robustness of the embedding scheme. The main purpose for using transform-based embedding is the possibility of selecting only those samples of the transform-domain watermarked which have desired properties in terms of fidelity and robustness. For example in DCT or DFT-based watermarking, samples corresponding to middle frequencies are used to embed watermark usually, in DWTbased watermarking only high frequency components from levels 2-4 of wavelet transform are used for watermark embedding [3, 4] . This is mainly due to the fact that watermarks cannot be embedded in low frequency components, as this would deteriorate the fidelity, on the other hand high frequency components cannot be used as they are susceptible to attacks.
Transforms
The watermark embedding scheme from Sec. 2 is general and can take advantage of any transforms. Here we define those transformations which are frequently used in watermark embedding, that is: DCT, DFT, DWT, SVD and give transformation-specific information. In order to verify which domain gives most promising results we use four different watermarking formulas (1)- (4) for watermark embedding and the same formula (5) for watermark extraction in all cases.
DCT algorithm.
The first algorithm for transformedbased watermark embedding was introduced by Cox et al. in [2] . In the first version of the algorithm, the M × N image (host data) is transformed into DCT domain using the formula:
On domain selection for additive, blind image watermarking
Next, embedding formulas (1)-(4) from Sec. 2 are used to add a watermark in DFT domain. Cox, in his original paper, used only the formula (1) for watermark embedding, but to make the comparison possible we use all formulas (1)-(4). After embedding, c wt is transformed to spatial domain using formula (8) and we obtain watermarked image c w :
where c
In the detection algorithm the attacked, watermarked data c wa DCT [k, l] is transformed to DCT domain using the formula (7) . The correlation between the watermark w and K most prominent DCT coefficients is calculated using the formula (5). We assume that the watermark is present, when the correlation coefficient is above the threshold. In our experiments we use the formula (6) to compute separability.
DFT algorithm.
In the same article [2] Cox et al. consider using DFT transform. The algorithm is analogical to DCT based, but DCT transform is replaced with DFT transform given by:
and IDFT transform:
The watermark is added to those coefficients in DFT domain which have the most prominent magnitude. The watermarking algorithm must take into consideration that the image to be real imposes, the following constraint on the values of DFT: c
Therefore, when watermarking, changes of magnitude must preserve positive symmetry:
(12) Ramkuar et al., noticed in [8] that the most information about an image is contained in the phase of DFT. Adding the watermark to the most prominent coefficients of phase of the DFT was proposed by Ruanaidh in [9] . The watermarking algorithm must take into consideration that the image to be real imposes the condition (11) . So when watermarking, changes of phase must preserve negative symmetry:
(13) 3.3. DWT algorithm. In Discrete Wavelet Transform a signal is split into two parts of high and low frequencies. High frequencies correspond to the edge components of the signal. Low frequencies are again split into two parts of low and high frequencies. This process can be continued arbitrary number of times. From these DWT coefficients, the original signal can be reconstructed. The process of reconstruction is called Inverse Discrete Wavelet Transform (IDWT). In twodimensional case (images) DWT is defined by implementing one dimensional DWT for each dimension. The 3-level pyramid structure of two-dimensional DWT is shown in Fig. 2 . The watermarking algorithm taking advantage of DWT was introduced by Xia et al. in [10] . In his original algorithm the watermark was embedded into most prominent high frequency components of DWT. Here we use formulas (1)-4) to embed the random watermark into K high frequency components which have the largest magnitude on a third level of DWT decomposition and which are not located at the lowest frequency band, (see Fig. 3 ). In the detection algorithm the attacked watermarked data c wa DW T [k, l] is transformed to 3-level DWT. The correlation between the watermark w and K coefficients which have the largest magnitude on a third level of DWT decomposition is calculated using the formula (5). We assume that the watermark is present, when the correlation coefficient is above threshold. In our experiments we use the formula (6) to compute separability.
SVD algorithm.
Discrete image can be treated as an array of nonnegative scalar entries, which can be regarded as a matrix C 0 ∈ R N ×N . Singular Value Decomposition of C 0 is defined as:
where U ∈R -unitary matrix, V ∈R -unitary matrix, () * -conjugate transpose, C 0t SV D -diagonal matrix. There are several watermarking algorithms using the formula (14). Here we use blind version of the embedding algorithm presented in [1] . We add the watermark W into diagonal matrix C 0t SV D using the formulas (1)- (4) . Watermarked image is calculated from:
where C wt SV D -watermarked diagonal matrix, C w -watermarked image.
To extract the watermark singular value decomposition of attacked watermarked image C wa is calculated:
The correlation between the watermark wand diagonal values of C wt SV D is calculated using the formula (5). We assume that the watermark is present, when the correlation coefficient is above threshold. In our experiments we use the formula (6) to compute separability.
Experimental results
In this section, we use the watermark embedding scheme from Fig. 1 to embed the watermark in five different domains. The aim of these experiments is to choose the best domain in terms of robustness at constant fidelity and capacity for additive watermark embedding.
In our experiments we use 64 images from USC-SIPI Image Database. Each image is a gray scale, 512 × 512 pixels size, 8 bit gray. Pictures are selected from textures, aerials, miscellaneus and sequences. Sample pictures from the database are shown in Fig. 4 . They reflect various picture characteristics such as frequency, sharpness etc. Watermarks are generated as 512 element vectors where w = [−1, 1]. Separability is computed using a set of 1000 randomly generated 512-element vectors. Each test is repeated using 5 different watermarks and 5 different randomly generated watermark sets.
We compare the separability, as a measure of the watermark robustness against signal processing attacks, for different watermark embedding domains. The experiments are carried out in the following way: First, each picture is transformed to a chosen domain: DCT, DWT, SVD, DFT. Second, the watermark is embedded using the formulas (1)-(4) . Third, the inverse transform of the watermark is computed. In DCT transform two cases are considered: the watermark was embedded in magnitude or phase of the host data. In DWT, Daubechies 6 wavelet transform is used and the watermark is embedded in third level of decomposition. We use adaptive algorithm to adjust the embedding strength α so as to ensure constant fidelity for each domain. PSNR is used a as a fidelity measure. In other words, each watermarked image has the same PSNR value. Fourth, we attack the image taking advantage of the following: white noise, resize, median filtering, lowpass filtering, Gaussian noise, jpeg compression, color depth reduction. In order to extract the watermark each attacked image is transformed by the means of corresponding transform. Last, the separability coefficient is computed for each transformed image from (6) . Separability coefficients for Lena image at fidelity 35dB are presented in Table 1 . The results for other test images are very close to the results for Lena image. Due to lack of space the results for all test pictures cannot be presented here.
It can be easily noticed that DWT perform best in terms of separability at constant fidelity level for all signal processing attacks presented here. Furthermore, DWT outperforms other domains for all attacks and for all embedding formulas. This is mainly due to the fact that it allows optimal space and frequency localization of a watermark, which means that the watermark can be optimally located in space and frequency simultaneously. Separability is clearly best in spatial-domain embedding when the image is not attacked, but it performs much worse after attacks. This leads to the general conclusion that DWT is optimal for additive watermark embedding when the image is attacked using signal processing attacks. 
