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Abstract
There are three basic types of self-adjoint regular and singular boundary conditions: separated, coupled,
and mixed. For even order problems with real coefficients, one regular endpoint and arbitrary deficiency
index d, we give a construction for each type and determine the number of possible conditions of each type
under the assumption that there are d linearly independent square-integrable solutions for some real value of
the spectral parameter. In the separated case our construction yields non-real conditions for all orders greater
than two. It is well known that no such conditions exist in the second order case. Our construction gives
a direct alternative to the recent construction of Everitt and Markus which uses the theory of symplectic
spaces. We believe our construction will prove useful in the spectral analysis of these operators and in
obtaining canonical forms of self-adjoint boundary conditions. Such forms are known only in the second
order, i.e. Sturm–Liouville, case. Even for regular problems of order four no such forms are available.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Following [38] we continue to study self-adjoint realizations of the equation
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in the Hilbert space H = L2(J,w). Here w ∈ Lloc(J,R), the space of real-valued functions
which are Lebesgue integrable on all compact subintervals of J , w > 0 a.e. on J , λ is the
spectral parameter and M is a very general symmetric differential expression with real-valued
coefficients, of even order
n = 2k, k > 1,
and the endpoint a is regular while the endpoint b may be singular. (A comprehensive discussion
of the case k = 1 can be found in the book [44].)
The expression M = MQ is defined in terms of a matrix Q as follows. Let
Zn(J,R) :=
{
Q = (qrs)nr,s=1, qrs real-valued,
qr,r+1 = 0 a.e. on J, q−1r,r+1 ∈ Lloc(J ), 1 r  n− 1,
qr,s = 0 a.e. on J, 2 r + 1 < s  n+;
qr,s ∈ Lloc(J ), s = r + 1, 1 r  n− 1
}
. (1.2)
Let
V0 := {y: J → C, y is measurable}
and
y[0] := y (y ∈ V0).
For Q ∈ Zn(J,R) define, inductively, for r = 1, . . . , n,
Vr =
{
y ∈ Vr−1 :y[r−1] ∈
(
ACloc(J )
)}
, (1.3)
y[r] = q−1r,r+1
{
y[r−1]′ −
r∑
s=1
qrsy
[s−1]
}
(y ∈ Vr),
where qn,n+1 := 1, and ACloc(J ) denotes the set of complex-valued functions which are abso-
lutely continuous on all compact subintervals of J . Finally we set
My = MQy := (−1)ky[n] (y ∈ Vn). (1.4)
The expression M = MQ is called the quasi-differential expression associated with Q. For Vn
we also use the notations V (M) and D(Q). The function y[r] (0 r  n) is called the r th quasi-
derivative of y. Since the quasi-derivative depends on Q, we sometimes write y[r]Q instead of y[r].
Below we will give a number of examples of such expressions M.
Eq. (1.1) generates a minimal operator Smin and a maximal operator Smax in H with domains
Dmin and Dmax, respectively. It is well known that Smin is a symmetric densely defined operator
with equal deficiency indices which we denote by d , that d satisfies the inequalities
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and that all values of d in this range occur. For definitions and proofs of these statements the
reader is referred to [38] and its references. A self-adjoint realization of Eq. (1.1) in the Hilbert
space H is an operator S satisfying
Smin ⊂ S = S∗ ⊂ Smax.
It is clear that the self-adjoint realizations are distinguished from each other only by their
domains. These domains are characterized in [38] by the following theorem. This is the starting
point for our investigations in this paper.
Theorem 1. Assume there exists λ ∈ R such that (1.1) has d linearly independent solutions lying
in H. Then there exist d linearly independent real-valued solutions u1, . . . , ud in H. A linear
submanifold D(S) of Dmax is the domain of a self-adjoint extension S of Smin if and only if there
exist a complex d × n matrix A and a complex d × m matrix B such that the following three
conditions hold:
(1) rank(A : B) = d ;
(2) AEnA∗ = BEmB∗;
(3) D(S) =
⎧⎪⎨⎪⎩y ∈ Dmax: A
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠+B
⎛⎜⎝
[y,u1](b)
...
[y,um](b)
⎞⎟⎠=
⎛⎜⎝0...
0
⎞⎟⎠
⎫⎪⎬⎪⎭ . (1.6)
Here m = 2d − 2k, u1, . . . , um are the solutions of LC type constructed in [38] and Ej is the
symplectic matrix of order j given by
Ej =
(
(−1)rδr,j+1−s
)j
r,s=1 (1.7)
and [y,uj ] denotes the Lagrange bracket. It is well known that [y,uj ](b) exists as a finite
limit for all y in the maximal domain and j = 1, . . . ,m. For details of the definition and
construction of the LC solutions and the Lagrange brackets see [38].
For second order singular equations the celebrated Weyl classification of solutions into limit-
point (LP) and limit-circle (LC) type is fundamental in the study of self-adjoint realizations
and their spectral properties. For such equations with one regular and one singular endpoint
the deficiency index d = 1 or d = 2, depending on whether the singular endpoint is LP or LC.
In the general higher order case n = 2k, d = k corresponds to the second order LP case and
d = 2k to the LC case. The intermediate values of d , k < d < 2k, have no analogue in the second
order case and are, not surprisingly, much more difficult to study. In [38], for any deficiency
index d , k < d < 2k, under the assumption that there are d linearly independent solutions in
H = L2(J,w) for some real value of the spectral parameter, we classified these solutions into
two types: LP and LC. And showed that, just as in the second order case, the LC solutions
contribute to the singular boundary conditions but the LP solutions do not. For details of the
facts and notation mentioned here, see [38]. For a general reference also see [26].
Although the conditions (1.6) appear to be coupled, we will see below that they include sep-
arated as well as coupled conditions. We call these conditions strictly separated when each one
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be classified into exactly d − k + 1 classes depending on the number of separated and coupled
conditions there are. We believe this classification is important for obtaining canonical forms of
these boundary conditions since each class is likely to have its own distinct canonical form as
in the second order case where the well-known canonical form for separated conditions is dra-
matically different from the form for coupled conditions, see [44]. Having a canonical form is
critical for the study of the continuous dependence of eigenvalues on the boundary conditions.
We give a construction for each type and determine the number of possible separated and coupled
conditions allowed by (1.6). These depend on the deficiency index d. Also the separated condi-
tions play an important role in the investigation of the continuous spectrum as we will show in a
subsequent paper.
In the preface of [14] the authors state “We provide an affirmative answer. . . to a long-
standing open question concerning the existence of real differential expressions of even order
 4, for which there are non-real self-adjoint differential operators specified by strictly sepa-
rated boundary conditions. . . This is somewhat surprising because it is well known that for order
n = 2 strictly separated boundary conditions can produce only real operators (that is, any such
given complex boundary conditions can always be replaced by real boundary conditions).” Un-
der the assumption that there are d linearly independent solutions in H = L2(J,w) for some real
value of the spectral parameter, our construction below produces such conditions naturally and
explicitly for regular and singular problems and for all n = 2k, k > 1. Furthermore our analysis
shows that it is not the order of the equation which is the relevant factor for the existence of such
operators but the number of boundary conditions. If there is only one separated complex condi-
tion at a given endpoint, as must be the case when n = 2, then it can be replaced by an equivalent
real condition. For example, suppose that n = 4, the left endpoint a is regular, the right endpoint
b is singular and the deficiency index d = 3. Given any strictly separated self-adjoint bound-
ary conditions, there must be exactly two at a and exactly one at b. Any complex self-adjoint
condition at b can be replaced by an equivalent real self-adjoint condition.
Next we state the important special cases of Theorem 1 when d = k and d = 2k = n. These
are essentially known [26].
Corollary 1. Suppose d = k. Then m = 2d − 2k = 0 and the term involving the uj , j = 1, . . . ,m
in (1.6) drops out. In this case there is no boundary condition at the singular endpoint b required
or allowed. This is the higher order analogue of the Sturm–Liouville limit-point case at b and
there are only self-adjoint conditions at the regular endpoint a. Also in this case [y,uj ](b) = 0
for all j = 1, . . . ,m and all y ∈ Dmax. The conditions (1.6) reduce to
A
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠=
⎛⎜⎝0...
0
⎞⎟⎠ , (1.8)
where A satisfies
rankA = d and AEnA∗ = 0. (1.9)
Next we specialize to the maximal deficiency case.
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and B square matrices both of order n:
A
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠+B
⎛⎜⎝
[y,u1](b)
...
[y,un](b)
⎞⎟⎠=
⎛⎜⎝0...
0
⎞⎟⎠ , (1.10)
where A,B satisfy rank(A : B) = n and
AEnA
∗ = BEnB∗. (1.11)
We now specialize to the case when b is regular.
Corollary 3. Assume that d = 2k = n. If b is regular then (1.6) reduces to the familiar regular
self-adjoint boundary conditions:
A
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠+B
⎛⎜⎝
y(b)
...
y[n−1](b)
⎞⎟⎠=
⎛⎜⎝0...
0
⎞⎟⎠ , (1.12)
where A,B satisfy rank(A : B) = n, and
AEnA
∗ = BEnB∗. (1.13)
For other work related to this paper see Refs. [1–13,15–25,27–37,39–43].
2. Separated conditions
Throughout this paper we assume that for some real value of the spectral parameter λ
Eq. (1.1) has d linearly independent real-valued solutions u1, . . . , ud in H . (Recall that if (1.1)
has d linearly independent solutions in H for some real λ, then it has d linearly independent
real-valued solutions in H.)
We start by establishing two linear algebra lemmas which may be of independent interest.
These lemmas will be used below.
Lemma 1. Let h be any even integer and let C be an r × h matrix with rankC = r . Assume that
CEhC
∗ = 0, (2.1)
where Eh is the symplectic matrix (1.7) of order h. Then r  h2 .
Proof. Let C = (α1, α2, . . . , αr)T, where αi are the row vectors of C. Then rank(CEh) = r . The
equation CEhC∗ = 0 is equivalent to the system
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αrEhα
∗
1 αrEhα
∗
2 · · · αrEhα∗r
⎞⎠= 0.
Hence
(αi, αjEh) = 0, i, j = 1,2, . . . , r,
where (·,·) denote the usual inner product in Ch.
This implies that
αi ∈ {α1Eh,α2Eh, . . . , αrEh}⊥, i = 1,2, . . . , r,
i.e.
{α1, α2, . . . , αr} ⊥ {α1Eh,α2Eh, . . . , αrEh}.
Note that rank(CEh) = r , and hence α1, . . . , αr , α1Eh, . . . , αrEh are linearly independent in Ch.
Therefore h 2r , i.e. r  h2 . 
Lemma 2. Let the hypotheses and notation of Lemma 1 hold. Then there exist α1, . . . , α h
2
in Rh
such that CEhC∗ = 0, where C = (α1, α2, . . . , α h
2
)T.
Proof. Let α1 ∈ Rh be a non-zero real vector, we have (α1, α1Eh) = 0, i.e. α1 ∈ {α1Eh}⊥. Ob-
viously {α1Eh}⊥ is an h− 1 dimension subspace of Rh. We can choose α2 ∈ {α1Eh}⊥ such that
α1, α2 are linearly independent. Note that (α2, α2Eh) = 0, and we have
{α1, α2} ⊥ {α1Em,α2Em}.
Let r = h/2. Following this procedure, we obtain linearly independent vectors {α1, α2, . . . ,
αr−1} such that
{α1, . . . , αr−1} ⊥ {α1Eh, . . . , αr−1Eh}.
Since the dimension of the subspace {α1Eh, . . . , αr−1Eh}⊥ is r +1, we can choose αr ∈ Rh such
that α1, . . . , αr−1, αr are linearly independent and
{α1, . . . , αr} ⊥ {α1Eh, . . . , αrEh},
and the conclusion follows. 
Remark 1. These two lemmas show that the rank of matrices C satisfying CEhC∗ = 0 is at most
h
2 and that there are some such matrices C for which it is
h
2 .
The next lemma gives a construction for strictly separated self-adjoint boundary conditions.
(See Definition 1 below for a rigorous definition of strictly separated self-adjoint boundary con-
ditions.)
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A =
(
Cl×n
0(d−l)×n
)
, B =
( 0l×m
D(d−l)×m
)
, (2.2)
and assume that rankC = l and rankD = d − l. Then rank(A : B) = d and the boundary condi-
tions
A
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠+B
⎛⎜⎝
[y,u1](b)
...
[y,um](b)
⎞⎟⎠= 0
are self-adjoint if and only if
CEnC
∗ = 0 = DEmD∗. (2.3)
Furthermore l = k in this case.
Proof. It is clear that rank(A : B) = d . Note that
AEnA
∗ =
(
CEnC
∗ 0l×(d−l)
0(d−l)×l 0(d−l)×(d−l)
)
, BEmB
∗ =
( 0l×l 0l×(d−l)
0(d−l)×l DEmD∗
)
and (2.3) follows. The furthermore parts follows from Lemmas 1 and 2. By Lemma 1, we have
l  n2 = k and d − l  m2 = d − k, i.e. l  k and l  k. Therefore l = k, and k can be realized by
Lemma 2. 
Remark 2. Although we do not give a technical definition of strictly separated boundary condi-
tions until the next section, it is intuitively clear that the construction given by Theorem 2 yields
exactly k separated conditions at the endpoint a and exactly d − k separated boundary condi-
tions at the endpoint b. Moreover, if each of the d equations of a self-adjoint boundary condition
(1.6) is specified at one endpoint only, then the boundary condition can be put into the form of
Theorem 2 by elementary matrix transformations. We state this as the next corollary.
Corollary 4. Assume that d − k rows of the matrix A are zero and rankA = k and suppose that
the complementary k rows of B are zero and rankB = d − k. Let C denote the k × n submatrix
of A consisting of the non-zero rows of A. Similarly, let D denote the submatrix of B consisting of
the non-zero rows of B. Then rank(A : B) = d and the boundary conditions (1.6) are self-adjoint
if and only if (2.3) holds.
Proof. This follows from the observation that the condition AEnA∗ = BEmB∗ is invariant under
multiplication on the left by any non-singular d × d matrix G. Note that
(GA)En
(
(GA)∗
)= (GB)Em((GB)∗)
for any non-singular d × d matrix G. By choosing elementary matrices G, the zero rows of A
and of B can be interchanged. 
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conditions are separated and there is only one condition at a given endpoint then this condition
can always be replaced by an equivalent real condition. We will see below that, as a consequence
of Theorem 3, when all conditions in (1.6) are separated there must be k at the regular endpoint.
Since we are only considering k > 1 in this paper this means that it is only at the singular point
b where we can have only one separated condition and this, according to Theorem 3 below, can
occur only when d = k + 1.
Corollary 5. Let the hypotheses and notation of Theorem 1 hold and assume that d = k + 1.
Then any complex self-adjoint boundary condition at b can be replaced by an equivalent real
self-adjoint condition.
Proof. In this case m = 2d − 2k = 2. Let B have the form
B =
(0k×1 0k×1
g h
)
, g,h ∈ C. (2.4)
In this case
E2 =
(0 −1
1 0
)
and the condition BE2B∗ = 0 implies that
gh = gh. (2.5)
Since rankB = 1 at least one of h,g is not zero. If h is not zero, then multiplying the condition
g[y,u1](b) + h[y,u2](b) = 0 (2.6)
by h we may assume that h is real. This implies that g is real in (2.5). There is a similar argument
when g is not zero. Clearly the same argument also applies regardless of which row g,h are in
as long as all other rows of B are zero and the conclusion follows. 
3. Separated, coupled, and mixed conditions
In this section we classify the self-adjoint boundary conditions into three types: separated,
coupled and mixed. Each separated condition is specified at one endpoint only, coupled condi-
tions ‘connect’ or ‘couple’ the endpoints with each other, mixed conditions consist of both types:
some separated and some coupled. We will see below that if all conditions are separated there
must be exactly k at a and exactly d − k at b.
Theorem 3. Let the notation and hypotheses of Theorem 1 hold. Assume that the matrices A, B
satisfy the self-adjointness conditions (1), (2) of Theorem 1. Then
(i) k  rank(A) d, d − k  rank(B)m = 2(d − k); (3.1)
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rank(A) = k + r (3.2)
then
rank(B) = d − k + r. (3.3)
Proof. (i) From the proof of Theorem 2, we have
k = n
2
 rank(A) d, d − k = m
2
 rank(B)m.
(ii) When r = 0, then rank(A) = k. By Theorem 2 we have rank(B) = d − k. In this case, the
equations (1.6) determine strictly separated self-adjoint boundary conditions.
Assume that rank(A) = k + r , 1 r  d − k, and rankB = d − k + h, 0 h d − k. Then
by multiplying the boundary conditions (1.6) by a non-singular matrix and interchanging rows,
if necessary, we may assume that the first k + r rows of A are linearly independent and all
other rows are identically zero. By condition (1) of Theorem 1 we may also assume that the
last d − k + h rows of B are linearly independent and all other rows are identically zero. For
simplicity we set s = d − k.
Let
A = (α1, . . . , αk,αk+1, . . . , αk+r ,0, . . . ,0 )T ,
and let
B = (0, . . . ,0, βs+h, . . . , βs+1, βs, . . . , β1 )T .
Then we compute
AEnA
∗ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
α1Enα
∗
1 · · · α1Enα∗k+r 0 · · · 0
· · · · · · · · · · · · · · · · · ·
αk+rEnα∗1 · · · αk+rEnα∗k+r 0 · · · 0
0 · · · 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 0 0 · · · 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
BEmB
∗ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 0 0 · · · 0
0 · · · 0 βs+hEmβ∗s+h · · · βs+hEmβ∗1
...
...
...
...
...
...
∗ ∗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.0 · · · 0 β1Emβs+h · · · β1Emβ1
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α1Enα
∗
1 · · · α1Enα∗k+r
· · · · · · · · ·
αd−(s+h)Enα∗1 · · · αd−(s+h)Enα∗k+r
⎞⎟⎟⎟⎠= 0(k−h)×(k+r), (3.4)
⎛⎝βd−k−rEmβ∗s+h · · · βd−k−rEmβ∗1· · · · · · · · ·
β1Emβ
∗
s+h · · · β1Emβ∗1
⎞⎠= 0(d−k−r)×(s+h). (3.5)
Equations (3.4) are equivalent to
αi ∈ {α1En,α2En, . . . , αk+rEn}⊥, i = 1,2, . . . , k − h, (3.6)
and (3.5) is equivalent to
βi ∈ {β1Em,β2Em, . . . , βs+hEm}⊥, i = 1,2, . . . , d − k − r. (3.7)
Since
dim{α1En,α2En, . . . , αk+rEn}⊥ = k − r
in Cn, by (3.6) we have k − h k − r , i.e. h r.
Since
dim{β1Em,β2Em, . . . , βs+hEm}⊥ = d − k − h
in Cm, by (3.7) we have d − k − r  d − k − h, i.e. h r. Therefore h = r .
This shows that if 0 r  d − k and rank(A) = k + r , then rank(B) = d − k + r. 
We are now in a position to give a rigorous definition of strictly separated self-adjoint bound-
ary conditions using Theorem 2.
Definition 1. The self-adjoint boundary conditions (1.6) of Theorem 1 are strictly separated if
rankA = k. In this case, by Theorem 2, rankB = d − k.
Corollary 6. Let the notation and hypotheses of Theorem 3 hold. If d = k, then B = 0, and
there are no boundary conditions at b. Thus all self-adjoint domains are given by the following
separated boundary conditions at a:
AY(a) = 0, Y (a) =
⎛⎜⎝
y(a)
...
y[n−1](a)
⎞⎟⎠ , (3.8)
where A is a complex k × 2k matrix of rankk satisfying
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Proof. This is the case r = 0 of Theorem 3. 
The value of the parameter r in Theorem 3 determines the number of types of boundary
conditions. We state this as our next result.
Theorem 4. The number of different types of boundary conditions is exactly d − k + 1. Each
value of r in Theorem 3 determines exactly one case and the extreme case when all conditions are
separated can be thought of as corresponding to r = 0. In the other extreme case when r = d − k
since, by Theorem 3 there must always be at least k conditions at the regular endpoint a, all
conditions can be coupled only when d = 2k, i.e. the endpoint b is either LC or regular. When
d = 2k, the number of mixed boundary conditions is given by r when 1  r < d − k = k. For
k < d < 2k, the number of mixed boundary conditions is given by r when 1 r  d − k, and we
have exactly 2r coupled conditions, k − r separated at a and d − k − r separated at b.
Proof. This follows from the previous results. 
4. Examples
In this section we give examples to illustrate that self-adjoint boundary conditions can be
realized for any r , 0 r  d − k and we construct the separated non-real self-adjoint boundary
conditions mentioned in Section 1. We remind the reader that it is well known that all values of d
in the range k  d  2k = n are realized.
Example 1. Let the notation and hypotheses of Theorem 3 hold. If 0 r  d − k and rank(A) =
k + r . Then by Theorem 3, we have rank(B) = d − k + r .
Let
ei = (0,0, . . . ,0,1,0, . . . ,0)1×n,
where 1 is located at the ith column. Let
vi = (0,0, . . . ,0,1,0, . . . ,0)1×m,
where 1 is located at the ith column.
Equations AEnA∗ = BEmB∗ given by Theorem 1 can be written as
(A|B)
(
En 0
0 −Em
)
(A|B)∗ = 0. (4.1)
(i) If r = 0, we can choose
Ad×n =
(
eT1 , e
T
2 , . . . , e
T
k ,0
T
1×n, . . . ,0T1×n
)T
,
and
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(
0T1×m, . . . ,0T1×m,vT1 , vT2 , . . . , vTd−k
)T
.
By a computation, we get that (1) and (2) of Theorem 1 hold and therefore (1.6) is a self-
adjoint boundary condition.
(ii) If 0 < r  d − k, we can choose
A = (eT1 , eT2 , . . . , eTk , (e1En)T, . . . , (erEn)T,0T, . . . ,0T)T,
B = (−(v1Em)T, . . . ,−(vrEm)T,0T, . . . ,0T, vT1 , . . . , vTd−k, )T.
Then (1) and (2) of Theorem 1 hold and therefore (1.6) is a self-adjoint boundary condition.
(iii) When the deficiency index is the maximal number d = n = 2k, then for r = d − k the self-
adjoint boundary conditions are coupled. In this case we can choose A = B = In, where In
denotes the identity matrix.
As mentioned in Section 1, in the second order case there are no separated complex boundary
conditions in the sense that every such condition is equivalent to a separated real condition. For
differential expressions of any even order n = 2k  4 with real coefficients we construct self-
adjoint differential operators specified by non-real strictly separated boundary conditions. Our
construction is explicit for regular problems and singular problems with any deficiency index d
(k < d  2k). We start with the case n = 4.
Example 2. Let
My = [(p2y′′)′ + p1y′]′ + qy = λwy on J = [a, b), −∞ < a < b∞,
where 1
p2
,p1, q,w ∈ Lloc(J,R), w > 0 on J and assume that d = 4. Then m = 2d − 2k = 4,
s = d − k = 2. (This is the case when b is limit-circle or regular.)
We construct non-real self-adjoint differential operators specified by strictly separated bound-
ary conditions.
Let
A =
⎛⎜⎜⎜⎝
1 i 0 0
0 0 i 1
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎠=
(
A˜2×4
02×4
)
,
B =
⎛⎜⎜⎜⎝
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
⎞⎟⎟⎟⎠=
( 02×4
B˜2×4
)
.
Then
rank(A : B) = 4,
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A˜E4A˜
∗ = 0, B˜E4B˜∗ = 0.
Therefore
AE4A
∗ = 0, BE4B∗ = 0.
By Theorem 1, these separated conditions are non-real self-adjoint boundary conditions:
y(a) + iy[1](a) = 0,
iy[2](a) + y[3](a) = 0,
[y,u1](b) = 0,
[y,u2](b) = 0.
Remark 4. We may choose
B =
⎛⎜⎜⎜⎝
0 0 0 0
0 0 0 0
1 i 0 0
0 0 i 1
⎞⎟⎟⎟⎠ ,
then the separated self-adjoint condition at b has the following form:
[y,u1](b) + i[y,u2](b) = 0,
i[y,u3](b) + [y,u4](b) = 0.
Example 3. For n = 2k = 6 the Naimark form of the symmetric equation (1.6) looks like this:
My = [[(p3y′′′)′ + (p2y′′)′]′ + p1y′}′ + qy = λwy on J = [a, b), −∞ < a < b∞,
where 1
p3
,p2,p1, q,w ∈ Lloc(J,R), w > 0 on J. Assume that d = 6, then m = 2d − 2k = 6,
s = d − k = 3. (This is the case when b is limit-circle or regular.)
Let
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 i 0 0 0 0
0 0 0 0 i 1
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
(
A˜3×6
03×6
)
,
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
( 03×6
B˜3×6
)
.
Then
rank(A : B) = 6,
and
A˜E6A˜
∗ = 0, B˜E6B˜∗ = 0.
Therefore
AE6A
∗ = 0, BE6B∗ = 0.
By Theorem 1, the following are separated non-real self-adjoint boundary conditions:
y(a) + iy[1](a) = 0,
iy[4](a) + y[5](a) = 0,
y[2](a) = 0,
[y,u1](b) = 0,
[y,u2](b) = 0,
[y,u3](b) = 0.
The method of construction illustrated by the last two examples yields the following general
result which we state as follows.
Theorem 5. Let n = 2k, d = 2k, then m = 2d − 2k = k, s = d − k = k,
Let
e1 = (1,0,0, . . . ,0,0)1×2k,
e2 = (0,1,0, . . . ,0,0)1×2k,
...
ek = (0,0, . . . ,0,1,0, . . . ,0)1×2k.
Here 1 is in the kth position.
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−e1En = (0,0, . . . ,0,1)1×2k,
e2En = (0,0, . . . ,0,1,0)1×2k,
...
(−1)kekEn = (0,0, . . . ,0,1,0, . . . ,0)1×2k.
Here 1 is in the (k + 1)th position.
For k even:
Set
A =
(
A˜k×2k
0k×2k
)
,
where
A˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e1 + ie2
−e1En + ie2En
e3 + ie4
−e3En + ie4En
...
ek−1 + iek
−ek−1En + iekEn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
B =
( 0k×2k
B˜k×2k
)
,
where
B˜ = (Ik×k,0k×k).
Then
rank(A,B) = n
and
A˜EnA˜
∗ = 0, B˜EnB˜∗ = 0.
Therefore
AEnA
∗ = 0, BEnB∗ = 0.
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y(a) + iy[1](a) = 0,
iy[n−2](a) + y[n−1](a) = 0,
y[2](a) + iy[3](a) = 0,
...
y[k−2](a) + iy[k−1](a) = 0,
iy[k](a) + y[k+1](a) = 0,
[y,u1](b) = 0,
[y,u2](b) = 0,
...
[y,uk](b) = 0.
For k odd:
Set
A =
(
A˜k×2k
0k×2k
)
,
where
A˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e1 + ie2
−e1En + ie2En
e3 + ie4
−e3En + ie4En
...
ek−2 + iek−1
−ek−2En + iek−1En
ek
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
B =
( 0k×2k
B˜k×2k
)
,
where
B˜ = (Ik×k,0k×k).
Then
rank(A : B) = n
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A˜EnA˜
∗ = 0, B˜EnB˜∗ = 0.
Therefore
AEnA
∗ = 0, BEnB∗ = 0.
By Theorem 1, we have the strictly separated non-real self-adjoint boundary conditions:
y(a) + iy[1](a) = 0,
iy[n−2](a) + y[n−1](a) = 0,
y[2](a) + iy[3](a) = 0,
...
y[k−3](a) + iy[k−2](a) = 0,
iy[k+1](a) + y[k+2](a) = 0,
y[k−1](a) = 0,
[y,u1](b) = 0,
[y,u2](b) = 0,
...
[y,uk](b) = 0.
Remark 5. In Theorem 5 we construct non-real self-adjoint differential operators specified by
strictly separated boundary conditions for real limit-circle (LC) and regular differential expres-
sions of even order n = 2k  4. Although we only construct these for the LC and regular case,
our construction clearly applies also for any deficiency index d, k < d < 2k. (For the regular
case simply replace [y,u1](b), [y,u2](b), [y,u3](b), . . . with y(b), y[1](b), y[2](b), . . . .)
Example 4. As a further illustration for the middle deficiency case consider n = 4, d = 3. Then
m = 2, s = 1. We construct two separated non-real conditions at a and one real condition at b.
By Theorem 1 these are self-adjoint.
Set
A3×4 =
⎛⎝1 i 0 00 0 i 1
0 0 0 0
⎞⎠ , B3×2 =
⎛⎝0 00 0
1 0
⎞⎠ .
Then
rank(A : B) = 3,
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AE4A
∗ = BE2B∗ = 0.
Therefore we have the following separated non-real self-adjoint boundary conditions at the
regular endpoint a:
y(a) + iy[1](a) = 0,
iy[2](a) + y[3](a) = 0,
and the separated singular condition at b:
[y,u1](b) = 0.
Remark 6. Since d = k+1 = 3 in Example 4, by Corollary 5, any complex self-adjoint boundary
condition at b can be replaced by an equivalent real self-adjoint condition at b. When n = 2k  4,
by Theorem 3, for strictly separated self-adjoint boundary conditions there must be exactly k at
the regular endpoint a and exactly d − k at b. Therefore by Theorem 5 and Remark 5, when
d = k + 1 we can always construct non-real strictly separated boundary conditions at a and b.
When d = k + 1 there is only one condition at b and this condition can always be replaced by an
equivalent real condition.
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