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T´ıtulo del estudio:
Un problema bi-objetivo de ruteo de
veh´ıculos con ventanas de tiempo
Nu´mero de pa´ginas: 89.
Objetivos y me´todo de estudio: En este trabajo se propone un modelo
matema´tico a un problema de ruteo de veh´ıculos con ventanas de tiempo. Dada
una flotilla de veh´ıculos, se desean encontrar las rutas diarias que visiten a un grupo
de clientes dispersos geogra´ficamente, los cuales establecen horarios espec´ıficos de
atencio´n.
Formulamos este problema mediante un modelo de ruteo con mu´ltiples
objetivos que surgen a partir de diferentes puntos de vista. Desde el punto de vista
de costo (objetivo econo´mico), se desea minimizar la distancia total recorrida; desde
el punto de vista de equidad (objetivo social), se desea balancear las rutas en cuanto
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al tiempo de recorrido. Este es un problema real que se presenta en una empresa en
Gran Canaria, Espan˜a.
Se presentan dos metodolog´ıas de solucio´n a nuestro problema, la primera
basada en una Bu´squeda Dispersa cuya construccio´n inicial de las soluciones se
realiza de forma secuencial y minimizando el objetivo de distancia, y la bu´squeda
local que se presenta en el proceso de mejora, tiene como objetivo minimizar el
balance de tiempo, y el vecindario se define con el movimiento de reubicacio´n entre
rutas, es decir, un cliente es removido de su posicio´n actual de una ruta e insertado
en otra ruta siempre que sea factible respecto a las ventanas de tiempo.
La segunda metodolog´ıa toma algunas ideas del MOAMP, la construccio´n de
las soluciones se realiza de forma paralela y se implementan varias bu´squedas locales,
una de ellas siguiendo como funcio´n objetivo la suma ponderada de ambos objetivos.
Contribuciones y conlusiones: Este trabajo contribuye a dar solucio´n a una
problema´tica real, adema´s que los objetivos a optimizar au´n no han sido tratados en
la literatura cient´ıfica hasta ahora publicada. Por lo tanto, el modelo que se presenta
y los algoritmos son tambie´n una contribucio´n de este trabajo.
Firma del asesor:
Dra. Ada Margarita A´lvarez Socarra´s
Cap´ıtulo 1
Introduccio´n
1.1 Descripcio´n del problema
El presente trabajo fue´ motivado por una problema´tica que presenta una
empresa en Las Palmas, Gran Canaria, Espan˜a. La empresa cuenta con una flotilla de
veh´ıculos para transportar sus productos desde un depo´sito central hacia un conjunto
de clientes distribuidos geogra´ficamente. La demanda de cada cliente es conocida con
anticipacio´n, as´ı como el intervalo de tiempo en que deben ser servidos. Se deben
disen˜ar diariamente las rutas para la entrega de productos de manera que, por una
parte se minimice la distancia total recorrida y por otra, se logre un equilibrio o
balance en la carga de trabajo de los choferes. Este balance se ha definido en relacio´n
a la duracio´n de las rutas, por lo que se desea entonces que la diferencia entre la
ruta ma´s larga y la ruta ma´s corta sea lo menor posible. Cabe mencionar que las
ventanas de tiempo para el servicio se consideran como restricciones duras, esto es,
un veh´ıculo no puede llegar a un cliente despue´s del l´ımite superior establecido por
ese cliente. Sin embargo, si el veh´ıculo llega antes del inicio del l´ımite inferior, e´ste
debe esperar.
Adema´s de las restricciones relacionadas con las ventanas de tiempo, tambie´n
esta´n presentes restricciones referentes a la capacidad de los veh´ıculos.
El problema que se aborda es entonces un problema bi-objetivo de ruteo de
veh´ıculos con ventanas de tiempo. Dado que el problema mono-objetivo de ruteo de
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veh´ıculos esta´ clasificado como un problema combinatorio NP-dif´ıcil, el trabajo se
dedica al desarrollo de algoritmos metaheur´ısticos que puedan ofrecer soluciones de
calidad en tiempos aceptables para la empresa.
1.2 Hipo´tesis
Dada la naturaleza bi-objetivo del problema bajo estudio, aunado a la
complejidad computacional del problema de ruteo de veh´ıculos con ventanas de
tiempo, se vuelve dif´ıcil obtener de forma exacta el conjunto de soluciones no
dominadas. Por ello este trabajo se centra en proponer algoritmos que obtengan
soluciones significativamente mejores que las que actualmente implementa la
empresa, tanto en calidad como en el tiempo requerido para obtenerlas. La hipo´tesis
principal es que los algoritmos que se proponen tienen un buen desempen˜o en
comparacio´n con las te´cnicas exactas.
1.3 Justificacio´n
La relevancia del trabajo esta´ dada principalmente por lo siguiente: por una
parte el trabajo desarrollado contribuye a dar solucio´n a una problema´tica real.
Por otra parte, el problema de minimizar la distancia total recorrida conjuntamente
con el balance de la carga de trabajo no ha sido tratado en la literatura cient´ıfica
hasta ahora publicada, por ello el estudio con respecto al tiempo desarrollado, el
modelo propuesto y los algoritmos disen˜ados pueden ser aplicados y extendidos
eficientemente en situaciones similares.
1.4 Objetivos
Los objetivos de este trabajo son los siguientes:
Revisio´n de la literatura donde aborden problemas reales similares al nuestro.
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Modelacio´n matema´tica de este problema.
Estudio de las metodolog´ıas aplicadas a problemas multi-objetivo de ruteo de
veh´ıculos.
Disen˜o de algoritmos de solucio´n para el problema bi-objetivo basados en
estrategias metaheur´ısticas.
Implementacio´n computacional de los algoritmos y realizacio´n de experimentos
computacionales para medir el desempen˜o de los algoritmos propuestos.
1.5 Estructura de la tesis
La estructura de este trabajo es la siguiete: en el segundo cap´ıtulo se describen
las caracter´ısticas del problema de ruteo de veh´ıculos capacitado y algunas de sus
variantes ma´s importantes; se comentan algunos me´todos de solucio´n tratados en la
literatura para los problemas mono-objetivo, as´ı como la descripcio´n de los problemas
de ruteo multi-objetivo que se han reportado y sus te´cnicas de solucio´n.
En el cap´ıtulo tres se presenta el planteamiento del problema desde el enfoque
bi-objetivo y se presenta el modelo matema´tico lineal entero mixto.
En el cap´ıtulo cuatro se describen dos metodolog´ıas que proponemos para
dar solucio´n al problema. La primera de ellas se basa en una bu´squeda dispersa,
adaptando algunos procedimientos a nuestro caso de dos objetivos. La segunda
metodolog´ıa retoma algunas ideas del MOAMP, una metodolog´ıa reportada
recientemente en la literatura para abordar los problemas multi-objetivo.
En el cap´ıtulo cinco se muestran algunos resultados de los experimentos
computacionales realizados para evaluar el desempen˜o de los algoritmos de solucio´n
propuestos.
Finalmente, en el cap´ıtulo seis se presentan las conclusiones.
Cap´ıtulo 2
Antecedentes
El problema de ruteo de veh´ıculos(VRP, por sus siglas en ingle´s) es uno de los
principales problemas de la investigacio´n de operaciones y tambie´n de optimizacio´n
combinatoria, el cual tiene mu´ltiples aplicaciones tanto en telecomunicaciones, como
transporte, planeacio´n de la produccio´n, entre otros. El primer problema que se
presento´ fue en 1959 donde Dantzing y Ramser[12] describen una aplicacio´n de la
entrega de gasolina a las estaciones de servicio, proponiendo la primera formulacio´n
de programacio´n matema´tica y un algoritmo de aproximacio´n. Posterior a este
trabajo se han presentado en la literatura muchas aplicaciones que involucran la
entrega o recoleccio´n de algu´n producto o mercanc´ıa, cuyos objetivos suelen ser
optimizar algu´n costo (distancia, tiempo, etc).
En la primera seccio´n de este cap´ıtulo se inicia con la descripcio´n del problema
capacitado de ruteo de veh´ıculos (CVRP), el cual es uno de los problemas ma´s
estudiados en la literatura as´ı como el problema de ruteo de veh´ıculos con ventanas
de tiempo (VRPTW) que es una de sus principales variantes. En la seccio´n 2.2 se
describira´n algunos de los me´todos de solucio´n para el problema de ruteo que se han
abordado en la literatura del VRP mono-objetivo. En la seccio´n 2.3 se hablara´ sobre
los problemas multi-objetivo para el problema de ruteo de veh´ıculos, describiendo
ma´s a detalle el problema multi-objetivo del ruteo de veh´ıculos con ventanas de
tiempo, pues es el tema a desarrollar en la tesis. Finalmente, en la seccio´n 2.4 se
describira´n algunas de las metodolog´ıas de solucio´n a los problemas multi-objetivo,
abordando en esta seccio´n las metodolog´ıas que se han propuesto en los u´ltimos an˜os
4
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con enfoque multi-objetivo.
2.1 El problema ba´sico de ruteo de veh´ıculos y
algunas variantes
2.1.1 El problema de ruteo de veh´ıculos capacitado
El Problema de Ruteo de Veh´ıculos Capacitado (CVRP)[40] es uno de los
problemas ba´sicos de ruteo de veh´ıculos, el cual consiste en que a cada cliente se
le debe enviar cierta cantidad de mercanc´ıa, ya conocida de inicio, desde un u´nico
depo´sito. Para repartirla se dispone de un determinado nu´mero de veh´ıculos con
cierta capacidad de producto a transportar, los cuales parten y llegan a un u´nico
depo´sito. Cada veh´ıculo debe visitar exactamente a un u´nico cliente, tambie´n cada
cliente debe ser visitado por un solo veh´ıculo y la suma de las demandas de los clientes
visitados por un veh´ıculo no deben exceder la capacidad del mismo. El objetivo de
este tipo de problemas suele ser minimizar el costo total, donde dicho costo se puede
ver como una funcio´n del tiempo o la distancia total recorrida, o bien minimizar el
nu´mero de veh´ıculos a utilizar.
Una recopilacio´n de algoritmos de solucio´n al problema de ruteo de veh´ıculos
capacitado se encuentra en los primeros cap´ıtulos del libro de Toth y Vigo[40].
En caso de contar con un solo veh´ıculo con capacidad ilimitada, tendremos el
cla´sico problema del agente viajero (TSP), que se puede ver como un caso particular
del VRP.
2.1.2 Algunas variantes importantes del CVRP
Una variante interesante del CVRP es el CVRP con restriccio´n de distancia
(DCVRP), donde cada ruta esta´ restringida a una distancia (o tiempo) ma´xima,
adema´s de la capacidad de los veh´ıculos.
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Otra variante es cuando se considera simulta´neamente entrega y recoleccio´n de
producto (VRP with Pickup and Delivery -VRPPD) [29], es decir, no so´lo se requiere
entregar mercanc´ıa de un depo´sito a los clientes, sino que adema´s se debe recoger
mercanc´ıa de algunos clientes hacia el depo´sito.
Una extensio´n importante del CVRP es cuando existe un tiempo de atencio´n
a cada cliente, esto es, un tiempo en que el cliente puede dar o recibir la mercanc´ıa
o producto. Este problema se conoce en la literatura como problema de ruteo de
veh´ıculos con ventanas de tiempo (VRPTW), el cual se describe en la siguiente
subseccio´n por estar estrechamente relacionado al trabajo de esta tesis.
En [26] podemos encontrar los modelos y algoritmos de solucio´n de los
problemas anteriormente descritos.
2.1.3 Problema de Ruteo de Veh´ıculos con Ventanas de
Tiempo (VRPTW)
Como ya se menciono´ en la subseccio´n anterior, existen muchas variantes del
CVRP, sin embargo una extensio´n importante de dicho problema es el VRPTW en
donde cada cliente i es servido por un veh´ıculo en un intervalo de tiempo definido o
ventana de tiempo, denotada como [ai, bi]. Para que un veh´ıculo pueda dar sevicio
a un cliente, e´ste debe llegar antes del inicio de la ventana de tiempo o dentro de
la misma, pero si llegara despue´s del fin de la ventana de tiempo, entonces ya no es
posible brindar el servicio.
Cuando la restriccio´n de la ventana de tiempo se debe cumplir, entonces se
conoce como el caso duro o ”hard”, pues no se permite que el veh´ıculo de´ servicio
al cliente despue´s del limite superior de la ventana de tiempo. Mientras que cuando
esta restriccio´n puede no cumplirse, entonces estamos en el caso ligero o ”soft”. En
los u´ltimos an˜os, se ha estudiado ma´s el caso de las ventanas de tiempo soft por
algunos autores como Taillard et al.[39].
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El VRPTW es considerado un problema NP-dif´ıcil en sentido fuerte, pues
contiene como un caso particular al CVRP, tomando ai = 0 y bi =∞.
Algunos de los objetivos que se manejan en la literatura son el minimizar
el nu´mero de veh´ıculos utilizados para la reparticio´n o recoleccio´n de mercanc´ıa,
minimizar la distancia total recorrida, minimizar el tiempo total recorrido, entre
otros.
Un resumen de algoritmos de solucio´n al VRPTW lo encontramos en Braysy
y Gendreau[6], o tambie´n podemos consultar el cap´ıtulo 7 de Toth y Vigo[40] donde
se muestran modelos y algoritmos de solucio´n.
Cabe mencionar que los problemas descritos anteriormente solo consideran
un solo objetivo, sin embargo en la pra´ctica muchas veces no so´lo se desea
optimizar el costo (distancia, tiempo o dinero), sino que se tienen varios objetivos
simulta´neamente. Por ejemplo, es posible considerar objetivos que a su vez optimizen
un costo monetario y un costo biolo´gico, si hablamos de alguna empresa que fabrica
productos que contaminan en diferentes niveles al medio ambiente y desea fabricar
el mayor nu´mero de productos de manera que se contamine lo menor posible al
ambiente, pero que a su vez la empresa incremente lo ma´s que se pueda sus ganancias
con la elaboracio´n de los productos [36]. Este tipo de problemas con varios objetivos
sera´ descrito ma´s adelante en las secciones 2.3 y 2.4
2.2 Metodolog´ıas de solucio´n al VRP
mono-objetivo
Primeramente mencionaremos algunos de los me´todos de solucio´n al Problema
de Ruteo de Veh´ıculos Capacitado, tanto me´todos exactos como heur´ısticos y
posteriormente se mencionara´n algunas metaheur´ısticas.
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2.2.1 Algoritmos exactos de solucio´n
Algoritmos exactos
Dentro de los algoritmos exactos de solucio´n al VRP tenemos los siguientes:
Ramificacio´n y acotamiento (Branch and Bound): Hasta finales de 1980, los algo-
ritmos ma´s efectivos para el VRP eran los de ramificacio´n y acotamiento.
Recientemente, se han propuesto relajaciones ma´s sofisticadas como las rela-
jaciones Lagrangianas o el procedimiento additive bounding, con el cual se ha
incrementado el taman˜o de los problemas a resolverse de forma o´ptima, para
ma´s detalles ver Toth y Vigo [40].
Ramificacio´n y corte (Branch and Cut): Es considerado, hasta la fecha, el mejor
algoritmo exacto para el VRP. Este algoritmo utiliza la relajacio´n lineal
del modelo de Programacio´n Lineal Entera (IP), es decir, al problema de
programacio´n lineal entera relajan la condicio´n de que todas las variables sean
enteras. En el cap´ıtulo 3 de Toth y Vigo (2002) se encuentra explicado a detalle.
2.2.2 Algoritmos heur´ısticos de solucio´n al VRP
Distintas familias de heur´ısticas se han propuesto para el Problema de Ruteo
de Veh´ıculos. A grandes rasgos estas se pueden clasificar en dos clases: heur´ısticas
cla´sicas, desarrolladas entre 1960 y 1990, y Metaheur´ısticas, cuyo crecimiento ha sido
en la u´ltima de´cada.
Heur´ısticas cla´sicas
Las heur´ısticas cla´sicas realizan una exploracio´n limitada del espacio de bu´sque-
da y t´ıpicamente producen soluciones buenas en poco tiempo. Su implementacio´n es
relativamente simple y pueden ser fa´cilmente adaptadas para incluir las restricciones
encontradas en aplicaciones reales.
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Estas heur´ısticas pueden clasificarse como se menciona en Zeng [41] en las
siguientes tres categor´ıas:
1. Heur´ısticas Constructivas.
2. Heur´ısticas de dos fases.
3. Algoritmos de mejora o bu´squeda local.
A continuacio´n se explica cada una de ellas.
1. Heur´ısticas Constructivas: La solucio´n se va creando al agregar compo-
nentes repetidamente a una solucio´n vac´ıa hasta que este´ completa. T´ıpica-
mente se pueden clasificar en:
a) De inserccio´n: parten de una solucio´n con rutas vac´ıas y en cada paso
insertan un cliente nuevo a las rutas existentes.
b) De combinacio´n: se crea una solucio´n que tenga una ruta para cada cliente
y luego se van uniendo repetidamente las rutas.
Generalmente la eleccio´n de que´ componente se modifica en cada caso responde
a una estrategia golosa, es decir, se escoge el mejor componente disponible en el
momento de la decisio´n. Debido a la compleja naturaleza del problema puede
resultar posteriormente que esa decisio´n no fue la mejor.
En la mayor´ıa de los casos las heur´ısticas constructivas pueden implementarse
de dos maneras:
♦ Secuenciales: trabajan sobre una ruta a la vez, cuando ya no es posible
realizar ningu´n otro cambio se continu´a con la siguiente.
♦ Paralelas: actu´an sobre todas las rutas simulta´neamente y en cada
iteracio´n se modifica la ruta ma´s conveniente. Generalmente requieren
ma´s ca´lculo pero suelen producir mejores resultados.
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Las heur´ısticas constructivas ma´s conocidas para el VRP son la de Clarke-
Wright [25] y Mole y Jameson [27].
En el algoritmo de Clarke-Wright, tambie´n conocido como el algoritmo de los
ahorros, el nu´mero de veh´ıculos no esta´ determinado, y el me´todo inicia con
rutas que contienen el depo´sito y otro ve´rtice, en cada paso se van combinando
rutas si es que se genera el mayor ahorrro posible.
Supongamos que se tienen las rutas (0, . . . , i, 0) y (0, j, . . . , 0) y que queremos
unirlas en una sola ruta (0, . . . , i, j, . . . , 0), es decir, queremos formar la ruta
que parte del depo´sito, llega al nodo i y en lugar de regresar al depo´sito ahora
visita al nodo j y sigue su recorrido hasta llegar nuevamente al depo´sito. Es
conveniente fusionar estas rutas en una sola ruta factible si al calcular la
distancia de ahorro sij = ci0 + c0j − cij, e´sta resulta en un ahorro positivo.
En la Figura 2.1 podemos observar en el lado izquierdo las dos rutas iniciales,
donde el cuadrado representa al depo´sito, y las dos rutas que consideramos
inicialmente considerando al nodo i y j, y en la figura del lado derecho
observamos una sola ruta despue´s de unir las dos rutas dadas. Este algoritmo
puede ser aplicado para la construccio´n secuencial y en paralelo
i
j
i
j
Figura 2.1: Algoritmo de Clarke-Wright
La heur´ıstica de construccio´n de Mole y Jameson, descrita en [40], utiliza como
criterio de seleccio´n e insercio´n la evaluacio´n de la distancia que resulta al
insertar en una ruta a un cliente k no ruteado entre dos clientes consecutivos
i y j, es decir, α(i, k, j) = cik + ckj −λcij, donde λ es un para´metro controlado
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por el usuario.
Una heur´ıstica ma´s general es la que se menciona en Laporte [24], propuesta
por Christofides et al. En el primer paso, se utiliza el algoritmo de insercio´n
secuencial para determinar un conjunto de rutas factibles. Y el segundo paso
hace uso del algoritmo de insercio´n en paralelo. Para cada ruta determinada en
el primer paso, se selecciona un cliente e inicializamos para cada uno de estos
una ruta. Los clientes no ruteados se insertan utilizando el criterio de peso, es
decir, la diferencia entre la mejor y la segunda mejor insercio´n, y cada ruta
parcial que se va construyendo se mejora con un procedimiento de bu´squeda
local, 3-opt explicado posteriormente. El algoritmo descrito representa un
mejor compromiso entre eficacia y eficiencia.
2. Heur´ısticas de dos fases: el problema se descompone en sus dos componentes
naturales, agrupar los clientes en rutas factibles y construir la ruta. Las
heur´ısticas de dos fases se dividen en dos clases:
a) Cluster-first, route-second: los clientes se organizan en grupos, se les
asigna un veh´ıculo y se construye una ruta para cada grupo.
b) Route-first, cluster-second: se construye una solucio´n que visite a todos
los clientes la cual se fracciona luego en distintas rutas factibles. Debido
a las ventanas de tiempo es de suma importancia para nuestro problema.
El algoritmo de Fisher y Jaikumar (FJ) [15], es uno de los ma´s conocidos en
la clase de cluster-first route-second. En la primer fase, los clientes se reparten
en m grupos resolviendo un problema adecuado de asignacio´n generalizado
(GAP por sus siglas en ingle´s), donde un cluster denota un conjunto de
clientes visitado por un veh´ıculo. Se selecciona un cliente semilla rk para cada
cluster o ruta k, y se calcula el costo de asignar el cliente j al cluster k como
djk = min{c0,j+cj,rk +crk,0, c0,rk +crk,j+cj,0}−(c0,rk +crk,0). En la segunda fase,
se determina la ruta optima para cada cluster, resolviendo el correspondiente
TSP.
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3. Algoritmos de mejora o bu´squeda local: parten de una solucio´n inicial e
intentan mejorarla realizando pequen˜os cambios como reubicar o intercambiar
clientes, invertir secuencias de clientes, entre otros. Cada me´todo define un
vecindario que contiene a aquellas soluciones que se pueden obtener a partir
de la actual. En ese vecindario se busca una mejor solucio´n y al encontrarla,
e´sta remplaza a la actual. La bu´squeda se repite hasta que se llega al punto
en que ya no se puede mejorar la solucio´n actual. Se dice entonces que se ha
llegado a un o´ptimo local.
Los movimientos para mejorar una ruta factible ma´s utilizados en la
literatura son movimientos entre-rutas y movimientos dentro-rutas, o como
nos referiremos de aqu´ı en adelante inter-ruta [39] e intra-rutas.
Los movimientos inter-rutas consisten en mover ve´rtices o cadenas de ve´rtices
de una ruta a otra. En la Figura 2.2 podemos observar el movimiento de
recolocacio´n de una cadena simple (un nodo), dadas las rutas (0, . . . , i −
1, i, i + 1, . . . , 0) y (0, . . . , j − 1, j, . . . , 0). En el lado izquierdo de la figura se
observan las rutas iniciales y del lado derecho tenemos que al recolocar al nodo
i despue´s del nodo j − 1 obtenemos las nuevas rutas (0, . . . , i− 1, i+ 1, . . . , 0)
y (0, . . . , j − 1, i, j, . . . , 0).
i + 1
i
i − 1 j − 1
j i + 1
i
i − 1 j − 1
j
Antes del movimiento Despue´s del movimiento
Figura 2.2: Movimiento inter-ruta: Relocolacio´n simple
Otro movimiento muy utilizado entre rutas es CrossOver. Consiste en dividir
cada una de las rutas seleccionadas en dos secciones, (lo cual se logra
eliminando un arco de cada ruta) e insertando dos nuevos arcos que conecten,
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respectivamente, la seccio´n inicial de la primer ruta con la seccio´n final de la
segunda y viceversa. Para ejemplificar el movimiento CrossOver, supongamos
que tenemos las rutas (0, . . . , i− 1, i, . . . , 0) y (0, . . . , j − 1, j, . . . , 0) graficadas
en la Figura 2.3 y supongamos que los arcos a eliminar son (i−1, i) y (j−1, j),
del lado derecho de la figura se observan las rutas que se obtienen al unir las
rutas agregando los arcos (j − 1, i) y (i − 1, j) de las rutas iniciales, es decir,
las nuevas rutas son (0, . . . , j − 1, i, . . . , 0) y (0, . . . , i− 1, j, . . . , 0).
Antes del movimiento Despue´s del movimiento
j
j − 1i − 1
i j
j − 1i − 1
i
Figura 2.3: Movimiento inter-ruta: CrossOver
En el caso de movimientos intra-rutas los ma´s utilizados en la literatura son
el procedimiento k-opt y Or-opt. En especial, cuando k = 2, tenemos el 2-opt,
que consiste en quitar dos arcos no adyacentes de una ruta y agregar dos nuevos
arcos que mejoren la solucio´n y reconecten la ruta. En la Figura 2.4 se ejemplifica
el movimiento. Del lado izquierdo tenemos la ruta (0, . . . , i − 1, i, j − 1, j, . . . , 0),
y supongamos que los arcos a remover son (i − 1, i) y (j − 1, j), entonces la
nueva ruta se obtiene al agregar los arcos (i − 1, j) e (i, j), quedando la ruta
(0, . . . , i− 1, j − 1, i, j, . . . , 0), la que se muestra del lado derecho de la figura.
El movimiento Or-opt, propuesto por Or en 1976, considera la cadena de uno,
dos o tres clientes consecutivos de una solucio´n y la mueve a otro lugar dentro de la
misma ruta (aunque tambie´n se puede aplicar a movimientos inter-rutas).
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Antes del movimiento Despue´s del movimiento
i − 1
ij − 1
j i − 1
ij − 1
j
Figura 2.4: Movimiento intra-ruta: 2-opt
2.2.3 Metaheur´ısticas de solucio´n al VRP
Las metaheur´ısticas son un conjunto de conceptos algor´ıtmicos que pueden ser
usados para definir me´todos aplicables a un gran nu´mero de problemas distintos.
No son exclusivas del problema de ruteo de veh´ıculos, los mismos conceptos pueden
aplicarse a muchos otros problemas combinatorios.
Una metaheur´ıstica puede entenderse como un procedimiento disen˜ado para
guiar a otras heur´ısticas subyacentes, espec´ıficas para el problema de construccio´n y
bu´squeda local, hacia regiones prometedoras del espacio de bu´squeda.
As´ı las metaheur´ısticas realizan una exploracio´n ma´s profunda en el espacio de
bu´squeda con el fin de encontrar soluciones de mayor calidad pero a expensas de un
mayor tiempo de procesamiento. A pesar de ser marcos algor´ıtmicos que pueden ser
aplicados a diferentes problemas de optimizacio´n requieren generalmente el ajuste
de muchos para´metros y decisiones en su disen˜o.
La gran diferencia respecto de las heur´ısticas cla´sicas es que muchas permiten
el empeoramiento de la solucio´n o incluso soluciones intermedias no factibles en el
proceso de bu´squeda. Todo con el objetivo de escapar de un mı´nimo local.
La bu´squeda local es una de las componentes importantes de muchas
metaheur´ısticas, por lo que primero definiremos algunos conceptos gene´ricos:
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Definicio´n 2.1 Sea X el conjunto de soluciones del problema combinatorio. Cada
solucio´n x tiene un conjunto de soluciones asociadas N(x) ⊆ X, que denominaremos
entorno o vecindad de x.
Definicio´n 2.2 Dada una solucio´n x, cada solucio´n de su vecindad, x′ ∈ N(x),
puede obtenerse directamente a partir de x mediante una operacio´n llamada
movimiento.
Entonces, una bu´squeda local se basa en explorar la vecindad de una solucio´n
y seleccionar una nueva solucio´n en ella, es decir, realizar el movimiento asociado.
Desde la nueva solucio´n se explora su vecindad y se repite el proceso.
Dependiendo de la estructura del problema a resolver, se define la vecindad y
movimiento que se debe realizar para aplicar la bu´squeda local.
Algunas de las metaheur´ısticas utilizadas para el VRP son:
1. Bu´squeda tabu´ (Tabu Search-TS-)
2. Algoritmos Gene´ticos (Genetic Algorithms-GA-)
3. Bu´squeda Dispersa (Scatter Search)
4. Colonia de Hormigas (Ant Colony)
A continuacio´n se da una breve descripcio´n de las metaheur´ısticas anteriores.
Bu´squeda Tabu´
La Bu´squeda Tabu´ es la metaheur´ıstica ma´s utilizada, cuya principal
caracter´ıstica es el uso de memoria adaptativa, en Glover y Laguna [18] podemos
encontrar numerosas aplicaciones. TS se mueve iterativamente de una solucio´n x1 a
otra x2 en la vecindad de x1, es decir, en N(x1), sin embargo en lugar de considerar
toda la vecindad o entorno de soluciones, la bu´squeda se define en un entorno
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reducido. Una forma de definir este entorno reducido consiste en etiquetar a las
soluciones ya visitadas como tabu´, las cuales son almacenadas en una lista tabu´ por
un determinado nu´mero de iteraciones (para´metro definido por el usuario) con el fin
de evitar que se vuelvan a visitar estas soluciones o bien evitar ciclos.
En [11] podemos encontrar una recopilacio´n de la aplicacio´n de la bu´squeda
tabu´ para el problema de ruteo de veh´ıculos.
Algoritmos Gene´ticos
Este algoritmo trata de una te´cnica inspirada en la evolucio´n biolo´gica. En
cada iteracio´n se analiza una poblacio´n de soluciones. Los individuos ma´s aptos,
aquellos con mejor valor en la funcio´n objetivo, tendra´n mayor posibilidad que sus
descendientes formen parte de la nueva poblacio´n mientras que los menos aptos
son descartados. Las nuevas generaciones se originan del proceso de mutacio´n y
recombinacio´n gene´tica de la poblacio´n antigua.
En Braysy et al.[6] se reporta una aplicacio´n del algoritmo al problema de
ruteo de veh´ıculos con ventanas de tiempo, y en [7] tenemos una recopilacio´n de la
aplicacio´n de este algoritmo.
Bu´squeda Dispersa
Esta metaheur´ıstica fue desarrollada por Glover[18], opera sobre un conjunto de
soluciones, llamado conjunto de referencia (RefSet). Es una metaheur´ıstica evolutiva,
lo cual se logra a trave´s de la combinacio´n de las soluciones del conjunto RefSet,
este conjunto esta´ formado de ”buenas soluciones”, donde no solo se limita a tener
soluciones de calidad respecto a la funcio´n objetivo sino que tambie´n considera
soluciones diversas con respecto a las otras soluciones en el conjunto de referencia.
En te´rminos generales la implementacio´n de una bu´squeda dispersa se compone
de los siguientes me´todos o procedimientos:
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1. Un generador de soluciones diversas.
2. Un me´todo de mejora.
3. Un me´todo para crear y actualizar el conjunto de referencia RefSet.
4. Un me´todo para generar subconjuntos de RefSet a los que se aplicara´ el
me´todo de combinacio´n.
5. Un me´todo de combinacio´n.
En [37] encontramos una aplicacio´n de Bu´squeda Dispersa al problema de ruteo
de veh´ıculos con ventanas de tiempo.
Colonia de Hormigas (Ant Colony)
Los Sistemas de Hormigas o Ant Systems se inspiran en la estrategia utilizada
por las colonias de hormigas para buscar alimentos. Cuando una hormiga encuentra
un camino hacia una fuente de alimento, deposita en el trayecto una sustancia
llamada feromona. La cantidad de feromona depositada depende de la longitud
del camino y de la calidad del alimento encontrado. Si una hormiga no detecta
la presencia de feromona se mueve aleatoriamente; pero si percibe la sustancia,
decidira´ con alta probabilidad moverse por los trayectos que contengan la mayor
cantidad de sustancia, lo que a su vez provocara´ un incremento en la cantidad de
feromona en ese trayecto.
Para ver una aplicacio´n de esta metaheur´ıstica se puede consultar [8].
2.3 Problemas multi-objetivo de ruteo de
veh´ıculos
Como se ha comentado, los problemas de ruteo de veh´ıculos y sus variantes
han sido ampliamente abordados en la literatura, pues estos han sevido para modelar
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varios casos de la vida real. Generalmente los problemas que se han modelado han
sido con el fin de optimizar un solo objetivo que usualmente es minimizar algu´n costo.
Sin embargo, en muchos casos no solo es importante optimizar un costo, sino que
hay otros objetivos a considerar, como puede ser minimizar el nu´mero de veh´ıculos a
utilizar o minimizar el tiempo de espera de los clientes, etc. Entonces, al considerar
ma´s de un objetivo tendremos un problema multi-objetivo.
Algunos de los problemas de ruteo multi-objetivo no comparten los mismos
objetivos, por ejemplo Borgulya [5] considera minimizar: la distancia recorrida por
los veh´ıculos y la diferencia entre la ruta ma´s larga y la ruta ma´s corta, mientras
que los objetivos de Murata e Itai [30] son minimizar tanto el nu´mero de veh´ıculos
como el tiempo ma´ximo recorrido por los veh´ıculos.
2.3.1 Problema Bi-objetivo de Ruteo de Veh´ıculos con
Ventanas de Tiempo
En especial, cuando hablamos de problemas de ruteo de veh´ıculos con ventanas
de tiempo, podemos considerar por ejemplo un problema cuyos objetivos sean
minimizar el tiempo de espera de los clientes para ser servidos dentro de un intevalo o
ventana de tiempo y minimizar la distancia total recorrida por los veh´ıculos, es decir,
estar´ıamos hablando de un problema bi-objetivo con ventanas de tiempo. Este tipo
de problemas han sido menos abordados en la literatura, podemos citar por ejemplo
a Hong y Park[19], quienes consideran minimizar el tiempo total del recorrido de los
veh´ıculos y minimizar el tiempo total de espera de los clientes, o bien a Najera y
Bullinaria [16] cuyos objetivos son minimizar tanto el nu´mero de rutas como el costo
total.
Sin embargo, a diferencia de los trabajos mencionados anteriormente, los
objetivos de este trabajo de tesis son minimizar la distancia total recorrida por
los veh´ıculos y minimizar la diferencia entre la ruta ma´s larga y la ruta ma´s corta en
tiempo, objetivos que actualmente no se han abordado en ningu´n art´ıculo publicado
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a la fecha.
2.4 Metodolog´ıas de solucio´n para problemas
multi-objetivo
Los problemas en el mundo real, suelen por naturaleza tener ma´s de un
objetivo (posiblemente en conflicto entre s´ı) los cuales se desean optimizar de manera
simulta´nea. Sin embargo estos problemas se suelen transformar en un problema
mono-objetivo, donde todos los objetivos, excepto uno, se suelen agregar como
restricciones adicionales.
Ahora bien, para dar solucio´n a estos problemas multi-objetivo una te´cnica
muy utilizada en la literatura es transformar el problema original, ponderando las
funciones objetivo y suma´ndolas para dar lugar a un problema de optimizacio´n con
un solo objetivo. Dentro de las desventajas de esta te´cnica es que para dar solucio´n
al problema de forma exacta el problema mono-objetivo resultante probablemente
sigue siendo NP-Completo y adema´s se requiere resolver mu´ltiples problemas mono-
objetivo, cada uno de ellos con ponderaciones diferentes. Otra desventaja de esta
te´cnica es la dificultad de definir un conjunto de pesos que permita generar una
porcio´n importante de soluciones (Frente de Pareto, que se define ma´s adelante).
Una clasificacio´n para resolver los problemas multi-objetivo de ruteo de
veh´ıculos, de acuerdo a [21] es la siguiente:
a) Me´todos escalares.
b) Me´todos de Pareto.
c) Me´todos que no se clasifican en ninguno de los anteriores.
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Figura 2.5: Representacio´n gra´fica del me´todo de sumas ponderadas para una regio´n
convexa y del lado derecho una regio´n no-convexa
2.4.1 Me´todos escalares
En esta categor´ıa se agrupan los me´todos que usan alguna transformacio´n
matema´tica para trasformar el problema a uno con un solo objetivo.
El me´todo ma´s popular es el que ya hemos mencionado anteriormente, el
me´todo de agregacio´n o sumas ponderadas. Sin embargo, a pesar de ser
una te´cnica muy sencilla de implementar, otra desventaja que presenta es que se
requiere convexidad en la regio´n a trabajar para garantizar encontrar todos los
puntos no dominados. En la Figura 2.5 del lado izquierdo se representa la recta
R que corresponde a un vector de pesos (w1, w2) fijado. Z representa el conjunto
de soluciones realizables en el espacio de dos objetivos f1(X) y f2(X). En el lado
derecho de la figura se representa el caso cuando el frente de Pareto contiene regiones
no convexas.
Otra te´cnica escalar utiliza los me´todos de la programacio´n por metas.
Consiste en elegir una meta, es decir un punto en el espacio objetivo, y se dirige la
bu´squeda para minimizar la distancia entre el punto actual y la meta. Una dificultad
de e´ste me´todo es definir la meta. Este me´todo ha sido utilizado por Hong y Park [19],
quienes disen˜an una heur´ıstica de dos fases. En la primera fase se crean conjuntos de
clientes agrupados de acuerdo a las restricciones y a las preferencias que da el centro
decisor. En la segunda fase se determina la ruta del veh´ıculo para cada grupo.
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Otro trabajo donde se utiliza esta te´cnica es [20]. Aqu´ı los autores definen
dina´micamente la meta y utilizan bu´squeda tabu´ para llegar a ella. En este me´todo se
definen varias bu´squedas tabu´, cada una de ellas inicia desde la solucio´n previamente
encontrada. Para cada bu´squeda se define una funcio´n objetivo, la cual debe tener
encuenta la multiplicidad de las bu´squedas locales, con el fin de evitar que dos
bu´squedas exploren la misma a´rea del espacio objetivo. Con esto se intenta explorar
todo el espacio objetivo y converger hacia el frente de Pareto.
Tambie´n un problema multi-objetivo puede transformarse en uno mono-
objetivo, utilizando el me´todo de la -restriccio´n. En esta te´cnica se optimiza un
solo objetivo y los restantes se consideran como restricciones, las cuales se expresan
como fi(x) ≤ i. Para encontrar el conjunto de soluciones de Pareto o´ptimas, se
resuelve varias veces el problema multi-objetivo modificado, eligiendo diferentes
valores i. En la Figura 2.6 podemos observar co´mo funciona este me´todo de forma
gra´fica, suponiendo que el objetivo a optimizar es f1(x) y f2(x) es restringido por
2. Z representa el conjunto de soluciones realizables en el espacio de dos objetivos
f1(X) y f2(X).
f (x)1
Solución
óptima
Z
2�
2�Región restringidapor     
f (x)2
Figura 2.6: Representacio´n gra´fica del me´todo de -restricciones
A pesar de ser una te´cnica que puede encontrar soluciones de Pareto que
pertenecen a regiones no convexas, la carga computacional es considerable, adema´s
se pudiera elegir un valor  para el cual no existe solucio´n realizable, y tambie´n puede
ocurrir que al elegir valores superiores a un cierto  se encuentre siempre la misma
solucio´n realizable. En la Figura 2.7 se muestran ambos casos, por un lado para
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valores 2 < 
t
2 no contiene soluciones factibles y por otro cuando elegimos 2 > 
u
2
siempre encontramos la solucio´n u.
� ���������2 2u               la solución 
encontrada es siempre u
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Figura 2.7: Representacio´n gra´fica de algunos inconvenientes del me´todo de las -
restricciones
Aplicaciones de esta te´cnica podemos encontrar en Corbera´n et al [10], los
cuales utilizan la bu´squeda dispersa (SS) para resolver cada problema. La misma
estrategia ha sido utilizada por Pacheco y Mart´ı [33], pero en lugar de SS utilizan
Bu´squeda Tabu´.
2.4.2 Me´todos de Pareto
En esta categor´ıa se agrupan los me´todos que utilizan directamente la nocio´n
de dominancia de Pareto. Esta metodolog´ıa fue introducida principalmente para los
algoritmos gene´ticos, muchos autores han usado algoritmos evolutivos con me´todos
de Pareto para resolver problemas de ruteo multi-objetivo. Por ejemplo Ombuki
et al. [32] aplica esta te´cnica usando algoritmos gene´ticos y cuyos objetivos son
minimizar el nu´mero de ven´ıculos y el costo total al problema de ruteo de veh´ıculos
con ventanas de tiempo. Para ma´s aplicaciones sobre este me´todo consultar [21].
2.4.3 Me´todos no escalares y no Pareto
Cuando no se utilizan te´cnicas escalares ni me´todos de Pareto, otra te´cnica que
se reporta en la literatura son las:
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a) basadas en algoritmos gene´ticos, donde Vector Evaluated Genetic Algorithm
(VEGA), fue el primer algoritmo gene´tico utilizado para resolver problemas
multi-objetivo;
b) estrategias lexicogra´ficas, en donde a cada objetivo se le da un valor de
prioridad y los problemas se resuelven en orden decreciente de dicha prioridad
dada;
c) mecanismos de colonias de hormigas o
d) alguna otra heur´ıstica espec´ıfica.
Algoritmos Gene´ticos
Como se mencionaba anteriormente VEGA es considerado como el primer
algoritmo evolutivo disen˜ado para la resolucio´n de problemas multi-objetivo [14].
La diferencia con un algoritmo gene´tico simple es la manera de efectuar la seleccio´n.
VEGA considera una poblacio´n de N individuos y si se tienen k objetivos, una
seleccio´n por torneo de N
k
individuos es realizada para cada funcio´n objetivo. De
manera, que se crean k poblaciones, de forma que cada una de ellas contiene los
N
k
mejores individuos para una funcio´n objetivo k. Posteriormente se mezclan las
k subpoblaciones y se termina con la aplicacio´n de los operadores gene´ticos de
cruce y mutacio´n. Doerner et al.[14] utilizan VEGA para generar conjuntos de nodos
visitados.
Me´todos lexicogra´ficos
Este me´todo es de intere´s cuando se tiene una clara jerarqu´ıa entre las diferentes
funciones objetivo. As´ı cuando se optimiza para el primer objetivo, su valor no
cambia y se agrega una nueva restriccio´n al problema. Para ver aplicaciones del
me´todo a otros problemas puede consultar [21].
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2.4.4 Metaheur´ısticas para problemas multi-objetivo
Para la resolucio´n de problemas multi-objetivo una de las metaheur´ısticas
ma´s utilizadas son los algoritmos evolutivos, los cuales manipulan una poblacio´n de
soluciones, a diferencia de la mayor´ıa de otros me´todos que operan sobre una u´nica
solucio´n. Esta diferencia proporciona a los algoritmos evolutivos multi-objetivo la
habilidad de encontrar mu´ltiples soluciones del frente de Pareto, ya sea para espacios
continuos, no continuos, discretos, no convexos, etc.
Un algoritmo evolutivo para resolver problemas multi-objetivo es el algoritmo
gene´tico de ordenamiento no dominado NSGA-II (Nondominated Sorting Genetic
Algorithm II)[13], es un algoritmo elitista, de manera que en cada nueva generacio´n
los mejores individuos encontrados son conservados. Adema´s, el algoritmo integra
un operador de seleccio´n basado en ”crowding distance”, la cual evalu´a la densidad
de soluciones paresentes alrededor de una solucio´n i, por ejemplo para una solucio´n i
intermedia (en el frente de Pareto), esta distancia se calcula en funcio´n del per´ımetro
del hibercubo de los ve´rtices a las soluciones ma´s pro´ximas de i sobre cada objetivo.
Y la asignacio´n de este valor disminuira´ las posibilidades de supervivencia de una
solucio´n i presente en una regio´n donde se concentran las soluciones. Por ejemplo en
la Figura 2.8 la solucio´n i sera´ eliminada dado que el per´ımetro de su cuboide es el
ma´s pequen˜o.
i-1
i
i+1
i+2
f2
f1
Figura 2.8: Distancia de agrupamiento (crowding distance) utilizada en NSGAII
Un esquema para el procedimiento de NSGAII se muestra en la Figura 2.9.
Supongamos que en una generacio´n t tenemos las poblaciones P t y Qt de taman˜o
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N , y sea P t la poblacio´n que contiene los mejores individuos encontrados hasta
esta generacio´n y Qt formada por los individuos resultantes de las fases anteriores
del algoritmo (seleccio´n, cruce y mutaci´ıon). Lo primero que se realiza es generar la
poblacio´n Rt = P t∪Qt, la cual se clasifica por rangos de acuerdo a la no-dominancia,
para as´ı identificar los diferentes frentes de soluciones no dominadas, donde los
mejores individuos se encuentran en los primeros frentes. Despue´s se construye una
nueva poblacio´n P t+1, la cual contiene elementos de frentes completos, por ejemplo
an˜adir el frente F1 de rango 1, el segundo frente F2 de rango 2, etc. sin sobrepasar el
taman˜o N . Sin embargo, si el nu´mero de individuos presentes en P t+1 es menor que
N , el operador crowding distance es aplicado sobre el siguiente primer frente Fi, que
au´n no se ha incluido en P t+1. Este operador lo que hace es introducir los mejores
(N − |P t+1|) individuos al conjunto P t+1. Finalmente, los operadores de seleccio´n,
cruce y mutacio´n son aplicados sobre los individuos de P t+1, a fin de generar la
poblacio´n de descendientes Qt+1.
Figura 2.9: Esquema del procedimiento del NSGAII
Otros algoritmos evolutivos aplicados a los problemas multi-objetivo son
SPEA2[42], o bien PAES[23], entre otros.
La bu´squeda dispersa (scattersearch − SS) es una algoritmo metaheur´ıstico
Cap´ıtulo 2. Antecedentes 26
que tambie´n es considerado como un algoritmo evolutivo, pues en esencia incorpora
el concepto de evolucionar una poblacio´n. En los u´ltimos ano˜s se ha tomado ma´s en
cuenta para extenderlo a los problemas multi-objetivo.
Por ejemplo Beausoleil [3] propone MOSS, que es un algoritmo que utiliza
un me´todo h´ıbrido de bu´squedas tabu/scatter-search para resolver problemas de
optimizacio´n multi-objetivo no lineales. Hace uso de la bu´squeda tabu´ en el me´todo
de generacio´n de diversificacio´n para generar soluciones diversas en la aproximacio´n
del conjunto de Pareto, adema´s en la actualizacio´n del conjunto de referencia tambie´n
se utiliza la bu´squeda tabu´.
El me´todo desarrollado por Caballero et al. [9], es un me´todo para optimizacio´n
multi-objetivo basado en una serie de bu´squedas tabu´ enlazadas, denominado
MOAMP (MultiObjective Adaptive Memory Procedure), por sus siglas en ingle´s
y como haremos referencia de aqu´ı en adelante. Este me´todo tratara´ de adaptar
una bu´squeda tabu´ a la estructura particular del conjunto eficiente en un problema
multi-objetivo. Tiene la caracter´ıstica que la aproximacio´n final del conjunto eficiente
puede incluir cualquier solucio´n visitada durante la bu´squeda. MOAMP se basa en
las siguientes ideas:
El principio de proximidad de puntos eficientes segu´n el cual en un entorno o
vecindario de una solucio´n eficiente se puede encontrar otra solucio´n eficiente.
La solucio´n que minimiza la distancia L∞ al llamado punto ideal, tambie´n es
eficiente.
El me´todo consiste de tres fases. En las dos primeras fases se genera un
conjuntode puntos eficientes inicial enlazando una serie de bu´squedas tabu´, es decir,
el u´ltimo punto visitado por una bu´squeda es el punto de partida de la siguiente. Y
la tercera fase realiza un proceso de intensificacio´n alrededor del conjunto de puntos
eficientes encontrados al finalizar la segunda fase.
Otra metodolog´ıa que se engloba en una bu´squeda dispersa es la que proponen
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Molina et al. [28] SSPMO, la cual se aplica a variables continuas consiste en
una bu´squeda h´ıbrida scatter-search/tabu que incluye dos fases: la generacio´n del
conjunto inicial de puntos eficientes por medio de bu´squedas tabu´ y la combinacio´n
de soluciones y actualizacio´n de la aproximacio´n del frente de Pareto utilizando
bu´squedas dispersas. Para generar el conjunto de referencia SSPMO elige las mejores
soluciones del conjunto inicial para cada uno de las funciones objetivo. El resto del
conjunto de referencia se obtiene utilizando el criterio de max-min, que consiste en
maximizar la mı´nima distancia de las soluciones que au´n no se han agregado al
conjunto de referencia y las que ya esta´n.
Nebro et al. [31] propone un algoritmo h´ıbrido denominado AbYSS (Archive-
Based hYbrid Scatter Search), sigue una estructura de bu´squeda dispersa, utiliza de
los algoritmos evolutivos los operadores de mutacio´n y cruce.
Cap´ıtulo 3
Descripcio´n y modelacio´n del
problema
En este cap´ıtulo se describira´ el problema de ruteo de veh´ıculos con ventanas
de tiempo que se abordara´ en este trabajo, as´ı como un modelo matema´tico del
mismo.
El problema de ruteo de veh´ıculos con ventanas de tiempo, VRPTW por sus
siglas en ingle´s y como nos referiremos de aqu´ı en adelante, es un problema de disen˜ar
rutas para una flota de veh´ıculos ide´nticos al menor costo desde un depo´sito hacia
un conjunto de puntos distribuidos geogra´ficamente. Las rutas deben disen˜arse de
manera que cada punto sea visitado solamente por un veh´ıculo dentro de un intervalo
de tiempo dado para cada punto. Todas las rutas inician y terminan en el depo´sito,
y la demanda total de todos los puntos de una ruta en particular no debe exceder
la capacidad del veh´ıculo.
Una descripcio´n formal del VRPTW es:
Sea G = (V,A) un grafo completo, donde V = {0, 1, . . . , n} es el conjunto de
ve´rtices y A es el conjunto de arcos. El subconjunto de ve´rtices I = {1, . . . , n}
corresponde a los clientes, mientras que el ve´rtice 0 corresponde al depo´sito o
almace´n. Cada cliente i tiene asociado una demanda di, un tiempo de servicio si
y una ventana de tiempo para iniciar el servicio [ai, bi]. Cada arco (i, j)  A tiene
asociado dos valores no negativos cij y tij que representan el costo y el tiempo de
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transporte respectivamente de ir del ve´rtice i al ve´rtice j. El depo´sito tambie´n tiene
asociada una ventana de tiempo [a0, b0], donde a0, representa la cota inferior para el
tiempo de salida de los veh´ıculos del depo´sito y b0, la cota superior para el tiempo
de llegada de los veh´ıculos al depo´sito. Generalmente a0 se toma igual a cero y b0
igual al tiempo ma´ximo (T ) que pueden estar los veh´ıculos fuera del depo´sito.
El problema consiste en determinar un conjunto de circuitos simples (rutas de
veh´ıculos) con el objetivo, generalmente, de minimizar la suma de los costos de todas
las rutas y adema´s, que se cumplan las siguientes condiciones:
a) Cada ruta debe contener el ve´rtice 0.
b) Cada ve´rtice i  I debe ser visitado exactamente por una ruta.
c) La suma de las demandas de los ve´rtices de una ruta no puede sobrepasar la
capacidad del veh´ıculo.
d) Para cada ve´rtice i  I su servicio debe comenzar dentro de su ventana de
tiempo.
En este trabajo adema´s de minimizar la distancia total, se considera un segundo
objetivo relacionado con el balanceo de la duracio´n en tiempo entre las diferentes
rutas, es decir, minimizar la diferencia entre la duracio´n de la ruta ma´s larga y la
ruta ma´s corta.
El modelo bi-objetivo que se desarrollara´ esta´ basado en un modelo de dos
ı´ndices para las variables asociadas a los arcos y donde el nu´mero de rutas no
esta´ fijado con anticipacio´n.
3.1 Para´metros
Los para´metros para el VRPTW son los siguientes:
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n : Cantidadd de clientes.
V = { 0, 1, . . . , n }: Conjunto de ı´ndices para los nodos de la red, donde el ı´ndice 0
corresponde al depo´sito y el subconjunto V ⊃ I = { 1, 2, . . . , n } es el conjunto
de ı´ndices para los clientes.
di : Demanda del cliente i.
cij : Costo por utilizar el arco (i, j).
Q : Capacidad de los veh´ıculos.
tij : Tiempo en recorrer el arco (i, j).
si : Tiempo de servicio del cliente i, donde para el depo´sito s0 = 0.
ai : L´ımite inferior de la ventana de tiempo para iniciar el servicio del cliente i.
bi : L´ımite superior de la ventana de tiempo para iniciar el servicio del cliente i.
a0 = 0 : Cota inferior para el tiempo salida de los veh´ıculo del depo´sito.
b0 = T : Cota superior para el tiempo de llegada de los veh´ıculos al depo´sito. Adema´s
representa la duracio´n ma´xima que puede tener una ruta.
3.2 Variables del problema
Para modelar el problema de ruteo de veh´ıculos con ventanas de tiempo
necesitamos dos tipos de variables: de decisio´n y auxiliares, definidas en las siguientes
subsecciones:
3.2.1 Variables de decisio´n
La variable de decisio´n para el VRPTW es:
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xij =
 1, si se usa el arco(i, j)en una ruta0, en caso contrario
3.2.2 Variables auxiliares
ui : Representan la carga acumulada que ha dejado un veh´ıculo despue´s de servir
al cliente i. Son necesarias para las restricciones de eliminacio´n de subtours.
vi : Representa el instante de tiempo en que llega el veh´ıculo al cliente i. Son
necesarias para las restricciones de las ventanas de tiempo.
wi : Representa el tiempo de espera del veh´ıculo para comenzar el servicio del
cliente i. Estas variables nos ayudan para que el inicio de servicio sea lo antes
posible.
ei : Representa el instante de tiempo en que inicia el servicio del cliente i.
Las siguientes variables se introducen para calcular el inicio de servicio del cliente j.
rij =
 wj, si xij = 10, si xij = 0.
Las variables yi sera´n necesarias para garantizar el balanceo de la ruta.
yi =
 1, si el veh´ıculo llega antes del inicio de la venteana de tiempo del clientei0, en otro caso
Finalmente, las siguientes variables son necesarias para calcular el balanceo de las
rutas.
Lmin : Duracio´n de la ruta ma´s corta.
Lmax : Duracio´n de la ruta ma´s larga.
Cap´ıtulo 3. Descripcio´n y modelacio´n del problema 32
3.3 Objetivos del problema
En este trabajo consideraremos dos objetivos, uno econo´mico y otro social.
1. Econo´mico: Minimizar el costo total de ruteo,
min z1 =
∑
iV
∑
jV j 6=i
cijxij
2. Social: Balancear en tiempo las rutas:
min z2 = Lmax − Lmin
3.4 Restricciones
Vamos a definir cada una de las restricciones necesarias para el modelo
VRPTW.
1. La cantidad de rutas que salen del depo´sito debe ser igual a la
cantidad que llegan ∑
∀iI
x0i −
∑
∀iI
x0i = 0 (3.1)
2. A cada cliente j llega un solo arco, ya sea del almace´n o de otro
cliente ∑
∀iV,i 6=j
xij = 1 ∀jI (3.2)
3. De cada cliente i sale un solo arco, ya sea hacia el almace´n o hacia
otro cliente ∑
∀jV,i6=j
xij = 1 ∀jI (3.3)
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4. Capacidad de veh´ıculos y eliminacio´n de subtouers
ui − uj +Qxij ≤ Q− dj, ∀i, jI, i 6= j (3.4)
di ≤ ui ≤ Q, ∀iI (3.5)
Obliga a que se formen caminos (abiertos) con clientes que la suma de sus
demandas no supera el valor de Q.
5. Restricciones para las ventanas de tiempo de los clientes
Como una generalizacio´n de las restricciones de MTZ (Miller-Tucker-Zemlin)[1]
de eliminacio´n de subtours para el TSP se pueden obtener restricciones
similares para el VRPTW [22]:
ei − ej + (bi + si + tij − aj)xij ≤ bi − aj, ∀i, jI, j 6= i.
Siguiendo las ideas similares a Desrochers y Laporte (1991) se pueden obtener
las siguientes desigualdades va´lidas para el VRPTW:
ei − ej + (bi + si + tij − aj)xij + (bi − sj − tji − aj)xji ≤ bi − aj,∀i, jI, j 6= i.
Con estas restricciones se garantiza que si xij = 1 ⇒ ej = ei + si + tij, lo que
significa que el inicio del servicio del cliente j(ej) es igual al inicio del servicio
del cliente i(ei) ma´s el tiempo de servicio del cliente i(si), ma´s el tiempo de
trayecto entre los clientes i y j(tij).
Sin embargo, si analizamos estas expresiones, vemos que el lado izquierdo (ej)
es el tiempo de inicio de servicio del cliente j y por el lado derecho ei + si + tij
es el tiempo de llegada al cliente j, por lo que estas igualdades so´lo son ciertas
cuando el veh´ıculo llega dentro de la ventana de tiempo. Para eludir esta
dificultad, se hace necesario introducir las variables auxiliares rij definidas
anteriormente.
Note que,
rij = wjxij ⇔
{
rij ≤Mxijwj =
∑
∀iV,i 6=j
rij
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Con estas variables podemos escribir
ei − ej + (bi + si + tij − aj)xij+
(bi − sj − tji − aj)xji+
rij − rji ≤ bi − aj, ∀i, jI, j 6= i. (3.6)
ai ≤ ei ≤ bi, ∀iI (3.7)
ei = vi +
∑
∀jV,j 6=i
rij, ∀iI (3.8)
rij ≤Mxij, ∀iV, jI (3.9)
Las restricciones (3.7) garantizan que el servicio de cada cliente se inicie dentro
de su ventana de tiempo, las (3.8) relacionan el momento de inicio del servicio
del cliente i con la llegada del veh´ıculo y con el tiempo de espera, y las (3.9)
obligan a las variables rij a tomar valores iguales a cero cuando no se utiliza
el arco (i, j).
Cada par de valores de i, j, j 6= i, tienen asociado en el conjunto de restricciones
(3.6) dos restricciones ”sime´tricas”:
ei − ej + (bi + si + tij − aj)xij + (bi − sj − tji − aj)xji + rij − rji ≤ bi − aj
ej − ei + (bj + sj + tji − ai)xji + (bj − si − tij − ai)xij + rji − rij ≤ bj − ai
Aqu´ı existen tres casos posibles para las variables xij y xji:
a) Si xij = xji = 0 tenemos que, ei − ej ≤ bi − aj y ej − ei ≤ bj − ai
Estas restricciones son redundantes, ya que por las restricciones (3.7),
para la primer restriccio´n ei ≤ bi, ej ≥ aj y para la segunda restriccio´n
ej ≤ bj, ei ≥ ai.
b) Si xij = 1⇒ xji = 0, rji = 0, se obtiene que
 ei − ej + si + tij + rij ≤ 0ej − ei − si − tij − rij ≤ 0
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⇒
 ej ≥ ei + si + tij + rijej ≤ ei + si + tij + rij
⇒ ej = ei + si + tij + rij
Esto significa que si el cliente j es visitado inmediatamente despue´s del
cliente i, el tiempo de inicio del servicio del cliente j (ej) es igual a la
suma del tiempo de inicio de servicio del cliente i (ei) ma´s el tiempo de
servicio del cliente i (si) ma´s el tiempo en recorrer la distancia entre los
clientes i y j (tij), ma´s el tiempo de espera del veh´ıculo para comenzar el
servicio rij, si fuera necesario.
c) Si xji = 1⇒ xij = 0, rij = 0, y de forma similar al caso b), se obtiene que
 ei − ej − si − tij − rij ≤ 0ej − ei + sj + tji + rji ≤ 0
⇒
 ei ≤ ej + sj + tji + rjiei ≥ ej + sj + tji + rji
⇒ ei = ej + sj + tji + rji
Por otra parte, en relacio´n al balanceo de las rutas, es necesarito evitar que
las rutas se alarguen artificialmente, esto es, debe lograrse que el balanceo sea
real. Para ello se introducen las variables yi y las siguientes restricciones que
obligan a iniciar el servicio lo antes posible:
vi +Myi ≤ ai +M ∀iI (3.10)
vi +Myi ≥ ai ∀iI (3.11)
Cap´ıtulo 3. Descripcio´n y modelacio´n del problema 36
Las restricciones (3.10) y (3.11) son equivalentes a M(yi− 1) ≤ ai− vi ≤Myi,
las cuales obligan a las varibles yi a ser iguales a 1 cuando el veh´ıculo llega
antes del inicio de la ventana de tiempo del cliente i y las obligan a ser iguales
a cero cuando el veh´ıculo llega dentro de la ventana de tiempo. Es decir, si el
veh´ıculo llega dentro de la ventana de tiempo (vi ≥ ai), entonces, ai − vi ≤ 0
y obliga a que yi = 0 para que −M ≤ ai − vi ≤ 0. Si el camio´n llega antes
(vi ≤ ai), entonces ai− ei ≥ 0 y obliga a que yi = 1 para que 0 ≤ ai− vi ≤M .∑
∀jV
j 6=i
rji ≤Myi ∀iI (3.12)
ei + (bi − ai)yi ≤ bi ∀iI (3.13)
Las restricciones (3.12) obligan a que la suma
∑
∀jV
j 6=i
rji sea cero cuando el veh´ıculo
llega dentro de la ventana de tiempo.
Por u´ltimo, las restricciones (3.13), conjuntamente con las restricciones (3.6)
y (3.7), obligan a que se inicie el servicio lo antes posible.
Ahora bien, al no considerar al depo´sito en las restricciones (3.6), no se
esta´ relacionando el valor de las variables ei para los clientes que ocupan la
primera posicio´n en una ruta con el tiempo de tra´nsito entre el depo´sito y el
primer cliente. Por ello, es necesario agregar las siguientes restricciones para
que el servicio del primer cliente en una ruta comience lo antes posible:
vi ≥ toixoi, ∀iI (3.14)
ei ≤ (toi − bi)xoi + roi + bi, ∀iI (3.15)
Si el cliente i es el primero en una ruta (xoi = 1) y el veh´ıculo llega despue´s
del inicio de su ventana de tiempo (yi = 0), entonces ei = toi por (3.8), (3.14)
y (3.15) . Si el cliente i es el primero en una ruta xoi = 1 y el veh´ıculo llega
antes del inicio de su ventana de tiempo (yi = 1), entonces ei = toi + roi pero,
por (3.7) y (3.13), ei = ai. Para cualquier otro caso las restricciones (3.14) y
(3.15) son redundantes.
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Por u´ltimo para relacionar el momento en que llega el veh´ıculo a un cliente
con el momento en que sale del cliente anterior en la ruta, son necesarias las
siguientes restricciones:
ei − vj + (bo + si + tij)xij ≤ bo, ∀i, jI, i 6= j (3.16)
Si xij = 1⇒ vj ≥ ei+si+ tij, es decir, que el momento en que llega el veh´ıculo
al cliente j(vj) debe ser mayor o igual a la suma del momento en que salio´ del
ciente i(ei + si) mas el tiempo del trayecto entre i y j(tij).
6. Restricciones para la ruta ma´s larga:
Lmax ≥ ei + si + tioxio (3.17)
Cuando el cliente i sea el u´ltimo en una ruta, la varible xio = 1, por lo que la
ruta ma´s larga sera´ la que mayor valor tenga de ei + wi + si + tioxoi.
7. Restricciones para la ruta ma´s corta:
Lmin ≤ ei + si + tioxio + (1− xio)bo (3.18)
El sumando (1− xio)bo tiene la funcio´n de penalizar a los clientes que no sean
los u´ltimos en una ruta. Cuando el cliente i es el u´ltimo en una ruta, xio = 1
y Lmin ≤ ei + si + tio; y cuando no lo es, xio = 0 y Lmin ≤ ei + si + bo. De
aqu´ı que Lmin siempre sera´ menor o igual que el valor de ei + si + tio para la
ruta ma´s corta.
Por otra parte, el segundo objetivo de minimizar z2 = Lmax − Lmin obliga a
que Lmax tome el menor valor posible (la duracio´n de la ruta ma´s larga) y a
que Lmin tome el mayor valor posible (la duracio´n de la ruta ma´s corta).
De esta forma, el modelo matema´tico del problema bajo estudio es:
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min(z1, z2) donde z1 =
∑
iV
∑
jV
j 6=i
cijxij y z2 = Lmax − Lmin
sujeto a:∑
∀iI
x0i −
∑
∀iI
x0i = 0 (3.1)∑
∀iV,i 6=j
xij = 1 ∀jI(3.2)
∑
∀jV,i6=j
xij = 1 ∀jI(3.3)
ui − uj +Qxij ≤ Q− dj, ∀i, jI, i 6= j(3.4)
di ≤ ui ≤ Q, ∀iI(3.5)
ei − ej + (bi + si + tij − aj)xij+
(bi − sj − tji − aj)xji+
rij − rji ≤ bi − aj, ∀i, jI, j 6= i.(3.6)
ai ≤ ei ≤ bi, ∀iI(3.7)
ei = vi +
∑
∀jV,j 6=i
rij, ∀iI(3.8)
rij ≤Mxij, ∀iV, jI(3.9)
vi +Myi ≤ ai +M ∀iI(3.10)
vi +Myi ≥ ai ∀iI(3.11)∑
∀jV
j 6=i
rji ≤Myi ∀iI(3.12)
ei + (bi − ai)yi ≤ bi ∀iI(3.13)
vi ≥ toixoi, ∀iI(3.14)
ei ≤ (toi − bi)xoi + roi + bi, ∀iI(3.15)
ei − vj + (bo + si + tij)xij ≤ bo, ∀i, jI, i 6= j(3.16)
Lmax ≥ ei + si + tioxio (3.17)
Lmin ≤ ei + si + tioxio + (1− xio)bo (3.18)
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3.5 Solucio´n exacta
Para determinar la frontera eficiente utilizamos el Me´todo de las Ponderaciones.
Primero se resuelve el modelo con cada uno de los objetivos de forma independiente.
De ah´ı se obtienen los valores de zmax1 y z
min
2 , cuando se resulve para el segundo
objetivo. Con estos valores se normalizan los objetivos de la siguiente manera:
z˜1 =
z1−zmin1
zmax1 −zmin1
y
z˜2 =
z2−zmin2
zmax2 −zmin2
y se resuelven modelos con la misma regio´n factible que el modelo bi-objetivo, pero
con funcio´n objetivo z = αz˜1+(1−α)z˜2, donde los valores de α var´ıan en el intervalo
(0, 1).
Adema´s, despue´s de resolver el modelo para el objetivo 1, se agregan la
restriccio´n Lmax−Lmin ≥ 0 para que la relajacio´n lineal del modelo para el objetivo
2 no sea negativa. Despue´s de resolver el modelo para el objetivo 2, se agrega la
restriccio´n Lmax − Lmin ≥ Rmax − Rmin, donde Rmax y Rmin son los valores de las
duraciones ma´s larga y ma´s corta respectivamente, que se obtuvieron de la solucio´n
o´ptima del modelo para el objetivo 2.
Cuando se resuleven los modelos con el objetivo z = αz˜1 +(1−α)z˜2 los valores
de α se van incrementando de una resolucio´n a otra y cada vez que se reulve uno de
estos modelos, se actualiza la restriccio´n Lmax − Lmin ≥ Rmax − Rmin. Esto u´ltimo
ayuda a obtener mejores valores de las relajaciones lineales.
En el cap´ıtulo de experimentacio´n computacional, se dedica una seccio´n para
mostrar los frentes de pareto o´ptimos encontrados de forma exacta para algunas
instancias de Solomon de 25 clientes.
Cap´ıtulo 4
Metodolog´ıas propuestas para
el Bi-ObjVRPTW
Como ya se ha mencionado, el problema bajo estudio es un problema bi-
objetivo, donde los criterios a evaluar son la distancia y el otro el balance de tiempo,
por lo que hablar de una solucio´n o´ptima no es sencillo y se requiere un ana´lisis para
determinar que´ alternativa o alternativas son las ma´s adecuadas para ese problema.
Este tipo de problemas con ma´s de un criterio se conocen en la literatura como
Programacio´n Multi-objetivo (MOP, por sus siglas en ingle´s).
Entonces es necesario hablar sobre los problemas de Programacio´n Multi-
objetivo y los conceptos ba´sicos, por lo que en la primera seccio´n se abordara´n
conceptos importantes del MOP. En las siguientes secciones se describira´n las
metodolog´ıas que se proponen para el problema bajo estudio.
4.1 Conceptos ba´sicos de la Programacio´n
Multi-objetivo
Si consideramos que todas las funciones objetivo se quieren minimizar, el
problema de programacio´n multi-objetivo ser´ıa:
40
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Minimizar (f1(x), f2(x), . . . , fp(x))
s.a. xX
donde:
. x = (x1, x2, . . . , xn) son las variables de decisio´n.
. X es el conjunto de puntos factibles.
. fi son cada uno de los objetivos o criterios.
. f = (f1, f2, . . . , fp) es la funcio´n vectorial objetivo.
. y = (y1, y2, . . . , yp) es una solucio´n.
. Y = f(X) es el espacio de objetivos o espacio imagen.
En este tipo de problemas no se tiene una solucio´n o´ptima como en el caso de
la Programacio´n Mono-objetivo, pues ahora se tiene un vector de funciones objetivo,
y al comparar dos vectores no es posible definir cua´l de los dos vectores es menor o
mayor que el otro, debido a que en <p (p > 1) no existe un orden total.
Por lo tanto es necesario decidir cuando un vector es menor o mayor que otro,
para ello se introduce un orden inspirado en el concepto de eficiencia desarrollado
por Vilfredo Pareto en 1896 que se define a continuacio´n:
Definicio´n 4.1 Una solucio´n y = (y1, y2, . . . , yp) domina (denotado ≺) a una
solucio´n z = (z1, z2, . . . , zp) si y so´lo si ∀ i  {1, . . . , p}, yi ≤ zi y ∃ i  {1, . . . , p}, tal
que yi < zi.
Definicio´n 4.2 Una solucio´n x∗ se dice que es Pareto-o´ptima,si y so´lo si no
existe otro vector x tal que z = f(x) domine a y = f(x∗)
En otras palabras, podemos decir que el punto x∗ es un o´ptimo de Pareto si no
existe un vector x que haga mejorar alguno de los objetivos sin que empeore de forma
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simulta´nea alguno de los otros. Observamos que una solucio´n en el sentido de Pareto
al problema de optimizacio´n multi-objetivo no sera´ u´nica: la solucio´n estara´ formada
por el conjunto de todos los vectores no dominados, a los que se les conoce como el
Conjunto no dominado o Frente de Pareto.
El orden de Pareto definido anteriormente es un orden parcial, por lo que en
general las te´cnicas de Programacio´n Multi-objetivo se centran en obtener el conjunto
de puntos de Pareto o puntos eficientes, denotado de aqu´ı en adelante como E, o
bien una aproximacio´n del mismo (Ê).
Cuando se resuelve un problema multi-objetivo, el me´todo propuesto deber´ıa
converger al frente de Pareto real.
4.2 Metodolog´ıa I
La primera metodolog´ıa que se propone para la solucio´n al problema bi-objetivo
de ruteo de veh´ıculos con ventanas de tiempo, es un algoritmo basado en Bu´squeda
Dispersa (Scatter Search) y el proceso a seguir es el siguiente:
1. Construir una solucio´n y mejorarla, esto se realiza hasta alcanzar el taman˜o
de poblacio´n deseado PopSize.
2. Extraer de dicha poblacio´n el conjunto Ê de soluciones no dominadas, el cual
es la primera aproximacio´n al frente de Pareto.
3. Seleccionar/actualizar el conjunto de referencia RefSet, el cual contiene las p
mejores soluciones y q soluciones diversas.
4. Combinar cada par de soluciones de RefSet y aplicar el me´todo de mejora a
cada una de ellas.
5. Actualizar Ê.
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6. Repetir del paso 3 al paso 5 hasta que el conjunto eficiente Ê no tenga nuevas
soluciones.
Un esquema del proceso anterior se observa en la Figura 4.1
Método generdor
de diversidad
Repetir hasta 
que |P| = PopSize
Método de 
mejoramiento
P
Método de 
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<
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Figura 4.1: Proceso del Algoritmo
4.2.1 Construccio´n de la Poblacio´n Inicial
A partir de las coordenadas (xi, yi) de los n clientes y del depo´sito (xo, yo)
se debe calcular la matriz de distancia D, que sera´ una matriz cuadrada de orden
n + 1, donde la distancia d(i, j) entre dos puntos con coordenadas (xi, yi) y (xj, yj)
se calcula usando la distancia euclideana [(xi − xj)2 + (yi − yj)2](1/2).
Una vez que se ha calculado la matriz de distancia D, para construir una
solucio´n inicial se utiliza la idea propuesta por Beasley(1983)[2] que se describe
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a continuacio´n: primeramente se genera de forma aleatoria un tour dirigido que
inicia y termina en el depo´sito, por ejemplo en la Figura 4.2 se muestra el tour
{0, 1, 2, 3, 4, 5, 6, 7, 0}.
Depo´sito
1 2
3
7
6
5
4
Figura 4.2: Tour Gigante
Una vez que se ha construido el tour, se aplica el operador 2-opt para mejorar
si es posible el objetivo de la distancia. En la Figura 4.3 se ilustra el proceso del
operador de cambio 2-opt: denotemos al depo´sito con un cuadrado y dado un tour,
supongamos que elegimos el par de arcos (i, i + 1) y (j, j + 1) y que nos conviene
reemplazarlos por los arcos (i, j) y (i + 1, j + 1). Notemos que al realizar este
movimiento tenemos que invertir la direccio´n de los clientes entre i+ 1 y j, como se
muestra del lado derecho de la figura.
Una vez que se ha aplicado el operador 2-opt y no es posible mejorar ma´s
el objetivo de distancia utilizando este operador, el siguiente paso es construir, a
partir de este tour gigante, una solucio´n factible al problema de ruteo. Para ello
se definira´ un grafo auxiliar sobre el que se planteara´ un problema de ruta ma´s
corta. Los pesos de los arcos en este grafo auxiliar se definen de la siguiente manera
(modificacio´n de Beasley): cij es el costo total si es factible que el veh´ıculo abastezca
a los clientes (i+ 1, i+ 2, . . . , j, 0)(i < j), en otro caso tomara´ un valor muy grande.
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j + 1 i+ 1
i j
j + 1 i+ 1
i j
Figura 4.3: Operador de cambio 2-Opt
Formalmente definimos el costo como:
cij =

ai + si +
j−1∑
k=i+1
rk + dj0 si llega antes de inicio de la ventana de tiempo
d0(i+1) +
j−1∑
k=i+1
rk + dj0 si llega dentro de la ventana de tiempo
∞ en otro caso.
donde
rk =
 ak + sk si llega antes de inicio de la ventana de tiempodk(k+1) + sk si llega dentro de la ventana de tiempo
Una vez calculados los pesos de los arcos en este grafo auxiliar, usamos el
algoritmo de Dijkstra para encontrar la ruta ma´s corta de 0 a n, si esta ruta contiene
m arcos, entonces se necesitara´n m veh´ıculos para el problema de ruteo original.
Con el propo´sito de ilustrar, suponga que una vez aplicado el operador 2-opt al
tour de la Figura 4.2 se obtuvo el tour {0, 5, 6, 7, 3, 4, 1, 2}. Entonces, si por ejemplo,
la ruta ma´s corta obtenida sobre el grafo auxiliar para este tour fuera {0, 7, 4, 2}
entonces una solucio´n factible al problema original de ruteo ser´ıa la que se muestra
en la Figura 4.4, en la que para satisfacer la demanda de 7 clientes enumerados del
{1, . . . ,7} se necesitan 3 veh´ıculos, donde cada ruta es una ruta factible en cuanto
capacidad y ventanas de tiempo.
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Depo´sito
1 2
3
7
6
5
4
Figura 4.4: Construccio´n de 3 rutas factibles
4.2.2 Me´todo de mejora
La idea de este me´todo es usar un algoritmo de bu´squeda local para mejorar
las soluciones construidas para la poblacio´n inicial y con el me´todo de combinacio´n.
El me´todo de mejora es simple. Se toma una solucio´n factible y se aplica una
bu´squeda local cuyo objetivo a optimizar es el balance de tiempo. El vecindario se
define con el movimiento de reubicacio´n, donde un cliente es removido de la posicio´n
actual de una ruta e insertado en otra ruta siempre que sea factible respecto a las
ventanas de tiempo.
4.2.3 Construccio´n del conjunto eficiente
Inicialmente se construye una poblacio´n de taman˜o PopSize, sin embargo de
este conjunto generado de soluciones factibles no todas son eficientes de acuerdo al
criterio de Pareto, por lo tanto se debe extraer de all´ı el subconjunto de soluciones
no dominadas, denotado como Ê.
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4.2.4 Generacio´n del conjunto de Referencia
Una vez que tenemos el conjunto eficiente Ê, el siguiente paso es formar el
conjunto de Referencia el cual debe contener soluciones de buena calidad y diversas
y se construye de la siguiente manera:
”p”soluciones de buena calidad, es decir, las mejores soluciones (no dominadas)
para el objetivo de distancia y de balance de tiempo.
”q”soluciones diversas, las cuales se consideran usando el criterio max-min,
es decir, aquellas soluciones de la poblacio´n que maximizan la mı´nima de las
distancias a las soluciones que ya esta´n en el conjunto de referencia.
La distancia entre dos soluciones se calcula sumando el nu´mero de arcos no
comunes [4].
4.2.5 Me´todo de generacio´n de subconjuntos
Este me´todo genera subconjuntos de soluciones, los cuales sera´n usados para
la generacio´n de nuevas soluciones con el me´todo de combinacio´n. Existen diversas
formas para la generacio´n de subconjuntos [17], en este trabajo se formara´n todos
los subconjuntos posibles de taman˜o dos.
4.2.6 Me´todo de combinacio´n de soluciones
Para la combinacio´n de dos soluciones utilizaremos el operador ”order
crossover”denotado como OX [35]. Este sera´ aplicado a las soluciones vistas como
permutaciones o tours gigantes.
En la Figura 4.5 se muestra un ejemplo de la combinacio´n OX. Supongamos que
tenemos dos permutaciones P1 = {1, 3, 2, 6, 4, 5, 9, 7, 8} y P2 = {3, 7, 8, 1, 4, 9, 2, 5, 6}
que son las soluciones que se van a combinar vistas como padres, y denotemos por
Cap´ıtulo 4. Metodolog´ıas propuestas para el Bi-ObjVRPTW 48
H1 y H2 las soluciones (permutaciones) resultantes de la combinacio´n vistas como
hijos. Hagamos dos cortes, en las posiciones i y j los cuales se generan de manera
aleatoria, sean por ejemplo i = 2 y j = 4. Entonces de los padres tomamos la
secuencia P1(2), P1(3), P1(4) y P2(2), P2(3), P2(4) las cuales se copian y se colocan
en H1(2), H1(3), H1(4) y H2(2), H2(3), H2(4) respectivamente. Posteriormente se
toman los clientes del segundo padre que aun no se hayan agregado a H1 hasta
completar todos los elementos. Similarmente para el otro hijo H2.
i j
P1 : 1 3| 2 6| 4 5 9 7 8
P2 : 3 7| 8 1| 4 9 2 5 6
H1 : 8 1 2 6 4 9 5 3 7
H2 : 2 6 8 1 4 5 9 7 3
Figura 4.5: Proceso de combinacio´n de dos permutaciones
Una vez aplicando el proceso de combinacio´n, observamos que obtenemos dos
nuevas permutaciones, entonces procedemos a aplicar el algoritmo de Beasley para
generar la solucio´n asociada a cada permutacio´n.
4.3 Metodolog´ıa II
La segunda metodolog´ıa que se propone es una adaptacio´n de SS propuesta por
Molina et al. [28], entre otras cosas, hacen una modificacio´n al RefSet para adaptarlo
a las caracter´ısticas especiales de la optimizacio´n multi-objetivo. Espec´ıficamente,
las soluciones de calidad se miden considerando todas las funciones objetivos y las
soluciones diversas se miden en el espacio de las funciones objetivo, mientras que en
el caso mono-objetivo la diversidad se mide en el espacio de soluciones.
Cuando estamos en el caso de optimizacio´n multi-objetivo, queremos que
el algoritmo propuesto sea capaz de obtener soluciones que cubran la frontera
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eficiente, por tanto una medida que produce estos resultados deseados es considerar
la diversidad en el espacio de las funciones objetivo.
A continuacio´n se describen los componentes principales de nuestra segunda
metodolog´ıa de solucio´n al Bi-OBjVRPTW, la cual toma ideas de MOAMP, descrito
en el cap´ıtulo 2.
4.3.1 Descripcio´n de los componentes de la
implementacio´n
En la Figura 4.1 se muestra un pseudo-co´digo de la implementacio´n:
Algoritmo 4.1: Pseudo-co´digo de la metodolog´ıa 2
begin
CrearPoblacion(Pop,PopSize);
GenerarConjuntoReferencia(RefSet, RefSetSize);
repeat
repeat
SeleccionarSubconjunto(Subset, SubSetSize);
CombinarSoluciones(SubSet, CurSol);
MejorarSolucion(CurSol, ImpSol);
until Criterio de parada 2 ;
ActualizarConjuntoReferencia(RefSet);
until Criterio de parada 1 ;
end
Ahora describamos cada uno de los componentes:
Me´todo de CrearPoblacion
El procedimiento CrearPoblacion genera la poblacio´n inicial. Para generar
las soluciones iniciales, se utiliza el algoritmo de construccio´n de rutas en paralelo
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propuesto por Potvin y Rousseau [34]. Este algoritmo va construyendo las rutas
paralelamente, en lugar de secuencialmente.
El proceso para generar una solucio´n inicial con num routes rutas y de los
clientes se van insertando en cualquiera de estas rutas. Una dificultad de esta
estrategia en paralelo es decidir el nu´mero de rutas num routes con las que se debe
inicializar el proceso. En Potvin y Rousseau[34] aplican una sola vez el algoritmo
secuencial de Solomon y con las rutas generadas, seleccionan como clientes semilla
para cada ruta en paralelo al cliente que este´ lo ma´s alejado del depo´sito en cada
una de estas rutas.
En nuestro caso, el enfoque sera´ diferente al art´ıculo ya mencionado. Lo primero
que se realiza es calcular una cota inferior para el nu´mero de rutas:
LBnum routes =
(
n∑
i=1
Demand(i)
)
/vehicle capacity
donde Demand(i) es la demanda del cliente i, i = 1, . . . , n. Entonces, para
j = LBnum routes, . . . , UB, donde UB es un para´metro que se define en el cap´ıtulo de
experimentacio´n computacional, se seleccionan de manera aleatoria j clientes como
semilla para generar las rutas en paralelo. Posteriormente, ya que se han seleccionado
los clientes semilla, el procedimiento continua como lo proponen Potvin y Rousseau.
Si el nu´mero de semillas j no genera una solucio´n factible para la instancia actual,
entonces la solucio´n parcial construida se descarta. El proceso se repite para un
nu´mero de iteraciones max iter dado, o hasta que se tenga el taman˜o de poblacio´n
deseado PopSize.
Una vez que se ha construido una solucio´n factible con j rutas, entonces a la
solucio´n actual se le aplica el procedimiento de mejora, el cual consiste en aplicar
tres bu´squedas locales en el orden siguiente:
1. LocalSearchDistance();
2. LocalSearchTimeBalance();
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3. LocalSearchDistance();
4. for(k = 0; k < max_iter_commitment; k++)
LocalSearchCompromise();
En estas bu´squedas locales el vecindario se define con el movimiento de
reubicacio´n, donde un cliente es removido de la posicio´n actual de una ruta e
insertado en otra ruta siempre que sea factible respecto a las ventanas de tiempo.
La funcio´n que gu´ıa a cada una de las bu´squedas locales se define a
continuacio´n:
LocalSearchDistance(): la funcio´n es la distancia total recorrida.
LocalSearchT imeBalance(): esta bu´squeda es guiada por la funcio´n de
balance de tiempo de las rutas en la solucio´n actual. Con el fin de evitar que el
balance de las rutas sea artificial, cuando un cliente es reubicado en otra ruta
el criterio a considerar es la posicio´n en la que se tenga el menor incremento
de la distancia total, siempre que exista ma´s de una ubicacio´n factible.
LocalSearchCompromise(): para esta bu´squeda local se utiliza la funcio´n que
minimiza la distancia al punto ideal, donde este punto contiene los valores
mı´nimos para cada objetivo i, en nuestro caso para i = 1, 2.
La idea de minimizar una funcio´n que mida la distancia al punto ideal,
en LocalSearchCompromise() es para seguir la nocio´n de la Programacio´n
Compromiso [36], donde suponemos que el centro decisor preferira´ una solucio´n que
este´ cercana al punto ideal sobre cualquiera que este ma´s alejada.
Para calcular dicha distancia al punto ideal se utiliza la me´trica L∞
normalizada, pues en general, un punto que minimiza una distancia Lp, p[1,∞],
normalizada al punto ideal, es tambie´n un punto eficiente y tienen la caracter´ıstica
comu´n de representar un buen equilibrio entre los criterios, es decir, representan un
buen valor para todos los objetivos. La fo´rmula para calcular la me´trica L∞ es la
siguiente:
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L∞(x) = maxi=1,2
{
wi
(
f(x)− fmini
fmaxi − fmini
)}
donde wi son pesos aleatorios, f
min
i y f
max
i son los valores mı´nimo y ma´ximo,
respectivamente, para cada uno de los objetivos en el conjunto de soluciones
construidas hasta el momento.
Posteriormente, una vez que se genera la poblacio´n inicial del taman˜o deseado
PopSize, se genera el conjunto eficiente EfficientSet el cual contiene puras
soluciones no dominadas.
Me´todo de GeneracionConjuntoReferencia
Recordemos que para el proceso de combinacio´n la metodolog´ıa del SS trabaja
con un conjunto de menor taman˜o denominado RefSet el cual contiene soluciones
del conjunto eficiente.
Sea b el taman˜o del RefSet, el cual inicialmente se construye de la siguiente
manera:
1. Seleccionar las r mejores soluciones del conjunto eficiente para cada uno de los
objetivos.
2. Seleccionar las b−2r soluciones de EfficientSet\RefSet tales que maximicen
la distancia entre estos puntos y los que ya estan en el conjunto de referencia.
Esta distancia se calcula de la siguiente manera:
L∞(x) =
∑
i=1,2
(
fi(x)− fmini (RefSet\Solution)
fmaxi − fmini
)
donde fmaxi y f
min
i , son los valores ma´ximo y mı´nimo de la i-e´sima funcio´n objetivo,
respectivamente, de EfficientSet.
Me´todo de SeleccionarSubconjunto
Los subconjuntos se forman considerando todos los pares de elementos de
RefSet. El siguiente paso es combinar las soluciones de cada uno de los subconjuntos.
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Me´todo de CombinarSoluciones
Sean S1 y S2 dos soluciones a combinar de los subconjuntos generados en el paso
anterior. Denotemos por S ′ la nueva solucio´n, la cual contendra´ el menor nu´mero de
rutas de las soluciones a combinar.
Para el proceso de combinacio´n de dos soluciones, lo primero que se hace es
agregarlas, si existen, las sub-rutas que son comunes en ambas soluciones. Despue´s,
se utiliza el algoritmo de construccio´n en paralelo de Potvin, para agregar los clientes
que au´n no esta´n ruteados.
Me´todo de MejorarSolucion
Para este proceso de mejorar las soluciones se utiliza la bu´squeda local
LocalSearchCompromise descrita anteriormente, cuya funcio´n objetivo es la
me´trica L∞, donde fmax y fmin se calculan considerando unicamente las soluciones
S1 y S2.
Cap´ıtulo 5
Experimentacio´n Computacional
Las metodolog´ıas propuestas en el cap´ıtulo anterior fueron implementadas
computacionalmente, por lo que en este cap´ıtulo se presentan algunos resultados
de los experimentos.
En la seccio´n 1 de este cap´ıtulo se presenta la descripcio´n de las instancias
utilizadas en los experimentos. En la seccio´n 2 se describen las me´tricas que se
utilizara´n para evaluar el rendimiento de nuestros algoritmos. En la seccio´n 3 y 4, se
describen los para´metros a ajustar y los resultados obtenidos para la metodolog´ıa 1
y 2 respectivamente.
5.1 Descripcio´n de las instancias
Para realizar la experimentacio´n computacional de las metodolog´ıas propues-
tas, se han considerado las instancias de Solomon[38], disen˜adas para los problemas
de ruteo de veh´ıculos con ventanas de tiempo (VRPTW). Las instancias var´ıan de
acuerdo a la ubicacio´n geogra´fica de los clientes, capacidad de los veh´ıculos y carac-
ter´ısticas de las ventanas de tiempo, tales como el tiempo asignado a cada cliente y
el porcentaje de clientes con ventanas de tiempo muy ajustadas.
La informacio´n que se proporciona para cada cliente en estas instancias esta´ en
el orden siguiente: ı´ndice del cliente, ubicacio´n geogra´fica con coordenadas x y
y, demanda total, tiempo de inicio de servicio, tiempo final de servicio y tiempo
54
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requerido para dar el servicio.
Se dispone de tres taman˜os de instancias respecto al nu´mero de clientes:
instancias con 25, 50 y con 100 clientes de pruba. Se considera que el tiempo de
viaje entre los clientes es igual a la distancia eucl´ıdea correspondiente. Para cada
taman˜o hay 56 instancias que se dividen en seis categor´ıas basadas en el patro´n
de la ubicacio´n de los clientes y las ventanas de tiempo. Estas seis categor´ıas son
nombradas como C1, C2, R1, R2, RC1 y RC2.
Para las instancias de la categor´ıa R, la ubicacio´n geogra´fica de los clientes se
determina de forma aleatoria, mientras que las instancias de la categor´ıa C se refieren
a clientes agrupados. O las instancias del tipo RC son una mezcla de clientes ubicados
aleatoriamente y por grupos. Dado que el tiempo de viaje entre los clientes es igual
a la distancia correspondiente, entonces, para los de la categor´ıa R la distancia entre
clientes es realtivamente grande comparada con los problemas de la categor´ıa C.
Por otra parte, el conjunto de instancias esta´ organizado respecto a las ventanas
de tiempo. Los de la categor´ıa 1 (R1, C1, RC1), tienen ventanas de tiempo estrechas
(pequen˜as) y los de la categor´ıa 2 (R2, C2, RC2), han sido generados con ventanas
de tiempo ma´s grandes. No´tese que una ventana de tiempo muy pequen˜a propicia
que muchas soluciones puedan ser infactibles por lo estrecho de las ventanas. Por el
contrario, una ventana de tiempo ma´s grande significa que es ma´s probable encontrar
ma´s soluciones factibles, adema´s favorece que se generen rutas ma´s largas, es decir,
que un veh´ıculo pueda servir a un mayor nu´mero de clientes.
En la Figura 5.1 se grafican los seis tipos de instancias que podemos encontrar
en Solomon, considerando 100 clientes. Principalmente se observa la generacio´n
aleatoria, por grupos o una combinacio´n de las anteriores de la ubicacio´n geogra´fica
de los clientes.
Para evaluar el ajuste de los para´metros de los algoritmos, como el desempen˜o
de las metodolog´ıas que se proponen, en la siguiente seccio´n se describen las me´tricas
que se consideraron.
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Figura 5.1: Grafica de los clientes para las categor´ıas C1, C2, R1, R2, RC1 y RC2
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5.2 Medidas de desempen˜o
Para evaluar el desempen˜o de las metodolog´ıas de solucio´n para problemas
de optimizacio´n multi-objetivo, se tienen algunos “instrumentos de medida”. Para
disen˜ar una buena me´trica para este tipo de problemas se suelen tomar en cuenta
tres cuestiones:
1. Minimizar la distancia del frente de Pareto producido por el algoritmo que
se propone con respecto al verdadero frente de Pareto, suponiendo que lo
conocemos.
2. Maximizar la distribucio´n de las soluciones encontradas, de manera que
se obtenga una distribucio´n de soluciones no dominadas lo ma´s “suave“ y
uniforme como sea posible.
3. Maximizar la cantidad de elementos del conjunto de Pareto encontrado.
Sin embargo, hasta ahora no existe una me´trica que capture en un solo valor
nume´rico los tres elementos anteriores e intentarlo ser´ıa inapropiado, pues cada uno
de ellos se refiere a aspectos de desempen˜o distintos.
Por lo anterior, es recomendable considerar ma´s de una me´trica para evaluar
el desempen˜o de un algoritmo. Nosotros utilizaremos las siguientes me´tricas:
1. Nu´mero de puntos en un frente.
2. Taman˜o del espacio cubierto o SSC por sus siglas en ingle´s y como nos
referiremos de aqu´ı en adelante.
3. Medida de cobertura entre dos conjuntos, C(A,B) o tambie´n denotada como
la me´trica C.
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Nu´mero de puntos en un frente
Esta me´trica es fa´cil de implementar y se refiere a la capacidad del algoritmo de
encontrar puntos eficientes. Es una medida importante, ya que las fronteras eficientes
que proveen ma´s alternativas para el centro decisor son preferibles que las fronteras
con pocos puntos eficientes.
Taman˜o del espacio cubierto
Zitzler y Thiele [43] propusieron la me´trica denominada “Size of the Space
Covered (SSC)”. Esta me´trica estima el taman˜o del conjunto dominado global en
el espacio de las funciones objetivo. La idea principal es calcular el a´rea del espacio
de las funciones objetivo cubierta por los vectores no dominados generados por el
algoritmo de solucio´n que se propone. La deficincio´n formal de esta medida se da a
continuacio´n:
Definicio´n 5.1 Sea X ′ = {x1, x2, ..., xk} ⊆ X el conjunto de los k vectores de
decisio´n, donde X es el espacio de decisio´n. La funcio´n S(X ′) da el volumen de la
unio´n de los politopos p1, p2, ..., pk donde cada pi esta´ formado por la interseccio´n
de los siguientes hiperplanos derivados de xi, junto con los ejes: para cada eje en
el espacio objetivo, existe un hiperplano perpendicular al eje, el cual pasa por el
punto (f1(xi), f2(xi), ..., fn(xi)). En el caso de dos dimensiones, cada pi representa
un recta´ngulo definido por los puntos (0, 0) y (f1(xi), f2(xi)).
En la Figura 5.2 se ilustra la me´trica SSC.
Observemos que a mayor valor de SSC, la aproximacio´n del frente de pareto
es mejor.
Medida de cobertura entre dos conjuntos
Esta me´trica fue´ propuesta por Zitzler y Thiele [43]. En esta medida compara
dos conjuntos A y B de soluciones no dominadas, de forma que el valor C(A,B)
permite calcular mediante la ecuacio´n 5.1 , el porcentaje de soluciones de B que son
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Figura 5.2: Gra´fica en el espacio objetivo para calcular la me´trica SSC
de´bilmente dominadas por al menos una solucio´n de A.
C(A,B) =
|b ∈ B|∃a ∈ A, a  b|
|B| (5.1)
donde |B| representa el nu´mero de soluciones contenidas en B. Observemos
que cuando C(A,B) = 1, todas las soluciones de B son de´bilmente dominadas por
las de A. Si C(A,B) = 0, ninguna solucio´n de B es de´bilmente dominada por las de
A.
Dado que C(A,B) no es necesariamente igual a 1 − C(A,B), es necesario
calcular siempre C(A,B) y C(B,A). Adema´s, hay casos particulares en los que
C(A,B) no puede diferenciar los conjuntos A y B, como se muestra en la Figura
5.3.
5.3 Algunos Frentes de Pareto o´ptimos para
instancias de Solomon
Recordemos que el problema que queremos resolver, como esta´ planteado en
el cap´ıtulo 3, consiste en minimizar dos objetivos: la distancia total recorrida y el
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Figura 5.3: Problema en el uso de la me´trica C: C(A,B) = C(B,A) = 3
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balanceo de las rutas, esto es
min z1 =
∑
iV
∑
jV j 6=i
cijxij
y
min z2 = Lmax − Lmin.
Y que para determinar la frontera eficiente descrita en la seccio´n 3.5 del cap´ıtulo
3 se utilizo´ el me´todo de sumas ponderadas, donde la funcio´n objetivo para cada una
de las combinaciones lineales esta dada por:
z = αz˜1 + (1− α)z˜2,
y los valores de α var´ıan en el intervalo (0, 1). Entonces para cada instancia se
esta´n realizando 10 ejecuciones, esperando obtener a lo ma´s 10 puntos de la frontera
eficiente.
Las instancias de prueba se han ejecutado en una PC con procesador Pentium
4 con 3 GHz y 1 GB RAM, bajo Windows 2000. El co´digo ha sido compilado usando
Visual C++ 6.0. Las soluciones o´ptimas fueron encontradas con el solver comercial
Cplex 11.1 (http://erdos.stanford.edu/cplex/).
En la Tabla 5.1 se muestran los valores obtenidos para la instancia C101 con
25 clientes, graficada del lado derecho de la misma, donde el eje de las coordenas x
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representa el objetivo de la distancia total recorrida y el eje de las coordenadas y
representa el objetivo del balance de tiempo de las rutas.
Obj1 Obj2
191.3 233.4
283.4 40.6
227.9 44.7
198.1 61.4
Tabla 5.1: Frente de Pareto para la instancia C101
Otro ejemplo de los resultados obtenidos de forma exacta, se ilustra en la Tabla
5.2 para la instancia R101, en el que se obtienen cinco soluciones del frente de pareto.
Note que se obtienen pocos puntos del frente de pareto. En el Ape´ndice [?] se
muestran los resultados obtenidos para las instancias de Solomon del tipo C1. Sin
embargo debido, a la complejidad del problema, no fue posible en todos los casos
encontrar los frentes de Pareto o´ptimos, por lo que se procedio´ a dar un l´ımite de
tiempo de dos horas a cada uno de los diez problemas que se resuelven para cada
instancia.
5.4 Experimentos par evaluar la Metodolog´ıa I
5.4.1 Ajuste de para´metros
Para la metodolog´ıa I, los para´metros a ajustar considerados son:
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Obj1 Obj2
617.1 108.7
692.5 46.7
681.2 47.9
651.9 56.1
617.8 86.3
Tabla 5.2: Frente de Pareto para la instancia R101
RefSEtSize: El taman˜o del conjunto de referencia, en el que se probaron los
valores de: 8, 10 y 12.
PopSize: El taman˜o de la poblacio´n inicial, el cual se tomara´ igual a 100 o´ 200.
Para estudiar el comportamiento de los para´metros anteriores, estos fueron
combinados obteniendo un total de 6 combinaciones con las que se resolvieron las
siguientes instancias:
1. C101
2. C102
3. C201
4. C202
5. R101
6. R102
7. R201
8. R202
9. RC101
10. RC102
11. RC201
12. RC202.
Realizamos para cada instancia 10 repeticiones. Para que posteriormente se
aplicaran las me´tricas ya descritas y tener para cada combinacio´n la mejor iteracio´n.
Por ejemplo, para la instancia R101 en la Figura 5.4 se grafica la mejor iteracio´n
para cada combinacio´n de para´metros.
Cap´ıtulo 5. Experimentacio´n Computacional 63
Figura 5.4: Comparando el FP o´ptimo con las aproximaciones obtenidas con la
metodolog´ıa I para R101
Observamos en la Tabla 5.4.1, que la mejor combinacio´n de para´metros en
promedio es cuando PopSize = 200 y RefSetSize = 8. Pues observemos que
en promedio el mayor nu´mero de puntos obtenidos es al considerar el taman˜o de la
poblacio´n de 200 y el conjunto de referencia de 10 elementos. Sin embargo, al observar
el valor del SSC tenemos que el mayor valor lo obtenemos con la combinacio´n de
para´metros (200, 8), y dado que la diferencia en promedio al comparar el nu´mero
de puntos obtenidos con la combinacio´n (200, 10) no es grande, entonces le damos
mayor peso al SSC.
Es siguiente proceso es comparar la aproximacio´n obtenida para cada instancia
obtenida al aplicar la metodolog´ıa I contra la mejor aproximacio´n que se obtenga
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Combinacio´n de Para´metros Nu´mero de Puntos SSC
(PopSize, RefSetSize)
(100, 8) 6.167 0.654
9.690 0.057
(200, 8) 6.417 0.742
14.218 0.034
(100, 10) 6.333 0.702
15.090 0.046
(200, 10) 6.667 0.659
16.872 0.032
(100, 12) 5.667 0.681
8.254 0.037
(200, 12) 6.667 0.658
15.472 0.037
Tabla 5.3: En la primer fila se muestra el promedio y varianza (segunda fila) de las
combinaciones de para´metros para la metodolog´ıa I
aplicando la segunda metodolog´ıa. Estos resultados se muestran en la u´ltima seccio´n
de este cap´ıtulo.
5.5 Experimentos para evaluar la Metodolog´ıa
II
5.5.1 Ajuste de para´metros
Las variaciones en el desemplen˜o de la Metodolog´ıa II esta´n relacionadas a los
valores de los siguientes para´metros:
PopSize: Taman˜o de la poblacio´n inicial, el cual se tomara´ igual a 100 o´ 200.
max n iter commitment: Nu´mero de iteraciones para la bu´squeda local
compromiso. Se probaron los valores de 5 10 y 15 iteraciones.
(alpha1, alpha2): Son los pesos que se dan para la combinacio´n lineal de
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la funcio´n compromiso utilizada en el constructivo de Potvin. Las parejas
consideradas son: a = (0.25, 0.75), b = (0.5, 0.5) y c = (0.75, 0.25).
Para estudiar el comportamiento de los para´metros anteriores, se combinaron
sus posibles valores y con cada una de las 18 combinaciones resultantes se resolvieron
las siguientes instancias:
1. C101
2. C102
3. C201
4. C202
5. R101
6. R102
7. R201
8. R202
9. RC101
10. RC102
11. RC201
12. RC202.
Para cada una de las instancias se realizaron 10 repeticiones. Para ejemplificar,
en la Figura 5.5 se han graficado las 10 iteraciones, enumeradas de 0 a 9, para
la instancia R101 con la combinacio´n de para´metros: PopSize = 100, alpha1 =
0.25, alpha2 = 0.75, max iter commitment = 5. Ahora bien, debemos elegir la
mejor de estas iteraciones, gra´ficamente no siempre resulta fa´cil, por ello es que
aplicamos las me´tricas de comparacio´n definidas anteriormente.
Siguiendo con la instancia R101, los valores arrogados por las me´tricas se
observan en la Tabla 5.4, donde la primera columna aparece el nu´mero de la iteracio´n,
despue´s aparece el Nu´mero de puntos y SSC.
Si elegimos la aproximacio´n del frente de Pareto con el mayor nu´mero de
puntos, de acuerdo a la tabla anterior, las aproximaciones a elegir ser´ıan la iteracio´n
5 o 9, y si adema´s consideramos el mayor valor de SSC tendr´ıamos que la mejor
opcio´n es It 5, lo cual tambie´n se corrobora al considerar la me´trica de cobertura,
que se muestra en la Tabla 5.5:
Para cada una de las instancias de prueba, se aplicaron las mismas me´tricas
para determinar la mejor de las 10 iteraciones. La informacio´n completa se encuentra
en el Ape´ndice B.
Cap´ıtulo 5. Experimentacio´n Computacional 66
Figura 5.5: Ejemplo de la combinacio´n de para´metros para la instancia R101
Siguiendo con nuestro ejemplo, en la la Figura 5.6 estamos graficando, para
la instancia R101, el frente aproximado obtenido por la mejor iteracio´n para cada
combinacio´n de para´metros versus el Frente de Pareto O´ptimo (FPO) . Observamos
que de forma gra´fica no es sencillo decidir cua´l de las aproximaciones es la ”mejor”.
Entonces, para determinar la mejor combinacio´n de para´metros, volvemos a
aplicar las me´tricas: SSC y nu´mero de puntos a cada instancia. Obteniendo que
la mejor combinacio´n de para´metros es: PopSize = 200, alpha1 = 0.5, alpha2 =
0.5, max iter commitment = 10. En la Figura 5.7 observamos la aproximacio´n con
los mejores para´metros para la instancia R101 y el frente de Pareto o´ptimo.
Con los para´metros ajustados, lo siguiente es establecer los componentes que
sera´n aplicados finalmente en la metaheur´ıstica propuesta, antes de encontrar la
mejor aproximacio´n para cada uno de las instancias de prueba. En la siguiente seccio´n
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Instancia Nu´mPtos SSC
It0 5 0.873058
It1 6 0.900778
It2 4 0.859537
It3 4 0.768128
It4 5 0.728159
It5 7 0.929795
It6 4 0.912771
It7 5 0.82331
It8 3 0.890819
It9 7 0.894705
Tabla 5.4: Me´tricas para la instancia R101 y para´metros PopSize = 100, alpha1 =
0.25, alpha2 = 0.75, max iter commitment = 5
se mostrara´n los resultados obtenidos.
5.5.2 Componentes ajustadas
Una vez definidos los para´metros, otro estudio importante que se realizo´ para
la aplicacio´n de la metodolog´ıa a todas las instancias de prueba, fue´ definir las
bu´squedas que se iban a implementar para la mejora de las soluciones. Recordemos
que las bu´squedas definidas en la seccio´n 4.3 del cap´ıtulo 4, son:
1. LocalSearchDistance();
2. LocalSearchTimeBalance();
3. LocalSearchDistance();
4. for(k = 0; k < max_iter_commitment; k++)
LocalSearchCompromise();
El ana´lisis realizado consistio´ en determinar si la aplicacio´n de la bu´squeda
compromiso y/o el proceso de combinacio´n es estad´ısticamente significativa en la
calidad de la aproximacio´n del frente de Pareto obtenido.
Las combinaciones que se estudiaron en este ana´lisis de componentes han sido:
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C(Iti, Itj) It0 It1 It2 It3 It4 It5 It6 It7 It8 It9
It0 0 0.333333 0.75 1 1 0.142857 0 0.8 0.333333 0.571429
It1 0.4 0 1 1 1 0.142857 0.25 0.8 0 0.714286
It2 0.2 0 0 0.75 1 0 0 0.6 0 0
It3 0 0 0 0 0.6 0 0 0 0 0
It4 0 0 0 0 0 0 0 0 0 0
It5 0.4 0.5 1 1 1 0 0.5 1 0.333333 1
It6 0.4 0 1 1 1 0.142857 0 0.8 0 0.571429
It7 0 0.166667 0 0.5 1 0 0 0 0 0
It8 0.4 0 1 1 1 0 0.25 0.8 0 0.714286
It9 0.4 0.166667 0.75 0.75 1 0 0 0.8 0 0
Tabla 5.5: Matriz de cobertura para la instancia R101
LSC C: Aplicar ambos procesos, bu´squeda local compromiso y combinacio´n.
NLSC C: Aplicar el proceso de combinacio´n pero no la bu´squeda compromiso.
LSC NC: Aplicar la bu´squeda compromiso pero no la combinacio´n.
donde, LSC es LocalSearchCompromise(); NLSC: No LocalSearchCompro-
mise(); C: Combination y NC: No Combination.
Los resultados que obtuvimos al aplicar los procesos anteriores a las instancias
de prueba con 25 clientes fueron:
Nu´m de puntos SSC
LSC C 10.464 0.853
34.326 0.012
LSC NC 10.536 0.863
35.999 0.012
NLSC C 9.375 0.826
24.566 0.016
Tabla 5.6: Comparacio´n de los componentes para la metodolog´ıa II. Se muestra el
promedio y desviacio´n esta´ndar de cada uno.
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Figura 5.6: Comparando el FP o´ptimo con las aproximaciones obtenidas con la
metodolog´ıa II para R101
En la Tabla 5.6 se muestra el promedio (en la primera fila) y la desviacio´n
esta´ndar (segunda fila) para las me´trica: Nu´mero de puntos y SSC para las tres
combinaciones aplicadas a las 56 instancias de Solomon de 25 clientes. Observamos
que LSC C y LSC NC obtienen respecto a NLSC C los mejores valores para
ambos casos. A pesar de que las medidas anteriores muestran que es mejor
aplicar combinacio´n pero no aplicar la bu´squeda local compromiso (NLSC C), si
observamos ambos valores no son muy diferentes a los obtenidos si aplicamos ambos
componentes. veamos ahora que si aplicamos la me´trica de Cobertura estas dos,
obtenemos:
LSC C NLSC C
LSC C 0 0.48
NLSC C 0.13 0
Lo cual nos muestra que en promedio LSC C tiende a dominar a los puntos
eficientes encontrados por NLSC C.
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Figura 5.7: Comparando el Frente de Pareto O´ptimo (FPO) con la aproximacio´n
obtenida con la metodolog´ıa II, para la instancia R101.
Por lo tanto, podemos concluir que al aplicar la bu´squeda local compromiso
y la combinacio´n obtenemos puntos eficientes que tienden a dominar a los puntos
obtenidos si quita´semos alguno de los dos componentes, adema´s que en promedio
obtenemos casi el mismo nu´mero de puntos eficientes en ambos casos. Por
consiguiente decidimos aplicar ambos componentes en la metodolog´ıa.
Una vez definido los para´metros y definido los componentes que sera´n utilizados
en la metodolog´ıa, se resolvieron todas las instancias de prueba. En la siguiente
subseccio´n se mostrara´n los resultados obtenidos.
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5.5.3 Aproximaciones del Frente de Pareto
Resumiendo, los para´metros y componentes que sera´n aplicados a la
metaheur´ıstica propuesta, son PopSize = 200, alpha1 = 0.5, alpha2 =
0.5, max iter commitment = 10 y LocalSearchCompromise(), CombinarSoluciones.
En la siguiente seccio´n se comparan de forma gra´fica alguno de los resultados
obtenidos para las metodolog´ıas propuestas.
5.6 Comparacio´n de metodolog´ıas
Ahora para comparar los resultados que se han obtenido en las instancias de
prueba. En la Figura 5.8 se ejemplifica la comparacio´n de la aproximacio´n del frente
de Pareto por cada una de las metodolog´ıas propuestas, observamos que sin recurrir
a las me´tricas la metodolog´ıa II obtiene mejores resultados.
Figura 5.8: Comparando la aproximacio´n obenida por cada metodolog´ıa para la
instancia R101
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Lo anterior se observa todos los casos, por lo que basta el me´todo gra´fico para
optar por la metodolog´ıa II.
Cap´ıtulo 6
Conclusiones y trabajo futuro
6.1 Conclusiones
En este trabajo se han propuesto dos metodolog´ıas de solucio´n basadas en
te´cnicas metaheur´ısticas. La primera esta´ basada en la metodolog´ıa de la Bu´squeda
Dispersa (SS) con una construccio´n inicial secuencial. La segunda metodolog´ıa esta
basada en una Bu´squeda Dispersa Multiobjetivo, cuya construccio´n inicial se realiza
en paralelo, se ha tomado la idea propuesta por Caballero y Molina [9], realizando
bu´squedas enlazadas, lo cual ha dado muy buenos resultados ha nuestro problema,
ya que en instancias pequen˜as podemos observar de forma gra´fica que obtenemos
puntos sobre el frente de Pareto Real.
Se realizaron diversos experimentos computacionales para combrobar la
eficiencia y precisio´n de los algorimos propuestos al problema bi-objetivo bajo
estudio.
Despue´s de los resultados mostrados en el cap´ıtulo 5 y tomando encuenta toda
la experimentacio´n que se ha llevado a cabo para ambas metodolog´ıas, podemos
concluir que la metodolog´ıa II propuesta logra mejores resultados que la primera.
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6.2 Trabajo a futuro
Ahora nos queda como trabajo a futuro, comparar las soluciones que
actualmente lleva a cabo la empresa con soluciones que se obtengan al aplicar la
metodolog´ıa II, ya que por cuestio´n de tiempo ya no fue´ posible incluirlas en este
trabajo.
Ape´ndice A
Frentes de Pareto O´ptimo para
algunas instancias de prueba
En este Ape´ndice se muestras los Frentes de Pareto O´ptimos obtenidos al
aplicar el modelo matema´tico propuesto en el cap´ıtulo 3.
En la Tabla A.1 se muestran los Frentes de Pareto obtenidos para las instancias
de Solomo´n del tipo C1, el orden en que se muestra la informacio´n es: nombre de la
instancia, valor de la funcio´n objetivo 1, valor alcanzado de la funcio´n objetivo 2 y
finalmente el GAPrelativo.
Obj1 Obj2 GAPrelativo
C101 191.3 233.4 0
283.4 40.6 0
227.9 44.7 0
198.1 61.4 0
C102 190.3 387 0
457.9 0.6 1
255.8 0.6 0.5073
236.8 4.1 0.341032
235.6 4.8 5.1e-5
225.2 14.5 6.02e-5
222.1 17.8 0
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Obj1 Obj2 GAPrelativo
202.5 46.6 0
201.4 52.1 0
C103 190.3 387 0.093
496.3 3.6 1
235.6 0.5 3.3578
234.8 0.7 2.025
234.8 0.7 1.719
210.6 24.1 1.66
198 39.2 1.412
194.9 65.9 2.39
C104 186.9 296.4 0.1877
600 3.1 1
243.7 0.2 4.877
241.9 0.5 2.346
239.1 0.5 2.051
231.7 2 2.022
194.1 38 1.99
C105 191.3 233.4 0
511.9 0.4 1
236.2 0.6 0
199.3 24.8 0
C106 191.3 233.4 0.079
298.8 27.6 0
265.7 27.6 0
198.1 64.9 0
194.6 114.2 0
C107 191.3 233.4 0
494.8 8.5 1
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Obj1 Obj2 GAPrelativo
198.1 9.1 2.07
C108 191.3 233.4 0
536.5 2.5 1
286.1 0.1 1.09
235.1 3 0.55
201.4 9.3 0
198.1 20.6 0
C109 191.3 233.4 0
530 8 1
240.5 0.3 1.17
235.3 1 2.48
227.8 7.4 1.42
Tabla A.1: Frente de Pareto para las instancias de
Solomon del tipo C1
Adema´s de estas, tambie´n se tiene la informacio´n del resto de las instancias,
sin embargo no se muestran en este ape´ndice, pero esta informacio´n esta disponible.
Ape´ndice B
Definicio´n de para´metros
En este Ape´ndice se muestra la mejor iteracio´n de cada una de las instancias
de prueba para la definicio´n de los para´metros, lo cual se resume en la Tabla
B.1, en la primer columna se muestra el nombre de la instancia (por ejemplo
C101 5a, indica que es la instancia de Solomon C101, max iter commitment = 5 y
(alpha1, alpha2) = (0.25, 0.75)), la segunda columna nos indica la mejor iteracio´n
cuando PopSize = 100 y la tercer columna muestra la mejor iteracio´n para
PopSize = 200:
Taman˜o de la Poblacio´n
Instancia 100 200
C101 5a 4 7
C101 5b 0 0
C101 5c 5 8
C101 10a 6 6
C101 10b 9 1
C101 10c 8 0
C101 15a 2 7
C101 15b 1 7
C101 15c 6 3
C102 5a 3 3
C102 5b 7 6
C102 5c 7 7
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Taman˜o de la Poblacio´n
Instancia 100 200
C102 10a 5 8
C102 10b 0 0
C102 10c 5 3
C102 15a 4 1
C102 15b 1 1
C102 15c 7 6
C201 5a 1 1
C201 5b 9 3
C201 5c 0 4
C201 10a 0 0
C201 10b 2 0
C201 10c 2 0
C201 15a 8 0
C201 15b 2 0
C201 15c 0 0
C202 5a 3 4
C202 5b 0 0
C202 5c 3 2
C202 10a 0 3
C202 10b 7 3
C202 10c 9 7
C202 15a 1 9
C202 15b 3 8
C202 15c 4 1
R101 5a 5 2
R101 5b 5 7
R101 5c 7 4
R101 10a 6 4
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Taman˜o de la Poblacio´n
Instancia 100 200
R101 10b 6 7
R101 10c 4 2
R101 15a 7 9
R101 15b 0 7
R101 15c 5 8
R102 5a 9 6
R102 5b 4 0
R102 5c 9 7
R102 10a 8 2
R102 10b 6 5
R102 10c 8 8
R102 15a 4 7
R102 15b 7 7
R102 15c 0 0
R201 5a 8 2
R201 5b 6 6
R201 5c 4 4
R201 10a 5 5
R201 10b 4 7
R201 10c 1 6
R201 15a 0 9
R201 15b 1 3
R201 15c 4 8
R202 5a 5 2
R202 5b 9 9
R202 5c 2 1
R202 10a 1 4
R202 10b 0 6
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Taman˜o de la Poblacio´n
Instancia 100 200
R202 10c 3 0
R202 15a 4 2
R202 15b 1 5
R202 15c 0 1
RC101 5a 1 7
RC101 5b 4 2
RC101 5c 2 4
RC101 10a 8 7
RC101 10b 8 6
RC101 10c 4 5
RC101 15a 8 5
RC101 15b 6 1
RC101 15c 1 7
RC102 5a 0 1
RC102 5b 6 8
RC102 5c 1 0
RC102 10a 3 9
RC102 10b 0 9
RC102 10c 7 1
RC102 15a 7 5
RC102 15b 1 8
RC102 15c 4 0
RC201 5a 7 5
RC201 5b 1 2
RC201 5c 9 7
RC201 10a 5 8
RC201 10b 1 3
RC201 10c 1 4
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Taman˜o de la Poblacio´n
Instancia 100 200
RC201 15a 0 0
RC201 15b 8 6
RC201 15c 7 3
RC202 5a 3 8
RC202 5b 1 2
RC202 5c 9 3
RC202 10a 6 6
RC202 10b 4 9
RC202 10c 1 9
RC202 15a 5 5
RC202 15b 2 6
RC202 15c 2 4
Tabla B.1: Mejor iteracio´n para cada combinacio´n de
para´metros
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