Abstract. We study the rotational structures of aperiodic tilings in Euclidean space of arbitrary dimension using topological methods. Classical topological approaches to the study of aperiodic patterns have largely concentrated just on translational structures, studying an associated space, the continuous hull of a tiling, here denoted Ωt. In this article we consider two further spaces Ωr and ΩG (the rotational hulls) which capture the rotational properties of the underlying patterns. We develop techniques with which to analyse homotopical and cohomological invariants associated to this approach and demonstrate their computational as well as theoretical utility. We compute the rotational cohomology groups of a variety of examples, including a class of 3-dimensional aperiodic patterns, as well as the periodic tessellations by unit cubes. We show that the classical space group of symmetries of a periodic pattern may be recovered as the fundamental group of our space ΩG, and that it has a natural cover corresponding to the fundamental group of Ωr. We consequently identify a new topological invariant of aperiodic patterns which may be considered as an aperiodic analogue of the space group of a periodic pattern.
Introduction
Space groups, also known as crystallographic groups or Bieberbach groups, capture the symmetries of periodic patterns or tilings in Euclidean space R d . The space group of a particular pattern T ⊂ R d is the subgroup of the full isometry group of R d that fixes T ; such groups have been classical objects both of study and application in Mathematics, Physics and Chemistry since at least the 19 th century. In this article we develop the study of the analogous objects associated to aperiodically ordered patterns, an infinite class of highly structured patterns in R d which includes various well-known examples such as the Penrose Tilings, as well as the objects used to model quasicrystals, materials only discovered at the end of the 20 th century [20] .
Of course it is the very nature of an aperiodic pattern that it is notably short of symmetries. Instead, methods from Topology and Dynamics (see, for example the collection of surveys [13] ) have proved effective in capturing the structural properties that are the appropriate analogues of the symmetries in the periodic examples. Nevertheless, with a few notable exceptions, such as [2, 14, 17, 18, 21, 24] , study to date has largely been confined to the analogue of the translational symmetries for these patterns. This is perhaps surprising as many of the most interesting examples display apparent strong rotational organisation. Indeed, although it is the translational structure that determines in what way the pattern is diffractive, it is precisely the rotational structure that gives rise to the rotational properties of any associated diffraction pattern, the properties that first alerted researchers to consider them as models for quasicrystals.
Very briefly, Topology has traditionally come into the study of aperiodic patterns as follows. To any periodic or aperiodic tiling T , a topological space Ω known as the tiling space or continuous hull, is constructed from the set of translational images of T . The properties of Ω, particularly as seen by tools such as Cech cohomology or K-theory, reveal many key aspects of the translational structure of T : see [12, 19] for a discussion and brief survey of some of the more significant results of this approach. For a periodic pattern, Ω is just a dtorus, and for pertinent reasons this should be thought of as the classifying space of the group Z d of translational symmetries of T ; for an aperiodic example, Ω may be seen as a natural generalisation in that it can realised as a classifying space of a certain associated translation groupoid, an aspect which we shall return to in a further article.
However, considering only the translational structure misses a good deal. For example, in the case of periodic tilings in the plane, it is well known that there are 17 'wallpaper groups' that can act -but the subgroup of translations in all cases is just free abelian of rank 2. In three dimensions, there are over 200
1 'crystallographic groups', but again all translation subgroups of these are isomorphic. In general R d , the rigid symmetries of a periodic pattern are captured by its space group Γ which can always be described as an extension
of the translation subgroup by the finite point group G. For given Z d and G there is usually more than one such possible extension.
Aperiodic patterns have an analogous 'aperiodic point group' which likewise captures richer structure about the pattern than is capable with the purely translationally defined tiling space alone; in the aperiodic case this group can even be infinite, for example it is the group O(2) in the Pinwheel tiling [17] . We define precisely the class of aperiodic tilings considered in Section 2, and introduce the notion of aperiodic point group in Section 3.
Continuing the topological approach, we study this finer structure for aperiodic patterns also by way of an associated topological space, in fact by two such spaces. The first of these is the rotational hull Ω r . Just as Ω, the continuous, or what we shall now refer to as the translational, hull and denote by Ω t can be considered as a certain completion of the space of translates of the pattern, the rotational hull Ω r is the corresponding completion of the set of all Euclidean motions of T . The space Ω r has been considered before, but by and large only for 2-dimensional patterns [3, 19, 24] . For the purposes of our topological approach we shall see that it suffices to restrict attention to orientation preserving symmetries (see Remark 2.11) and we will do so until further comment is needed.
Our second space, which we denote Ω G , is the Borel construction (or 'homotopy quotient' of Ω t by G) arising from the action of the (orientation preserving) aperiodic point group G on Ω t ; this space lies at the heart of our analogue of the space group for aperiodic patterns. We formally define the spaces Ω t and Ω r in Section 2 and Ω G in Section 4, where we also relate these three spaces.
The main results of this paper provide an analysis of the algebraic topology of Ω r and Ω G . We consider both homotopical and cohomological viewpoints and present a framework for computation for patterns in any dimension of space R d , d 2, Section 4. The computation of any of these invariants even for the translational hulls is frequently difficult, especially as the dimension d increases: computation for the rotational analogues is typically more complex still. Nevertheless, we are able to present a number of worked examples to demonstrate the practicality of the machinery we develop.
In fact, there is some merit even in applying our approach to periodic examples, and in Section 6.3 we give a complete computation for H * (Ω r ; Z) in the case of the periodic tessellation of R 3 by unit cubes. This is effectively a computation of the cohomology of the 6-manifold of configurations of the cubical lattice in R 3 , and may be of independent interest. This computation then provides the foundation for our final result, the computation of the integral cohomology of the rotational hull of a class of 3-dimensional aperiodic tilings based on decorated cubes, Section 6.4.
The case of rational cohomology is more straightforward, and in Section 6.1 we give for tilings T in all dimensions d 2 a complete description of the rational cohomology H * (Ω r ; Q) in terms of the aperiodic point group G and its action on H * (Ω t ; Q). The case of integral cohomology of planar tilings has already been covered by the second author [24] , and in Section 6.2 we recover the final descriptions of that work via the machinery of the current article.
The homotopy groups associated to aperiodic tilings have been less well studied, though we note the pioneering work of Geller and Propp [10] in the translational context. Although Ω r and Ω G are closely related, here it would seem the latter which is the more fundamental. For a periodic tiling T of R d , we establish in Corollary 5.10 that the fundamental group π 1 (Ω G ) is naturally isomorphic to the the group Γ + of orientation preserving symmetries of T (and in fact the full space group of symmetries of T can be similarly realised with a minor modification of this approach). There is a canonical cover of Γ + (for d = 2 it is a Z cover which keeps track of winding number information of symmetries, and for d > 2 it is a Z/2 cover); in Corollary 5.11 we show that this cover of Γ + is isomorphic to π 1 (Ω r ).
For periodic tilings, recall that all information required to reconstruct the tiling (up to a natural notion of locally defined redecoration) is contained in the space group of symmetries of the tiling. Thus the results above show that for periodic tilings the homotopical study of Ω G and Ω r is tightly linked with the classical study of these tilings through their space groups, giving in turn a further context in which to understand what the cohomology of Ω r tells us about the tiling. We note in particular the article of Hiller [11] which uses related cohomological tools to classify the periodic space groups.
Although there is no immediately apparent analogue of the space group for an aperiodic tiling, the topological spaces Ω G and Ω r are still defined. Because of the pathological nature of these spaces, the classical homotopy groups are not well suited to them, but shape theory provides appropriate replacements via the shape homotopy groups [5, 15] . We thus introduce the 'aperiodic space group' of a pattern as the shape fundamental group (or rather pro-group) of Ω G . This is a natural extension of the notion of space group for a periodic pattern, and like the periodic case the shape fundamental pro-group of Ω r corresponds to the associated cover of the aperiodic space group.
The aperiodic space group thus defined is a new topological invariant associated to tilings, in particular invariant under a natural notion of local equivalence (specifically, under S-MLD equivalence, as defined in [2] , essentially the natural notion of locally defined redecoration). Such invariance together with results relating the shape homotopy groups of Ω t , Ω r , Ω G and, in the periodic case, to the symmetry groups of tilings, are presented in Section 5, where we also give computations and descriptions for several families of aperiodic examples.
Patterns, tilings and their hulls
For the purposes of this article, and for simplicity, the patterns we consider are tilings of R d , d 2, by compact d-dimensional polyhedral subsets. The restriction to polyhedral tilings is not an important one. Other patterns -represented for example by labelled point sets, or tilings of fractal or possibly overlapping tiles -can, given reasonable restrictions, always be represented by polyhedral tilings that are equivalent. More precisely, such a pattern can always be represented by a polyhedral tiling which is S-MLD equivalent to it (see [2] and Definition 2.7 below for details of this equivalence relation).
We follow the standard set-up for discussing aperiodic tilings in R d , and briefly introduce the necessary concepts for the new reader here. Further details may be found, for example, in [19] where there is extended commentary on the underlying ideas.
called tiles, meeting full face to full face, and only ever on boundaries. To distinguish tiles of the same geometric shape further, it is sometimes convenient to also allow each to carry a 'label' or 'colour'. We assume that each tile is congruent (with matching labels), by translation, to one of a finite set of (labelled) polyhedra, the prototiles.
For example, the 'infinite chess board' has two prototiles: a black unit square and a white unit square. The Penrose tiling has 10 prototiles, each congruent (by rotation) to a unit sided rhombus with either a π/5 angled corner, or a 2π/5 angled one, each rhombus occurring in one of 5 possible rotations.
Definition 2.2.
A patch of a tiling T is a finite selection P ⊂ T of tiles from T . The patch of tiles intersecting a closed Euclidean ball of radius r at x ∈ R d is called the r-patch centred at x.
With these definitions, the objects we study include most of the standard examples of aperiodic tilings studied in the literature. Under the conditions stated, the tilings necessarily have translational finite local complexity, that is, for any given radius r, there are up to translation only a finite number of r-patches; we call such a tiling an FLC tiling. Thus we exclude, for example, the Pinwheel tiling [17] : there is good reason for this in that the Pinwheel, whose rotational structure has been well studied already [3, 7] , has an infinite point group; we are concerned here with tilings with finite rotational structure, as defined in the next section.
We introduce the first two tiling spaces considered in this paper. Both use a metric on sets of tilings; in fact there is a considerable choice in the actual metric used and it is the topology they define that really matters, but the key underlying concept is the following. Loosely speaking, two tilings are considered as close if, up to a small perturbation of either, the two agree to a large radius about the origin in R d . For the definitions below, and under our current assumptions about our tilings, it will be enough to take as a 'perturbation' a rigid motion. Thus we take two tilings as close if they agree to a large radius about the origin after a small translation followed by a small rotation of either of them. One can easily make this geometric structure precise by introducing a 'tiling metric' [19] on a given suitable collection of tilings, or a uniformity [23] , which is more canonical and more easily verified as providing the required geometric structure.
Definition 2.3. Given a tiling T , say that another T ′ is locally indistinguishable from it if every patch of tiles of T ′ appears, up to translation, in T . We define the translational hull or tiling space Ω t of T to be the topological space of tilings locally indistinguishable from T , taken with the topology described above.
In fact, the tiling metric or uniformity also provide a notion of a Cauchy sequence of tilings. One may show that Ω t ∼ = T + R d ; that is, the translational hull is homeomorphic to the completion of the space of translates of the tiling T .
Definition 2.4. The rotational hull or rotational tiling space Ω r of T is defined as the space of tilings which, up to a rotation, are locally indistinguishable from T .
Again, this can alternatively be described as a completion: Ω r is the completion of the space of rigid motions of T . Here, and throughout, 'rigid motion' means an orientation preserving isometry of R d .
Remark 2.5. It follows immediately from these definitions that Ω t has a natural R d action, by translation, and Ω r has a natural action by the (positive) Euclidean group of rigid motions: if Φ is a translation, respectively a rigid motion, in R d and T ′ ∈ Ω t , respectively Ω r , then Φ(T ′ ) is also an element of the corresponding tiling space. In particular, Ω r has an action by SO(d). It may readily be checked that these actions are continuous from the definition of the underlying topology.
The issue of when two tilings should be considered 'equivalent' is an important one. A key concept is that of Mutually Locally Derived (MLD) equivalence, and, when we consider rotational structures, its analogue S-MLD equivalence.
Definition 2.6. Given tilings T 1 and T 2 , we say that T 2 is locally derivable from T 1 if there exists some r > 0 for which, whenever Φ is a translation which identifies the r-patch at x of T 1 with that at Φ(x), then Φ also identifies the 1-patch at x of T 2 to that at Φ(x).
Definition 2.7. Given tilings T 1 and T 2 , we say that T 2 is S-locally derivable from T 1 if there exists some r > 0 for which, whenever Φ is a rigid motion which identifies the r-patch at x of T 1 with that at Φ(x), then Φ also identifies the 1-patch at x of T 2 to that at Φ(x).
The choice of radius 1 in these definitions is arbitrary: the point is that to decide how the pattern of T 2 is tiled locally about a point x ∈ R d , one only needs to know the decoration of T 1 to radius r centred at x, up to rigid motion. Thus the local derivation is encoded by a rule for redecorating T 1 to get T 2 which is locally defined, and respecting rotational symmetries for an S-local derivation.
Definition 2.8. If T 2 is locally derivable, respectively S-locally derivable, from T 1 and vice versa, then we call T 1 and T 2 MLD, respectively S-MLD. These are equivalence relations on sets of tilings.
These equivalence relations can be generalised to patterns which are not necessarily polyhedral tilings, and one could incorporate orientation reversing symmetries too if desired. Most tilings currently of interest in the field of aperiodic order are repetitive.
Definition 2.10. A tiling T is repetitive if for each r > 0 there is an R r > 0 such that every r-patch can be found, up to translation, within distance R r of every point x ∈ R d .
Repetitivity ensures that if Ω is the hull of T (translational or rotational), T ′ ∈ Ω and Ω ′ is the hull of T ′ , then Ω = Ω ′ . In general this fails if T is not repetitive.
Remark 2.11. The symmetry structure for tilings considered throughout this paper is mostly confined to orientation preserving symmetries; the reader may reasonably wonder why we do not consider orientation reversing symmetries of our tilings. Certainly extending some of the constructions here to orientation reversing symmetries is of interest, but one of the central focuses of this article is an analysis of the topology of the rotational hull Ω r . Suppose we define Ω s as the corresponding completion but now of all Euclidean motions, orientation reversing as well as preserving. For a repetitive tiling, if every finite patch which occurs in T also has its mirror image occurring in T (up to some rigid motion) then these spaces are equal; if not then Ω s is homeomorphic to the disjoint union of two copies of Ω r , so in either case it suffices to study this space Ω r alone.
Point Groups For FLC Tilings
In this section we set out what it means for a tiling T in R d to have a point group, extending the usual notion from the periodic case. As in the previous section, given a rigid motion Φ we let Φ(T ) denote the tiling given by applying Φ to each tile of T (preserving their labels, if the tiles are labelled). Similarly, given a patch P ⊂ T we can define the patch Φ(P ) ⊂ Φ(T ).
Definition 3.1. We say that a finite subgroup G ≤ SO(d) acts on T by rotations if, for every patch P of T and g ∈ G, we have that g(P ) is also a patch of T , up to translation.
Proof. If T ′ ∈ Ω t then every patch P of T ′ is a patch of T . Since G acts on T by rotations, g(P ) is also a patch of T . It follows that every patch of g(T ′ ) is a patch of T , so g(T ′ ) ∈ Ω t . This is a continuous group action, from the definition of the topology of Ω t .
We would like to define the point group of T to be the maximal subgroup of SO(d) that acts.
There will be such a maximal group, all groups that act are subgroups of the finite group of all rotational symmetries of the set of prototiles, but for general tilings this may not pass to a well defined group shared by all tilings in Ω t , different elements of Ω t may have larger maximal groups acting on them.
Example 3.3. Consider T to be the tiling of R 2 by unit squares, indexed by elements of Z 2 and coloured black or white as follows:
Tile at (x, y) coloured black if |x| = 2 n for n ∈ N white otherwise .
Then the group Z/2 < SO(2) consisting of the identity and rotation by π acts on T , but no larger subgroup of SO(2) does. Nevertheless, in Ω t there is a tiling consisting entirely of white tiles, and the group Z/4 generated by rotation by π/2 clearly acts on this.
Following [24] we may avoid issues related to this by demanding the point group only to be defined if a further condition is satisfied.
Definition 3.4. Say that T has point group G if G acts on T and there exists some r > 0 for which, whenever an r-patch P as well as its rotate g(P ) belong to T up to translation, for some g ∈ SO(d), then g ∈ G.
In the example above, there is no point group defined because although Z/2 is the largest rotation group that acts on T , there are patches P of arbitrarily large radius for which g(P ) is in T for g rotation by π/2. It should be remarked, however, that it is not necessary for Ω t to contain only tilings of the same point group to ensure that the original has well defined point group. For example, tilings such as the next will not be excluded in what is to follow.
Example 3.5. Consider a tiling T of black and white unit squares of alternating concentric rings: a central tile is coloured black, its 8 neighbours are coloured white, their neighbours are coloured black, and so on. Then Z/4 acts on T . However, there are tilings in Ω t of alternating black and white vertical lines of tiles, and similarly ones of horizontal lines. The point group for such tilings is Z/2. More peculiar is that there are also limiting 'corner tilings' in Ω t which do not have a well defined point group at all. Nonetheless, T has well defined point group Z/4 which still acts on Ω t , permuting the 1-periodic tilings and corner tilings between themselves.
Throughout the rest of the article we shall assume that our tilings have point groups; the following simple property of such tilings will be important in the next section in describing the topology of Ω r .
Proof. Taking a patch P at the origin of T 1 ∈ Ω t , we have that P ⊂ T must appear as a translate of a patch from T , and similarly g(P ) ⊂ T 2 must appear as a translate in T . By taking P sufficiently large, we see that g ∈ G.
Propositions 3.2 and 3.6 characterise the point group in terms of the action of rotation on Ω t : suppose that T has point group G and that g ∈ SO(d). If T ∈ Ω t and g ∈ G then g(T ) ∈ Ω t . Conversely, if for some T ∈ Ω t we have that g(T ) ∈ Ω t too then g ∈ G. The same criteria may be used to define the point group for non-FLC tilings. For example, for the Pinwheel the tiling space Ω t , taken as the completion of a translational orbit, is the full rotational hull of all pinwheel tilings, and one should take the point group to be the full rotation group G = SO(2).
Note that for a periodic tiling Ω t consists only of translates of T , so for g ∈ SO(d) we have that g ∈ G if and only if g(T ) is a translate of T . Thus G may be identified with the standard (orientation preserving) point group, i.e., as the quotient of (orientation preserving) symmetries of T modulo translational symmetries. As addressed in Remark 2.11, we restrict our attention to orientation preserving isometries in this article, but of course orientation reversing symmetries may easily be introduced in all of the constructions above.
Remark 3.7. In the case that the tiling has a point group, we can identify it as follows. Let G n be the subset of SO(d) of rotations g such that whenever P is an n-patch then g(P ) is also a patch of T , up to translation. It is easy to show, using FLC, that each G n is finite (indeed, note that the finite set of polyhedral prototiles have at most finite rotational symmetry). Moreover it is evident that each is closed under composition, so each G n is a subgroup of SO(d). They sit as a nested sequence
since if any larger patch has a given rotation, then so must any smaller patch. Since each G n is finite the sequence is eventually constant, so there exists some N for which G m = G n for all m, n N . It is then immediate from Definitions 3.1, 3.4 that T has point group G N .
The next proposition shows that a repetitive tiling cannot be subject to the problems highlighted in Example 3.3.
Proposition 3.8. If T is repetitive then it has a point group.
Proof. Following Remark 3.7, we need to show that T has point group G N , where N is chosen so that G m = G N for m ≥ N . By repetitivity, every N -patch appears in every R-patch for some R > 0. We claim that if P is an R-patch and g(P ) also appears in T for g ∈ SO(d), then g ∈ G N . Indeed, since every N -patch appears in P , every rotate by g of patch of radius N appears in g(P ) and hence in T . So by the definition of G N we have that g ∈ G N and hence T has point group G N . 
Useful fibrations
The action of SO(d) on Ω r is not free, nor is that of G on Ω t . Indeed, what is of interest is that there can be tilings fixed by non-trivial rotational symmetries: it is precisely these which stop Ω r from being the simple product Ω t × SO(d). Topologically, however, it is easier to work with free actions, and a standard way of converting the G-action on Ω t into a free action is to add an additional factor upon which G does act freely.
It turns out to be convenient in many cases to pass to the universal cover Sp(d) of SO(d), and the corresponding lift of G, which we shall denote G. For d = 2, Sp(2) ∼ = R is the infinite cover of S 1 , G ∼ = Z/n for some n ∈ N and the elements of G ∼ = Z can be thought of as rotations by 2πk/n for some k ∈ Z, where rotates differing by a multiple of 2π are distinguished in the lift
in which the right hand square is a pullback. Here Sp(d) is a double cover of SO(d), and we may think of its elements as simply rotations which are also imbued with an extra binary piece of information recording chirality (for example, a 2π rotation of R 3 about an axis does not correspond to the identity, but a 4π rotation does). For d = 3, we have that Sp(3) ∼ = S 3 and the groups G thus act freely on an odd dimensional sphere and so have periodic group cohomology [22] (which need not be true for the original groups G, for example G = A 5 ). More generally, while SO(d) has non-trivial fundamental group, Sp(d) has n th homotopy group π n (Sp(d)) = 0 for n = 1 and 2; this will give us computational advantage later.
The group G still acts on Ω t , and Sp(d) acts on Ω r , in the obvious way via the quotient maps
simply consider g as a rotation, forgetting about the chirality information, then rotate in the usual way.
Consider the action of
. This is clearly a free action, since it is free on the Sp(d) component. In fact, we have the following:
Proof. Denote the equivalence class in the quotient of any (T, s)
The map is clearly surjective, since every element of Ω r is a rotate of some element of Ω t . To show that the map is injective, suppose that
The quotient space is Hausdorff since G is a proper group action; as Ω r is compact f is thus a homeomorphism.
Remark 4.2. In a similar way we have that 
Here BG, etc., denotes the classifying space of the group G. Recall that the set of principal G-bundles over a space X are classified by the homotopy classes of maps f : X → BG: given such a map f , the corresponding G-bundle is the pull back by f of the universal G-bundle, which we write as G → EG → BG. As such, the universal bundle and the spaces BG and EG are only defined up to homotopy equivalence; indeed, given any contractible free G-space E, the quotient E/G gives an example of a BG. The first (and similarly the second) fibration of the corollary may be seen as the pullback of the universal bundle G → E G → B G via the map f : Ω r → B G which classifies the G-bundle of Proposition 4.1 and which we shall also refer subsequently to as the de-looping of the bundle
is (essentially by definition) precisely the action above.
Corollary 4.3 gives the first of our two main fibrations which will allow us to compute. The second is related. We consider the homogeneous space Sp(d)/ G and denote by ζ the quotient map
Equivalently, every tiling T of Ω r is a rotate by some g ∈ Sp(d) of a tiling from Ω t , and Lemma 4.4. Let Q be a discrete group, X be a space with a Q-action and S another such space for which the Q-action is free and properly discontinuous. Then we have a fibre bundle
The action of Q on X × S is the diagonal action. The first map is the obvious inclusion of X into the first coordinate, given by choosing a base point of S, and the second map is projection to the second coordinate.
Proof. Denote the projection (X ×S)/Q → S/Q by θ. Under the stated conditions the quotient ζ : S → S/Q is a covering map, so S/Q possesses a 'good' open covering U . In more detail, for U ∈ U there then exists some open U ⊆ S for which ζ −1 (U ) is the disjoint union q∈Q q U . We define h : Corollary 4.5. We have a fibre bundle
The map θ is given by θ(g(T )) := [g] for T ∈ Ω t and g ∈ Sp(d).
Proof. By Lemma 4.4 we have the fibre bundle
, and the action of G on the product is the one given before Proposition 4.1. The element [x, s] of the quotient is identified with s(T ) ∈ Ω r under the homeomorphism constructed in the proof of Proposition 4.1 and the result follows.
An important underlying perspective in much of the topological analysis of tiling spaces is that of shape theory, and to make use of this perspective it is necessary to have expansions of the spaces studied via 'good' inverse limits of CW complexes, referred to as approximants, 'good' here as usual merely meaning helpful for whatever issue is being studied. Following [3] and in the spirit of [1] we note that the translational hull may be written Ω t = lim ← − K n where the spaces K n , n ∈ N, are defined as Ω t /∼ n for a set of equivalence relations ∼ n on tilings given by
Here B n (0) denotes the closed ball in R d of radius n centred at the origin: essentially, a tiling T 1 ∈ Ω t is defined uniquely by the sequence of increasing patches {T 1 ∩ B n (0)}. Equivalently, Ω t = lim ← − R d /∼ n where R d is decorated with the single tiling T . The same equivalence relations apply also to the rotational tiling space Ω r and we define J n = Ω r /∼ n , and similarly obtain the description Ω r = lim ← − J n .
The fibrations above have analogues at the level of these approximants.
Proposition 4.6. For sufficiently large n there are fibrations
and similarly for Sp(d) and G replaced by SO(d) and G. All maps involved commute in the obvious sense with the forgetful maps between approximants.
Proof. The proofs are the exact analogues of those for the corresponding fibrations of the complete tiling spaces. A point in J n is an n-patch in Ω r , which is a rotation of an n-patch in
We finish this section with the introduction of a further space associated to a tiling T and its rotation group. It will become important in the next section when we consider the homotopy groups of tiling spaces. Recall that for any space X equipped with an action of a group Q, the Borel construction, X Q , or homotopy quotient of X is defined as (X × EQ)/Q where, as before, EQ is any contractible free Q-space. As the space EQ is only defined up to homotopy, so is X Q . Note that if Q is a subgroup of S, then any candidate for ES is also an EQ.
Definition 4.7. Given a tiling T with point group G, define Ω G as the Borel space (Ω t ×EG)/G and Ω G as the Borel space (Ω t × E G)/ G. The approximants K n of Ω t naturally provide approximants for Ω G and Ω G . Indeed, G and G canonically act on each K n (a point of K n corresponds to an n-patch with prescribed origin, the point group acts by rotating such a patch about the origin). So we may take the associated Borel constructions (K n × E)/G and (K n × E)/ G with, say, E = E G. These have obvious 'forgetful maps' between them, induced by those of K n and the identity on the second factors. It is easily verified that their inverse limits are homeomorphic to Ω G and Ω G , respectively.
We summarise the main structures of this section in the following omnibus proposition.
Proposition 4.9.
(1) We have a commutative diagram
in which the vertical columns are fibre bundles, and principal G-bundles for the lefthand two. Following the above replacements the horizontal maps have the obvious description in each case. We take T ∈ Ω t as base point, and choose a base point e ∈ Sp(d). We have a map G → Ω t defined by g → g · T , and a map Sp(d) → ESp(d) defined by s → s −1 · e. The remaining horizontal maps are induced by these two and the diagram is easily seen to commute. The proofs with G replacing G, or the hulls with their approximants, are essentially identical.
Remark 4.10. In earlier work [3, 24] on rotational structures there is a yet further space Ω 0 considered, defined as Ω t /G or equivalently as Ω r /SO(d). We do not discuss this space here, but we do note that Ω G is in some sense a homotopy analogue: whereas Ω 0 is the quotient of Ω t by the G-action, Ω G is the homotopy quotient of Ω t by G; homotopy quotients are more natural to consider in the context of homotopy invariants such as cohomology or homotopy groups.
Homotopy groups
In this section shall use the fibrations introduced above to study and determine the relations between homotopical invariants of the spaces involved. We begin in the general setting, which covers both periodic and aperiodic examples. Then in Subsection 5.2 we specialise to the periodic setting, where it will transpire that the constructed invariants may be identified with the space groups of the given patterns. The final part, Subsection 5.3 addresses the notion of aperiodic space group and demonstrates methods of computing this and related homotopical invariants for aperiodic patterns.
5.1. Homotopy groups for aperiodic patterns. For aperiodic patterns the classical homotopy groups are not appropriate objects to consider, due to the pathological nature of the associated hulls. Instead one should utilise the perspective of shape theory, using the pro-homotopy groups π pro k (−) as replacements. We shall briefly digress to describe the bareminimum framework and definition of these, see [5, 15] for further details, in particular the latter for the full set-up and justification of the formal shape category.
For us, an inverse system of groups or pro-group is a diagram of groups and homomorphisms (structure maps) indexed over the natural numbers of the form
It is useful to consider an individual group G also as a pro-group by representing it as the inverse limit of copies of G with the identity as each of the structure maps. A morphism between two pro-groups, G * and H * , is a sequence of homomorphisms g i : G i → H j(i) , for some monotonically ascending sequence of integers j(i) with j(i) → ∞ as i → ∞, commuting in the obvious way with the structure maps for G * and H * . Such a morphism is level-preserving if j(i) = i for all i; this is not required, but most of our examples will be of this form. Two progroups G * and H * are pro-equivalent if there are morphisms g * : G * → H * and h * : H * → G * whose composites are equal to the structure maps in G * and H * respectively.
We will need to consider exact sequences of pro-groups. For all our purposes we can restrict to level preserving morphisms; in this case a sequence of morphisms
Shape theory considers representations of spaces X in terms of expansions, diagrams of (pointed) CW complexes
satisfying a certain universal property with respect to X. An example of such an expansion would be when a space X is given by the inverse limit X = lim ← − X n , but not all expansions need to be of this form.
The pro-homotopy group of X, denoted π pro k (X), is then the pro-group given by the induced tower
of homotopy groups. Choosing different inverse limit presentations can clearly change the specific components of the inverse system of homotopy groups, and as such one should consider it as only one of many possible presentations of π pro k (X) in the corresponding pro-category of groups, but all such presentations will be pro-equivalent.
More generally, shape theory considers a notion of shape equivalence of expansions. Loosely speaking, two spaces will shape equivalent if there are morphisms of the expansions of the spaces which change the component CW complexes and structure maps only by homotopies. Clearly two shape equivalent spaces will then share the same pro-homotopy groups, even though the resulting point set inverse limits of their expansions could be vastly different.
Example 5.1. The translational hull Ω t of the one-dimensional Fibonacci tilings may be constructed [1, 6] as an inverse limit involving a single space and structure map
The space Z may be chosen to be homotopy equivalent to W , the one point union of two copies of the circle. Moreover, the structure map is itself a homotopy equivalence (though certainly not a homeomorphism). Thus there is a shape equivalence of Ω t to W , considered as having the constant expansion. I.e., there is a homotopy commutative diagram
where the vertical arrows are homotopy equivalences.
Although Ω t is clearly far from being homeomorphic, or even homotopy equivalent to W , this diagram shows that their pro-homotopy groups are pro-isomorphic. In a similar manner, one may show that Ω t for any Sturmian tiling is shape-equivalent to W , although two such translational hulls are typically not homeomorphic.
The important aspect of this sort of observation for us is that at times it is convenient to change one of our tiling spaces to a shape equivalent, but much simpler one; this will not change the value of any shape invariants we apply, such as Cech cohomology, or pro-homotopy groups, but it can make the underlying topology much easier to manage. We shall see this working in practice later on, such as in Example 5.24.
We turn now to considering the pro-homotopy groups for the tiling spaces associated to our tiling T of interest. For our application, we shall assume that T is used to point the hulls Ω t , Ω r (and Ω G , Ω G , once an arbitrary base point of ESp(d) is chosen), as well as all their approximants. It should be remarked that a change of base points may result in different pro-homotopy groups, related issues are considered in [10] .
Proof. Consider the third column of Proposition 4.9 and deloop to the fibration Ω t × Sp(d) → Ω r → B G. Following Proposition 4.6 this may be expanded as a map of inverse systems
Applying π k (−), the proof follows from π k (B G) ∼ = 0 and π k (Sp(d)) ∼ = π k (SO(d)) for k > 1, the latter by the fact that by definition Sp(d) is the universal cover of SO(d).
Proof. The proof is similar to the above, where we use the right-hand fibrations of Proposition 4.9.
The above two results shows that the higher pro-homotopy groups of the spaces Ω r , Ω G and Ω G are functions only of those of Ω t and the Lie groups SO(d), the latter being closely related to the (unsolved problem of the) higher homotopy groups of spheres π n (S m ).
Remark 5.4. In the periodic case Ω t is a d-torus and thus has no higher homotopy (see Theorem 5.7). The higher pro-homotopy groups for aperiodic tilings are in general more complicated to describe. For an illustration, a dimension d, codimension 1 canonical projection tiling is shape equivalent to a punctured d + 1 torus [6] , (T d+1 − {p}), and we may identify the pro-homotopy groups of the tiling space with the usual homotopy groups of the punctured torus. For d 2, the inclusion i : (T d+1 −{p}) −→ T d+1 gives an isomorphism on π 1 . However, if, like T d+1 , the subspace T d+1 −{p} had all higher homotopy groups zero, the map i would be a homotopy equivalence, by Whitehead's theorem. This is clearly not the case, for example by considering homology in degree d + 1.
To obtain results on the pro-fundamental group of the rotational hull we shall consider the third column of Proposition 4.9, so we first determine the homotopy groups of the homogeneous space Sp(d)/ G.
Proof. We have a covering map Sp(d) → Sp(d)/ G and, since Sp(d) is the universal cover of SO(d), we have that
The final claim follows easily from these two facts. Theorem 5.6. We have a diagram of pro-fundamental groups in which each row is a short exact sequence induced by a fibre bundle of Proposition 4.9.
Proof. The quotient map q : G → G induces a map between the fibre bundles Ω t → Ω G → B G and Ω t → Ω G → BG, with the induced map on π 1 from B G to BG being identified with q. Similarly to the proof of Proposition 5.2, we may expand the spaces of this diagram in a natural way using the approximants of Proposition 4.6. Applying homotopy we obtain the bottom two rows of the above diagram and maps between them, using the fact that π 2 of BG and B G are trivial. We may stitch on the top three terms by considering the map of fibre bundles from the third to fourth column of Proposition 4.9, where we use the fact that π 2 (Sp(d)/ G) ∼ = 0 and ξ : Sp(d)/ G → B G induces an isomorphism in π 1 , by Lemma 5.5.
5.2.
Homotopy groups for periodic patterns. We now apply the above results in the periodic setting. In this case the hulls associated to our patterns are CW complexes (in fact, Ω t is a d-torus and Ω r is a manifold of dimension d + d(d − 1)/2). The pro-homotopy groups may now be replaced with the classical homotopy groups
2
: results of the previous section still apply, but occurrences of π pro k may be replaced with π k .
Proof. This follows directly from Proposition 5.2. Indeed π k (Ω t ) ∼ = 0 for k > 1 since Ω t is a d-torus and thus has trivial higher homotopy.
Remark 5.8. Note that in the case d = 2, this shows that Ω r is an Eilenberg-Mac Lane space, that is π k (Ω r ) ∼ = 0 for k > 1. Therefore, for d = 2, to calculate the cohomology of Ω r is to calculate the group cohomology of π 1 (Ω r ). This fundamental group will be determined in Corollary 5.11.
Recall that Γ, the space group or crystallographic group of a periodic tiling T is the group of all symmetries of T , a subgroup of the full Euclidean group
Let us call the positive space group Γ + the subgroup of all orientation preserving symmetries of T ; it has the standard extension Z d → Γ + → G as the group of translational symmetries of T by the point group G.
Theorem 5.9. We have the following commutative diagram in which each row is a short exact sequence. The top three rows are induced by a fibre bundle of Proposition 4.9. The bottom row is the standard extension of Γ + .
Proof. The upper three rows of the diagram are given directly by Proposition 5.2. So we need only establish the bottom isomorphism of extensions.
2 This follows from the exact sequences associated to taking inverse limits and their first derived functors lim ← − 1 , which will be discussed in the next subsection. When X is a CW complex, and so the tower of approximants may be taken as the constant diagram
The third row of the above diagram is induced the delooping of the principal
where the G-action on the quotient is the one induced, as a subgroup, by Γ + acting on R d by isometries. Let Γ + act on EG by considering only the rotational part of a symmetry, so in particular Λ acts trivially on EG. Hence, we have G-equivariant homeomorphisms
and thus an isomorphism of principal G-bundles:
Writing E := R d × EG we have that Γ + acts freely on the contractible space E. The map f is then just the induced quotient map E/Λ → E/Γ + , so the corresponding map of fundamental groups may be identified with the inclusion Λ ֒→ Γ + .
Corollary 5.10. We have an isomorphism π 1 (Ω G ) ∼ = Γ + , and in fact an isomorphism between the standard extension of Γ + and the extension
Corollary 5.11. The fundamental group π 1 (Ω r ) is uniquely determined as the pullback under the quotient map q : G → G of the standard extension of Γ + to the extension Forgetting the explicit extension, we obtain the following corollary:
Corollary 5.14. For a periodic tiling T in R 2 , the fundamental group is an extension
For a periodic tiling T in R d for d 3, the fundamental group π 1 (Ω r ) is an extension
Remark 5.15. The proof of Theorem 5.9 shows that Ω G ≃ BΓ + , so its higher homotopy groups are trivial. Notwithstanding the comments at the end of Section 3 for why we restrict to orientation preserving symmetries of our tilings, Corollary 5.10 has an immediate analogue for the whole space group Γ. Denote by G ± the extension of the point group G to include reflections which act on T , in the appropriate sense. Then Γ is an extension 0 → Z d → Γ → G ± → 1 and by the same argument as for Theorem 5.9 we obtain π 1 (Ω G ± ) ∼ = Γ.
Aperiodic space groups.
The above results show that the classical space group of a periodic pattern may be described as the fundamental group of Ω G , and the spin cover of the space group as the fundamental group of Ω G or Ω r . As discussed, in the aperiodic setting the fundamental groups of these spaces are not appropriate objects to consider, but we do have the pro-fundamental groups.
Taking the inverse limit of an inverse system of groups defines a functor from the category of pro-groups to the category of groups. Applied to the tower representing π pro k (X), we denote the inverse limit by π ← − k (X) := lim ← − π k (X n ); these are shape invariants of X [15] which we call the shape homotopy groups.
While it is generally more straightforward to describe the inverse limit of a pro-group than the pro-group itself, it contains potentially less information. Moreover, inverse limits in this setting are only half exact functors, and so have first derived functors which we denote π ← −
; in the case of tiling spaces these are the L-invariants L k of [5] . Recall
is only a pointed set; moreover, it is either the one point set 1, or is uncountable [16, Theorem 2] .
The following definition extends he notion of the space group from the classical periodic setting, as seen from the previous subsection.
Definition 5.16. Let T be an aperiodic tiling in R d with point group G and extension G ± that includes reflections where relevant. Define Γ pro , the space pro-group of T as the pro-group π The following extends Corollary 5.14 to the aperiodic setting:
(Ω G ) = Γ + of the orientation preserving aperiodic space group, and is a Z/2-cover SO(d) ). We thus have the following long exact sequence of pro-homotopy groups
Proof. Following Remark 4.8 we have that Ω
It is not hard to verify that the map Ω r → Ω G , whose induced map appears above, may be identified up to homotopy with the corresponding maps of Proposition 4.9, which as mentioned in Proposition 5.3 induce isomorphisms between the higher prohomotopy groups. Since π 1 (SO(d)) ∼ = Z for d = 2 and π 1 (SO(d)) ∼ = Z/2 for d > 2, the above gives the desired short exact sequence after passing to inverse limits.
Just as in the periodic case, we would like to have that the (positive) space pro-group is an extension of the point group by the shape fundamental group of Ω t , which in the periodic case corresponds to the lattice of translations. Thus in the pro-category, we have directly from Theorem 5.6
Corollary 5.19. There is a short exact sequence of pro-groups
However, upon passing to limits, we obtain the following 5 term exact sequences; these follow by applying inverse limits to Propositions 5.2, 5.3 and Theorem 5.6.
and the L k invariants of Ω t , Ω G , Ω G and Ω G all agree. In degree 1 we have the following commutative diagram
in which each five term row is exact.
Using similar techniques and considering the fibration Ω t → (Ω t ) G ± → BG ± , we also have an exact sequence
for a general aperiodic pattern.
Thus the space group will be an extension of π ← − 1 (Ω t ) by the point group precisely when the appropriate ∂ map of the above 5-term exact sequences is the trivial map; similarly for orientation preserving and Ω r cover cases. Certainly this will hold when, for example the L 1 -invariant for Ω t is trivial.
Example 5.21. By [9] the translational hull Ω t of a rational projection method tiling in R d is stable, in the sense [15] , i.e., that it is shape equivalent to a finite CW complex. Thus the L 1 -invariant of Ω t is trivial and we have short exact sequences
When a translate of T realises the whole point group as its group of symmetries, we may also deduce that the ∂ maps of Proof. Although it need not be true that a change of base points preserves the pro-homotopy groups of the hulls, it is easily verified that changing base point by a translate defines natural isomorphisms between them. So without loss of generality we take T ′ = T .
Take a path ζ ′ (g)
This also defines based loops ζ n (g) in the approximants J n , given by rotating in the approximant according to ζ ′ (g); these are loops since T is assumed to be preserved under rotation by g. By construction these loops are preserved under application of the forgetful maps J n → J n−1 , so the sequence (ζ n (g)) defines an element of π ← − 1 (Ω r ). Each has trivial translational part, in the sense that each may be written as the loop t → [b n , ζ ′ (g)(t)], where we identify J n ∼ = (K n × Sp(d))/ G (for sufficiently large n) and b n is the base point of K n corresponding to T . By construction, the map θ * : π ← − 1 (Ω r ) → G at the approximant level sends each such loop to g ∈ G, so g is in the image of θ * , and by exactness the kernel of ∂ ′ .
In the case where T has full symmetry group G, it is not hard to verify that the map g → (ζ n (g)) n ∈ π ← − 1 (Ω r ) is a homomorphism, defining a splitting of the short exact sequence. The proofs for the other exact sequences are analogous.
It is tempting to conjecture that the above theorem still holds when the assumption that T ′ is a translate of T is replaced with T ′ only being an 'almost translate' of T , that is with T ′ ∈ Ω t . However, we have heuristic reasons to believe that one should not expect for such a result to hold, although as yet do not have a full counter-example to the claim.
We finish this section with a couple of example computations of aperiodic space groups:
Example 5.23. Consider canonical codimension 1 projection tilings in R d whose tiles are formed by projecting the d-skeleton of the unit cubical tessellation with vertices Z d+1 < R d+1 in a strip of the form E + I d+1 , where E is a suitably irrationally positioned d-dimensional hyperplane in R d+1 and I d+1 denotes the unit hypercube. The translational hulls of such patterns, as mentioned in Remark 5.4, are shape equivalent to punctured (d + 1)-tori. In particular the translational and rotational hulls are stable in the sense of [15] , that is, shape equivalent to CW complexes, so their pro-homotopy groups are base point independent.
The projected 1-skeleton has 1-cells of (d + 1) types, one for each direction of edge in I d+1 . The full point group G ± , including orientation reversing symmetries, must permute the corresponding vectors, and their negatives, and it is not too hard to show that non-periodicity implies that in fact G ± ∼ = Z/2, consisting only of the identity and x → −x. Since the latter is orientation preserving if and only if d is even, we have that G ∼ = Z/2 for d even and The following is an example where we can describe completely all the homotopy for a 3-dimensional aperiodic tiling.
Example 5.24. Let S be a symbolic 1-dimensional tiling given by a canonical projection tiling with codimension 1, that is, a cutting sequence of irrational slope, equivalently a Sturmian sequence, but realised as a tiling by unit intervals coloured by two symbols. It is readily checked that the corresponding tiling space Ω S is closed under taking mirror images of sequences. Let F be the aperiodic tiling on R 3 given by cubical tiles decorated as the product of three copies of the 1-dimensional tiling S and write Ω r (F) for its rotational hull. Then π ← − n (Ω r (F)) = π n (SO (3)) for all n > 1 and π
Here F 2 denotes the free group on two generators, and G is the 2-fold covering group of the group G of rotational symmetries of the cube. That the point group of F is the full group of the cube, and that this is split (using Theorem 5.22) follows from the fact that Ω S carries the action of Z/2 given by reflection and, as in the example above, the tiling space is stable and so these constructions are base point independent. The action of G on F 2 ⊕ F 2 ⊕ F 2 is as follows. The group G is generated by permutation matrices
Let us write the generators of the three copies of F 2 as elements a 1 and b 1 , a 2 and b 2 and a 3 and b 3 . The action of G is via its quotient G, and the elements R and D map R :
To see all this, we use the fact that the 1-dimensional tiling space Ω S is shape equivalent to W , the one point union of two circles (for example, see [6] Chapter III), and hence Ω t (F) is shape equivalent to W × W × W . Thus π ← − 1 (Ω t (F)) = F 2 ⊕ F 2 ⊕ F 2 and π ← − n (Ω t (F)) = 0 for n > 1, by the homotopy of W and that homotopy groups take cartesian products to direct sums.
Cohomology
We turn now to consider the Cech cohomology of the rotational hulls Ω r . The fibrations of Section 4
give rise to two Serre type spectral sequences
It is important to note that in both cases, the left hand groups are cohomology with twisted coefficients: there is an action of the fundamental group of the base space (in both cases the group G) on the cohomology of the fibre, and in part it is here that much of the subtlety of the computations arise. Cohomology H * (B G; M ) for any Z G module M can of course be interpreted as group cohomology H * ( G; M ). See [4] for details of group cohomology and its calculation.
Of course both these spectral sequences require knowledge of the more traditional tiling cohomology, H * (Ω t ), as well as the G-action on this object. This is often highly non-trivial, though there are now many techniques that can be effective for individual classes [3, 9, 19 ].
We will not dwell on the closely related cohomology H * (Ω G ), but using the corresponding fibration Ω t → Ω G → BG the same techniques detailed below will yield calculations for these groups as well. Indeed, the arguments for navigating the spectral sequences for specific cases of H * (Ω r ) generally give what is needed for computation of the corresponding H * (Ω G ).
6.1. Rational cohomology. The case of cohomology for Ω r with rational coefficients proves to be significantly more straightforward than the integral problem, for one reason because of the finiteness of G, and hence the vanishing of the group cohomology H n (G; Q) for positive n.
The following result applies to all dimensions d 2, and irrespective of whether the tiling is periodic or aperiodic.
Theorem 6.1. Let T be a tiling in R d with point group G. Then its rational Cech cohomology satisfies
where
Proof. We use the fibration of Corollary 4.3, which runs Ω t × SO(d) → Ω r → BG. The Serre spectral sequence is a spectral sequence computing H * (Ω r ) with E 2 -page
The right hand object is group cohomology with twisted coefficients in the Q-module
The G-action on this is the diagonal one, but note that the action of any subgroup of SO(d) on SO(d) is homotopically trivial (SO(d) is path connected, so given any x ∈ SO(d) and g ∈ G, there is always a path back from g · x to x. Thus
However, for any coefficient G-module M , as G is a finite group, H i (G; M ) for i > 0 is killed by multiplication by |G|. Thus if M is a Q-vector space, H i (G; M ) = 0 for all i > 0. So the E 2 -page of our spectral sequence is non-zero only in the column i = 0. Moreover, as
As there can be no differentials or extension problems with a single column spectral sequence, this completes the proof.
Remark 6.2. A similar argument using the fibration Ω t → Ω G → BG shows that H r (Ω G ; Q) ∼ = H r (Ω t ; Q) G . Likewise, for the space Ω 0 := Ω t /G (equivalently, the quotient Ω r /SO(d)) it is not hard also to show that H r (Ω 0 ; Q) ∼ = H r (Ω t ; Q) G (c.f., [3, Theorem 7] 
and it is not hard to show that the non-trivial element of G acts trivially on H a (Ω t ; Q) for a even, so that H a (Ω t ; Q) G = H a (Ω t ; Q); and by x → −x for a odd, so H a (Ω; Q) G = 0.
Example 6.4. Consider the decorated cube tiling F of Example 5.24. Up to shape equivalence Ω t (F) is the product Π of three copies of W , the one point union of two circles. The group G of rotational symmetries is the group of orientation preserving symmetries of the cube, whose action on the 1-cells are as described in Example 5.24.
Let us name the 1-cells in the three copies of W by {x ij ; 1 i 3, j = 0, 1}. These are the 1-cells of Π; the 2-cells are those products x i 1 j 1 x i 2 j 2 where i 1 = i 2 ; there are twelve of these. There are eight 3-cells, the eight products x 1j 1 x 2j 2 x 3j 3 . As a cell complex, the boundaries all vanish. We get a description of the integral cohomology H * (Ω t (F); Z): in dimensions 0, 1, 2 and 3 it is respectively Z, Z 6 , Z 12 and Z 8 , and is zero in higher dimensions. The cells as described may be taken as generators of these groups. The rational cohomology H * (Ω t (F); Q) is obtained by tensoring with Q.
To compute H * (Ω r (F); Q) we need to determine the G-invariants H * (Ω t (F); Q) G . For each 1 or 2-cell there is a rotation that acts as the involution x → −x, and so there can be no Ginvariant elements of H 1 (Ω t (F); Q) and H 2 (Ω t (F); Q). The degree zero group H 0 (Ω t (F); Q) is necessarily G-invariant, and as G is orientation preserving each top cell x 1j 1 x 2j 2 x 3j 3 maps to itself, and so gives an invariant element of H 3 . Finally, note that H n (SO(3); Q) ∼ = H n (S 3 ; Q) ∼ = Q for n = 0, 3 and is 0 otherwise, so by Theorem 6.1 we obtain
Q for n = 0 Q 9 for n = 3 Q 8 for n = 6 0 otherwise.
6.2.
Integral cohomology of the planar tilings. Integral Cech cohomology should be expected to be a considerably more subtle invariant, as it will see the higher cohomology of the finite group G involved. In this section we restrict to dimension d = 2, for which reasonably complete answers can frequently be given; this is perhaps not least because the only finite subgroups of SO(2) = S 1 are the cyclic ones Z/n. The following, using the techniques of this paper, recover the final results of the second author's work [24] . It applies equally whether the tiling is periodic or not. All cohomology in this section is Cech cohomology with integer coefficients, unless indicated otherwise. Figure 6 .1. Tables of the group cohomologies H n (B G; H k (T 3 ; Z)) (left) and H n (B G; H k (T 3 ; F 2 )) (right). Recall that H k (T 3 ; R) = 0 for k > 3. In the notation 2 denotes the group Z/2 etc. All these are 4-periodic, in the sense that H n (B G; H k (T 3 ; R)) = H n+4 (B G; H k (T 3 ; R)) for all n 1.
6.3. Dimension 3: Configurations of the cubic lattice. We consider here the cohomology of the space Ω r for the case of the periodic cubical tiling in R 3 . A point in this space corresponds to a placement of a (unit) cubical tessellation of R 3 at some specific position relative to the origin and at some specific orientation relative to the coordinate axes. Thus in this case Ω r is a 6-manifold: the translational hull Ω t (for example, the subspace of these tilings with cube sides parallel to the axes) is a 3-torus, and there are a further 3 degrees of rotational freedom.
The computation of H * (Ω r ; Z) runs as follows. The point group G is the group of symmetries of the cube, and the index 2 covering group G of G acts freely on S 3 with a fundamental domain 1/48 th of the sphere. We compute using the fibration T 3 = Ω t −→ Ω r −→ S 3 / G which gives our main spectral sequence
It is important to note that the action of π 1 (S 3 / G) = G on H * (T 3 ; Z) is not trivial, and thus the left hand term (the E 2 -page of the spectral sequence) is 'cohomology with twisted coefficients'. Specifically, it is non-trivial on H n (T 3 ; Z) precisely for n = 1 and 2, where it can be read off directly from the natural action of G on the cubical lattice.
It will turn out that this spectral sequence has 2-torsion, and in order to solve the resulting extension problems we compute in parallel the analogous spectral sequence with F 2 , as opposed to Z, coefficients.
In order to compute H * (S 3 / G; H * (T 3 ; R)) (where R = Z or F 2 ), we first compute the group cohomology H * (B G; H * (T 3 ; R)). By virtue of G being a discrete subgroup of S 3 , this group cohomology is 4-periodic and it can be computed using an efficient resolution of G as described in [22] . We obtain the results as shown in Figure 6 .1.
The groups H * (S 3 / G; H * (T 3 ; R)) may be easily deduced from these calculations using the following lemma.
Lemma 6.8. Let Q be a finite subgroup of S 3 and M a Q-module. Then H n (BQ; M ) ∼ = H n (S 3 /Q; M ) for n = 0, 1, 2. We have that H n (S 3 /Q; M ) ∼ = 0 for n > 3, and for n = 3 we
2 ) (right). As before, 2 denotes the group Z/2, and 4 denotes Z/4. have a long exact sequence:
Proof. As S 3 /Q is a 3-manifold, necessarily its cohomology vanishes in dimensions more than 3. For low dimensions we note that Q is a 4-periodic group and so it has a resolution that is 4-periodic. A model for BQ can be taken with the corresponding cell structure, and S 3 /Q as its 3-skeleton. Denoting by C n the cochain group of BQ in dimension n with M coefficients, we get a short exact sequence of cochain complexes
Here C * (S 3 /Q) is the cochain complex of S 3 /Q with M coefficients, equal to C * for * 3 and 0 for * > 3, and u is the periodicity operator, identifying C n with C n+4 for n 0. The homomorphism i may be identified as that induced by the inclusion S 3 /Q → BQ. The lemma now follows from the resulting long exact sequence: for n < 3 we have 0 → H n (BQ; M )
and finally for n = 3 the exact sequence as stated in the lemma.
From this we deduce the E 2 -pages of the spectral sequences H * (S 3 / G; H * (T 3 ; R)) =⇒ H * (Ω r ; R), as shown in Figure 6 .2.
The computation of H * (Ω r ; Z) now proceeds via these spectral sequences. We use the notation: by E * , * n (R) to mean the n th page of the spectral sequence H * (S 3 / G; H * (T 3 ; R)) =⇒ H * (Ω r ; R), where R is Z or F 2 .
Lemma 6.9. The spectral sequences H * (S 3 / G; H * (T 3 ; R)) =⇒ H * (Ω r ; R) for both R = Z and F 2 have no non-trivial differentials.
Proof. The torus T 3 = R 3 /Z 3 has a natural cell structure inherited from the cube, so, with one 0-cell, three 1 and 2-cells and one 3-cell. This cell structure is preserved under the action of G and so we may consider the subspaces Y n = (X n × S 3 )/ G, n = 0, 1, 2, where X n is the n-skeleton of T 3 with this cell structure. There are then fibrations and inclusions
induced by the inclusions i n : X n → T 3 . We write i * n both for the induced map in cohomology H r (T 3 ; R) → H r (X n ; R), and also for the resulting map of spectral sequences. As i * n : H r (T 3 ; R) → H r (X n ; R) is an isomorphism for r n, and H r (X n ; R) = 0 for r > n, the E 2 -page of spectral sequence for X n → Y n → S 3 / G with R coefficients is equal to the bottom n + 1 rows of that for T 3 → Ω r → S 3 / G and i * n on the E 2 -pages is the resulting projection. Proof. By the previous lemma the spectral sequence E * , * * (F 2 ) collapses and over the field F 2 there are no extension problems. The rank of H n (Ω r ; F 2 ) can thus be read off the E 2 -page, counting the ranks of the groups on the diagonal E a,n−a 2 (F 2 ) to give the result stated. Figure 6 .3. Tables of the group cohomologies H n (B G; H k (Ω t ; Z)) (left) and H n (B G; H k (Ω t ; F 2 )) (right). Recall that H k (Ω t ; R) = 0 for k > 3. The notation is as before, so 2 2 denotes the group Z/2 × Z/2, etc. All these are 4-periodic, in the sense that H n (B G; H k (Ω t ; R)) = H n+4 (B G; H k (Ω t ; R)) for all n 1. Proof. The Lemma 6.9 tells us that E * , * ∞ (Z) = E * , * 2 (Z). Unlike the case of field coefficients there are potential extension problems. However, the case of all extensions being trivial is the only one compatible with the size of the F 2 coefficient result as stated in the previous proposition: any non-trivial extension would lower the rank of the corresponding space H n (Ω r ; F 2 ).
6.4. Dimension 3: an aperiodic example. We conclude with the computation of the full integer cohomology of the Sturmian decorated cube tiling of Examples 5.24 and 6.4. As in Section 6.3, we use the fibration
Here G is still the double cover of the group of symmetries of the cube, but Ω t is shape equivalent to the product of three copies of W , the one point union of two circles. Example 6.4 sets out the cohomology H * (Ω t ; Z) and the G-action.
Computation of group cohomology proceeds analogously to that used in the previous section.
As there, we keep track of both the integer and F 2 coefficient computations, the latter being used to solve our extension problems at the end. The results for H * (B G; H * (Ω t ; R)) are shown in Figure 6 .3. Figure 6 .4. E 2 -pages of the spectral sequences H n (S 3 / G; H k (Ω t ; R)) ⇒ H n+k (Ω t ; R) for R = Z and F 2 respectively. All other rows and columns are zero.
As in the periodic case, we can deduce H * (S 3 / G; M ) from calculations of H * (B G; M ). This allows us to compute the E 2 -pages of the main spectral sequences in Z and F 2 coefficient cohomology, i.e., that for the fibration Ω t −→ Ω r −→ S 3 / G. These are as shown in Figure  6 .4.
Lemma 6.12. The spectral sequences H * (S 3 / G; H * (Ω t ; R)) =⇒ H * (Ω r ; R) for both R = Z and F 2 have no non-trivial differentials.
Proof. The argument is identical to that used in the proof of Lemma 6.9.
Counting ranks now gives the values of H n (Ω t ; F 2 ), which in turn, as in the previous section, shows there to be no non-trivial extensions in the integer cohomology. We obtain 
