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resumo 
 
 
 
 
 
 
 
 
 
 
 
 
O objectivo principal deste trabalho é analisar a linguagem 
genética no contexto dos codões, ou seja, da parte 
codificante dos genes responsável pela produção de 
proteínas. Concretamente, pretende-se decifrar leis gerais 
que governem a tradução do mRNA pelo ribossoma. Para 
esse efeito foram utilizados dados genéticos de duas 
espécies distintas, que partilham todavia o mesmo 
ancestral: Candida albicans e Saccharomyces cerevisiae. 
No presente estudo são empregues diferentes 
metodologias e modelos estatísticos adequados a dados de 
natureza discreta; nomeadamente, Análise de Tabelas de 
Contingência, Análise Classificatória, Análise em 
Componentes Principais, Cadeias de Markov, Análise de 
Zipf, Critério de Informação Bayesiana e Teoria da 
Informação. Com as Tabelas de Contingência, averigua-se, 
do ponto de vista da independência e associação, o 
comportamento de pares de codões ou nucleótidos, 
justapostos ou espaçados. As Análises Classificatória e em 
Componentes Principais permitem estudar, de forma 
exploratória, a preferência de um codão face ao codão 
justaposto e aos seus nucleótidos constituíntes. As cadeias 
de Markov são aplicadas com o objectivo de averiguar a 
adequação do modelo no sequenciamento dos codões. A 
Análise de Zipf visa estimar a respectiva lei e averiguar a 
existência de correlações de longo alcance entre os codões 
sequenciados. Para estimar a ordem da cadeia de Markov 
no sequenciamento de codões é usado o Critério de 
Informação Bayesiana. A Teoria da Informação é aplicada 
com o intuito de obter valores de entropia no conjunto das 
sequências de código. 
Tudo leva a crer que os textos genéticos são estruturas 
bem organizadas, em que existe alguma associação entre 
um dado codão e os símbolos (codões ou nucleótidos) 
justapostos ou espaçados. Esta associação decresce à 
medida que o espaçamento aumenta. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
abstract 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main aim of this work is to analyse the genetic lan-
guage at the codon context. In other words, the coding part 
of the genes responsible for protein production is studied 
with the goal of deciphering general laws which govern the 
mRNA translation by the ribosome. For this purpose, it was 
used genetic data from two species that share the same an-
cestral: Candida albicans e Saccharomyces cerevisiae. 
In this study different methodologies and statistical models 
are employed, namely: Contingency Tables, Cluster Analy-
sis, Principal Components Analysis, Markov Chains, Zipf 
Analysis, Bayesian Information Criterion and Information 
Theory. With the Contingency Tables, we investigate, from 
the independency and association point of view, the behav-
iour of the codon or nucleotide pairs, placed side by side or 
spaced. The Cluster Analysis and Principal Component 
Analysis allow studying, in an exploratory way, the prefer-
ence of a codon relative to its adjacent and its nucleotides. 
The Markov Chains are applied with the goal of investigate 
the fitting of the model in the codon sequencing. The Zipf 
Analysis aims to estimate the respective law and examine 
the existence of long range correlations among sequencing 
codons. The Bayesian Information Criterion is applied to 
estimate the order of the Markov chain in the codon se-
quencing. Finally, the Information Theory is used to obtain 
entropy values for the set of code sequences. 
As a result of this study, we are inclined to think that genetic 
texts are well organized structures, with some association 
between a given codon and contiguous or spaced symbols 
(codons or nucleotides). That association decreases as the 
spacing goes by. 
 
 
Os conhecimentos matemáticos são proposições construídas pelo nosso intelecto de 
modo a funcionarem sempre como verdadeiras, ou porque são inatas ou porque a 
matemática foi inventada antes das outras ciências. E a biblioteca foi construída por 
uma mente humana que pensava de modo matemático, porque sem matemática não 
se fazem labirintos. E, portanto, trata-se de confrontar as nossas proposições 
matemáticas com as proposições do construtor, e deste confronto pode surgir ciência, 
porque é ciência de termos sobre termos. E em todo o caso pára de me arrastar para 
discussões metafísicas. Que bicho te mordeu hoje? 
 
O nome da rosa. Umberto Eco. 
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Contextualizac¸a˜o
A Gene´tica tem sido uma das a´reas de investigac¸a˜o que sofreu um grande desenvolvimento nas
u´ltimas de´cadas, em particular apo´s a descoberta da estrutura do a´cido desoxirribonucleico
(DNA - DeoxyriboNucleic Acid) e da forma como esta codifica as prote´ınas. Na realidade na
u´ltima de´cada, sequenciaram-se mais de 50 genomas. Assim, a uma velocidade exponencial,
ficou dispon´ıvel um grande nu´mero de sequeˆncias de DNA, tendo o mundo da Gene´tica ficado
mergulhado num enorme conjunto de dados sem aparente regularidade.
Recentemente, um pouco por todo o lado, grupos interdisciplinares teˆm estado a realizar
trabalhos de investigac¸a˜o com o objectivo de extrair informac¸a˜o relevante contida no DNA.
Nomeadamente, decifrar leis gerais que governem a traduc¸a˜o, pelo ribossoma, do a´cido ribonu-
cleico mensageiro (mRNA - messenger RiboNucleic Acid). Em Portugal surge na Universi-
dade de Aveiro um grupo interdisciplinar envolvendo matema´ticos, engenheiros informa´ticos,
f´ısicos e bio´logos com vista a contribuir para responder a esta e outras questo˜es relacionadas
com o genoma. O trabalho de investigac¸a˜o esta´ a ser desenvolvido no aˆmbito do projecto,
New bioinformatics tool for genome analysis unvails new rules governing speed and accuracy
of mRNA decoding, financiado pela Fundac¸a˜o para a Cieˆncia e Tecnologia (FCT).
Nesta dissertac¸a˜o e´ dado um primeiro contributo para o projecto; sa˜o consideradas para
o estudo duas espe´cies: Candida albicans e Saccharomyces cerevisiae. O estudo efectuado
reduz-se a` parte do genoma que codifica as prote´ınas, parte para a qual esta´ descoberta a
funcionalidade na estrutura dos seres vivos. No presente trabalho maior atenc¸a˜o sera´ dada
ao contexto dos codo˜es onde a investigac¸a˜o e´ mais escassa.
Primero, foi necessa´rio dominar os conceitos gene´ticos ba´sicos. Por outro lado, perante a
enorme quantidade de dados discretos dispon´ıveis, foi necessa´rio definir objectivos restri-
tos, processar os dados de modo conveniente a` concretizac¸a˜o desses objectivos, encontrar
metodologias estat´ısticas adequadas e fazer uma interpretac¸a˜o matema´tica dos dados.
Nesta introduc¸a˜o apresentar-se-a´ uma contextualizac¸a˜o Biolo´gica no sentido de introduzir
os conceitos gene´ticos com os quais se va˜o trabalhar. Far-se-a˜o correspondeˆncias entre os
termos gene´ticos e poss´ıveis interpretac¸o˜es em terminologia matema´tica a usar. Definir-se-a˜o
os objectivos gerais propostos. Por fim, apresentar-se-a´ resumidamente a organizac¸a˜o desta
dissertac¸a˜o.
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1.2 Conceitos Biolo´gicos
A linguagem gene´tica e´ universal. Todo o ser vivo usa a mesma linguagem gene´tica. Uma
das extraordina´rias revelac¸o˜es dos anos 50, do se´culo passado, foi a demonstrac¸a˜o de que a
“infinita” complexidade das estruturas dos seres vivos e´ devida a` simples combinac¸a˜o de 4
pequenas mole´culas.
A informac¸a˜o gene´tica esta´ contida no DNA. O DNA encontra-se no interior de todas as
ce´lulas, organizado em estruturas a que se chamam cromossomas.
Na composic¸a˜o do DNA entram quatro bases nitrogenadas chamadas de nucleo´tidos, ou
simplesmente, de bases. Estas sa˜o: adenina (A), guanina (G), timina (T) e citusina (C).
Para ale´m dos quatro nucleo´tidos, o DNA e´ composto, lateralmente pelo ortofosfato (a´cido
fosfo´rico) e pela desoxirribose (ver Figura 1.1).
Figura 1.1: Estrutura do DNA e RNA. As unidades lineares de desoxirribose e ortofosfato
correspondem ao sugar phosphate backbone.
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Como e´ vis´ıvel na Figura 1.1, a mole´cula de DNA tem uma estrutura semelhante a` de uma
escada torcida, formando uma espiral. Os nucleo´tidos formam os degraus, estando a adenina
emparelhada com a timina e a guanina com a citusina constituindo uma dupla sequeˆncia de
bases.
O constituinte do DNA a que usualmente se da´ maior importaˆncia e´ a sequeˆncia dos quatro
nucleo´tidos, pois nela esta´ contida informac¸a˜o relativa a caracter´ısticas heredita´rias, sendo
tambe´m necessa´ria para a produc¸a˜o cont´ınua de prote´ınas e consequente sobreviveˆncia dos
seres vivos.
Na sequeˆncia, os 4 nucleo´tidos combinam-se e encadeiam-se como as letras do alfabeto ao lon-
go de um texto sem espac¸os. Assim, faz sentido a atribuic¸a˜o do nome de linguagem gene´tica
ou texto gene´tico ao texto que constituiu o sequenciamento dos nucleo´tidos no DNA, (ver
exemplo de um extrato dum texto gene´tico no Apeˆndice C.1).
A sequeˆncia de nucleo´tidos que constitui o DNA e´ composta por duas partes distintas e com-
plementares, a parte de subsequeˆncias codificadas e a de subsequeˆncias na˜o codificadas. As
subsequeˆncias codificadas consistem no conjunto das partes da sequeˆncia com significado em
termos de produc¸a˜o de prote´ınas. Para as sequeˆncias na˜o codificadas ainda na˜o e´ conhecida
a sua funcionalidade.
Nas subsequeˆncias codificadas, a que se ira˜o chamar simplesmente de sequeˆncias de co´digo ou
co´digo gene´tico, o nu´mero total de nucleo´tidos e´ um mu´ltiplo de treˆs, em que cada terno de
nucleo´tidos constitui o co´digo de um aminoa´cido, isto e´, da unidade proteica na construc¸a˜o
de uma prote´ına. A cada grupo de treˆs nucleo´tidos que codifica um aminoa´cido chama-se de
coda˜o1. Existem sessenta e quatro codo˜es distintos (43 = 64), correspondendo aos sessenta e
quatro arranjos poss´ıveis das quatro bases em grupos de treˆs.
Existe uma correspondeˆncia, que na˜o e´ func¸a˜o, entre codo˜es e aminoa´cidos. O nu´mero de
aminoa´cidos usados pelos seres vivos e´ vinte e o de codo˜es e´ sessenta e quatro. Os codo˜es
TAA, TAG e TGA habitualmente designados na literatura de codo˜es terminais, na˜o codi-
ficam aminoa´cidos, mas sim uma mensagem de terminac¸a˜o da construc¸a˜o da prote´ına. No
entanto, a correspondeˆncia entre os sessenta e um codo˜es na˜o terminais e os aminoa´cidos
e´ uma func¸a˜o na˜o injectiva. Existem va´rios codo˜es que codificam um mesmo aminoa´cido,
os chamados codo˜es sino´nimos. A informac¸a˜o que a chave gene´tica proporciona e´ inferior a`
que potencialmente poderia proporcionar (ver Figura 1.2). Observe-se que, no contexto da
ana´lise de co´digo, a existeˆncia de redundaˆncia e´ uma defesa no sentido de eliminar alguns
erros de traduc¸a˜o.
Existem essencialmente dois tipos de ce´lulas: as eucariontes e as procariontes. A grande
diferenc¸a entre estes dois tipos de ce´lulas e´ o facto das ce´lulas eucariontes terem nu´cleo
definido e as procariontes na˜o terem nu´cleo. As ce´lulas das espe´cies a estudar, Candida albi-
cans e Saccharomyces cerevisiae, sa˜o eucariontes.
O DNA encontra-se no interior de todas as ce´lulas. No caso particular das ce´lulas eucariontes
o DNA esta´ contido no interior do nu´cleo (Figura 1.3). No entanto, a s´ıntese de prote´ınas
da´-se no citoplasma, ocorrendo a transfereˆncia.
O mRNA tem a func¸a˜o de transportar a mensagem gene´tica desde o DNA ate´ ao ponto onde
a mensagem e´ traduzida no citoplasma. A mole´cula de mRNA distingue-se do DNA por ser
uma mole´cula de cadeias simples em que o nucleo´tido timina e´ substitu´ıdo pelo nucleo´tido
uracilo (U) e a desoxirribose pela ribose (ver Figura 1.1).
1Conclusa˜o de George Camow em 1954.
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Figura 1.2: Tabela de correspondeˆncias entre codo˜es e aminoa´cidos.
Figura 1.3: Ce´lula eucarionte legendada.
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Ainda na produc¸a˜o de prote´ınas existem os ribossomas. Os ribossomas sa˜o pequenos
corpu´sculos que se encontram distribu´ıdos por todo o citoplasma com a func¸a˜o de descodi-
ficar o co´digo gene´tico (ver Figura 1.3). Estes corpu´sculos deslocam-se um apo´s o outro ao
longo do mRNA cada um deles com uma prote´ına em fase de s´ıntese, resultante da leitura da
informac¸a˜o contida nas mole´culas de mRNA (ver Figura 1.4). Cada mRNA pode dar origem
a mais do que uma prote´ına.
Figura 1.4: Construc¸a˜o da prote´ına a partir da leitura do sequenciamento dos codo˜es pelo
ribossoma.
Iniciada a leitura da mole´cula de mRNA, e dado um coda˜o fixo da mole´cula, diz-se que o
coda˜o que o antecede esta´ na posic¸a˜o 5’ e o coda˜o que o sucede na posic¸a˜o 3’. A leitura da
mole´cula de mRNA pelo ribossoma e´ feita da posic¸a˜o 5’ para a posic¸a˜o 3’ (ver Figura 1.5).
Figura 1.5: Esquema que explicita o sentido da leitura.
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As sequeˆncias de co´digo, sa˜o sequeˆncias de codo˜es que comec¸am sempre com o coda˜o ATG
(conhecido por coda˜o de iniciac¸a˜o) e terminam com um dos codo˜es terminais.
Cada sequeˆncia de co´digo associada a uma dada prote´ına encontra-se contida num gene. Um
gene conte´m parte codificada e na˜o codificada da sequeˆncia de DNA. Ao conjunto de todos
os genes de uma espe´cie e´ chamado de genoma dessa espe´cie.
1.3 Motivac¸a˜o e Objectivos Gerais
Esta dissertac¸a˜o de Mestrado surge integrada num projecto interdisciplinar de investigac¸a˜o
com o objectivo geral e global de contribuir para a compreensa˜o da estrutura da linguagem
gene´tica ou co´digos gene´ticos.
Uma das questo˜es mais ambiciosas do projecto e´ a decifrac¸a˜o de leis gerais que governam a
traduc¸a˜o do mRNA pelo ribossoma. De agora em diante na˜o se fara´ refereˆncia ao mRNA,
mas ao DNA, pois a informac¸a˜o disponibilizada consiste em sequeˆncias dos nucleo´tidos A, C,
G e T. Na realidade, entre uma cadeia simples de DNA e uma cadeia de mRNA existe uma
aplicac¸a˜o bijectiva entre nucleo´tidos, pelo que as leis que se obtenham para o sequenciamento
de codo˜es no DNA teˆm correspondeˆncia imediata para a sequeˆncia de codo˜es no mRNA.
A parte de DNA a considerar no presente estudo sera˜o as sequeˆncias de co´digo do geno-
ma das espe´cie Candida albicans e Saccharomyces cerevisiae, sendo o principal objectivo
desta dissertac¸a˜o investigar leis no contexto dos codo˜es. Assim, as sequeˆncias de co´digo a
considerar constituem sequeˆncias discretas de sessenta e quatro codo˜es. Os codo˜es de cada
gene esta˜o sequenciados pela ordem de leitura feita pelo ribossoma.
A enorme quantidade de informac¸a˜o contida nas sequeˆncias de co´digo foi inicialmente organi-
zada em tabelas de contingeˆncia de pares de codo˜es justapostos para os dois tipos de leituras,
a 3’ e a 5’, e em totais de frequeˆncias de cada coda˜o.
As Figuras 1.5 e 1.6 em conjunto ilustram o tipo de leitura e a forma como os dados foram
extra´ıdos e organizados em tabelas de contingeˆncia. Outras contagens foram posteriormente
consideradas na ana´lise estat´ıstica, tendo em conta a necessidade emergente do estudo e a
capacidade de resposta do software implementado pelo grupo de informa´tica envolvido no
projecto.
Figura 1.6: Esquema que explicita o modo como foram feitas as contagens.
No estudo a desenvolver utilizar-se-a˜o as tabelas de contingeˆncia relativas a` leitura 3’, por
parecerem de leitura mais natural e sa˜o, por exemplo, de particular interesse na aplicac¸a˜o a
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modelos markovianos.
No DNA, as sequeˆncias de co´digo do genoma na˜o se encontram sequenciadas. Neste estudo
as contagens incluem os codo˜es de todos os genes do genoma. No entanto, as contagens sa˜o
feitas dentro de cada gene individualmente. Na aplicac¸a˜o de algumas ana´lises sera´ necessa´rio
aceitar os dados como provenientes de uma so´ sequeˆncia. Nesse caso, ter-se-a´ de acautelar as
concluso˜es pela falsa hipo´tese de trabalho.
O genoma de uma dada espe´cie e´, segundo os bio´logos, representativo de todos os indiv´ıduos
pertencentes a essa espe´cie. Partindo deste pressuposto, as concluso˜es que se tirarem para o
genoma de uma espe´cie sa˜o extensivas a todos os indiv´ıduos dessa espe´cie.
Sa˜o conhecidas duas regras ba´sicas relativas a` identificac¸a˜o de uma sequeˆncia de co´digo.
Concretamente, qualquer sequeˆncia de co´digo tem in´ıcio com o coda˜o ATG e termina com
um dos treˆs codo˜es terminais, TAA, TAG ou TGA. Naturalmente o objectivo fundamental
do estudo a desenvolver e´ o de descobrir outras regras no sequenciamento de codo˜es, para
ale´m das duas regras ba´sicas referidas.
Pensa-se que as espe´cies Candida albicans e Saccharomyces cerevisiae teˆm o mesmo ances-
tral, em que a primeira tera´ degenerado e a segunda mantido as caracter´ısticas gene´ticas do
ancestral. Destas duas espe´cies conhece-se o sequenciamento completo do genoma; importara´
para o nosso estudo apenas o sequenciamento de co´digo.
O objectivo geral e´, de alguma forma, averiguar poss´ıveis relac¸o˜es entre os codo˜es para cada
texto2 ou de forma geral para o conjunto de textos gene´ticos. Para tal aplicou-se metodolo-
gias estat´ısticas de ana´lise de dados discretos conhecidas sobre as sequeˆncias de codo˜es.
1.4 Organizac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o e´ constitu´ıda, para ale´m desta introduc¸a˜o, por mais oito cap´ıtulo e treˆs
apeˆndices.
Nos seguintes sete cap´ıtulos sera˜o abordados modelos probabil´ısticos e ferramentas estat´ısticas
apropriadas a` ana´lise de dados de natureza qualitativa. No fim de cada um dos cap´ıtulos
far-se-a´ uma aplicac¸a˜o desses instrumentos de ana´lise ao problema de interesse no presente
trabalho e sobre cada uma das espe´cies em estudo.
Comec¸ar-se-a´ no Cap´ıtulo 2 por analisar a associac¸a˜o existente entre pares justapostos de
s´ımbolos (codo˜es e/ou nucleo´tidos) nas sequeˆncias de co´digo no genoma das espe´cies Can-
dida albicans e a Saccharomyces cerevisiae. Para tal, realizar-se-a´ o teste de independeˆncia
habitual, numa Ana´lise das Tabelas de Contingeˆncia e quantificar-se-a´ a prefereˆncia, se exis-
tir, da associac¸a˜o face a` independeˆncia atrave´s de uma ana´lise de res´ıduos.
No Cap´ıtulo 3 aplicar-se-a´ a Ana´lise Classificato´ria, com vista a verificar, numa ana´lise
meramente explorato´ria, o estabelecimento de grupos de s´ımbolos (codo˜es) com compor-
tamento semelhante ao n´ıvel do sequenciamento.
Existem muitos me´todos distintos de agrupar as observac¸o˜es podendo obviamente os resul-
tados serem distintos consoante o me´todo utilizado. Na formac¸a˜o dos agrupamentos dos
s´ımbolos sera˜o aplicados va´rios me´todos tanto a`s matrizes dos res´ıduos ajustados, obtida
no cap´ıtulo anterior na ana´lise de res´ıduos, como a`s matrizes das frequeˆncias relativas dos
s´ımbolos para ambas as espe´cies.
Ainda no contexto da ana´lise explorato´ria surge o Cap´ıtulo 4. Neste cap´ıtulo realizar-se-a´
uma Ana´lise em Componentes Principais. O objectivo principal sera´ o de reduzir o nu´mero
2Entenda-se por texto o conjunto de todas as sequeˆncias de co´digo de um dado genoma.
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s´ımbolos, correlacionados entre si, identificando grupos com comportamento semelhante. Este
me´todo sera´ aplicado tanto a` matriz dos res´ıduos ajustados como dos valores de frequeˆncias
relativas.
No Cap´ıtulo 5 averiguar-se-a´ a possibilidade de ajuste de comportamentos markovianos de
ordem 1 a` sequeˆncia dos codo˜es. Nesse momento, assumir-se-a´ a estacionaridade do processo
assim como algumas hipo´teses de trabalho sobre os dados, as quais sa˜o biologicamente aceites.
No Cap´ıtulo 6 estudar-se-a´, numa abordagem essencialmente explorato´ria, o comportamento
das frequeˆncias relativas dos s´ımbolos. Considerar-se-a´ uma Ana´lise de Zipf sobre os s´ımbolos
que constituem a linguagem gene´tica, de modo semelhante ao que e´ usual realizar no estudo
de linguagens correntes, [3]. Esta metodologia permite, por um lado, estimar as leis inerentes
a`s frequeˆncias relativas ordenadas e, por outro lado, averiguar a possibilidade de existeˆncia
de correlac¸o˜es de longo alcance. No fim do cap´ıtulo apresentar-se-a´ uma breve ana´lise ex-
plorato´ria onde se observa a semelhanc¸a de comportamento das frequeˆncias dos s´ımbolos das
duas espe´cies em estudo.
No sentido de descobrir o “tamanho” das correlac¸o˜es existentes entre os s´ımbolos nas se-
queˆncias de co´digo, assumindo que estes seguem comportamentos markovianos de ordem k e
de confrontar alguns resultados obtidos nos Cap´ıtulos 5 e 6, surge o Cap´ıtulo 7. No Cap´ıtulo 7
apresentar-se-a´ inicialmente uma pequena abordagem teo´rica sobre o Crite´rio de Informac¸a˜o
Bayesiana (BIC) em Cadeias de Markov de Ordem k. Seguidamente aplicar-se-a´ o BIC a se-
queˆncias de co´digo, de genes aleatoriamente seleccionados de ambas as espe´cies, para estimar
a ordem que melhor se ajusta.
No Cap´ıtulo 8 abordar-se-a˜o alguns conceitos da Teoria da Informac¸a˜o aplica´veis ao texto
gene´tico e apresentar-se-a˜o os resultados obtidos da sua aplicac¸a˜o a`s sequeˆncias de co´digo das
espe´cies Candida albicans e Saccharomyces cerevisiae.
O Cap´ıtulo 9 conclui esta dissertac¸a˜o, resumindo os resultados obtidos nas va´rias abordagens
utilizadas. Tambe´m refere algumas te´cnicas que se pensou inicialmente usar mas que, por
algum motivo, se vieram a revelar inadequadas ou na˜o foi poss´ıvel a sua concretizac¸a˜o. Fi-
nalmente, deixa em aberto algumas ideias e direcc¸o˜es de trabalho para investigac¸a˜o futura.
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Cap´ıtulo 2
Ana´lise de Tabelas de Contingeˆncia
2.1 Introduc¸a˜o
A Ana´lise de Tabelas de Contingeˆncia e´ uma metodologia estat´ıstica aplicada a dados de
natureza qualitativa1.
Os indiv´ıduos de uma dada populac¸a˜o podem ser classificados em categorias (ou classes) de
acordo com diversos crite´rios. Fixos os crite´rios, a classificac¸a˜o dos indiv´ıduos consiste em
detectar a(s) categoria(s) na qual cada indiv´ıduo se identifica. As categorias a considerar
sa˜o mutuamente exclusivas e a classificac¸a˜o e´ exaustiva, isto e´, qualquer indiv´ıduo pertence
a uma e uma so´ categoria. Deste modo, os dados consistem nas frequeˆncias observadas em
cada uma das categorias.
No caso concreto das tabelas a estudar, consideram-se dois crite´rios em linha o coda˜o fixo
e em coluna o coda˜o justaposto obtido por uma leitura 3’, de acordo com o esquema da
Figura 1.5. Uma vez que aos codo˜es terminais na˜o lhe sucede nenhum coda˜o, a tabela sera´
61× 64. As frequeˆncias sa˜o, naturalmente, o nu´mero de vezes que cada par de codo˜es surge
no conjunto total das sequeˆncias de co´digo de cada espe´cie.
As Tabelas de Contingeˆncia foram a forma escolhida para organizar e reduzir os dados rela-
tivos a`s sequeˆncias de s´ımbolos (codo˜es ou aminoa´cidos), ja´ que se pretendia numa primeira
fase, uma ana´lise global do genoma das espe´cies no contexto dos pares de s´ımbolos justapos-
tos. A informac¸a˜o contida na tabela permitira´ realizar uma ana´lise da associac¸a˜o entre pares
de s´ımbolos.
Quando se passa dos s´ımbolos sequenciados para a respectiva Tabela de Contingeˆncia perde-
se alguma informac¸a˜o. No entanto, e´ bastante dif´ıcil trabalhar com um nu´mero ta˜o elevado de
s´ımbolos sequenciados que constitui o genoma, da ordem dos 4 000 000 contra 61×64 = 3904
ce´lulas da tabela.
Neste cap´ıtulo apresentar-se-a´ uma abordagem teo´rica a`s Tabelas de Contingeˆncia de mar-
gens livres e a` ana´lise de res´ıduos no contexto das Tabelas de Contingeˆncia. Seguir-se-a´
uma aplicac¸a˜o destas metodologias a`s sequeˆncias de co´digo do genoma das duas espe´cies de
interesse no estudo: Saccharomyces cerevisiae e Candida albicans. E dar-se-a´ relevo aos testes
de ajustamento tendo em conta o objectivo que motiva o projecto.
1Pode tambe´m ser aplicada a dados de natureza quantitativa desde que discretizados.
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2.2 Nomenclatura
Sejam A e B duas caracter´ısticas da populac¸a˜o subdivididas em r e c categorias, designadas
por A1, ..., Ar e B1, ..., Bc, respectivamente. Seja n ≥ 1 o nu´mero total de observac¸o˜es ou
indiv´ıduos, de uma amostra casual, a classificar.
A tabela que resulta da classificac¸a˜o das n observac¸o˜es nas r × c categorias cruzadas, diz-se
Tabela de Contingeˆncia r × c e tem a forma da Tabela 2.1.
B1 ... Bj ... Bc Total
marginal
A1 n11 ... n1i ... n1c n1·
... ... ... ... ... ... ...
Ai ni1 ... nij ... nic ni·
... ... ... ... ... ... ...
Ar nr1 ... nrj ... nrc nr·
Total
marginal n·1 ... n·j ... n·c n
Tabela 2.1: Esquema de uma Tabela de Contingeˆncia r × c.
Relativamente a` Tabela 2.1 tem-se: nij o nu´mero de observac¸o˜es classificadas simultanea-
mente na categoria Ai de A e Bj de B, ni· o total marginal de observac¸o˜es na categoria Ai e
n·j o total marginal de observac¸o˜es na categoria Bj , com i ∈ {1, ..., r} e j ∈ {1, ..., c}.
Obviamente que:
ni· =
cX
j=1
nij
n·j =
rX
i=1
nij
n =
cX
j=1
rX
i=1
nij=
cX
j=1
n·j=
rX
i=1
ni·.
Para i ∈ {1, ..., r} e j ∈ {1, ..., c} sejam:
pij - probabilidade de uma observac¸a˜o pertencer simultaneamente a` i-e´sima categoria da
varia´vel A e a` j-e´sima categoria da varia´vel B, isto e´, de pertencer a` ce´lula (i, j);
pi· - probabilidade marginal de uma observac¸a˜o pertencer a` i-e´sima categoria da varia´vel A;
p·j - probabilidade marginal de uma observac¸a˜o pertencer a` j-e´sima categoria da varia´vel B.
Naturalmente ter-se-a´ que:
pi· =
cX
j=1
pij , p·j =
rX
i=1
pij e
rX
i=1
cX
j=1
pij = 1. (2.1)
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2.3 Independeˆncia e Associac¸a˜o
2.3.1 Testes de Ajustamento
Considerando apenas uma das caracter´ısticas, por exemplo, a varia´vel A subdividida em r
categorias A1, ..., Ar e uma distribuic¸a˜o de probabilidade particular conhecida (p0i, com
i ∈ {1, 2, ..., r}).
Poder-se-a´ testar uma hipo´tese do tipo
H0 : pi = p0i, i ∈ {1, ..., r} (2.2)
onde, para simplificac¸a˜o de escrita, pi denota pi·.
Um teste de hipo´teses deste tipo e´ chamado teste de ajustamento.
A estat´ıstica de teste utilizada nos testes de ajustamento e´ a estat´ıstica obtida por Karl
Pearson dada genericamente por:
χ2 =
rX
i=1
(ni − eˆi)2
eˆi
(2.3)
onde eˆi e´ a frequeˆncia esperada de uma observac¸a˜o estar na classe i sob a validade da hipo´tese
H0. Nas circuntaˆncias consideradas, eˆi = np0i.
Para um total de n observac¸o˜es designe-se por Ni a varia´vel aleato´ria que representa o nu´mero
de observac¸o˜es na categoria Ai, com i ∈ {1, ..., r}. Consequentemente (N1, N2, ..., Nr)
e´ um vector aleato´rio com distribuic¸a˜o multinomial tal que
rX
i=1
Ni = n e com func¸a˜o de
probabilidade dada por
P (N1 = n1, N2 = n2, ..., Nr = nr) =
n!
n1!n2!...nr!
pn11 p
n2
2 ...p
nr
r (2.4)
com nr = n− n1 − n2 − ...− nr−1 e pr = 1− p1 − p2 − ...− pr−1.
Teorema 2.3.1 Seja (N1, N2, ..., Nr) um vector aleato´rio com distribuic¸a˜o multinomial de
paraˆmetros n, p01, p02, ..., p0r. Enta˜o a varia´vel aleato´ria
χ2a =
rX
i=1
(Ni − np0i)2
np0i
(2.5)
tem assimptoticamente distribuic¸a˜o de um qui-quadrado, com (r − 1) graus de liberdade.
A prova deste teorema pode ser encontrada em Crame´r(1946), como e´ referido em [14].
No Teorema 2.3.1 pressupo˜e-se n→∞. Para a aproximac¸a˜o no caso finito ser va´lida assume-
se que as frequeˆncias esperadas na˜o sejam “muito pequenas”. Na pra´tica a frequeˆncia es-
perada, np0i, da varia´vel aleato´ria Ni, i ∈ {1, ..., r}, nunca deve ser inferior a cinco, sendo
prefer´ıvel tomar dez como limite inferior (ver [14]).
Uma extensa˜o ao teste anterior resulta quando a distribuic¸a˜o de probabilidades em H0 na˜o se
encontra completamente especificada, dependendo de k (k < r) paraˆmetros independentes e
desconhecidos. No sentido de ultrapassar esse problema, do desconhecimento da distribuic¸a˜o
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de probabilidades, calculam-se as estimativas de ma´xima verosimilhanc¸a dos paraˆmetros
desconhecidos e tomam-se os valores de p0i calculados em func¸a˜o das estimativas. Nesse
caso a varia´vel aleato´ria χ2a tera´ uma distribuic¸a˜o assimpto´tica de um qui-quadrado com
(r − k − 1) graus de liberdade.
2.3.2 Independeˆncia
Considere-se agora os 2 crite´rios A e B cruzados numa Tabela de Contingeˆncia r × s, com a
estrutura da Tabela 2.1.
No desenvolvimento que se segue ter-se-a´ presente o modelo probabil´ıstico de margens livres2.
O modelo probabil´ıstico de margens livres consiste no caso mais geral dentro dos modelos
probabil´ısticos para Tabelas de Contingeˆncia. Nesse modelo o u´nico valor fixo e´ o nu´mero to-
tal de observac¸o˜es, n. E, ale´m disso o vector aleato´rio (N11, ..., Nij , ..., Nrc) tem distribuic¸a˜o
multinomial, onde Nij e´ a varia´vel aleato´ria que representa o nu´mero de observac¸o˜es que
pertencem a` ce´lula (i, j).
Um dos grandes objectivos no estudo de Tabelas de Contingeˆncia r × s e´ o de averiguar
a existeˆncia de independeˆncia entre as duas varia´veis face a` possibilidade de existeˆncia de
associac¸a˜o. A lei multiplicativa das probabilidades perante a independeˆncia das varia´veis
aleato´rias A e B pode ser traduzida por:
pij = pi·p·j com i ∈ {1, ..., r} e j ∈ {1, ..., c}. (2.6)
Para testar a hipo´tese de independeˆncia H0,
H0 : pij = pi·p·j com i ∈ {1, ..., r} e j ∈ {1, ..., c} (2.7)
utiliza-se a estat´ıstica de Karl Pearson que, no contexto das Tabelas de Contingeˆncia r× c e´
dada por:
χ2 =
rX
i=1
cX
j=1
(nij − eˆij)2
eˆij
(2.8)
onde eˆij e´ a frequeˆncia esperada de uma observac¸a˜o estar na ce´lula (i, j), sob a validade de
H0; portanto, eˆij = npˆi·pˆ·j com i ∈ {1, ..., r} e j ∈ {1, ..., c}. As probabilidades marginais
pi· e p·j com i ∈ {1, ..., r} e j ∈ {1, ..., c} sa˜o desconhecidas sendo estas substitu´ıdas pelas
estimativas de ma´xima verosimilhanc¸a, pˆi· e pˆ·j respectivamente.
Teorema 2.3.2 Considere-se uma amostra casual de n observac¸o˜es do par (A,B). Se-
ja (N11, ...,Nij , ..., Nrc) o vector aleato´rio constitu´ıdo pelo nu´mero de observac¸o˜es em cada
ce´lula, distribu´ıdas de acordo com uma multinomial de paraˆmetros {n, pij i ∈ {1, ..., r}, j ∈
{1, ..., c}}. Assumindo a independeˆncia entre as varia´veis aleato´rias A e B, as estimativas
de ma´xima verosimilhanc¸a das probabilidades marginais sa˜o dadas por:
pˆi· =
ni·
n
e pˆ·j =
n·j
n
,
2Para ale´m do modelo de margens livres existem outros modelos: os de margens fixas para os quais se
fixam uma ou ambas as margens (totais marginais).
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com i ∈ {1, ..., r} e j ∈ {1, ..., c}.
Prova 2.3.1 A distribuic¸a˜o de probabilidades do vector aleato´rio (N11, ...,Nij , ..., Nrc) e´ da-
da de modo ana´logo a` equac¸a˜o 2.4. Assim, dada uma realizac¸a˜o do vector aleato´rio tem-se a
func¸a˜o de verosimilhanc¸a dada por:
L(p11, p12, ..., prs) =
n!
rY
i=1
cY
j=1
nij !
rY
i=1
cY
j=1
p
nij
ij .
Logaritmizando a func¸a˜o de verosimilhanc¸a obte´m-se:
ln(L) = ln(
n!
rY
i=1
cY
j=1
nij !
) + ln(
rY
i=1
cY
j=1
p
nij
ij ).
A primeira parcela do segundo membro e´ constante, pois na˜o depende dos pij’s. Dado que se
pretende estudar os maximizantes da func¸a˜o de verosimilhanc¸a estudar-se-a´ apenas a segunda
parcela.
Uma vez que se assume a independeˆncia e por (2.1) vem que:
ln(
rY
i=1
cY
j=1
p
nij
ij ) = ln(
rY
i=1
pni·i·
cY
j=1
p
n·j
·j )
= ln((1−
r−1X
i=1
pi·)nr·(1−
c−1X
j=1
p·j)n·c
r−1Y
i=1
pni·i·
c−1Y
j=1
p
n·j
·j )
=
r−1X
i=1
[
nr·
r − 1 ln(1−
r−1X
i=1
pi·) + ni·ln(pi·)] +
c−1X
j=1
[
n·c
c− 1 ln(1−
c−1X
j=1
p·j) + n·jln(p·j)].
Recorrer-se-a´ ao ca´lculo dos zeros das derivadas para detectar a existeˆncia de ma´ximos.
∂ln(L)
∂pi·
= − nr·
r − 1
r − 1
1−
r−1X
i=1
pi·
+
ni·
pi·
∂ln(L)
∂p·j
= − n·c
c− 1
c− 1
1−
c−1X
j=1
p·j
+
n·j
p·j
donde, de
∂ln(L)
∂pi·
= 0, resulta:
pi· =
ni·
nr·
pr·
. (2.9)
13
Note-se que n =
rX
i=1
ni· e portanto:
1 =
rX
i=1
pi· =
r−1X
i=1
ni·
nr·
pr·
+ pr· =
n− n·r
nr·
pr·
+ pr· = pr·
n
nr·
.
Logo, pr· =
nr·
n
. Substituindo em (2.9) obte´m-se:
pi· =
ni·
n
.
Partindo de
∂ln(L)
∂p·j
= 0 ter-se-´ıa analogamente que:
p·j =
n·j
n
.
Prova-se que a segunda derivada e´ negativa e assim se conclui a demonstrac¸a˜o.
♦
Verificadas as condic¸o˜es do Teorema 2.3.2, obteˆm-se a estimativa da frequeˆncia esperada eij
dada por:
eˆij =
ni·n·j
n
. (2.10)
Se as varia´veis na˜o sa˜o independentes espera-se que a diferenc¸a entre os valores estimados,
assumindo a independeˆncia, e os valores observados seja grande, caso contra´rio sera´ peque-
na. E´ neste contexto que se aplica o teste de ajustamento do qui-quadrado para Tabelas de
Contingeˆncia r × c.
A regra de decisa˜o do teste e´ consequeˆncia da usual comparac¸a˜o entre o valor obtido pela
estat´ıstica de teste (2.8) e o valor teo´rico do quantil de ordem (1− α) · 100% da distribuic¸a˜o
de probabilidade do qui-quadrado para um n´ıvel de significaˆncia α do teste. Utilizar-se-a´
um dos n´ıveis de significaˆncia mais usuais, α = 0.05. Se o valor observado da estat´ıstica de
Pearson, para uma dada tabela em estudo, for superior ao valor teo´rico do quantil, a hipo´tese
de independeˆncia sera´ rejeitada e caso contra´rio na˜o sera´ rejeitada.
Para determinar o valor teo´rico do quantil ter-se-a´ de averiguar o nu´mero de graus de liber-
dade (df - degrees of freedom) da estat´ıstica χ2. Numa usual Tabela de Contingeˆncia r × c,
em que se tem n observac¸o˜es independentes, o nu´mero de graus de liberdade e´ dado por:
nu´mero de classes − nu´mero de paraˆmetros independentes −1,
a` semelhanc¸a da estat´ıstica do teste de ajustamento com paraˆmetros desconhecidos e portan-
to igual a r×c−(c−1+r−1)−1. O nu´mero de paraˆmetros independentes e´ (c−1)+(r−1),
uma vez que o nu´mero total de paraˆmetros e´ r + c: p1·, p2·, ..., pr·, p·1, p·2, ..., p·c, e a soma
dos paraˆmetros em coluna e em linha sa˜o respectivamente iguais a 1.
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Tambe´m se pode definir o nu´mero de graus de liberdade como a diferenc¸a entre o nu´mero
de ce´lulas independentes e o nu´mero de paraˆmetros independentes. O nu´mero de ce´lulas
independentes duma Tabela de Contingeˆncia r × c de n observac¸o˜es independentes e´ rc− 1,
ja´ que o nu´mero de ce´lulas e´ r × c e a soma dos totais das ce´lulas da tabela e´ n. Assim, o
nu´mero de graus de liberdade da estat´ıstica de Pearson na Tabela de Contingeˆncia r × c e´
rc− 1− (c− 1)− (r − 1) = (r − 1)(c− 1).
2.3.3 Associac¸a˜o
As grandes dificuldades do uso da estat´ıstica de Pearson e´, por um lado, o facto de os graus
de liberdade, (r−1)(c−1), dependerem da dimensa˜o da Tabela de Contingeˆncia r× c, e, por
outro lado, do nu´mero total de observac¸o˜es. Este u´ltimo problema e´ ilustrado com o seguinte
exemplo:
Exemplo - Considerem-se as seguintes Tabelas de Contingeˆncia 2 × 2, a u´ltima obtida da
primeira por multiplicac¸a˜o das frequeˆncias observadas por 2:
B1 B2 Total
marginal
A1 1 4 5
A2 7 2 9
Total
marginal 8 6 n = 14
B1 B2 Total
marginal
A1 2 8 10
A2 14 4 18
Total
marginal 16 12 n = 28
Observa-se que as probabilidades de ocorreˆncia de cada categoria sa˜o as mesmas, no entanto
as estat´ısticas de Pearson referentes a cada uma das tabelas diferem de um factor multiplica-
tivo 2.
De um modo geral, multiplicando todas as observac¸o˜es por um factor k a estat´ıstica de Pear-
son vem alterada do factor multiplicativo k.
♦
No sentido de contornar estes problemas surgiram as medidas de associac¸a˜o, que na˜o refletem
a dimensa˜o da tabela. Os exemplos mais comuns de medidas de associac¸a˜o, baseada na es-
tat´ıstica de Pearson, sa˜o:
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• Coeficiente de contingeˆncia de Pearson
P =
s
χ2
χ2 + n
; (2.11)
• Coeficiente de Tschuprow
T =
s
χ2
n
p
(r − 1)(c− 1)
; (2.12)
• Coeficiente de Crame´r
C =
s
χ2/n
min(r − 1, c− 1) . (2.13)
O coeficiente de Crame´r e´ a medida de associac¸a˜o adoptada nas aplicac¸o˜es efectuadas neste
trabalho, porque para ale´m de ser independente do nu´mero de observac¸o˜es, na˜o depende das
dimenso˜es da tabela e assume valores que variam entre 0 e 1. Estas propriedades na˜o sa˜o
verificadas simultaneamente pelos coeficientes de Tschuprow e de Pearson.
O coeficiente de Crame´r assume o valor zero em caso de independeˆncia completa e o valor
um em caso de associac¸a˜o completa.
2.4 Ana´lise de Res´ıduos
Se o teste realizado, no contexto das Tabelas de Contingeˆncia r× c concluir a rejeic¸a˜o da in-
dependeˆncia das duas varia´veis, tera´ interesse analisar as classes que provocaram tal rejeic¸a˜o.
Assim, no sentido de identificar as categorias responsa´veis pelo valor elevado da estat´ıstica de
Pearson, pode-se realizar uma ana´lise dos res´ıduos estandardizados tambe´m conhecidos por
res´ıduos de Pearson, e dados por:
rij =
nij − eˆijp
eˆij
(2.14)
Observe-se que,
rX
i=1
cX
j=1
r2ij = χ2
Em particular, utilizam-se os res´ıduos ajustados dados por:
dij =
rij√
vij
(2.15)
onde vij e´ uma estimativa da variaˆncia de rij dada por:
vij = (1−
ni·
n
)(1− n·j
n
).
A importaˆncia dos res´ıduos ajustados e´ realc¸ada pelo Teorema 2.4.1, resultado obtido por
Haberman(1973) e que pode ser encontrado, por exemplo, em [7] e [23].
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Teorema 2.4.1 Considere-se uma amostra casual de n observac¸o˜es do par (A,B). Se-
ja (N11, ...,Nij , ..., Nrc) o vector aleato´rio constitu´ıdo pelo nu´mero de observac¸o˜es de cada
ce´lula, distribu´ıdo de acordo com uma multinomial de paraˆmetros {n, pij i ∈ {1, ..., r}, j ∈
{1, ..., c}}. Assumindo que se verifica a independeˆncia entre as varia´veis aleato´rias A e B
enta˜o:
dij tem assimptoticamente (n→∞) distribuic¸a˜o de uma normal N(0, 1).
Observe-se que se os res´ıduos ajustados, dij , tiverem um comportamento, a n´ıvel de dis-
tribuic¸a˜o, muito diferente duma distribuic¸a˜o normal N(0, 1) sera´ de rejeitar a independeˆncia
na Tabela de Contingeˆncia r×c. Uma vez que dij tem assimptoticamente distribuic¸a˜o de uma
normal N(0, 1) poder-se-a´ dizer que para um n´ıvel de confianc¸a de 99.73% que as categorias
mais responsa´veis pela rejeic¸a˜o da hipo´tese da independeˆncia sa˜o as correspondentes a`s ce´lulas
(i, j) tais que |dij | ≥ 3 uma vez que P (−3 < dij < 3) = 0.9973. Assim, na pra´tica considera-se
que um valor de res´ıduo ajustado e´ responsa´vel pela rejeic¸a˜o se em mo´dulo for na˜o inferior a 3.
2.5 Aplicac¸a˜o ao Caso em Estudo
2.5.1 Determinac¸a˜o dos Graus de Liberdade
Genericamente uma sequeˆncia de s s´ımbolos e´ uma sequeˆncia de s−1 pares de s´ımbolos, uma
sequeˆncia de s − 2 ternos de s´ımbolos e assim sucessivamente. Observe-se que os sucessivos
pares de s´ımbolos de uma sequeˆncia na˜o sa˜o independentes, ja´ que o segundo elemento de
um dado par e´ o primeiro elemento do par seguinte. Devido a esta falha de independeˆncia a
Tabela de Contingeˆncia resultante da contagem de pares de s´ımbolos numa sequeˆncia, goza
da seguinte propriedade (ver [1]):
Propriedade dos totais marginais numa sequeˆncia de s´ımbolos - Seja b o nu´mero de
categorias que constitui cada uma das duas varia´veis numa Tabelas de Contingeˆncia b× b. A
varia´vel coluna refere-se ao primeiro elemento do par e a varia´vel linha ao segundo. Ambas
as categorias sa˜o representadas por Ai, i = 1, 2, ..., b e os totais marginais da categoria Ai da
varia´vel coluna e linha sa˜o ni· e n·i, respectivamente. Tem-se que:
• para uma sequeˆncia de s´ımbolos em que o s´ımbolo de iniciac¸a˜o e´ igual ao de terminac¸a˜o
os totais marginais sa˜o iguais;
• para uma sequeˆncia em que o s´ımbolo de iniciac¸a˜o e´ diferente do s´ımbolo de terminac¸a˜o
tem-se:
— se o s´ımbolo da categoria i for igual ao s´ımbolo de iniciac¸a˜o, ni· − n·i = 1;
— se o s´ımbolo da categoria i for igual ao s´ımbolo de terminac¸a˜o, ni· − n·i = −1;
— em qualquer outro caso a diferenc¸a ni· − n·i e´ zero.
♦
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A propriedade anterior sugere que o nu´mero de paraˆmetros independentes seja (b−1)+1 = b
(ver tabela da Figura 2.1, em que, por exemplo, o nu´mero de ce´lulas a amarelo referem-se ao
nu´mero de paraˆmetros independentes), menor que no modelo de margens livres. Este facto
pode fazer parecer a existeˆncia de menor nu´mero de graus de liberdade face ao modelo de
margens livres apresentado. Na realidade, o nu´mero de graus de liberdade mante´m-se.
Observe-se que conhecendo as b− 1 primeiras colunas e a entrada (b, b) podem deduzir-se os
valores das restantes b− 1 ce´lulas (na tabela da Figura 2.1 as b− 1 ce´lulas correspondem a`s
ce´lulas a branco). Assim, o nu´mero de ce´lulas independentes e´ b2−(b−1) (ver tabela da Figu-
ra 2.1 as ce´lulas a azul claro). E o nu´mero de graus de liberdade e´ a diferenc¸a entre o nu´mero
de ce´lulas independentes e o nu´mero de paraˆmetros independentes: b2− (b−1)−b = (b−1)2.
O nu´mero de graus de liberdade deste modelo e´ o mesmo que o do modelo de margens livres3.
Figura 2.1: Tabela de Contingeˆncia de pares de s´ımbolos de uma sequeˆncia.
Embora o nu´mero de graus de liberdade coincidam, a distribuic¸a˜o assimpto´tica pode ser
afectada por amostras na˜o multinomiais. Contudo, na aplicac¸a˜o pra´tica aceitar-se-a˜o que as
amostras sa˜o multinomiais.
Os dados em estudo consistem em sequeˆncias de s´ımbolos, codo˜es ou aminoa´cidos, lidas no
sentido, de 5’ para 3’.
2.5.2 Independeˆncia e Associac¸a˜o de Pares de Codo˜es Justapostos
No Apeˆndice B.1, encontram-se as Tabelas de Contingeˆncia 61 × 64 referentes a`s espe´cies
Saccharomyces cerevisiae e Candida albicans. Nessas tabelas, em cada categoria, tem-se o
nu´mero de observac¸o˜es de cada par de codo˜es poss´ıveis no conjunto das sequeˆncias de co´digo
- dados qualitativos. Observe-se que na˜o surgem codo˜es apo´s o coda˜o terminal, e portanto o
nu´mero total de categorias poss´ıveis e´ de 64× 61.
No sentido de averiguar quanto a` existeˆncia de independeˆncia de um coda˜o fixo face ao
coda˜o seguinte, aplicar-se-a´ o teste de ajustamento do qui-quadrado a`quelas Tabelas de Con-
tingeˆncia. Como as tabelas sa˜o constitu´ıdas por 64× 61 categorias, enta˜o o nu´mero de graus
de liberdade das Tabelas de Contingeˆncia em estudo e´ 3780 ((64− 1)× (61− 1)).
3Por curiosidade, refere-se aqui que para os modelos de margens fixas que o nu´mero de graus de liberdade
e´ tambe´m (c− 1)(r − 1).
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Calcularam-se as estat´ısticas de Pearson e obtiveram-se valores muito elevados: 137053.773
e 382664.868, para a Saccharomyces cerevisiae e Candida albicans, respectivamente. Da apli-
cac¸a˜o do teste de ajustamento resulta claramente a rejeic¸a˜o da hipo´tese nula (a hipo´tese de
independeˆncia), ja´ que o valor teo´rico do quantil de ordem 0.95 de uma distribuic¸a˜o do qui-
quadrado com 3780 graus de liberdade e´ de 4052.700, valor muito inferior aos valores obtidos
para a estat´ıstica de Pearson.
Calcularam-se os coeficientes de Crame´r e obtiveram-se os seguintes valores nume´ricos: 0.0019
e 0.0008 para a Candida albicans e Saccharomyces cerevisiae, respectivamente. Os valores dos
coeficientes sa˜o valores muito pro´ximos de zero, indicando portanto uma associac¸a˜o muito
fraca.
Os codo˜es justapostos teˆm associac¸a˜o fraca entre si, no entanto a hipo´tese de serem inde-
pendentes e´ rejeitada - esta e´ uma problema´tica usual quando se trabalha com “um grande
nu´mero” de observac¸o˜es.
De seguida, averiguar-se-a´ quanto a` independeˆncia e associac¸a˜o entre um coda˜o e os nu-
cleo´tidos do coda˜o que lhe segue. Ao nucleo´tido justaposto designar-se-a´ por Nuc(1) e ao
seguinte por Nuc(2) e o u´ltimo por Nuc(3). Assim, cada uma das 3 tabelas a analisar teˆm
dimensa˜o 61× 4 (ver Apeˆndice B.2).
No sentido de concretizar o objectivo em causa aplicou-se novamente um teste de ajustamento
do qui-quadrado e calculou-se o coeficiente de Crame´r, para ambas as espe´cies. Os resultados
encontram-se resumidos na Tabelas 2.2 e 2.3.
Nuc(1) Nuc(2) Nuc(3) df Coda˜o df
seguinte
Saccharomyces cerevisiae 58379.8 22971.9 10003.9 180 137053.8 3780
Candida albicans 159544.6 64534.7 40745.1 180 382664.9 3780
Valor teo´rico do quantil 242.880 242.880 242.880 4052.7
Tabela 2.2: Resultados da estat´ıstica χ2 e valores teo´ricos do quantil de ordem 0.95 de uma
distribuic¸a˜o do qui-quadrado com df graus de liberdade para a Candida albicans e Saccha-
romyces cerevisiae.
Nuc(1) Nuc(2) Nuc(3) Coda˜o n
seguinte
Saccharomyces cerevisiae 0.00657 0.00002026 0.002585 0.0008 2961829
Candida albicans 0.015695 0.0000177 0.006348 0.0019 3388506
Tabela 2.3: Resultados do coeficiente de associac¸a˜o de Crame´r para a Candida albicans e
Saccharomyces cerevisiae.
Em qualquer uma das situac¸o˜es estudadas os resultados concluiram a rejeic¸a˜o da inde-
pendeˆncia, observando-se contudo valores pequenos de associac¸a˜o.
Relativamente aos nucleo´tidos do coda˜o justaposto ao coda˜o fixo observam-se valores rela-
tivamente distintos para a estat´ıstica de teste e para o coeficiente de associac¸a˜o. Todavia o
segundo nucleo´tido do coda˜o justaposto e´ o que apresenta menor coeficiente de associac¸a˜o
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para ambas as espe´cies em estudo, indiciando provavelmente uma menor dependeˆncia entre
um coda˜o e o nucleo´tido central do coda˜o seguinte.
2.5.3 Ana´lise de Res´ıduos de Pares de Codo˜es Justapostos
Os resultados a apresentar nesta subsecc¸a˜o foram obtidos atrave´s do software SPSS 7.5 for
Windows.
Calculados os res´ıduos ajustados observam-se muitas ce´lulas com valor, em mo´dulo, superior
a 3. Fez-se a representac¸a˜o gra´fica dos valores observados versus os quantis de uma dis-
tribuic¸a˜o normal N(0, 1), atrave´s do gra´fico QQ-plot (ver Figuras 2.2 e 2.3).
Figura 2.2: QQ-plot da distribuic¸a˜o normal N(0, 1) face aos valores observados para os
res´ıduos da Saccharomyces cerevisiae, numa leitura 3’.
Figura 2.3: QQ-plot da distribuic¸a˜o normal N(0, 1) face aos valores observados para os
res´ıduos da Candida albicans, numa leitura 3’.
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Nas Figuras 2.2 e 2.3 observa-se um grande afastamento dos res´ıduos ajustados relativa-
mente aos pontos da recta representada a verde, a bissectriz dos quadrantes ı´mpares. Con-
sequentemente em nenhuma das espe´cies se preveˆ um ajustamento adequado destes dados a`
distribuic¸a˜o normal N(0, 1). A rejeic¸a˜o de ajuste vem confirmar a rejeic¸a˜o da hipo´tese nula,
a hipo´tese da independeˆncia anteriormente testada.
No entanto, as representac¸o˜es gra´ficas parecem fazer crer que os res´ıduos esta˜o distribu´ıdos
segundo uma distribuic¸a˜o normal com me´dia aproximadamente 0 e desvios padra˜o aproxi-
madamente 6 e 10 para as espe´cies Saccharomyces cerevisiae e Candida albicans, respectiva-
mente (ver Figuras 2.4 e 2.5).
Figura 2.4: Histograma dos res´ıduos ajustados da Saccharomyces cerevisiae, numa leitura 3’.
Figura 2.5: Histograma dos res´ıduos ajustados da Candida albicans, numa leitura 3’.
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No sentido de averiguar se se ajusta uma distribuic¸a˜o normal aos res´ıduos ajustados, aplicaram-
se ensaios de ajustamento de Kolmogorov-Smirnov. Considerou-se por um lado, a distribuic¸a˜o
normal N(0, 1) e a distribuic¸a˜o normal de paraˆmetros estimados pelo conjunto dos dados,
por outro lado.
Ensaio de ajustamento N(0, 1) N(0.04, 6.05) N(0.11, 10.13) Probabilidade cr´ıtica
de Kolmogorov-Smirnov (p-value)
Saccharomyces cerevisiae 0.3428 0.0408 - 0.02
Candida albicans 0.4052 - 0.0642 0.02
Tabela 2.4: Resultado dos ensaios de ajustamento de Kolmogorov-Smirnov para a Candida
albicans e Saccharomyces cerevisiae.
Os resultados obtidos conduziram a` rejeic¸a˜o da hipo´tese dos res´ıduos seguirem qualquer das
distribuic¸o˜es normais consideradas, com probabilidade cr´ıtica igual a 0.02 (ver Tabela 2.4).
Construiram-se as tabelas dos res´ıduos para cada uma das espe´cies, uma vez que se acredita
que este novo conjunto de valores possa conter informac¸a˜o sobre as leis que governam o se-
quenciamento. Na Figura 2.6 apresenta-se um extrato da tabela de res´ıduos de Pearson da
espe´cie Saccharomyces cerevisiae.
Figura 2.6: Extrato da tabela de res´ıduos ajustados da Saccharomyces cerevisiae.
22
Observe-se que os res´ıduos quantificam a prefereˆncia de justaposic¸a˜o de s´ımbolos face a` in-
dependeˆncia. Os res´ıduos respondem em termos de prefereˆncias de justaposic¸a˜o, na medida
em que os valores positivos informam as categorias preferidas da tabela e os valores negativos
informam as que sa˜o preteridas, face a` independeˆncia.
Por exemplo, dos s´ımbolos representados na subtabela de res´ıduos da Figura 2.6 o coda˜o
AAA mostra, face a` independeˆncia, maior prefereˆncia pelo coda˜o AAG.
O grupo de trabalho do Departamento de Electro´nica, ao longo do ano lectivo 2001/02, con-
struiu um programa que faz a conversa˜o da matriz dos valores dos res´ıduos ajustados numa
imagem em que cada pixel tem uma coˆr. A escala de coˆr varia de vermelho a verde de acordo
com a ordem de grandeza dos valores dos res´ıduos. Para valores de res´ıduos negativos, nulos
ou positivos as cores correspondentes sa˜o o vermelho, o preto ou o verde, respectivamente
(ver Figuras 2.7 e 2.8).
Figura 2.7: Imagem correspondente a` matriz dos res´ıduos da Saccharomyces cerevisiae.
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Figura 2.8: Imagem correspondente a` matriz dos res´ıduos da Candida albicans.
A imagem correspondente a cada uma das matrizes de res´ıduos ajustados para a Saccha-
romyces cerevisiae e Candida albicans sa˜o dadas nas Figuras 2.7 e 2.8, respectivamente. Nelas
observam-se que as diagonais teˆm tendeˆncia para tons de verde. Assim, pode-se afirmar que
os codo˜es na sua disposic¸a˜o sequencial teˆm prefereˆncia pela justaposic¸a˜o com eles pro´prios,
face a` independeˆncia. A t´ıtulo de curiosidade e´ de referir que este tipo de representac¸a˜o foi
feito para um conjunto amplo de espe´cies e esta caracter´ıstica na˜o e´ regra comum de todas
elas.
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2.5.4 Independeˆncia e Associac¸a˜o de Pares de Codo˜es Espac¸ados de Cinco
codo˜es
Perante o resultado obtido em 2.5.2, a rejeic¸a˜o da independeˆncia entre pares de codo˜es
justapostos com valores muitos pequenos de associac¸a˜o, pensou-se em averiguar qual se-
ria o comportamento de pares de codo˜es espac¸ados de 5 s´ımbolos. Em Biologia Molecular
tudo leva a crer que a existeˆncia de associac¸a˜o entre dois codo˜es justapostos seja grande e
que a associac¸a˜o entre dois codo˜es espac¸ados de cinco codo˜es seja quase nula. Assim, da
comparac¸a˜o entre os resultados obtidos para os dois casos podera´ ser poss´ıvel concluir algo
mais sobre a associac¸a˜o entre pares de codo˜es justapostos.
Foram feitas contagens dos poss´ıveis pares de codo˜es espac¸ados de 5 codo˜es, (Ci, Cj), como
ilustra o esquema da Figura 2.9.
Figura 2.9: Ilustrac¸a˜o do par (Ci, Cj) com espac¸amento de 5 codo˜es.
Para as Tabelas de Contingeˆncia obtidas calcularam-se os valores da estat´ıstica χ2 e do
coeficiente de Crame´r (ver Tabela 2.5).
χ2 Valor teo´rico n Coeficiente de
do quantil (0.05) associac¸a˜o de Crame´r
Saccharomyces cerevisiae 12391.70 4052.7 596171 0.0003
Candida albicans 18450.48 4052.7 677620 0.0004
Tabela 2.5: Valores obtidos na ana´lise das Tabelas de Contingeˆncia de pares de codo˜es es-
pac¸ados de 5 codo˜es, para a Candida albicans e Saccharomyces cerevisiae.
Novamente obte´m-se a rejeic¸a˜o da independeˆncia com valores muitos pequenos de associac¸a˜o.
No entanto, comparando os resultados relativos aos pares justapostos (ver Tabelas 2.2 e 2.3)
e aos pares espac¸ados de cinco s´ımbolos (ver Tabela 2.5), averigua-se que os valores das es-
tat´ısticas sa˜o maiores no caso dos codo˜es justapostos. Assim, existe uma maior associac¸a˜o
entre os pares de s´ımbolos justapostos do que nos espac¸ados de 5 s´ımbolos, resultado este
coerente com aquilo que e´ biologicamente aceite. Contudo na˜o se conseguiu concluir estatisti-
camente se os valores de associac¸a˜o entre os dois tipos de pares de s´ımbolos sa˜o significativa-
mente diferentes. Este problema, apesar de interessante para o projecto em desenvolvimento,
fica por resolver em virtude de na˜o terem sido encontradas metodologias apropriadas.
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A Ana´lise Classificato´ria pode ser feita de duas formas distintas: usando modelos aleato´rios
ou atrave´s de me´todos explorato´rios.
De acordo com o objectivo geral deste estudo, o de averiguar a existeˆncia de leis que regem
o co´digo gene´tico, sera˜o aplicados me´todos de Ana´lise Classificato´ria com o objectivo parcial
o de tentar identificar grupos de indiv´ıduos semelhantes quanto a` prefereˆncia de viz´ınhos
justapostos nas sequeˆncias de genes.
Os dados a considerar na Ana´lise Classificato´ria sera˜o tabelas de frequeˆncias relativas e tabelas
de res´ıduos ajustados relativas aos pares de codo˜es justapostos resultantes do estudo realiza-
do no cap´ıtulo anterior. A caracter´ıstica coluna das tabelas a estudar refere-se ao primeiro
coda˜o do par. As suas categorias, de um modo geral no aˆmbito da Ana´lise Classificato´ria,
designam-se por indiv´ıduos. A caracter´ıstica linha refere-se ao segundo coda˜o do par e as
componentes (categorias) constituintes desta caracter´ıstica designam-se de varia´veis. Nas
tabelas a estudar contabiliza-se um total de 64 codo˜es (varia´veis) e um conjunto de 61 in-
div´ıduos: 61 codo˜es (na˜o terminais).
No presente cap´ıtulo apresentar-se-a´ um conjunto de medidas de semelhanc¸a e treˆs crite´rios
de agregac¸a˜o (algoritmos), dos quais se fara˜o alguns comenta´rios relativos ao procedimento
dos crite´rios. Apresentar-se-a´ a usual representac¸a˜o gra´fica de hierarquias de partic¸o˜es o
diagrama em a´rvore, tambe´m designado por dendograma. Por fim apresentar-se-a˜o os re-
sultados da aplicac¸a˜o da Ana´lise Classificato´ria aos 61 indiv´ıduos, os codo˜es na˜o terminais,
face a`s varia´veis, os 64 codo˜es poss´ıveis de estar numa segunda posic¸a˜o nos poss´ıveis pares
de s´ımbolos.
Os softwares utilizados nesta ana´lise foram o S-Plus 2000, SPSS 7.5 for Windows, o Cluster
e o TreeView.
3.2 Nomenclatura
Os dados sobre os quais se aplica a Ana´lise Classificato´ria esta˜o normalmente representados
sob a forma de uma tabela do tipo:
V1 ... VN
O1 x11 ... x1N
... ... ... ...
On xn1 ... xnN
sendo,
N - o nu´mero de varia´veis;
n - o nu´mero de indiv´ıduos;
Vi - a i-e´sima varia´vel, com i ∈ {1, ..., N};
Oj - a j-e´sima observac¸a˜o ou indiv´ıduo, com j ∈ {1, ..., n};
xik - o valor observado da varia´vel Vk para o indiv´ıduo Oi.
O conjunto de elementos sobre os quais se realizara´ a hierarquia de partic¸o˜es, corresponde ao
conjunto de indiv´ıduos {Oj com j ∈ {1, ..., n}}. Cada uma das colunas, Vi com i ∈ {1, ..., N},
constituiu um conjunto que descreve num aspecto cada um dos indiv´ıduos.
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A distaˆncia correspondente ao coeficiente de correlac¸a˜o de Pearson obte´m-se atrave´s de
uma pequena alterac¸a˜o deste coeficiente, e e´ dada por:
dij =
p
0.5(1− rij) - Distaˆncia de Pearson.
Observe-se que esta distaˆncia assume valores entre zero e um. Dois indiv´ıduos sa˜o tanto
mais semelhantes quanto mais a sua distaˆncia se aproxime de 0.
• Distaˆncia Euclideana
dij =
vuut NX
k=1
(xik − xjk)2. (3.2)
Esta medida de semelhanc¸a para ale´m de satisfazer as propriedades de uma me´trica, e´
semi-definida positiva, invariante para transformac¸o˜es ortogonais sobre os indiv´ıduos.
Contudo na˜o e´ invariante a mudanc¸as de escala assim como a medida de semelhanc¸a
que se apresenta de seguida.
• Distaˆncia absoluta ou City-Block Metric
dij =
NX
k=1
|xik − xjk|. (3.3)
• Distaˆncia Euclideana Estandartizada ou Distaˆncia de Karl Pearson
dij =
vuut NX
k=1
(xik − xjk)2
wk
(3.4)
com
wk =
1
N
NX
l=1
(xlk − x¯k)2.
As medida estandardizadas teˆm a propriedade de ser invariante a mudanc¸as de escala.
• Distaˆncia Absoluta Estandartizada
dij =
NX
k=1
|xik − xjk|
wk
. (3.5)
Como medida estandartizada e´ invariante a mudanc¸as de escala.
• Distaˆncia Mahalanobis
dij = (Xi −Xj)0Σ−1(Xi −Xj). (3.6)
Cada medida tem caracter´ısticas particulares e consoante a situac¸a˜o em estudo torna-se mais
ou menos adequada. Contudo, no estudo de dados multivariados, e´ na maior parte das vezes
complicado identificar a melhor medida de semelhanc¸a.
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3.3 Me´todos Hiera´rquicos
Os me´todos de agrupamento a apresentar sa˜o me´todos hiera´rquicos. Estes resultam em
hierarquias de partic¸o˜es. Os me´todos hiera´rquicos podem ainda subdividir-se em me´todos
aglomerativos e divis´ıvos. A aplicac¸a˜o dos me´todos aglomerativos determina inicialmente
uma partic¸a˜o com tantas partes quanto o nu´mero de diferentes indiv´ıduos, enquanto que nos
me´todos divis´ıvos considera como ponto de partida uma partic¸a˜o com uma so´ parte, um u´nico
conjunto a que pertencem todos os indiv´ıduos.
Dos me´todos hiera´rquicos apenas se estudara˜o os me´todos aglomerativos. Na realidade sa˜o
os me´todos aglomerativos os mais usados e mais divulgados na literatura. Um dos motivos
de tal facto e´ o esforc¸o computacional destes face aos divis´ıvos ser menor para o mesmo tipo
de resultados.
Para me´todos aglomerativos definem-se va´rios crite´rios de agregac¸a˜o. O que distingue os
diversos crite´rios de agregac¸a˜o e´ a definic¸a˜o de distaˆncia entre grupos considerada. Exemplos
de crite´rios de agregac¸a˜o sa˜o: single linkage, complete linkage, crite´rio da me´dia, crite´rio do
centro´ide e me´todo de Ward.
Na˜o se pode dizer que existe um crite´rio de agregac¸a˜o que seja melhor que os outros. Na
pra´tica, o que se faz e´ utilizar va´rios crite´rios e comparar os resultados. Se os resultados de
diferentes crite´rios forem concordantes o resultado final sera´ “mais cred´ıvel”.
De seguida apresentar-se-a˜o os algoritmos de treˆs dos cinco crite´rios de agregac¸a˜o referidos,
para os quais ter-se-a´ de fixar uma medida de semelhanc¸a entre indiv´ıduos. No estudo a
desenvolver apenas se utilizara˜o distaˆncias como medidas de semelhanc¸as.
Seja dij a medida entre os indiv´ıduos Oi e Oj .
• Ana´lise Classificato´ria usando agrupamento entre os vizinhos mais pro´ximos.
Crite´rio da Ligac¸a˜o U´nica - Single Linkage
Seja D = [dij ](n×n) a matriz de semelhanc¸as entre os n indiv´ıduos. Tome-se d0 co-
mo a distaˆncia ma´xima admitida entre grupos (crite´rio de paragem). E´ de referir que
va´rios programas na˜o da˜o a possibilidade de escolher o valor d0, como por exemplo o
software estat´ıstico S-Plus 2000, para estas circunstaˆncias o algoritmo termina quando
encontrar a partic¸a˜o definida por uma u´nica classe ou grupo a qual conte´m todos os
indiv´ıduos.
1. A partir dos n indiv´ıduos, O1, ..., On, construam-se n grupos G1, ..., Gn em que
o grupo Gi conte´m apenas o elemento Oi, com i ∈ {1, ..., n}.
2. Sem perda da generalidade, seja d12 = mini,jdij < d0 com i, j = 1, ..., n. Juntem-
se os dois grupos mais semelhantes G1 e G2 no grupo G2∗. Os restantes grupos
manteˆm-se inalterados (Gi∗ = Gi, com i ∈ {3, ..., n}). Assim, G2∗, ..., Gn∗ e´ a
segunda partic¸a˜o da hierarquia de grupos.
3. Redefina-se a matriz de distaˆncias entre grupos por D∗ = [dij∗]((n−1)×(n−1)), com
dij∗ =
½
min(d1j , d2j) para i = 2 e j = 2, ..., n
dij para i, j = 3, ..., n.
Se mini,j(dij∗) < d0 com i, j = 2, ..., n, enta˜o redefina-se dij = d(i+1)(j+1)∗ e
Gi = Gi+1∗, com n = n−1 e i, j = 1, ..., n, e passe-se ao ponto (2); caso contra´rio,
pa´ra o algoritmo.
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Observe-se que os passos (2) e (3) sa˜o repetidos, ate´ que min(dij∗) ≥ d0 ou a partic¸a˜o
constru´ıda tenha apenas uma classe que contenha todos os indiv´ıduos.
• Ana´lise Classificato´ria usando ligac¸o˜es completas.
Crite´rio da Ligac¸a˜o Completa - Complete Linkage
O algoritmo e´ semelhante ao anterior, deferindo apenas na definic¸a˜o de distaˆncia entre
grupos.
Neste caso, o passo 3 e´ substitu´ıdo por:
— Defina-se uma nova matriz de distaˆncias entre os grupos G2∗, ..., Gn∗ por D∗ =
[dij∗]((n−1)×(n−1)) com,
dij∗ =
½
max(d1j , d2j) para i = 2 e j = 2, ..., n
dij para i, j = 3, ..., n.
• Ana´lise Classificato´ria usando me´dia do grupo
Crite´rio da ligac¸a˜o me´dia - Average Linkage
Neste caso, o passo 3 e´ substitu´ıdo por:
— Defina-se uma nova matriz de distaˆncias entre os grupos G2∗, ..., Gn∗ por D∗ =
[dij∗](n−1)×(n−1) com
d2j∗ =
½
1
2(d1j + d2j) para i = 2 e j = 2, ..., n
dij para i, j = 3, ..., n.
3.3.1 Dendograma
O processo de agrupamento ou de agregac¸a˜o5 pode ser representado por um diagrama bi-
dimensional em forma de a´rvore conhecido por dendograma. No eixo dos xx esta˜o represen-
tados os indiv´ıduos e no eixo dos yy as distaˆncias (ver Figura 3.1).
O dendograma tem a vantagem de facilitar a visualizac¸a˜o do processo de agrupamento nas
suas diversas fases, desde os indiv´ıduos separados ate´ a` inclusa˜o num so´ grupo. Na realidade
o dendograma e´ uma representac¸a˜o gra´fica da hierarquia de partic¸o˜es.
Os ramos da a´rvore que constituem o dendograma identificam-se com as n− 1 ligac¸o˜es entre
grupos, onde cada linha horizontal representa uma ligac¸a˜o a que normalmente se chama de
nodo.
Nos me´todos aglomerativos a primeira ligac¸a˜o identifica-se com a menor ramificac¸a˜o e a se-
gunda ligac¸a˜o com a segunda menor ramificac¸a˜o, assim sucessivamente.
5Diz-se processo de agrupamento ou de agregac¸a˜o, o processo que determina as semelhanc¸as entre indiv´ıduos
atrave´s de uma medida de semelhanc¸a e efectua o agrupamento dos indiv´ıduos em grupos atrave´s de um crite´rio
de agregac¸a˜o.
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Figura 3.1: Dendograma.
3.3.2 Caracter´ısticas do Processo de Agrupamento
Algumas das seguintes propriedades relativas aos me´todos aglomerativos encontram-se esta-
belecidas na literatura da especialidade, por exemplo em [6] e [17]:
• Para os processos aglomerativos anteriormente apresentados, dada uma ligac¸a˜o esta ja´
na˜o se quebra;
• Nos me´todos aglomerativos single linkage e complete linkage, as transformac¸o˜es
mono´tonas sobre as medidas de semelhanc¸a entre indiv´ıduos (dij) na˜o alteram a es-
trutura do dendograma;
• Se se conhecer o nu´mero de grupos de uma dada amostra ou da populac¸a˜o em estudo,
a partir do dendograma poder-se-a´ identificar a constituic¸a˜o de cada grupo;
• O crite´rio de single linkage produz grupos com efeito de encadeamento: em todos os
grupos qualquer elemento e´ mais “semelhante” a pelo menos um outro elemento do
mesmo grupo do que a qualquer elemento de outro grupo;
• O crite´rio de complete linkage produz grupos sem efeito de encadeamento: em todos os
grupos qualquer elemento e´ mais semelhante a qualquer elemento do mesmo grupo do
que a qualquer elemento de outro grupo;
• Os crite´rios da me´dia e de complete linkage tem tendeˆncia para encontrar grupos com
representac¸a˜o esfe´rica, mesmo que a estrutura dos dados revele outras formas;
• No crite´rio de complete linkage todas as distaˆncias dentro dos grupos sa˜o inferiores a
d0, enquanto que no crite´rio de single linkage nem sempre tal se verifica. Observe-se
que para o crite´rio de single linkage dij ≤ max(dik, dkj), para todo o i, j e k.
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3.3.3 Escolha do Nu´mero de Grupos
A aplicac¸a˜o dos algoritmos apresentados resulta numa hierarquia de grupos. Se o nu´mero
de grupos for conhecido a` partida, a identificac¸a˜o dos grupos e´ quase imediata, a` custa do
dendograma. Caso contra´rio, a observac¸a˜o do dendograma pode sugerir uma estimativa para
nu´mero de grupos, mas nem sempre essa escolha e´ objectiva. A escolha do nu´mero de grupos
podera´ ser ainda menos objectiva se ao utilizar diferentes crite´rios de agregac¸a˜o forem obtidos
dendogramas que sugiram diferentes partic¸o˜es. A determinac¸a˜o do nu´mero de grupos e´ feita
cortando horizontalmente o dendograma. A t´ıtulo de exemplo, no dendograma da Figura
3.2 pode-se propoˆr duas partic¸o˜es: uma correspondente ao trac¸o a vermelho e a outra ao
trac¸o verde, com 3 e 2 grupos, respectivamente. A escolha da melhor partic¸a˜o, em particular,
do nu´mero de grupos o´ptimo, devera´ ser feita mediante o contexto do problema, pelo que o
conhecimento pre´vio da natureza dos dados pode auxiliar nesta decisa˜o.
Figura 3.2: Dendograma que realc¸a duas escolhas do nu´meros de grupos.
3.4 Aplicac¸a˜o ao Caso em Estudo
Para cada uma das espe´cies em estudo obtiveram-se as tabela das frequeˆncias relativas a
partir das tabelas de contingeˆncia (dividindo o nu´mero de observac¸o˜es nij da ce´lula (i, j)
pelo total marginal ni·).
A fim de determinar grupos de codo˜es com comportamento semelhante face a` “escolha” do
vizinho justaposto realizou-se uma Ana´lise Classificato´ria usado a tabela das frequeˆncias rel-
ativas referida e a tabela dos res´ıduos ajustados obtida a quando do estudo das Tabelas de
Contingeˆncia no Cap´ıtulo 2.
Como ja´ se afirmou, os me´todos de agregac¸a˜o existentes podem produzir diferentes resulta-
dos. Pode-se observar essa divergeˆncia na aplicac¸a˜o aos dados em estudo.
Os crite´rios de aglomerac¸a˜o, considerados no aˆmbito desta aplicac¸a˜o da Ana´lise Classifi-
cato´ria, foram o de Single Linkage, Complete Linkage e Average Linkage. As medidas de
semelhanc¸a usadas foram a euclideana, a euclideana estandartizada e o coeficiente de cor-
relac¸a˜o de Pearson.
Nas Figuras 3.3, 3.4, 3.5 e 3.6 encontram-se alguns dos dendogramas obtidos na ana´lise
realizada para as duas espe´cies.
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Figura 3.3: Dendograma usando o me´todo de Single Linkage e a distaˆncia euclideana como
medida de semelhanc¸a, para ambas as espe´cies numa leitura 3’ com a matriz dos res´ıduos
ajustados.
35
Figura 3.4: Dendograma usando o me´todo de Single Linkage e a distaˆncia euclideana es-
tandartizada como medida de semelhanc¸a, para ambas as espe´cies numa leitura 3’ com a
matriz dos res´ıduos ajustados.
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Figura 3.5: Dendograma usando o me´todo de Complete Linkage e a distaˆncia euclideana como
medida de semelhanc¸a, para ambas as espe´cies numa leitura 3’ com a matriz dos res´ıduos
ajustados.
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Figura 3.6: Dendograma usando o me´todo de Complete Linkage e a distaˆncia euclideana
estandartizada como medida de semelhanc¸a, para ambas as espe´cies numa leitura 3’ com a
matriz dos res´ıduos ajustados.
38
Tal como se pode concluir da ana´lise das Figuras 3.3, 3.4, 3.5 e 3.6, os dendogramas obtidos
dependem das medidas de semelhanc¸a e dos crite´rios de agregac¸a˜o utilizados, na˜o permitindo
objectividade na identificac¸a˜o da partic¸a˜o o´ptima. Para ale´m dos dendogramas apresen-
tados foram obtidos outros por aplicac¸a˜o de outros crite´rios de aglomerac¸a˜o e medidas de
semelhanc¸a, resultando num conjunto de dendogramas distintos entre si e dos anteriores.
O S-Plus 2000 apresenta apenas duas me´tricas como medida de semelhanc¸a: a euclideana
e a de Manhattan6, com a possibilidade de estandartizar. No sentido de utilizar tambe´m o
coeficiente de correlac¸a˜o de Pearson como medida de semelhanc¸a na construc¸a˜o das partic¸o˜es,
recorreu-se a outros softwares: o Cluster e TreeView7.
Da aplicac¸a˜o conjunta do Cluster e TreeView obte´m-se com o aux´ılio de um programa de
desenho na˜o so´ o dendograma dos indiv´ıduos como tambe´m o das varia´veis e uma matriz de
cores.
A` custa da aplicac¸a˜o conjunta dos dois programas fez-se uma Ana´lise Classificato´ria a`s tabelas
de res´ıduos ajustados usando Single Linkage, o coeficiente de correlac¸a˜o de Pearson. Nas
Figuras 3.7 e 3.8 apresentam-se os dendogramas obtidos para a Candida albicans e Saccha-
romyces cerevisiae, respectivamente. Observa-se uma hierarquia de partic¸o˜es sendo vis´ıvel a
formac¸a˜o de quatro grupos. Averigua-se tambe´m que dentro de cada um dos quatro grupos
o nucleo´tido com que terminam os codo˜es (indiv´ıduos) e´ quase sempre o mesmo. Este facto
poder´ıa levar a` formulac¸a˜o da seguinte hipo´tese:
O comportamento da sequeˆncia que se segue a um dado coda˜o fixo e´ marcada pelo
nucleo´tido terminal desse coda˜o.
Contudo, o conjunto dos dendogramas apresentados para outras medidas de semelhanc¸a e
para outros crite´rios de agregac¸a˜o na˜o evidenciam a hipo´tese anterior. Apenas na Figura 3.6
para a Candida albicans assinala-se o nucleo´tido terminal e averigua-se um grupo de codo˜es
bem definido que terminam no nucleo´tido T. Poder-se-a´ daqui, quando muito, presumir que
no sequenciamento de codo˜es, ao considerar um coda˜o fixo que termine no nucleo´tido T o
sequenciamento que se lhe segue tem semelhante comportamento.
Observe-se que o comportamento e´ relativo a` matriz dos res´ıduos ajustados, valores estes
associados a` prefereˆncia ou pretereˆncia de justaposic¸a˜o face a` independeˆncia de justaposic¸a˜o
entre s´ımbolos.
6A definic¸a˜o usada pelo help do programa S-Plus 2000 e´: manhattan distances are the sum of absolute
differences. Portanto e´ a conhecida distaˆncia absoluta ou City-Block Metric.
7Software de Michael Eisen.
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Figura 3.7: Dendograma usando o coeficiente de correlac¸a˜o de Pearson e o me´todo de Single
Linkage, para a Candida albicans numa leitura 3’ com a matriz dos res´ıduos ajustados.
Figura 3.8: Dendograma usando o coeficiente de correlac¸a˜o de Pearson e o me´todo de Single
Linkage, para a Saccharomyces cerevisiae numa leitura 3’ com a matriz dos res´ıduos ajustados.
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No sentido de extrair mais informac¸a˜o dos dados utilizaram-se, em vez da matriz dos res´ıduos
ajustados, as tabelas de frequeˆncias relativas. As frequeˆncias relativas a utilizar correspondem
a`s frequeˆncias com que aparece um dado par de codo˜es face a` frequeˆncia total de cada
indiv´ıduos (primeiro coda˜o do par de codo˜es justapostos). As frequeˆncias relativas medem
novamente as prefereˆncia e as pretereˆncias de justaposic¸a˜o so´ que, neste caso, relativamente
a`s frequeˆncias totais de cada indiv´ıduo.
Neste novo contexto aplicaram-se novamente os va´rios crite´rios de agregac¸a˜o e medidas de
semelhanc¸a atra´s consideradas. Apresentam-se aqui os resultados de um so´ processo de
agregac¸a˜o (Figura 3.9), ja´ que ocorre situac¸a˜o ana´loga a` dos res´ıduos: diferindo um dos
paraˆmetros do processo de agregac¸a˜o obteˆm-se dendogramas muito distintos entre si, na˜o
sendo no seu conjunto conclusivos.
Assim, da observac¸a˜o do conjunto de todos os dendogramas patentes neste cap´ıtulo, na˜o
se pode identificar como caracter´ıstica de divisa˜o dos grupos o nucleo´tido de terminac¸a˜o
dos codo˜es. No entanto, realizando uma observac¸a˜o mais minuciosa averigua-se na maior
parte dos dendogramas uma pequena tendeˆncia de agrupamento de s´ımbolos com a mesma
terminac¸a˜o. Surgindo a hipo´tese de que:
Numa sequeˆncia de codo˜es o nucleo´tido terminal de um dado coda˜o tem forte influeˆncia na
escolha do coda˜o que lhe sucede.
No entanto, parece que o nucleo´tido terminal so´ por si na˜o marca a distribuic¸a˜o da sequeˆncia
de codo˜es que lhe segue, outros factores parecem contribuir. Considerando a ana´lise realizada
no Cap´ıtulo 2 e´ de crer que:
A sequeˆncia de codo˜es tem comportamento Markoviano.
ou que:
Dado um coda˜o fixo a “escolha” do coda˜o que lhe sucede podera´ ser determinado na˜o so´ pelo
nucleo´tido terminal do coda˜o fixo, como tambe´m pelo nucleo´tido interme´dio e inicial com
n´ıveis diferentes de influeˆncia, sendo o nucleo´tido interme´dio menos determinante na
escolha.
Para a leitura 5’ tambe´m foi feito um estudo ana´logo e foram obtidos o mesmo tipo de resulta-
dos, neste caso face ao primeiro nucleo´tido do coda˜o fixo. Assim, dispensa-se a apresentac¸a˜o
do conjunto de dendogramas referente a` leitura 5’.
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Figura 3.9: Dendograma usando o me´todo de Complete Linkage e a distaˆncia euclideana
como medida de semelhanc¸a, para a ambas as espe´cies numa leitura 3’ com a matriz das
frequeˆncias relativas.
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Cap´ıtulo 4
Ana´lise em Componentes Principais
4.1 Introduc¸a˜o
A Ana´lise em Componentes Principais e´ uma das te´cnicas explorato´rias mais populares da
ana´lise multivariada e tem por objectivo descrever um conjunto de varia´veis correlacionadas
atrave´s de um conjunto de menor nu´mero de varia´veis, sem perda “significativa” da infor-
mac¸a˜o contida nas varia´veis de partida.
A te´cnica de Ana´lise em Componentes Principais foi definida primeiro por Karl Pearson
(1901) que na pra´tica usou-a no ma´ximo para treˆs varia´veis iniciais. A te´cnica foi mais tarde
desenvolvida por Hotelling (1933).
Neste cap´ıtulo apresentar-se-a´ a definic¸a˜o de componentes principais, assim como um con-
junto de resultados e conceitos inerentes. Para ale´m do me´todo explorato´rio, apresenta-se o
teste de esfericidade de Bartlett para validac¸a˜o da aplicabilidade da Ana´lise em Componentes
Principais. Por fim, apresentar-se-a˜o os resultados da aplicac¸a˜o desta ana´lise a`s tabelas de
res´ıduos ajustados e frequeˆncias relativas dos pares de codo˜es justapostos.
O software utilizado foi SPSS 7.5 for Windows e o S-Plus 2000.
4.2 Nomenclatura
Os dados sobre os quais se aplica a Ana´lise em Componentes Principais esta˜o usualmente
organizados em matrizes de dados semelhantes a`s consideradas na Ana´lise Classificato´ria,
pelo que toda a nomenclatura introduzida na secc¸a˜o 3.2 e´ novamente considerada.
4.3 Me´todo de Ana´lise em Componentes Principais
A Ana´lise em Componentes Principais e´ um me´todo estat´ıstico que permite transformar
um conjunto de varia´veis iniciais correlacionadas entre si, num conjunto de varia´veis na˜o
correlacionadas, chamadas componentes principais.
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Definic¸a˜o 4.3.1 As componentes principais CP1, ..., CPp de um conjunto de N varia´veis
para o qual se tem um conjunto de n observac¸o˜es, consiste num conjunto de p varia´veis na˜o
correlacionadas entre si, com p ≤ N , tais que:
CP1 = a11V1 + a12V2 + ...+ a1NVN = a
0
1V
.
.
.
CPp = ap1V1 + ap2V2 + ...+ apNVN = a
0
pV
com ai=[ai1 ai2 ... aiN ]
0, i ∈ {1, ..., p} e V = [V1 ... VN ]0.
Cada uma das combinac¸o˜es lineares anteriores e´ uma combinac¸a˜o linear estandardizada, ou
seja:
a0jaj=
NX
i=1
a2ji=a
2
j1 + a
2
j2 + ...+ a
2
jN = 1, para j=1, ..., N.
Os coeficientes a11, a12, ..., a1N sa˜o definidos de forma a maximizar a variaˆncia da varia´vel
CP1, tal que a
2
11 + a
2
12 + ... + a
2
1N = 1. Fixa a componente CP1, constroi-se a varia´vel CP2
de forma ana´loga a CP1, garantindo a auseˆncia de correlac¸a˜o entre as duas componentes.
As restantes p− 2 componentes principais sa˜o constru´ıdas sucessivamente e de forma a na˜o
serem correlacionadas entre si.
Como consequeˆncia directa da definic¸a˜o tem-se:
var(CP1) ≥ var(CP2) ≥ ... ≥ var(CPp).
Pode-se calcular tantas componentes quantas as varia´veis iniciais, mas o interesse esta´ em
considerar um nu´mero reduzido de componentes que expliquem, na medida do poss´ıvel, a
variabilidade dos dados iniciais.
A variabilidade dos dados iniciais e´ traduzida pela matriz de covariaˆncias. Contudo, para
um grande conjunto de observac¸o˜es e de varia´veis, a variabilidade traduzida numa matriz en-
volve maior esforc¸o computacional e na˜o e´ de fa´cil interpretac¸a˜o. Usualmente, no contexto da
Ana´lise em Componentes Principais, reduz-se aquela informac¸a˜o a uma medida de variac¸a˜o
total dos dados iniciais dada pelo trac¸o da matriz de covariaˆncias.
Muitas vezes, em lugar de utilizar as componentes principais definem-se outras componentes
com a mesma estrutura das componentes principais, com a pequena diferenc¸a de serem cor-
rigidas pela me´dia, a estas componentes chamam-se de scores. Portanto, quando se utilizam
os scores, em lugar de Vi considera-se Vi − µi na determinac¸a˜o das componentes principais.
Uma Ana´lise em Componentes Principais pode ser vantajosa se as variaˆncias de grande
nu´mero de componentes forem “pequenas” e existir um conjunto pequeno de componentes
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com “grande” variaˆncia. Se tal acontecer algumas componentes podem ser desprezadas sem
perdas significativas em termos de variaˆncia. Assim, os dados seriam descritos por um menor
nu´mero de varia´veis que explicariam, uma percentagem elevada de variabilidade das varia´veis
iniciais.
Mas nem sempre a aplicac¸a˜o da Ana´lise em Componentes Principais se revela de grande utili-
dade. Basta para isso conduzir a muitas componentes cuja variaˆncia na˜o e´ despreza´vel. Nesse
caso, na˜o seria poss´ıvel reduzir “significativamente” o nu´mero de varia´veis, facto este que
acontece quando as varia´veis iniciais sa˜o “pouco” correlacionadas. Para o caso das varia´veis
serem “significativamente” correlacionadas ja´ o sucesso da Ana´lise em Componentes Princi-
pais pode ser grande.
4.3.1 Procedimento
Sejam λ1, ..., λN os valores pro´prios da matriz de covariaˆncias Σ das varia´veis V1, V2, ..., VN
ordenados por ordem decrescente.
Para o ca´lculo dos vectores pro´prios associados a cada valor pro´prio recorre-se ao seguinte
resultado cla´ssico da A´lgebra Linear, adaptado a` presente situac¸a˜o:
Teorema 4.3.1 Seja I a matriz identidade. Se λj, com j ∈ {1, ..., N}, e´ um valor pro´prio
da matriz Σ, enta˜o existe uma soluc¸a˜o na˜o nula vj da equac¸a˜o [Σ − λjI]vj = 0. Ao vector
vj=[vi1 vi2 ... viN ]’ chama-se de vector pro´prio associado a λj.
Fixe-se que vj e´ o vector pro´prio estandartizado, da matriz de covariaˆncias Σ, associado a λj e
ordenados por ordem decrescente de valor pro´prio. Diz-se que vj e´ um vector estandartizado
se v0jvj = 1, com j ∈ {1, ..., N}.
Verificar-se-a´ que o vector ai da Definic¸a˜o 4.3.1, coincide com o vector pro´prio vi.
Teorema 4.3.2 Qualquer combinac¸a˜o linear estandardizada de V1, V2, ..., VN tem variaˆncia
na˜o superior a λ1 - o maior valor pro´prio de Σ.
Prova 4.3.1
Suponha-se sem perda da generalidade que V1, V2, ..., VN sa˜o linearmente independentes.
Seja α uma combinac¸a˜o linear estandardizada de V1, V2, ..., VN dada por:
α = b1V1 + b2V2 + ...+ bNVN = b0V (4.1)
com b0b = 1, b = [b1 ... bN ]0 e V = [V1 ... VN ]0.
Sejam Σ a matriz de covariaˆncias e v1, v2, ..., vN os vectores pro´prios estandardizados de
dimensa˜o N associados aos valores pro´prios λ1, λ2, ..., λN , respectivamente.
Os N vectores pro´prios que resultam da matriz de covariaˆncias constituem uma base em RN .
Consequentemente, o vector b pode ser escrito como combinac¸a˜o linear dos vectores que con-
stituem a base:
b = c1v1 + c2v2 + ...+ cNvN . (4.2)
Por (4.1) e pelo teorema da decomposic¸a˜o espectral, (ver Mardia [2], pag 469-470) resulta:
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var(α) = b0Σb = b0(
NX
i=1
λiviv0i)b.
Tendo em conta (4.2) e que v0ivj =
½
1 se i = j
0 se i 6= j vem,
var(α) =
NX
i=1
λib0viv0ib =
NX
i=1
λi(c1v01 + c2v02 + ...+ cNv0N )viv0i(c1v1 + c2v2 + ...+ cNvN ) =
=
NX
i=1
λicici =
NX
i=1
λic2i .
De seguida provar-se-a´ que
NX
i=1
c2i = 1:
b0b = 1
(c1v
0
1 + c2v
0
2 + ...+ cNv
0
N )(c1v1 + c2v2 + ...+ cNvN ) = 1
c21v
0
1v1 + ... + c
2
Nv
0
NvN = 1
NX
i=1
c2i=1.
λ1 e´ o maior dos valores pro´prios. Portanto,
var(α) =
NX
i=1
λic2i ≤ λ1
NX
i=1
c2i = λ1.
Como se pretendia.
♦
Corola´rio 4.3.1 Seja α = β0V uma combinac¸a˜o linear estandardizada de V1, V2, ..., VN que
tem variaˆncia ma´xima. Enta˜o, var(α) = λ1 e β = v1, sendo v1 o vector pro´prio associado a
λ1.
Prova 4.3.2
Do seguimento da demonstrac¸a˜o do Teorema 4.3.2 observa-se que se a variaˆncia de alguma
componente for λ1 enta˜o essa componente tem variaˆncia ma´xima.
Tendo em conta o Teorema 4.3.1 e propriedades da variaˆncia e das matrizes, tem-se que
var(v01V ) = v01Σv1 = v01λ1Iv1 = λ1v01Iv1 = λ1. Assim, a variaˆncia e´ ma´xima quando β = v1.
♦
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Do Corola´rio 4.3.1 conclui-se que o vector a1 da Definic¸a˜o 4.3.1 coincide com o vector v1.
Tendo em conta que as componentes sa˜o constru´ıdas de forma a na˜o serem correlacionadas,
de modo ana´logo, prova-se que ai = vi para todo i ∈ {1, ..., N}. Para que as componentes
principais na˜o sejam correlacionadas entre si, o vector constitu´ıdo pelos coeficientes da com-
binac¸a˜o linear das componentes (4.2) na˜o pode ser escrito a` custa dos vectores pro´prios que
constituem os coeficientes da combinac¸a˜o linear das componentes ate´ enta˜o contru´ıdas. Por-
tanto, o vector constitu´ıdo pelos coeficientes da combinac¸a˜o linear da segunda componente
na˜o se escreve a` custa de v1, resultando que a variaˆncia ma´xima dessa componente e´ λ2. Para
as outras componentes o racioc´ınio e´ ideˆntico.
Propriedades 4.3.1
Sejam v1, ..., vN os vectores pro´prios de Σ associados aos N valores pro´prios ordenados
λ1 > λ2 > ... > λN , respectivamente. Enta˜o,
• var(CPj) = λj , com j=1, ..., N;
•
NX
i=1
var(CPi) = trΣ;
•
NY
i=1
var(CPi) = |Σ|.
Prova 4.3.3
• var[CPj ] = var[v0jV ] = v0jΣvj.
Pelo Teorema 4.3.1 Σvj = λjIvj, assim vem que: var[CPj ] = v0j(λjIvj) = λj(v0jIvj)=λj.
• Observando-se que o trac¸o de uma matriz e´ a soma dos valores pro´prios dessa matriz,
pela propriedade anterior fica evidente a igualdade.
• Observando-se que o determinante de uma matriz quadrada e´ igual ao produto dos
valores pro´prios e novamente pela primeira propriedade obte´m-se a igualdade.
♦
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Assim, tendo em conta os resultados obtidos, o algoritmo de determinac¸a˜o das componentes
baseia-se no ca´lculo matricial sobre a matriz de covariaˆncias. A partir da matriz de co-
variaˆncias calculam-se os valores e vectores pro´prios associados, determinando as compo-
nentes principais e as respectivas variaˆncias.
4.3.2 Decomposic¸a˜o da Variaˆncia
Seja v a matriz dos vectores pro´prios, v = [v1 v2 ... vN ]
0 e CP o vector das componentes
principais, CP = [CP1 CP2 ... CPN ]
0. Observe-se que CP = vV .
Defina-se var(CP ) como a matriz de covariaˆncias do vector CP . Assim, var(CP ) = vΣv0.
Observe-se que var(CP ) e´ uma matriz diagonal N × N em que a diagonal e´ constitu´ıda
pelos N valores pro´prios. Assim, a variaˆncia da i-e´sima componente principal corresponde
ao i-e´simo elemento da diagonal da matriz var(CP ).
Definic¸a˜o 4.3.2 O trac¸o da matriz de covariaˆncias do vector CP , a soma de todos os valores
da diagonal da matriz var(CP ), chama-se de variac¸a˜o total das componentes principais.
Assim, atendendo a`s propriedades do trac¸o de uma matriz, resulta que a variac¸a˜o total das
componentes e´ igual a` variac¸a˜o total das varia´veis iniciais. De facto,
tr(var(CP )) = tr(vΣv0) = tr(Σv0v) = tr(Σ) (4.3)
Para averiguar o quanto a i-e´sima componente explica a variac¸a˜o total, calcula-se natural-
mente o quociente entre a variac¸a˜o da componente (variaˆncia) e a variac¸a˜o total,
λi
NX
i=1
λi
.
Para averiguar o quanto as primeiras p componentes explicam a variac¸a˜o total, calcula-se o
quociente entre a variac¸a˜o dessas p componentes e a variac¸a˜o total, Pe (ver equac¸a˜o 4.4).
A este quociente chamar-se-a´ de percentagem de explicac¸a˜o das primeiras p componentes
principais.
Pe =
pX
i=1
λi
NX
i=1
λi
(4.4)
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4.3.3 Crite´rios de Selecc¸a˜o das Componentes
O grande interesse da Ana´lise em Componentes Principais e´ converter o conjunto das varia´veis
iniciais num menor nu´mero de varia´veis (as componentes principais) que expliquem aproxi-
madamente a variac¸a˜o total do conjunto das varia´veis iniciais.
Se algumas varia´veis iniciais forem linearmente dependentes entre si, no ca´lculo dos valores
pro´prios obter-se-a˜o valores nulos. Assim, a matriz de covariaˆncias tera´ caracter´ıstica m < N
e a variac¸a˜o total do conjunto inicial sera´ completamente explicado pelas m primeiras com-
ponentes principais.
Contudo, a dependeˆncia linear na˜o e´ muito frequente, situac¸a˜o em que existem varia´veis
redundantes e por isso, sem interesse. O que e´ usual ocorrer, e situac¸a˜o de particular
interesse para a aplicac¸a˜o de uma Ana´lise em Componentes Principais, e´ a dependeˆncia linear
“aproximada” entre algumas varia´veis. Tal corresponde a` existeˆncia de valores pro´prios
“muito pequenos” em que o retirar das componentes associadas a esses valores na˜o implica
perda “significativa” de informac¸a˜o em termos de variac¸a˜o total. A vantagem de retirar com-
ponentes e´ essencialmente reduzir a dimensionalidade do espac¸o inicial das varia´veis definindo
um conjunto menor de varia´veis e portanto, de interpretac¸a˜o, espera-se que, mais clara.
Pore´m po˜e-se o problema de escolher o nu´mero de componentes principais a considerar. A
decisa˜o do nu´mero de componentes depende da percentagem de explicac¸a˜o (Pe) desejada.
Assim, existem va´rios crite´rios pra´ticos, emp´ıricos, que fazem a selecc¸a˜o do nu´mero de com-
ponentes a extrair, dos quais se apresentam dois dos mais usuais na literatura (ver, por
exemplo, [21] e [12]):
• Crite´rio: Fac¸a-se a representac¸a˜o gra´fica da percentagem de variac¸a˜o total explicada
por cada componente e por ordem decrescente. Quando os valores representados fi-
carem aproximadamente sobre numa recta quase paralela ao eixo das abcissas, sa˜o de
excluir as componentes correspondentes.
Aquela representac¸a˜o gra´fica e´ chamada de scree plot. A utilidade desse gra´fico, na
pra´tica, justifica-se porque apresenta, na maior parte das vezes, uma n´ıtida separac¸a˜o
dos grandes valores pro´prios face aos pequenos.
• Crite´rio: Incluir o nu´mero mı´nimo de componentes por forma a explicar pelo menos
70% da variac¸a˜o total (Pe ≥ 70%).
A percentagem de variac¸a˜o total a considerar na˜o e´ unanimamente escolhida por di-
versos autores. Na maior parte das vezes, e´ escolhido mediante o contexto em estudo.
70% e´ o limiar inferior normalmente utilizado. Todavia, alguns autores sugerem 90%
(ver [12]). O valor de 70% pareceu ser o valor mais interessante perante a existeˆncia de
um grande nu´mero de varia´veis com e´ o caso em estudo (61 varia´veis).
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Assim, o algoritmo para ca´lculo das componentes principais pode ser descrito atrave´s dos
seguintes passos:
1. Ler os dados e calcular a correspondente matriz de covariaˆncias das varia´veis iniciais;
2. Encontrar os N valores pro´prios da matriz de covariaˆncias, proceder a` sua ordenac¸a˜o,
λ1 > λ2 > ... > λN , e ca´lcular os vectores pro´prios associados;
3. Escrever as componentes principais definido os coeficientes da i-e´sima componente co-
mo sendo os elementos do i-e´simo vector pro´prio. Identificar a variaˆncia da i-e´sima
componente como sendo o i-e´simo maior valor pro´prio;
4. Desprezar as componentes cuja explicac¸a˜o da variac¸a˜o total seja pequena, por forma a
garantir que as componentes consideradas completem a percentagem mı´nima de expli-
cac¸a˜o (Pe) desejada.
4.3.4 Validac¸a˜o da Aplicac¸a˜o da Ana´lise em Componentes Principais
Antes da aplicac¸a˜o da Ana´lise em Componentes Principais deve-se averiguar se as varia´veis
na˜o sa˜o correlacionadas entre si. No caso de na˜o existir correlac¸a˜o a aplicac¸a˜o da Ana´lise em
Componentes Principais na˜o tem interesse, pois as componentes principais coincidem com as
varia´veis iniciais.
Existem testes estat´ısticos para testar a na˜o correlac¸a˜o das varia´veis no aˆmbito da Ana´lise
em Componentes Principais. Por exemplo, o teste de esfericidade de Bartlett (ver [21] e [12]).
Nele e´ testada a hipo´tese H0 de os valores pro´prios serem todos iguais entre si.
A hipo´tese nula e´ dada por:
H0: λ1 = λ2 = ... = λN .
A estat´ıstica de teste e´ dada por T :
T = −[n− 1− 1
6
(2N + 5)]
NX
i=1
lnλi. (4.5)
Esta estat´ıstica tem distribuic¸a˜o assimpto´tica de um qui-quadrado com (N(N−1)2 ) graus de
liberdade.
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4.3.5 Rotac¸a˜o das Componentes Principais
As componentes principais sa˜o ordenadas de acordo com a importaˆncia decrescente da variaˆncia
explicada. De forma geral, a primeira componente corresponde a um “factor geral” e e´
responsa´vel pela maior parte da variac¸a˜o total. As outras componentes distribuem, entre si,
a restante variac¸a˜o de acordo com a definic¸a˜o de componentes principais.
Todavia, existem te´cnicas associadas a` rotac¸a˜o das varia´veis que permitem redistribuir a
variaˆncia das primeiras p componentes principais (o nu´mero de componentes atrave´s do qual
se obte´m a percentagem de explicac¸a˜o Pe desejada). O principal objectivo da aplicac¸a˜o da
rotac¸a˜o a`s componentes principais e´ o de tentar encontrar um padra˜o na estrutura dos dados
que seja “mais fa´cil de interpretar”.
Seja,
A =


a11 ... a1N
...
. . .
...
ap1 ... apN


a matriz em que a i-e´sima linha corresponde aos coeficientes da i-e´sima componente principal,
com p nu´mero de componentes retidas. O ideal da rotac¸a˜o no aˆmbito desta ana´lise, e´ actuar
sobre a matriz A transformando-a numa matriz com estrutura simplificada B(p×N),
B = A ·G. (4.6)
Diz-se que B e´ uma matriz com estrutura simplificada se:
• cada coluna tiver pelo menos um zero;
• cada linha tiver pelo menos p zeros;
• os coeficientes nulos de cada par de linhas correspondem a conjuntos distintos de
varia´veis.
Contudo, a obtenc¸a˜o de uma matriz com estrutura simplificada na˜o se afigura de tarefa fa´cil.
Os me´todos conhecidos de rotac¸a˜o sobre a matriz A encontram a matriz B prenchendo ape-
nas alguns requisitos de estrutura simplificada, mas na˜o todos.
Os me´todos de rotac¸a˜o mais simples sa˜o os ortogonais (manteˆm a ortogonalidade entre os
eixos), como o QUARTIMAX, o VARIMAX e o EQUIMAX todos eles implementados no
SPSS 7.5 for Windows. Tambe´m e´ poss´ıvel efectuar rotac¸o˜es obl´ıquas, como sa˜o exemplo os
me´todos OBLIMIN e PROMAX.
Nos me´todos ortogonais encontra-se a matriz G (equac¸a˜o 4.6) tal que maximiza a seguinte
soma:
pX
i=1
[
NX
j=1
b4ij −
c
N
(
NX
j=1
b2ij)
2] (4.7)
onde c e´ uma constante que varia conforme o me´todo adoptado e bij os elementos da matriz
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B.
O me´todo mais popular e´ o VARIMAX com c = 1 (Kaiser-1958). Este me´todo ortogonal
resulta num pequeno nu´mero de componentes em que os coeficientes das varia´veis sa˜o signi-
ficativamente diferentes de zero. O resultado final das p componentes depois desta rotac¸a˜o e´
uma combinac¸a˜o das N varia´veis iniciais, em que os coeficientes da combinac¸a˜o sa˜o escolhi-
dos por forma a maximizar a variac¸a˜o entre o conjunto de valores “pro´ximos” de zeros e o
conjunto de valores “significativamente” diferentes de zero.
4.4 Aplicac¸a˜o ao Caso em Estudo
De seguida apresentar-se-a˜o os resultados da aplicac¸a˜o da Ana´lise em Componentes Princi-
pais aos dados relativos aos res´ıduos ajustados e frequeˆncias relativas dos pares de codo˜es
na˜o terminais das duas espe´cies de interesse.
Mas antes aplicar-se-a´ o teste de esfericidade de Bartlett. O nu´mero de varia´veis (N) e´ 61 e o
nu´mero de indiv´ıduos (n) tambe´m e´ 611. Assim, o nu´mero de graus de liberdade associados
a` estat´ıstica de teste T e´ 1830 sendo o valor do quantil de ordem 0.95 da distribuic¸a˜o do
qui-quadrado de 1930.048. Os valores obtidos para a estat´ıstica de teste T (ver equac¸a˜o 4.5)
sa˜o os que se apresentam na Tabela 4.1.
Espe´cie / Tipo de dado T
Candida albicans / res´ıduos 5634.546
Candida albicans / frequeˆncias relativas 6963.612
Saccharomyces cerevisiae / res´ıduos 6832.452
Saccharomyces cerevisiae / frequeˆncias relativas 6991.646
Tabela 4.1: Valores observados para a estat´ıstica T no teste de esfericidade de Bartlett.
Da aplicac¸a˜o do teste vem que a hipo´tese das varia´veis na˜o estarem correlacionadas e´ rejeita-
da. O que vem confirmar a rejeic¸a˜o da independeˆncia entre as varia´veis, ja´ que duas varia´veis
independentes na˜o sa˜o correlacionadas.
Efectuando uma Ana´lise em Componentes Principais, a` matriz dos res´ıduos ajustados e a` ma-
triz das frequeˆncias relativas obtiveram-se os resultados da variac¸a˜o total das componentes
principais (ver Tabelas 4.2 e 4.3) e os correspondentes scree plots (ver Figuras 4.1 e 4.2).
1Consideraram-se neste estudo apenas os codo˜es na˜o terminais, esta opcc¸a˜o e´ justificada pelo facto dos treˆs
codo˜es terminais terem caracter´ısticas muito distintas dos restantes codo˜es em termos biolo´gicos. No entanto
foi feito o estudo considerando estes codo˜es, obtendo-se o esperado distancimento dos codo˜es terminais em
relac¸a˜o aos restantes; resultado sem grande interesse no aˆmbito do estudo a desenvolver.
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Tabela 4.2: Variac¸a˜o total explicada pelas componentes principais na Saccharomyces cere-
visiae, quando se utiliza a matriz de res´ıduos ajustados (tabela do lado esquerdo) e a matriz
das frequeˆncias relativas (tabela do lado direito) na Ana´lise em Componentes Principais.
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Tabela 4.3: Variac¸a˜o total explicada pelas componentes principais na Candida albicans, quan-
do se utiliza a matriz de res´ıduos ajustados (tabela do lado esquerdo) e a matriz das fre-
queˆncias relativas (tabela do lado direito) na Ana´lise em Componentes Principais.
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Figura 4.1: Scree plot da Saccharomyces cerevisiae, primeiro gra´fico com base na matriz dos
res´ıduos e segundo gra´fico com base na matriz das frequeˆncias relativas.
Figura 4.2: Scree plot da Candida albicans, primeiro gra´fico com base na matriz dos res´ıduos
e segundo gra´fico com base na matriz das frequeˆncias relativas.
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Tendo em conta os crite´rios que determinam a percentagem de variac¸a˜o explicada, o nu´mero
de componentes a considerar sa˜o cinco. Seguem-se explicitados os coeficientes da combinac¸a˜o
linear das varia´veis iniciais que definem as 5 componentes principais que explicam 73, 3% e
74, 4% da variac¸a˜o total das varia´veis na matriz dos res´ıduos na Saccharomyces cerevisae e
Candida albicans, respectivamente (ver Tabela 4.4).
Tabela 4.4: As 5 primeiras componentes principais para as duas espe´cies, no aˆmbito do estudo
dos res´ıduos.
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Apresentam-se tambe´m os scores no sentido de mais facilmente descobrir, se existir, padra˜o
nos valores tabelados e de estabelecer regras de comportamento entre os codo˜es no sequenci-
amento.
Tabela 4.5: Os 5 primeiros scores para as duas espe´cies, no aˆmbito do estudo dos res´ıduos.
Contudo dos valores dos scores, na˜o se consegue detectar a existeˆncia de um padra˜o bem
definido, embora sejam vis´ıveis algumas regio˜es da tabela em que predominam os valores
negativos e outras em que perdominam os valores positivos.
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Com vista a questionar a formac¸a˜o das 5 componentes consideradas e tendo em conta a
hipo´tese que resultou a quando da Ana´lise Classificato´ria (Cap´ıtulo 3) passou-se a`s repre-
sentac¸o˜es gra´ficas das varia´veis em func¸a˜o das componentes principais (da Figuras 4.3 a`
4.10). Representaram-se as componentes duas a duas dividindo-se o conjunto dos codo˜es em
4 grupos de acordo com a sua composic¸a˜o a n´ıvel das bases. Nas Figuras 4.3, 4.5, 4.7 e 4.9
subdividiram-se as varia´veis relativamente a` primeira base ou nucleo´tido que constitui cada
coda˜o (varia´vel), nas Figura 4.4, 4.6, 4.8 e 4.10 relativamente a` segunda e terceira base.
Figura 4.3: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
inicial. Para a Saccharomyces cerevisiae no aˆmbito dos res´ıduos para as 5 primeiras compo-
nentes.
Figura 4.4: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
interme´dio (esquerda) e o nucleo´tido final (direita). Para a Saccharomyces cerevisiae no
aˆmbito dos res´ıduos para as 5 primeiras componentes.
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Figura 4.5: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
inicial. Para a Candida albicans no aˆmbito dos res´ıduos para as 5 primeiras componentes.
Figura 4.6: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
interme´dio (esquerda) e o nucleo´tido final (direita). Para a Candida albicans no aˆmbito dos
res´ıduos para as 5 primeiras componentes.
Da observac¸a˜o dos gra´ficos anteriores averigua-se que existe uma tendeˆncia para separar as
varia´veis em 4 grupos de acordo com o nucleo´tido de iniciac¸a˜o do coda˜o. Observa-se que a
formac¸a˜o de grupos de cores e´ gradualmente menos definida caso se considere a marcac¸a˜o do
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nucleo´tido inicial, interme´dio ou final.
Por fim aplicou-se a rotac¸a˜o ortogonal VARIMAX. Nas Figura 4.7, 4.8, 4.9 e 4.10 apresenta-
se uma representac¸a˜o das varia´veis iniciais em func¸a˜o das componentes transformadas pela
rotac¸a˜o, distinguindo as varia´veis, de modo ana´logo ao que foi feito, por marcac¸a˜o dos nu-
cleo´tidos.
Figura 4.7: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
inicial. Para a Saccharomyces cerevisiae no aˆmbito dos res´ıduos para as 5 primeiras compo-
nentes apo´s a rotac¸a˜o VARIMAX.
Figura 4.8: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
interme´dio (esquerda) e o nucleo´tido final (direita). Para a Saccharomyces cerevisiae no
aˆmbito dos res´ıduos para as 5 primeiras componentes apo´s a rotac¸a˜o VARIMAX.
60
Figura 4.9: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nucleo´tido
inicial. Para a Candida albicans no aˆmbito dos res´ıduos para as 5 primeiras componentes,
apo´s a rotac¸a˜o VARIMAX.
Figura 4.10: Representac¸o˜es gra´ficas das varia´veis, os codo˜es, referenciando a coˆr do nu-
cleo´tido interme´dio (esquerda) e o nucleo´tido final (direita). Para a Candida albicans no
aˆmbito dos res´ıduos para as 5 primeiras componentes apo´s a rotac¸a˜o VARIMAX.
Contudo os resultados obtidos com a rotac¸a˜o na˜o alteram significativamente a representac¸a˜o
das varia´veis e a n´ıvel da descoberta de padra˜o na˜o parece existir avanc¸o de mais informac¸a˜o.
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Na ana´lise classificato´ria realizada observa-se que existe uma tendeˆncia dos indiv´ıduos se
agruparem de acordo com o nucleo´tido terminal. Na Ana´lise em Componentes Principais
observa-se a tendeˆncia das varia´veis se agruparem de acordo com o coda˜o de iniciac¸a˜o. Por-
tanto, esta ana´lise vem vincar a ideia de que:
Dado um coda˜o fixo, a distribuic¸a˜o da sequeˆncia de codo˜es justapostos e´ determinada pelos
treˆs nucleo´tidos que compo˜em esse coda˜o fixo, dando va´rios n´ıveis de influeˆncia aos
nucleo´tido que o constituem. Concretamente uma influeˆncia crescente com a proximidade
do s´ımbolo-nucleo´tido ao coda˜o fixo.
De um modo esquema´tico, os n´ıveis de influeˆncia podem ser representados pelos tamanhos
da letra N sobre cada nucleo´tido, como ilustra a seguinte figura:
Observe-se que no Cap´ıtulo 2, com a Ana´lise de Tabelas de Contingeˆncia, calcularam-se os
coeficientes de associac¸a˜o dos nucleo´tidos do coda˜o justaposto, e o menor valor de associac¸a˜o
foi obtido para o nucleo´tido interme´dio. Assim, as treˆs metodologias estat´ısticas ate´ agora
consideradas levam a concluir que, dado um coda˜o, o nucleo´tido mais pro´ximo do coda˜o
justaposto e´ o nucleo´tido que lhe e´ mais associado face aos restantes dois nucleo´tidos.
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Cap´ıtulo 5
Cadeias de Markov
5.1 Introduc¸a˜o
Dado um coda˜o fixo numa sequeˆncia de codo˜es de um determinado gene, pensa-se que o
posicionamento desse coda˜o podera´ ser explicado, em parte, pelo tipo de codo˜es que se en-
contram nas posic¸o˜es anteriores adjacentes e que o “peso de explicac¸a˜o” estara´ relacionado
com as distaˆncias desses codo˜es ao coda˜o fixo. Pressupondo que o coda˜o anterior adjacente
tem maior “peso da explicac¸a˜o”, parece natural a modelac¸a˜o do sequenciamento dos codo˜es
por modelos probabil´ısticos Markovianos. Neste cap´ıtulo averiguar-se-a´ a adequac¸a˜o do se-
quenciamento de codo˜es no genoma por uma cadeia de Markov.
Para tal comparar-se-a˜o as frequeˆncias observadas de cada um dos codo˜es e as respectivas
estimativas das probabilidades sob a validade de um modelo de cadeia de Markov homoge´nea
e estritamente estaciona´ria.
5.2 Cadeia de Markov com Espac¸o de Paraˆmetros Discreto
5.2.1 Definic¸a˜o de Cadeia de Markov
Antes de se aplicar as Cadeias de Markov ao estudo das sequeˆncias de genes, apresentar-se-a´
um conjunto de definic¸o˜es e conceitos a utilizar nesse estudo.
Definic¸a˜o 5.2.1 Um processo estoca´stico {Xn, n ∈ N0} e´ uma cadeia de Markov com espac¸o
de paraˆmetros discreto e espac¸o de estados finito, E = {C1, ..., CN}, se:
∀n∈N0 ∀Cj∈E P (Xn+1 = Cj |X0, ...,Xn) = P (Xn+1 = Cj |Xn). (5.1)
Em particular, se as probabilidades dadas em (5.1) na˜o dependem de n diz-se que a cadeia
de Markov e´ homoge´nea no tempo e pode-se escrever:
P (Xn+1 = Cj |Xn = Ci) = pij (5.2)
Assim, a probabilidade pij e´ a probabilidade do sistema transitar do estado Ci para Cj num
passo.
63
Chama-se matriz das probabilidades de transic¸a˜o da cadeia, a` matriz N ×N ,
P = [pij ] i=1, 2, ..., N e j=1, 2, ..., N .
A partir desta altura quando se escreve cadeia de Markov, entender-se-a´ cadeia de Markov
homo´genea, cujas probabilidades de transic¸a˜o satisfazem as seguintes condic¸o˜es:
1. pij ≥ 0, com i, j ∈ {1, 2, ..., N};
2.
NX
j=1
pij = 1, com i ∈ {1, 2, ..., N}.
Um resultado importante, neste contexto, e´ o facto da distribuic¸a˜o de probabilidades da
cadeia de Markov {Xn, n ∈ N0} ficar completamente especificada com o conhecimento da
matriz P e da distribuic¸a˜o de X0 (chamada distribuic¸a˜o inicial da cadeia).
Teorema 5.2.1 Dada a matriz das probabilidades de transic¸a˜o de uma cadeia de Markov
{Xn, n ∈ N0}, P , e a distribuic¸a˜o de probabilidades da varia´vel aleato´ria X0, com
P (X0 = Ci) = a(Ci). Enta˜o:
P (X0 = Ci0 , X1 = Ci1 , ..., Xm = Cim) = a(Ci0 ) pi0i1 ... pim−1im,
para todo m ∈ N0 e Ci0 , Ci1 , ..., Cim ∈ E.
Definic¸a˜o 5.2.2 A probabilidade do processo, {Xn, n ∈ N0}, chegar ao estado Cj em n
passos tendo partido do estado Ci e´ denotada por p
n
ij a que se chama de probabilidade de
transic¸a˜o em n passos e tem-se que:
pnij = P (Xn+m = Cj |Xm = Ci)
com m ∈ N0 e Ci, Cj ∈ E.
Definic¸a˜o 5.2.3
• Um estado Cj e´ acess´ıvel a partir do estado Ci se pnij > 0 com n ∈ N0 e i, j ∈
{1, 2, ..., N};
• Dois estados comunicam entre si se sa˜o acess´ıveis a partir um do outro;
• Se todos os estados comunicam entre si a cadeia de Markov diz-se irredut´ıvel.
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Definic¸a˜o 5.2.4 O per´ıodo de um estado Ci e´ o ma´ximo divisor comum (d(Ci)) de todos os
inteiros n ≥ 1, para os quais pnii > 0 (se pnii = 0 para n ≥ 1 convencionou-se d(Ci) = 0).
Quando d(Ci) = 1 a cadeia de Markov e´ chamada de aperio´dica.
5.2.2 Comportamento Limite das Cadeias de Markov
Dada uma cadeia de Markov com matriz das probabilidades de transic¸a˜o P chama-se dis-
tribuic¸a˜o estaciona´ria a` distribuic¸a˜o de probabilidades π = {πi, i = 1, 2, ..., N}, que satisfaz
a condic¸a˜o,
πk =
NX
j=1
πjpjk, ∀k ∈ {1, 2, ...,N}.
Na forma matricial tem-se que:
Π = Π · P (5.3)
onde Π representa o vector [π1 ... πN ].
Repare-se que da condic¸a˜o (5.3) resulta recursivamente que: Π = (Π · P ) · P = Π · P 2 =
= (Π · P ) · P 2 = ... = Π · Pn, ou seja:
πk =
NX
j=1
πjpnjk, ∀k ∈ {1, 2, ..., N}, ∀n ∈ N. (5.4)
No contexto das Cadeias de Markov sa˜o conhecidos va´rios resultados relativos ao comporta-
mento limite da cadeia. Pore´m, aqui apenas se apresentara´ um resultado, u´til na aplicac¸a˜o
do estudo a desenvolver.
Teorema 5.2.2 Numa cadeia de Markov homoge´nea, irredut´ıvel e aperio´dica, com um nu´mero
finito de estados (N) e distribuic¸a˜o estaciona´ria π = {π1, ...,πN}, o sistema de N+1 equac¸o˜es



πk =
NX
j=1
πjpjk k = 1, 2, ..., N
NX
j=1
πj = 1
(5.5)
tem soluc¸a˜o u´nica, estritamente positiva e tal que:
πk = limn→∞pnik, ∀i ∈ {1, 2, ..., N}, com k = 1, 2, ..., N .
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Em geral, o resultado anterior, e´ apresentado na literatura sob um aspecto mais geral, com
espac¸o de estados infinito numera´vel. A prova pode ser encontrada em [22], por exemplo.
Se a distribuic¸a˜o de probabilidades inicial coincidir com a distribuic¸a˜o estaciona´ria
{πk, k = 1, ...,N}, resulta que:
Para todo m ∈ N0 e Ci0 , ..., Cim ∈ E pelo Teorema 5.2.1
P (X0 = Ci0 ,X1 = Ci1 , ...,Xm = Cim) = πi0pi0i1 ...pim−1im ,
P (Xn = Ci0 , ...,Xn+m = Cim) = P (Xn = Ci0)pi0i1 ...pim−1im , ∀n∈N0 .
Dada a hipo´tese de que a probabilidade inicial coincide com a distribuic¸a˜o estaciona´ria,
P (Xn = Ci0) =
NX
j=1
a(Cj)p
n
ji0 =
NX
j=1
πi0pnji0 = πi0 ,
pelo que os vectores (X0, ..., Xm) e (Xn, ..., Xn+m) sa˜o identicamente distribu´ıdos.
Ao processo, {Xn, n ∈ N0} que verifica esta condic¸a˜o designa-se processo estoca´stico es-
tritamente estaciona´rio.
5.3 Aplicac¸a˜o ao Caso em Estudo
Apresentar-se-a´ uma aplicac¸a˜o ao caso dos codo˜es, pelo que se tem um total de 64 indiv´ıduos1,
correspondendo aos 64 elementos do espac¸o de estados (E).
No sentido de estabelecer um modelo probabil´ıstico para o sequenciamento dos codo˜es na
Saccharomyces cerevisiae e na Candida albicans, e dada a natureza do problema propo˜e-se
para cada uma das espe´cies uma cadeia de Markov para o processo {Xn, n ∈ N0}, onde Xn
representa o coda˜o na n-e´sima posic¸a˜o no sequenciamento dos codo˜es no genoma da espe´cie
em causa.
Para definir esta cadeia alguns pressupostos sera˜o admitidos. Nomeadamente,
• a estacionaridade do processo;
• o sequenciamento continuado dos codo˜es sobre todos os genes aleatoriamente sequenci-
ados.
Para especificar a distribuic¸a˜o de probabilidades da cadeia de Markov a propor interessara´
estudar a matriz e a distribuic¸a˜o inicial da cadeia em estudo.
Tem-se como ponto de partida deste trabalho as tabelas de contingeˆncia, consideradas no
Cap´ıtulo 2 e que se encontram no Apeˆndice B.1, e as frequeˆncias de cada um dos codo˜es no
1Tambe´m se efectuou uma abordagem para o caso dos aminoa´cidos em que se obtiveram resultados
semelhantes aos que sera˜o apresentados no contexto dos codo˜es.
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genoma.
Como resultado teo´rico utilizou-se o Teorema 5.2.2, para o qual e´ necessa´rio ter uma ma-
triz das probabilidades de transic¸a˜o irredut´ıvel e aperio´dica. Na˜o especificando a estrate´gia,
o Teorema 5.2.2 podera´ permitir estimar as probabilidades dos s´ımbolos (codo˜es) como as
probabilidades limite (o conjunto soluc¸a˜o do sistema perante a estacionaridade).
Para cada uma das espe´cies e a partir da tabela de contingeˆncia dos pares de codo˜es pode-se
obter uma matriz cuja soma das linhas e´ 1, atrave´s do ca´lculo de frequeˆncias relativas. Con-
tudo, deste modo na˜o resultaria uma matriz com a forma espec´ıfica da matriz do Teorema
5.2.2 deseja´vel para este estudo.
Por um lado, a matriz de frequeˆncias absolutas tem 3 linhas de zeros, relativos aos codo˜es
terminais2, consequentemente na˜o levara´ a uma matriz das probabilidades de transic¸a˜o irre-
dut´ıvel. Por outro lado, tendo em conta a Definic¸a˜o 5.2.4 os codo˜es terminais provocariam
que a cadeia na˜o fosse aperio´dica uma vez que:
d(Cterminal) = 0 (6=1).
Repare-se que o coda˜o de iniciac¸a˜o e´ tambe´m motivo da na˜o aplicabilidade do Teorema 5.2.2:
P (X1 = Cj|X0 6= ATG) = 0
P (Xn+1 = Cj|Xn 6= ATG) 6= 0
com n ∈ N e Cj ∈ E.
Assim, as sequeˆncias de codo˜es na˜o constituem uma cadeia de Markov homoge´nea.
Como consequeˆncia da estrutura da sequeˆncia de codo˜es, propoˆs-se enta˜o que os dados a
considerar sejam as frequeˆncias de pares do sequenciamento dos codo˜es na˜o terminais e na˜o
iniciais3. Como resultado desta alterac¸a˜o tem-se novos totais marginais, a partir dos quais se
calculou a matriz, P ∗, de frequeˆncias relativas face aos totais marginais das linhas da matriz
(a soma em cada linha e´ 1). A matriz obtida, P ∗, tomou-se como uma estimativa da matriz
das probabilidades de transic¸a˜o, a qual e´ irredut´ıvel e aperio´dica, ou seja, esta´ nas condic¸o˜es
do Teorema 5.2.2. Aplicou-se o Teorema 5.2.2 e obteve-se a soluc¸a˜o do sistema. O algoritmo
para a determinac¸a˜o da soluc¸a˜o do sistema (5.5) foi implementado no MATLAB 6, fazendo
uso das potencialidades de ca´lculo matricial e encontra-se no Apeˆndice A.2.
Estima-se a distribuic¸a˜o inicial da cadeia como sendo a distribuic¸a˜o estaciona´ria do processo.
Tal implica que se assuma que o processo do sequenciamento de codo˜es dentro de cada gene
entre a posic¸a˜o inicial e a posic¸a˜o final, excluindo estas duas, seja estritamente estaciona´rio.
Assim, as probabilidades de cada estado do processo sera˜o dadas pelas probabilidades limite,
a soluc¸a˜o do sistema.
Resumindo, o modelo teo´rico proposto para o sequenciamento de codo˜es nos genes (excluindo
a posic¸a˜o inicial e terminal) e´ definido por uma cadeia de Markov com matriz de probabili-
dades de transic¸a˜o P ∗ e distribuic¸a˜o inicial Π coincidente com a distribuic¸a˜o estaciona´ria da
cadeia.
No sentido de analisar a adequac¸a˜o do modelo teo´rico aos dados proceder-se-a´ a uma com-
parac¸a˜o entre frequeˆncias observadas de cada coda˜o com a sua probabilidade estimada assu-
mindo o modelo teo´rico acima descrito.
Da representac¸a˜o gra´fica conjunta das frequeˆncias observadas e das probabilidades estimadas
de cada coda˜o, Figuras 5.1 e 5.2, observa-se relativa proximidade entre estes valores.
2Um coda˜o terminal de um dado gene na˜o tem influeˆncia sobre o coda˜o inicial de outro gene.
3Atenc¸a˜o que o ATG continua na constituic¸a˜o das sequeˆncias sem codo˜es terminais nem iniciais. Eliminou-
se o coda˜o de iniciac¸a˜o em cada gene a fim de evitar a na˜o homogenea da cadeia.
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Figura 5.1: Frequeˆncias relativas/probabilidades para os codo˜es na Candida albicans.
Figura 5.2: Frequeˆncias relativas/probabilidades para os codo˜es na Saccharomyces cerevisiae.
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Nesta altura sera´ de questionar se as diferenc¸as observadas sa˜o significativamente diferentes.
Por outras palavras, testar a seguinte hipo´tese nula:
H0 : πj =
n∗j
n
,
com n∗j a frequeˆncia observada do coda˜o Cj no conjunto de todos os genes e dentro de ca-
da gene entre o coda˜o inicial e o coda˜o terminal, excluindo estes dois, n o nu´mero total de
observac¸o˜es, N o nu´mero de indiv´ıduos e j ∈ {1, ..., N}.
Da aplicac¸a˜o de testes de ajustamento do qui-quadrado obtiveram-se os seguintes resultados:
Espe´cie χ2 df valor do
quantil 0.95
Candida albicans 938.2207 60 79.08
Saccharomyces cerevisiae 32.1871 60 79.08
Tabela 5.1: Resultados da estat´ıstica χ2 e valores teo´ricos.
Com estes resultados, para o caso de Candida albicans, conclui-se que existe diferenc¸as signi-
ficativas entre os dados observados e a probabilidade estimada assumindo o modelo teo´rico,
uma vez que para 60 graus de liberdade4, o valor teo´rico do quantil de ordem 0.95 da dis-
tribuic¸a˜o do qui-quadrado, e´ de aproximadamente 80 e o valor da estat´ıstica e´ muito superior.
O mesmo ja´ na˜o acontece com a Sacchamyces cerevisiae, ja´ que as diferenc¸as na˜o sa˜o signi-
ficativas.
No sentido de identificar os responsa´veis pelo desajuste na espe´cie Candida albicans, observa-
ram-se as parcelas constituintes do qui-quadrado relativas a cada coda˜o (ver Tabela 5.2), por
outras palavras observaram-se os quadrados dos res´ıduos de Pearson.
Na Tabela 5.2 os valores das ce´lulas da coluna p-CM referem-se aos valores esperados assu-
mindo a cadeia de Markov, os valores da coluna fr sa˜o as frequeˆncias relativas observadas e
os valores da coluna teste as parcelas da estat´ıstica de teste ou os quadrados dos res´ıduos de
Pearson.
Da ana´lise dos resultados da Tabela 5.2, conclui-se que o grande responsa´vel pelo desajuste
existente na espe´cie Candida albicans e´ o ATG. Observa-se menos vezes o coda˜o ATG do
que seria esperado se se assumisse o modelo teo´rico. Sabe-se que o coda˜o ATG e´ o coda˜o
de iniciac¸a˜o da parte codificada da sequeˆncia de cada gene, mas tambe´m surge ao longo do
sequenciamento como coda˜o na˜o terminal. No entanto, foram retirados das contagens todos
os codo˜es de iniciac¸a˜o, averiguando-se nestas condic¸o˜es que o ATG e´ o grande responsa´vel
pelo desajuste do modelo teo´rico.
Para o caso da Saccharomyces e´ aceite a hipo´tese nula, existe ajuste. Portanto, na˜o sera´ de
afastar a hipo´tese de que o modelo considerado de cadeia de Markov explique a sequeˆncia do
conjunto dos codo˜es nesta espe´cie.
De modo geral pode-se concluir:
A cadeia de Markov proposta adequa-se a`s frequeˆncias de quase todos os codo˜es no genoma.
4O nu´mero de graus de liberdade e´ 60 = 61− 1, ver Cap´ıtulo 2.
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Tabela 5.2: Parcelas da estat´ıstica de teste das probabilidades dos codo˜es no genoma as-
sumindo a cadeia de Markov com as frequeˆncias observadas, para o genoma da Candida
albicans.
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Para terminar esta abordagem ainda se analisou as frequeˆncias dos codo˜es na posic¸a˜o adja-
cente ao ATG de iniciac¸a˜o, no sentido de averiguar se a rejeic¸a˜o na espe´cie Candida albicans e´
essencialmente resultado do comportamento destes codo˜es. Aos codo˜es na posic¸a˜o adjacente
ao coda˜o de iniciac¸a˜o chamar-se-a˜o de codo˜es quase iniciais. Assim, interessa averiguar se
a rejeic¸a˜o e´ devida a` poss´ıvel falta de estacionaridade do processo provocado pelos codo˜es
quase iniciais. Averiguar-se-a´ conjuntamente os resultados da espe´cie Saccharomyces cere-
visiae servindo estes, em terminologia laboratorial, como “experieˆncia de controlo”.
Os resultados esta˜o na Tabela 5.3, em que as ce´lulas das colunas fa(inicial) referem-se a`s
frequeˆncias absolutas de cada um dos codo˜es na posic¸a˜o quase inicial e as ce´lulas da coluna
fa(CM) refere-se a` frequeˆncia esperada assumindo a cadeia de Markov, nπj j ∈ {1, ..., 61}5.
Da observac¸a˜o comparativa para as duas espe´cies, na˜o se pode concluir que os codo˜es da
posic¸a˜o quase inicial sejam os responsa´veis pelo desajuste da cadeia de Markov na Candida
albicans, uma vez que na Saccharomyces cerevisiae para resultados ideˆnticos desta estat´ıstica
de teste relativamente aos codo˜es quase iniciais tinha sido obtido ajuste (ver Tabela 5.1).
Observe-se que, em qualquer das espe´cies, na˜o ha´ ajuste entre os valores de frequeˆncias
teo´ricos e os valores de frequeˆncias observados dos codo˜es nas posic¸o˜es quase iniciais. Assim,
a hipo´tese de estacionaridade estrita do processo a partir dos codo˜es quase iniciais assumida
no modelo na˜o e´ va´lida. Contudo, na˜o se pode afirmar que a distribuic¸a˜o inicial seja o factor
responsa´vel pela na˜o aceitac¸a˜o do ajustamento anteriormente efectuado.
De qualquer forma, o facto de se estar a estudar resultados relativos ao conjunto dos genes6
na˜o tendo garantia que genes diferentes tenham distribuic¸o˜es semelhante no sequenciamento
dos codo˜es que os compo˜em, na˜o permite que este estudo seja muito conclusivo em relac¸a˜o
ao comportamento em sequeˆncia, apenas conclusivo na sua globalidade.
Este estudo na˜o po˜e de parte a possibilidade do comportamento das sequeˆncias de cada gene
ser ou na˜o Markoviano, ja´ que o que foi apresentado refere-se ao conjunto de todas sequeˆncias
de co´digo contidas no genoma.
5Observe-se que πj refere-se aos valores da columa p-CM da Tabela 5.2.
6Observe-se que quando se escreve conjunto dos genes, entenda-se o conjunto das sequeˆncias de co´digo de
cada gene.
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Tabela 5.3: Parcelas da estat´ıstica de teste, teste, das frequeˆncias esperadas assumindo a
cadeia de Markov, fa(CM), com as frequeˆncias observadas dos codo˜es na posic¸a˜o adjacente
ao ATG de iniciac¸a˜o, fa(inicial), para o genoma da Saccharomyces cerevisiae e da Candida
albicans.
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Cap´ıtulo 6
Ana´lise das Frequeˆncias dos
S´ımbolos
6.1 Introduc¸a˜o
A Ana´lise de Zipf surge ligada ao estudo de linguagens1, especificamente no aˆmbito do estudo
de linguagens correntes2. Mas, tambe´m e´ extens´ıvel a outro tipo de linguagens, como por
exemplo, a linguagem bina´ria ou a linguagem gene´tica, objecto do presente estudo. De um
modo geral, na Ana´lise de Zipf efectua-se a contagem do nu´mero de vezes que cada palavra
distinta surge no texto e um dos objectivos e´ averiguar a lei que define o comportamento das
frequeˆncias ordenadas dessas palavras no texto.
E´ o´bvio que para estudar uma linguagem e´ necessa´rio reconhecer o alfabeto e as palavras
que a constituem. Uma linguagem pode ser de um de dois tipos: linguagem com palavras de
comprimento varia´vel ou linguagem com palavras de comprimento fixo.
A linguagem a estudar consiste em sequeˆncias de s´ımbolos em que as palavras teˆm um com-
primento fixo de n s´ımbolos, permitindo assim um estudo baseado na Ana´lise de Zipf sobre
o n-uplo.
A linguagem gene´tica, objecto deste estudo, consiste na sequeˆncia de s´ımbolos, os codo˜es.
Cada coda˜o e´ uma sequeˆncia de treˆs nucleo´tidos tambe´m chamados de bases. Como existem
4 bases distintas, tem-se sessenta e quatro codo˜es diferentes, correspondendo ao nu´mero de
combinac¸o˜es de quatro bases treˆs a treˆs. Assim, o alfabeto de textos de sequeˆncias de codo˜es
e´ constituido por sessenta e quatro s´ımbolos ou codo˜es distintos.
Tambe´m se podera´ considerar a linguagem gene´tica como sequeˆncias de aminoa´cidos.
Observe-se que existe uma correspondeˆncia na˜o injectiva entre codo˜es e aminoa´cidos: os
codo˜es de terminac¸a˜o TAA, TAG e TGA na˜o codificam aminoa´cidos, apenas codificam a
paragem da produc¸a˜o de aminoa´cidos na construc¸a˜o das prote´ınas. O alfabeto de textos de
sequeˆncias de aminoa´cidos e´ constituido por vinte s´ımbolos ou aminoa´cidos distintos.
Neste cap´ıtulo far-se-a´ a apresentac¸a˜o da Lei de Zipf e generalizac¸a˜o, no aˆmbito da Ana´lise de
Zipf sobre o n-uplo. Averiguar-se-a´ tambe´m a possibilidade da sequeˆncia dos codo˜es seguir
um comportamento Markoviano nas espe´cies em estudo.
1Um vasto leque de diferentes tipos de linguagens pode ser encontrado no seguinte enderec¸o
http://linkage.rockefeller.edu/wli/zipf/.
2Portugueˆs, Ingleˆs, ...
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6.2 A Grama´tica das Sequeˆncias de Co´digo
Pode-se fazer uma correspondeˆncia entre a grama´tica de textos em geral e uma poss´ıvel
grama´tica para o texto gene´tico (ver [8]). Entenda-se por texto gene´tico o conjunto das se-
queˆncias de s´ımbolos, podem os s´ımbolos ser os nucleo´tidos, os codo˜es ou os aminoa´cidos.
O alfabeto e´ um conjunto de letras (s´ımbolos). No texto, as letras esta˜o combinadas por
forma a construir frases. Assim, a linguagem e´ um conjunto de frases compostas por um
conjunto de letras do alfabeto.
As linguagens formais sa˜o definidas atrave´s de uma grama´tica. A grama´tica e´ um conjunto
de regras sinta´cticas, que descrevem a construc¸a˜o das frases.
Uma grama´tica pode ser definida pelo seguinte quadru´plo ordenado
(Σ, I, P, S) , onde:
• S o conjunto dos s´ımbolos iniciais;
• Σ o conjunto dos s´ımbolos terminais;
• I o conjunto dos s´ımbolos na˜o terminais;
• P o conjunto das regras.
Um texto gene´tico adapta-se a uma grama´tica deste tipo, definindo a seguinte correspondeˆncia:
• S = {ATG};
• Σ = {TAA, TAG, TGA};
• I = {AAA, AAC, ..., TTG, TTT}\Σ;
• P desconhecido.
Neste caso, desconhece-se o conjunto P , sendo a sua descoberta (pelo menos parcial) o ob-
jectivo deste estudo.
6.3 Lei de Zipf
George Zipf (1902-1950) dedicou-se ao estudo de linguagens correntes e propoˆs leis que carac-
terizavam o seu comportamento. De seguida, citar-se-a˜o alguns resultados de Zipf, extenso˜es
propostas por diversos autores e algumas generalizac¸o˜es de resultados que para este estudo
pareceram convenientes (ver, por exemplo, em [3], [5], [9] ou [25]).
Dado um texto, denote-se por W (R) a frequeˆncia relativa da R-e´sima palavra mais frequente
no texto. A Ana´lise de Zipf consiste, numa primeira fase, na aplicac¸a˜o sequencial dos treˆs
passos seguintes:
1. Contagem do nu´mero de vezes que cada uma das palavras distintas surge no texto;
2. Ca´lculo da frequeˆncia relativa de cada palavra;
3. Ordenac¸a˜o das frequeˆncias W (R) por ordem decrescente.
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Assim, no estudo de um texto comN palavras distintas, usando a Ana´lise de Zipf, determinam-
se inicialmente as frequeˆncias relativas ordenadas W (1) ≥W (2) ≥ ... ≥W (N).
Zipf concluiu que, nas linguagens correntes, a ordem R das frequeˆncias das palavras ajusta-se
razoavelmente a uma lei de proporcionalidade inversa da frequeˆncia W (R). Com esta moti-
vac¸a˜o surge a Lei de Zipf dada por:
R ·W (R) = K, (6.1)
para alguma constanteK. A constanteK pode variar de linguagem para linguagem e tambe´m
com os diferentes modos de escrita de uma mesma linguagem.
Como e´ referido em [9] Zipf ainda propoˆs uma generalizac¸a˜o da lei anterior dada pela lei de
poteˆncia:
W (R) = KRa (6.2)
com K ∈ R+ e a ∈ R−.
De acordo com diversos autores (por exemplo [5]) a equac¸a˜o (6.2) e´ tambe´m chamada de Lei
de Zipf. De notar que a equac¸a˜o (6.2) e´ uma generalizac¸a˜o da equac¸a˜o (6.1), uma vez que
para a = −1 as equac¸o˜es coincidem.
Descobrir a Lei de Zipf associada a determinada linguagem consiste na determinac¸a˜o do valor
do expoente a da equac¸a˜o (6.2). Para descobrir o valor de a, numa determinada linguagem
geralmente recorre-se ao gra´fico de Zipf, que consiste na representac¸a˜o gra´fica do logaritmo
da frequeˆncia em func¸a˜o do logaritmo da ordem, ou seja, uma simples linearizac¸a˜o da equac¸a˜o
(6.2). Assim, a determinac¸a˜o do expoente a passa a ser a estimac¸a˜o do declive da recta que
melhor se ajusta aos pontos do gra´fico. A partir desta facilmente se deduz a Lei de Zipf:
ln (W (R)) = a ln (R) + b
W (R) = Ra · eb.
Portanto,
W (R) ∼ Ra.
Onde o s´ımbolo ∼ refere-se a` lei de proporcionalidade directa.
6.4 Ana´lise de Zipf sobre o n-uplo
A Ana´lise de Zipf sobre o n-uplo e´ uma extensa˜o a` Ana´lise de Zipf. Na Ana´lise de Zipf sobre
o n-uplo averiguar-se-a´ a distribuic¸a˜o de frequeˆncias das palavras constitu´ıdas por n s´ımbolos
consecutivos, em que n e´ o comprimento de cada uma das palavras consideradas no texto.
Quando n = 1 chama-se simplesmente Ana´lise de Zipf. Para n ≥ 2, introduz-se essa infor-
mac¸a˜o no t´ıtulo da ana´lise designando-a de Ana´lise de Zipf sobre o n-uplo. Em particular,
tambe´m quando n = 2, dir-se-a´ Ana´lise de Zipf sobre o par e quando n = 3, Ana´lise de Zipf
sobre o terno.
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Assim, no caso concreto das sequeˆncias de codo˜es e para uma Ana´lise de Zipf tem-se 64
codo˜es. No caso de uma Ana´lise de Zipf sobre o par tem-se 61 × 64 palavras, os pares de
codo˜es poss´ıveis numa leitura 30. Observe-se que com o crescimento de n o nu´mero de palavras
cresce exponencialmente, 61n−1 × 64.
A Ana´lise de Zipf sobre o n-uplo, para ale´m de averiguar a existeˆncia de uma lei entre
as frequeˆncias relativas das palavras de comprimento n e a sua ordem, explora tambe´m a
possibilidade de existeˆncia de correlac¸o˜es de longo alcance, na medida em que explora se o
conhecimento do passado (curto ou longo) e´ suficiente para explicar o conhecimento do pre-
sente.
Numa sequeˆncia, a contagem das palavras com n s´ımbolos (n ≥ 2) e´ uma contagem encadea-
da, isto e´, um s´ımbolo que esteja na u´ltima posic¸a˜o de uma palavra esta´ na penu´ltima posic¸a˜o
da palavra seguinte, e assim por diante. O nu´mero de palavras numa sequeˆncia com um total
de L s´ımbolos, e´ Ln = L− n+ 1.
De acordo com [11] a Ana´lise de Zipf sobre n-uplos so´ fara´ sentido quando:
L > 10 · Sn, (6.3)
sendo Sn o nu´mero de palavras distintas com n s´ımbolos. Esta condic¸a˜o pretende garantir
que cada palavra distinta no texto tenha frequeˆncia “significativa” face ao total de palavras
no texto.
Teˆm sido estudados, por muitos autores3, va´rios tipos de linguagens tendo associado a cada
uma dessas linguagens determinada Lei de Zipf. Contudo, o ajuste na˜o e´ ideal e, em alguns
casos os autores fazem refereˆncia a` existeˆncia de um conjunto de pontos “mal comportados”,
normalmente localizados nas caudas da distribuic¸a˜o de frequeˆncias (ver [5]4).
No artigo [11] utiliza-se a Ana´lise de Zipf sobre o n-uplo no sentido de averiguar se nas se-
queˆncias de bases na˜o se verificam correlac¸o˜es de longo alcance5. De acordo com a inequac¸a˜o
(6.3) a ana´lise feita no aˆmbito das bases, e´ va´lida para valores de n grandes. Como resultado
do estudo o autor concluiu assim que as correlac¸o˜es existentes entre as bases seriam de curto
alcance. Seguindo este tipo de abordagem aplicar-se-a´ a Ana´lise de Zipf sobre o n-uplo no
contexto dos codo˜es.
6.5 Aplicac¸a˜o ao Caso em Estudo
Para averiguar a existeˆncia de uma lei que defina a distribuic¸a˜o de frequeˆncias com que os
codo˜es ou aminoa´cidos aparecem no texto gene´tico aplicar-se-a´ a Ana´lise de Zipf sobre o
n-uplo a cada uma das espe´cies: Saccharomyces cerevisiae e Candida albicans.
Os s´ımbolos do alfabeto a considerar sera˜o os codo˜es e os aminoa´cidos, separadamente.
Observe-se que o conjunto de codo˜es e´ constitu´ıdo por 64 elementos (S1 = 64) e o con-
junto de aminoa´cidos por 21 elementos6 (S1 = 21).
3no enderec¸o http://linkage.rockefeller.edu/wli/zipf/ encontra-se uma lista de aplicac¸a˜o da Ana´lise de Zipf
em muitos contextos distintos, como tambe´m um grande conjunto de refereˆncias bibliogra´ficas.
4Em [5] e´ referido que o melhor ajuste da´-se para o conjunto das ordens (R) tal que: R < Sn−1.
5No sentido de averiguar quanto a`s poss´ıveis correlac¸o˜es o autor supoˆs, por um lado, que os dados verifi-
cavam um comportamento markoviano de primeira ordem e por outro considerou a Ana´lise de Zipf de ordem
superior a 2, concretamente a de ordem 6.
6Na verdade o conjunto dos aminoa´cidos tem 20 elementos, mas considera-se, por abuso, que os codo˜es
terminais sa˜o co´digo de um imagina´rio aminoa´cido de terminac¸a˜o na construc¸a˜o da prote´ına.
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Far-se-a´, em primeiro lugar, e em paralelo um estudo da linguagem gene´tica no contexto dos
codo˜es e dos aminoa´cidos recorrendo a` Ana´lise de Zipf. A seguir far-se-a˜o as ana´lises de Zipf
sobre o par e sobre o terno de codo˜es. O nu´mero total de codo˜es, L, que constitui o texto
gene´tico da espe´cie Saccharomyces cerevisiae e´ de 2 968 093 e da espe´cie Candida albicans e´
de 3 397 032.
Observe-se que para n = 4 o segundo membro da inequac¸a˜o (6.3) e´ igual a 10 · 644 =
16 777 260, pelo que na˜o se verifica a desigualdade. Assim, o estudo so´ se justifica para
n = 1, 2, 3. Para n = 3, tem-se S3 = 238 144. Obviamente e´ dif´ıcil trabalhar com um nu´mero
ta˜o grande de objectos (palavras) distintos, o esforc¸o computacional e´ muito elevado, pois
envolve trabalhar com algoritmos de ordenac¸a˜o.
Seguindo a abordagem considerada em [11], averiguar-se-a´ o ajustamento do texto gene´tico
no contexto dos codo˜es a uma cadeia de Markov7, tendo em conta que a ana´lise de Zipf sobre
o n-uplo so´ e´ va´lida para n ≤ 3.
Na cadeia de Markov a propoˆr, {Xn, n ∈ N0}, o espac¸o de estados e´ constitu´ıdo pelos 61
codo˜es na˜o iniciais. A distribuic¸a˜o de probabilidade inicial dos s´ımbolos e´ dada pelas fre-
queˆncias relativas obtidas directamente das contagens, a que se designara´ por Π0. A matriz
das probabilidades de transic¸a˜o coincide com a matriz P ∗ do cap´ıtulo anterior referente a
codo˜es na˜o inicial e na˜o terminais, em que cada elemento coincide com a frequeˆncia relativa
de um par de codo˜es para o primeiro coda˜o do par fixo.
No caso de n = 1 os resultados da Ana´lise de Zipf e os estimados pelas cadeias de Markov,
pela forma como foram definidos, coincidem.
No caso de n = 2 e n = 3 comparam-se os resultados da Ana´lise de Zipf do par e do terno
com os estimados pelas cadeias de Markov, respectivamente. O objectivo sera´ analisar a
adequac¸a˜o do modelo de cadeia de Markov escolhido, aos dados.
Sob o modelo de curto alcance considerado, o modelo de Markov com P ∗ e Π0, se na˜o se
verificar ajuste entre a distribuic¸a˜o de frequeˆncias observadas dos ternos e a distribuic¸a˜o dos
ternos sob a validade do modelo teo´rico admitido, poder-se-a´ por a hipo´tese de existirem
correlac¸o˜es de longo alcance.
Partindo das contagens dos n-uplos de s´ımbolos (codo˜es ou aminoa´cidos), procedeu-se a` orde-
nac¸a˜o das respectivas frequeˆncias. Mostrar-se-a˜o as correspondentes representac¸o˜es gra´ficas
por serem de mais fa´cil interpretac¸a˜o. Note-se que no caso dos aminoa´cidos, apenas se apre-
sentam os resultados da Ana´lise de Zipf, pois para ale´m de ser uma abordagem semelhante
a` que se apresentara´ para o caso dos codo˜es, tambe´m na˜o foram disponibilizadas, em tempo
u´til, as respectivas contagens de pares e ternos de aminoa´cidos.
6.5.1 Ana´lise de Zipf
Em primeiro lugar, fez-se o estudo da linguagem das palavras com um u´nico s´ımbolo (n = 1),
a Ana´lise de Zipf. Apresentam-se quatro gra´ficos de Zipf (logaritmo da ordem R versus
logaritmo da frequeˆncia da palavra com ordem R), para cada uma das espe´cies relativos aos
codo˜es e aos aminoa´cidos, respectivamente (ver Figuras 6.1, 6.2, 6.3 e 6.4).
7Embora nada seja dito em relac¸a˜o ao tipo de cadeia de Markov, no aˆmbito da Biologia, tudo leva a crer
que a sequeˆncia de codo˜es seja uma cadeia homoge´nea e estritamente estaciona´ria.
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Figura 6.1: Gra´fico de Zipf relativo aos codo˜es da espe´cie Candida albicans.
Figura 6.2: Gra´fico de Zipf relativo aos codo˜es da espe´cie Saccharomyces cerevisiae.
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Figura 6.3: Gra´fico de Zipf relativo aos aminoa´cidos da espe´cie Candida albicans.
Figura 6.4: Gra´fico de Zipf relativo aos aminoa´cidos da espe´cie Saccharomyces cerevisiae.
79
		 
  
 	  
	  	
   	  	 	  	
		  	 		  	        
 			  	 ! "	
 
 
#
$	
	 %	
	 &	
"'#  	
  	
  ( 
)	
"	 ' # *+, -*.+

 


 ( 
)	
"	 ' /# *,-, /0/
  ( 

"	 ' -# *0,-/ /*.*

 


 ( 

"	 ' 0# *0- /*,/
	 1 $ !  2	  	
  3	4 	 
 
  	
!4 	5 	     
 	 4   		
	 
 



	  
%	 	 

	 3	  	 	  3	 	5 	  6 	 	 
)	 	
	 
   		
	 	 	 2	 			 		   *+,4
*,4 *0,4 *0-   
)	 				 6 ' 4 /4 - 	 0 		
		
4  
) 	 
    
  
)	 ) 	
	 	  

	 	
 	 	 6 	
	
)  
 7 	 	 	8  		 		
	 	  	  6 9	 	  5 	  
 
  	32	
 	 	 
)  	 & 
  	) 		
 ' , 	 
   	
  
    
    
  
 
          
     	
 
     	  	
  
 	
         !"#$ %    
  #  & 

       '()$          

 

           *$  &$


#

           $         	  	 
   *      
         

.*
Figura 6.5: Gra´fico da ordem versus logaritmo da frequeˆncia relativa dos codo˜es da espe´cie
Candida albicans.
Figura 6.6: Gra´fico da ordem versus logaritmo da frequeˆncia relativa dos codo˜es da espe´cie
Saccharomyces cerevisiae.
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Recorrendo novamente a` aplicac¸a˜o S-Plus 2000 e utilizando o me´todo LTS obtiveram-se
as seguintes estimativas dos paraˆmetros da recta robusta, para os pares de codo˜es em ambas
as espe´cies.
Espe´cie Declive Ordenada
(Figura) da recta na origem
Candida albicans
(Figura 6.5) -0.0434 -3.0410
Saccharomyces cerevisiae
(Figura 6.6) -0.0300 -3.3252
No caso de se aceitar o ajuste destas recta a`s respectivas distribuic¸o˜es de frequeˆncias emp´ıricas,
a lei que caracteriza os textos gene´ticos no contexto dos codo˜es sera´ da forma:
W (R) = k(eR)
a
(6.4)
com k ∈ R+ e a ∈ R−.
A equac¸a˜o (6.4) resulta como consequeˆncia imediata do ajuste dos pontos de coordenadas
(R, lnW (R)) a uma recta de declive a e ordenada na origem ln(k).
Assim, de acordo com os valores obtidos acima as leis que caracterizam as rectas das Figuras
6.5 e 6.6 correspondem a`s relac¸o˜es W (R) ∼ e−0.0434R e W (R) ∼ e−0.03R, respectivamente.
Para a maioria dos textos gene´ticos acredita-se que e´ poss´ıvel estimar uma lei para a fre-
queˆncia relativa dos codo˜es a` custa da Ana´lise de Zipf. Essa lei pode na˜o coincidir com a
Lei de Zipf, como no caso presente para os textos da Saccharomyces cerevisiae e da Candida
albicans no contexto dos codo˜es.
6.5.2 Ana´lise de Zipf sobre o Par
Na Ana´lise de Zipf sobre o par cada palavra e´ constitu´ıda por dois codo˜es justapostos (dois
s´ımbolos do alfabeto). Neste contexto, a leitura das palavras, na sequeˆncia dos codo˜es e´ feita
de forma a existir encadeamento, isto e´, o u´ltimo s´ımbolo de uma palavra coincide com o
primeiro s´ımbolo da palavra seguinte.
A t´ıtulo de exemplo, na Figura 6.7 e´ ilustrada a contagem das cinco palavras poss´ıveis, P1,
P2, P3, P4, P5, no sequenciamento de seis codo˜es para uma Ana´lise de Zipf sobre o par.
Figura 6.7: Ilustrac¸a˜o da determinac¸a˜o de pares de codo˜es na sequeˆncia.
Construiram-se os gra´ficos das frequeˆncias relativas ordenadas para as duas espe´cies em estudo
no contexto da Ana´lise de Zipf sobre o par (ver Figuras 6.8 e 6.9). Conjuntamente para cada
uma das espe´cies estimou-se uma lei das frequeˆncias relativas de pares de s´ımbolos no contexto
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dos codo˜es.
Tendo em vista a aplicac¸a˜o do modelo de cadeias de Markov homoge´neas e estritamente
estaciona´rias, neste estudo foram tambe´m retirados os pares de codo˜es que provocam o in´ıcio
e a paragem da construc¸a˜o da prote´ına.
Figura 6.8: Gra´fico da ordem versus logaritmo da frequeˆncia relativa dos codo˜es da espe´cie
Candida albicans, relativo a` Ana´lise de Zipf sobre o par.
Figura 6.9: Gra´fico da ordem versus logaritmo da frequeˆncia relativa dos codo˜es da espe´cie
Saccharomyces cerevisiae, relativo a` Ana´lise de Zipf sobre o par.
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A estimativa dos paraˆmetros da recta robusta obtida pelo me´todo LTS ajustada aos gra´ficos
das Figuras 6.8 e 6.9 apresentam-se na seguinte tabela:
Espe´cie Declive Ordenada
(Figura) da recta na origem
Candida albicans
(ver Figura 6.8) -0.0010 -6.9545
Saccharomyces cerevisiae
(ver Figura 6.9) -0.0007 -7.1907
Assim, as leis que caracterizam as rectas das Figuras 6.8 e 6.9 correspondem a`s relac¸o˜es
W (R) ∼ e−0.001R e W (R) ∼ e−0.0007R, respectivamente.
No aˆmbito da Ana´lise de Zipf sobre o par poder-se-a´ ainda averiguar, em certa parte, a ade-
quac¸a˜o do ajuste de um modelo de cadeia de Markov.
Na cadeia de Markov, {Xn, n ∈ N0}, Xn refere-se ao coda˜o na n-e´sima posic¸a˜o na sequeˆncia
de codo˜es na˜o inicial e na˜o terminais. Se se assumir que a cadeia de Markov e´ homoge´nea
e estritamente estaciona´ria tem-se que: P (Xn+1 = Ci|Xn = Cj) = P (X1 = Ci|X0 = Cj),
P (Xn = Ci) = P (X0 = Ci) e P (Xn = Ci,Xn+1 = Cj) = P (X0 = Ci,X1 = Cj) ∀n∈N0
∀Ci,Cj∈E . Consequentemente,
P (Xn = Ci,Xn+1 = Cj) = P (Xn = Ci)P (Xn+1 = Cj |Xn = Ci) =
= P (Xm = Ci)P (Xm+1 = Cj |Xm = Ci), ∀n,m∈N0 ∀Ci,Cj∈E . (6.5)
Pelo que a equac¸a˜o (6.5) pode-se escrever na seguinte forma simplificada:
P ((Ci, Cj)) = P (Ci)P (Cj |Ci) (6.6)
onde P ((Ci, Cj)) representa a probabilidade de ocorreˆncia do par de codo˜es justapostos
(Ci, Cj), P (Ci) a probabilidade de ocorreˆncia do coda˜o Ci e P (Cj |Ci) a probabilidade do
coda˜o Cj condicionada a que o coda˜o anterior adjacente seja Ci.
Considere-se a frequeˆncia relativa do par de codo˜es justapostos (Ci, Cj) no conjunto das se-
queˆncias de codo˜es observada, de uma dada espe´cie, como a estimativa de P ((Ci, Cj)). De
modo ana´logo, estima-se P (Ci) pela frequeˆncia relativa do coda˜o Ci no conjunto das se-
queˆncias de codo˜es da espe´cie, a i-e´sima componente do vector que define a distribuic¸a˜o de
probabilidade inicial Π0. A estimativa de P (Cj |Ci) a utilizar coincide com o elemento da
ce´lula (i, j) da matriz das probabilidades de transic¸a˜o P ∗ considerada no cap´ıtulo anterior,
com i, j ∈ {1, ..., 61}.
As sequeˆncias de codo˜es na˜o se encontram justapostas na˜o entrando para a contagem os
pares de codo˜es que hipoteticamente poderiam unir todas as sequeˆncias de codo˜es numa so´
sequeˆncia. Perante este problema averiguar-se-a´ a possibilidade de na˜o se verificar a igual-
dade da equac¸a˜o (6.6), por uso das referidas estimativas.
Nas Figuras 6.10 e 6.11, apresentam-se para a Candida albicans e para a Saccharomyces
cerevisiae as representac¸o˜es gra´ficas conjuntas dos valores estimados para P ((Ci, Cj)) e para
P (Ci)P (Cj |Ci) assumindo aquele modelo de Markov.
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Figura 6.10: Representac¸a˜o gra´fica do logaritmo da frequeˆncia relativa dos pares de codo˜es
justapostos (Ana´lise de Zipf sobre o par), conjuntamente com a do logaritmo da frequeˆncia
relativa assumindo uma cadeia de Markov versus R, para a Candida albicans.
Figura 6.11: Representac¸a˜o gra´fica do logaritmo da frequeˆncia relativa dos pares de codo˜es
justapostos (Ana´lise de Zipf sobre o par), conjuntamente com a do logaritmo da frequeˆncia
relativa assumindo uma cadeia de Markov versus R, para a Saccharomyces cerevisiae.
Nas Figura 6.10 e 6.11 observa-se graficamente discrepaˆncias de valores, sendo estas dis-
crepaˆncias mais frequentes na Candida albicans (ver Figura 6.10). Aplicou-se um teste de
ajustamento do qui-quadrado a`s duas situac¸o˜es anteriores para testar a hipo´tese:
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H0 :
nij
n
= p∗ij com i, j ∈ {1, ..., 61},
onde
nij
n
e´ a frequeˆncia relativa observada do par (Ci, Cj) e p
∗
ij e´ o valor resultante para
P (Ci)P (Cj |Ci) quando se assume a cadeia de Markov com distribuic¸a˜o inicial Π0 e matriz
de probabilidades de transic¸a˜o P ∗.
O valor do quantil de ordem 0.95 de uma distribuic¸a˜o de um qui-quadrado com 61×61−1 =
3720 graus de liberdade e´ de 3862.33. Donde do teste de hipo´tese, para a espe´cie Candida
albicans representada na Figura 6.10, conclui-se o desajuste entre os valores observados e os
valores estimados assumindo o modelo probabil´ıstico associado a` cadeia de Markov, ja´ que,
o valor da estat´ıstica de teste χ2 e´ de 468911.0335. Para a espe´cie Saccharomyces cerevisiae
na˜o e´ de rejeitar o ajuste ao n´ıvel de 5% de significaˆncia, ja´ que o valor da estat´ıstica de teste
do χ2 e´ de 287, 64 < 3862.33.
Face ao desajuste e a t´ıtulo de curiosidade, no caso da espe´cie Candida albicans, ainda se
ordenaram as estimativas da probabilidade dos pares de codo˜es com base no modelo proba-
bil´ıstico associado a` cadeia de Markov e representou-se conjuntamente com esta distribuic¸a˜o
a distribuic¸a˜o de frequeˆncias relativas ordenadas (ver Figura 6.12).
Figura 6.12: Representac¸a˜o gra´fica do logaritmo da frequeˆncia relativa dos pares de codo˜es
justapostos (Ana´lise de Zipf sobre o par), conjuntamente com a do logaritmo da frequeˆncia
relativa ordenadas assumindo uma cadeia de Markov versus R, para a Candida albicans.
Todavia, efectuando um teste de ajustamento conclui-se que as diferenc¸as entre as dis-
tribuic¸o˜es ordenadas de frequeˆncias dos codo˜es observados e estimados assumindo a cadeia
de Markov, sa˜o significativas, ao n´ıvel de 5% de significaˆncia.
Perante os resultados obtidos, pode-se afirmar que para o sequenciamento dos codo˜es no
genoma como um todo, na Saccharomyces cerevisiae na˜o e´ de rejeitar a adequac¸a˜o do modelo
probabil´ıstico associado a` cadeia de Markov, face a` Candida albicans em que ha´ rejeic¸a˜o do
modelo proposto.
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6.5.3 Ana´lise de Zipf sobre o Terno
Para n = 3 o nu´mero de palavras distintas a estudar, no aˆmbito dos codo˜es, e´ muito elevado:
cerca de duzentas e cinquenta mil palavras!
As contagens foram feitas para ambas as espe´cies em estudo. Nas Figuras 6.13 e 6.14
apresentam-se os gra´fico das frequeˆncias relativas das palavras em func¸a˜o da sua ordem.
Figura 6.13: Gra´fico da frequeˆncia relativas dos ternos de codo˜es da espe´cie Candida albicans
em func¸a˜o da ordem.
Figura 6.14: Gra´fico da frequeˆncia relativas dos ternos de codo˜es da espe´cie Saccharomyces
cerevisiae em func¸a˜o da ordem.
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Neste caso na˜o se estimou a Lei de Zipf associada ou leis ideˆnticas, porque por um lado, o
esforc¸o computacional e´ grande e, por outro, o conhecimento de leis a` custa da Ana´lise de Zipf
na˜o parece contribuir, neste estudo, para o conhecimento do comportamento dos s´ımbolos
em sequeˆncia.
Ainda no sentido de averiguar quanto a` adequac¸a˜o do modelo de cadeia de Markov esta-
ciona´ria e homoge´nea com Π0 a distribuic¸a˜o de probabilidade inicial e P ∗ a matriz de
probabilidades de transic¸a˜o, far-se-a´ um estudo ana´logo ao da subsecc¸a˜o anterior para o
caso dos ternos de codo˜es.
Se se assumir a cadeia de Markov e em analogia com a equac¸a˜o (6.6) poder-se-a´ escrever de
forma simplificada:
P ((Ci, Cj , Ck)) = P (Ci)P (Cj |Ci)P (Ck|Cj) (6.7)
onde P ((Ci, Cj , Ck)) representa a probabilidade de ocorreˆncia do terno de codo˜es justapostos
(Ci, Cj , Ck).
Assim, no seguimento da metodologia utilizada, representam-se em conjunto os dados a
partir da Ana´lise de Zipf sobre o terno, a frequeˆncia relativa do terno como estimativa de
P ((Ci, Cj , Ck)), com os valores provenintes de assumir da cadeia de Markov em que a matriz
das probabilidades de transic¸a˜o conte´m a estimativa de P (Cj |Ci) e de P (Ck|Cj) e a dis-
tribuic¸a˜o de probabilidade inicial permite estimar P (Ci) (ver Figuras 6.15 e 6.16).
Figura 6.15: Gra´fico conjunto do logaritmo da frequeˆncia relativa dos ternos de codo˜es em
func¸a˜o da ordem, com o logaritmo da sua frequeˆncia relativa assumindo a cadeia de Markov,
para a Candida albicans.
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Figura 6.16: Gra´fico conjunto do logaritmo da frequeˆncia relativa dos ternos de codo˜es em
func¸a˜o da ordem, com o logaritmo da sua frequeˆncia relativa assumindo a cadeia de Markov,
para a Saccharomyces cerevisiae.
Por observac¸a˜o das Figuras 6.15 e 6.16 parece na˜o haver ajuste entre as duas distribuic¸o˜es
de frequeˆncias consideradas. Aplicou-se um teste de ajustamento do qui-quadrado a`s duas
situac¸o˜es anteriores para testar a hipo´tese:
H0 :
nijk
n
= p∗ijk com i, j, k ∈ {1, ..., 61},
onde
nijk
n
e´ a frequeˆncia relativa observada do terno (Ci, Cj , Ck) e p
∗
ijk e´ o valor resultante para
P (Ci)P (Cj |Ci)P (Ck|Cj) quando se assume a cadeia de Markov com distribuic¸a˜o inicial Π0 e
matriz de probabilidades de transic¸a˜o P ∗.
Ao calcular a estat´ıstica de teste, χ2, obte´m-se para a Candida albicans o valor 1.5197× 107
e para a Saccharomyces cerevisiae o valor 7.8587× 105. Contudo, existe um grande nu´mero
de ternos de codo˜es com frequeˆncia inferior a 5, o que na pra´tica na˜o e´ aconselhado para
aplicac¸a˜o do teste de ajustamento do qui-quadrado (ver Cap´ıtulo 2).
Se o nu´mero de observac¸o˜es fosse significativo, na˜o se aceitar´ıa o ajustamento entre as fre-
queˆncias observadas e as esperadas assumindo a cadeia de Markov, para ambas as espe´cies.
No entanto, assumindo que o modelo probabil´ıstico na˜o se rejeite aquando do estudo feito
para n = 2 e seja rejeitado para n = 3 os dados podem sugerir a existeˆncia de correlac¸o˜es de
longo alcance no sequenciamento dos codo˜es. Como foi o caso do conjunto das sequeˆncias de
co´digo da espe´cie Saccharomyces cerevisiae.
Nesta altura surgir´ıa uma nova questa˜o: qua˜o longa e´ a correlac¸a˜o entre codo˜es? Esta questa˜o,
apesar de interessante para o projecto em desenvolvimento, fica por resolver em virtude de
na˜o terem sido encontradas metodologias apropriadas.
Na˜o se rejeita a hipo´tese da correlac¸a˜o entre codo˜es sequenciados ser de longo alcance!
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6.5.4 Realce dos n-uplos mais Frequentes
Das Figuras 6.13 e 6.14 e´ vis´ıvel que alguns ternos de codo˜es sa˜o muito mais frequentes face
aos restantes. Na Tabela 6.2 registaram-se os primeiros dez ternos de codo˜es mais frequentes.
Candida albicans Saccharomyces cerevisiae
3-uplo fr. absoluta 3-uplo fr. absoluta
CAA CAA CAA 3667 GAT GAT GAT 613
GAA GAA GAA 2337 GAT GAA GAT 580
AAT AAT AAT 1947 GAT GAA GAA 533
GAT GAT GAT 1580 AAT AAT AAT 511
AAC AAC AAC 1299 GAA GAT GAT 489
GAA GAA GAT 1061 CAA CAA CAA 484
GAT GAA GAT 960 GAA GAT GAA 427
GAT GAA GAA 953 GAT GAT GAT 384
GAA GAT GAT 852 AAT GAA GAA 379
GAA GAT GAA 833 GAA GAA AAA 378
Total de ternos 3369709 Total de ternos 2955798
Tabela 6.2: Ternos de codo˜es mais frequentes.
De seguida apresenta-se o mesmo tipo de realce para os codo˜es e pares de codo˜es mais fre-
quentes, Tabelas 6.3 e 6.4.
2-uplo fr. absoluta 1-uplo fr. absoluta
GAA GAA 13439 AAA 178774
CAA CAA 11716 GAA 166537
GAT GAA 10702 AAT 162174
ATT ATT 10417 GAT 149726
GAT GAT 10293 ATT 133651
TTG AAA 9484 TTA 129190
AAT GAA 9202 CAA 122906
ATT GAA 9084 TTG 114361
AAT GAT 9056 TTT 104057
ATT GAT 8966 TCA 93839
Total de pares 3388475 Total 3397032
Tabela 6.3: Codo˜es e pares de codo˜es mais frequentes na Candida albicans.
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2-uplo fr. absoluta 1-uplo fr. absoluta
GAA GAA 8509 GAA 134712
GAT GAA 7118 AAA 126732
GAA AAA 6188 GAT 111895
GAT GAT 6170 AAT 108149
AAA GAA 5964 AAG 89806
GAA GAT 5865 ATT 89369
AAG AAA 5861 CAA 79845
AAT GAA 5833 TTT 79264
GAA AAT 5760 TTG 78755
AAA AAA 5591 TTA 78325
Total de pares 2961829 Total 2974737
Tabela 6.4: Codo˜es e pares de codo˜es mais frequentes na Saccharomyces cerevisiae.
Em forma de conclusa˜o, relativamente a`s Tabelas 6.2, 6.3 e 6.4, pode afirmar-se que, para
ambas as espe´cies, os ternos de codo˜es mais frequentes, justapostos no sequenciamento,
sa˜o constitu´ıdos por codo˜es ”parecidos”. Neste contexto, dois codo˜es dizem-se parecidos se
diferem no ma´ximo de um nucleo´tido.
Observe-se que para a espe´cie Candida albicans o coda˜o mais frequente e´ AAA, contudo na˜o
e´ relativamente muito frequente observar dois codo˜es AAA justapostos ou espac¸ados de um
coda˜o, Tabelas 6.2 e 6.3.
Observe-se ainda que, de modo geral, a frequeˆncia dos codo˜es terminal sa˜o as menores do
conjunto das frequeˆncias dos codo˜es. No entanto, no genoma da Candida albicans, o coda˜o
CGC tem frequeˆncia inferior a um dos codo˜es terminais.
6.5.5 Ana´lise Comparativa das Frequeˆncias entre as Espe´cies
As espe´cies em estudo proveˆm de um ancestral comum. Comparando as distribuic¸o˜es das fre-
queˆncias relativas tanto no contexto dos aminoa´cidos como dos codo˜es observa-se um padra˜o
semelhante (ver Figuras 6.17 e 6.18).
Nos gra´ficos das Figuras 6.17 e 6.18 encontram-se representadas as frequeˆncias relativas de
ambas as espe´cies, as circunfereˆncias a azul representam as frequeˆncias relativas da Candida
albicans e os triaˆngulos vermelhos as frequeˆncias relativas da Saccharomyces cerevisiae.
Observa-se que na Candida albicans os valores de frequeˆncias relativas para codo˜es que ter-
minam em A e T sa˜o, em geral, mais elevados que na Saccharomyces cerevisiae. A situac¸a˜o
inverte-se para os codo˜es que terminam em G e C.
No entanto, no caso dos aminoa´cidos o comportamento, em termos de frequeˆncias relativas,
das duas espe´cies e´ relativamente semelhante.
Com base nos resultados obtidos conclui-se que:
A biforcac¸a˜o de uma espe´cie nas duas espe´cies distintas Candida albicans e Saccharomyces
cerevisiae manteve praticamente inalterada a mesma proporc¸a˜o de produc¸a˜o de aminoa´cidos.
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Figura 6.17: Representac¸a˜o conjunta das frequeˆncias relativas dos codo˜es das espe´cies Can-
dida albicans e Saccharomyces cerevisiae.
Figura 6.18: Representac¸a˜o conjunta das frequeˆncias relativas dos aminoa´cidos das espe´cies
Candida albicans e Saccharomyces cerevisiae.
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Cap´ıtulo 7
Crite´rio de Informac¸a˜o Bayesiana
em Cadeias de Markov de Ordem k
7.1 Introduc¸a˜o
Um dos grandes objectivos do presente trabalho e´ o de dar respostas quanto ao comporta-
mento padra˜o dos codo˜es na sequeˆncia de co´digos do texto gene´tico.
Pelos resultados obtidos nos Cap´ıtulo 5 e 6 em que na˜o se rejeita a existeˆncia de correlac¸o˜es
de longo alcance (ana´lise de Zipf), nem a hipo´tese da cadeia ser de Markov de ordem 1,
parece ainda aceita´vel assumir para o sequenciamento dos codo˜es na˜o terminais nem iniciais
um modelo de Markov, de ordem na˜o necessariamente 1 mas k, com k a definir.
Neste to´pico ir-se-a´ supoˆr que o sequenciamento dos codo˜es nos genes segue uma cadeia de
Markov de ordem k e o objectivo sera´ o de estimar o valor de k para o qual a respectiva
cadeia de Markov melhor se ajuste a` sequeˆncia. O me´todo de estimac¸a˜o a considerar sera´ o
Crite´rio de Informac¸a˜o Bayesiana.
Esta metodologia envolve grande esforc¸o computacional no ca´lculo de estimativas para se-
queˆncias longas. Assim, a aplicac¸a˜o pra´tica sera´ feita sobre genes aleatoriamente escolhidos
estimando-se a ordem que melhor se ajusta a cada um deles.
7.2 Cadeia de Markov de Ordem k
Diz-se que um processo estoca´stico {Xn, n ∈ N0} e´ uma cadeia de Markov de ordem k se a
distribuic¸a˜o de probabilidade de uma determinada observac¸a˜o dada a sequeˆncia das obser-
vac¸o˜es anteriores e´ igual a` distribuic¸a˜o de probabilidade dessa observac¸a˜o dadas as k u´ltimas
observac¸o˜es anteriores. Concretamente,
P (Xn = xn|Xn−1,Xn−2, ...,X0) = P (Xn = xn|Xn−1,Xn−2, ...,Xn−k) ∀n∈N0 ∀xn∈E (7.1)
com E o espac¸o de estados.
Se o modelo ajustado a` sequeˆncia dos codo˜es fosse uma cadeia de Markov de ordem k,
tal significaria que em termos de probabilidade para uma dada sequeˆncia de codo˜es, o coda˜o
fixo dependeria, em probabilidade, apenas dos codo˜es presentes ate´ a` k-e´sima posic¸a˜o que lhe
antecede. Observe-se que numa cadeia de Markov de ordem 1, dada a sequeˆncia de codo˜es ate´
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a` (i− 1)-e´sima posic¸a˜o, ter-se-´ıa, em termos probabil´ısticos que o coda˜o presente na posic¸a˜o
i depende, na˜o de toda a sequeˆncia de codo˜es nas posic¸o˜es anteriores, mas apenas do coda˜o
presente na posic¸a˜o i− 1.
E´ de notar que para uma sequeˆncia de codo˜es independentes a cadeia de Markov que se ajusta
tem ordem 0, mas o rec´ıproco na˜o se verifica.
O problema que se coloca e´ o de averiguar a ordem da cadeia de Markov que melhor se
ajusta a`s sequeˆncias dos codo˜es, supondo que a sequeˆncia tem comportamento Markoviano.
Para resoluc¸a˜o deste problema recorrer-se-a´ ao trabalho desenvolvido em [26] onde se define
uma extensa˜o do me´todo da ma´xima verosimilhanc¸a que permite a estimac¸a˜o da ordem da
cadeia de Markov que melhor se ajuste a` sequeˆncia em estudo. Esse me´todo e´ conhecido
habitualmente na literatura por, Crite´rio de Informac¸a˜o Bayesiana (BIC - Bayesian Infor-
mation Criterion).
7.3 Crite´rio de Informac¸a˜o Bayesiana (BIC)
O Crite´rio de Informac¸a˜o Bayesiana (BIC) e´ um me´todo que, a partir de uma amostra, estima
o nu´mero de paraˆmetros do modelo. Neste caso espec´ıfico, de uma sequeˆncia de s´ımbolos,
estima a ordem da cadeia de Markov que melhor se ajusta a` sequeˆncia, no sentido da ma´xima
verosimilhanc¸a.
Este me´todo foi inicialmente introduzido por Schwarz num contexto geral de estimac¸a˜o do
nu´mero de paraˆmetros de modelos gerais. No caso particular do modelo ser uma cadeia de
Markov de ordem k desconhecido, o crite´rio traduz-se na descoberta do valor de k que mini-
miza BIC(k) dado pela equac¸a˜o 7.2.
BIC(k) = − lnL(k) + (A− 1)×Ak lnnk (7.2)
sendo A o cardinal do espac¸o de estados, L a func¸a˜o de verosimilhanc¸a assumindo que a
cadeia e´ de Markov de ordem k e nk e´ o nu´mero de “palavras” de tamanho k + 1 de uma
trajecto´ria com n s´ımbolos. Observe-se que nk = n− k.
Um dos teoremas relacionados com este crite´rio, e referenciado por va´rios autores como por
exemplo em [4], e´ o teorema da consisteˆncia do estimador de k dado pelo BIC.
Teorema 7.3.1 Para qualquer processo de Markov estritamente estaciona´rio e irredut´ıvel,
arg(min(BIC(k))) (7.3)
e´ um estimador quase certo da ordem do processo.
7.4 Aplicac¸a˜o ao Caso em Estudo
7.4.1 Concretizac¸a˜o da Notac¸a˜o para Sequeˆncias de Codo˜es
Seja o processo estoca´stico {Xn, n ∈ N0}, onde Xn representa o coda˜o na n-e´sima posic¸a˜o
no sequenciamento dos codo˜es no genoma da espe´cie em causa. O espac¸o de estados, E, e´ o
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conjunto dos codo˜es na˜o terminais; portanto,
E = {AAA(C1), AAC(C2), ..., TTT (C61)}\{TAA(C62), TAG(C63), TGA(C64)}. (7.4)
Assim, A = 61 em (7.2), uma vez que existem 61 codo˜es na˜o terminais distintos.
A matriz das probabilidades de transic¸a˜o de uma cadeia de Markov de ordem 1 tera´, para os
61 estados poss´ıveis, 60× 61 graus de liberdade. No caso da ordem da cadeia ser k ter-se-a˜o
60× 61k graus de liberdade, ja´ que a dimensa˜o da matriz e´ 61× 61k. No caso geral o factor
(A − 1) × Ak em (7.2), representa o nu´mero de graus de liberdade associados a` matriz das
probabilidades de transic¸a˜o de uma cadeia de Markov de ordem k em que o espac¸o de estados
tem A elementos.
Na Figura 7.1 encontram-se, a t´ıtulo de exemplo, duas tabelas correspondentes a`s ordens 1 e
2, respectivamente, em que o nu´mero de rectaˆngulos a verde constitui o nu´mero de paraˆmetros
independentes e logo o nu´mero de graus de liberdade.
Figura 7.1: Matriz das probabilidades de transic¸a˜o realc¸ando o nu´mero de paraˆmetros inde-
pendentes para uma cadeia de Markov de ordem k (a) k = 1, b) k = 2).
Para um nu´mero fixo de estados, observe-se que quanto maior for a ordem da cadeia de
Markov, maior e´ o nu´mero de graus de liberdade.
Assumindo que a sequeˆncia dos codo˜es se identifica com uma cadeia de Markov de ordem k,
a distribuic¸a˜o de probabilidade do coda˜o na posic¸a˜o n dada a sequeˆncia de codo˜es que lhe
antecede, define-se apenas a` custa dos k codo˜es anteriores de modo que:
P (Xn = Cin |Xn−1 = Cin−1 , ...,X0 = Ci0) =
= P (Xn = Cin |Xn−1 = Cin−1 , ...,Xn−k = Cin−k), ∀Ci0 , ..., Cin∈E ∀n, k∈N n ≥ k. (7.5)
Assumindo o comportamento Markoviano, o objectivo e´ estimar a ordem da cadeia de Markov
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que melhor se ajuste a` sequeˆncia dos codo˜es para tal recorrer-se-a´ ao crite´rio BIC, sendo a
estimativa dada pelo valor da expressa˜o (7.3).
A trajecto´ria (a amostra) a considerar na estimac¸a˜o do k, sera´ uma parte codificada do
sequenciamento, mais precisamente de um gene, escolhido aleatoriamente no genoma. Em
cada uma das trajecto´rias a aplicar o crite´rio, retirar-se-a´ o coda˜o de iniciac¸a˜o e o coda˜o de
terminac¸a˜o.
Sob a hipo´tese de que a cadeia de Markov e´ de ordem k, a func¸a˜o de verosimilhanc¸a rela-
tiva ao sequenciamento do gene observado e´ o produto das probabilidades dos primeiros k
codo˜es com as probabilidades dos sucessivos grupos de k + 1 codo˜es. Portanto, a expressa˜o
da verosimilhanc¸a para cadeias de Markov de ordem k e´ dada por:
L(k) = P (ci1 , ci2 , ..., cik)Π[P (cik+1 |ci1 , ci2 , ..., cik)]
nci1 ,ci2 ,...,cik+1 , (7.6)
onde o produto´rio e´ sobre todas as poss´ıveis combinac¸o˜es dos k+1 codo˜es sucessivos e tem-se
L(k) > 0.
Nesta altura surge o problema de que estimativa usar para as distribuic¸o˜es de probabilidades
consideradas em (7.6). Se tivermos em conta as frequeˆncias obtidas para cada gene, o com-
primento na˜o e´ suficiente para averiguar correlac¸o˜es de longo alcance. Por outro lado, se se
considerarem as frequeˆncias obtidas a n´ıvel do genoma tem-se o problema de assumir que
genes diferentes esta˜o distribu´ıdos de acordo com a mesma cadeia de Markov, o que na˜o
parece biologicamente correcto. No presente trabalho calcular-se-a´ (7.6) para k = 0, 1 e 2
assumindo que a distribuic¸a˜o de probabilidades e´ estimada de dois modos distintos: pelos
valores de frequeˆncias relativas da trajecto´ria (gene) e a partir dos resultados obtidos uti-
lizando as frequeˆncias relativas no genoma.
Observe-se tambe´m que para k = 2,
P (Xt = Ci0 ,Xt−1 = Ci1 |Xt−1 6= Ci1 ,Xt−2 = Ci2) = 0.
Assim sendo, e´ poss´ıvel reduzir uma cadeia de Markov de ordem 2 a uma cadeia de ordem 1
onde o espac¸o de estados coincide com o produto cartesiano E×E. Racioc´ınio ana´logo pode
ser feito para cadeias de Markov de ordem superior a 2.
7.4.2 Concretizac¸a˜o para Genes
Os ca´lculos, apesar de conceptualmente simples sa˜o bastante morosos, raza˜o pela qual foi
desenvolvido o programa BICGene usando a linguagem C++, constru´ıdo no aˆmbito des-
ta dissertac¸a˜o. Este programa, com base num ficheiro de texto contendo um u´nico gene,
produz um ficheiro de sa´ıda contendo os resultados da aplicac¸a˜o do Crite´rio de Informac¸a˜o
Bayesiana. Neste estudo usaram-se apenas a dois genes aleatoriamente selecionados desig-
nados por, gene C1 e gene S1 das espe´cies Candida albicans e Saccharomyces cerevisiae,
respectivamente (Tabela do Apeˆndice C.1 e Tabela do Apeˆndice C.2 respectivamente).
Assumindo o comportamento Markoviano para o sequenciamento dos codo˜es nos genes estimar-
se-a´, a` custa do BIC, a ordem da cadeia de Markov que melhor se ajusta a` sequeˆncia de codo˜es
quando se eliminam o coda˜o terminal e inicial de cada um dos genes, C1 e S1 respectiva-
mente.
Em primeiro lugar, apresentam-se os resultados obtidos por uso das frequeˆncias relativas no
gene como estimativas das probabilidades. Nas Tabelas 7.1 e 7.2 apresentam-se os resultados
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dos ca´lculos das estimativas do logaritmo da verosimilhanc¸a e do BIC, para as ordens 0, 1 e 2.
k nk lnL(k) BIC(k)
0 457 −120.709 488.19
1 456 −775.581 23183.9
2 455 −216.181 1.37× 1011
Tabela 7.1: Estimativas da ordem da cadeia de Markov geradas pelo gene C1 da espe´cie
Candida albicans, utilizando estimativas das probabilidades obtidas a` custa do gene.
k nk lnL(k) BIC(k)
0 712 −264.5 658.585
1 711 −1459.21 25493.2
2 710 −182.053 1.47× 1011
Tabela 7.2: Estimativas da ordem da cadeia de Markov geradas pelo gene S1 da espe´cie
Saccharomyces cerevisiae, utilizando estimativas das probabilidades obtidas a` custa do gene.
De seguida apresentam-se os resultados obtidos por uso das frequeˆncias relativas no genoma
como estimativas das probabilidades.
Nas Tabelas 7.3 e 7.4 apresentam-se os resultados dos ca´lculos das estimativas do logaritmo
da verosimilhanc¸a e do BIC.
k nk lnL(k) BIC(k)
0 457 −1746.292 1930.098
1 456 −1725.010 12933.181
2 455 −1759.739 685213.612
Tabela 7.3: Estimativas da ordem da cadeia de Markov geradas pelo gene C1 da espe´cie
Candida albicans, utilizando estimativas do genoma.
Os resultados obtidos tanto por uso de estimativas com base no genoma como com base
no gene foram concordantes. Em qualquer dos genes, a ordem estimada pelo BIC e´ 0!
Comparando os resultados obtidos apenas para as ordens 1 e 2, estima-se melhor ajuste da
cadeia de Markov de ordem 1 face a` cadeia de ordem 2. Contudo, como se pode averiguar dos
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k nk lnL(k) BIC(k)
0 712 −2837.425 3034.467
1 711 −2812.715 14829.725
2 710 −2857.123 735737.652
Tabela 7.4: Estimativas da ordem da cadeia de Markov geradas pelo gene S1 da espe´cie
Saccharomyces cerevisiae, utilizando estimativas do genoma.
resultados apresentados, e´ melhor assumir a cadeia de Markov de ordem zero. No entanto
na˜o se verifica a independeˆncia para o conjunto das sequeˆncias de co´digo do genoma.
No Cap´ıtulo 2 efectuaram-se testes para a independeˆncia relativos ao genoma e na˜o se averigu-
ou quanto a` independeˆncia de codo˜es justapostos dentro de cada gene. Perante a ana´lise feita
classificaram-se tambe´m cada um destes genes em tabelas de contingeˆncia de pares de codo˜es,
no sentido de aplicar um teste de ajustamento quanto a` independeˆncia entre codo˜es justapos-
tos. Nestas tabelas verifica-se que a frequeˆncia de indiv´ıduos na maior parte das categorias
e´ inferior a 5 indiv´ıduos. Todavia, se na˜o se atender ao facto das frequeˆncias serem muito
pequenas o teste de ajustamento do qui-quadrado resulta na independeˆncia para os genes C1
e S1 em estudo!
Tal pode na˜o causar espanto se se recordar que a associac¸a˜o observada entre codo˜es justapos-
tos e´ fraca.
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Cap´ıtulo 8
Teoria da Informac¸a˜o
8.1 Introduc¸a˜o
A Teoria da Informac¸a˜o e em particular a Teoria Matema´tica da Comunicac¸a˜o, foi desen-
volvida inicialmente por Claude Shannon na de´cada de quarenta do se´culo passado, [24], com
o objectivo de optimizar o sistema telefo´nico. A motivac¸a˜o para o seu desenvolvimento foi
a necessidade de maximizar a quantidade de informac¸a˜o que pode ser transmitida por um
canal de comunicac¸a˜o imperfeito, isto e´, um canal que pode introduzir erros nas mensagens
transmitidas.
Perante um canal de comunicac¸a˜o imperfeito, uma das formas do receptor poder detectar e
corrigir erros, durante a descodificac¸a˜o da mensagem, e´ esta conter redundaˆncia. Como a
capacidade ma´xima do canal e´ fixa, a existeˆncia de redundaˆncia faz com que a quantidade
de informac¸a˜o efectiva e transmitida seja inferior a` capacidade do canal.
Um dos objectivos importantes de Shannon era o de determinar as taxas teo´ricas ma´ximas
para compressa˜o dos dados; entenda-se por compressa˜o a remoc¸a˜o de redundaˆncia da men-
sagem. O ideal seria codificar a mensagem de forma a ocupar o mı´nimo espac¸o poss´ıvel, mas
contendo um valor de redundaˆncia mı´nimo que ainda assim permitisse detectar e corrigir os
erros que possam comprometer seriamente ou deturpar completamente a descodificac¸a˜o da
mensagem. Para resolver esta questa˜o, Shannon desenvolveu o conceito de entropia.
Na Figura 8.1 e´ ilustrado um diagrama de blocos com os intervenientes t´ıpicos envolvidos no
envio de mensagens entre um emissor e um receptor. Na mesma figura e´ estabelecido um
paralelismo entre um sistema de comunicac¸a˜o e a produc¸a˜o de prote´ınas desde o DNA.
No “sistema de comunicac¸a˜o gene´tico” e´ desconhecida a mensagem original e o codificador,
uma vez que as sequeˆncias de co´digo ja´ esta˜o armazenadas no nu´cleo das ce´lulas de todos os
indiv´ıduos. Sempre que necessa´rio a ce´lula activa o nu´cleo por forma a produzirem “co´pias”
de partes das sequeˆncias de co´digo, o mRNA (canal), a serem descodificadas pelo ribossoma
em prote´ınas.
O objectivo geral e´ a decifrac¸a˜o de leis gerais da sequeˆncia de co´digo (mensagem codificada).
Utilizar-se-a´ a Teoria Matema´tica da Comunicac¸a˜o como nova metodologia no sentido de
contribuir para esse estudo. Assim, neste cap´ıtulo apresentar-se-a˜o, sobre dados discretos,
um conjunto de medidas probabil´ısticas no contexto da Teoria da Informac¸a˜o. Seguir-se-a´ o
ca´lculo dessas medidas ao conjunto das sequeˆncias de co´digo no genoma da Candida albicans
e da Saccharomyces cerevisiae.
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Figura 8.1: Esquema de transmissa˜o de mensagens.
8.2 Entropia
A entropia de uma varia´vel aleato´ria pode ser interpretada como o grau de na˜o informac¸a˜o
dado pela observac¸a˜o da varia´vel. Quanto “mais casual” for a varia´vel maior sera´ a entropia
e menor o conhecimento sobre a varia´vel.
O problema po˜e-se em medir o na˜o conhecimento sobre um conjunto de acontecimentos
poss´ıveis de uma dada varia´vel.
Para uma dada experieˆncia aleato´ria, se a probabilidade de um dado acontecimento for 0.999
e´ quase certo que o acontecimento ocorrera´. Se a probabilidade de um dado acontecimento
for 0.001 e´ quase certo que o acontecimento na˜o ocorrera´. A incerteza e´ ma´xima quando a
probabilidade do acontecimento for 0.5.
Contudo, o problema na˜o se po˜e com um so´ acontecimento, mas com um conjunto de acon-
tecimentos poss´ıveis e mutuamente exclusivos que podem ocorrer sobre um mesmo espac¸o de
probabilidades. Para medir o desconhecimento que se tem sobre o comportamento de uma
varia´vel aleato´ria poder-se-a´ recorrer a` entropia.
Seja p(x) a func¸a˜o de probabilidade da varia´vel aleato´ria X, com X definida sobre um espac¸o
de estados discreto E. A entropia (H) da varia´vel aleato´ria discreta X, e´ definida por:
H(X) = −
X
x∈E
p(x) log2 p(x) (8.1)
A entropia tambe´m pode ser descrita como um valor esperado sobre a forma de:
H(X) = E{− log2 p(X)}.
Assim, a entropia pode ser vista como a incerteza me´dia de uma varia´vel aleato´ria.
A entropia tambe´m pode ser vista como o comprimento me´dio da mensagem necessa´ria para
transmitir o resultado da varia´vel, o que normalmente e´ medido em bits, justificando o uso do
logaritmo de base 2. Em geral, uma codificac¸a˜o o´ptima envia uma mensagem de probabili-
dade p com comprimento [− log2 p], sendo utilizados menos bits nos resultados mais provaveis
e mais bits nos resultados menos provaveis.
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Propriedades 8.3.1 H(X,Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ).
Desta propriedade resulta que:
H(X)−H(X|Y ) = H(Y )−H(Y |X).
Definic¸a˜o 8.3.3 Chama-se informac¸a˜o mu´tua entre X e Y ao valor I(X,Y ) definido por:
I(X,Y ) = H(X)−H(X|Y ). (8.5)
Propriedades 8.3.2 I(X,Y ) = H(X) +H(Y )−H(X,Y ).
Observe-se que se assumir que duas varia´veis sa˜o independentes facilmente se prova que a
informac¸a˜o mu´tua e´ zero.
Definic¸a˜o 8.3.4 A redundaˆncia da varia´vel aleato´ria discreta X pode ser definida por R(X)
e e´, em percentagem, dada por:
R(X) = (1− H(X)
HM
)× 100. (8.6)
8.4 Aplicac¸a˜o ao Caso em Estudo
No aˆmbito da situac¸a˜o em estudo, calculou-se a entropia da varia´vel aleato´ria Xn que
representa o coda˜o na posic¸a˜o n e da varia´vel par de codo˜es justapostos para as duas espe´cies
em estudo. Tambe´m foram calculados os correspondentes valores de entropia ma´xima e de
redundaˆncia.
Os resultados obtidos encontram-se na Tabela 8.1.
Espe´cie Varia´vel(Y) H(Y ) HM R(Y )
Candida albicans codo˜es 3.843 4.159 7.6
Saccharomyces cerevisiae codo˜es 3.958 4.159 4.8
Candida albicans par de codo˜es 7.606 8.270 8.0
Saccharomyces cerevisiae par de codo˜es 7.885 8.270 4.7
Tabela 8.1: Tabela de resultados de entropia e redundaˆncia.
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Da Tabela 8.1 averigua-se que o desconhecimento que se tem sobre qualquer das varia´veis
em estudo e´ muito grande, mas contudo na˜o e´ total, pois a entropia das varia´veis na˜o e´
ma´xima. A redundaˆncia e´ pequena, inferior a 10%, observando-se redundaˆncia superior na
espe´cie Candida albicans.
A t´ıtulo de pequena conclusa˜o poder-se-a´ dizer que:
O comportamento da varia´vel coda˜o em sequeˆncia na˜o e´ de todo “casual”, mas o
desconhecimento sobre o seu comportamento e´ grande.
A linguagem em estudo e´ definida na realidade pelo co´digo gene´tico, que consiste na mensagem
codificada sobre a constituic¸a˜o de prote´ınas.
Entendendo os dados em estudo, as sequeˆncias de codo˜es, como co´digo e tendo-se em conta
os resultados obtidos, poder-se-a´ conjecturar que:
A mensagem gene´tica parece estar constru´ıda de forma a ocupar o mı´nimo espac¸o poss´ıvel,
contendo, todavia uma redundaˆncia mı´nima necessa´ria para a detecc¸a˜o e correc¸a˜o de erros.
Espe´cie I(X,Y )
Candida albicans 0.08
Saccharomyces cerevisiae 0.031
Tabela 8.2: Tabela de resultados de informac¸a˜o mu´tua.
Os resultados de informac¸a˜o mu´tua esta˜o apresentados na Tabela 8.2. Os resultados obtidos
sa˜o muito pro´ximos de zero, no entanto sa˜o diferentes. Este resultado vem mais uma vez
confirmar a falha da independeˆncia entre dois codo˜es justaposto na sequeˆncia ja´ obtida atrave´s
de outros me´todos anteriormente aplicados.
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Cap´ıtulo 9
Conclusa˜o
Ao longo desta dissertac¸a˜o foram apresentados alguns resultados da aplicac¸a˜o de va´rias
metodologias estat´ısticas no estudo do genoma de duas espe´cies distintas: a Saccharomyces
cerevisiae e a Candida albicans. O objectivo principal consistia em retirar regras, a partir do
genoma entendido como sequeˆncia de codo˜es.
Neste estudo foram utilizados os seguintes me´todos e/ou modelos:
• Ana´lise de Tabelas de Contingeˆncia;
• Ana´lise Classificato´ria;
• Ana´lise em Componentes Principais;
• Cadeias de Markov;
• Ana´lise de Zipf;
• Crite´rio de Informac¸a˜o Bayesiana;
• Teoria de Informac¸a˜o;
Atrave´s das Tabelas de Contingeˆncia de pares de codo˜es do genoma, e usando a estat´ıstica de
teste χ2, rejeitou-se a hipo´tese de independeˆncia entre pares no sequenciamento e
obtiveram-se valores pequenos de associac¸a˜o. As Ana´lises Classificato´ria e em Componentes
Principais evidenciaram que, em geral, cada coda˜o fixo depende do coda˜o que o antecede (ou
precede) podendo ser o nucleo´tido que se encontra justaposto o mais marcante. No entanto,
por desconhecimento de testes apropriados, estas hipo´teses na˜o foram validadas. Ainda, na
Ana´lise em Componentes Principais, rejeitou-se a hipo´tese dos codo˜es na˜o estarem correla-
cionados o que implica a rejeic¸a˜o da independeˆncia.
Compararam-se os valores observados das frequeˆncias de cada coda˜o com os resultados obti-
dos assumindo cadeias de Markov de ordem 1, homoge´neas, irredut´ıveis, aperio´dicas e estri-
tamente estaciona´rias e, de modo geral, averiguou-se a existeˆncia de ajuste. No entanto, na˜o
se provou se a sequeˆncia de codo˜es e´ bem modelada por uma cadeia de Markov de ordem 1.
Fez-se uma ana´lise das frequeˆncias dos s´ımbolos (codo˜es ou aminoa´cidos) ordenadas por ordem
decrescente de frequeˆncias aplicando a Ana´lise de Zipf, tanto para estimar leis da distribuic¸a˜o
das frequeˆncias ordenadas como para explorar a existeˆncia de correlac¸o˜es de longo alcance,
averigando-se a possibilidade de existeˆncia deste tipo de correlac¸o˜es.
O Crite´rio de Informac¸a˜o Bayesiana permitiu averiguar, para a sequeˆncia de co´digo de dois
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genes, que a ordem da cadeia de Markov que melhor se ajusta e´ a ordem 0. No entanto,
na˜o po˜e de parte a possibilidade de existeˆncia de correlac¸o˜es de curto ou longo alcance nas
sequeˆncias de co´digo do genoma.
Atrave´s da Teoria da Informac¸a˜o calcularam-se valores da redundaˆncia e informac¸a˜o mu´tua,
resultando em valores de redundaˆncia com percentagem inferior a 10% e em valores de infor-
mac¸a˜o mu´tua pequena mas na˜o nula. Tal ana´lise permitiu confirmar, mais uma vez, a na˜o
independeˆncia entre pares de codo˜es justapostos.
Dos me´todos usados na˜o se obtiveram muitas respostas objectivas. As metodologias apli-
cadas, no sentido de averiguar se o sequenciamento dos codo˜es e´ ou na˜o Markoviano e de
ordem superior a 1, resultaram em respostas vagas. A resposta quanto a` independeˆncia foi
praticamente concludente embora tudo aponte para uma fraca associac¸a˜o.
Para ambas as espe´cies estudadas rejeitou-se a independeˆncia dos codo˜es no sequenciamento
no genoma e na˜o se rejeitou a existeˆncia de correlac¸o˜es de alcance superior a um entre os
codo˜es. No entanto, existem genes para os quais se ajusta melhor uma cadeia de Markov de
ordem 0, do que uma cadeia de ordem superior!
O estudo feito parece tambe´m fazer crer que o co´digo gene´tico e´ um co´digo com redundaˆncia
suficiente para minimizar os erros de traduc¸a˜o.
Durante a procura de me´todos estat´ısticos apropriados a` ana´lise de dados de natureza discreta
e sequenciados, e motivados pela natureza do problema do tipo eventualmente Markoviano,
estudaram-se, para ale´m dos me´todos apresentados, os Modelos de Markov Escondidos (HMM
- Hidden Markov Models). No entanto, este me´todo foi posteriormente abandonado pois a
sua aplicac¸a˜o na˜o pareceu apropriada ao conjunto dos dados fornecidos inicialmente pela
equipa envolvida no projecto. Tambe´m foi colocada em questa˜o a adequac¸a˜o desse modelo a`
natureza do problema e dados existentes.
Tambe´m se tentaram aplicar os passeios aleato´rios e a ana´lise espectral. No entanto, da
forma perliminar como estes me´todos foram aplicados, na˜o permitiram obter concluso˜es di-
reccionadas para os objectivos do projecto.
Um dos problemas colocados neste estudo foi o facto da estat´ıstica χ2 na˜o ser invariante a
transformac¸o˜es de escala. O ideal seria encontrar uma estat´ıstica para testar a independeˆncia
que na˜o dependesse da dimensa˜o da amostra.
Seria tambe´m u´til encontrar me´todos para averiguar a influeˆncia dos seis nucleo´tidos que
esta˜o mais pro´ximos de um dado coda˜o fixo, permitindo testar as hipo´teses que resultaram
da Ana´lise Classificato´ria e da Ana´lise em Componentes Principais, assim como outros testes
que permitissem a avaliar o ajustamento de cadeias de Markov ao sequenciamento dos codo˜es,
aminoa´cidos e/ou nucleo´tidos.
O trabalho descrito nesta dissertac¸a˜o constitui uma das primeiras abordagens que se conhece,
no contextos dos codo˜es, no estudo de genomas, usando me´todos estat´ısticos. Os resultados
obtidos e as questo˜es deixadas em aberto podem constituir uma boa base de trabalho futuro.
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Apeˆndice A
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Apeˆndice A.1
Me´trica:
Seja P e Q dois pontos. A distaˆncia entre P e Q, d(P,Q), e´ um nu´mero real que verifica as
seguintes condic¸o˜es:
1. simetria ,→ d(P,Q) = d(Q,P )
2. na˜o negatividade ,→ d(P,Q) ≥ 0
3. exactida˜o ,→ d(P,Q) = 0 sse P = Q
4. desigualdade triangular ,→ d(P,Q) ≤ d(P,R) + d(R,Q)
Apeˆndice A.2
Ca´lculo das probabilidades de cada indiv´ıduo (coda˜o ou aminoa´cido), assumindo a cadeia de
Markov de ordem 1 como modelo teo´rico. Suponha-se que se tem N indiv´ıduos.
O sistema a resolver (Teorema 5.2.2) e´ da forma:



πk =
NX
j=1
πjpjk k=1,2,..., N
NX
j=1
πj = 1
O objectivo foi o de transformar este sistema de modo a ser escrito da forma BΠ = b, com
Π = [π1 ... πN ]0 e B uma matriz N ×N invert´ıvel. De seguida apresenta-se a justificac¸a˜o e
os passos do algoritmo utilizado na resoluc¸a˜o dos quatro sistemas em estudo:
O sistema de N + 1 equac¸o˜es acima e´ equivalente a:
½
πk −Π0[p1k ... pNk]0 = 0 k=0,1,2,..., N
Π0[1 ... 1] = 1
Seja P = [pij ]. Enta˜o, tem-se:
½
Π0(I − P ) = [0 ... 0]
Π0[1 ... 1] = 1
½
(I − P )0Π = [0 ... 0]0
[1 ... 1]0Π = 1
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O sistema tem N inco´gnitas e N+1 equac¸o˜es. Uma das equac¸o˜es e´ redundante. Retire-se a
penu´ltima equac¸a˜o.
Na pra´tica, o que se faz e´ substituir a matriz P por uma matriz P ∗∗ que resulta da substi-
tuic¸a˜o da u´ltima coluna de P por a coluna [−1 ... − 1 0]0. Note-se que a u´ltima coluna da
matriz I − P ∗∗ e´ [1 ... 1 1]0 = [0 ... 0 1]0 − [−1 ... − 1 0]0.
Assim, o sistema de equac¸o˜es e´ equivalente a:
(I − P ∗∗)0Π = [0 ... 0 1]0
Portanto, o procedimento para ca´lculo das probabilidades consiste na substituic¸a˜o da u´ltima
coluna da matriz das probabilidades de transic¸a˜o por uma coluna de elementos iguais a -1 a`
excepc¸a˜o do u´ltimo elemento que e´ 0. Fac¸a-se a diferenc¸a entre a identidade e a matriz obtida,
determine-se a transposta da matriz diferenc¸a e calcule-se a sua inversa. Por fim, fac¸a-se o
produto da matriz inversa pela matriz constituida por zeros a` excepc¸a˜o do u´ltimo elemento
que e´ um. O resultado e´ uma matriz coluna cujos elementos sa˜o a soluc¸a˜o do sistema.
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Apeˆndice B
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Apeˆndice B.1
Figura B.1: Tabela de contingeˆncia da Candida albicans.
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Figura B.2: Tabela de contingeˆncia da Candida albicans (continuac¸a˜o).
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Figura B.3: Tabela de contingeˆncia da Saccharomyces cerevisiae.
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Figura B.4: Tabela de contingeˆncia da Saccharomyces cerevisiae (continuac¸a˜o).
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Apeˆndice B.2
Figura B.5: Tabela de contingeˆncia da Saccharomyces cerevisiae codo˜es/nucleo´tidos.
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Figura B.6: Tabela de contingeˆncia da Candida albicans codo˜es/nucleo´tidos.
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Apeˆndice B.3
Figura B.7: Estimativa da matriz das probabilidades de transic¸a˜o da Candida albicans
codo˜es/nucleo´tidos.
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Figura B.8: Estimativa da matriz das probabilidades de transic¸a˜o da Candida albicans
codo˜es/nucleo´tidos (continuac¸a˜o).
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Figura B.9: Estimativa da matriz das probabilidades de transic¸a˜o da Saccharomyces cerevisiae
codo˜es/nucleo´tidos.
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Figura B.10: Estimativa da matriz das probabilidades de transic¸a˜o da Saccharomyces cere-
visiae codo˜es/nucleo´tidos (continuac¸a˜o).
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Apeˆndice C
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Apeˆndice C.1
Gene C1 da espe´cie Candida albicans
ATG GGTA AAGAAAAAAC TCACGTTAAC GTTGTTGTTA TTGGTCACGT
CGATTCCGGT AAATCTACTA CCACCGGTCA CTTAATTTAC AAGTGTGGTG GTATCGATAA
AAGAACCATT GAAAAATTCG AAAAAGAAGC TGCTGAATTG GGTAAAGGTT CTTTCAAATA
CGCTTGGGTC TTGGACAAAT TGAAGGCTGA AAGAGAAAGA GGTATCACCA TTGATATTGC
TTTGTGGAAA TTCGAAACTC CAAAATACCA CGTTACCGTC ATTGATGCTC CAGGTCACAG
AGATTTCATC AAGAATATGA TCACTGGTAC TTCTCAAGCT GATTGTGCTA TTTTGATTAT
TGCTGGTGGT ACTGGTGAAT TCGAAGCCGG TATTTCTAAG GATGGTCAAA CCAGAGAACA
CGCTTTGTTG GCTTACACTT TGGGTGTCAA ACAATTGATT GTTGCTGTCA ACAAGATGGA
CTCTGTCAAA TGGGACAAAA ACAGATTTGA AGAAATCATC AAGGAAACCT CCAACTTCGT
CAAGAAGGTT GGTTACAACC CAAAGACTGT TCCATTCGTT CCAATCTCTG GTTGGAATGG
TGACAACATG ATTGAACCAT CCACCAACTG TCCATGGTAC AAGGGTTGGG AAAAGGAAAC
CAAATCCGGT AAAGTTACTG GTAAGACCTT GTTAGAAGCT ATTGACGCTA TTGAACCACC
AACCAGACCA ACCGACAAAC CATTGAGATT GCCATTGCAA GATGTTTACA AGATTGGTGG
TATTGGTACT GTGCCAGTCG GTAGAGTTGA AACTGGTATC ATCAAAGCCG GTATGGTTGT
TACTTTCGCC CCAGCTGGTG TTACCACTGA AGTCAAGTCC GTTGAAATGC ATCACGAACA
ATTGGCTGAA GGTGTTCCAG GTGACAATGT TGGTTTCAAC GTTAAGAACG TTTCCGTTAA
AGAAATTAGA AGAGGTAACG TTTGTGGTGA CTCCAAGAAC GATCCACCAA AGGGTTGTGA
CTCTTTCAAT GCCCAAGTCA TTGTTTTGAA CCATCCAGGT CAAATCTCTG CTGGTTACTC
TCCAGTCTTG GATTGTCACA CTGCCCACAT TGCTTGTAAA TTCGACACTT TGGTTGAAAA
GATTGACAGA AGAACTGGTA AGAAATTGGA AGAAAATCCA AAATTCGTCA AATCCGGTGA
TGCTGCTATC GTCAAGATGG TCCCAACCAA ACCAATGTGT GTTGAAGCTT TCACTGACTA
CCCACCATTA GGTAGATTCG CTGTCAGAGA TATGAGACAA ACCGTTGCTG TTGGTGTCAT
CAAATCTGTT GAAAAATCCG ACAAAGCTGG TAAAGTTACC AAGGCTGCTC AAAAAGCTGC
TAAGAAA TAA
Tabela C.1: Sequeˆncia de codo˜es do gene C1 da espe´cie Candida albicans.
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Apeˆndice C.2
Gene S1 da espe´cie Saccharomyces cerevisiae
ATG TCGCCCTCT GCCGTACAATCA TCAAAACTAGAA GAACAGTCAAGT GAAATTGACAAG
TTGAAAGCAAAA ATGTCCCAGTCT GCCGCCACTGCG CAGCAGAAGAAG GAACATGAGTAT
GAACATTTGACT TCGGTCAAGATC GTGCCACAACGG CCCATCTCAGAT AGACTGCAGCCC
GCAATTGCTACC CACTATTCTCCA CACTTGGACGGG TTGCAGGACTAT CAGCGCTTGCAC
AAGGAGTCTATT GAAGACCCTGCT AAGTTCTTCGGT TCTAAAGCTACC CAATTTTTAAAC
TGGTCTAAGCCA TTCGATAAGGTG TTCATCCCAGAC CCTAAAACGGGC AGGCCCTCCTTC
CAGAACAATGCA TGGTTCCTCAAC GGCCAATTAAAC GCCTGTTACAAC TGTGTTGACAGA
CATGCCTTGAAG ACTCCTAACAAG AAAGCCATTATT TTCGAAGGTGAC GAGCCTGGCCAA
GGCTATTCCATT ACCTACAAGGAA CTACTTGAAGAA GTTTGTCAAGTG GCACAAGTGCTG
ACTTACTCTATG GGCGTTCGCAAG GGCGATACTGTT GCCGTGTACATG CCTATGGTCCCA
GAAGCAATCATA ACCTTGTTGGCC ATTTCCCGTATC GGTGCCATTCAC TCCGTAGTCTTT
GCCGGGTTTTCT TCCAACTCCTTG AGAGATCGTATC AACGATGGGGAC TCTAAAGTTGTC
ATCACTACAGAT GAATCCAACAGA GGTGGTAAAGTC ATTGAGACTAAA AGAATTGTTGAT
GACGCGCTAAGA GAGACCCCAGGC GTGAGACACGTC TTGGTTTATAGA AAGACCAACAAT
CCATCTGTTGCT TTCCATGCCCCC AGAGATTTGGAT TGGGCAACAGAA AAGAAGAAATAC
AAGACCTACTAT CCATGCACACCC GTTGATTCTGAG GATCCATTATTC TTGTTGTATACG
TCTGGTTCTACT GGTGCCCCCAAG GGTGTTCAACAT TCTACCGCAGGT TACTTGCTGGGA
GCTTTGTTGACC ATGCGCTACACT TTTGACACTCAC CAAGAAGACGTT TTCTTCACAGCT
GGAGACATTGGC TGGATTACAGGC CACACTTATGTG GTTTATGGTCCC TTACTATATGGT
TGTGCCACTTTG GTCTTTGAAGGG ACTCCTGCGTAC CCAAATTACTCC CGTTATTGGGAT
ATTATTGATGAA CACAAAGTCACC CAATTTTATGTT GCGCCAACTGCT TTGCGTTTGTTG
AAAAGAGCTGGT GATTCCTACATC GAAAATCATTCC TTAAAATCTTTG CGTTGCTTGGGT
TCGGTCGGTGAG CCAATTGCTGCT GAAGTTTGGGAG TGGTACTCTGAA AAAATAGGTAAA
AATGAAATCCCC ATTGTAGACACC TACTGGCAAACA GAATCTGGTTCG CATCTGGTCACC
CCGCTGGCTGGT GGTGTTACACCA ATGAAACCGGGT TCTGCCTCATTC CCCTTCTTCGGT
ATTGATGCAGTT GTTCTTGACCCT AACACTGGTGAA GAACTTAACACC AGCCACGCAGAG
GGTGTCCTTGCC GTCAAAGCTGCA TGGCCATCATTT GCAAGAACTATT TGGAAAAATCAT
GATAGGTATCTA GACACTTATTTG AACCCTTACCCT GGCTACTATTTC ACTGGTGATGGT
GCTGCAAAGGAT AAGGATGGTTAT ATCTGGATTTTG GGTCGTGTAGAC GATGTGGTGAAC
GTCTCTGGTCAC CGTCTGTCTACC GCTGAAATTGAG GCTGCTATTATC GAAGATCCAATT
GTGGCCGAGTGT GCTGTTGTCGGA TTCAACGATGAC TTGACTGGTCAA GCAGTTGCTGCA
TTTGTGGTGTTG AAAAACAAATCT AGTTGGTCCACC GCAACAGATGAT GAATTACAAGAT
ATCAAGAAGCAT TTGGTCTTTACT GTTAGAAAAGAC ATCGGGCCATTT GCCGCACCAAAA
TTGATCATTTTA GTGGATGACTTG CCCAAGACAAGA TCCGGCAAAATT ATGAGACGTATT
TTAAGAAAAATC CTAGCAGGAGAA AGTGACCAACTA GGCGACGTTTCT ACATTGTCAAAC
CCTGGCATTGTT AGACATCTAATT GATTCGGTCAAG TTGTAA
Tabela C.2: Sequeˆncia de codo˜es do gene S1 da espe´cie Saccharomyces cerevisea.
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