In this paper, we develop a distributionally robust portfolio optimization model where the robustness is to different dependency structures among the random losses. For a Fréchet class of distributions with overlapping marginals, we show that the distributionally robust portfolio optimization problem is efficiently solvable with linear programming. To guarantee the existence of a joint multivariate distribution consistent with the overlapping marginal information, we make use of the graph theoretic -running intersection property. We use this property to develop a tight linear programming formulation. Lastly, we use a data-driven approach using real financial data to identify the Fréchet class of distributions with overlapping marginals and then optimize the portfolio over this class of distributions. Our results show that the optimization models proposed in this paper improves on the sample based approach.
Introduction
Optimization under uncertainty is an active research area with many interesting applications in the area of risk management. An example of a risk management problem is to choose a portfolio of assets such that the joint portfolio risk is minimized while a certain level of the expected return is guaranteed. Markowitz [25] was the first to model this problem using variance as the risk measure. Several alternative risk measures have been proposed since for this problem. Valueat-risk (VaR) and conditional value-at-risk (CVaR) are two such popular risk measures (see, for example, Jorion [16] and Rockafellar and Uryasev [33] ). However even assuming that the joint distribution of the random losses is known, the calculation of VaR and CVaR for a given portfolio involves multidimensional integrals, which can be computationally challenging and one often resorts to simulation. For discrete distributions where the losses of the different assets are independent, the computation of VaR and CVaR requires the consideration of all the support points, which can be exponentially large compared to the marginal support points. Furthermore, if the assumed joint distribution does not match the actual distribution, the optimal solution obtained by this model might perform poorly in the out of sample data.
One popular approach to address this issue is that instead of assuming a complete joint distribution for the random losses of the risky assets, one only assumes partial distributional information.
Given the partial distributional information, it is natural to compute the worst case bounds for the VaR and CVaR measures. Several alternative models have been used to capture the ambiguity in distributions. This includes the simple Fréchet class of distributions in which only the univariate marginal distributions are specified (see Meilijson and Nadas [26] ) and the class of distributions where multivariate marginals of non-overlapping subsets of assets are specified (see Doan and Natarajan [4] , Garlappi, Uppal and Wang [21] ). In this paper, we adopt a more general representation of distributional uncertainty where the multivariate marginals possibly overlap with each other.
Fréchet Class of Distributions
Letc be a N -dimensional random vector and θ denote the joint distribution ofc. Consider the evaluation of the expected value of a convex piecewise linear function constructed by taking the maximum of M affine functions:
Let M = {1, . . . , M } index the affine functions in φ N (c) max j∈M a j T c + b j . Associated to this is a stochastic optimization problem of the form:
where a j and b j are affine functions of a decision vector x that is assumed to lie in a feasible region X . Portfolio optimization with the CVaR measure lies within the scope of problem (2) . Letc i represent the random loss of the ith asset in a financial portfolio. The total portfolio loss is then 
which is an instance of problem (2) . In the distributionally robust optimization setting, the joint distribution θ is not known exactly and assumed to belong to a class Θ of distributions. Then, it is possible to calculate tight bounds of the form:
With reference to the stochastic optimization problem, we focus only on the upper bound of a convex function in this paper since this is used to formulate the distributionally robust counterpart of (2):
• Partition: E is a partition (non-overlapping cover) if for all r ̸ = s, J r ∩J s = ∅. The partition:
is called the simple partition and is the basic Fréchet class of distributions. When the subsets consist of more than one random variable, the partition is a non-overlapping multivariate marginal cover.
• Star cover:
for all r ∈ R. The star cover:
is called the simple star cover.
• Series cover: Let E 0 = {I 0 , I 1 , ..., I R } be a partition of N . Then E is a series cover if J r = I r−1 ∪ I r for all r ∈ R. The series cover:
is called the simple series cover.
Given a joint distribution θ of the random vectorc, let proj Jr (θ) denote the multivariate marginal distribution of the random sub-vectorc r {c i } i∈Jr . The Fréchet class of distributions Θ E is defined by a set of fixed multivariate marginal distributions {θ r } r∈R of the random sub-vectors c r as follows:
Given a real-valued function φ(·), the Fréchet bounds are defined as
Several previous studies have focused on Fréchet bounds for the cumulative distribution function of the sum of dependent risks, i.e., φ(c
, where I is an indicator function. Fréchet bounds for φ − d were first developed by Makarov [24] and Rüschendorf [36] for N = 2 given a simple partition. For N ≥ 3, Kreinovich and Ferson [20] showed that computing [39] , and Embrechts and Puccetti [7] :
where
The standard bound is tight when N = 2. This result can be directly translated to an upper bound on the tail probability
given univariate marginals. Wang and Wang [42] and Pucetti and Rüschendorf [32] developed tight bounds for homogeneous univariate marginals with monotone densities and concave densities respectively. For general non-overlapping covers, Puccetti and Rüschendorf [31] showed that Fréchet bounds for φ − d can be reduced to that of a simple partition. For the simple star cover, Rüschendorf [37] introduced a conditioning method to derive Fréchet bounds using the results for the simple partition. For the simple series cover, Embrechts and Puccetti [8] proposed a variable splitting method to estimate Fréchet bounds from those with simple partition. Puccetti and Rüschendorf [31] generalized this method for overlapping covers. In general, given the hardness of computing the tight bounds, these methods typically generate lower bounds for m E (φ − d ) which are not tight.
In this paper, we compute the Fréchet upper bound for a convex piecewise linear function and solve the associated distributionally robust optimization problem. In Section 2, we provide conditions under which this bound is efficiently computable and use it to estimate Fréchet bounds on the cumulative distribution function of the sum of dependent risks in Section 3. In Section 4, we propose a data-driven approach to estimate the cover structure of the Fréchet class of distributions and then optimize the portfolio returns using real financial data before concluding in Section 5.
Fréchet Bounds with Regular Covers
For a partition (non-overlapping cover), the Fréchet class of distributions Θ E is guaranteed to be non-empty given any feasible set of multivariate marginal distributions {θ r } r∈R . Feasibility is ensured using a product measure on the multivariate marginal distributions. However for arbitrary covers with overlaps, the feasibility problem is itself non-trivial. For an overlapping cover, Θ E ̸ = ∅ implies the consistency of the multivariate marginals, namely, proj Jr∩Js (θ r ) ≡ proj Jr∩Js (θ s ) for all r ̸ = s. The reverse need not be true however, that is, consistency does not necessarily imply that Θ E ̸ = ∅. Vorob'ev [40] provided a simple counterexample with three variables E = {{1, 2}, {2, 3}, {1, 3}} where P(c 1 = 1,c 2 = 1) = P(c 1 = 0,c 2 = 0) = 1/2, P(c 1 = 1,c 3 = 1) = P(c 1 = 0,c 3 = 0) = 1/2 and P(c 2 = 1,c 3 = 0) = P(c 2 = 0,c 3 = 1) = 1/2. In this case, Θ E = ∅ even though the given marginal distributions are consistent. A cover for which consistency is sufficient to ensure Θ E is non-empty is termed a regular cover (see Vorob'ev [40] ). If the cover is irregular, there is no simple sufficient condition to check if Θ E is empty or not (see Kellerer [19] ).
Regular Covers
In this section, we study the computation of the Fréchet upper bound M E (φ N ) for regular covers.
Regularity is verifiable by an equivalent graph theoretic property of the cover known as the running intersection property (RIP) (see Lauritzen et al. [23] ). A cover E satisfies the RIP, if the elements of E can be ordered in such a way that:
Then, E is regular. The star cover is a regular cover with σ r = 1. Similarly, the series cover is a regular cover with σ r = r−1. From this point onwards, we assume that the elements of the cover are ordered as per (7) . The sparse structure of the cover implied by the running intersection property has been used in developing tractable semidefinite relaxations for sparse polynomial optimization problems by Lasserre [22] and in developing efficient inference algorithms for probabilistic graphical models (see Wainwright [41] ). Define the parameters:
Given consistent marginals and a regular cover, a feasible joint distribution is constructed using conditional independence as follows (see Kellerer [17] and Jiroušek [15] ):
In the simple star case, this reduces to:
where θ r (c r |c 1 ) is the conditional distribution of c r given c 1 while in the simple series case, this reduces to:
Define the vector η = (η 1 , . . . , η N ) with 
Then the Fréchet bound
To prove this theorem, we need the following lemma regarding the consistency of marginal distributions.
Lemma 1 Given a regular cover E, the following condition is necessary and sufficient to ensure consistency among the marginal distributions:
Using the RIP condition in (7), we have for all r ∈ R \ {1},
This indicates that all the pairwise intersections are included in a set of N − 1 intersections. Thus verifying consistency can be restricted to these pairs. Since,
implies the result.
We now turn to the proof of Theorem 1.
Proof. We first show that M P E (φ N ) is a valid upper bound of M E (φ N ). For any joint distribution θ ∈ Θ E , the expected value in (1) can be expressed as follows:
The decision variables in this formulation are the measures ϑ j,r (c r ) for j ∈ M and r ∈ R and the probability λ j for j ∈ M:
ϑ j,r (c r ) P θ (c r = c r , the jth term is max) , and
Thus ϑ j,r (c r ) ≥ 0 for all r ∈ R, c r ∈ B r , and j ∈ M. Note that if the function value φ N (c) has multiple terms attaining the maximum for some value of c, one can arbitrarily choose any one of them without changing the expected value, for example, the term with the minimum index. Hence, for all r ∈ R and c r ∈ B r , ∑
In addition, for all r ∈ R and j ∈ M, ∫ Br ϑ j,r (c r ) dc r = P θ (the jth term is max)
Applying Lemma 1, the last set of constraints are necessary constraints for consistency. Thus, for any distribution θ ∈ Θ E , all the constraints in (11) are satisfied, which implies
We next prove that the bound is tight. Since all marginal distributions θ r , r ∈ R, have finite second moments, problem (11) is bounded. Consider an optimal solution of problem (11) denoted
In addition, λ * j ≥ 0 for all j ∈ M. Thus λ * is a probability vector. We now construct a distribution θ * forc based on ϑ * j,r (c r ) and λ * j as follows:
(a) Choose term j with probability λ * j for j ∈ M.
(c) Choose a feasible joint distribution in the Fréchet class of distributions θ * j ∈ Θ E (θ * j,r , r ∈ R) and generatec with distribution θ * j .
We assume that λ * j > 0. If there exists an index with probability 0, we drop that index. It is clear that θ * j,r is a valid and consistent probability measure forc r , r ∈ R, since (ϑ * j,r (c r ), λ * j ) is a feasible solution to problem (11) . Thus, Θ E (θ * j,r , r ∈ R) ̸ = ∅, which implies the existence of a θ * j for all j ∈ M. For all r ∈ R, the joint probability ofc r taking the c r value is:
Thus, we have θ * ∈ Θ E . Then the following inequality holds:
where the first inequality is obtained by simple choosing the jth term in the function for θ * j . Then we have a lower bound since:
Hence
. Several remarks about this theorem are in order:
(a) The proof of Theorem 1 is inspired from the proofs in Bertsimas, Natarajan and Teo [3] and Natarajan, Song and Teo [30] for univariate marginals and Doan and Natarajan [4] for non-overlapping multivariate marginals. We extend these results to overlapping multivariate marginals using the running intersection property.
(b) The last set of constraints in (11) ensures the consistency and hence the feasibility of a joint distribution given an overlapping regular cover. This worst-case distribution is different from the joint distribution constructed in (8) . Particularly, the conditionally independent distribution in (8) is in fact the distribution that maximizes the Shannon entropy among all the measures θ ∈ Θ E (Jiroušek [15] ). Theorem 1 provides an alternate distribution in the set Θ E that maximizes the expected value of a piecewise linear convex function. (d) Suppose θ r , r ∈ R, are discrete distributions. Then the problem (11) becomes a standard finite-dimensional, linear program.
The total number of decision variables in this formulation is M We conclude this section by showing that the result in Doan and Natarajan [4] for general partitions can be derived from the result of Theorem 1 for general covers. In general, problem (11) is an infinite-dimensional linear program. By assigning dual variables f r (c r ), d j,r and g j,r (c Kr ) to the equalities in formulation (11) , its dual problem is as follows:
which can be concisely written as:
where we define K 1 ∅, and for r ∈ R, if K r = ∅, we definec Kr 0, and g j,r (0) 0, for all j ∈ M.
Weak duality implies that
Since φ N is a bounded continuous function inc over bounded domains, strong duality holds under mild conditions, for example, bounded supports B r forc r , r ∈ R (see Rüschendorf [38] , Kellerer [18] and references therein). Under these conditions, M E (φ N ) is equivalent to the dual objective of M D E (φ N ). For a general partition, the dual variables g j,r (c Kr ) in (13) correspond to the marginal consistency constraints in the primal problem (11) . When E is a partition, the marginal consistency constraints are not needed and hence neither are the corresponding dual variables. Thus formulation (13) reduces to
which is equivalent to the non-overlapping marginal formulation in Doan and Natarajan [4] .
Connected Regular Covers: Star and Series Case
Star and series covers are examples of overlapping regular connected covers. A cover E is said to be connected if for any s ̸ = t ∈ R, there exists a sequence r 1 = s, r 2 , . . . , r m = t ∈ R such that
It is clear that partitions are not connected covers. The next lemma characterizes the connectedness of regular covers.
Lemma 2 A regular cover E is connected if and only if
The proof of the Lemma is provided in the Appendix. This characterization of connected regular covers allows us to simplify the formulations to compute M E (φ N ) as shown in the following proposition.
Proposition 1 Given a connected regular cover E and a consistent set {θ r } r∈R of marginal distributions, define
where ρ r , r ∈ R, are arbitrary constants that satisfy
Proof. We claim that the constraints
in (11) are redundant if the regular cover E is connected. From Lemma 2, K r ̸ = ∅ for all r ∈ R.
Using the last set of constraints in (11) (and (16)), we obtain the following equalities:
which shows that this constraint is redundant. Thus, we can drop the decision variables λ j , j ∈ M, by replacing 
The problem (16) has fewer variables and lesser constraints as compared to (11), which also allows us to simplify its dual formulation by remove the corresponding set of dual variables. The dual formulation in this case is written as follows:
.
We consider two simple examples of the Fréchet bound for star and series covers.
Series cover:
If E = E + is a series cover, we have R = N − 1 and σ r = r − 1, ∀r = 2, ..., N − 1.
Letting ρ r = 1/(N − 1) for all r ∈ R, we obtain the following formulation directly from (17):
Star cover: If E = E ⋆ is a star cover, we have R = N − 1 and σ r = 1, ∀r = 2, ..., N − 1. We set η 1 i = 1 and η r i = 0 for all i ∈ I 0 and r ∈ R \ {1}. Similarly, we set ρ 1 = 1 and ρ r = 0 for all r ∈ R \ {1}. The dual Fréchet bound for the star cover E ⋆ can then be computed as follows:
We introduce the following new set of decision variables:
The formulation then becomes:
Using a conditioning trick (see Puccetti and Ruschendorf [31] ), we can express (19) as follows:
where θ r denotes the marginal distribution ofc r that can be computed from θ r,0 for all r ∈ R. For a fixed c 0 ∈ B 0 , the inner problem is the Fréchet bound of
, where µ belongs to the Fréchet class Θ P(θ 1 ,...,θr) defined by the partition P of (c 1 , . . . ,c R ). Thus, the Fréchet bound for the star cover E ⋆ can be written as follows:
which indicates that its computation can be reduced to the computation of Fréchet bounds with general partitions.
Bounds for CVaR and VaR
In this section, we derive new Fréchet bounds of CVaR and VaR from the results of the previous section.
CVaR Bound on Sum of Random Variables
The distributionally robust bound on CVaR is the worst-case CVaR with respect to the corresponding Fréchet class:
Worst-case CVaR has been studied for different classes of distributions (see, e.g., Natarajan, Sim and Uichanco [29] and Zhu and Fukushima [45] ). Under the assumption that all the distributions {θ r } r∈R have finite second moments, we can interchange the infimum and supremum in the worstcase CVaR formulation due to the finiteness of the expected value and the convexity of the objective function with respect to β and linearity with respect to the measure θ:
Thus, in order to compute the Fréchet bound of CVaR, we need to compute an upper bound of the expected value of the function φ t (c; x) = (∑ i∈Nc i x i − β ) + . Consider the case of a sum of random variables with x = e, the vector of all ones. The inner problem is written as follows:
Letting M = 2, a 1 = e, b 1 = −β, and a 2 = 0, b 2 = 0, we can directly obtain the following formulation from (13):
Then the worst-case CVaR is computed as follows:
(23)
Example
Our next example provides a comparison of the maximum entropy distribution in (8) and the worst-case distribution for CVaR. In this experiment, we compare the two expected values:
where ME is the maximum-entropy distribution in (8) . Let B = {0, 1} 4 be the support ofc and the cover E be the simple series cover. Consider the setting with uniform discrete marginal distributions, i.e.,
In this setting, the random variables in each subset are actually independent. The maximumentropy distribution is easy to compute from the formulation in (8) as the independent uniform distribution:
The worst-case formulation (22) 
VaR bound on sum of random variables
For the sum of random variable, the value-at-risk (VaR) is defined as follows:
Then, we have the following equivalence: Given a Fréchet class Θ E of distributions, the worst-case VaR is defined as follows:
Since WVaR α (x) = sup 
is an upper bound of WVaR α (x), we compute it using (23) 
Example
In the following numerical experiment, we consider the simple series cover. Using (23), we can compute the worst-case CVaR as follows:
We construct bivariate marginal distributions for the simple series cover by using the independent copula and identical univariate marginals, which are uniform distributions in [0, 1]. Then F i (c i ) = clear that this set of these bivariate marginals is consistent. Given these continuous marginals, the problem in (25) 
. In our example, this reduces to:
and (.; x) ) from Embrechts and Puccetti [8] can be computed as follows:
The inner problem is a maximization problem, with the objective function
which is unfortunately not a concave function. In general, it is hard to find optimal solutions for a non-convex optimization problem. For this particular problem, we solve it numerically using the procedure outlined in the Appendix. We use M = 50 to numerically compute the two bounds WCVaR α (e) and WCVaR α (e) of WCVaR α (e). We then compute the two bounds SECB + (x) and
, which are the inverse of WCVaR α (e) and WCVaR α (e), respectively. 
Robust Portfolio Optimization
In this section, we implement a distributionally robust portfolio optimization problem as introduced in Section 1. Consider a portfolio of N assets and letξ be the random return vector of all assets.
The random loss of ith asset is then simplyc i = −ξ i , i ∈ N . Given a feasible asset allocation x ∈ X , the computation of CVaR of the joint portfolio loss requires the distribution of the random return vectorξ. In the financial market, we have access to historical data of say S samples. The sample distribution θ is defined using the historical data as
where each sample vector occurs with probability 1/S. The optimal sample based allocation with the minimum CVaR is obtained by solving the following optimization problem:
However, the out-of-sample performance of such an approach is not necessarily good due to the possibility of over-fitting where the out-of-sample distribution is different from the in-sample distribution. Lim, Shanthikumar and Vahn [1] show using simulated data that the CVaR measure with sample based optimization results in fragile portfolios that are often unreliable due to estimation errors. In the distributional robust optimization approach, we use the historical data to extract the stable dependencies among the random losses and incorporate only this information into the optimization model. Given the historical data of asset returns, we construct a Fréchet class of distributions Θ E and consider the following robust optimization problem:
Using the dual representation in (23), the distributional robust portfolio optimization problem is formulated as:
If X is a polyhedron and the multivariate marginals are discrete distributions, problem (29) is a linear optimization problem which can be solved efficiently. We discuss a data-driven approach to construct the Fréchet class of distributions of asset returns Θ E next.
Construction of Overlapping Covers
In the context of distributionally robust optimization, the dependency structure of the random parameters is typically incorporated using moment information. Common classes of distributions used in the literature are specified with information on the first and second moments (see for example, El Ghaoui et al. [12] and Bertsimas et al. [2] ) or multivariate normal distributions with parameter uncertainty in the mean and covariance matrix (see Garlappi, Uppal and Wang [21] ).
The resulting formulations are then tractable conic programs. Our approach is to use a Fréchet class of distributions with possibly overlapping marginals to capture partial information of dependencies among the random parameters. An important feature is to identify the cover structure E to balance over-fitting and getting overly conservative solutions due to the lack of information. In order to construct the cover E, we use time-dependent correlation information of the asset returns. Under the assumption that the dependency structure that is stable is the one with minimum change in correlation over time, we propose the following data-driven approach to identify the Fréchet class of distributions:
Step 1: Split the historical data into two sets of equal size and compute the correlation matrices for the two data sets. By comparing correlation coefficients across the two matrices, we identify the pairs of assets with minimal differences in the correlation information of the returns. These pairs of returns are included in the same subset of the cover.
Step 2: Construct an undirected graph G(V, E), where V is the set of all assets, and E is the set of all selected pairs of assets. If the graph G(E, V ) is chordal, i.e., each of its cycles of four or more vertices has at least a chord (an edge connecting two non-adjacent vertices in the cycle), then one can construct a regular cover E efficiently (see Lauritzen, Speed and Vijjayan [23] ). A linear time lexicographic breadth-first search (L-BFS) algorithm is used to determine whether a graph is chordal and to construct the regular cover E (see Rose, Tarjan and Lueker [35] ). If the graph G(V, E) is not chordal, one adds in a set of additional edges, which are called the fill-in edges, to make the graph chordal. Even though the problem of finding the fill-in with the minimum number of edges is NP-complete (Yannakakis [44] ), there are efficient algorithms to find fill-ins with reasonably small number of edges (see for example, Huang and Darwiche [13] and Natanzon, Shamir and Sharan [28] ).
Given the cover E, we consider consistent marginals for the subsets of the cover. While one could use the sample distributions from historical data for the marginals, in our data set this is not sufficiently large to get a non-trivial Fréchet class of distributions Θ E . To tackle this situation,
we round the samples in constructing the marginals. The approach we adopt is to cluster the historical data of each asset return into several clusters and to replace the sample data with the respective cluster mean. The marginals with the rounded samples are used in our optimization approach. Under this construction, the mean of rounded samples remains the same as that of original ones. However, the size of supports of marginal distributions is reduced and this reduces the computational time of (29) . In the next section, we investigate the effects of this rounding procedure as well as the effects of using dependence structures in a numerical experiment with real financial market data.
Numerical Example
In this section, we compare the performance of different trading strategies. The data set analyzed easily implementable data-driven approach (see Natarajan et al. [29] for a similar experiment).
We divide the 4400 samples into 22 periods, with each period consisting of 200 days. The investor starts his investment from the beginning of the third period. From then on, at the beginning of each period, the investor uses the portfolio return data of the last two periods to make the decision on the portfolio allocation for the current period. We allow for short selling and consider the following set of allowable allocations:
where µ t is the target return and µ is the expected return vector of all assets. We consider four different strategies to find the portfolio allocation x:
1. Sample-based approach (SB): The sample distribution is used and the allocation x is computed by solving the problem (27).
Rounded-sampled-based approach (RSB):
The rounded sample distribution is used in (27) instead of the original sample distribution. This strategy serves as a control group to verify the effects of the rounding procedure. again to obtain the cover. In our numerical example, we use the minweightElimOrder function, which is based on the fill-in algorithm developed by Huang and Darwiche [13] , from PMTK3, a Matlab toolkit for probabilistic modeling ( [5] ).
The allocation x for the cover based approaches are computed by solving the problem (29) .
In the experiments, we cluster the return data into 10 clusters. We use the R package Ckmeans.1d.1p, which is based on a k-means clustering dynamic programming algorithm in one dimension (see Wang et al. [43] ). The target return µ t is varied between 0.04% and 0.08%. For each target return, we apply the four trading strategies for 20 periods. We then compute the aggregate out-of-sample mean and out-of-sample CVaR. The numerical tests were conducted in 64-bit Matlab 2011a with CVX, a package for solving convex programs ( [14] ).
The top graph in Figure 3 shows the out-of-sample efficient frontiers of the EB trading strategy with different values of the parameter r a when α = 0.9. If r a = 0, the EB strategy uses only univariate marginals and in this example, its efficient frontier is much worse than those of the EB strategy with other values of r a . This is to be expected since when r a = 0, we use no dependency information from the financial market in the optimization model which is too weak. As r a increases, the performance of the EB strategy improves, and the best efficient frontier is achieved when r a = 0.1. The performance then gradually deteriorates as r a continues to increase to 1. This indicates that using only partial dependency information can enhance the performance of the trading strategy in the out-of-sample data. The bottom graph shows the efficient frontiers of the four different strategies. The EB strategy is selected with the optimum value r a = 0.1. We can see that EB and MST strategies are the best performing. While MST achieves higher out-of-sample mean, the CVaR values are higher too. Finally, the performance for the SB and RSB approaches are very close to each other and actually, the RSB trading strategy performs better than the SB one in this case. This serves to indicates that the rounding approach is reasonable. We repeat the experiment with α = 0.95 and the results are displayed in Figure 4 . We observe similar behavior in this case.
The EB strategy with the best value is r a = 0.1 in this case. The performance of EB and MST are better than the sample based approaches. The efficient frontiers of SB and RSB are close to each other, except that in this case, the performance of RSB is slightly worse than that of SB.
A well-known phenomenon in financial data is that the estimation of the out-of-sample mean is inaccurate (see Merton [27] ). This is also true in our numerical experiments. The out-of-sample means are from 0.03 to 0.055, while the target returns are between 0.04 and 0.08. We conduct an experiment in which we directly use the out-of-sample mean data in the optimization formulation.
While clearly impractical, this serves to check the effect of the inaccuracies in the estimation of the mean return on the comparative performance of the different strategies. Figure 5 shows that in this case the EB strategy is the best performing strategy while the MST strategy does not perform as well. This seems to imply that the cover structure from the EB strategy is better that the spanning tree cover from the MST strategy. From these experiments, we conclude that the parameterized EB strategy achieves the best performance in this dataset. Note that out approach is completely data-driven from identifying the cover to computing the optimal portfolio. We conclude this section by showing an example of resulting covers from MST and EB strategy with r a = 0.1. In this example, almost all of 48 two-element subsets of MST cover appears in the subsets of EB cover. This implies that there is greater dependence information used in the EB strategy, which adds value in our computations. The EB cover in this example has 37 subsets, with the largest subsets consisting of 13 elements. The top diagram in Figure 6 shows the first four subsets of this particular cover while the bottom diagram shows the 4th subset and five additional ones, from the 5th to the 9th, which is already much more complicated than the tree structure of the MST cover. 
Conclusion
In this paper, using the graph theoretic -running intersection property, we developed a linear program to compute Fréchet bounds on random portfolio risks. The formulation was shown to be efficiently solvable for the discrete distribution case. We proposed robust bounds on CVaR and
VaR of the joint portfolio with overlapping multivariate marginal distribution information. Based on the tight and efficiently solvable bounds, we proposed a novel data-driven robust portfolio optimization model. The model identifies the overlapping structure of joint risks by computing the changes in correlation over time. We used historical data based on the identified overlapping multivariate marginal structure to optimize the portfolio allocation. The results suggest that by using only properly chosen partial distributional information, the out of sample performance can be enhanced.
(0, +∞). Consider the first-order necessary optimality conditions, ∇H(d; x) = 0:
In order to solve this system of equations, we need the derivative F ′ y and F ′ z : If this equation results in a solution z ∈ (0, 1/4), we achieve a set of solutions d of the original problem which satisfy the first-order optimality condition (30) . It means we would need to consider 3(N −2) possible value pairs of (k, l) and check the feasibility of z to find all potential candidates of the optimal solution for this case. 
