Abstract. This paper is concerned with inference on the cumulative distribution function (cdf) FX * in the classical measurement error model X = X * + . We show validity of asymptotic and bootstrap approximations for the distribution of the deviation in the sup-norm between the deconvolution cdf estimator of Hall and Lahiri (2008) and FX * . We allow the density of to be ordinary or super smooth, or to be estimated by repeated measurements. Our approximation results are applicable to various contexts, such as confidence bands for FX * and its quantiles, and for performing various cdf-based tests such as goodness-of-fit tests for parametric models of densities, two sample homogeneity tests, and tests for stochastic dominance. Simulation and real data examples illustrate satisfactory performance of the proposed methods.
Introduction
This paper is concerned with inference on the cumulative distribution function (cdf) F X * in the classical measurement error model X = X * + . Here, we observe X instead of X * and is a measurement error. There is a rich literature on using density deconvolution for estimating the probability density function (pdf) f X * (see, Meister, 2009 , for a review). By contrast, the literature on estimation and inference for the cdf F X * is relatively thin. Fan (1991) proposed a cdf estimator by integrating the deconvolution density estimator with some truncation. This truncation for the integral is circumvented in Hall and Lahiri (2008) (for the case where the pdf f of is symmetric) and Dattner, Goldenshluger and Juditsky (2011) (for the case where f is possibly asymmetric). Hall and Lahiri (2008) studied the L 2 -risk properties of the cdf estimator.
Dattner, Goldenshluger and Juditsky (2011) considered minimax rate optimal estimation of F X * . Both Hall and Lahiri (2008) and Dattner, Goldenshluger and Juditsky (2011) focused on the risk properties of the estimatorF X * (t 0 ) at a given t 0 and assumed ordinary smooth densities for f . These papers demonstrate that in contrast to the no measurement error case, the cdf estimatorF X * (t 0 ) typically converges to F X * (t 0 ) at a nonparametric rate. On the other hand, Söhl and Trabs (2012) established a uniform central limit theorem for linear functionals of the deconvolution estimator that can be applied to derive a Donsker-type theorem, i.e., the weak convergence of √ n{F X * (·) − F X * (·)} to a Gaussian process. Söhl and Trabs (2012) considered the case of ordinary smooth f , and for the Donsker-type result obtained therein, it is demanded that the Fourier transform f ft satisfy |f ft (·)| ≤ C| · | −β for some β < 1/2 and C > 0. The latter excludes the Laplace distribution, for instance. It must be emphasized that (except for Fan, 1991 , on the truncated estimator) all these papers concentrate on the case of ordinary smooth
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and known f , so the cases of super smooth and unknown f (with repeated measurements) are not covered.
In this paper, we investigate validity of asymptotic and bootstrap approximations for the distribution of the maximal deviation T n = sup t∈T |F X * (t) − F X * (t)| in the sup-norm over some set T between the deconvolution cdf estimatorF X * of Hall and Lahiri (2008) , and F X * . Our analysis allows f to be ordinary or super smooth, or to be unknown and estimated by repeated measurements. We also characterize the convergence rate of the bootstrap approximation error and find that it is of polynomial order under ordinary smooth errors, and logarithmic order under super smooth errors. Our approximation results on the distribution of T n are applicable to various contexts, such as confidence bands for F X * and its quantiles, and for performing various cdf-based tests such as goodness-of-fit tests for parametric models of densities, two sample homogeneity tests, and tests for stochastic dominance. We emphasize that some inference problems, such as testing for stochastic dominance, are cumbersome to be handled by density-based methods.
Also, even in cases where density-based methods are applicable (e.g., goodness-of-fit testing), the cdf-based methods are expected to have desirable power properties.
In the context of density deconvolution, Bissantz, Dümbgen, Holzmann and Munk (2007) extended Bickel and Rosenblatt's (1973) construction of uniform confidence bands for densities to the classical measurement error model with the ordinary smooth f . A recent paper by Kato and Sasaki (2016) considered confidence bands of the pdf f X * with unknown f . In contrast to the above papers, this paper is concerned with inference on the cdf F X * . Dattner, Reiß and Trabs (2016) proposed a quantile estimator of X * and obtained the uniform convergence rate.
This paper provides a confidence band for the quantile function of X * .
This paper is organized as follows. In Section 2, we focus on the case of known f and present the asymptotic and bootstrap approximations for T n . Section 3 considers the case where f is unknown but repeated measurements on X * are available, and studies validity of a bootstrap approximation for the distribution of T n . Section 4 contains four applications of the main results:
a confidence band for quantiles (Section 4.1), goodness-of-fit test for parametric models of F X * (Section 4.2), homogeneity test for two samples (Section 4.3), and test for stochastic dominance (Section 4.4). Section 5 presents some simulation evidences. In Section 6, we consider a real data example. In particular, we employ the new test of stochastic dominance to study welfare changes of different population sub-groups using potentially mis-measured income data from Korea. All proofs are contained in the appendix.
2. Case of known measurement error distribution 2.1. Setup. We first introduce our basic setup. Suppose we observe a random sample {X i } n i=1 generated from
where X * is an unobservable variable of interest and is its measurement error. Throughout the paper, is assumed to be independent of X * (i.e., is the classical measurement error). Let i = √ −1 and f ft be the Fourier transform of a function f . If the pdf f of is known, the pdf f X * of X * can be estimated by the so-called deconvolution kernel density estimator (see, e.g., Stefanski and Carroll, 1990) f X * (t) = 1 nh
where h is a bandwidth and K is a kernel function with K ft supported on [−1, 1]. Furthermore, if f is symmetric, integration off X * yields the following estimator for the cdf F X * of X * (see, Hall and Lahiri, 2008 )
For the general case of possibly asymmetric f , an estimator for F X * is obtained by replacing L(u) with L a (u) = This section is concerned with approximation for the distribution of the maximal deviation
under the sup-norm, where T is a compact interval specified by the researcher. A direct use of such approximation is construction of the confidence band for F X * over T . Several other ways to use this approximation are presented in Section 4. In Section 2.2 below, we consider a bootstrap approximation for the distribution of T n . In Section 2.3, we also present an asymptotic approximation based on the Gumbel distribution for ordinary smooth measurement error densities.
Bootstrap approximation. Consider a nonparametric bootstrap resample {X
with equal weights. The bootstrap counterpart of T n is given by
To establish validity of the bootstrap approximation, we impose the following assumptions.
Assumption C (iv) contains conditions on f . The first condition is common in the density deconvolution literature but may be relaxed by taking a ridge approach as in Hall and Meister (2007) . The last condition is used to derive the cdf estimator in (3) as in Hall and Lahiri (2008) .
Also when we consider estimation of f using repeated measurements, symmetry of f gives us a simple estimator (Delaigle, Hall and Meister, 2008) .
We now present two classes of assumptions on the tail behavior of f . The first class is called the ordinary smooth densities.
Assumption OS. (i) There exist β > 1/2 and c, C, ω 0 > 0 such that
There exist c 1 , C 1 > 0 such that
for all n large enough. Also, lettingK(u) =
for some s > 0. (iii) As n → ∞, it holds h → 0,
and n 1+2ξ h 2(β+γ)−1 → 0 for some ξ > 0.
Assumption OS (i) is a standard condition to characterize ordinary smooth densities. Note that we focus on the case of β > 1/2, where the cdf estimatorF X * converges at a nonparametric rate (Dattner, Goldenshluger and Juditsky, 2011) . For the case of β < 1/2, the estimatorF X * typically converges at the √ n-rate and the Donsker-type theorem applies (Söhl and Trabs, 2012) .
Assumption OS (ii) contains conditions for the kernel function. The first condition specifies a particular form for K that is commonly used in the literature (e.g., Delaigle and Hall, 2006) . The second condition ensures that the deconvolution kernel K is L 1 -integrable. The term n −1/4 in (5) is required to ensure that the bootstrap counterpart T # n convergences to a Gaussian process at a polynomial rate in n (see, Lemma 2) . If f ft is twice differentiable, applying the integration by parts formula twice gives
and a sufficient condition for (5) is
for some c 1 > 0. The third condition assures that K is well approximated by its trimmed version
applying the integration by parts formula twice again implies that a sufficient condition for (6) is given by
for some s > 0. Based on the above sufficient conditions, it is possible to show that Assumption OS (ii) is satisfied by a large class of ordinary smooth error distributions including Laplace and its convolutions. Intuitively these conditions mean that f ft should not oscillate too wildly around its trend implied by the ordinary smooth density. Finally, Assumption OS (iii) contains conditions for the bandwidth h.
The second class of measurement error densities, called the super smooth densities, is presented as follows.
Assumption SS. (i) There exist µ, c, C, ω 0 , λ > 0 and λ 0 ∈ R such that
There exist µ 1 > 2µ and c 1 ,
for all n large enough, where
for some s > 0. (iii) h = µ 2 log n + µθ log log n −1/λ for some θ ∈ ((ϑ − γ)/λ + 1, ϑ/λ).
Assumption SS (i) a standard condition to characterize super smooth densities. Assumption SS (ii) contains conditions for the kernel function, and similar comments apply as the ordinary smooth case. The condition µ 1 > 2µ is required to guarantee that the bootstrap counterpart T # n convergences to a Gaussian process at a polynomial rate in n (see, Lemma 5) . If f ft is twice differentiable, a sufficient condition for (7) is
for some a > 0. Also, a sufficient condition for (9) is
for some a 1 > 0. For instance, these conditions are satisfied if
for some a 1 > 0, where
. Based on (10), we can see that Assumption SS
(ii) is satisfied by a large class of super smooth error distributions including Gaussian and its convolutions. Since the function A inherits the differentiability properties of f ft , the condition (10) intuitively means that f ft should not oscillate too wildly around its trend implied by the super smooth density. Assumption SS (iii) is on the bandwidth h. Note that this condition implicitly requires γ > λ.
Letĉ α denote the (1 − α)-th quantile of the bootstrap statistic T # n . Under these assumptions, validity of the bootstrap approximation is established as follows.
2 Theorem 1. Suppose that Assumption C holds true. Then
for some positive sequence δ n = O(n −c ) (under Assumption OS) or δ n = O((log n) −c ) (under Assumption SS) with c > 0.
Remark 1.
Based on this theorem, we can construct an asymptotic confidence band for F X * over T with level α as C n (t) = [F X * (t) ±ĉ α ] for t ∈ T in the sense that
Note that the approximation error δ n is of polynomial order under Assumption OS (the ordinary smooth case) and of logarithmic order under Assumption SS (the super smooth case).
We also note from the proof of the theorem that the slower approximation rate for the supersmooth case is solely due to the bias; if bias correction were possible, the bootstrap approximation error would be of polynomial order in both cases. 
2 Here, we present bootstrap approximation results for the statistic Tn which decays to zero. Alternatively, we could have normalized Tn without affecting any of the conclusions. This is analogous to whether we present the bootstrap approximation for the non-normalized objectθ − θ or the normalized one √ n(θ − θ), where θ is some parameter andθ its estimator. Theorem 2. Suppose that Assumptions C,OS, and G hold, and (nh) −1 (log n) 3 → 0 as n → ∞.
for all c ∈ R, where the constant B and sequence b n are defined in the Supplement (eq. (25)).
See the Supplement (Appendix C) for a detailed discussion of Assumption G and for the proof of this theorem.
Remark 3. As shown in (13) , the limiting behavior of t n is characterized by the Gumbel distribution. Based on (13) and the conventional kernel density estimatorf X for f X , we can also obtain an asymptotically valid critical value to conduct inference. For example, the asymptotic confidence band at level α for F X * is given by
for t ∈ T , where c G α solves exp(−2 exp(−c G α )) = α. However, as discussed in the next remark, the asymptotic Gumbel approximation requires additional assumptions and tends to be less accurate than the bootstrap approximation.
Remark 4.
Compared to the bootstrap approximation, the asymptotic Gumbel approximation has two drawbacks. First, the Gumbel approximation requires an additional assumption (Assumption G). Second, as indicated by Bissantz, Dümbgen, Holzmann and Munk (2007), the approximation error (i.e., δ n in (11) for the bootstrap approximation) by (13) is typically a logarithmic rate even under Assumption OS, and therefore tends to be less accurate than the bootstrap approximation in (11) . This contrast between the asymptotic Gumbel and bootstrap approximations was first clarified by Chernozhukov, Chetverikov and Kato (2014) for construction of confidence bands on the density with no measurement error. Kato and Sasaki (2016) extended their results for confidence bands on the pdf f X * with unknown f . We obtain analogous results for confidence bands on the cdf F X * . We also note that in contrast to Chernozhukov, for Gaussian processes (Chernozhukov, Chetverikov and Kato, 2015) while the latter employ the Slepian-Stein type coupling for suprema of empirical processes constructed in Chernozhukov, Chetverikov and Kato (2014) . Finally, we also obtain deterministic bounds on the approximation error of the bootstrap; to the best of our knowledge this is new in the literature on deconvolution.
Remark 5. We note that the asymptotic Gumbel approximation in (13) 
Case of unknown measurement error distribution
The assumption of known measurement error density f is unrealistic in many applications. In this section, we consider the situation where f is unknown and needs to be estimated. In general, f cannot be identified by a single measurement. Identification of f can be restored however if we have two or more independent noisy measurements of the variable X * . More specifically, suppose that we observe
where X * i is the error-free variable and i,j 's are independently distributed measurement errors from the density f . We thus have N i repeated measurements of each variable X * i . We shall assume that the number of repeated observations is bounded above (i.e., N i ≤ C < ∞ for all i).
This assumption is not critical for our theory but allows us to simplify the proofs considerably.
Since in practice the number of repeated measurements is small anyway, we do not pursue the generalization to growing C. Under the assumption that f is symmetric (Assumption C (iv)), its Fourier transform f ft can be estimated by (Delaigle, Hall and Meister, 2008) 
where
) with 1 ≤ j 1 < j 2 ≤ N , and we ignore all the observations with N i = 1. By plugging this estimator into (3), we can estimate the cdf F X * bỹ
In this section, we consider bootstrap approximation of the distribution of the maximal devi-
To construct the bootstrap counterpart ofT n , we suggest resampling from the set of observed variables {X i,j } while keeping the estimated measurement error densityf ft the same. More precisely, the bootstrap version ofF X * is given bỹ
where X # i,j is randomly drawn from the pooled observations {X i,j }. The bootstrap counterpart ofT n is obtained asT
To establish validity of the bootstrap approximation byT # n , we first show that the cdf estimator F X * under repeated measurements converges fast enough under the sup-norm toF X * so that the distributional properties of the latter would continue to hold. Previously, for the case of density deconvolution, Delaigle, Hall and Meister (2008) showed that under certain conditions, the deconvolution pdf estimatorf X * usingf ft enjoys the same first-order asymptotic properties as the estimatorf X * in (2) for the case of known f . Also, this result was obtained in terms of the uniform MSE metric, sup t E|f X * (t) −f X * (t)| 2 . Since validity of the confidence bands rests on controlling the sup-norm, we derive a corresponding result for the cdf estimators under the sup-norm. To this end, we add the following conditions. Assumption B. (i) There exist c ∈ (0, 1) and C > 0 such that
Based on these conditions, we are able to prove the following theorem.
Theorem 3. Suppose that Assumptions C, OS, and B hold with γ > β + 1. Then for some
Letc α be the (1 − α)-th quantile of the bootstrap statisticT # n . Based on the above theorem, validity of the bootstrap approximation is established as follows.
Theorem 4.
Suppose that Assumptions C, OS, and B hold with γ > β + 1. Then
Remark 6. Based on this theorem, we can construct an asymptotic confidence band for F X * over T with level α as [F X * (t) ±c α ] for t ∈ T . The key additional requirement γ > β + 1 says that f X * is smoother than f by up to a derivative. As shown in Theorem 3, this ensures that the error from estimating f ft is asymptotically negligible. Also, we note that the conditions nh 4β+1 → ∞ in Assumption B (ii) and n 1+2ξ h 2(β+γ)−1 → 0 for some ξ > 0 in Assumption OS (iii) hold simultaneously only if γ > β + 1.
Remark 7. Note that the above theorems are presented only for the ordinary smooth case.
A similar result can be derived for the super smooth case under the assumption that f X * is smoother than f , i.e. the former is also super smooth. One such sufficient condition in the super smooth case could be
for all a > 0.
Remark 8.
Here we focus on the case where repeated measurements on X * are available and f ft can be estimated by (14) under the symmetry assumption on f . If f is not necessarily symmetric but repeated measurements are available, then we can employ the estimator by Li and Vuong (1998) or Comte and Kappus (2015) based on Kotlarski's identity. Also, in some applications, a separate independent experiment may give us observations from f (see, e.g., Efromovich, 1997, and Neumann, 1997) . See Meister (2009, Section 2.6) for an overview on estimation of f . We can expect that similar results hold true for other estimators of f ft under different setups as far as the estimatorf ft to constructF X * converges sufficiently fast to f ft so that the estimation errorF X * (t) −F X * (t) is negligible.
Applications

4.1.
Confidence band for quantile function. In addition to the confidence band for F X * , the results in the previous sections can be utilized to obtain the confidence band for the quantile function of X * . Hall and Lahiri (2008) proposed to estimate the u-th quantile Q(u) = F −1
. To obtain the confidence band for the quantile function Q(u) over some interval [u 1 , u 2 ], we impose the following assumptions.
all δ sufficiently small, with a > 0 (under Assumption OS) and a = 1 (under Assumption SS).
Based on these assumptions, we can obtain the asymptotic confidence bands for the quantile function as follows.
Theorem 5. Suppose that Assumptions C, Q, and either OS or SS hold true. Then, 
Thus, Theorem 5 is complementary in that it provides a confidence band for Q(u) over u ∈ [u 1 , u 2 ]. Note that as with the case of the cdf, we require under-smoothing to obtain the asymptotically valid confidence band, which excludes the MSE optimal bandwidth.
4.2.
Goodness-of-fit testing. Another useful application of our results is goodness-of-fit testing on parametric models for F X * . Consider a parametric model {G X * (·, θ) : θ ∈ Θ} for the distribution of the error-free variable X * of interest. For simplicity, suppose the measurement error density f is known as in Section 2. Our method can be adapted to the case of unknown f . The goodness-of-fit testing problem of our interest is
against negation of H 0 . Letθ be some √ n-consistent estimator of the true parameter θ 0 under H 0 . A typical example ofθ is the maximum likelihood estimator using the density function g X * (t − a, θ)f (a)da on the observable X, where g X * is the density of G X * .
To test H 0 , we can employ the Kolmogorov-type statistic
and its bootstrap counterpart is given by
and # ∼ f . In contrast to the no measurement error case, the cdf estimatorF X * converges at a slower rate than √ n. Therefore, ifθ is √ n-consistent, then the estimation error ofθ is negligible under H 0 , and the validity of the bootstrap critical value follows by a modification of the proof of Theorem 1. The result is summarized in the following
Corollary 1. Suppose that Assumption C holds true, the null H 0 is satisfied at θ 0 ,
, and the density of G X * (·, θ) is bounded for all θ in a neighborhood of θ 0 . Then
Consistency of the test can be shown analogously. If f is unknown but repeated measurements on X * are available, a similar result holds true by replacingF X * andF # X * withF X * andF # X * , respectively.
Homogeneity test. Our bootstrap and asymptotic approximation results can be extended
to two sample problems. Let {X i } n i=1 and {Y i } m i=1 be two independent samples of X and Y . X is generated as in (1) . Also Y is generated as
where Y * is the unobservable error-free variable with the distribution function F Y * and δ is its measurement error. We assume δ is independent of Y * . Suppose we wish to test the homogeneity hypothesis
against the negation of H 0 . The Kolmogorov-type statistic presented in the last subsection can be modified as follows
whereF Y * is the estimator for F Y * as in (3) using the sample {Y i } m i=1 . In this case, the bootstrap counterpart of S n,m is given by 
Stochastic dominance test. Another intriguing application of our main results is testing
the hypothesis of the (first-order) stochastic dominance
against the negation of H 0 . By modifying the Kolmogorov-type test in Section 4.3, the test statistic for (17) and its bootstrap counterpart are given by
and {Y
The bootstrap validity of our stochastic dominance test is established as follows.
Theorem 6. Suppose that Assumption C holds true for both X = X * + and Y = Y * + δ, and that n/(n + m) → τ ∈ (0, 1) as n, m → ∞.
for some positive sequence n,m = O(n −c ) (under Assumption OS for both and δ) or n,m = O((log n) −c ) (under Assumption SS for both and δ) with c > 0.
(ii): Let P 0 be the set of probability measures of (X, Y ) satisfying H 0 (but f δ and f are fixed) and
(under Assumption SS) with c > 0.
(iii): Under the alternative H 1 (i.e., H 0 is false) and Assumption OS or SS,
Remark 10. Based on the proof of Theorem 6 (iii), we can characterize some local power properties. Suppose that both measurement errors are ordinary smooth. For any sequence
against local alternatives of the form
and h X and h Y are (possibly different) bandwidths for the estimatorsF X * andF Y * , respectively.
A similar expression is available for γ n in the super smooth case with h
respectively. Finally in the mixed error case, i.e when one of the errors is ordinary smooth while the other is super-smooth, the value of γ n is determined by the supersmooth error (e.g γ n = n −1/2 ς X (h X ) log(1/h X ) if is super-smooth).
Simulation
In this section, we investigate the finite sample performance of the bootstrap uniform confidence band discussed in Theorem 1 using simulation experiments.
5.1. Simulation designs. We generate data from the model (1), where the unobserved variable of interest X * is drawn from the normal distribution N (0, σ 2 X * ) and the measurement error ε is drawn from the Laplace distribution L(0, σ 2 ε ) or the normal distribution N (0, σ 2 ε ). We fix σ X * = 1 and choose σ ε so that 'signal-to-noise ratio (SNR)' is given by σ X * /σ ε = 2, 3, 4. We use the kernel function K defined by
whose Fourier transformation is given by
We consider four different sample sizes n = 100, 250, 500, 1000 and three different confidence levels 1 − α = 0.80, 0.90, 0.95. The number of simulation and bootstrap repetitions are 2000 and 1000, respectively. We compute the coverage probabilities of our confidence bands for F X * over the 
whereF X * ,j denotes the deconvolution estimator (3) Table 1 presents the empirical coverage probabilities of our bootstrap confidence bands. The simulated probabilities are generally close to the nominal confidence levels. As we expected, the coverage errors tend to be smaller when the sample size is larger or when the signal-to-ratio is larger. Figures 3 and 4 depict some typical examples for the true cdf (CDF, F X * ), deconvolution cdf estimate (ECDF,F X * ), and uniform confidence bands (CB), when the latent true distribution is standard normal and the measurement errors are drawn from Laplace and normal distributions.
They show that the uniform confidence bands perform reasonably well even for small sample size n = 100 and the widths of the bands shrink substantially as the sample size increases from n = 100 to n = 500. shows that, among OECD countries, Korea has the most significant variations in within-age group inequality and, compared to the inequality within the working age group, the relative inequality within the retirement age group is the worst. The data fit into our framework because it is well known that survey data are inherently affected by various sources of measurement errors, see Deaton (1997) and Bound, Brown and Mathiowetz (2000) for potential sources of measurement errors in household-based survey data. The survey reports incomes from various sources and consumption of goods and services for each household. We first compute the real household disposable income by adding all incomes, public pension, social benefits and transfers, minus tax, public pension premium and social security fees, after adjusting for inflation using the 2010 consumer price index. We then obtain the individualized data by adjusting the total household disposable income using the square-root equivalization scale, which is a common practice to approximate individual welfare. are normal, our test shows that, for age group 60+, there is a significant evidence that the 2012 income dominates the 2006 income. This implies that the ambiguous result (crossing of two distribution functions) for the age-group 60+ might be due to the presence of measurement errors in the observed data. 3 In practice, as mentioned in Section 3, the error variance is generally not identified unless repeated measurements or extraneous information is available. However, in the case of the CPS income survey data, Bound and Krueger(1991) mentioned that "the error variance represents 27.6% of the total variance in CPS earnings for men and 8.9% for women." According to their remark, the signal-to-ratios are 1.9 for men and 3.35 for women, both of which lie in the range we considered. Table 3 . Bootstrap P-values from BD and our tests Appendix A. Proofs of theorems Notation: Hereafter, let P # and E # be the conditional probability and expectation under the bootstrap distribution given {X i } n i=1 , respectively. Also, denotē
where W is a (two-sided) Wiener process on R, f X is the pdf of X, and
under Assumption OS
1/ς(h) under Assumption SS , with ς(h) defined in eq. (8) of the paper. Note that analogous toK (defined in Assumptions OS
(ii) and SS (ii)),L is considered as a trimmed version of L. Due to the trimming, properties of the Fourier transform guaranteeL ∈ L 2 (R) for each h under the assumption f ft = 0, and this guarantees existence of the stochastic integral in the definition of G n .
Also, for any a ∈ (0, 1), let c a denote the constant such that
A.1. Proof of Theorem 1. We only prove the statement under Assumption OS (i.e., the ordinary smooth case). The statement under Assumption SS is shown by a similar argument using Lemmas 4-6.
First, we prove
for some 1n , δ 1n , δ 2n = O(n −c ) with c > 0. Lemma 2 implies that with probability greater than
for some 1n , δ 1n , δ 2n = O(n −c ) with c > 0, whereG n has the same distribution as G n under P # .
Since √ nh β− 1 2 c a is also the (1 − a)-th quantile of sup t∈T G n (t) under P # , the above inequality implies
α + 1n , with probability greater than 1 − δ 2n . Thus, we obtain (18).
The main result is thus obtained from the following sequence of inequalities
where the first inequality follows from Lemma 1, the second inequality follows from (18), the third inequality follows from the definitions of¯ n = 1n + n and p ε (G n ), along with the fact G n and −G n have the same distribution (which ensures p ε (|G n |) ≤ 2p ε (G n )), the equality follows from the definition that √ nh β− 1 2 c α+δ 1n is the (1 − α − δ 1n )-th quantile of sup t∈T |G n (t)|, and the last inequality follows from Lemma 3. Therefore, letting δ 3n = δ 1n + M¯ n log(1/h) + δ n + δ 2n , we have
Since δ n , δ 1n , δ 2n ,¯ n are all positive sequences of order O(n −a ) with some a > 0 and log(1/h) is a log-rate, we obtain eq. (11) in the paper.
A.2. Proof of Theorem 3. For simplicity, we restrict attention to the case of N i = 2. For more general situations where N i is arbitrary but bounded above by C, the proof follows by similar arguments after accounting for the dependence structure inf ft .
We first make the following preliminary observations. Note thatF X * (t) can be alternatively written asF X * (t) = 1 2π
wheref ft X (ω) = N −1 i,j e iωX i,j denotes the empirical characteristic function. A similar expression holds forF X * . Let ξ = (f ft ) 2 andξ = (f ft ) 2 . We note the following properties for
The results in (20) 
Thus we obtain
thereby proving (21).
Pick any η ∈ (1/2, γ − β). Under Assumptions C (iii) and OS (i), it can be verified that
We shall also make frequent use of the following algebraic inequality:
We now proceed to the main part of the proof. By (19), we can expand
For the term B 1n (t), using (23), we have
By the fact sup |ω|≤ω 0 |ξ − ξ| = O p (n −1/2 ) and (21), we obtain
Since T is a compact set, it holds sup t∈T I 1 (t) < ∞. By the definition off ft X , the random variable I 2 can be bounded as
. Combining these results, we obtain sup t∈T |B 1n (t)| =
For the term B 2n (t), we further expand
For the term B 21n (t), we have
for some C 2 > 0, where the first inequality follows from the fact |Im{e −iωt f ft X (ω)}| ≤ |f ft X (ω)| = |f ft X * (ω)|ξ(ω) 1/2 and (23), the second inequality follows from (21) and Assumption OS (i), and the equality follows from (20) and (22) . Now consider the term B 22n (t). Applying (23) and Assumption OS (i), we can write
for some c > 0. As in (22) , it can be shown after expanding the expectation that
for all a < 1. Thus, by (21) and (22), it follows
Combining these results, we obtain
under Assumption B (ii) and the condition η > 1/2.
A.3. Proof of Theorem 4. Definê
,j be the bootstrap counterpart of the empirical characteristic functionf ft X (ω) = N −1 i,j e iωX i,j . We first show that there exist c, C > 0 such that
By Theorem 3, it is enough for (24) to guarantee that there exist c, C > 0 satisfying
To this end, note that
The second term C 2n (t) equals toF X * (t) −F X * (t) whose bound is given in Theorem 3. Thus, we only need to consider the first term C 1n (t). By expanding the expectations, it can be shown
for all a < 1, and analogous arguments as in the proof of Theorem 3 yield sup t∈T |C 1n (t)| = O p # ((nh 3β ) −1 ) with probability approaching one. Therefore, by paralleling the arguments in the proof of Theorem 3, we obtain (24).
We now proceed by verifying the conditions in the proof of Theorem 1. Lemma 1 and Theorem 3 ensure existence of a sequence n = O(n −c ) with some c > 0 such that
Furthermore by Lemma 2, combined with (24), we have that
Therefore, by (25) and (26), the conclusion follows by paralleling the arguments in the proof of Theorem 1.
A.4. Proof of Theorem 5. We only prove the theorem under Assumption OS (i.e., the ordinary smooth case). The proof under Assumption SS follows by a similar argument using Lemmas 4-6.
We make the following preliminary observations. First, by the techniques employed in Lemmas 1-3, we can show
Next by Dattner, Reiß and Trabs (2016, Proposition 2.1), f X * 1 < ∞ and ∞ −∞f X * (t)dt = 1 under Assumption C. Thus, we haveF X * (t) = t −∞f X * (v)dv or equivalentlyF X * (t) =f X * (t). The latter ensuresF X * is continuous.
We now show that
for some c 1 > 0. By Hall and Lahiri (2008, Theorem 3.7),Q(u) converges to Q(u) for each
. Now Q n (u) is monotone at each n by construction while Q(u) is continuous by Assumption Q (i). Hence we can modify the proof of the Glivenko-Cantelli theorem (see, Billingsley, 1995, p. 233) , to strengthen the pointwise consistency to a uniform one, i.e.,
(see also, Bassett and Koenker, 1986, Theorem 3.1). AsF X * is continuous, it follows that F X * (Q(u)) = u for all 0 < u < 1. Consequently,
for someQ(u) such that |Q(u) − Q(u)| ≤ |Q(u) − Q(u)|, and we obtain
By (29) and Assumption Q (i) (inf x∈H f X * (x) > 0), we can verify inf u∈[u 1 ,u 2 ] |f X * (Q(u))| > 0 with probability approaching one. Furthermore, we have
, where the inequality follows from Lemma 1 after employing the fact {Q(u) :
with probability approaching one due to Assumption Q (i) and (29) . The equality follows from
(by the proof of Lemma 3). Combining these results, we obtain (28) under Assumptions OS (iii) and B (ii).
We now proceed to the main part of the proof. Noting thatQ
,
and the inequality follows from the fact
by Assumption Q (i)-(ii), (27) , and (28) . We now have the following sequence of inequalities
where the first inequality follows from Lemma 1, the second inequality can be derived by Lemma 2 and a similar argument in the proof of Theorem 1, the third inequality follows from the
2 c α+δ 1n ∆ n and the concentration function. Note that Lemma 3 implies p¯ n (G n ) ≤ C¯ n √ log n. Recalling that √ nh β− 1 2 c α+δ 1n is the (α + δ 1n )-th quantile of sup t∈H |G n (t)|, by Chernozhukov, Chetverikov and Kato (2014, Lemma B1),
sumptions OS (iii) and B (ii). By the above and the rates of n , 1n , it follows p¯ n (
for some c 2 > 0. Furthermore, by Lemmas 1 and 2, δ n , δ 1n , and δ 2n are also O(n −c 3 ) for some c 3 > 0. Combining these results, the conclusion follows.
A.5. Proof of Theorem 6. We shall assume for simplicity that f = f δ , and consequently that the bandwidth choices for both estimators are the same. We only prove for the case of ordinary smooth error density as the proof for super-smooth density follows by the same arguments.
Assume that that the smoothness parameter in the former case is β. Let
where W 1 and W 2 are two independent (two-sided) Wiener processes on R (for f = f δ or unequal bandwidths, theL functions in the above integrals would also be different). Also define
A.5.1. Proof of (i). Since the samples {X i } n i=1 and {Y i } m i=1 are independent of each other, by the arguments of Lemmas (1)- (3), we can show the following: For some sequences n , δ n = O(n −c ),
Furthermore with probability greater than
whereG D# n,m is a tight Gaussian process with the same distribution as G D n,m under P # . Finally it also holds that
for any sequence n = O(n −c ) and some M < ∞. Now
where the last equality follows from sup t {F X * (t) − F Y * (t)} ≤ 0 under H 0 . Using equations (30)- (32), by paralleling the arguments in the proof of Theorem 1, we can show that
Hence the claim follows immediately.
A.5.2. Proof of (ii).
It is enough to show that ρ n,m does not depend on P ∈ P 0 . To this end, it is enough to show uniform validity of equations (30)- (32) . Since these equations are essentially two-sample counterparts of Lemmas (1)- (3), it suffices to check uniform validity of the latter.
Note that for Lemma (1), uniformity of the bias term follows by the argument in Hall and
Lahiri (2008, Theorem 3.2) using the uniform version of the Sobolev condition (i.e. the constants M X and M Y do not depend of (F X * , F Y * )). For the stochastic term, the constants appearing in the KMT coupling in the proof of Lemma (1) are universal, and constants and sequences in other parts do not depend on P ∈ P 0 . Thus, δ n in Lemma (1) does not depend on P ∈ P 0 .
Similarly, uniformity of Lemma (2) is also verified.
For Lemma (3), it is enough to guarantee that σ n (t) is bounded away from zero and above by universal constants that do not depend on P ∈ P 0 . This is guaranteed by the assumption that f X and f Y are bounded away from zero and above by universal constants that do not depend on P ∈ P 0 .
A.5.3. Proof of (iii). Let c D a be a constant such that
. Using equation (31) and mirroring the arguments in the proof of Theorem 1, we have that
Under
for some n , δ n = O(n −c ) with some c > 0, where the first inequality follows from (33) and the second inequality follows from (30) . By analogous arguments as in the proof of Theorem 5, we can show
(1/h)µ → +∞; hence the conclusion follows immediately.
Appendix B. Lemmas
Hereafter we use the following notation. By the Ito isometry, the variance function of the Gaussian process G n can be shown to be
Letσ n = sup t σ n (t) and σ n = inf t σ n (t). Assumption C (i) (inf t∈T f X (t) > c > 0) guarantees that σ n > 0 for all n ∈ N.
Also, define the variance sub-metric d n (s, t) = V ar(G n (s) − G n (t)) on T .
B.1. Lemmas for Theorem 1 under Assumption OS. Lemma 1. Under Assumptions C and OS, there exist sequences n , δ n = O(n −c ) for some c > 0
Proof. By applying the argument in Hall and Lahiri (2008) , the bias of the estimatorF X * satisfies
So, the bias term is negligible and it is enough to show that
for some n , δ n = O(n −c ) with c > 0. Let F EDF X,n be the empirical distribution function by
} be the empirical process, and
Then (34) is rewritten as
for some n , δ n = O(n −c ) with c > 0.
First, we approximate D n (t) by
Note that both D n (t) and D n,0 (t) are well defined as Lebesgue-Steltjes integrals.
6 From integration by parts,
for all n ∈ N, where the second equality follows from the facts lim a→±∞ α n (a) = 0 and sup u |L(u)| < ∞ for each h. Since a similar expression applies for D n,0 (t), there exists C > 0 such that
for all n large enough and t ∈ T , where the inequality follows from Assumption OS (ii). Now by the strong approximation (Komlós, Major and Tusnády, 1975) , there exists a tight Brownian bridge B(t) = W (t) − tW (1) and universal constants C 1 , C 2 > 0 such that
for all n ∈ N. Combining theses results and using the properties of sup u |B(F X (u))| (in particular,
for all n large enough. Note that h s/2 = O(n −c 1 ) for some c 1 > 0 due to Assumption OS (iii)
(n ν h → 0). Thus, it is enough for (35) to show that (v)dv (follows from Fubini's theorem) and Assumption OS (ii), we have sup u |L(u)| < ∞. Therefore, bounded variation of the empirical process αn guarantees that both Dn(t) and Dn,0(t) are well defined.
Second, we approximate D n,0 (t) by
SinceL ∈ L 2 (R), this integral exists for all t ∈ R. Analogous to the integration by parts formula in (36), a similar result applies for D n,1 (t) based on stochastic integration by parts using the facts lim u→±∞L (u) = 0 and sup a |B(F X (a))| < ∞ almost surely. Thus, we have
for all n ∈ N, almost surely. Now by Komlós, Major and Tusnády (1975) , there exist Brownian bridge B with continuous sample paths and universal constants C 4 , C 5 > 0 such that
for all n ∈ N. Combining this with Assumption OS (ii) (eq. (5) in the paper), there exist
for all n large enough. Thus, it is enough for (35) to show that
Third, we approximate D n,1 (t) by
By the definition B(t) = W (t) − tW (1), we have
for all n ∈ N. Therefore, for the rate of sup t∈T |D n,1 (t) − D n,2 (t)|, we need to characterize the
By the definition ofL and
an application of Fubini's theorem assures
where the inequality follows from |f ft X | = |f ft X * ||f ft | ≤ |f ft | and f ft (ω) = f ft (−ω). Substituting this bound for I n1 (t) into (37), we obtain
for some c 3 > 0 and sequence M n = log n. By Assumption OS (i) (β > 1/2), it holds M n h β−1/2 log(1/h) = O(n −c 4 ) for some c 4 > 0. Therefore, it is enough for (35) to show that
for some n , δ n = O(n −c ) with c > 0. But we can see that the process D n,2 (t) has the same finite dimensional distributions as the process G n (t). Therefore, this trivially holds true and the conclusion is obtained.
Lemma 2.
Under Assumptions C and OS, there exist sequences 1n , δ 1n , δ 2n = O(n −c ) for some c > 0 such that with probability greater than 1 − δ 2n ,
whereG n is a tight Gaussian process with the same distribution as G n under P # .
Proof. The proof is essentially a reformulation of that of Bissantz, Dümbgen, Holzmann and 
almost surely. Now it is known that the Brownian bridge is Hölder continuous for every exponent b ∈ (0, 1/2) almost surely. Furthermore, by Komlós, Major and Tusnády's (1975) coupling, along with the fact P {sup t |B(F X (t))| ≥ log n} ≤ 2 exp(−2(log n) 2 ), there exist universal constants
for all n ∈ N, which consequently implies
for some universal constants C 4 , C 5 > 0. Combining these results, there exist universal constants C 6 , C 7 , C 8 > 0 such that with probability greater than 1 − C 6 /n, it holds
for all n ∈ N. Based on this, the conclusion follows by similar arguments to the proof of Lemma 1.
Lemma 3. Suppose that Assumptions C and OS hold true. Then for any sequence n = O(n −c ) with c > 0, there exists a constant M > 0 such that
for all n large enough.
Proof. Pick any ε > 0. By Chernozhukov, Chetverikov and Kato (2015, Theorem 3) and separability of G n , there exists C > 0 such that
for all n ∈ N. Thus, it is enough to show that
by the Ito isometry. Note thatL is Lipschitz continuous because its derivativeK is uniformly
for some C 1 > 0 that is independent of s and t.
Let D(ε, d n ) be the ε-packing number for the set T under the sub-metric d n . By (38), it holds 
for all n ∈ N. Thus, there exists a collection of Gaussian random variables
for all n ∈ N. Now the properties of the maximum of Gaussian random variables yields
Combining these results, the conclusion follows. 
Lemma 5. Under Assumptions C and SS, there exist sequences 1n , δ 1n , δ 2n = O(n −c ) with c > 0 such that with probability greater than 1 − δ 2n ,
whereG n is a tight Gaussian process with the same distributions as G n under P # .
These lemmas can be shown in the same way as Lemmas 1 and 2. The log rate of n in Lemma 4 is due to the bias term. Recall that under Assumption C (ii), the bias of the estimatorF X * is given by
Then due to Assumption SS (iii), it holds √ nh γ /ς(h) = C(log n) −c for some c > 1.
Lemma 6. Suppose that Assumptions C and SS hold true. Then for any sequence n = O(log n) −c with c > 1 there exists M > 0 such that
for all n large enough and any r > 0 independent of n.
Proof. Pick any ε > 0. By Chernozhukov, Chetverikov and Kato (2015, Theorem 3) and separability of the Gaussian process G n , there exists C > 0 such that
for all n ∈ N. By Lemmas 7 and 8 shown below, the following hold true:
there exist c 1 > 0 such that σ n ≥ c 1 h λ+ν for all ν > 0 and n large enough,
there exist C 1 > 0 such thatσ n ≤ C 1 for all n large enough.
Observe that
by the Ito isometry. Note thatL is Lipschitz continuous because its derivativeK is uniformly bounded on R (because √ hς −1 (h) sup u |K(u)| ≤ C 2 h −c 2 for some C 2 , c 2 > 0 by Assumption SS (i)). Thus, it holds d n (s, t) ≤ C 3 h −c 2 −3/2 |s − t| for some C 3 > 0 that is independent of s and t.
Using (40), an analogous argument as in the proof of Lemma 3 shows that E [sup t∈T |G n (t)|] = O( log(1/h)). Combining this with (39) and Assumption SS (iii), the conclusion follows.
Lemma 7. Under Assumptions C and SS, there exists c > 0 such that σ n ≥ ch λ+ν for all ν > 0 and n large enough.
Proof. We only prove the case of λ 0 ≥ 0. The proof for the case of λ 0 < 0 is similar. Pick any ε > 0. By Assumption C (i), we provide a lower bound for σ n via
Using the fact sin(x) = x + R(x) with |R(x)| ≤ c 2 |x| 2 for some c 2 > 0, it follows that for all
h dω and the last inequality follows from the fact sup{|aω| :
We now provide a lower bound for I n . Pick any δ > 0. Observe that
for some c 3 > 0, where the first inequality follows from the fact Φ (ω) ≥ c 3 |ω| −λ 0 exp(|ω| λ /µ), the second inequality holds since all the terms inside the integral are positive and ω −λ 0 I{hω 0 ≤ ω ≤ 1} ≥ 1 for λ 0 ≥ 0, the second equality follows from a change of variables, and the convergence follows from the dominated convergence theorem after noting
Thus, it holds h 1/2 ς(h) −1/2 |I n | > c 3 h λ/2 for all n large enough.
Combining these results, there exists c > 0 such that
for all n large enough, and the conclusion follows.
Lemma 8. Under Assumptions C and SS, there exists C > 0 such thatσ n ≤ C for all n large enough.
Proof. We only prove the case of λ 0 ≥ 0. The proof for the case of λ 0 < 0 is similar. Pick any ε ∈ (0, 2 −1/λ ). Since f X is bounded (Assumption C (ii)), there exists C 1 , C 2 > 0 such that for some C 5 > 0. By an analogous dominated convergence argument used in the proof of Lemma 7, we can show T 2n converges to some finite constant. Combining these results, the conclusion follows.
Appendix C. Assumptions and proofs for Theorem 2
In this appendix we prove Theorem 2, the asymptotic distribution of t n in eq. (12) These are the pointwise limits of h β K(u) and h β L(u) as h → 0 under some assumptions on f ft .
In addition to Assumptions OS, we impose the following conditions.
Assumption G.
7 Note thatL is written asL(u) = (ii): h β |K(u)|du < M for some M > 0 independent of h. |u| 3/2 log(log + |u|)|K(u)|du < ∞. For some δ > 0, |h βK (u) − K(u)|du = O(h 1/2+δ ).
(iii): lim u→±∞ |L(u) |u| log(log + |u|)| = 0. For some δ 1 ∈ (0, 1), |L(u)| 2−δ 1 du < ∞.
For some δ > 0, sup u |h βL (u/h) − L(u/h)| = O(h 1/2+δ ).
(iv): f X and its derivative f X are bounded and continuous on R such that lim x→±∞ |xf X (x) log(log + |x|)| = 0. Also, sup x |f X (x)f X (x) −1/2 |x| log(log + |x|)| < ∞. Furthermore it holds |f X (x)f X (x) −1/2 |x| log(log + |x|)|dx < ∞. 
Standard arguments show that this is of the order h 1/2+δ under the assumption R(ω) ∼ ω −1/2−δ as |ω| → ∞.
Assumption G (iv) provides conditions on the decay rates of the pdf f X and its derivative f X .
Similar assumptions are adopted in the literature (e.g., Bickel and Rosenblatt, 1973) .
Based on these conditions, we obtain Theorem 2 with B = L(a) 2 da, b n = (−2 log h) 1/2 + (−2 log h) −1/2 log {L (a)} 2 da 4πB ,
Furthermore, if we consider the simple hypothesis H 0 : F X * (t) = F 0 (t) for t ∈ T , for some F 0 , a test statistic for H 0 is t 0 n = sup t∈T |f X (t) −1/2 {F X * (t) − F 0 (t)}|. Consider the sequence of local alternatives H 1n : F X * (t) = F 0 (t) + γ n η(t) for t ∈ T , where η(t) is a continuous function and γ n = √ nh β−1/2 (2 log(1/h)) 1/2 . By an analogous argument, we can obtain P (−2 log h) 
dW (a) is a Gaussian process. Once we obtain (43), the conclusion follows by applying the arguments of Bickel and Rosenblatt (1973, Theorem A1). The rate o p ((− log(h)) −1/2 ) is required because later we scale by (− log(h)) 1/2 to obtain the limiting distribution as in Bickel and Rosenblatt (1973) .
First, as in the proof of Lemma 1, the bias term in Q n (t) is negligible and we can restrict attention to the mean zero process
where α n (a) = √ n{F EDF X,n (a) − F X (a)} is the empirical process, and F EDF X,n is the empirical distribution function by {X i } n i=1 . We approximate D n (t) by Also, D n,1 (t) has the same finite dimensional distribution as L t − a h f X (a) 1/2 dW (a).
Next, we approximate D n,2 (t) by 
