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THE DEFOCUSING ENERGY-SUPERCRITICAL CUBIC
NONLINEAR WAVE EQUATION IN DIMENSION FIVE
AYNUR BULUT
Abstract. We consider the energy-supercritical nonlinear wave equation utt−
∆u + |u|2u = 0 with defocusing cubic nonlinearity in dimension d = 5 with
no radial assumption on the initial data. We prove that a uniform-in-time a
priori bound on the critical norm implies that solutions exist globally in time
and scatter at infinity in both time directions. Together with our earlier works
in dimensions d ≥ 6 with general data [3] and dimension d = 5 with radial
data [4], the present work completes the study of global well-posedness and
scattering in the energy-supercritical regime for the cubic nonlinearity under
the assumption of uniform-in-time control over the critical norm.
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1. Introduction
We consider the initial value problem for the nonlinear wave equation with de-
focusing cubic nonlinearity in the energy supercritical regime, that is, dimensions
2010 Mathematics Subject Classification: 35L71, 35B44, 35P25.
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2 AYNUR BULUT
d ≥ 5,
(IVP)
{
∂ttu−∆u + |u|2u = 0,
(u, ∂tu)|t=0 = (u0, u1) ∈ H˙scx × H˙sc−1x
where u : I × Rd → R with 0 ∈ I ⊂ R a time interval.
The scaling symmetry
u(t, x) 7→ uλ(t, x) := λu(λt, λx).
maps the set of solutions of IVP to itself and, moreover, the H˙scx × H˙sc−1x norm is
preserved by the scaling, where we identify the critical regularity as sc =
d−2
2 .
We recall that solutions to (IVP) conserve the energy
E(u(t), ut(t)) =
∫
Rd
1
2
|ut(t, x)|2 + 1
2
|∇u(t, x)|2 + 1
4
|u(t, x)|4dx = E(u(0)),
which is both finite and left invariant by the scaling when sc = 1. In this case, we
refer to (IVP) as the energy-critical nonlinear wave equation. The range sc > 1,
that is d ≥ 5, is therefore known as the energy-supercritical regime for NLW.
In a recent series of works [3, 4] treating dimensions d ≥ 6 with general (possibly
non-radial) initial data, and dimension d = 5 with radial initial data, we proved
that any solution to (IVP) which satisfies an a priori uniform-in-time bound over
the critical norm must exist globally in time and scatter; see also [5] and [6]. The
goal of the current paper is to treat the remaining case of dimension d = 5 with non-
radial initial data, completing the analysis of global well-posedness and scattering
under the assumed a priori bound for (IVP) in the energy-supercritical regime.
More precisely, we consider strong solutions to
(NLW)
{
∂ttu−∆u + |u|2u = 0,
(u, ∂tu)|t=0 = (u0, u1) ∈ H˙3/2x × H˙1/2x ,
that is, functions u : I × R5 → R such that for every K ⊂ I compact, (u, ut) ∈
Ct(K; H˙
3/2
x × H˙1/2x ) and u ∈ L6t,x(K × R5) which satisfy the Duhamel formula,
u(t) = S(t)(u0, u1) +
∫ t
0
sin((t− t′)|∇|)
|∇| |u(t
′)|2u(t′)dt′, (1.1)
where S(t)(u0, u1) = cos(t|∇|)u0 + sin(t|∇|)|∇| u1 is the solution to the linear wave
equation with initial data (u0, u1).
We refer to I as the interval of existence of u, and we say that I is the maximal
interval of existence if u cannot be extended to any larger time interval. We say that
u is a global solution if I = R, and that u is a blow-up solution if ‖u‖L6t,x(I×Rd) =∞.
Our main result in this paper is the following theorem:
Theorem 1.1. Suppose that u : I ×R5 → R is a solution to (NLW) with maximal
interval of existence I ⊂ R satisfying the a priori bound
(u, ut) ∈ L∞t (I; H˙3/2x × H˙1/2x ).
Then I = R and
‖u‖L6t,x(R×R5) ≤ C
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for some constant C = C(‖(u, ut)‖L∞t (H˙3/2x ×H˙1/2x )). Furthermore, u scatters both
forward and backward in time, i.e. there exist (u±0 , u
±
1 ) ∈ H˙scx × H˙sc−1x such that∥∥(u(t)− S(t)(u±0 , u±1 ), ut(t)− ∂tS(t)(u±0 , u±1 ))∥∥H˙scx ×H˙sc−1x → 0
as t→ ±∞.
In the energy-critical case sc = 1 with the defocusing nonlinearity |u|4/(d−2)u,
global well-posedness and scattering for the nonlinear wave equation was established
in a number of works: see, for instance, [1, 10, 11, 12, 23, 24, 25, 26, 28, 29, 30].
In particular, Struwe [29] established global well-posedness for radial inital data
in dimension d = 3, and Grillakis [10] removed this radial assumption. Grillakis
then established global well-posedness and persistence of regularity in dimensions
3 ≤ d ≤ 5 [11], while this result was obtained for all dimensions d ≥ 3 by Shatah
and Struwe [26, 27, 28] and Kapitanskii [12].
In all of these works in the energy-critical case, the key properties used are an
immediate uniform-in-time control of the critical norm H˙1x × L2x by virtue of the
conservation of energy, along with the uniform space-time control given by the
Morawetz estimate, ∫
I
∫
Rd
|u(t, x)|4
|x| dxdt . E(u(0)). (1.2)
Turning to the energy-supercritical regime sc > 1, the global well-posedness and
scattering of solutions for large initial data remains an important open problem in
this setting. In particular, the lack of any known conserved quantity at the critical
regularity renders the problem significantly more difficult than the energy-critical
case. Nevertheless, a number of recent works have treated the energy-supercritical
nonlinear Schro¨dinger and nonlinear wave equations under an assumption of a
uniform-in-time control of the critical norm, that is,
(u, ut) ∈ L∞t (I; H˙scx × H˙sc−1x ), (1.3)
where I ⊂ R is the maximal interval of existence, in the spirit of the recent work
of Escauriaza, Seregin and Sverak for Navier-Stokes [8].
The first such result was obtained by Kenig and Merle in [16] using the concentra-
tion compactness approach introduced in their study of the focusing energy-critical
NLS and NLW [14, 15]. In [16], global well posedness and scattering was obtained
for solutions satisfying (1.3) with radial initial data in dimension d = 3 with the
nonlinearity |u|pu with p > 4, where the critical regularity becomes sc = d2 − 2p ; see
also [17]. Killip and Visan removed the radial assumption in dimension d = 3 [21]
and established the result for radial initial data in dimensions d ≥ 3 for a particular
range of p [22], which in dimension d = 5 becomes 43 < p < 2, disjoint from the
cubic case treated in [4].
In [3], we initiated the study of global well-posedness and scattering under the
assumed a priori bound in the case of the cubic nonlinearity in dimensions d ≥ 6
with no radial assumption on the initial data, and in [4] we extended this result
to cover dimension d = 5 with radial initial data. The role of the present work is
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therefore to complete the study of the defocusing cubic energy-supercritical NLW
under the assumed uniform a priori control of the critical norm (1.3).
1.1. Outline of the proof of Theorem 1.1. Our proof of Theorem 1.1 makes
use of the concentration-compactness approach of Kenig and Merle, and proceeds
as follows:
Assuming that the theorem fails, the first step in the argument is to extract a
minimal counterexample to the failure of global well-posedness and scattering; this
counterexample will be referred to as a minimal blow-up solution. More precisely,
we recall the following result:
Theorem 1.2 (Construction of a minimal blow-up solution, [15, 16]). Suppose that
Theorem 1.1 failed. Then there exists a solution u : I × R5 → R to (NLW) with
maximal interval of existence I,
(u, ut) ∈ L∞t (I; H˙3/2x × H˙1/2x ), and ‖u‖L6t,x(I×R5) =∞
such that u is a minimal blow-up solution in the following sense: for any solution
v with maximal interval of existence J such that ‖v‖L6t,x(J×R5) =∞, we have
sup
t∈I
‖(u(t), ut(t))‖H˙3/2x ×H˙1/2x ≤ supt∈J‖(v(t), vt(t))‖H˙3/2x ×H˙1/2x .
Moreover, there exist N : I → R+ and x : I → R5 such that the set
K = {( 1
N(t)
u(t, x(t) +
x
N(t)
),
1
N(t)2
ut(t, x(t) +
x
N(t)
)) : t ∈ I}, (1.4)
has compact closure in H˙sc × H˙sc−1(R5).
The proof of Theorem 1.2 is based on concentration compactness ideas in the
form of a profile decomposition result for the linear wave equation, established in
dimension d = 3 by Bahouri and Gerard in [1] and treated in dimensions d ≥ 3
by the author in [2]. This profile decomposition states that, up to subsequences
and the symmetries of the equation, any bounded sequence of initial data in the
critical space H˙
3/2
x × H˙1/2x can be decomposed as a linear combination of pairwise
orthogonal profiles and an error term which is small in a Strichartz norm. More
precisely, we have
Proposition 1.1 (Profile decomposition [1, 2]). Let (u0,n, u1,n)n∈N be a bounded
sequence in H˙
3/2
x (R5)× H˙1/2x (R5).
Then there exists a subsequence of (u0,n, u1,n) (still denoted (u0,n, u1,n)), a se-
quence of profiles (V j0 , V
j
1 )j∈N ⊂ H˙3/2x ×H˙1/2x , and a sequence of triples (ǫjn, xjn, tjn) ∈
R+ × R5 × R, which are orthogonal in the sense that for every j 6= j′,
ǫjn
ǫj
′
n
+
ǫj
′
n
ǫjn
+
|tjn − tj
′
n |
ǫjn
+
|xjn − xj
′
n |
ǫjn
−→
n→∞
∞,
and for every ℓ ≥ 1, if
V j = S(t)(V j0 , V
j
1 ) and V
j
n (t, x) =
1
(ǫjn)
V j
(
t− tjn
ǫjn
,
x− xjn
ǫjn
)
,
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then
(u0,n(x), u1,n(x)) =
ℓ∑
j=1
(V jn (0, x), ∂tV
j
n (0, x)) + (w
ℓ
0,n(x), w
ℓ
1,n(x))
with
lim sup
n→∞
‖S(t)(wℓ0,n, wℓ1,n)‖LqtLrx −→ℓ→∞ 0
for every (q, r) an H˙
3/2
x -wave admissible pair with q, r ∈ (2,∞). For all ℓ ≥ 1, we
also have,
‖u0,n‖2H˙3/2x + ‖u1,n‖
2
H˙
1/2
x
=
ℓ∑
j=1
[
‖V j0 ‖2H˙3/2x + ‖V
j
1 ‖2H˙1/2x
]
+ ‖wℓ0,n‖2H˙3/2x + ‖w
ℓ
1,n‖2H˙1/2x + o(1), n→∞.
The next step in the argument consists of showing that such a minimal coun-
terexample cannot occur. As we will see below, this failure of existence arises as a
consequence of the compactness property (1.4). Before proceeding further, we now
recall an equivalent formulation of (1.4) from [21, 22] which will be an important
tool in our analysis of blow-up solutions.
Definition 1.1 (almost periodic modulo symmetries). A solution u to (NLW)
with time interval I is said to be almost periodic modulo symmetries if (u, ut) ∈
L∞t (I; H˙
sc
x × H˙sc−1x ) and there exist functions N : I → R+, x : I → R5 and
C : R+ → R+ such that for all t ∈ I and η > 0,∫
|x−x(t)|≥C(η)/N(t)
||∇|scu(t, x)|2 + ||∇|sc−1ut(t, x)|2dx ≤ η
and ∫
|ξ|≥C(η)N(t)
||ξ|3/2uˆ(t, ξ)|2 + ||ξ|1/2uˆt(t, ξ)|2dξ ≤ η.
Almost periodic solutions satisfy a reduced form of the Duhamel formula which
states that the linear components of (1.1) vanish as the time T approaches the
endpoints of the maximal interval of existence I.
Proposition 1.2 (Duhamel formula for almost periodic solutions, [32, 21]). Let
u : I ×R5 → R be a solution to (NLW) with maximal interval of existence I which
is almost periodic modulo symmetries. Then for all t ∈ I,(∫ T
t
sin((t− t′)|∇|)
|∇| F (u(t
′))dt′,
∫ T
t
cos((t− t′)|∇|)F (u(t′))dt′
)
⇀
T→sup I
(u(t), ut(t)),
and (
−
∫ t
T
sin((t− t′)|∇|)
|∇| F (u(t
′))dt′,−
∫ t
T
cos((t− t′)|∇|)F (u(t′))dt′
)
⇀
T→inf I
(u(t), ut(t)),
weakly in H˙
3/2
x × H˙1/2x .
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We now recall a refinement of Theorem 1.2, which states that any failure of
Theorem 1.1 not only implies the existence of a minimal blow-up solution, but also
implies that there exists an almost periodic solution which belongs to one of three
particular blow-up scenarios, for which the function N(t) is specified further.
Theorem 1.3 (Identification of blow-up scenarios, [21]). Suppose that Theorem
1.1 fails. Then there exists a solution u : I × R5 → R to (NLW) with maximal
interval of existence I such that u is almost periodic modulo symmetries,
(u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ), and ‖u‖L6t,x(I×R5) =∞,
and u satisfies one of the following:
• (finite time blowup solution) either sup I <∞ or inf I > −∞.
• (soliton-like solution) I = R and N(t) = 1 for all t ∈ R.
• (low-to-high frequency cascade solution) I = R and
inf
t∈R
N(t) ≥ 1, and lim sup
t→∞
N(t) =∞.
To complete the proof of Theorem 1.1, it suffices to show that each of the sce-
narios identified in Theorem 1.3 cannot occur.
We begin with the finite time blow-up solution, which is ruled out in Proposition
6.1. The argument is based on the use of the finite speed of propagation and almost
periodicity to show that up to a translation in space, the solution at a given time t
has compact support which shrinks to zero as t approaches the blow-up time. The
conservation of energy is then used to contradict the property that the solution is a
blow-up solution. This argument is essentially the same as in higher dimensions (see
[3] and the references cited therein); for completeness, we include a brief account
of the proof in Section 6.
We now turn to the remaining two scenarios, the soliton-like and low-to-high
frequency cascade solutions. As in higher dimensions, the main tool that we use
to rule out these scenarios is to show that due to their particular properties, the
minimal blow-up solutions in these classes have finite energy. We then exploit the
control given by the conseration of energy and the Morawetz estimate (1.2) to show
that these solutions cannot exist.
Before proceeding with the current case of dimension five, let us first recall
the main steps used to obtain the finiteness of energy for these two scenarios in
dimensions six and higher:
• We first refine the bound u ∈ L∞t Ldx (which is immediate from the Sobolev
embedding and the a priori bound u ∈ L∞t H˙scx ) to L∞t Lpx for some p < d.
In particular, we use a bootstrap argument to bound the low frequencies
of u via almost periodicity and the analogue of Proposition 1.2, while the
high frequencies are bounded by the a priori bound.
• We next use this L∞t Lpx bound to establish an implication of the form
(u, ut) ∈ L∞t (H˙sx × H˙s−1x )  (u, ut) ∈ L∞t (H˙s−s0x × H˙s−1−s0x ). (1.5)
for some s0 > 0. This is accomplished by using the double Duhamel
technique introduced in [7] and used in the context of the concentration
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compactness method in [19, 20]. More precisely, we consider the homoge-
neous Sobolev norm as an inner product and using the Duhamel formula
provided by Proposition 1.2 forward and backward in time on each side
of the inner product, respectively. We remark that the resulting integrals
are convergent in dimensions d ≥ 6; this is the source of the dimensional
restriction in our work [3].
• Once we obtain the second step above, we iterate this argument starting
with the a priori bound (u, ut) ∈ L∞t (H˙scx × H˙sc−1x ) to obtain the desired
decay L∞t (H˙
1−ǫ
x × H˙−ǫx ) for some ǫ > 0. In particular, we obtain that the
energy is finite.
In the present work, in dimension d = 5, we overcome the restriction in higher
dimensions by using a covering argument to introduce a spatial localization into
the Duhamel integrals. This is inspired by a similar approach used in [21] to study
the energy-supercritical NLW in dimension d = 3. However, substantial differences
between the linear propagator, Strichartz and dispersive estimates in dimensions
d = 3 and d = 5 require us to argue differently than in [21].
We now outline the main tools involved in the present work as follows:
• A refined version of the improved L∞t Lpx integrability obtained in dimen-
sions d ≥ 6. In particular, we establish the bound u ∈ L∞t Lpx for some
range of p < 5; this shows that the a priori bound (u, ut) ∈ L∞t (H˙3/2x ×
H˙
1/2
x ) implies that the soliton-like and low-to-high frequency cascade solu-
tions belong to L∞t L
3
x, and also enables us to exploit additional bounds of
the form (u, ut) ∈ L∞t (H˙sx×H˙s−1x ) to conclude the integrability u ∈ L∞t Lpx
for an expanded range of p (see Proposition 3.1).
• A quantitative estimate on the decay of the L∞t L5x norm away from the
centering function x(t) (see Proposition 3.2). Such a result was first ob-
served in [21] with the corresponding norm L∞t L
3p/2
x in dimension d = 3.
We remark that in our setting, Proposition 3.2 takes advantage of the im-
provement in L∞t L
p
x integrability given by Proposition 3.1 to give better
decay when additional L∞t (H˙
s
x×H˙s−1x ) bounds are present. This improve-
ment in decay is an essential aspect of our argument.
• A subluminality property which expresses that for a suitable class of so-
lutions, the centering function x(t) travels strictly slower than the prop-
agation speed for (NLW). An analogous result was first obtained in [21]
in the dimension d = 3 setting. We note that the main estimate used to
obtain the subluminality in [21] is the energy-flux inequality, while this es-
timate no longer provides the decay required in the current d = 5 setting.
To overcome this difficulty, we establish a frequency localized form of the
energy-flux inequality which is accompanied by a frequency localized form
of the concentration of potential energy (see Lemma 4.2 and Lemma 4.3).
With these tools in hand, we establish an iterative improvement in decay prop-
erties for the solution u. In particular, to make the Duhamel integrals convergent,
we use a covering argument as in [21] to localize the resulting integrals in space,
combined with a variant of a weak diffraction lemma from [21] adapted to the d = 5
setting.
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It is important to note that the applications of Proposition 3.1 and Proposition
3.2 in the iterative improvement of the decay in analogy to (1.5) use only the a priori
bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) to obtain the decay (u, ut) ∈ L∞t (H˙sx × H˙s−1x )
for s > 54 , which is still above the energy level. We then use this improved decay to
obtain the integrability L∞t L
p
x for a larger range of p than the one that is obtained
via the a priori bound alone. This extra integrability in turn allows us to continue
the iteration argument and we conclude that the energy is finite.
We therefore again have access to the Morawetz estimate (1.2) and the conserva-
tion of energy. We then rule out the soliton-like and low-to-high frequency cascade
scenarios, making use of almost periodicity, the finite speed of propagation, the
Morawetz estimate (1.2) and the conservation of energy. This is accomplished in
Proposition 6.2 and Proposition 6.3, respectively.
Outline of the paper. In Section 2, we establish our notation and recall some
essential preliminaries concerning the wave equation, as well as some analytical tools
which we will use in our arguments. In section 3, we establish improved integrability
properties of the soliton-like and low-to-high frequency cascade solutions. Then,
in Section 4 we establish a frequency-localized bound of energy-flux type and a
frequency-localized form of the concentration of potential energy, which are then
used to prove the subluminality result. Finally, in Section 5 we prove that the global
scenarios have finite energy, and in Section 6 we preclude each of the scenarios.
2. Preliminaries
2.1. Notation. We will write LqtL
r
x(I ×R5) to indicate the Banach space of func-
tions u : I × R5 → R with the space-time norm
‖u‖LqtLrx :=
(∫
I
‖u(t)‖qLrx(R5)dt
)1/q
<∞
with the standard convention when q or r is equal to infinity. If q = r, we shorten
the notation and write Lqt,x in place of L
q
tL
q
x.
We write X . Y to mean that there exists a constant C > 0 such that X ≤ CY ,
while X .u Y indicates that the constant C = Cu may depend on u. We use the
symbol ∇ for the derivative operator in only the space variables.
Throughout the exposition, we define the Fourier transform on R5 by
f̂(ξ) = (2π)−5/2
∫
R5
e−ix·ξf(x)dx.
We also denote the homogeneous Sobolev spaces by H˙sx(R
5), s ∈ R, equipped with
the norm
‖f‖H˙sx = ‖|∇|
sf‖L2x
where the fractional differentiation operator is given by
|̂∇|sf(ξ) = |ξ|sf̂(ξ).
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We now recall the explicit formulation of the free propagator for the wave equa-
tion as
S(t)(f, g) = cos(t|∇|)f + sin(t|∇|)|∇| g,
which is given in Fourier space by
Ŝ(t)(f, g) = cos(t|ξ|)fˆ(ξ) + sin(t|ξ|)|ξ| gˆ(ξ).
In dimension five, we have the additional representations
cos(t|∇|)f = 3|S4|∂t
[
t−1∂t
(
t−1
∫
∂B(x,t)
f(y)dS(y)
)]
(2.1)
and
sin(t|∇|)
|∇| g =
3
t|S4|∂t
[
1
t
∫
|y−x|=|t|
g(y)dS(y)
]
. (2.2)
where B(x, r) = {x ∈ R5 : |x| < r} and |S4| denotes the surface area of the unit
sphere ∂B(0, 1) ⊂ R5.
We also recall the following expression of finite speed of propagation for almost
periodic solutions, which we will frequently use in our arguments:
Lemma 2.1 (Speed of propagation for x(t), [21, 3]). Suppose that u : R×R5 → R
is an almost periodic solution to (NLW) with N(t) ≥ 1 for all t ∈ R. Then there
exists C > 0 such that for all t, τ ∈ R,
|x(t) − x(τ)| ≤ |t− τ |+ C(N(t)−1 +N(τ)−1). (2.3)
For a proof of this lemma, we refer the reader to (4.2) in [21] and, for a related
argument in the case of the soliton-like solution [3, Lemma 8.2]. Although the
result in [21] is stated for dimension d = 3, the proof applies equally to the current
setting.
2.2. Strichartz estimates for NLW. For s ≥ 0, we say that a pair of exponents
(q, r) is H˙sx-wave admissible if q, r ≥ 2, r <∞ and it satisfies
1
q
+
2
r
≤ 1, 1
q
+
5
r
=
5
2
− s.
We also define the following Strichartz norms. For each I ⊂ R and s ≥ 0, we set
‖u‖Ss(I) = sup
(q,r) H˙sx−wave admissible
‖u‖LqtLrx(I×R5),
‖u‖Ns(I) = inf
(q,r) H˙sx−wave admissible
‖u‖
Lq
′
t L
r′
x (I×R
5)
.
Suppose u : I × R5 → R with time interval 0 ∈ I ⊂ R is a solution to the
nonlinear wave equation{
utt −∆u+ F = 0
(u, ut)|t=0 = (u0, u1) ∈ H˙µx × H˙µ−1x (R5), µ ∈ R.
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Then for all s, s˜ ∈ R we have the inhomogeneous Strichartz estimates [9, 13],
‖|∇|su‖Sµ−s(I) + ‖|∇|s−1ut‖Sµ−s(I)
. ‖(u0, u1)‖H˙µx×H˙µ−1x + ‖|∇|s˜F‖N1+s˜−µ(I). (2.4)
We also recall the standard dispersive estimate for the linear propagator (see,
for instance [28]),
Lemma 2.2 (Dispersive estimate). For any 2 ≤ p <∞ and t 6= 0, we have∥∥∥∥eit|∇||∇| f
∥∥∥∥
Lpx
. |t|−2(1− 2p )‖|∇|2− 6p f‖
Lp
′
x
.
for all f ∈ S(R5), where 1p + 1p′ = 1.
In particular, ∥∥∥∥ sin(t|∇|)|∇| f
∥∥∥∥
Lpx
. |t|−2(1− 2p )‖|∇|2− 6p f‖
Lp
′
x
, (2.5)
for all f ∈ S(R5).
2.3. Basic Littlewood-Paley theory. Let φ(ξ) be a real valued radially sym-
metric bump function supported in the ball {ξ ∈ R5 : |ξ| ≤ 1110} which equals 1 on
the ball {ξ ∈ R5 : |ξ| ≤ 1}. For any dyadic number N = 2k, k ∈ Z, we define the
following Littlewood-Paley operators:
P̂≤Nf(ξ) = φ(ξ/N)fˆ (ξ),
P̂>Nf(ξ) = (1 − φ(ξ/N)fˆ(ξ),
P̂Nf(ξ) = (φ(ξ/N) − φ(2ξ/N))fˆ(ξ).
Similarly, we define P<N and P≥N with
P<N = P≤N − PN , P≥N = P>N + PN ,
and also
PM<·≤N := P≤N − P≤M =
∑
M<N1≤N
PN1
whenever M < N .
These operators commute with one another and with derivative operators. More-
over, they are bounded on Lpx for 1 ≤ p ≤ ∞ and obey the following Bernstein
inequalities,
‖|∇|sP≤Nf‖Lpx . Ns‖P≤Nf‖Lpx ,
‖P>Nf‖Lpx . N−s‖P>N |∇|sf‖Lpx ,
‖|∇|±sPNf‖Lpx ∼ N±s‖PNf‖Lpx ,
with s ≥ 0 and 1 ≤ p ≤ ∞.
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In addition to the above Littlewood-Paley multiplier operators, we will also need
the function θ : R5 → [0,∞) defined by
θ(x) =
5∏
j=1
(
sin(xi)
xi
)α
, α > 1 (2.6)
as well as the corresponding Fourier multiplier operator, given by
θ̂(∇)f = θ(ξ)fˆ (ξ).
We observe that for all x ∈ R5, 0 ≤ θ(x) ≤ 1, and that θ ∈ L1.
As mentioned in the introduction, the improvement of decay properties for u in
Section 5 is based on a localization procedure. Due to the nonlocal nature of the
Littlewood-Paley and fractional derivative operators, as in [21] we will make use
of the following lemma, which allows us to estimate the contributions far from the
support of the localization.
Lemma 2.3 (Mismatch estimates, [21]). Let φ1 and φ2 be smooth functions on R
5
such that max{|φ1(x)|, |φ2(x)|} ≤ 1 for all x ∈ R5 and such that there exists A ≥ 1
with
dist (supp φ1, supp φ2) ≥ A.
Then for all σ > 0 and 1 ≤ p ≤ q ≤ ∞ we have
‖φ1|∇|σP≤1(φ2f)‖Lqx(R5) . A−σ−
5
p+
5
q ‖φ2f‖Lpx(R5).
3. Improved integrability properties
In this section, we establish improved L∞t L
p
x integrability properties for a suit-
able class of almost periodic solutions to (NLW), which is the first step towards
proving that the global solutions in the soliton-like and low-to-high frequency cas-
cade scenarios have finite energy.
In particular, in Proposition 3.1 we prove that these solutions belong to the space
L∞t L
p
x for some range of p < 5, having recalled that they belong to L
∞
t L
5
x due to
the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) combined with the Sobolev embed-
ding. On the other hand, in Proposition 3.2 we establish an improved integrability
property in a different direction, by obtaining a decay estimate on the L∞t L
5
x norm.
3.1. Improved L∞t L
p
x integrability. We begin with Proposition 3.1, which pro-
vides u ∈ L∞t Lpx integrability for some range of p < 5. As mentioned in the
introduction, an important aspect of our statement is the refinement of this esti-
mate to provide improved L∞t L
p
x decay when additional knowledge of the decay
properties of u in the form (u, ut) ∈ L∞t (H˙sx × H˙s−1x ), 1 < s < 32 , is present.
Proposition 3.1. Suppose that u : R × R5 → R is an almost periodic solution to
(NLW) satisfying
(u, ut) ∈ L∞t (H˙sx × H˙s−1x ) ∩ L∞t (H˙3/2x × H˙1/2x ).
for some s ∈ (1, 32 ]. Assume also that inft∈RN(t) ≥ 1.
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Then u ∈ L∞t Lpx for every p ∈ (10(3+2s)15+4s , 5].
Before proceeding with the proof, we note that Proposition 3.1 in particular
implies that for any global almost periodic solution u to (NLW) satisfying the a
priori bound
(u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) with inf
t∈R
N(t) ≥ 1,
we have
u ∈ L∞t L3x. (3.1)
Proof of Proposition 3.1. Our argument follows the broad outline established in
the proof of Proposition 5.1 in [21]; see also Lemma 7.2 in [3]. Fix η > 0 to be
determined later in the argument, and let u be a solution to (NLW) as stated in
Proposition 3.1. Since u is an almost periodic solution with N(t) ≥ 1 for all t ∈ R,
we may find a dyadic number N0 ∈ (0, 1) such that
‖|∇|3/2u≤N0‖L∞t L2x < η.
As in [21], our proof of Proposition 3.1 will be based on a recurrence argument
followed by an application of a discrete Gronwall inequality. Towards this end, we
fix r > 5 and define the quantity
S(N) = N (5−r)/r‖uN‖L∞t Lrx
We begin by noting that by Bernstein’s inequalities followed by Sobolev’s em-
bedding and the a priori bound u ∈ L∞t H˙3/2x , we have
S(N) . N 32 ‖uN‖L∞t L2x . ‖|∇|3/2uN‖L∞t L2x <∞
for N > 0.
The following lemma then gives the necessary recurrence formula for the quantity
S(N).
Lemma 3.1. For all dyadic numbers N ≤ 8N0, we have
S(N) .u
(
N
N0
) 3
2
+ η2
∑
2N
8 ≤N1≤N0
(
N
N1
)2
S(N1)
+ η2
∑
N1≤
N
8
(
N1
N
)1/2
S(N1). (3.2)
In particular, for every ǫ > 0 we have
S(N) .u,ǫ N 32−ǫ (3.3)
for all N ≤ 8N0.
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Proof. Fix N ≤ 8N0. We first note that by the time translation symmetry, it
suffices to prove the claim when t = 0. Using the reduced form of the Duhamel
formula given in Proposition 1.2 combined with Minkowski’s inequality, we obtain
N
5
r−1‖uN(0)‖Lrx ≤ N
5
r−1
∥∥∥∥∥
∫ N−1
0
sin(−t′|∇|)
|∇| PNF (u(t
′))dt′
∥∥∥∥∥
Lrx
+N
5
r−1
∥∥∥∥∫ ∞
N−1
sin(−t′|∇|)
|∇| PNF (u(t
′))dt′
∥∥∥∥
Lrx
=: (I) + (II). (3.4)
To estimate (I), we use the Bernstein inequality combined with the dispersive
estimate (2.5) to get
(I) .
∫ N−1
0
N3/2
∥∥∥∥ sin(−t′|∇|)|∇| PNF (u(t′))
∥∥∥∥
L2x
dt′
.
∫ N−1
0
N3/2‖|∇|−1PNF (u(t′))‖L2xdt′
. N‖PNF (u(t))‖L∞t L5/4x . (3.5)
Similarly,
(II) .
∫ ∞
N−1
∥∥∥∥ sin(−t′|∇|)|∇| PNF (u(t′))
∥∥∥∥
L5x
dt′
.
∫ ∞
N−1
|t|−6/5‖|∇|4/5PNF (u(t))‖L∞t L5/4x
. N‖PNF (u(t))‖L∞t L5/4x . (3.6)
Collecting (3.5) and (3.6), we have
N
5
r−1‖uN(0)‖Lrx .u N‖PNF (u(t))‖L∞t L5/4x .
We next estimate the right hand side of this inequality. Decomposing u as
u = u≤N/8 + uN/8<·≤N0 + u>N0 =: u1 + u2 + u3,
we write
‖PNF (u)‖L∞t L5/4x . ‖PN (u
3
1)‖L∞t L5/4x + ‖PN(u
3
2)‖L∞t L5/4x
+
3∑
i,j=1
‖PN (u3uiuj)‖L∞t L5/4x +
2∑
i=1
‖PN (u2u1ui)‖L∞t L5/4x
=: (I) + (II) +
3∑
i,j=1
(III)i,j +
2∑
i=1
(IV )i.
To establish (3.2, it now remains to estimate each of the terms (I), (II), (III)i,j
and (IV )i individually.
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We first remark that (I) = 0, since the support of the Fourier transform of
u≤N/8(t)
3 gives that PN [u≤N/8(t)
3] ≡ 0.
To estimate the term (II), we use Ho¨lder’s inequality along with the Sobolev
embedding and Bernstein’s inequality to obtain
(II) . N
∑
2N/8≤N1≤N2≤N3≤N0
‖uN1uN2uN3‖L∞t L1x
≤ N
∑
2N/8≤N1≤N2≤N3≤N0
‖uN1‖L∞t Lrx‖uN2‖
L∞t L
2r
r−1
x
‖uN3‖
L∞t L
2r
r−1
x
. N
∑
2N/8≤N1≤N2≤N3≤N0
N
(r−5)/r
1 S(N1)(N2N3)
5
2r−
3
2 ‖u≤N0‖2L∞t H˙3/2x
.u η
2N
∑
2N/8≤N1≤N0
S(N1)N−21
.u η
2N−1
∑
2N/8≤N1≤N0
(
N
N1
)2
S(N1). (3.7)
Turning to the terms (III)i,j , i, j = 1, 2, 3, we note that for each such i and j,
Ho¨lder’s inequality followed by the Bernstein and Sobolev inequalities gives
(III)i,j . N
1/2‖u>N0uiuj‖L∞t L10/9x
≤ N1/2‖u>N0‖L∞t L2x‖ui‖L∞t L5x‖uj‖L∞t L5x
.u N
1/2N
−3/2
0 ‖u‖3L∞t H˙3/2x
.u N
1/2N
−3/2
0 (3.8)
We now estimate the terms (IV )i, i = 1, 2, for which we examine each case
separately. For the term (IV )1, we write
(IV )1 . ‖uN
8 <·≤N0
u2
≤N8
‖
L∞t L
5/4
x
≤ ‖uN
8 <·≤N0
‖L∞t L2x
∑
N1≤N2≤
N
8
‖uN1‖L∞t,x‖uN2‖L∞t L10/3x
.u N
−3/2η
∑
N1≤N2≤
N
8
N
5
r
1 ‖uN1‖L∞t Lrx‖∇uN2‖L∞t L2x
.u η
2N−3/2
∑
N1≤N2≤
N
8
N1S(N1)N−1/22
.u N
−1η2
∑
N1≤
N
8
(
N1
N
)1/2
S(N1). (3.9)
On the other hand, to estimate (IV )2, we write
(IV )2 . ‖u2N
8 <·≤N0
u≤N8
‖
L∞t L
5/4
x
≤ ‖uN
8 <·≤N0
‖L∞t L2x‖uN8 <·≤N0‖L∞t L10/3x
∑
N1≤
N
8
‖uN1‖L∞t,x
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.u ηN
−3/2‖∇uN
8 <·≤N0
‖L∞t L2x
∑
N1≤
N
8
N
5
r
1 ‖uN1‖L∞t Lrx
.u η
2N−1
∑
N1≤
N
8
(
N1
N
)
S(N1). (3.10)
Putting the estimates (3.7)-(3.10) together, and observing that N0 ≤ 1, we obtain
(3.2) as desired.
To obtain (3.3), we first recall the following discrete version of the Gronwall
inequality from [21]:
Lemma 3.2. Let γ, γ′, C, η > 0 and ρ ∈ (0, γ) be given such that
η ≤ 1
4
min{1− 2−γ , 1− 2−γ′, 1− 2ρ−γ}.
Then for every bounded sequence {xk} ⊂ R+ satisfying
xk ≤ C2−γk + η
k−1∑
l=0
2−γ(k−l)xl + η
∞∑
l=k
2−γ
′|k−l|xl,
we have xk ≤ (4C + ‖x‖ℓ∞)2−ρk.
Fixing 0 < ǫ < 32 and using this lemma with γ =
3
2 , γ
′ = 12 , ρ < γ and η > 0
sufficiently small, we obtain
S(N) .u,ǫ N 32−ǫ
as desired (for a detailed description of a similar type of estimate see [21] and
Appendix A of [3]). This completes the proof of Lemma 3.1. 
Having obtained the recurrence formula in Lemma 3.1, we are now ready to
complete the proof of Proposition 3.1. We begin by recalling that the bound u ∈
L∞t L
5
x follows from the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) by the Sobolev
embedding.
Let s ∈ (1, 32 ] and p ∈ (10(3+2s)15+4s , 4s+105 ) be given. Then, using the Littlewood-
Paley decomposition, Bernstein inequalities, and interpolation, we obtain
‖u‖L∞t Lpx .
∑
N<8N0
‖uN‖L∞t Lpx +
∑
N≥8N0
N1−
5
p ‖|∇|3/2uN‖L∞t L2x
.u
∑
N<8N0
‖uN‖
2(r−p)
p(r−2)
L∞t L
2
x
‖uN‖
r(p−2)
p(r−2)
L∞t L
r
x
+
∑
N≥8N0
N1−
5
p
.u
∑
N<8N0
(N−s‖|∇|suN‖L∞t L2x)
2(r−p)
p(r−2) ‖uN‖
r(p−2)
p(r−2)
L∞t L
r
x
+
∑
N≥8N0
N1−
5
p
.u 1 +
∑
N<8N0
N−
2s(r−p)
p(r−2) (N1−
5
r S(N)) r(p−2)p(r−2)
.u 1 +
∑
N<8N0
N−
2s(r−p)
p(r−2) (N1−
5
r+(
3
2−ǫ))
r(p−2)
p(r−2) . (3.11)
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for r > 5 and ǫ > 0. Choosing r = 20s+4ps−35p+702(10+4s−5p) , ǫ =
(10+4s−5p)(4sp+15p−30−20s)
4(p−2)(20s+4ps−35p+70) ,
we obtain
‖u‖L∞t Lpx .u 1 +
∑
N<8N0
N
(10+4s−5p)(4sp+15p−30−20s)
4p(4s−15p+30+4sp) <∞,
where we observed that p ∈ (10(3+2s)15+4s , 4s+105 ) gives (10+4s−5p)(4sp+15p−30−20s)4p(4s−15p+30+4sp) > 0.
For the remaining values of p, the claim now follows by interpolating this bound
with the bound u ∈ L∞t L5x, which completes the proof of Proposition 3.1. 
3.2. Quantitative L∞t L
5
x decay. We now establish a decay estimate for the L
∞
t L
5
x
norm of global almost periodic solutions u to (NLW) with inf N(t) ≥ 1.
More precisely, we obtain the following proposition:
Proposition 3.2. Suppose u : R×R5 → R is an almost periodic solution to (NLW)
with inft∈RN(t) ≥ 1,
(u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) and u ∈ L∞t Lwx
for some w ∈ (2, 3]. Then for every ǫ > 0 there exists Cu > 0 such that for every
R ≥ 1,
sup
t∈R
∫
|x−x(t)|≥R
|u(t, x)|5dx ≤ CuR−
8(5−w)
12−w .
Our proof of Proposition 3.2 is based on rewriting the solution u(t, x) using the
Duhamel formula given by Proposition 1.2. Accordingly, we will need the following
estimate for the long-time portion of the Duhamel formula.
Lemma 3.3. Suppose that u : R×R5 → R is an almost periodic solution to (NLW)
with (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) and inft∈RN(t) ≥ 1. Fix 4 < p ≤ 12. Then there
exists Cu > 0 such that for every 0 < S < T we have∥∥∥∥∥
∫ T
S
sin(−t|∇|)
|∇| F (u(t))dt
∥∥∥∥∥
Lpx
≤ CuS 4p−1.
Proof. Let 0 < S < T be given. By an application of Minkowski’s inequality
followed by the dispersive estimate (2.5), we write∥∥∥∥∥
∫ T
S
sin(−t|∇|)
|∇| F (u(t))dt
∥∥∥∥∥
Lpx
.
∫ T
S
∥∥∥∥ sin(−t|∇|)∇| F (u(t))
∥∥∥∥
Lpx
dt
.
∫ T
S
t−2(1−
2
p )‖|∇|2− 6pF (u)‖
L∞t L
p/(p−1)
x
dt
.
∫ T
S
(t)
4
p−2dt
. S
4
p−1
where we have used interpolation to obtain
‖|∇|2− 6pF (u)‖
L∞t L
p/(p−1)
x
. ‖u‖2
L∞t L
10p
2p+1
x
‖|∇|2− 6pu‖
L∞t L
5p
3(p−2)
x
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. ‖u‖
3
2p
L∞t L
3
x
‖u‖
4p−3
2p
L∞t L
5
x
‖u‖
L∞t H˙
3/2
x
.u 1,
where we have noted that u ∈ L∞t L3x as a consequence of Proposition 3.1. 
With this lemma in hand, we now are now ready to prove the quantitative decay
result on the L∞t L
5
x norm, Proposition 3.2.
Proof of Proposition 3.2. We argue as in the proof of Proposition 6.1 in [21], and
begin by noting that by the space and time translation symmetries, we may assume
without loss of generality that t = 0 and x(0) = 0. Let ǫ > 0 be given, fix δ > 0 to
be determined, and define
f(x) :=
∫ ∞
δR
sin(−t′|∇|)
|∇| F (u(t
′))dt′, g(x) :=
∫ δR
0
sin(−t′|∇|)
|∇| F (u(t
′, x))dt′.
Note that by using the no-waste Duhamel formula, followed by Ho¨lder’s inequal-
ity, Young’s inequality and Lemma 3.3 with p = 12, we obtain the bound∫
|x|≥R
|u(0, x)|5dx
=
∫
|x|≥R
|f(x) + g(x)| 12(5−w)12−w |u(0, x)| 7w12−w dx
.
∫
|x|≥R
|f(x)| 12(5−w)12−w |u(0, x)| 7w12−w + |g(x)| 12(5−w)12−w |u(0, x)| 7w12−w dx
.u ‖f‖
12(5−w)
12−w
L12x
‖u(0)‖
7w
12−w
Lwx
+ ǫ−
5(12−w)
12(5−w)
∫
|x|≥R
|g(x)|5dx+ ǫ 5(12−w)7w
∫
|x|≥R
|u(0, x)|5dx
.u (δR)
− 8(5−w)12−w
+ ǫ−
5(12−w)
12(5−w)
∫
|x|≥R
|g(x)|5dx+ ǫ 5(12−w)7w
∫
|x|≥R
|u(0, x)|5dx
for ǫ > 0. Choosing ǫ > 0 sufficiently small (depending on the implicit constant),
this yields ∫
|x|≥R
|u(0, x)|5dx .u (δR)−
8(5−w)
12−w + ‖g‖5L5x(|x|≥R). (3.12)
On the other hand, from the finite speed of propagation for the linear wave
equation followed by the Sobolev embedding, we obtain
‖g‖L5x(|x|≥R) .
∥∥∥∥∥
∫ δR
0
sin(−t′|∇|)
|∇| F (u(t
′))dt′
∥∥∥∥∥
L5x(|x|≥R)
.
∥∥∥∥∥
∫ δR
0
sin(t′|∇|)
|∇| [F (u(t
′)χΩ(x))]dt
′
∥∥∥∥∥
L5x
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.
∥∥∥∥∥
∫ δR
0
sin(t′|∇|)
|∇| [F (u(t
′)χΩ(x))]dt
′
∥∥∥∥∥
H˙
3/2
x
(3.13)
for any Ω ⊂ R5 with {x : |x| ≥ R− δR} ⊂ Ω, where χΩ is a smooth approximation
to the characteristic function of Ω.
We now recall that since x(0) = 0, the bound (2.3) gives the existence of C > 0
such that
|x(t)| ≤ |t|+ C ≤ δR+ C (3.14)
for t ∈ [0, δR]. We may therefore take Ω = {x : |x− x(t)| ≥ R− 2δR− C}.
Substituting (3.14) into (3.13) and applying the inhomogeneous Strichartz esti-
mate (backwards in time, applied to the solution of (NLW) with Cauchy data (0, 0)
at t0 = δR), we obtain
(3.13) . ‖|∇|5/4F (u(t)χΩ(x))‖L2t ([0,δR];L4/3x )
. ‖u(t)χΩ(x)‖L∞t ([0,δR];L5x)‖u(t)χΩ(x)‖L2tL10x ‖|∇|5/4u(t)χΩ(x)‖L∞t L20/9x
. B(R/2)1/5‖u(t)χΩ(x)‖L2tL10x ‖u(t)χΩ(x)‖L∞t H˙3/2x , (3.15)
provided that R is sufficiently large and δ sufficiently small, where
B(R) := sup
t∈R
∫
|x−x(t)|≥R
|u(t, x)|5dx.
Fix η > 0 to be determined. Using the finite speed of propagation, we may now
choose R0 = R0(η, u) > 0 such that if Ω ⊂ {x : |x| ≥ R0}, then
‖u(t)χΩ‖L2tL10x + ‖u(t)χΩ‖L∞t H˙3/2x < η,
which in conjunction with (3.15) gives
‖g‖L5x(|x|≥R) . η2B(R/2)1/5 (3.16)
for R ≥ R0.
Combining (3.12) with (3.16), we obtain∫
|x|≥R
|u(0, x)|5dx .u (δR)−
8(5−w)
12−w + η10B(R/2).
Applying the space and time translation symmetries,
B(R) ≤ C′u(δR)−
8(5−w)
12−w + η10C′uB(R/2)
for each η > 0 and every R ≥ R0(η, u).
On the other hand, by the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ) we have
B(R) . 1 for all R < R0(η, u). Invoking an induction argument and choosing η > 0
sufficiently small (to prevent the constants from blowing up in the induction), we
obtain
B(R) ≤ CuR−
8(5−w)
12−w
for all R as desired. 
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4. Bounds of energy-flux type and subluminality
In this section, our main goal is to establish an improvement upon the classical
finite speed of propagation for (NLW) known as subluminality, which states that for
the soliton-like and low-to-high frequency cascade solutions, the centering function
x(t) in the definition of almost periodicity travels strictly slower than the propaga-
tion speed of the equation; this is the content of Theorem 4.1. The main tools we
will use to establish this property are a frequency localized form of the energy-flux
bound, which will be established in Lemma 4.2, and a frequency localized version
of the concentration of potential energy, Lemma 4.3.
We begin by recalling a form of the standard energy flux bound in the R5 setting
(see, for instance [21], [31]).
Lemma 4.1 (Energy-flux inequality). For every solution u to (NLW) with (u, ut) ∈
L∞t (I; H˙
3/2
x × H˙1/2x ), there exists Cu > 0 such that we have∫
I0
∫
|x−y|=|t|
|u(t, x)|4dS(x)dt ≤ Cu sup
t∈I0
|t|. (4.1)
for every I0 ⊂ I and y ∈ R5.
The subluminality property obtained in [21] makes essential use of the fact that
the right hand side of the energy-flux inequality grows sublinearly in |t| in dimension
d = 3, which is no longer the case in our setting. To overcome this, we localize the
estimate in frequency.
In the frequency localized setting, the analogue of the energy flux bound must
take into account the fact that u≥N satisfies
∂ttu≥N −∆u≥N + P≥N [u3] = 0, (4.2)
in place of (NLW). In view of this, our frequency localized form of the energy-flux
bound is the following:
Lemma 4.2 (Frequency localized energy-flux bound). Suppose that u : R×R5 → R
is an almost periodic solution to (NLW) with (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) and
infN(t) ≥ 1. Then there exists Cu > 0 such that for every η ∈ (0, 1) there exists
N0 = N0(η) such that for every dyadic N < N0, x ∈ R5 and compact I0 ⊂ R, we
have ∫
I0
∫
|x−y|=|t|
|u≥N(t, y)|4dS(y)dt ≤ Cu(N−1 + η|I0|).
Proof. In the following argument, we assume that u is smooth with compact support
(so that integration by parts is justified); we note that this assumption can be
removed by standard approximation arguments. We work on the interval I+0 =
I0∩ [0,∞) and note that the proof for I0∩ (−∞, 0] is similar. Fix N > 0 and define
E(t) =
∫
|x−y|≤t
1
2
|∂tu≥N(t, x)|2 + 1
2
|∇u≥N (t, x)|2 + 1
4
|u≥N(t, x)|4dx
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for t ∈ I+0 . Differentiation in time followed by integration by parts gives
dE
dt
(t) =
∫
|x−y|=t
[
1
2
|∂tu≥N (t, x)|2 + 1
2
|∇u≥N (t, x)|2 + 1
4
|u≥N(t, x)|4
+∇u≥N(t, x)∂tu≥N (t, x) · x− y|x− y|
]
dS(x)
+
∫
|x−y|≤t
[
∂tu≥N(t, x)∂ttu≥N (t, x) + [−∆u≥N(t, x)]∂tu≥N (t, x)
+ u≥N(t, x)
3∂tu≥N (t, x)
]
dx.
Using (4.2) we get
dE
dt
(t) =
∫
|x−y|=t
[
1
2
|∂tu≥N(t, x)|2 + 1
2
|∇u≥N(t, x)|2 + 1
4
|u≥N (t, x)|4
+∇u≥N (t, x)∂tu≥N(t, x) · x− y|x− y|
]
dS(x)
+
∫
|x−y|≤t
[(
u≥N(t, x)
3 − P≥N [u(t, x)3]
)
∂tu≥N (t, x)
]
dx
≥ 1
4
∫
|x−y|=t
|u≥N(t, x)|4dx
−
∣∣∣∣ ∫
|x−y|≤t
[(
u≥N(t, x)
3 − P≥N [u(t, x)3]
)
∂tu≥N(t, x)
]
dx
∣∣∣∣. (4.3)
Our next goal is to establish the bound
‖(u≥N(t, x)3 − P≥N [u(t, x)3]) ∂tu≥N(t, x)‖L∞t L1x .u η. (4.4)
on the second term in (4.3), for N sufficiently small.
To obtain (4.4), note that using Ho¨lder and the Sobolev embedding gives
‖(u≥N(t, x)3 − P≥N [u(t, x)3]) ∂tu≥N(t, x)‖L∞t L1x
. ‖u≥N(t, x)3 − P≥N [u(t, x)3]‖L∞t L5/3x ‖∂tu≥N (t, x)‖L∞t H˙1/2x
.u ‖u≥N(t, x)3 − P≥N [u3≥N ]‖L∞t L5/3x + ‖u<N‖L5x‖u‖
2
L∞t L
5
x
(4.5)
where we have used the decomposition u = u<N + u≥N .
Now, using the almost periodicity and inf N(t) ≥ 1, we may choose N and N1
small enough so that
N < η3/2N1 and ‖(u≤N1 , ∂tu≤N1)‖L∞t (H˙3/2x ×H˙1/2x ) < η
are satisfied. Then, writing u3≥N − P≥N [u3≥N ] as P<N [u3≥N ], we use the Bernstein
and Ho¨lder inequalities and the decomposition u≥N = uN≤·<N1 + u≥N1, followed
by another instance of Bernstein’s inequality and the Sobolev embedding to obtain
(4.5) .u ‖P<N [u3≥N ]‖L∞t L5/3x + η
.u N
2/3‖u3≥N‖L∞t L15/11x + η
.u N
2/3‖u≥N‖2L∞t L5x‖u≥N‖L∞t L3x + η
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.u N
2/3(‖uN≤·<N1‖L∞t L3x + ‖u≥N1‖L∞t L3x) + η
.u N
2/3(N−2/3‖|∇|2/3uN≤·<N1‖L∞t L3x +N
−2/3
1 ‖|∇|2/3u≥N1‖L∞t L3x) + η
.u ‖uN≤·<N1‖L∞t H˙3/2x +
(
N
N1
)2/3
‖u≥N1‖L∞t H˙3/2x + η
.u η.
This completes the proof of the inequality (4.4).
Combining (4.3) with (4.4), integrating over t ∈ I0, and invoking the Fundamen-
tal Theorem of Calculus, we obtain∫
I+0
∫
|x−y|=t
|u≥N(t, x)|4dxdt
. sup
t∈I0
|E(t)| +
∫
I+0
∫
|x−y|≤|t|
∣∣∣∣(u≥N(t, x)3 − P≥N [u(t, x)3])∂tu≥N(t, x)∣∣∣∣dxdt
.u sup
t∈I0
|E(t)|+ η|I+0 |
provided that N is sufficiently small. To bound the right hand side, we use the
Bernstein inequalities, followed by Ho¨lder and the Sobolev embedding to obtain
E(t) . N−1‖(u, ∂tu)‖2L∞t (H˙3/2x ×H˙1/2x ) +N
−1‖P≥N [u(t, x)3]‖L5/3x ‖∇u≥N‖L5/2x
.u N
−1.
for every t ∈ I0, which gives the desired estimate, completing the proof of Lemma
4.2. 
In order to invoke the frequency localized energy flux bound, Lemma 4.2, in the
argument for subluminality, we must adapt the bound on concentration of potential
energy to account for the frequency localization.
Towards this end, in the remainder of this section, we let u : R× R5 → R be an
almost periodic solution to (NLW) satisfying (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) such
that inf N(t) ≥ 1.
Recall that (see, e.g. [21], [3]) there exists Cu > 0 such that for every k ≥ 1,∫
I0
∫
|x−x(t)|≤C/N(t)
|u(t, x)|4dxdt ≥ Cu
∫
I0
N(t)−1dt. (4.6)
As we noted earlier, we will need a frequency localized form of this bound. More
precisely,
Lemma 4.3 (Frequency localized potential energy concentration). Let u : R×R5 →
R be an almost periodic solution to (NLW) satisfying (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x )
such that infN(t) ≥ 1. Then there exists N0 > 0 and Cu > 0 such that for all
N ≤ N0 and k ≥ 1,∫
I0
∫
|x−x(t)|≤C/N(t)
|u≥8N(t, x)|4dxdt ≥ Cu
∫
I0
N(t)−1dt. (4.7)
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Before proceeding with the proof, we recall a consequence of almost periodicity
which will aid in estimating the error terms resulting from the frequency localization
of the potential energy.
More precisely, let u be a solution given as in Lemma 4.3. Then, by the definition
of almost periodicity along with the property inft∈[0,∞)N(t) ≥ 1, we have
lim
N→0
[
‖u≤N‖L∞t H˙3/2x + ‖P≤Nut‖L∞t H˙1/2x
]
= 0. (4.8)
Proof of Lemma 4.3. Fix N > 0. Applying (4.6) to u≥8N , we obtain[∫
I0
∫
|x−x(t)|≤C/N(t)
|u≥8N(t, x)|4dxdt
]1/4
≥
[∫
I0
∫
|x−x(t)|≤C/N(t)
|u(t, x)|4dxdt
]1/4
−
[∫
I0
∫
|x−x(t)|≤C/N(t)
|u<8N (t, x)|4dxdt
]1/4
&u Cu
∫
I0
N(t)−1dt−
[∫
I0
∫
|x−x(t)|≤C/N(t)
|u<8N (t, x)|4dxdt
]1/4
. (4.9)
It therefore suffices to estimate the space-time norm appearing in (4.9). For this,
we fix η ∈ (0, 1) to be determined later in the argument, and use Ho¨lder’s inequality
followed by the decomposition u = u<8N + u≥8N to obtain∫
I0
∫
|x−x(t)|≤C/N(t)
|u<8N(t, x)|4dxdt ≤
∫
I0
C
N(t)
‖u<8N(t, x)‖4L5xdt
.u η
∫
I0
N(t)−1dt, (4.10)
where we have used (4.8) to obtain the second inequality.
Substituting (4.10) into (4.9), we then have,∫
I0
∫
|x−x(t)|≤C/N(t)
|u≥8N (t, x)|4dxdt ≥ (Cu − ηC′u)
∫
I0
N(t)−1dt.
Choosing η small enough so that ηC′u < Cu/2 yields the bound (4.7). 
Having obtained the frequency localized energy flux bound and potential energy
concentration we now turn to the proof of the subluminality property. For this
purpose, we recall the following lemma from [21], which states that the function
x(t) can be chosen to have a certain centering property and establishes a first
relationship between the speed of x(t) and the frequency scale function N(t).
Lemma 4.4. [21] Suppose that u : R × R5 → R is an almost periodic solution to
(NLW) satisfying (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) such that inf N(t) ≥ 1.
Then there exists a constant Cu > 0 such that x(t) can be chosen to satisfy
inf
ω∈S4
∫
ω·(x−x(t))>0
||∇|3/2u(t, x)|2 + ||∇|1/2ut(t, x)|2dx ≥ 1
Cu
.
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Moreover, there exists c = cu ∈ (0, 1) such that for all τ1, τ2 ∈ R satisfying
N(τ1) ≤ N(τ2), we have
|x(τ1)− x(τ2)| ≥ |τ1 − τ2| − cN(τ1)−1 ⇒ N(τ1) ≥ c2N(τ2).
The arguments used to obtain the claims in Lemma 4.4 follow from the small
data theory and the finite speed of propagation; in particular the discussion of
Proposition 4.1 and Lemma 4.4 in [21] applies equally well to the current setting.
We are now ready to prove the main result of this section,
Theorem 4.1 (Subluminality). Suppose that u : R×R5 → R is an almost periodic
solution to (NLW) satisfying (u, ut) ∈ L∞t (H˙3/2x ×H˙1/2x ) and such that inft∈RN(t) ≥
1. Then there exists δ > 0 such that for every t, τ ∈ R with |t− τ | ≥ δ−1, we have
|x(t) − x(τ)| ≤ (1− δ)|t− τ |.
Proof. As in [21], we note that it suffices to show the following claim: there exists
A > 1 such that for every t0 ∈ R there exists t ∈ [t0, t0 +AN(t0)−1] such that
|x(t)− x(t0)| ≤ |t− t0| −A−1N(t0)−1. (4.11)
Suppose to the contrary that (4.11) failed. Then for every A > 0 there exists
t0 = t0(A) ∈ R such that
|x(t) − x(t0)| > |t− t0| −A−1N(t0)−1 (4.12)
on [t0, t0 +AN(t0)
−1].
Let c be as in Lemma 4.4, fix A > c−1, and choose t0 as in (4.12). As a first
step, we show
c2N(t0) ≤ N(t) ≤ c−2N(t0) for t ∈ [t0, t0 +AN(t0)−1]. (4.13)
To obtain (4.13), suppose first that t ∈ [t0, t0+AN(t0)−1] satisfies N(t) ≤ N(t0).
By (4.12), we then have the inequality |x(t) − x(t0)| > |t − t0| − cN(t0)−1 ≥
|t − t0| − cN(t)−1, so that Lemma 4.4 (ii) implies c2N(t0) ≤ N(t). Moreover, the
bound N(t) ≤ c−2N(t0) follows trivially from c < 1, verifying (4.13) in this case.
On the other hand, when N(t) > N(t0), the bound c
2N(t0) ≤ N(t) is immediate,
and observing that (4.12) implies |x(t) − x(t0)| > |t − t0| − cN(t0)−1, we invoke
Lemma 4.4 (ii) again to obtain N(t) ≤ c−2N(t0) as desired. Thus, (4.13) holds.
Having obtained (4.13), we now continue towards obtaining the desired contra-
diction to prove the theorem. Note that by space and time translation symmetries
it suffices to assume t0 = 0 and x(t0) = 0. We will obtain the desired contradiction
by obtaining incompatible lower and upper bounds on∫ AN(0)−1
βN(0)−1
∫
||x|−t|≤βN(0)−1
|u≥8N (t, x)|4dxdt. (4.14)
for a suitable value of β > 0 to be chosen later in the argument.
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We first obtain the lower bound on (4.14). Toward this end, we first obtain the
set inclusion
{x : |x− x(t)| ≤ C/N(t)} ⊂ {x : ∣∣|x| − t∣∣ ≤ βN(0)−1}. (4.15)
To show (4.15), we note that for t0 = 0 and x(t0) = 0, (4.12) becomes
|x(t)| > |t| −A−1N(0)−1 > |t| − cN(0)−1 for 0 ≤ t ≤ AN(0)−1.
On the other hand, (2.3) and (4.13) imply
|x(t)| ≤ |t|+ C(N(t)−1 +N(0)−1) ≤ |t|+ CN(0)−1,
and we therefore conclude that for all t ∈ [0, AN(0)−1],∣∣|x(t)| − t∣∣ .u N(0)−1. (4.16)
We now use (4.16) to observe that the inequality |x− x(t)| ≤ C/N(t) gives∣∣|x| − t∣∣ = ∣∣|x| − |x(t)|∣∣+ ∣∣|x(t)| − t∣∣
≤ |x− x(t)| + ∣∣|x(t)| − t∣∣
.u N(t)
−1 +N(0)−1
.u (c
−2 + 1)N(0)−1,
where the implied constant is independent of A. We may therefore conclude (4.15)
when β is chosen sufficiently large (independent of A). Then, invoking Lemma 4.3,
we obtain
(4.14) ≥
∫ AN(0)−1
βN(0)−1
∫
|x−x(t)|≤C/N(t)
|u≥8N(t, x)|4dxdt
&u
∫ AN(0)−1
βN(0)−1
N(t)−1dt
&u c
2(A− β)N(0)−2. (4.17)
which establishes the desired lower bound on (4.14),
We now establish the upper bound on (4.14). Using Lemma 4.2 followed by the
change of variables z = x − y in the x variable, Fubini’s theorem, and the change
of variables y′ = z + y in the y variable, we obtain
[2βN(0)−1]5(N−1 + η(A− β)N(0)−1)
&u
∫
|y|≤2βN(0)−1
∫ AN(0)−1
βN(0)−1
∫
|x−y|=t
|u≥N(t, x)|4dS(x)dtdy
&u
∫ AN(0)−1
βN(0)−1
∫
|z|=t
∫
|y′−z|≤2βN(0)−1
|u≥N(t, x)|4dy′dS(z)dt.
for N sufficiently small. Observing the inequality∫
|z|=t
χ{z:|z−y′|≤2βN(0)−1}(z)dS(z) & [βN(0)
−1]4
for t ≥ βN(0)−1 and y′ ∈ {||y′| − t| ≤ βN(0)−1}, we therefore get
(4.14) .u 2
5βN(0)−1N−1 + η25β(A − β)N(0)−2 (4.18)
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Combining the upper and lower bounds (4.18) and (4.17) for (4.14) and choosing
η sufficiently small (depending on the implicit constant and β), we then have
(A− β)N(0)−2 .u 25βN(0)−1N−1. (4.19)
Note that the implicit constant in (4.19) depends only on the a priori bound
‖(u, ut)‖L∞t (H˙3/2x ×H˙1/2x ) and the compactness modulus function, which are invari-
ant under scaling. In particular, using the scaling of the equation we may assume
that N(0) = 1. Letting A→∞ then gives the desired contradiction. 
5. Improved decay properties
The main goal of this section is to complete the proof of the following theorem,
which states that the soliton-like and low-to-high frequency cascade solutions have
finite energy.
Theorem 5.1. Assume that u : R × R5 → R is an almost periodic solution to
(NLW) with (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) and
inf
t∈I
N(t) ≥ 1.
Then (u, ut) ∈ L∞t (R; H˙1x × L2x) and, moreover, there exist β > 0 and N1 > 0 such
that
‖〈x− x(t)〉βP≤N1∇u‖L∞t L2x + ‖〈x− x(t)〉βP≤N1ut‖L∞t L2x <∞.
Theorem 5.1 will be proved by establishing a slight improvement of the decay
properties of u, in which bounds of the form (u, ut) ∈ L∞t (H˙sx × H˙s−1x ) are shown
to imply (u, ut) ∈ L∞t (H˙s−ǫx × H˙s−1−ǫx ) for ǫ > 0 sufficiently small (see Lemma
5.1 below). Theorem 5.1 is then proven by an iterative application of Lemma 5.1,
starting with the a priori bound (u, ut) ∈ L∞t (H˙scx × H˙sc−1x ).
More precisely, we obtain
Lemma 5.1. Assume that u : R × R5 → R is a global almost periodic solution to
(NLW) with (u, ut) ∈ L∞t (R; H˙3/2x × H˙1/2x ) and
inf
t∈I
N(t) ≥ 1.
Then there exist constants ǫ0, β > 0 and a dyadic number N1 > 0 such that for
any s ∈ (1, 32 ], the condition
(u, ut) ∈ L∞t (R; H˙sx × H˙s−1x )
implies
‖〈x− x(t)〉βP≤N1 |∇|s−ǫu‖L∞t L2x + ‖〈x− x(t)〉βP≤N1 |∇|s−1−ǫut‖L∞t L2x <∞ (5.1)
for every 0 < ǫ < ǫ0 satisfying s− ǫ ≥ 1.
In particular, this allows us to conclude
(u, ut) ∈ L∞t (R; H˙s−ǫx × H˙s−1−ǫx ) (5.2)
for any such ǫ.
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Proof. As in [21], we begin by observing that to prove the claim it suffices to obtain
an estimate of the form
‖P≤N1|∇|s−ǫu(0)‖L2x(BR) + ‖P≤N1 |∇|s−1−ǫut(0)‖L2x(BR) .u R−β (5.3)
for some β > 0 and all balls BR = {x : |x− x0| < R} with x0 ∈ R5 and |x0| = 3R.
Indeed, using the time and space translation symmetries to reduce the desired
estimate (5.1) to the case t = 0, x(0) = 0, a covering argument by Whitney balls
(that is, balls of the form BR) shows that (5.1) follows from (5.3).
To see that (5.2) follows from (5.1), fix ǫ ∈ (0, s− 1]. Decomposing the solution
into low and high frequencies, and using Bernstein’s inequality, we obtain
‖|∇|s−ǫu‖L∞t L2x + ‖|∇|s−1−ǫut‖L∞t L2x
≤ ‖|∇|s−ǫP≤N1u‖L∞t L2x + ‖|∇|s−1−ǫ∂tP≤N1u‖L∞t L2x
+
∑
N>N1
‖|∇|s−ǫuN‖L∞t L2x + ‖|∇|s−1−ǫ∂tuN‖L∞t L2x
. ‖|∇|s−ǫP≤N1u‖L∞t L2x + ‖|∇|s−1−ǫ∂tP≤N1u‖L∞t L2x +
∑
N>N1
Ns−ǫ−
3
2
. ‖|∇|s−ǫP≤N1u‖L∞t L2x + ‖|∇|s−1−ǫ∂tP≤N1u‖L∞t L2x + 1, (5.4)
where to obtain the second inequality we have used the a priori bound (u, ut) ∈
L∞t (H˙
3/2
x × H˙1/2x ).
Thus, in order to obtain (5.1) and (5.2), it suffices to show (5.3).
Recalling the definition of θ in (2.6), we now choose 0 < η < 2 such that θ(ξ) ≥ 12
for all |ξ| < η, and a dyadic number N1 such that N1 ≤ η2 . Let φR be given by
φR(x) = φ
(
x− x0
R
)
,
and note that N1 ≤ η2 gives supp P̂≤N1f ⊂ {ξ : |ξ| ≤ η} for f ∈ L2, and thus
‖P≤N1f‖L2x . ‖θ(i∇)P≤N1f‖L2x .
Using the Duhamel formula of Proposition 1.2 forward and backward in time,
we obtain
‖P≤N1 |∇|s−ǫu(0)‖L2x(BR) + ‖P≤N1 |∇|s−1−ǫut(0)‖L2x(BR)
. ‖θ(i∇)P≤N1 |∇|s−ǫu(0)‖2L2x(BR) + ‖θ(i∇)P≤N1 |∇|
s−1−ǫ∂tu(0)‖2L2x(BR)
. −
〈∫ ∞
0
∇ sin(−t|∇|)|∇| θ(i∇)|∇|
s−1−ǫP≤N1F (u(t))dt,
φR
∫ 0
−∞
∇ sin(−τ |∇|)|∇| θ(i∇)|∇|
s−1−ǫP≤N1F (u(τ))dτ
〉
−
〈∫ ∞
0
cos(−t|∇|)θ(i∇)|∇|s−1−ǫP≤N1F (u(t))dt,
φR
∫ 0
−∞
cos(−τ |∇|)θ(i∇)|∇|s−1−ǫP≤N1F (u(τ))dτ
〉
(5.5)
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In order to obtain bounds for the space-time integrals in (5.5), following [21], we
now define the cutoff functions ρR, σR, ρ˜R and σ˜R.
Lemma 5.2 (Specification of the cutoffs). There exists R0 > 1 such that for every
R > R0 there exist cutoff functions ρR, σR and ρ˜R, σ˜R ∈ C∞(R × R5; [0, 1]) such
that
(i) for all (t, x) ∈ R× supp φR,
sin(−t|∇|)
|∇| θ(i∇)|∇|
s−1−ǫP≤N1F (u(t))
=
sin(−t|∇|)
|∇| θ(i∇)ρR(t, x)|∇|
s−1−ǫP≤N1F (u(t))
and
cos(−t|∇|)θ(i∇)|∇|s−1−ǫP≤N1F (u(t))
= cos(−t|∇|)θ(i∇)ρR(t, x)|∇|s−1−ǫP≤N1F (u(t)),
(ii) for all (t, x) ∈ {(t, x) : t < R2 or t > 10δ R},
σR(t, x) = 1,
(iii) there exists C1 > 0 such that for all t ∈ R and δ as in Theorem 4.1,
dist (supp ρRσR(t), supp (1− ρ˜Rσ˜R(t))) ≥ C1(|t|+R)
and
dist (x(t), supp (σ˜Rρ˜R(t))) ≥ C1(|t|+ R),
(iv) there exists C2 > 0 such that
‖∇√ρRσR‖L∞t L5x ≤ C2, and ‖∇[ρR(1 − σR)]‖L∞t L5x ≤ C2,
(v) there exists C3 > 0 such that for all τ < 0 < t and x, y ∈ R5 with
(t, x), (τ, y) ∈ supp (1− σR),
|t|+ |τ |+ |x|+ |y| ≤ C3R and |t− τ | − |x− y| ≥ C3R.
Proof. Fix R0 ≥ 1 to be determined later in the argument, and let R > R0 be
given. Recall that x0 ∈ R5 is an arbitrary point satisfying |x0| = 3R.
We begin by choosing ρR such that ρR(t, x) = 1 on {(t, x) ∈ R×R5 :
∣∣|x− x0| −
|t|∣∣ ≤ 65R} and
supp ρR ⊂ {(t, x) : (1− δ106 )|t| −
6
5
R ≤ |x− x0| ≤ (1 + δ106 )|t|+ 65R},
along with the condition that for each multi-index α = (α1, · · · , α5), there exists
Cα > 0 such that
|∂αx ρR| ≤ Cα(|t|+R)−|α|.
Similarly, we choose σR such that σR = 1 on {(t, x) : t ∈ (−∞, R2 )∪(10δ R,∞) or |x−
x(t)| > δ5 (|t|+R)} and
supp σR ⊂ {(t, x) : t ∈ (−∞, R2 ) ∪ (10δ R,∞) or |x− x(t)| > δ10 (|t|+R)
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along with the derivative bound
|∂αx σR|+ |∂αx (1− σR)| ≤ Cα(|t|+R)−|α|
for each multi-index α.
Next, we choose ρ˜R such that ρ˜R = 1 on {(t, x) : dist (x, {x : x ∈ supp x ρR(t, x)}) ≤
1
10R+
δ
106 |t|}, where supp x denotes the support in x, and
supp ρ˜R ⊂ {(t, x) : (1− 3δ106 )|t| − 85R ≤ |x− x0| ≤ (1 + 3δ106 )|t|+ 85R}
along with the derivative bound
|∂αx ρ˜R| ≤ Cα(|t|+R)−|α| (5.6)
for each multi-index α.
To finish the construction, we now specify σ˜R. In particular, we choose σ˜R such
that σ˜R = 1 on {(t, x) : dist (x, supp x σR(t)) ≤ δ40 (|t|+R)} and
supp x σ˜R(t) ⊂ {x : |x− x(t)| ≥ δ20 (|t|+R)}
for each t ∈ [R2 , 10δ R], as well as the derivative bounds
|∂αx σ˜R| ≤ Cα(|t|+R)−|α| (5.7)
for each multi-index α.
The properties (i)-(v) are now easily verified: noting that supp θ̂ ⊂ {x : |xi| ≤
4, i = 1, · · · , 5}, (i) follows from the representations (2.1) and (2.2) for the linear
propagator (in particular, this is a formulation of Huygens’ principle). Properties
(ii) and (iii) then follow directly from the construction, while (iv) follows from the
derivative bounds given in the construction of each function, after a suitable change
of variables.
To conclude (v), we note supp (1−σR) ⊂ {(t, x) : |t| ∈ [R2 , 10δ R]}, and thus there
exists C > 0 such that |t| + |τ | ≤ CR for (t, x), (τ, y) ∈ supp (1 − σR). The finite
speed of propagation in the form of Lemma 2.1 then implies
|x(t)| ≤ |x(t)− x(0)|+ |x(0)| ≤ |t|+ |x(0)|+ C.
for all t ∈ R, and thus for all (t, x) ∈ supp (1− σR) we have
|x| ≤ |x− x(t)| + |x(t)| ≤ δ5 (|t|+R) + |t|+ C ≤ CR
for some C > 0, where we have used the facts R ≥ 1 and σR = 1 on {(t, x) :
|x − x(t)| > δ5 (|t| + R)}. We therefore conclude that there exists C > 0 such that
for all (t, x), (τ, y) ∈ supp (1 − σR),
|t|+ |τ |+ |x|+ |y| ≤ CR
which is the first component of (v).
To see that the second component holds, we fix R0 > max{1, δ−1} and apply
Theorem 4.1 to obtain
|t− τ | − |x− y| ≥ δ|t− τ | − |x− x(t)| − |x(τ) − y|
≥ 2δ5 R,
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where we observe that (t, x), (τ, y) ∈ supp (1−σR) with τ < 0 < t gives the bounds
|t− τ | ≥ R, |x− x(t)| ≤ δ5 (t+R) and |y − x(τ)| ≤ δ5 (−τ +R).
This completes the proof of Lemma 5.2. 
Having specified the cutoffs, we now use these functions to decompose the spatial
integration given by the inner product in (5.5), obtaining
(5.5) . −〈
∫ ∞
0
∇ sin(−t|∇|)|∇| θ(i∇)ρR(t, x)|∇|
s−1−ǫP≤N1F (u(t)),
φR
∫ 0
−∞
∇ sin(−τ |∇|)|∇| θ(i∇)ρR(t, x)|∇|
s−1−ǫP≤N1F (u(τ))〉
− 〈
∫ ∞
0
cos(−t|∇|)θ(i∇)ρR(t, x)|∇|s−1−ǫP≤N1F (u(t)),
φR
∫ 0
−∞
cos(−τ |∇|)θ(i∇)ρR(t, x)|∇|s−1−ǫP≤N1F (u(τ))〉
= −〈A+1 , φRA−1 〉 − 〈A+1 , φRA−2 〉 − 〈A+2 , φRA−1 〉 − 〈A+2 , φRA−2 〉
− 〈B+1 , φRB−1 〉 − 〈B+1 , φRB−2 〉 − 〈B+2 , φRB−1 〉 − 〈B+2 , φRB−2 〉
≤ ‖A+1 ‖L2x‖A−1 ‖L2x + ‖A+1 ‖L2x‖A−2 ‖L2x + ‖A+2 ‖L2x‖A−1 ‖L2x
+ ‖B+1 ‖L2x‖B−1 ‖L2x + ‖B+1 ‖L2x‖B−2 ‖L2x + ‖B+2 ‖L2x‖B−1 ‖L2x
+ |〈A+2 , φRA−2 〉|+ |〈B+2 , φRB−2 〉| (5.8)
where we have set
A+1 (x) :=
∫ ∞
0
∇ sin(−t|∇|)|∇| θ(i∇)ρR(t, x)σR(t, x)|∇|
s−1−ǫP≤N1F (u(t))dt,
A−1 (x) :=
∫ 0
−∞
∇ sin(−τ |∇|)|∇| θ(i∇)ρR(τ, x)σR(τ, x)|∇|
s−1−ǫP≤N1F (u(τ))dτ,
A+2 (x) :=
∫ ∞
0
∇ sin(−t|∇|)|∇| θ(i∇)ρR(t, x)(1 − σR(t, x))|∇|
s−1−ǫP≤N1F (u(t))dt,
A−2 (x) :=
∫ 0
−∞
∇ sin(−τ |∇|)|∇| θ(i∇)ρR(τ, x)(1 − σR(τ, x))|∇|
s−1−ǫP≤N1F (u(τ))dτ,
as well as
B+1 (x) :=
∫ ∞
0
cos(−t|∇|)θ(i∇)ρR(t, x)σR(t, x)|∇|s−1−ǫP≤N1F (u(t))dt,
B−1 (x) :=
∫ 0
−∞
cos(−τ |∇|)θ(i∇)ρR(τ, x)σR(τ, x)|∇|s−1−ǫP≤N1F (u(τ))dτ,
B+2 (x) :=
∫ ∞
0
cos(−t|∇|)θ(i∇)ρR(t, x)(1 − σR(t, x))|∇|s−1−ǫP≤N1F (u(t))dt,
B−2 (x) :=
∫ 0
−∞
cos(−τ |∇|)θ(i∇)ρR(τ, x)(1 − σR(τ, x))|∇|s−1−ǫP≤N1F (u(τ))dτ.
The remainder of the proof of Lemma 5.1 now consists of estimating the norms
and inner products appearing in (5.8). We accomplish this in the following three
propositions.
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Proposition 5.1. We have
max{‖A+1 ‖L2x , ‖A−1 ‖L2x , ‖B+1 ‖L2x , ‖B−1 ‖L2x} . R−1/2−β
for every β < 11000 , provided that ǫ > 0 is sufficiently small.
Proof. We argue as in [21]. We show the estimate for ‖A+1 ‖L2x and remark that the
other estimates are similar. Using the inhomogeneous Strichartz inequality and the
fractional product rule followed by Ho¨lder’s inequality, we obtain
‖A+1 ‖L2x
≤ lim
T→∞
∥∥∥∥ ∫ T
0
|∇|5/4 sin(−t|∇|)|∇| θ(i∇)ρR(t, x)σR(t, x)|∇|
s− 54−ǫP≤N1F (u(t))dt
∥∥∥∥
L2x
.
∥∥∥∇[ρR(t, x)σR(t, x)|∇|s− 54−ǫP≤N1F (u(t))]∥∥∥
L2tL
4/3
x (R×R5)
,
.
∥∥∥[∇[ρRσR]]|∇|s− 54−ǫP≤N1F (u(t))∥∥∥
L2tL
4/3
x
+ ‖ρRσR∇|∇|s− 54−ǫP≤N1F (u(t))‖L2tL4/3x
.
∥∥∥∇[ρ1/2R σ1/2R ]∥∥∥
L∞t L
5
x
‖ρ1/2R σ1/2R |∇|s−
5
4−ǫP≤N1F (u(t))‖L2tL20/11x
+ ‖ρ1/2R σ1/2R |∇|s−
1
4−ǫP≤N1F (u(t))‖L2tL4/3x (5.9)
Observing the identity F (x) = F (ρ˜Rσ˜Rx) + (1 − ρ˜R3σ˜R3)F (x), we obtain
‖A+1 ‖L2x . ‖ρ
1/2
R σ
1/2
R |∇|s−
5
4−ǫP≤N1F (ρ˜Rσ˜Ru(t))‖L2tL20/11x (5.10)
+ ‖ρ1/2R σ1/2R |∇|s−
5
4−ǫP≤N1(1− ρ˜R3σ˜R3)F (u(t))‖L2tL20/11x (5.11)
+ ‖ρ1/2R σ1/2R ∇|∇|s−
5
4−ǫP≤N1F (ρ˜Rσ˜Ru(t))‖L2tL4/3x (5.12)
+ ‖ρ1/2R σ1/2R ∇|∇|s−
5
4−ǫP≤N1(1− ρ˜R3σ˜R3)F (u(t))‖L2tL4/3x . (5.13)
The rest of the proof of Proposition 5.1 is devoted to estimating the terms (5.10)-
(5.13). To estimate (5.10) and (5.12), we perform a dyadic decomposition in time.
The advantage of this decomposition arises out of the following lemma, which allows
us to obtain uniform bounds on a localized Strichartz norm of the solution u.
Lemma 5.3. There exists R0 > 0 and C > 0 such that
‖∇(ρ˜Rσ˜Ru)‖L3t(I;L3x) ≤ C
for every R > R0 and I ⊂ R of the form I = [− 10δ R, 10δ R] or I = [T, 2T ] with
T ≥ 10δ R.
We remark that Lemma 5.3 is obtained as in Lemma 7.2 of [21] with an additional
derivative which is accounted for by choosing the space-time norm in accordance
with the Strichartz inequality. The proof is based on the small data global theory,
finite speed of propagation, and the subluminality result, Theorem 4.1, after ob-
serving that ∇ is a local operator and therefore behaves well with respect to the
finite speed of propagation.
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With Lemma 5.3 in hand, we return to the task of estimating (5.10) and (5.12).
We set T0 = 0, Tj =
10
δ R2
j−1, j ≥ 1 and use Lemma 5.2 (v) along with the Sobolev
inequality and the decomposition
ρ˜Rσ˜Ru(t) = P<8N1(ρ˜Rσ˜Ru(t)) + P≥8N1(ρ˜Rσ˜Ru(t))
to obtain
(5.10) + (5.12)
.
∞∑
j=0
‖P<N1 |∇|s−ǫ−
1
4F (ρ˜Rσ˜Ru(t))‖L2t (Ij ;L4/3x )
.
∞∑
j=0
[
‖|∇|s−ǫ− 14 [P<8N1(ρ˜Rσ˜Ru(t))]3‖L2t (Ij ;L4/3x )
+ ‖|∇|s−ǫ− 14 [P<8N1(ρ˜Rσ˜Ru(t))][P≥8N1(ρ˜Rσ˜Ru(t))]ρ˜Rσ˜Ru(t)‖L2t (Ij ;L4/3x )
+ ‖P<N1 |∇|s−ǫ−
1
4 [P≥8N1(ρ˜Rσ˜Ru(t))]
3‖
L2t(Ij ;L
4/3
x )
]
=:
∞∑
j=0
(I)j + (II)j + (III)j (5.14)
with Ij = [Tj , Tj+1]. In the interest of simplifying notation for the rest of the proof,
all Lqt norms in the subsequent argument will be on the interval Ij .
To bound (I)j , we consider two cases: s >
5
4 and s ≤ 54 . If s > 54 we use
the Ho¨lder inequality in time followed by the fractional product rule, interpolation,
(3.1), Proposition 3.1, Proposition 3.2, and the Bernstein inequalities (provided
ǫ < 7150 ) to obtain
(I)j . (2
jR)
3
14 ‖|∇|s−ǫ− 14 [P≤8N1(ρ˜Rσ˜Ru(t))]3‖L7/2t L4/3x
. (2jR)
3
14 ‖P≤8N1(ρ˜Rσ˜Ru(t))‖199/100L∞t L5x ‖P≤8N1(ρ˜Rσ˜Ru(t))‖
1/100
L∞t L
3
x
· ‖|∇|s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖6/7L3t,x‖|∇|
s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖1/7L∞t L1500/661x
.u [R(1 + 2
j)]
3
14−
199
100 (
3
8−
1
100 )(8N1)
s−ǫ− 54 (8N1)
1
150−
ǫ
7
· ‖∇(ρ˜Rσ˜Ru(t))‖6/7L3t,x‖|∇|
s−ǫ− 14 (ρ˜Rσ˜Ru(t))‖1/7
L∞t L
20
9−4ǫ
x
.u,N1 [R(1 + 2
j)]−
51
100 ‖|∇|s(ρ˜Rσ˜Ru(t))‖1/7L∞t L2x
.u,N1 [R(1 + 2
j)]−
51
100 ‖|∇|su(t)‖1/7L∞t L2x
.u,N1 [R(1 + 2
j)]−
51
100 , (5.15)
where to obtain the fourth inequality we use R ≥ 1, Lemma 5.3 and the Sobolev
embedding. Moreover, in obtaining the second to last inequality, we invoke the
fractional product rule, Sobolev embedding and the bounds (5.6) and (5.7) to obtain
the estimate
‖|∇|s(ρ˜Rσ˜Ru(t))‖L∞t L2x . ‖|∇|s(ρ˜Rσ˜R)‖L∞t L
5
s
x
‖u(t)‖
L∞t L
10
5−2s
x
+ ‖(ρ˜Rσ˜R)‖L∞t,x‖|∇|su(t)‖L∞t L2x
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. ‖|∇|su(t)‖L∞t L2x . (5.16)
It now remains to consider the case s ≤ 54 . Towards this end, fixing w ∈
(10(3+2s)15+4s , 5], we proceed in a similar manner as above: using Ho¨lder in time, fol-
lowed by the fractional product rule, interpolation, Proposition 3.1, Proposition
3.2, (3.1), and the Bernstein and Sobolev inequalities, we obtain
(I)j . (2
jR)
3(3−2s)
2(11−6s) ‖|∇|s−ǫ− 14 [P≤8N1(ρ˜Rσ˜Ru(t))]3‖L11−6st L4/3x
. (2jR)
3(3−2s)
2(11−6s) ‖P≤8N1(ρ˜Rσ˜Ru(t))‖199/100L∞t L5x ‖P≤8N1(ρ˜Rσ˜Ru(t))‖
1/100
L∞t L
3
x
· ‖|∇|s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖
3
11−6s
L3tL
σ1
x
‖|∇|s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖
2(4−3s)
11−6s
L∞t L
σ2
x
.u (2
jR)
3(3−2s)
2(11−6s)
+ 199100 (−
8(5−w)
5(12−w)
)(8N1)
2(4−3s)
11−6s (
9
4−ǫ−
5
σ2
)
· ‖|∇|s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖
3
11−6s
L3tL
σ1
x
‖|∇|s−ǫ− 14P≤8N1(ρ˜Rσ˜Ru(t))‖
2(4−3s)
11−6s
L∞t L
20
9−4ǫ
x
.u,N1 (2
jR)
3(3−2s)
2(11−6s)
+ 199100 (−
8(5−w)
5(12−w)
)
· ‖∇(ρ˜Rσ˜Ru(t))‖
3
11−6s
L3t,x
‖|∇|s(ρ˜Rσ˜Ru(t))‖
2(4−3s)
11−6s
L∞t L
2
x
.u,N1 (2
jR)
3(3−2s)
2(11−6s)
+ 199100 (−
8(5−w)
5(12−w)
)‖|∇|su(t))‖
2(4−3s)
11−6s
L∞t L
2
x
.u,N1 [R(1 + 2
j)]−
501
1000 . (5.17)
for ǫ < 1150 , where we have set
σ1 =
60
5+12s−12ǫ and σ2 =
1500(4−3s)
2689−2019s+450ǫ ,
chosen w sufficiently close to 10(3+2s)15+4s , and recalled that we have R ≥ 1. We remark
that in order to apply Bernstein in the third inequality, we have observed σ2 >
20
9−4ǫ
when ǫ < 1150 and s ≤ 54 . We also note that to obtain the fifth inequality, we used
Lemma 5.3 and (5.16).
It now remains to estimate the terms (II)j and (III)j . For this, we use Ho¨lder in
time and space, followed by interpolation and the Bernstein inequalities to obtain
(II)j + (III)j
. N
s−ǫ− 14
1 (2
jR)
1
5 ‖ρ˜Rσ˜Ru(t)‖2L∞t L5x‖P≥8N1(ρ˜Rσ˜Ru(t))‖L10/3t L20/7x
.u N
s−ǫ− 14
1 (2
jR)
1
5 ‖ρ˜Rσ˜Ru(t)‖2L∞t L5x
· ‖P≥8N1(ρ˜Rσ˜Ru(t))‖9/10L3t,x ‖P≥8N1(ρ˜Rσ˜Ru(t))‖
1/10
L∞t L
2
x
.u N
9s
10−
23
20−ǫ
1 [R(1 + 2
j)]−
23
45 ‖∇(ρ˜Rσ˜Ru(t))‖9/10L3t,x ‖|∇|
s(ρ˜Rσ˜Ru(t))‖1/10L∞t L2x
.u,N1 [R(1 + 2
j)]−
23
45 , (5.18)
where we have used (3.1) and Proposition 3.2 with w = 3 to obtain the second to
last inequality, and Lemma 5.3 and (5.16) to obtain the last inequality.
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Combining (5.15)-(5.17) and (5.18) with (5.14), we obtain
(5.10) + (5.12) .u,N1 R
− 5011000 (5.19)
whenever ǫ is sufficiently small.
We now estimate (5.11) and (5.13). Note that by the Sobolev inequality, we have
(5.11) + (5.13) . ‖ρ1/2R σ1/2R |∇|s−ǫ−
1
4P≤N1(1− ρ˜3Rσ˜3R)F (u(t))‖L2tL4/3x (5.20)
. ‖(|t|+R)−s+ǫ−1(1− ρ˜3Rσ˜3R)F (u(t))‖L2tL1x (5.21)
. ‖(|t|+R)−s+ǫ−1‖L2t ‖F (u(t))‖L∞t L1x
.u R
− 12−(s−ǫ)
.u R
− 12−β (5.22)
whenever β < s − ǫ, where we have invoked Lemma 2.3 with σ = s − ǫ − 14 ,
A = C1(|t|+R), q = 43 and p = 1. The claim follows by combining (5.19) and 5.22
and observing that for ǫ < 12 , β <
1
1000 implies β <
1
2 < s − ǫ. This completes the
proof of Proposition 5.1. 
Proposition 5.2. We have the bounds
max{‖A+2 ‖L2x , ‖A−2 ‖L2x , ‖B+2 ‖L2x , ‖B−2 ‖L2x} . R
1
2 .
Proof. The proof proceeds as in the proof of Lemma 7.4 of [21]. We show the
estimate for ‖A+2 ‖L2x and remark that the other estimates are similar. Setting IR =
[R2 ,
10R
δ ], we use the inhomogeneous Strichartz inequality followed by the fractional
product rule, Ho¨lder’s inequality, and the Sobolev and Bernstein inequalities to
obtain
‖A+2 ‖L2x ≤ limT→∞
∥∥∥∥ ∫ T
0
∇ sin(−t|∇|)|∇| ρR(t, x)(1 − σR(t, x))|∇|
s−1−ǫP≤N1F (u(t))dt
∥∥∥∥
L2x
. ‖∇[ρR(t, x)(1 − σR(t, x))|∇|s−1−ǫP≤N1F (u(t))]‖L2tL5/4x (IR×R5)
. ‖∇[ρR(t, x)(1 − σR(t, x))]‖L∞t L5x(IR×R5)‖|∇|s−1−ǫP≤N1F (u(t))‖L2tL5/3x (IR×R5)
+ ‖ρR(1− σR)‖L∞t L∞x ‖|∇|s−ǫP≤N1F (u(t))‖L2tL5/4x (IR×R5)
. ‖|∇|s−ǫP≤N1F (u(t))‖L2tL5/4x (IR×R5)
. ‖F (u(t))‖
L∞t L
5/4
x
|IR| 12
. ‖u‖3
L∞t L
15/4
x
R
1
2
. R
1
2 .
where we have used 3.1 interpolated with the a priori bound (u, ut) ∈ L∞t (H˙3/2x ×
H˙
1/2
x ) to obtain the last inequality. 
To estimate the last term in (5.8), we will make use of the following weak diffrac-
tion lemma, the proof of which we give in Appendix A. This result is the analogue
of the weak diffraction property presented in [21], adapted to the dimension d = 5
setting.
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Lemma 5.4. (Weak diffraction) Fix φ ∈ C∞(R5; [0, 1]) such that φ(x) = 1 for
|x| < 1 and φ(x) = 0 for |x| > 2. Then there exists C > 0 such that if F,G :
R × R5 → R are given along with R0, C1, C2 > 0 such that for every R ≥ R0 we
have
supp F × supp G ⊂{(
(t, x), (τ, y)
)
: |t|+ |τ |+ |x|+ |y| ≤ C1R, |t− τ | − |x− y| ≥ C2R
}
,
then for every R ≥ R0 and x0 ∈ R5 we have
|I(F,G,R)| ≤ CR−1/26‖F‖L∞t L1x‖G‖L∞t L1x (5.23)
where
I(F,G,R) :=
∫
R
∫
R
〈∇ sin(t|∇|)|∇| θ(i∇)F (t), φ(
· − x0
R
)∇ sin(τ |∇|)|∇| θ(i∇)G(τ)〉dτdt
+
∫
R
∫
R
〈cos(t|∇|)θ(i∇)F (t), φ( · − x0
R
) cos(τ |∇|)θ(i∇)G(τ)〉dτdt.
where θ is defined in (2.6).
Proposition 5.3. We have
|〈A+2 , φRA−2 〉+ 〈B+2 , φRB−2 〉| . R−β
for every β < 126 .
Proof. The proof proceeds as in the proof of Lemma 7.5 of [21]. We apply Lemma
5.4 with
F˜ (t) = ρR(t, x)(1 − σR(t, x))|∇|s−1−ǫP≤N1F (u(t)),
G(τ) = ρR(τ, x)(1 − σR(τ, x))|∇|s−1−ǫP≤N1F (u(τ)).
Note that the hypotheses of the lemma imply that F and G have the required
support. We therefore conclude
|〈A+2 , φRA−2 〉+ 〈B+2 , φRB−2 〉| . R−1/26‖F˜‖L∞t L1x‖G‖L∞t L1x
. R−1/26‖F (u)‖2L∞t L1x
. R−1/26,
where we have used the Bernstein inequality along with the condition s− 1− ǫ ≥ 0
to obtain the second inequality, and Proposition 3.1 to obtain the third inequality.
Then R ≥ 1 implies R−1/26 ≤ R−β for every β < 126 , which gives the desired result,
completing the proof of Proposition 5.3. 
We are now ready to complete the proof of Lemma 5.1. In particular, collecting
Proposition 5.1, Proposition 5.2 and Proposition 5.3, and invoking (5.8) we obtain
‖P≤N1 |∇|s−ǫu(0)‖L2x(BR) + ‖P≤N1|∇|s−1−ǫut(0)‖L2x(BR)
. 2
(
R−2(
1
2+β) + 2R−
1
2−βR
1
2 +R−β
)
. R−β/2.
whenever ǫ and β are sufficiently small, which concludes the proof of Lemma 5.1. 
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Proof of Theorem 5.1. Iteratively apply Lemma 5.1, starting with s = 3/2, to ob-
tain (u, ut) ∈ L∞t (H˙s−ǫx ×H˙s−ǫ−1x ), with ǫ sufficiently small to satisfy the hypotheses
of Lemma 5.1. The claim then follows after finitely many iterations. 
6. Proof of Theorem 1.1.
In this section we conclude the proof of Theorem 1.1 by precluding each of the
scenarios identified in Theorem 1.3. We begin with the finite time blow-up solution.
As we mentioned in the introduction, the argument used to rule out this scenario
in high dimensions d ≥ 6 in [3] is also applicable to the present case. In particular,
we outline the arguments used in the proof below.
Proposition 6.1 (Finite time blow-up solution). There is no solution u : I×R5 →
R with maximal interval of existence I satisfying the conditions of a finite time
blow-up solution as in Theorem 1.3.
Proof. We argue as in [3]; see also [4, 16, 21, 22]. Without loss of generality (using
the time translation and time reversal symmetries), suppose that sup I = 1. The
first step is to show that there exists x0 ∈ R5 such that
supp u(t), supp ut(t) ⊂ B(x0, 1− t) (6.1)
for all t ∈ I. This is accomplished by making use of the finite speed of propagation
along with the definition of almost periodicity (for details, we refer the reader to
the proof of Lemma 6.2 in [3], and the references cited therein).
We now estimate the energy, using (6.1), Ho¨lder’s inequality and the Sobolev
embedding to obtain
E(u(t), ut(t)) =
∫
|x−x0|≤1−t
1
2
|∇u(t)|2 + 1
2
|ut(t)|2 + 1
4
|u(t)|4dx
. (1− t)[‖∇u‖2
L∞t L
5/2
x
+ ‖ut‖2L∞t L5/2x + ‖u‖
4
L∞t L
5
x
]
. (1− t)‖(u, ut)‖2L∞t (H˙3/2x ×H˙1/2x )
. (1− t)
where we have used the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ). Letting t→ 1
and using the conservation of energy, we obtain
E(u(0), ut(0)) = 0,
which gives u ≡ 0, contradicting ‖u‖L6t,x =∞. 
We now turn to the two global scenarios identified in Theorem 1.3: the soliton-
like solution and the low-to-high frequency cascade solution. We remark that the
essential ingredient in precluding these scenarios is Theorem 5.1. We begin with
the soliton-like solution.
Proposition 6.2 (Soliton-like solution). There is no solution u : R × R5 → R
satisfying the conditions of a soliton-like solution as in Theorem 1.3.
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Proof. The proof proceeds as in [21]; see also Section 8 of [3]. Suppose for contra-
diction that such a solution u exists. Let T > 0 be given. Invoking [22, Lemma
2.6] (see also Lemma 8.3 of [3]), we obtain∫ T
0
∫
R5
|u(t, x)|4
|x| dxdt ≥
⌊T⌋−1∑
i=0
∫ i+1
i
∫
|x−x(t)|≤R
|u(t, x)|4
|x| dxdt
≥
⌊T⌋−1∑
i=0
1
C′ + i
∫ i+1
i
∫
|x−x(t)|≤R
|u(t, x)|4dxdt
≥ c log
(
C′ + ⌊T ⌋
C′
)
.
On the other hand, the Morawetz estimate∫ T
0
∫
R5
|u(t, x)|4
|x| dxdt . E(u0, u1)
gives
log
(
C′ + ⌊T ⌋
C′
)
. ‖(u, ut)‖2L∞t (H˙1x×L2x) + ‖u‖
4
L∞t L
4
x
. ‖(u, ut)‖2L∞t (H˙1x×L2x) + ‖u‖
5/8
L∞t L
5
x
‖u‖3/8L∞t L3x
. 1,
where we have used Theorem 5.1 and (3.1) to see the finiteness of the right hand
side. Taking T →∞, we obtain a contradiction as desired. 
To conclude, it therefore suffices to rule out the low-to-high frequency cascade
solution of Theorem 1.3. For this, we first recall that for any almost periodic
solution u to (NLW), the compactness characterization (1.4) of almost periodicity
implies that there exists c(η) > 0 such that∫
|ξ|≤c(η)N(t)
||ξ|3/2uˆ(t, ξ)|2 + ||ξ|1/2uˆt(t, ξ)|2dξ < η (6.2)
(see for instance, Remark 3.4 of [3] and (8.1) in [21]). We then have
Proposition 6.3 (Low-to-high frequency cascade solution). There is no solution
u : R×R5 → R satisfying the conditions of a low-to-high frequency cascade solution
as in Theorem 1.3.
Proof. We proceed as in [21]; see also Section 9 of [3]. Assuming for contradiction
that such a u existed, we choose a sequence {tn} such that tn →∞ and N(tn)→∞
as n→∞. Fix η > 0, choose c(η) as in (6.2), and fix a dyadic number M ∈ (0, 12 ).
Suppose that n is large enough to ensure M < c(η)N(tn). We may then write
u≤c(η)N(tn)(tn) = u≤M (tn) + uM<·≤c(η)N(tn)(tn),
so that by applying the Bernstein inequalities, Ho¨lder’s inequality, and (6.2), we
obtain
‖∇u≤c(η)N(tn)(tn)‖L2x ≤ ‖∇u≤M (tn)‖L2x + ‖∇uM<·≤c(η)N(tn)‖L2x
.M
5β
6 ‖∇u≤M (tn)‖
L
6
3+β
x
+M−1/2‖|∇|3/2u≤c(η)N(tn)(tn)‖L2x
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.M
5β
6 ‖〈x− x(t)〉β∇u≤1‖L∞t L2x‖〈x− x(t)〉−β‖L∞t L6/βx +M
−1/2η
.M
5β
6 +M−1/2η, (6.3)
where we have invoked Theorem 5.1 and noted that
‖〈x− x(t)〉−β‖
L
6/β
x
=
(∫
R5
〈x− x(t)〉−6dx
)β/6
<∞
for any t ∈ R to obtain the last inequality.
On the other hand, the Bernstein inequalities may also be applied to the high
frequency portion of u(tn), giving
‖∇u>c(η)N(tn)(tn)‖L2x . [c(η)N(tn)]−1/2‖|∇|3/2u>c(η)N(tn)(tn)‖L2x
. [c(η)N(tn)]
−1/2‖|∇|3/2u‖L∞t L2x
. [c(η)N(tn)]
−1/2 (6.4)
where we have used the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ). Combining
(6.3) and (6.4) then gives the bound
‖∇u(tn)‖L2x ≤M
5β
6 +M−1/2η + [c(η)N(tn)]
−1/2. (6.5)
Repeating these arguments for ut(tn), we obtain
‖P≤c(η)N(tn)ut(tn)‖L2x .M
5β
6 +M−1/2η
and
‖P>c(η)N(tn)ut(tn)‖L2x . [c(η)N(tn)]−1/2,
and we therefore obtain
‖ut(tn)‖L2x ≤M
5β
6 +M−1/2η + [c(η)N(tn)]
−1/2. (6.6)
We now estimate the potential energy. For this, we note that the Sobolev em-
bedding followed by interpolation gives
‖u(tn)‖L4x ≤ ‖|∇|5/4u(tn)‖L2x
. ‖∇u(tn)‖1/2L2x ‖|∇|
3/2u(tn)‖1/2L2x
.
(
M
5β
6 +M−1/2η + [c(η)N(tn)]
−1/2
)1/2
, (6.7)
where we have again used the a priori bound (u, ut) ∈ L∞t (H˙3/2x × H˙1/2x ).
Combining (6.5), (6.6) and (6.7), we obtain
E(u0, u1) = E(u(tn), ut(tn)) . ω + ω
1/2, (6.8)
where
ω =M
5β
6 +M−1/2η + [c(η)N(tn)]
−1/2.
Recall that (6.8) holds for all n sufficiently large (depending on M and η). Fixing
M and η, we now let n→∞ to obtain
E(u0, u1) .M
5β
6 +M−1/2η +
(
M
5β
6 +M−1/2η
)1/2
.
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We now let η → 0 followed by M → 0 to conclude E(u0, u1) = 0 and thus u ≡ 0,
contradicting ‖u‖L6t,x =∞. 
Appendix A. Proof of Lemma 5.4.
In this appendix, we prove the weak diffraction result, Lemma 5.4, which is used
in the proof of Proposition 5.3.
Proof. We argue as in Proposition 2.6 of [21]. To prove the lemma, we decompose
the integral I(F,G,R) into the sum of five terms, each of which will be estimated
individually. Toward this end, we use the Plancherel theorem and the identity
φ̂( ·−x0R )(ξ) = R
5e−ix0·ξφˆ(Rξ) to write∫
〈∇ sin(t|∇|)|∇| θ(i∇)F (t), φ(
· − x0
R
)∇ sin(τ |∇|)|∇| θ(i∇)G(τ)〉dτdt
=
∫
〈(iξ) sin(t|ξ|)|ξ| θ(ξ)Fˆ (t, ξ),
̂
φ
( · − x0
R
)
∗ (i · ) sin(τ | · |)| · | θ(·)Gˆ(τ)〉dτdt
=
∫
R5 sin(t|ξ|) sin(τ |η|)θ(ξ)θ(η) ξ · η|ξ||η|
· e−ix0·R(ξ−η)φ̂(R(ξ − η))Fˆ (t, ξ)Gˆ(t, η)dηdξdτdt.
Summing this with a corresponding identity for the operator cos(t|∇|) and using
the changes of variables ξ 7→ 2ξ + η, η 7→ η − ξ, we find
I(F,G,R) =
∫
R5
(
cos(t|ξ| − τ |η|)− sin(t|ξ|) sin(τ |η|)(1 − ξ · η|ξ||η| )
)
· θ(ξ)θ(η)e−ix0·R(ξ−η)φ̂(R(ξ − η))Fˆ (t, ξ)Gˆ(τ, η)dηdξdτdt
=
∫
R5
2
(
Re[ei(t|ξ|−τ |η|)](1 +
ξ · η
|ξ||η| ) + Re[e
i(t|ξ|+τ |η|)](1− ξ · η|ξ||η| )
)
· θ(ξ)θ(η)e−ix0·R(ξ−η)φ̂(R(ξ − η))Fˆ (t, ξ)Gˆ(τ, η)dηdξdτdt
= (I) + (II) + (III) + (IV ) + (V ),
where we have set
(I) =
∫
24R5A(t, τ, µ, ν)φ(R11/25µ)Fˆ (t, µ+ ν)Gˆ(τ, µ− ν)dµdνdτdt,
(II) =
∫
24R5A1(t, τ, µ, ν)(1 − φ(R11/25µ))φ(R12/25ν)Fˆ (t, µ+ ν)Gˆ(τ, µ− ν)dµdνdτdt,
(III) =
∫
{(t,τ,µ,ν):|t+τ |≤R25/26}
24R5A2(t, τ, µ, ν)(1 − φ(R11/25µ))φ(R12/25ν)
Fˆ (t, µ+ ν)Gˆ(τ, µ− ν)dµdνdτdt,
(IV ) =
∫
{(t,τ,µ,ν):|t+τ |>R25/26}
24R5A2(t, τ, µ, ν)(1 − φ(R11/25µ))φ(R12/25ν)
Fˆ (t, µ+ ν)Gˆ(τ, µ− ν)dµdνdτdt,
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(V ) =
∫
24R5A(t, τ, µ, ν)(1 − φ(R11/25µ))(1− φ(R12/25ν))
Fˆ (t, µ+ ν)Gˆ(τ, µ− ν)dµdνdτdt,
and
A(t, τ, µ, ν) := A1(t, τ, µ, ν) +A2(t, τ, µ, ν),
A1(t, τ, µ, ν) := Re[e
i(t|µ+ν|−τ |µ−ν|)](1 +
(µ+ ν) · (µ− ν)
|µ+ ν||µ− ν| )
θ(µ+ ν)θ(µ − ν)e−ix0·2Rν φ̂(R(2ν)),
A2(t, τ, µ, ν) := Re[e
i(t|µ+ν|+τ |µ−ν|)](1− (µ+ ν) · (µ− ν)|µ+ ν||µ− ν| )
θ(µ+ ν)θ(µ − ν)e−ix0·2Rν φ̂(R(2ν)).
It now remains to estimate the terms (I)-(V ). For notational convenience, we
set
X1 := {t : supp F ∩ ({t} × R5) 6= ∅} × {τ : supp G ∩ ({τ} × R5) 6= ∅},
X := X1 × R5 × R5,
and note that the hypotheses of the lemma imply |X1| ≤ (2C1R)2.
To estimate (I), we use the change of variables µ 7→ R−11/25µ and ν 7→ R−1ν to
obtain
|(I)| ≤
∫
X
R5‖F‖L∞t L1x‖G‖L∞t L1x |A(t, τ, µ, ν)| |φ(R11/25µ)|dµdνdτdt
≤
∫
X
R5‖F‖L∞t L1x‖G‖L∞t L1x |φˆ(2Rν)| |φ(R11/25µ)|dµdνdτdt
=
∫
X
R−11/5|φˆ(ν)|φ(µ)‖F‖L∞t L1x‖G‖L∞t L1xdµdνdτdt
. R−11/5|X1| ‖F‖L∞t L1x‖G‖L∞t L1x
. R−1/5‖F‖L∞t L1x‖G‖L∞t L1x ,
where to obtain the fourth line we have used φ ∈ C∞c and the bound∫
R5
|φˆ(ν)|dν ≤ C
(∫
|ν|≤1
1
|ν|4 dν +
∫
|ν|>1
1
|ν|6 dν
)
<∞, (A.1)
which follows from the observation that φ ∈ C∞c allows us to choose constants
Cm > 0 such that
|φˆ(ξ)| ≤ Cm|ξ|−m (A.2)
for every m ≥ 1.
To estimate (II), we write A1(t, τ, µ, ν) as the sum of two terms and estimate
the resulting oscillatory integrals. More precisely, we obtain
|(II)| =
∣∣∣∣ ∫ F (t, x)G(τ, y)(∫ 24R5eix·(µ+ν)−iy·(µ−ν)A1(t, τ, µ, ν)
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· (1 − φ(R11/25µ))φ(R12/25ν)dµdν
)
dxdydτdt
∣∣∣∣
.
∣∣∣∣ ∫ F (t, x)G(τ, y)(∫ eiRϕ1(µ,ν)ψ(µ, ν)dµdν)dxdydτdt∣∣∣∣
+
∣∣∣∣ ∫ F (t, x)G(τ, y)(∫ eiRϕ−1(µ,ν)ψ(µ, ν)dµdν)dxdydτdt∣∣∣∣
.
∫
R5×R5×X1
|F (t, x)||G(τ, y)|R−74/25dxdydtdτ
. R−74/25|X1| ‖F‖L∞t L1x‖G‖L∞t L1x
. R−24/25‖F‖L∞t L1x‖G‖L∞t L1x , (A.3)
where we have used the oscillatory integral estimate∣∣∣∣∫ eiRϕσ(µ,ν)ψ(µ, ν)dµdν∣∣∣∣ . R−74/25, (A.4)
for σ = ±1, with
ϕσ =
1
R
[σ(t|µ+ ν| − τ |µ− ν|) + µ · (x− y) + ν · (x+ y)],
ψ = (1− φ(R11/25µ))φ(R12/25ν)R5
e−ix0·2Rν φˆ(2Rν)θ(µ+ ν)θ(µ− ν)
(
1 +
(µ+ ν) · (µ− ν)
|µ+ ν||µ− ν|
)
.
To establish (A.4), let (µ, ν, τ, t) be a given point in the support of the integrand.
We first show that
∣∣∣ µ|µ| · ∇µϕ∣∣∣ is bounded away from zero. Indeed, using Cauchy-
Schwarz followed by the inequality
√
1− |ν|2|µ+ν|2 ≤ µ·(µ±ν)|µ||µ±ν (which follows from
|µ| ≥ R−11/25 and |ν| ≤ 2R−12/25), we obtain∣∣∣∣ µ|µ| · ∇µϕ
∣∣∣∣ = ∣∣∣∣ t− τR − t− τR + µ|µ| ·
[
σt(µ+ ν)
R|µ+ ν| −
στ(µ − ν)
R|µ− ν| +
(x− y)
R
]∣∣∣∣
≥ C2 − C1max
{
1− µ · (µ+ ν)|µ||µ+ ν| , 1−
µ · (µ− ν)
|µ||µ− ν|
}
≥ C2 − C1
(
1−
√
1− |ν|
2
|µ+ ν|2
)
≥ C2 − C1|ν|
2
|µ+ ν|2
≥ C2 − 2C1R
−24/25
(R−11/25 − 2R−12/25)2
& 1,
provided R is chosen sufficiently large.
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We now set a =
(
µ
|µ| · ∇µϕ
)−1
µ
|µ| . Observing the identity e
iRϕ = R−6(a ·
i∇µ)6eiRϕ and integrating by parts, we obtain∣∣∣∣∫ eiRϕσ(µ,ν)ψ(µ, ν)dµdν∣∣∣∣ . R−12/5 sup
|ν|≤2R−12/25
∣∣∣∣ ∫ eiRϕψdµ∣∣∣∣
. R−42/5 sup
|ν|≤2R−12/25
∫
|(∇µ · a)6ψ|dµ
. R−42/5
∫
|µ|≥R−11/25
R5|µ|−6dµ
. R−74/25 (A.5)
which establishes (A.4) as desired, where we have used the estimate
sup
ν
|(i∇µ · a)6ψ| ≤ CR5|µ|−6.
We now turn to the estimate of (III). To estimate this term, we begin by
observing that for R sufficiently large, the conditions |µ| > R−11/25 and |ν| <
2R−12/25 give |µ| > 2|ν|. We therefore obtain
|(III)| . R5
∫
R5×R5×S
|ν|2
|µ|2 θ(µ+ ν)|φˆ(2Rν)|‖F‖L∞t L1x‖G‖L∞t L1xdµdνdτdt
. R5‖F‖L∞t L1x‖G‖L∞t L1x
∫
R5×S
|ν|2|φˆ(2Rν)|dνdτdt
. R−2‖F‖L∞t L1x‖G‖L∞t L1x |S|
. R−1/26‖F‖L∞t L1x‖G‖L∞t L1x
with
S := (X1 ∩ {(t, τ) : |t+ τ | ≤ R25/26}),
where for the first inequality we have used the bound
1− (µ+ ν) · (µ− ν)|µ+ ν||µ− ν| ≤
C|ν|2
|µ|2
on the support of (1 − φ(R11/25µ))φ(R12/25ν), while for the second and third in-
equalities we have used the bounds∫
R5
θ(µ+ ν)
|µ|2 dµ =
∫
|µ|<1
|µ|−2dµ+
∫
|µ|≥1
θ(µ+ ν)dµ ≤ C + ‖θ‖L1 <∞
and ∫
R5
|ν|2|φˆ(2Rν)|dν = R−7
∫
R5
|ν|2|φˆ(2ν)|dν
≤ R−7(‖φ‖L1
∫
|ν|<1
|ν|2dν + C
∫
|ν|≥1
|2ν|−6dν)
≤ CR−7,
respectively.
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To estimate (IV ), we proceed similarly to our estimate of (II) above, writing
A2(t, τ, µ, ν) as the sum of two terms and estimating the resulting oscillatory inte-
grals. More precisely, we obtain
|(IV )| .
∣∣∣∣ ∫ F (t, x)G(τ, y)(∫ eiϕ˜1(µ,ν)ψ˜(µ, ν)
· R5e−ix0·2Rν φˆ(2Rν)φ(R12/25ν)dµdν
)
dxdydτdt
∣∣∣∣
+
∣∣∣∣ ∫ F (t, x)G(τ, y)(∫ eiϕ˜−1(µ,ν)ψ˜(µ, ν)
· R5e−ix0·2Rν φˆ(2Rν)φ(R12/25ν)dµdν
)
dxdydτdt
∣∣∣∣
.
∫
R5×R5×X1
|F (t, x)||G(τ, y)|R−129/52dxdydtdτ
. ‖F‖L∞t L1x‖G‖L∞t L1xR−129/52|X1|
. ‖F‖L∞t L1x‖G‖L∞t L1xR−25/52.
where we have used the oscillatory integral estimate∫ (∫
eiϕ˜σ ψ˜dµ
)
R5e−ix0·2Rν φˆ(2Rν)φ(R12/25ν)dν . R−129/52 (A.6)
for σ ∈ {−1, 1} and
ϕ˜σ = σ(t|µ+ ν|+ τ |µ− ν|) + µ(x− y) + ν(x+ y),
ψ˜ = θ(µ+ ν)θ(µ − ν)
(
1− (µ+ ν) · (µ− ν)|µ+ ν||µ− ν|
)
(1− φ(R11/25µ)).
To obtain (A.6), we write the left hand side of (A.6) as
10∑
j=1
∫ (∫
eiϕ˜σ ψ˜ηj(µ)dµ
)
R5e−ix0·2Rν φˆ(2Rν)φ(R12/25ν)dν.
where the functions ηj form a partition of unity subordinate to the open cover
{max{|µi| : i 6= k} < 25
12
µk}, {max{|µi| : i 6= k} < −25
12
µk}
for k = 1, · · · 5.
We consider the j = 1 term and note that by symmetry one may estimate the
other terms in a similar manner. Invoking the Van der Corput lemma, we bound
the modulus of the left hand side of (A.6) by∫
R5|φˆ(2Rν)| |φ(R12/25ν)|
∣∣∣∣∫ (∫ eiϕ˜σ ψ˜η1dµ1) dµ2 · · · dµ5∣∣∣∣ dν
.
∫
R5
∫
Y×[0,∞)
(
µ5
|t+ τ |
)1/2
R5|φˆ(2Rν)| |φ(R12/25ν)|
·
(
‖ψ˜‖L∞µ1 + ‖∂µ1 ψ˜‖L1µ1
)
dµ2 · · · dµ5dν
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.
∫
R5
∫
Y×[0,∞)
( |ν|2
|t+ τ |1/2
)
R5|φˆ(2Rν)| |φ(R12/25ν)|(
1
〈µ5〉8 (2µ
3/2
5 + µ
5/2
5 )
)
dµ2 · · · dµ5dν
. R−129/52,
with Y = {(µ2, µ3, µ4) : |µi| ≤ µ5}, where to obtain the second inequality we have
observed that for every (µ, ν) in the support of the integrand and (t, τ) ∈ X1, we
have the inequalities |µ|2 − |µ1|2 ∼ |µ|2 and |µ| ∼ µ5, as well as∣∣∣∣∂2µ1 ϕ˜σ − σ · (t+ τ) |µ|2 − µ21|µ|3
∣∣∣∣ ≤ CR1−1/25|µ| .
and for R sufficiently large,
|∂2µ1 ϕ˜σ| ≥ |(t+ τ)
|µ|2 − µ21
|µ|3 | −
∣∣∣∣∂2µ1 ϕ˜σ − σ · (t+ τ) |µ|2 − µ21|µ|3
∣∣∣∣
≥ |(t+ τ) |µ|
2 − µ21
|µ|3 | −
CR1−1/25
|µ|
≥ |t+ τ |
µ5
− CR
−1/650|t+ τ |
µ5
≥ |t+ τ |
2µ5
,
and to obtain the last inequality we have recalled that 1
|t+τ |1/2
≤ 1
R25/52
on the
domain of integration.
It remains to estimate (V ), for which we proceed as in (I). In particular, we
observe that by (A.2), we have the inequality |φˆ(2Rν)| ≤ C|2Rν|−9, from which we
obtain the bound
|(V )| .
∫
X
R5|A(t, τ, µ, ν)|(1 − φ(R11/25µ))(1 − φ(R12/25ν))
‖F‖L∞t L1x‖G‖L∞t L1xdµdνdτdt
.
∫
X
R5θ(µ+ ν)|φˆ(2Rν)|(1 − φ(R12/25ν))‖F‖L∞t L1x‖G‖L∞t L1xdµdνdτdt
. ‖θ‖L1‖F‖L∞t L1x‖G‖L∞t L1x
∫
X∩{ν>R−12/25}
R−4|ν|−9dνdτdt
. ‖θ‖L1‖F‖L∞t L1x‖G‖L∞t L1xR−52/25|X1|
. ‖F‖L∞t L1x‖G‖L∞t L1xR−2/25.
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