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Abstract
The Schrodinger equation is nearly a century old, yet we are still in the midst of uncovering
the remarkable phenomena emerging in many-body quantum systems. From superconduc-
tivity to anyonic quasiparticles, nature consistently surprises with its rich self-organization.
To elucidate and grasp this variety, it is paramount to understand the phases of matter
that can occur in many-body ground states, as well as their emergent collective excitations.
Of particular interest are topological phases of matter, characterized by exotic excita-
tions or edge phenomena. There exist by now several universal frameworks for gapped
systems, i.e., those with an energy gap above the ground state. However, in the last
decade, a multitude of gapless quantum wires|eectively one-dimensional systems|have
been reported to be topologically non-trivial. A framework for their understanding and
classication is missing. In addition to ground state order|topological or otherwise|a
more complete picture involves the properties of excitations above the ground state. Alas,
little is known about excitations beyond the universal low-energy regime. In part, this is
due to a lack of analytical and numerical methods able to describe excitations at nite
energies, especially in strongly-interacting systems beyond one dimension.
In this thesis, we address these issues: rstly, we build a general understanding of topo-
logical phases in one dimension, including both gapped and gapless cases. In particular,
we unify previously studied examples into a single framework. Secondly, we develop a
novel numerical method for obtaining spectral functions in two dimensions|these give di-
rect insight into the properties of excitations and are moreover experimentally measurable.
Using this numerical method, we uncover a variety of robust properties of excitations at
nite energies.
Part I of this thesis concerns gapped and gapless topological phases in one dimension.
In Chapter 2, we rst treat the case of non-interacting fermions. Therein, we review the
known classication of gapped phases before extending it to the gapless case, showing that
exponentially-localized Majorana zero modes can still emerge at the edge when the bulk is
gapless. Interacting gapped phases are discussed in Chapter 3, with a focus on symmetry-
protected topological order. These have already been classied; our contribution is to
provide a non-technical review of this classication as well as showing that many paradig-
matic model Hamiltonians can be related to one another. Finally, Chapter 4 introduces
the notion of symmetry-enriched quantum criticality, which we propose as a framework
for classifying gapless phases. The key message is that in the presence of symmetries, a
universality class can divide into distinct phases, characterized by the symmetry action on
the low-energy scaling operators. This includes gapless topological phases, with examples
hiding in plain sight; we clarify their stability and reinterpret previously studied examples.
Part II studies the excitations above the ground states of two-dimensional quantum spin
models. The main object of our study is the dynamic spin structure factor; this type of
spectral function is reviewed in the rst part of Chapter 5. The second part of this chapter
introduces a novel matrix-product-state-based algorithm to eciently compute it, opening
a new window on the dynamics of two-dimensional quantum systems. We benchmark this
numerical method in Chapter 6 on the exactly-solvable Kitaev model|a paradigmatic
topological model realizing a quantum spin liquid. By adding non-integrable Heisenberg
perturbations, we identify the rst unequivocal theoretical realization of a proximate spin
liquid: the ground state becomes conventionally ordered, yet the high-energy spectral
properties are structurally similar to those of the nearby Kitaev spin liquid. The lat-
i
ter agrees with aspects of recent inelastic neutron scattering experiments on -RuCl3.
In Chapter 7, we turn to one of the oldest models in many-body quantum physics: the
spin-1=2 Heisenberg antiferromagnet on the square lattice. Despite its venerable his-
tory, there is still disagreement about the physical origin of high-energy spectral features
which low-order spin wave theory cannot account for. We provide a simple picture for
this strongly-interacting-magnon feature by connecting it to a simple Ising limit. Lastly,
Chapter 8 discusses the stability of quasiparticles|collective excitations behaving like a
single emergent entity, of which magnons are a prime example. These are often known to
be stable at the lowest energies and are presumed to decay whenever this is seemingly al-
lowed by energy and momentum conservation. However, we show that strong interactions
can prevent this from happening. We numerically conrm this principle of avoided decay
in the (slightly-detuned) Heisenberg antiferromagnet on the triangular lattice. Moreover,
we can even identify its ngerprints in existing experimental data on Ba3CoSb2O9 and
superuid helium.
In this thesis, we thus enlarge our understanding of quantum phases and their excita-
tions. The identication of the key principles of gapless topological phases in one dimen-
sion calls for direct analogues in higher dimensions, waiting to be uncovered. With regard
to the robust properties of the excitations identied in this thesis, we are hopeful that




Die Schrodingergleichung ist fast ein Jahrhundert alt, aber wir sind immer noch dabei, die
bemerkenswerten Phanomene aufzudecken, die in Vielkorperquantensystemen auftreten.
Von der Supraleitung bis zu anyonischen Quasiteilchen uberrascht die Natur immer wieder
mit ihrer reichen Selbstorganisation. Um diese Vielfalt zu erfassen, ist es von groter
Bedeutung, die Phasen der Materie zu verstehen, die in Grundzustanden von Vielkorper-
systemen auftreten konnen, sowie ihre Anregungen zu studieren.
Von besonderem Interesse sind topologische Phasen der Materie, die durch exotische
Anregungen oder Randphanomene gekennzeichnet sind. Mittlerweile existieren mehrere
universelle Beschreibungen fur Systeme mit Energielucke uber dem Grundzustand. Im
letzten Jahrzehnt wurde jedoch uber eine Vielzahl eindimensionaler masseloser Systeme
berichtet, die topologisch nicht trivial zu sein scheinen. Ein allgemeines Modell fur ihr
Verstandnis und ihre Klassizierung ist noch nicht vorhanden. Zusatzlich zur Ordnung
des Grundzustandes|topologisch oder anderweitig|sollte eine vollstandige Charakter-
isierung die Eigenschaften von Anregungen uber dem Grundzustand beinhalten. Uber
Anregungen jenseits des universellen Niedrigenergieregimes ist leider wenig bekannt. Dies
ist zum Teil auf den Mangel an analytischen und numerischen Methoden zuruckzufuhren,
mit denen Anregungen bei endlichen Energien beschrieben werden konnen, insbesondere
in stark wechselwirkenden Systemen jenseits einer Dimension.
In dieser Arbeit werden diese Fragen behandelt: Zunachst wird ein allgemeines Verstand-
nis der topologischen Phasen in einer Dimension einschlielich Systemen mit und ohne
Energielucke erarbeitet. Insbesondere vereinen wir zuvor untersuchte Beispiele in einem
einheitlichen konzeptionellen Rahmen. Zweitens entwickeln wir eine neuartige numerische
Methode, um Spektralfunktionen in zwei Dimensionen zu erhalten|diese geben einen
direkten Einblick in die Eigenschaften von Anregungen und sind daruber hinaus exper-
imentell messbar. Mit dieser numerischen Methode decken wir eine Vielzahl robuster
Eigenschaften von Anregungen bei endlichen Energien auf.
Teil I dieser Arbeit befasst sich mit topologisch geordneten Phasen in einer Dimension
mit und ohne Energielucke. In Kapitel 2 behandeln wir zunachst den Fall nicht wechsel-
wirkender Fermionen. Darin uberprufen wir die bekannte Klassizierung von Phasen mit
Energielucke, bevor wir sie auf den masselosen Fall ubertragen. Dabei zeigen wir, dass im-
mer noch exponentiell lokalisierte Majorana-Nullmoden am Rand auftreten konnen, selbst
ohne Energielucke. Wechselwirkende Phasen mit Energielucken werden in Kapitel 3 disku-
tiert, wobei der Schwerpunkt auf symmetriegeschutzten topologischen Phasen liegt. Diese
wurden bereits klassiziert; Unser Beitrag besteht darin, eine nicht-technische Ubersicht
uber diese Klassikation zu geben und zu zeigen, dass viele paradigmatische Modell-
Hamiltonians miteinander verwandt sein konnen. Schlielich wird Kapitel 4 der Begri
der mit Symmetrie angereicherten Quantenkritikalitat eingefuhrt, den wir als Rahmen fur
die Klassizierung luckenloser Phasen vorschlagen. Die Kernaussage ist, dass bei Vorhan-
densein von Symmetrien eine Universalitatsklasse in verschiedene Phasen unterteilt wer-
den kann, die durch die Symmetriewirkung auf die Niedrigenergie-Skalierungsoperatoren
gekennzeichnet sind. Dies schliet luckenlose topologische Phasen ein; Wir demonstrieren
ihre Stabilitat und interpretieren zuvor untersuchte Beispiele neu.
Teil II untersucht die Anregungen uber den Grundzustanden zweidimensionaler Quan-
tenspinmodelle. Das Hauptziel unserer Studie ist der dynamische Spinstrukturfaktor;
Diese Art der Spektralfunktion wird im ersten Teil von Kapitel 5 besprochen. Im zweiten
iii
Teil dieses Kapitels wird ein neuartiger Algorithmus vorgestellt, der auf Matrix-Produkt-
Zustanden basiert, um die Spektralfunktion ezient zu berechnen. Dadurch wird ein
neues Fenster zur Dynamik zweidimensionaler Quantensysteme geonet. Wir vergle-
ichen diese numerische Methode in Kapitel 6 mit dem exakt losbaren Kitaev-Modell|
einem paradigmatischen topologischen Modell, das ein Quanten Spin Liquid darstellt.
Indem wir nichtintegrierbare Heisenberg-Storungen hinzufugen, identizieren wir die er-
ste eindeutige theoretische Realisierung eines Proximate Spin Liquid: Der Grundzustand
wird konventionell geordnet, die hochenergetischen spektralen Eigenschaften sind jedoch
strukturell denen des nahen Kitaev Spin Liquid ahnlich. Letzteres stimmt mit Aspekten
kurzlich durchgefuhrter inelastischer Neutronenstreuungsexperimente an -RuCl3 uberein.
In Kapitel 7 wenden wir uns einem der altesten Modelle der Vielkorperquantenphysik
zu: dem Spin-Heisenberg-Antiferromagneten auf dem Quadratgitter. Trotz seiner langen
Geschichte gibt es immer noch Uneinigkeit uber die physikalische Herkunft von hochener-
getischen Spektralmerkmalen, die die Spinwellentheorie niedriger Ordnung nicht erklaren
kann. Wir liefern ein einfaches Bild fur diese stark wechselwirkende Magnonen, indem
wir sie mit einem einfachen Ising-Modell verbinden. Schlielich wird in Kapitel 8 die
Stabilitat von Quasiteilchen erortert|kollektive Erregungen, die sich wie eine einzelne
emergente Einheit verhalten, wofur Magnonen ein Paradebeispiel sind. Es ist oft bekannt,
dass diese bei den niedrigsten Energien stabil sind, und es wird angenommen, dass sie
zerfallen, wenn dies durch Energie- und Impulserhaltung moglich ist. Wir zeigen jedoch,
dass starke Wechselwirkungen dies verhindern konnen. Wir bestatigen numerisch dieses
Prinzip des vermiedenen Zerfalls im (leicht gestorten) Heisenberg-Antiferromagneten auf
dem Dreiecksgitter. Daruber hinaus identizieren wir Hinweise auf derart vermiedene Zer-
fallsprozesse in vorhandenen experimentellen Daten uber Ba3CoSb2O9 und superuides
Helium.
Somit erweitern wir mit dieser Arbeit das Verstandnis der Quantenphasen und ihrer An-
regungen. Nachdem wir die grundlegenden Prinzipien luckenloser topologischer Phasen
in einer Dimension identiziert haben, bieten es sich an, analoge Phanomene in hoheren
Dimensionen zu untersuchen. In Bezug auf die robusten Eigenschaften der Anregun-
gen, die in dieser Arbeit identiziert wurden, hoen wir, dass diese zu einer Theorie der
Quasiteilchen-Eigenschaften erweitert werden konnen, die auch jenseits vom universellen
Niedrigenergie-Regime gultig ist.
iv
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Phases of quantum matter are a fascinating instance of emergence|novel collective phe-
nomena arising from the interplay of many smaller constituents. In his seminal piece on
how \more is dierent" [1], Anderson illustrated the challenge posed by such quantum
phases, noting the 30 years it took to explain superconductivity after all the fundamental
laws and experiments were in. It is time well spent, however, since such emergent principles
are arguably as fundamental as the Standard Model of particle physics; superconductivity
even plays an important role for the latter via the Anderson-Higgs mechanism [2, 3].
Phases of quantum matter occur at low or vanishing temperatures. However, this is a
relative statement: e.g., for superuid He-4, the temperature needs to be below that of
interstellar space1, but for a metal, one must simply stay below its melting point2. As noted
by Nozieres and Pines, \strangely enough, despite the often quite sizable particle interaction
and despite the fact that one is dealing with a quantum mechanical many-particle system,
quantum liquids at suciently low temperatures are better understood than their classical
counterparts" [7]. This is due to another remarkable instance of emergence: because of the
wave-particle duality, perturbations in quantum phases often have a corpuscular nature,
referred to as quasiparticles or collective excitations3. At low temperatures, a strongly-
interacting quantum system can then be described as a gas of quasiparticles.
This thesis sheds new light on both of these aspects|quantum phases of matter and
their quasiparticles.
Phases: interplay of symmetry, topology and quantum criticality
Two cornerstones in the characterization of quantum phases of matter are symmetry and
topology4 [9]. The spontaneous breaking of a symmetry is a standard example, well-known
from everyday life. Topological phases of matter are more subtle, characterized by an
absence of local features|probing their nontriviality requires a more holistic approach5.
In particular, the order parameter often involves integrating over a whole space, and
breaking the continuity of said space can lead to physical consequences, such as localized
degeneracies or conducting modes near boundaries of a sample [9{11].
In certain phases of matter, symmetry and topology are inextricably linked. For this,
it is instructive to consider quantum systems in one spatial dimension. On the one hand,
there are a multitude of emergent quantum phenomena in one dimension|serving as a
point of reference for higher-dimensional analogues|whereas on the other hand, a great
many non-perturbative numerical [12, 13] and analytic [14] techniques are available for their
study|which are often absent in higher dimensions. Thanks to such powerful methods,
it is now known that in order to have any non-trivial gapped6 phase of matter in one
1At higher pressures, superuidity is claimed to occur at a toasty billion Kelvin inside neutron stars [4, 5].
2The Fermi temperature associated to the electron liquid in metals is typically above the melting point
of the underlying atomic lattice [6].
3We will use these terms interchangeably, even though some literature uses quasiparticles for dressed
versions of microscopic particles, whereas collective excitations represent a macroscopic motion. Note
that the example of magnons shows that this distinction is not particulary well-dened.
4This list arguably contains Fermi liquid theory, which has been given a topological interpretation [8].
5As a more mundane example of what counts as topological: the hole in a keyhole is a topological
property|it cannot be attributed to any part of the lockset.
6Being \gapped" means that the many-body energy spectrum has a gap above the (nite-dimensional)
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Chapter 1. Introduction
dimension, the Hamiltonian must have symmetries [16{19]. If the ground state does not
spontaneously break these symmetries, it forms a symmetry-protected topological (SPT)
phase (barring a few exceptions [20]). SPT phases have topological invariants which are
only well-dened in the presence of their protecting symmetries, protecting emergent edge
phenomena. A Nobel prize winning [21] example is the Haldane phase realized in the
spin-1 Heisenberg chain, H =
P
n Sn  Sn+1. This is topologically non-trivial as long as,
for example, spin rotation or time-reversal symmetry are preserved [22{24]|with emergent
zero-energy spin-1=2 degrees of freedom at its edges [25, 26]. All possible SPT phases for
a given symmetry group have been classied in one dimension [16{19] and a variety of
solvable models are known to realize such phases [25, 27{32]. However, something is left to
be desired in our understanding of any possible interrelationships between such concrete
models.
The rst goal of Part I of this thesis is to present a unied picture of one-dimensional
SPT phases. In particular, we uncover equivalences between the aforementioned models.
This allows to import the understanding of one model to another7, leading, for example,
to hitherto-unnoticed topological properties of previously-studied models. This hands-on,
example-based review showcases various subtleties of SPT phases which are commonly
swept under the rug. For instance, we elucidate how non-local transformations like the
Jordan-Wigner transformation [34] change the physics of a phase of matter, and we resolve
certain tensions that had previously been raised about the stability of spin SPT phases
away from the Mott limit [35, 36].
Gapped phases of matter are thus well-understood in one dimension. This cannot be said
for the critical points separating them. Quantum criticality is yet another rich example of
emergence: an eective scale invariance develops, which in one dimension is often enhanced
to an innite-dimensional symmetry group, such that at low energies it is described by a
conformal eld theory (CFT) [14, 37]. Although phase transitions occur between gapped
phases, this does not mean that they are of secondary importance. Firstly, such quantum
critical points tend to dominate a wide region of the nite-temperature phase diagram
(the \critical fan") [38{40]. Secondly, critical points can often be stabilized into extended
gapless phases by enforcing additional symmetries8|for this reason we sometimes use
\critical point" and \gapless phase" interchangeably in this thesis.
The second goal of Part I of this thesis is to explore the interplay between quantum
criticality, topology and symmetry. A motivating question is whether critical points can
be topologically non-trivial, with non-local bulk invariants and localized topological edge
modes. More generally, we ask whether a given universality class (such as a CFT) sub-
divides into distinct phases when additional symmetries are enforced. In the special case
of an empty universality class, we recover the question of classifying gapped phases in the
presence of symmetries. The question we pose is thus a natural generalization to the gap-
less case. Remarkably, although concrete examples of such topologically non-trivial critical
points have been constructed in the past decade [41{58], no general framework|similar
to the gapped case|has been developed. We do this, leading us to the novel notion of
symmetry-enriched quantum criticality. We dene bulk topological invariants for critical
systems and we show how these can protect localized edge modes. For example, for the case
of the Ising universality class, we classify the distinct symmetry-enriched classes for any
symmetry group, in certain cases leading to edge modes which are algebraically localized
 1=L14. Interestingly, the classication is related to the gapped case: non-trivial critical
space of ground states which moreover remains nonzero in the thermodynamic limit. This desirable
property bestows correlation functions with a length scale and hence a strict notion of locality [15].
7On a less positive note, we may quote McGreevy: \we thought we could solve two systems [...] but since
they are really the same system in disguise, it turns out we can only solve one! " [33]
8From a renormalization group (RG) perspective, the symmetries are chosen such that all RG-relevant
perturbations can be excluded by symmetry considerations.
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points tend to occur when all neighboring gapped phases are themselves non-trivial|the
intuition being that some of their non-triviality persists to the critical point.
For clarity, we note that this is dierent from when the gaplessness itself is protected
by the interplay of symmetry and topology. Two noteworthy instances of this, are the
case of anomalous symmetries [59{63], and topological (e.g., Weyl [64]) semi-metals [65].
Excitations and quasiparticles
Part I of this thesis primarily concerns ground state properties9, but a lot of interesting
information is stored in the excitations above it. Knowledge of the quasiparticles gives
information about transport, the eects of heating or quenching, and even the nearby
phases obtained by condensing said quasiparticles. Moreover, excitations can be probed
through scattering experiments|measuring the so-called dynamic structure factor|and
thus form a bridge between theory and experiment [66, 67]. Despite their importance, even
the very existence of quasiparticles is not a given in strongly-correlated systems, except
at the lowest energies, where universal arguments can apply. Goldstone's theorem [68{71]
is a famous example: a broken continuous symmetry implies gapless quasiparticles|the
rst known quasiparticle, the phonon [72, 73], is an example of this.
In Part II of this thesis, we study quasiparticles away from the universal low-energy
regime10. Rather than nding an unstructured mess, we show that there are still remark-
ably general and robust features. More concretely, we discuss: (1) quasiparticle stability
against decay, (2) certain seemingly-complicated strong quasiparticle interactions having
a simple physical origin, and (3) the persistence of certain spectral properties across a
ground state phase transition, encapsulated in the notion of a proximate spin liquid. Each
of these features is showcased in a nearest-neighbor quantum magnet on the triangular,
square and honeycomb lattice, respectively. We briey comment on each:
1. The most general of these results is the surprising stability of quasiparticles. It was
commonly expected that they would decay whenever allowed by conservation laws
[74{76]. On the contrary, we nd that if interactions are strong enough, this is
avoided|which we explain by generalizing the well-known notion of level repulsion.
In addition to numerically verifying this in the paradigmatic spin-1=2 Heisenberg an-
tiferromagnet on the triangular lattice, we identify this mechanism in existing exper-
imental data on Ba3CoSb2O9 [77] and even superuid He-4 [78{83]. The roton|one
of the rst instances a quasiparticle [84]|still has surprises in store.
2. Unlike for the triangular lattice, spin wave theory (SWT) does not predict magnon
decay for the Heisenberg antiferromagnet on the square lattice. Nevertheless, previ-
ous studies on this lattice indicate that to various orders in 1=S, SWT fails to capture
the high-energy magnons [85{94]. We conrm that this is due to strong magnon in-
teractions and elucidate this by connecting these features to an Ising limit|revealing
that the interaction is based on a simple counting of Ising domain walls.
3. Despite the quantitative mismach, SWT still qualitatively describes magnons for
the above square lattice model. This is a priori not a given; we show that this
indeed breaks down for magnets which are suciently close to a topological (spin
liquid) phase. We identify this in the Heisenberg model on the honeycomb lattice
with strong Kitaev couplings [95]. Similar to measurements on -RuCl3 [96, 97], we
observe high-energy features in the dynamic structure factor resembling those of the
Kitaev spin liquid [98]. This establishes the notion of a proximate spin liquid.
9Quantum criticality also concerns states above the ground state, but due to the emergent Lorentz
symmetry, most universal properties are already encoded in the ground state correlation functions.
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Figure 1.1.: A thematic guide to this thesis. The abbreviations symm. and top. stand
for symmetry and topological, respectively. The symbols on the arrows to
Chapters 6, 7 and 8 denote that these chapters focus on models on the hon-
eycomb, square and triangular lattices, respectively.
These type of discoveries are made possible by a recent revolution in our understanding
of quantum entanglement|arguably the most non-classical of all quantum phenomena
[99]. It had been argued that the wavefunction of a many-body system is unphysical or
even ill-dened due to the exponential blow-up necessary to encode all its entanglement
[100, 101]. However, it has recently been discovered that the entanglement of ground
states of local Hamiltonians has a particular structure [102]. This led to the develop-
ment of tensor network states [25, 103{105]|a powerful analytic and numerical tool. Us-
ing these developments|in particular the density matrix renormalization group (DMRG)
[12, 106, 107] and related time-evolution methods [13, 108]|we introduce a method to
numerically calculate dynamic structure factors of strongly-interacting quantum systems
in two dimensions, allowing us to identify the above features.
A bird's-eye view of this thesis
The chapters of this thesis|and their interconnection|are shown in Fig. 1.1. These
naturally split up into two parts, which have overviews on pages 7 and 73, respectively.
Part I concerns symmetry-protected topological phases in one dimension. Chapter 2
discusses this in the simplest possible setting, i.e., the non-interacting case; we rst review
the known gapped case before extending this to critical systems. Chapter 3 reviews the
gapped interacting case, elucidating connections between models. The notion of symmetry-
enriched quantum criticality in Chapter 4 generalizes this to the interacting gapless case.
Part II studies quasiparticles in two-dimensional magnets. To this end, in Chapter 5,
we rst review the notion of the dynamic structure factor and introduce a tensor-network-
based algorithm to numerically compute this for two-dimensional lattice models. We
benchmark and use this in Chapter 6 to study the Kitaev-Heisenberg model, therein
observing a proximate spin liquid. In Chapter 7, we demystify the strongly-interacting
magnons of the square lattice Heisenberg model with an interpolation to the Ising model.
Lastly, Chapter 8 explains how strong interactions can prevent quasiparticle decay.
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Part I.
Gapped and gapless topological
phases in one dimension
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Overview of Part I
As mentioned in the introduction, Part I of this thesis focuses on the interplay between
symmetry, topology and quantum criticality in one-dimensional quantum phases of matter.
Chapter 2: Non-interacting fermions: gapped and gapless topological phases
Chapter 2 explores this interplay in the simplest possible setting, namely non-interacting
fermions. In that case, gapped phases of matter have been classied in all dimensions
[109{111]. These are called topological insulators or topological superconductors [10] (de-
pending on whether or not particle number is conserved), which are the non-interacting
analogues of the symmetry-protected topological (SPT) phases mentioned in the introduc-
tion. In the rst part of Chapter 2, we review this gapped classication for a particular
symmetry class in one dimension (called the BDI class). This naturally leads us to intro-
duce a (generalized) Kitaev chain with coupling of range  2 Z, which we refer to as the
-chain|this will be a key player in Chapter 3. As a new contribution to our understand-
ing of the topological phases in the BDI class, we point out that the Hamiltonians can
be naturally encoded into certain polynomials f(z) on the complex plane; in Section 2.3,
we show that many physical properties of interest|topological invariants, edge modes,
correlation lengths, et cetera|are directly obtained by nding the roots of f(z).
Curiously, much less is known about gapless non-interacting models. There has been
a classication of topological semi-metals [65], but this studies what type of gaplessness
one can have (e.g., Dirac points, Fermi surfaces, et cetera) and which symmetries and
topological invariants can protect this gaplessness. What has not been studied is how
many distinct phases one can have with a given universality class, e.g., how many distinct
phases11 of one-dimensional non-interacting lattice models there are which are described
by a gapless Dirac fermion. In the last part of Chapter 2, we answer this for the illustrative
case of the BDI class. For this, we use the above f(z) to dene a topological invariant
! at criticality. Rather than just being a way of labeling phases, we prove that ! counts
exponentially localized zero-energy Majorana edge modes, despite the bulk having only
gapless degrees of freedom. We show that this labeling is complete: the gapless phases
are classied by ! and the (half-integer) central charge c of the low-energy conformal eld
theory (CFT), giving a Z   12N labeling. In addition, we prove that the central charge
at the critical point between two gapped phases satises a topological lower bound.
Chapter 3: Interacting gapped symmetry-protected topological (SPT) phases
Upon including interactions, there are two types of gapped phases of matter in one dimen-
sion: symmetry-breaking and symmetry-protected topological (SPT) phases. Chapter 3
considers these two phases, with a focus on the latter. After briey reviewing the known
classication for fermionic and bosonic chains [16{19] using an example-based approach,
we present a unied perspective on SPT phases in one dimension. In particular, we use
symmetry as a guide to map various well-known fermionic and spin SPT models to the
(generalized) Kitaev chain introduced in Chapter 2, i.e., the -chain. This unied picture
uncovers new properties of old models|such as how the cluster state [31] is the xed
11We can dene two critical systems to be in distinct phases if there is no local path of Hamiltonians
connecting them that preserves the low-energy universality class.
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point limit of the Aeck-Kennedy-Lieb-Tasaki state [25] in disguise|and elucidates the
connection between fermionic and bosonic phases|with the Hubbard chain interpolating
between four Kitaev chains and a spin chain in the Haldane phase.
Chapter 4: Interacting gapless topological phases: symmetry-enriched criticality
In the last chapter of Part I, we show that interacting critical chains can also be topologi-
cally non-trivial. This can be seen as the interacting analogue of Section 2.4, but Chapter 4
(with the exception of Section 4.5) is self-contained and can thus be read independently
of the previous chapters. We focus on critical bosonic and fermionic chains which are
described by an emergent conformal eld theory (CFT) at low energies. We show that
the symmetry properties of operators in this low-energy CFT provide discrete invariants,
establishing the notion of symmetry-enriched quantum criticality. If the operators with
non-trivial symmetry properties are moreover nonlocal (i.e., string operators), then their
charge can function as a topological invariant. Using a boundary renormalization group
analysis, we show that such a topological invariant implies the presence of localized edge
modes. Depending on the symmetry, the nite-size splitting of this topological degeneracy
can be exponential or algebraic in system size. An example of the former is given by the
spin-1 Heisenberg chain with an easy-axis anisotropy. An example of the latter arises
between the gapped Ising and cluster phases: this symmetry-enriched Ising CFT has an
edge mode with nite-size splitting  1=L14.
This novel concept of symmetry-enriched quantum criticality unies various examples
of topologically non-trivial critical chains previously studied in the literature [41{48, 50{
52, 54{58]. We explicitly show this for a selection of works, which we reinterpret in terms
of symmetry-enrichment. Similar to the gapped SPT phases encountered in Chapter 3,
a given CFT can split into several distinct symmetry-enriched CFTs. This raises the
question of classication, to which we give a partial answer|including a complete charac-
terization of symmetry-enriched Ising CFTs. To illustrate this with a concrete example:
similar to the known result that there are six distinct gapped one-dimensional phases of
matter with Z2  Z2 symmetry (see subsection 4.4.1), we derive that there are nine12
distinct Z2  Z2-enriched critical Ising chains (see subsection 4.4.2).
12More precisely, these are for critical points which only require tuning one parameter (in the presence of
Z2  Z2 symmetry). If we allow for higher ne-tuning, there are 9 + 6 = 15 distinct Z2  Z2-enriched
Ising CFTs (see subsection 4.4.2).
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2. Non-interacting fermions: gapped and
gapless topological phases
Gapped topological phases of matter occurring in systems of non-interacting fermions,
i.e., topological insulators and topological superconductors, are well-understood and were
classied over a decade ago1 [109{111, 114, 115]. In one dimension, such phases are
characterized by topological winding numbers, which can be related to exponentially-
localized zero-energy edge modes with open boundaries. This chapter is devoted to showing
that the same concepts|topological winding numbers and localized edge modes|can
apply to critical systems.
Rather than working in complete generality, it is instructive to consider a particular
symmetry class. One class that illustrates the essential idea of topological insulators
and superconductors is that of spinless fermions with time-reversal symmetry, called the
BDI class2 [110]. This contains the well-known Kitaev chain [30] as a special case, as
well as longer-range generalizations [116]; these gapped phases are distinguished by an
integer winding number and display exponentially-localized Majorana edge modes [11,
110]. Although this class is well-studied, we introduce a novel and particularly useful
parametrization, revealing that each Hamiltonian is equivalent to specifying a complex
polynomial f(z). As already mentioned in the overview, a lot of physical information is
readily obtainable from knowing the roots of f(z), without having to go through standard-
but-tedious free-fermion calculations. Hence, even if one is not interested in topological
critical phases, the formulation of f(z) can be very useful, both for qualitative as well as
quantitative purposes.
The key to generalizing the topological winding number to the critical case is that f(z)
allows us to re-express it as a counting problem3. It is commonly said that the formula for
the winding number breaks down when then system is critical; this is true, but the latter
counting problem remains well-dened! We thus have a topological invariant for gapless
systems, which we illustrate for simple models occurring as phase transitions between
topologically-distinct gapped phases. In addition to discussing such concrete examples,
we prove three general theorems: Theorem 1 shows that this topological invariant implies
exponentially-localized Majorana edge modes; Theorem 2 shows that this invariant pro-
vides a complete classication; and Theorem 3 shows how the central charge of a critical
point satises a topological lower bound.
This chapter is structured as follows. In Section 2.1, we review the BDI class in one
dimension; along the way, we introduce the -chain, which is a generalized Kitaev chain.
We recap its well-known topological invariant in Section 2.2. In Section 2.3, we introduce
the new perspective that a BDI Hamiltonian is equivalent to a polynomial f(z) and show
how a multitude of physical quantities are encoded in its roots. Using this novel formu-
lation, we discuss topologically non-trivial critical phases in Section 2.4; in addition to
discussing illustrative examples and general theorems, we numerically show the stability
against disorder and interactions. (The interacting critical case is studied in much more
detail in Chapter 4; in particular, see Section 4.5.)
1At least for internal symmetries; the extension to spatial symmetries followed [112, 113].
2The AIII class|containing the Su-Schrieer-Heeger model [28]|can be embedded into it; see Chapter 3.
3Interestingly, a similar observation had been made before [116{119], but it was not used to dene a
topological invariant at criticality.
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2.1. The BDI Hamiltonian: time-reversal-symmetric spinless
fermions
The most general quadratic superconducting Hamiltonian for spinless fermions in one


















Note that ~tm;n = ~tn;m (due to Hermiticity) and we can take m;n =  n;m (due to anti-
commutativity of fermions). In the rest of this chapter, we enforce time-reversal symmetry
T , dened as complex conjugation in the on-site basis: Tc
(y)
n T 1 = c
(y)
n . This requires tn;m
and n;m to be real. The resulting set of models is sometimes called the BDI class. As we
will discuss in Section 2.2, this class is known to have innitely many topologically-distinct
gapped phases, labeled by the integers Z [109{111].
2.1.1. An interlude: connection to the Tenfold Way
In this thesis, we always work with many-body Hamiltonians, as in Eq. (2.1). However,
in the literature on topological phases of free-fermion Hamiltonians, it is customary to
consider the single-particle Hamiltonian and its symmetries [109{111, 114, 115, 120].
To allow for an easy comparison to that literature, we briey comment on that per-
spective. The single-particle Hamiltonian H is dened by writing H = 12cyHc where
cy  (cy1; cy2;    cyN ; c1;    ; cN ), following the Bogoliubov-de Gennes formalism [121]. For





, where ~t and  are the L  L matrices
with components ~tm;n and m;n.
The Tenfold Way [109{111, 114] is a topological classication of such single-particle
Hamiltonians, taking into account three types of symmetries: an anti-unitary symmetry T
that commutes with H (`time-reversal symmetry'), an anti-unitary symmetry C that anti-
commutes with H (`particle-hole symmetry'), and a unitary symmetry that anti-commutes
with H (`chiral or sublattice symmetry'). The BDI class4 is then dened as the class that
has all three symmetries, moreover satisfying T 2 = C2 = S2 = +1. Indeed, if we dene T
as complex conjugation, then the time-reversal symmetry of the many-body Hamiltonian
(2.1) implies that T HT  1 = H. This is the only physical symmetry of Eq. (2.1). Due to
the Bogoliubov-de Gennes Hamiltonian articially doubling the Hilbert space dimension
(by including both particle and hole bands), we can dene the particle-hole symmetry
C = (x 
 IL) T , for which CHC 1 =  H. Lastly, the chiral symmetry is then S = CT .
2.1.2. Majoranas and -chains: the generalized Kitaev chain
We now return to the many-body Hamiltonian in Eq. (2.1). We introduce two simpli-
cations. The rst is notational: in superconducting systems with T symmetry, it is con-
venient to use the Majorana representation dened by n = c
y
n + cn and ~n = i(c
y
n   cn).
These operators are Hermitian and satisfy the Majorana algebra: fn; mg = 2n;m,
f~n; ~mg = 2n;m and fn; ~mg = 0. The second simplication is to assume transla-
tion invariance: ~tm;n = ~tn m and m;n = n m. This is not necessary for what follows,
but it drastically simplies the treatment. Later, we comment on the more general case
(with a unit cell or even disorder). To get rid of the redundancies in ~t and  (i.e.,
4There are ten classes. Nine are characterized by T 2 =  1; 0; 1 and C2 =  1; 0; 1. If T and C are both
absent (i.e., T 2 = C2 = 0), one has to specify whether S is absent or not, i.e., S2 = 0; 1.
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Figure 2.1.: Generalized Kitaev chains in the BDI class. The -chains H ( 2 Z)
are a complete basis for translation-invariant Hamiltonians in the BDI class.
We pictorially represent H for certain values of , showcasing the edge modes
near their left boundary. (Each fermionic site is decomposed into Majorana
modes:  (blue) and ~ (red), a bond signies a term in the Hamiltonian.)
Note that  = 1 is the Kitaev chain [30];  =  1 is the spatially-inverted
Kitaev chain;  = 2 is a stack of two Kitaev chains. We also show the zeros
(lled dots) and poles (hollow dots) of their associated polynomials f(z) (the
solid line indicates the unit circle), and the corresponding winding number
! = Nz  Np; see subsection 2.3.



















t~nn+ (t 2 R): (2.2)
This is the most general translation-invariant Hamiltonian in the BDI class. To understand
why terms of the type inn+ and i~n~n+ (where the factor i is necessary for Hermiticity)
cannot appear, note that TnT
 1 = n and T ~nT 1 =  ~n.
The above Hamiltonian, which is determined by a single list of numbers ftg2Z, is a
sum of Hamiltonians: H =
P




n ~nn+. Hence, the list
of Hamiltonians fHg2Z is a complete basis for translation-invariant BDI models. For
a xed value of , we sometimes refer to H as the -chain [122]. These -chains are







4 (Hamiltonians with these properties are called stablizer codes [123]).
The special case  = 1 is the celebrated Kitaev chain [30]: as shown in Fig. 2.1, each
Majorana in the bulk is part of exactly one bond in H1, but at the left edge, 1 is free.
More precisely, with open boundaries, [1; H] = 0 on the left end and [~L; H] = 0 on the
right end. We thus have two anti-commuting symmetries, 1 and ~L, giving us a twofold
ground state degeneracy, labeled by the nonlocal boundary occupation i1~L = 1. These
are the famous (zero-energy) Majorana edge modes, whose stability we will soon discuss.
Similarly, H2 has two Majorana edge modes per edge. More generally, we see that H has
jj edge modes per edge, with the sign of  determining whether the left edge has real or
imaginary Majorana modes (e.g., H1 has 1, whereas H 1 has ~1, as shown in Fig. 2.1).
2.1.3. Diagonalization
For periodic boundary conditions, the Hamiltonian in Eq. (2.2) can be diagonalized by
Fourier transforming and subsequently rotating particles and holes into one another over a
so-called Bogoliubov angle. A quantity that naturally appears upon Fourier transforming
the Hamiltonian is fk 
P
 te
ik. Its complex phase fk=jfkj gives us the momentum-
dependent Bogoliubov angle, and its modulus jfkj gives us the spectrum. More precisely,
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write fk = "ke
i'k (with "k and 'k real-valued) and dene


















up to a constant (see Appendix A.1 for details). If we chose "k to be positive, then the
ground state is characterized by hdykdki = 1.
2.2. Gapped topological superconductors: the winding number
We saw that the single-particle spectrum of the Hamiltonian H in Eq. (2.2) is given by
the amplitude of fk =
P
 te
ik. Hence, if the system is gapped, then fk=jfkj = ei'k is
well-dened. In one dimension, momentum lives on a circle S1, such that we can interpret
this as a function ei'k : S1 ! U(1) = S1. Moreover, if H is local, then this function
is continuous5. Continuous functions from the circle to itself come with a topological
invariant, which counts the number of times it winds around the circle. This winding
cannot change as long as the system is gapped (i.e., jfkj 6= 0 for all k) and local (i.e., fk,







d'k 2 Z. It labels the Z classication for the one-dimensional BDI class in the Tenfold
Way [109{111].
In the special case of an -chain, H = H, we have fk = e
ik. The -chain thus has
a topological winding number ! =  (and its spectrum is completely at, "k = 1). This
exactly corresponds to the number of edge modes. This is of course no coincidence and is
an instance of a bulk-boundary correspondence: a topological bulk quantity (in this case,
!) is related to a topological edge phenomena (in this case, Majorana zero modes). There
are various ways of arguing this correspondence (see Ref. [117] for one of the earliest works
treating the BDI case, using a transfer matrix approach; more recently, see Ref. [116]).
We will take a dierent but related route, pointing out that ! and the edge modes are
simply two ways of counting zeros of a given polynomial.
2.3. The BDI Hamiltonian is equivalent to a polynomial f(z)
From now on, we start to deviate from the established literature. We point out how every
BDI Hamiltonian is equivalent to a particular polynomial. This will directly give us many
physical properties of interest and it will be the key to have topological invariants and
edge modes at criticality in Section 2.4. At the end of this subsection, we will comment on
the relationship with previous works (employing a transfer-matrix approach) [116, 117].
We already saw that the Hamiltonian in Eq. (2.2) is completely determined by fk =P
 te
ik. Let us now interpret this as a complex function evaluated on the unit circle,
z = eik. This motivates us to associate a complex function f(z) (essentially a Laurent









Note that fk = f(e
ik), i.e., the single-particle spectrum and Bogoliubov angle are deter-
mined by the function on the unit circle. However, it is much more powerful to work with
5One only needs the weak condition
P
 jtj <1 (this is guaranteed if t = O
 
1=jj for some  > 1).
Then its Fourier transform fk is continuous, and by extension, is fk=jfkj as well. See also Refs. [124, 125].
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f(z) instead of fk. Firstly, note that if the Hamiltonian has nite range, then f(z) is a
polynomial after we separate out the possible pole at the origin, f(z) = 1
zNp
fpoly(z). We
can now invoke the fundamental theorem of algebra to conclude that fpoly(z) is completely






(z   zi) : (2.5)
Since t 2 R, we have that f(z) = f(z), or, equivalently, that a is real and that the zeros
are either real or come in complex-conjugate pairs. Conversely, any set of zeros satisfying
these properties denes a unique model according to Eq. (2.4) (up to a global prefactor).
For the particular case of the -chains, we have that f(z) = z, as shown in Fig. 2.1.
2.3.1. Physical properties are encoded in the zeros of f(z)
Knowing the zeros of f(z) makes a lot of physical information readily apparent:
1. The topological invariant. In Section 2.2, we saw that if the system is gapped,





f(z) dz. The latter is
a contour integral in the complex plane, which can be deformed. In particular, by
Cauchy's argument principle, we have that ! = Nz   Np, where Nz is the number
of zeros within the unit circle and Np is the order of the pole at the origin. Instead
of having to integrate, we can thus obtain ! by counting zeros and poles. This is
illustrated in Fig. 2.1.
While this connection between the winding number and zeros was presumably known
(even if not spelled out in the literature), what was apparently not appreciated is
that one can take ! = Nz   Np as the denition of the topological invariant. The
advantage is that|unlike the integral of
f 0k
fk
on the unit circle|this formula is well-
dened even if the system is critical. We explore this in Section 2.4.
2. The edge modes and their localization lengths. Not only the total number
of zeros inside the unit circle is of interest: each individual zero can be linked to a
Majorana edge mode with localization length loc = 1=j ln jzijj, at least if there is
no pole at the origin (Np = 0). More precisely, let zi be a zero of f(z) such that































Since jzij < 1, we see that (i)left is exponentially localized near the left edge, with
localization length loc =  1= ln jzij. If we have a nite chain of length L, this will
give a nite-size energy-splitting  e L=loc .
In the above, we used that Np = 0, or, equivalently, that t = 0 for  < 0, to identify
f(zi) in Eq. (2.6). Nevertheless, one can show that if Np 6= 0 and ! = Nz  Np > 0,
one can still construct edge modes for each of the Nz Np zeros inside the unit circle
which are closest to the unit circle. Similarly, if ! < 0 and the system is gapped, one
can construct j!j exponentially-localized, T -odd Majorana edge modes at the left
6For convenience, let us presume that zi is real, such that 
(i)
left is T -even. Otherwise, one must take linear
combinations corresponding to the complex-conjugate pair of zeros.
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edge, with their localization length being determined by the zeros outside the unit
circle: loc = 1= ln jzij. See Appendix A.2 for details. Much of the above applies to
the case when the system is critical, as we discuss in Section 2.4 (see Theorem 1).
3. Correlation functions. For example, the bulk correlation length is determined
by the zero closest to the unit circle, i.e.,  = maxif1=j ln jzijjg. Due to Wick's
theorem, it is enough to prove this for the two-point function h~nn+N i (note that,
e.g., hnn+N i = 0 due to T -symmetry7). By inverting8 Eq. (2.3), we have












Moreover, by the change of variables k !  k and taking the continuum limit,
we have h~nn+N i = i2
R
ei'ke ikNdk. Finally, we can express this as a contour
integral9:






The contour is along the unit circle, but we can freely deform this until we encounter
a singularity of
p
f(z)=f(1=z). This occurs exactly at the zeros of f(z) (and their
inverses), which will hence dominate the integral. In particular, in Appendix A.3 we
show that if the closest zero zi to the unit circle is inside (outside) the unit circle,
then Eq. (2.8) is asymptotically dominated by  zNi ( z Ni ). This thus proves
that  = maxif1=j ln jzijjg. (Note that not all correlation functions have to decay
with this correlation length; it serves as an upper bound, which is saturated for the
two-point function.)
In a work [126] with Nick Jones|which we do not further discuss in this thesis|we
also studied the correlation functions of nonlocal string order parameters using f(z).
Some results include an expression for the long-distance value of order parameters
in terms of the zeros of f(z) and the observation that the ratio of correlation lengths
of dierent string order parameters is universal to each phase of matter. The latter
allows us to extract the topological invariant ! from such a single ratio.
4. A visual way of representing models. Since much of the physical information
of interest is readily available in the zeros and poles of f(z), it is convenient to
represent models purely in terms of the latter; see Fig. 2.1 for examples. A model
is then characterized by rst drawing a circle (representing the unit circle) and the
location of its zeros. The model being critical is then equivalent to it having a
zero on the unit circle. Such a picture also easily tells us how close we are to a
phase transition and what phases are nearby, which are related to dragging zeros
through the unit circle (thereby thus also changing ! = Nz   Np). Indeed, one
can argue that a continuous change of t implies that the zeros move continuously
across the complex plane [126]. Zero-pole pairs can be created at the origin or at
innity|corresponding to changing the range of the Hamiltonian.
5. An easy way to construct models with desired properties. For instance, we
have already seen that if ! > 0, then the (largest) edge mode localization length is
determined by the zero zi closest to the unit circle with jzij < 1. The bulk correlation
7I.e., hnn+N i = hnn+N i = h(nn+N )yi =  hnn+N i.

























f(e ik) and idk =
dz
z
if z = eik.
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length, however, is determined by the zero closest to the unit circle, which might
be inside or outside the unit circle. This tells us that in a wide (and stable) range
of circumstances,  6= loc. Using f(z), we can easily construct models with this
property. Suppose we place one zero at z1 = 0 (corresponding to an edge mode with
loc = 0) and another zero z2 =  which lies outside the unit circle for  > 1. We
see that 0 = loc <  = 1= ln. The corresponding Hamiltonian is determined by
f(z) = z(z ) = z2 z, i.e., H = H2 H1. An interesting limit is ! 1, where
 ! 1 yet loc remains nite! This occurs at H = H2   H1, a phase transition
between the 2-chain and the Kitaev chain.
More generally, we can choose z1 = e
 1=loc and z2 = e1= with  > loc. Then




z + e 1=loc+1=. The Hamiltonian






6. The bulk universality class. The zeros also tell us whether the bulk is critical
and what its central charge is; this is explained in more detail in the next section. In
Ref. [126], we also determined scaling dimensions and critical exponents for various
critical points in the BDI class.
The case with a unit cell
So far we have presumed translation invariance for convenience. Let us briey comment on
the more general case where the system is translation invariant with respect to an N -site




n Tn+, where T 2 RNRN .
We generalize our above denition for f(z) to





Similar to above, the zeros of this function contain physical information. In particular,
the topological invariant is ! = Nz   Np, where Nz denotes the number of zeros of f(z)
within the unit disk, and Np is the order of the pole at z = 0. Moreover, the zeros of f(z)
encode localization and correlation lengths, as above, although they are now measured
relative to the size of the unit cell. See Appendix A.4 for details.
2.3.2. Relation to the literature
Our above formalism has a similarity to transfer matrices [127{129]. These were rst
applied to BDI systems by Motrunich et al. [117] in 2001 and later by DeGottardi et
al. [116], where the eigenvalues of the transfer matrix can be related to topological edge
mode properties of the system. Let us rst clarify the connection between f(z) and transfer
matrices; afterwards, we discuss the dierences between the two approaches.




 tn+), then we see that the equation of motion is
@t~n = i[H; ~n] =
P
 tn+. There are various ways of setting up a transfer matrix;
one way of obtaining it is by starting from the equation of motion at zero energy, i.e.,P
 tn+ = 0: Let min (max) be the smallest (largest)  for which t 6= 0. Dene
d = max   min (we exclude the special case d = 0, for which H is an -chain). The
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H0 +H1
H1 +H2
f(z) = 1 + z
f(z) = z(1 + z)
) ! = 0
) ! = 1
1~1 2~2
Figure 2.2.: Two topologically distinct critical Majorana chains (central charge
c = 1=2). Representation of the critical Hamiltonians H0 +H1 and H1 +H2,
i.e., critical points between -chains H shown in Fig. 2.1. (Each fermionic
site is decomposed into Majorana modes:  (blue) and ~ (red), a bond signies
a term in the Hamiltonian.) The latter model, H1 + H2, has an edge mode.
The associated complex function f(z) and its zeros in the complex plane are
shown, as well as the topological invariant ! = Nz  Np.











  tmax 3t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The characteristic polynomial of A is p(z) = det(zI   A). It is easy to see that f(z) =
zmintmaxp(z). This establishes a very direct relationship between f(z) and the char-
acteristic polynomial of the transfer matrix. As a direct consequence, we observe that
! = #fnegative Lyapunov exponents of Ag+ min (2.11)
where the Lyapunov exponents figi of A are dened by i  ln jaij for each eigen-
value ai of A. This corrects the formula in Ref. [116], where it was claimed that ! =
#fnegative Lyapunov exponentsg   d=2; that is only true for the special case where
max =  min, i.e., d =  2min.
Hence, the transfer matrix|supplemented by the range of the Hamiltonian|carries the
same information as the polynomial f(z). The formalism with f(z) is arguably easier, as
it is more straightforwardly obtained from the Hamiltonian, as shown in Eq. (2.4); on
the other hand, we have only dened f(z) for systems with a unit cell, whereas transfer
matrices are more generally applicable (indeed, they are a staple of disordered systems
[127, 128]). We note two meaningful contributions given by our f(z) formalism. First, as
discussed and illustrated in subsection 2.3.1, it allows us to easily construct Hamiltonians
with specic physical properties; it is less straightforward to go from transfer matrices
to Hamiltonians. The second is the contribution to our understanding of critical systems
with edge modes, which is the topic we turn to now.
2.4. Gapless topological superconductors
Above, we have reviewed the well-known physics of Majorana edge modes in gapped topo-
logical superconductors, albeit from a novel perspective|using that physical properties
are naturally encoded in the zeros of a polynomial f(z). Here, we use the latter perspective
to investigate gapless topological superconductors.
The intuitive idea is that if one tunes from a gapped phase with, e.g., two edge modes
toward the gapped phase with one edge mode, then at the critical point one mode can
16









Figure 2.3.: Edge modes and criticality from the zeros of f(z). The middle gure
shows the zeros of f(z). The zero z0 within the disk (blue) corresponds to an
edge mode (for each edge) with localization length  = 1j ln jz0jj . Each zero on
the unit circle (red) implies a massless Majorana eld in the low-energy limit
(contributing a central charge c = 12).
remain localized. This happens for H1 + H2, as shown in Fig. 2.2. Remarkably, this
edge mode moreover remains exponentially localized upon adding arbitrary (T -preserving
and non-interacting) perturbations, even though there are no additional gapped degrees of
freedom present! More precisely, there is no local operator O with hOnOmi  e jn mj= 10.
Indeed, for periodic boundary conditions, shifting n ! n 1 (which one cannot smoothly
implement in a local and T -preserving way) maps H1 + H2 to H0 + H1, the well-studied
critical Majorana chain described by a CFT with central charge c = 12 [37].
To make precise that a critical system can be topologically non-trivial, we rst show
how f(z) allows us to read o the universality class and the topological invariant of the
bulk. We then relate this invariant to exponentially localized edge modes (Theorem 1).
Intriguingly, the potential presence of edge modes at criticality was already implicit in the
work by Motrunich et al. [117] in 2001|a work which was perhaps before its time. This
phenomenon and its consequences have not been explored since. Lastly, we also show how
f(z) allows us to classify topologically distinct critical points (Theorem 2) and predict the
universality class separating two arbitrary gapped phases (Theorem 3).
2.4.1. Topological invariant and central charge at criticality
Motivated by subsection 2.3.1, we dene the topological invariant ! = Nz  Np where Nz
is the number of zeros of f(z) strictly within the unit circle, and Np the order of the pole
of f(z) at z = 0. In case that the system is gapped, this agrees with the winding number
as usually dened. If the system is critical, i.e., at least one zero lies on the unit circle,
then the aforementioned winding number breaks down. The quantity Nz  Np, however,
remains well-dened. This is moreover an invariant of the critical phase, since ! can only
change by dragging a zero through the unit circle. However, this would change the bulk
physics: every non-degenerate zero eik0 of f(z) implies that "k  k   k0, contributing a
massless Majorana fermion (with central charge c = 12) to the CFT (see Fig. 2.3).
In summary, ! = Nz  Np denes a topological invariant|both for gapped and gapless




#fzeros of f(z) on the unit circleg: (2.12)
More precisely, the above denition of c coincides with the central charge when the bulk
is indeed a CFT, i.e., when the zeros on the unit circle are all non-degenerate. The special
case of degenerate zeros implies that "k is not locally linear near its gapless point, leading
to a dynamical critical exponent larger than one.
10One can also imagine a box function, corresponding to  = 0.
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2.4.2. Exponentially localized edge modes at criticality
In Section 2.3.1, we saw that ! counts edge modes, with the localization lengths being
given by the zeros of f(z); see Fig. 2.3 for the conceptual picture. In this section, we
present the complete and precise statement about the relationship between zeros and edge
modes, which also applies to critical systems:
Theorem 1 If the topological invariant ! > 0, then
1. each boundary has ! Majorana zero modes,
2. the modes have localization length i =   1ln jzij where fzig are the ! largest zeros of
f(z) within the unit disk,
3. the modes on the left (right) are real (imaginary).
If ! <  2c (where c = half the number of zeros on the unit circle), the left (right)
boundary has j!+2cj imaginary (real) Majorana modes with localization length i = 1ln jzij ,
with fzig the j! + 2cj smallest zeros outside the unit disk.
For any other value of !, no localized edge modes exist.
Before we outline the proof, note that in the gapped case c is zero, with j!j correctly
counting edge modes. At criticality, 2c counts the zeros on the unit circle, and if these
are non-degenerate, the bulk is a CFT with central charge c. However, if f(z) has a zero
eik0 with multiplicity m, then "k  (k   k0)m, implying a dynamical critical exponent
zdyn = m.
The above theorem is proven in Appendix A.2. We briey sketch the steps here. If













a ta n = 0 for n  1, leading to
standard solvable recurrence relations, with the function f(z) appearing as the character-
istic polynomial. If Np = 0, the solution is simply b
(i)
n / zni (hence
b(i)n   e n=i ; see
Section 2.3), while Np > 0 modies b
(i)
n without aecting its asymptotic form. Details
are treated in Appendix A.2. The case ! <  2c follows by noting that inverting left
and right eectively implements f(z) $ f  1z  and one can show that this changes the
topological invariant ! $  !   2c. This completes the proof. Note that the exponential
localization implies that the commutator|and hence the energy gap of the edge mode|is
exponentially small for nite systems.
2.4.3. Classifying topologically distinct critical points
Similar to gapped phases, we can classify topologically-distinct critical phases. We dene
two Hamiltonians to be in the same phase if and only if they are connected by a path of
local Hamiltonians (within the symmetry class) along which the low-energy description
of the bulk changes smoothly. (This is dierent from the notion of Furuya and Oshikawa
[62] where CFTs are in the same phase if a renormalization group ow connects them.)
Hamiltonians described by CFTs with dierent central charges are automatically in dis-
tinct phases by the c-theorem [130]. If, on the other hand, both Hamiltonians have the
same CFT description, one might expect them to be in the same phase. However, we have
shown that H1 +H2 and H0 +H1 have dierent topological invariants (respectively, ! = 1
and ! = 0), despite having the same CFT description. Hence, they cannot be connected
within the BDI class, which we illustrate in Fig. 2.4: linearly interpolating from H0+H1 to
H1 +H2 indeed keeps the system in the Ising universality class throughout, except at the
midway point, where the dynamical critical exponent zdyn = 2. Visually, this corresponds
to a zero crossing the unit circle, coinciding with the zero which was already there.
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zdyn = 1 zdyn = 2 zdyn = 1
Figure 2.4.: Topologically-distinct CFTs must be separated by a phase tran-
sition. Phase diagram illustrating how critical points with the same CFT
description but dierent topological invariants cannot be connected: interpo-
lating H0 + H1 and H1 + H2 induces a point where the dynamical critical
exponent zdyn changes discontinuously. From the perspective of H1 +H2, this
corresponds to a gradual delocalization of its edge mode.
This is illustrative of the general case. We have seen that any translation invariant
Hamiltonian HBDI can be identied with a complex function f(z), with its set of zeros
and poles, as in Fig. 2.3. Conversely, the zeros and poles uniquely identify f(z) and
hence the Hamiltonian, a discussed in Section 2.3. This correspondence between a BDI
Hamiltonian and a picture of zeros and poles reduces the classication to an exercise in
geometric insight.
Let us focus on the physically interesting case where the bulk is described by a CFT,
i.e., the zeros on the unit circle have multiplicity one. There is only one rule restricting
the movement of the zeros on the unit circle: since t is real, the zeros of f(z) are real
or come in complex-conjugate pairs. This means we cannot move a zero o the real
axis. However, we can bring f(z) to a canonical form where the zeros are equidistantly
distributed on the unit circle with mirror symmetry about the real axis. There are only
two such patterns, given by the solutions of z2c = 1. Thus, we can always tune to the
canonical form f(z) =   z2c  1 z!. Hence, for a given nonzero c 2 12N and ! 2 Z, there
are Z2Z2 translation invariant phases, labeled by the two signs. These signs are protected
by translation symmetry: the rst encodes the spatially modulating sign of correlations,
the second whether "k = jf
 
eik
 j vanishes at time-reversal invariant momenta.
Hence, allowing for paths with unit cells, two systems can be smoothly connected if they
have identical c and ! (see Appendix A.4 for details). To conrm that this is a necessary
condition, recall from Section 2.3 that we can extend ! to systems with an N -site unit cell,
H = i2
P




to before, one can show that jf  eik j is the product of the energy bands "n=1; ;Nk ; this is
extensively discussed in Appendix A.4. Thus, ! = Nz  Np cannot change without a bulk
transition.
For gapped phases, ! is known to be additive under stacking [11]. Our extension to
critical systems still satises this property (as does the central charge c [37]). Moreover,
the classication straightforwardly generalizes to stackings, with a small caveat. E.g., a
Kitaev chain stacked onto H0 +H1 has the same invariants as H1 +H2 (c =
1
2 and ! = 1).
One might expect these to be in the same phase, but the latter has no gapped degrees of
freedom. This is resolved by adding a decoupled trivial chain|after which one can indeed
connect them. Details are given in Appendix A.4.
We thus obtain a semigroup classication (`semi ' because c cannot decrease under stack-
ing, i.e., critical systems do not have inverses under stacking, unlike gapped topological
superconductors):
Theorem 2 The phases in the BDI class described in the bulk by a CFT and obtained by
deforming a translation invariant Hamiltonian (or a stacking thereof) with an arbitrary
unit cell, are classied by the semigroup N  Z: they are labeled by the central charge
19
Chapter 2. Non-interacting fermions: gapped and gapless topological phases
c 2 12N and the topological invariant ! 2 Z.
Translation invariance gives an extra Z2 invariant when c = 0 and an extra Z2  Z2
invariant when c 6= 0.
2.4.4. A topological lower bound on the central charge
Related to the above topic of classifying critical phases, is the question: \Given two gapped
phases, can we predict the universality class of the phase transition that separates them? "
This can indeed be straightforwardly answered using the f(z) formalism. By continuity,
the dierence in winding number between two gapped phases is the number of zeros that
must cross the unit circle at the transition, i.e.:
Theorem 3 A phase transition between two gapped phases with winding numbers !1 and
!2 obeys c  j!1 !2j2 .
As before, c should be understood as counting half the number of zeros on the unit circle.
If these zeros are non-degenerate, the bulk is a CFT with central charge c. Note that for a
free-fermion CFT, knowing the central charge species the full CFT. Generically, c equals
j!1 !2j
2 , but one can ne-tune the transition with zeros bouncing o the unit circle
11. Note
that this theorem gives us a topological lower bound on the central charge. In Ref. [122],
we explored a possible generalization of this bound to the interacting case.
2.4.5. Stability against disorder and interactions
In the remainder of this chapter, we numerically demonstrate that the topological edge
modes|in the presence of bulk criticality|can survive disorder and interactions.
Disorder















3 = a is critical with c =
1
2 and ! = 1 if  1 < a < 13 . In paticular, if we set a = 0,









3 from [ 0:5; 0].
First, we conrm the system ows to the innite randomness xed point with eective
central charge ce = ln
p
2 [117, 131, 132]. To this end, we diagonalize systems of size L
(with periodic boundary conditions) and calculate the entanglement entropy S(L;Lblock)
of a region of length Lblock. The average is predicted to obey the asymptotic scaling
S  ce3 lnLblock (for 1 Lblock  L2 ), as shown in Fig. 2.5(a).
Second, in the presence of open boundary conditions, we observe one Majorana edge
mode per boundary. These are exponentially localized, with Fig. 2.5(b) showing the
distribution of localization lengths over dierent disorder realizations. The inset gives a
generic example, plotting jbnj where the edge mode is left =
PL
n=1 bnn. We note that
this can also be diagonalized using the methods of Ref. [117].
Interactions
Introducing interactions can have drastic and interesting eects. A case in point is that the
BDI class|which has an innite number of distinct gapped phases in the non-interacting
case as we saw in Section 2.1|has only eight distinct phases in the presence of interactions,
labeled by Z8 [16, 17, 32]; this is explained in Chapter 3. Chapter 4 of this thesis is devoted
to studying topologically non-trivial gapless systems in the presence of interactions, using
11E.g. f(z) = (z   b   1)(z + jbj + 1) at b = 0 is a CFT with c = 1 between the trivial phase and the
Kitaev chain phase.
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(a) (b) (c) (d)
Figure 2.5.: The edge mode at criticality is stable against strong disorder (a,b)
and interactions (c,d). (a) Entanglement scaling for the disordered system
(averaging 105 states) suggests an innite randomness xed point with ce =
ln
p
2 (black lines guide the eye; gray is the clean case). (b) Distribution of
edge mode localization length over disorder realizations (inset: edge mode for
one realization). (c) Entanglement scaling for the interacting Hamiltonian
(2.13) with open boundaries and U = 0:3. The bulk is described by the c = 12
Majorana CFT (black line guides the eye). (d) The nite-size energy splitting
(red dots) for (2.13) between dierent fermionic parity sectors seems to be
exponentially small, E  e L=loc with loc  2:42. In fact, from analytic
arguments we know that there is also an algebraic contribution with a high
power  1=L14, which is subdominant to the observed exponential splitting
(for this range of L). The blue dots conrm that the two ground states dier
by a localized operator.
both numerical and analytical tools. Here, we numerically show that an interacting critical
point between the Kitaev chain and the 2-chain H2,
H = H1 +H2 + U
LX
n=1
(nn+1n+2n+3 + ~n~n+1~n+2~n+3) ; (2.13)
has localized edge modes. The interactions are chosen such that the critical point will not
shift when U 6= 0 since (2.13) is self-dual under n ! 3 n and ~n ! ~ n.
We use the density matrix renormalization group method [12] to perform nite-size
scaling with open boundaries for U = 0:3. (Convergence was reached for system sizes
shown with bond dimension  = 60.) In Fig. 2.5(c), we conrm that the system remains
critical by using the CFT prediction [133] for the the entanglement entropy of a bipartition
into two equal halves of length L2 , namely S  c6 lnL.
The stability of the edge mode is studied in Fig. 2.5(d). Firstly, we show the nite-size
energy splitting between the two lowest energy eigenstates (red dots). We observe that
this decays to zero exponentially fast. In fact, from analytic arguments we know that there
should also be an algebraic  1=L14 contribution, as discussed in Chapter 4. However,
although an algebraic decay dominates over an exponential decay for large enough systems
sizes, for any reasonable system size, 1=L14 is subdominant to the observed exponential
decay. To illustrate this point, note that 1=L14 < e L=loc (with loc = 2:42) over the range
2 < L < 174; by the point that L = 175, the algebraic contribution becomes dominant,
but 1=17514  4  10 32. Nevertheless, in Chapter 4 we are able to numerically conrm
the  1=L14 splitting by ne-tuning the system in order to eliminate the exponentially
small term. Lastly, in Fig. 2.5(d) we also conrm that the two ground states only dier




3. Interacting gapped symmetry-protected
topological (SPT) phases
Unlike the non-interacting topological superconductors of the previous chapter, interacting
SPT phases are not characterized by topological winding numbers. Instead, in one dimen-
sion, they are protected by how bulk symmetries act anomalously on the edge [16{19, 24]
(in Section 3.1 and Appendix B we present an accessible review of the classication of
one-dimensional SPT phases). An archetype is the Haldane phase, realized by the spin-1
Heisenberg chain with its spin- 12 edge modes: the bulk is symmetric with respect to SO(3)
whereas the edges transform under SU(2). While that particular model is not analytically
tractable, there are a number of exactly soluble fermionic and spin chains that have been
uncovered over the decades realizing SPT phases. One might wonder whether there are
links between these distinct models. In this chapter, we show that this is the case, unifying
various models by relating them to stacks of Kitaev chains [30].
We have already encountered such stacks in the previous chapter, dubbing them the
-chain. The Kitaev chain has a single Majorana zero mode on each edge, but by stacking
multiple copies one can have an arbitrary number of such modes. We showed that spinless
time-reversal symmetry (TRS) prevents these jj Majorana modes from gapping out;
each value of  dened a dierent topological superconducting phase of matter. However,
in the presence of interactions, there are only eight distinct phases protected by TRS,
characterized by how fermionic parity symmetry and TRS are represented on the edge
[16, 17]. We will review this fundamental result, after which we relate various other
models to this -chain.
Let us highlight a few of our ndings, rstly on how a stack of two Kitaev chains,
i.e., the 2-chain, is related to well-known SPT models. This is pictorially represented in
Fig. 3.1, with details in the main text below. On the one hand, we nd a two-site unitary
transforming the superconducting 2-chain into the Su-Schrieer-Heeger (SSH) model [28],
a particle number preserving Hamiltonian with a complex fermionic edge mode protected
by sublattice symmetry [111]. This mapping arises naturally when using symmetry as a
guide. Such a guiding principle even uncovers new facts in the case of known relationships,
such as for the non-local transformation which maps the 2-chain to the cluster model
[27, 31], a spin-12 chain protected by a Z2  Z2 symmetry [134]. Despite that mapping








two-site unitary two-site unitary
SSH AKLT
Cluster2-chain
Figure 3.1.: SPT models related to the -chain with  = 2. In the case of the
AKLT model it is at the level of the ground state, whereas for the other three
models it is at the level of the full Hamiltonian.
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protecting the cluster model. This means that the cluster model and the Haldane phase
are protected by the same set of discrete symmetry groups, with a dierent microscopic
action. Writing down a two-site unitary transforming one symmetry into the other, we
map the cluster model to a spin chain whose ground state is the xed point limit of
the Aeck-Kennedy-Lieb-Tasaki (AKLT) [25] state. The AKLT model is a well-known
perturbed spin-1 Heisenberg chain with an exactly known ground state.
Reconsidering the -chain also illuminates how the Haldane phase and the stack of four
Kitaev chains, i.e., the 4-chain, are two extremes of a single SPT model. The seminal work
on the interacting classication of SPT phases showed that the 4-chain has many algebraic
similarities to the Haldane phase at the level of symmetries [16]. We show that the inter-
acting 4-chain can locally be rewritten as a spinful Hubbard chain, protected by sublattice
symmetry. In the Mott limit, it is a spin chain in the Haldane phase. Interestingly, in
this limit the sublattice symmetry protecting the Hubbard chain is indistinguishable from
spinful TRS. The latter is known to protect the Haldane phase, but only in the Mott limit
(even when combined with spin rotation symmetry) [139]. Sublattice symmetry can be
seen as a dierent way of extending the same spin symmetry to charge degrees of freedom,
in which case our construction shows that the Haldane phase remains stable despite charge
uctuations.
Other new physics arises from mapping the -chain to the generalized spin-12 cluster
models [27]. Such a relationship was observed before [116, 135{138], but we use it to
uncover the SPT properties of these spin chains, leading, for example, to spin chains with
both symmetry breaking and SPT order. It is worth noting that despite these spin chains
being mathematically equivalent to the -chains, their physics is distinct due to the non-
locality of the mapping. This makes the set of cluster models useful in its own right (both
for didactic and testing purposes), especially since one can add perturbations which break
the equivalence to fermions yet leave the SPT properties intact.
An outline of this chapter is as follows: in Section 3.1 we present a brief review of
one-dimensional SPTs, focusing on a physical perspective (with a systematic treatment
given in Appendix B). Section 3.2 concerns fermionic SPTs where we recap the -chain
and its symmetry fractionalization. In subsection 3.2.2, we illustrate how the 2-chain is
the SSH model in disguise, and in subsection 3.2.3, the interacting 4-chain is adiabatically
connected to the Haldane phase. We then turn to bosonic SPTs in Section 3.3, where the
generalized cluster models emerge as the Jordan-Wigner transform of the -chain, pointing
out how the physics has changed under this non-local mapping. This uncovers new non-
trivial symmetries of the cluster model, which in subsection 3.3.2 leads to identifying its
ground state as the xed point limit of the AKLT state. Lastly, subsection 3.3.3 shows how
to generalize the Kramers-Wannier dualities to these generalized cluster models, shedding
light on their symmetry breaking and SPT properties.
3.1. An example-based introduction to SPT phases and their
classication
Here we briey review the classication of (interacting) SPT phases in 1D using physical
pictures [16{19]. First we present the general concept and then illustrate this in the case
of the cluster model and Kitaev chain. For more details, we refer to Appendix B or the
aforementioned references.
3.1.1. The classication in a nutshell
Consider a gapped one-dimensional system of length N invariant under a global symmetry
group G. The classication scheme needs the symmetries to be well-dened even when
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having open boundaries1, which for a unitary symmetry U 2 G is guaranteed if U = 
nUn
is a tensor product over sites or unit cells, referred to as an on-site symmetry. (The case
of anti-unitaries, where complex conjugation is dened in some on-site/unit cell basis,
is discussed in section 3.2.) If we assume that U is not spontaneously broken, then for
periodic boundary conditions the ground state must be unique2 and hence invariant under
U . However, if we have open boundary conditions, then the absence of spontaneous
symmetry breaking in the bulk still allows for U to act non-trivially near the edges. We
write this as U = ULUR, which is valid in the ground state subspace. These eective
operators UL;R are exponentially localized near the boundaries on a length-scale set by
the correlation length3. In the thermodynamic limit (N !1) of a gapped phase, UL and
UR thus have no overlap. Since the Hamiltonian is local, this means that UL and UR do not
change the energy of a state in the ground state subspace. We refer to this as symmetry
fractionalization. The same holds for any other unbroken symmetry V 2 G, so we can write
V = VLVR. Any group relation between U and V then implies a relation between the edge
symmetries. In particular, fUL; VL;    g then obey the same group relations as fU; V;    g
possibly up to a phase factor. In the bosonic case, where UL and UR commute, both edges
completely decouple and the physical symmetry is then projectively represented on each
edge. Such a projective representation has discrete labels that cannot change smoothly.
Since any non-trivial projective representation has a minimal dimension > 1, it protects
degenerate modes on the edge (which will be clear from the example of the cluster model).
Fermions can have extra structures related to UL and UR not necessarily commuting, as
will be claried in the discussion of the Kitaev chain below.
3.1.2. Bosonic example: the cluster model





where we denote the Pauli spin operators x;y;z as X;Y; Z. Its earliest appearance in the
literature is in Suzuki's work on quantum systems that are dual to two-dimensional clas-
sical dimer models [27] but it was rediscovered by Raussendorf and Briegel in the context
of measurement-based quantum computation [31]. Keating and Mezzadri independently
arrived at it as a spin chain dual to free fermions [135] and Kopp and Chakravarty gen-
erated the model through a real space renormalization of the quantum Ising chain [140].
The cluster model was discovered to be an SPT phase protected by Z2  Z2 by Son et
al. [134], and here we give a simplied treatment of this fact as found in Zeng et al. [141]
If the total number of sites N is even, HC is symmetric under the Z2Z2 group generated
by 
P1 = Z1Z3Z5   ZN 1
P2 = Z2Z4Z6   ZN : (3.2)
Let us take open boundary conditions and analyze the edge modes. Note that the terms in
Eq. (3.1) square to one, such that the eigenvalues are 1. Since all terms in H commute,
the ground state subspace will have Xn 1ZnXn+1 = 1 for all n. Concatenating a list
of these, we directly see that this implies X1Z2Z4Z6   ZN 2XN 1 = 1, or equivalently
P2 = X1XN 1ZN . So despite P2 being a global operator, it turns out that in the ground
1In case one is interested in spatial inversion symmetry, one has to replace the real-space picture by an
entanglement-based approach.
2This is clear if we assume our Hamiltonian is translation invariant. However, one does not strictly need
translation invariance.
3More precisely, the correlation length sets an upper bound. This can be a very bad upper bound, as we
will discuss in Chapter 4.
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state subspace it merely acts on the left by PL2 = X1 and on the right by P
R
2 = XN 1ZN .
Similarly, we obtain PL1 = Z1X2 and P
R
1 = XN .
We explicitly see that PL1 and P
L
2 are anticommuting symmetries, proving that the clus-
ter model has degenerate edge modes. (Note that symmetry fractionalization generally
only holds in the ground state subspace, whereas here PL;R1;2 commuting with the Hamilto-
nian imply so-called strong zero modes [142].) Adding terms to Eq.(3.1) that respect the
Z2  Z2 of P1 and P2 will alter the form of PL1 and PL2 but cannot change their mutual







1 , and from
P 21 = 1 one can show that e
i = 1, indeed labeling the projective representations of
Z2  Z2 (see Appendix B for details about symmetry fractionalization). Thus as long as
the correlation length is nite, the edges have well-dened degeneracies. Hence the cluster
model is an SPT phase protected by Z2Z2. In section 3.3 we will see how it relates to a
longer-range Kitaev chain (the 2-chain encountered in Chapter 2) and how that uncovers
new topological features and even a hidden SO(3) symmetry in the ground state.
3.1.3. Fermionic example: the Kitaev chain













Kitaev drew attention to this model in 2001 for the free Majorana modes on its edges.
We have encountered the above Hamiltonian in Chapter 2: it is the -chain for  = 1,
also denoted by H1. However, to keep this chapter self-contained, let us briey repeat
how to analyze the above Hamiltonian and, in particular, see its Majorana edge modes.
Decompose the fermionic operators into their real and imaginary parts: n = c
y
n + c and
~n = i(c
y
n   cn). These Hermitian operators are Majorana modes, meaning they anti-





to the reasoning for the cluster model, the ground state subspace will have i~nn+1 =  1.
We now interpret the Kitaev chain as an interacting SPT phase protected by fermionic
parity symmetry P =
Q
i(1   2ni) =
Q
(i~nn)|which is a symmetry for any fermionic
system. By the above i~nn+1 =  1, we see that P eectively acts as P = i1~N for
open boundaries. So here we see that P = PLPR where PL and PR anticommute. So
now we have a protected twofold degeneracy that is spread out over both edges. In other
words there is a Majorana zero mode living on each edge, which can be said to be `
p
2-
dimensional'|by denition this means that taking two such modes gives a 2-dimensional
Hilbert space. Because fermionic parity symmetry cannot be broken4, this phase is stable
against arbitrary perturbations.
We see that if we only have P -symmetry, there are exactly two phases, characterized
by PLPR = PRPL. In the non-interacting classication this is referred to as the Z2
invariant of the D class5. However, the Kitaev chain is also invariant under spinless time-
reversal symmetry T = K, where K is the complex conjugation that leaves c and cy
invariant. If we enforce this symmetry, then in the absence of interactions we are put
in the BDI class which is known to have Z distinct phases characterized by a certain
topological invariant; see Section 2.1 for details about this. However, in subsection 3.2.1
we review how in the interacting case there are only eight phases [32], labeled by Z8,
where the topological invariants are constructed out of the symmetry fractionalization of
4By locality one would require that hcyi cji
ji jj!1      ! hcyi ihcji. Since the left-hand side is anti-symmetric
and the right-hand symmetric, we require hcyi i = 0. Parity symmetry ensures this.
5This requires a particle-hole symmetry, but note that any fermionic Hamiltonian has a particle-hole
symmetry as dened in the Bogoliubov-de Gennes Hamiltonian; this was explained in subsection 2.1.1.
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P and T [16, 17, 143]. All the Z non-interacting phases (and the eight interacting ones)
are generated by stacking single Kitaev chains. This uses the so-called group structure of
SPT phases, which we explain now.
3.1.4. Group structure of SPT phases
An important and elegant property of these phases is that the set of all SPT phases with
respect to a given symmetry group G itself has a group structure. The addition of two
SPT phases is dened by taking the physical stacking of both chains. This can be applied
to both the non-interacting and interacting classication, but here we give the point of
view relevant for the interacting classication, i.e., using symmetry fractionalization. For
example, let U be some unitary symmetry for a bosonic chain, then if we have U =
UAL U
A




R for the second, then the combined system




L . This new symmetry fractionalization will then be a realization of
a possibly dierent SPT phase. It is not hard to convince oneself that this operation
satises all the properties of a group. Mathematically, in the bosonic setting (where the
edges fully decouple) this new group is called the second group cohomology group of G with
coecients in U(1), denoted by H2(G;U(1)) [18], although we do not use this language
in this paper. For example, for G = Z2  Z2, the group of SPT phases is Z2: this means
there is only one non-trivial phase|realized by the above cluster model|which is its own
inverse. Indeed, if one has a stack of two cluster models, then one can gap out the edge













3.1.5. The subtlety of identifying phases
In the aforementioned, we did not distinguish the symmetry group from its representation.
For example, the cluster model HC in Eq. (3.1) has the abstract symmetry group Z2 
Z2 which is represented by fI; P1g  fI; P2g. Indeed: in the classication scheme one
usually xes the representation and only allows paths of gapped local Hamiltonians which
are symmetric under that particular representation. Along such a path the symmetry
fractionalization fI; PL1 gfI; PL2 g remains well-dened. The downside of this denition is
that any other model with the same symmetry but in a dierent physical implementation
is automatically in a distinct phase.
For instance, consider the spin- 12 chain of alternating Heisenberg couplings H =
P
n S2n
S2n+1. The leftmost spin S1 is clearly decoupled, and this edge mode is in fact protected
by any perturbation that preserves -spin rotation since the edge transforms as a spin- 12
whereas the bulk is a singlet. Thus it has the same symmetry group Z2Z2 but now it is
represented by fI; Rxg  fI; Ryg = fI; Rx; Ry; Rzg, sometimes referred to as the Haldane
phase. According to the usual denition, these two models can not be connected, despite
both having the same properties with respect to Z2  Z2.
To resolve this, we can introduce a broader notion of phase equivalence where one allows
for paths of gapped local Hamiltonians where the symmetry group is preserved, but its
on-site representation can vary smoothly. The symmetry fractionalization and consequent
edge modes are then still protected quantities. In this way one can, for example, construct
a path between the cluster model and the alternating Heisenberg chain where P1 and P2
smoothly transforms into Rx and Ry. In subsection 3.3.2 we naturally arrive at such a path
purely from symmetry considerations, which moreover also preserves the other symmetries
known to protect the Haldane phase. The condition that the symmetry remains on-site is
crucial: if this is dropped, everything becomes trivial [19].
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3.2. Topological fermionic chains
3.2.1. Stacking of Kitaev chains: the -chain
Here we reconsider the phases that arise by stacking multiple Kitaev chains. Instead of
literally stacking them on top of one another, it is convenient to rewrite such stacks in
a translation invariant manner. This makes it more natural, for example, to interpolate
between a dierent number of chains without keeping systems articially decoupled from








These are pictorially represented in Fig. 2.1. We indeed see that for a given , this can be







, the trivial band insulator. This class of long-range Kitaev chains
has been considered before in a non-interacting context [116]; in Section 2.2 we discussed
their non-interacting topological invariant. Their (interacting) SPT properties have been
uncovered in the context of stacks of Kitaev chains [16, 17]. Here we rst revisit their
SPT nature in an equivalent but slightly dierent language, before illuminating how the
-chain maps to other models by local redenitions. Non-local transformations to spin
chains via a Jordan-Wigner transformation are discussed in Section 3.3. We rst discuss
the topological nature of the 2-chain before discussing the case for general .
Symmetry fractionalization of the 2-chain
For  = 2, the left (right) has Majorana edge modes 1; 2 (~N ; ~N 1). These can be
gapped out by the Hermitian perturbation i12 (i~N ~N 1), but this is not invariant
under complex conjugation T = K. (Note that TT =  and T ~T =  ~ since we dene
c and cy to be invariant.) In fact, T protects a Kramers pair on the right edge, and PT
on the left. To see this, let us dene the fermionic edge modes
cL =
1
2 (1 + i2)
cR =
1
2 (~N 1 + i~N ) :
(3.5)
It follows that TcLT = c
y
L and TcRT =  cyR (and oppositely for PT ). From this one can
derive that 
T 2j0iL = j0iL
T 2j0iR =  j0iR; (3.6)
where we have dened cL;Rj0iL;R = 0. On rst sight, this seems to contradict T 2 = 1,
however performing the same calculation for both edges gives T 2 (j0iL 
 j0iR) = j0iL
j0iR
(the extra minus sign coming from cLcR =  cRcL). These properties are summarized in
row ` = 2' of Table 3.1.
The fact that any fermionic Hamiltonian has parity symmetry P begs the question
whether the statement \T (PT ) protects the right (left) edge" has tangible consequences.
To conrm it does, consider the Jordan-Wigner transformation which can map the 2-chain
to a spin model. This non-local transformation involves string operators which either start
at the left or right edge. If the string originates from the right edge then local quantities
near this edge will remain local in the new spin variables, hence T protecting a Kramers
pair implies a non-trivial spin chain protected by T . Oppositely, starting from the left
edge should give a dierent spin chain, now protected by PT . In Section 3.3 we see that
this is indeed the case.
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 P T PT total degeneracy
 3 non-local fermion left, (right) [left], right 8
 2 fermion on left right 4
 1 non-local fermion (left) [right] 2
0 1
1 non-local fermion [right] (left) 2
2 right left 4
3 non-local fermion [left], right left, (right) 8
4 left, right left, right 4
Table 3.1.: Symmetry fractionalization and edge degeneracies in the -chains
(3.4). A `non-local fermion' means PL anti-commutes with PR (as discussed for
the Kitaev chain in section 3.1), whereas for example `T left' means T protects
a Kramers pair on the left edge. Round and square brackets correspond to
inequivalent choices of fractionalizing complex conjugation in the presence of
a non-local mode, i.e. for a given choice one only has one of the two (details
in Appendix B). Dierent choices for distinct  still lead to invariants that
distinguish the phases.
As in the cases discussed above, this can be formulated in terms of symmetry fraction-
alization, which is slightly more subtle for anti-unitary symmetries. If we choose a basis
for our low-energy space, then on these basis states T acts as a unitary, with the frac-
tionalization T = ULUR. Applying it twice, 1 = T
2 = (TULT )(TURT )ULUR. This means
that TULTUL = 1, with TURTUR having the same (opposite) sign if UL;R is bosonic
(fermionic). These signs correspond to the square of T on the edge modes, as in Eq. (3.6).
In particular, in the basis dened by cL;R, we obtain UL = 2 and UR = ~N 1 (the deriva-
tion and other details are discussed in Appendix B), such that indeed TURTUR =  1,
agreeing with Eq. (3.6). The approach of previous works [16, 17] was equivalent but dif-
ferent, opting for invariants which for  = 2 would have T square to  1 on the left edge
instead of the right. The above invariants strike us as more natural considering the physics
of Eq. (3.6) and the ensuing discussion. Curiously, a recent approach [143] in terms of
fermionic matrix product states does not have a spatial asymmetry in the fractionalization
of T (which suggest it might be implicitly describing a Jordan-Wigner transformed chain,
cf. Section 3.3).
Symmetry fractionalization of the -chain
Stacks of Kitaev chains have played an important role in elucidating the classication of
interacting SPT phases in one dimension [16, 17] and it was realized that upon enforcing
P and T symmetry, there are eight possible phases. These correspond to  = 0; 1;    7
forming the group Z8 under SPT addition. In particular, Kitaev and Fidkowski [32] have
shown that a stack of eight non-interacting chains can be smoothly connected to a trivial
phase if one allows for interactions (i.e., not just quadratic terms). Subsequently, the
eight remaining possibilities have been understood in terms of symmetry fractionalization,
proving their stability against symmetry-preserving interactions. We summarize the result
(derived in Appendix B) in Table 3.1, using the cyclic nature of Z8 to instead choose the
representatives  =  3; 2;    ; 4 where the Hamiltonian (3.4) shows that negative  is
the same as a left-right inverted jj-chain. For  3    3, the low-energy subspace of
one edge is too small to dene interaction terms, hence they have the edge degeneracies
we expect from the free fermion picture. For  = 4, it was rst discussed in Ref. [32] how
the perturbation 1234 lifts the fourfold degeneracy on the left edge of the 4-chain to
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a twofold degeneracy, which cannot be lifted further due to time-reversal symmetry.
Left-right asymmetry
One peculiar feature of Table 3.1 is the spatial asymmetry of the symmetry protection,
which is possible due to the explicit inversion symmetry breaking of the model (3.4): swap-
ping left and right does not leave it invariant, but instead changes the sign of . (We note
that it is impossible in bosonic SPT phases for dierent edges to be protected by dierent
symmetries, however it is possible for them to have dierent projective representations
on each edge [144].) For  = 4, however, we see the same symmetries protect each edge,
and indeed the fractional symmetries turn out to be bosonic. This means it cannot be
represented in a free fermion system. In fact, as we discuss in subsection 3.2.3, it can be
seen as a spin SPT phase. Note that none of these eight phases can be connected by a
path of gapped local Hamiltonians preserving P and T . However $   are in the same
phase according to the alternative notion discussed in Section 3.1, allowing paths which
smoothly change the (on-site) representation of the anti-unitary symmetry from T to PT .
O(jj) symmetry of the -chain
Here we briey discuss a symmetry which will be useful for what follows. As had rst
been observed in Ref. [32], a stack of  decoupled Kitaev chains has an O(jj) symmetry.
Conceptually this corresponds to rotating the chains into one another. On a mathematical
level this is easy to see: if  > 0 we dene n = (n; n+1    ; n+( 1)) and similarly




n ~n n+1. The Hamiltonian is invariant under the linear action
of O() on the vectors and this rotation preserves the Hermitian nature and canonical
commutation relations fi; jg = 2ij and fi; ~jg = 0.
The 2- and 4-chain: SSH and Haldane
In the following two subsections we focus on the cases  = 2 and 4 respectively, uncovering
their relationships to other known and new models. We rst summarize some relevant
observations by Fidkowski and Kitaev [16]: rstly, as we have seen for  = 2, each edge has
a single complex fermionic zero mode. This is the same physics as the Su-Schrieer-Heeger
(SSH) model [28], whose Hamiltonian and properties we will soon discuss. Secondly, for
 = 4, the aforementioned O(4) symmetry was realized to have an SO(3) subgroup that
acts projectively on the boundary. Combined with the non-trivial anti-unitary symmetry
(cf. Table 3.1), the 4-chain was henceforth labeled as being in the Haldane phase, a spin
SPT phase with the same algebraic structure. We discuss these statements in more detail
in subsections 3.2.2 and 3.2.3.
We show that these connections can be made surprisingly simple and concrete, which
we summarize here before going into detail: in subsection 3.2.2 the 2-chain is shown to
coincide with the SSH model after a two-site change of basis. Moreover, this then implies
the 4-chain can be seen as a spinful SSH model. In subsection 3.2.3 we use this to rewrite
the interacting 4-chain as a Hubbard model of spinful fermions where in the Mott limit
the charge degrees of freedom are frozen out and the eective spin- 12 model simply has
alternating Heisenberg bonds (without any phase transition). Its ground state is the xed
point limit of the Aeck-Kennedy-Lieb-Tasaki (AKLT) [25] state, a canonical example of
the Haldane phase. This leads to a much simplied constructive proof of the 8-chain being
adiabatically connected to a trivial chain.
It is interesting to keep track of the symmetries in the case of the 4-chain, since this
gives us insights into the stability of spin SPT phases when deviating away from the
Mott limit (i.e., in the presence of charge uctuations). In subsection 3.2.3, we rewrite
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Figure 3.2.: The Su-Schrieer-Heeger (SSH) model (3.9). We observe fermionic edge
modes for  = 1.
the interacting 4-chain as a so-called bipartite Hubbard model, which is known to have
an SO(4) symmetry [145]. This coincides with the SO(4)  O(4) symmetry of the non-
interacting 4-chain mentioned above, surviving interactions. However, the SO(3)  SO(4)
which is realized projectively on its edge, does not correspond to spin rotation symmetry
in the language of the Hubbard model. Nevertheless, in the Mott limit this SO(3) does
become indistinguishable from spin rotation symmetry (protecting the Haldane phase).
This is a saving grace: it is known [139] that the Haldane phase is not stable under
charge uctuations if one preserves spin rotation symmetry, however as a by-product of
our construction we see the Haldane phase is protected by this other SO(3) symmetry
(or a Z2 Z2 subgroup thereof). Similarly, we will see the Hubbard chain is protected by
an anti-unitary sublattice/particle-hole symmetry, in the Mott limit coinciding with the
usual spinful time-reversal symmetry protecting the Haldane phase.
This underlines the fact that whether or not a spin SPT phase is stable under charge uc-
tuations (i.e. away from the Mott limit) depends on how the symmetry acts on the charge
degrees of freedom. In particular, in the Mott limit, the Haldane phase can equivalently
be said to be protected by spinful time-reversal or fermionic sublattice symmetry|their
action being indistinguishable. It is only away from the Mott limit that the latter|not
the former|continues to protect the phase.
3.2.2. The 2-chain is the Su-Schrieer-Heeger model
We now relate the 2-chain to the Su-Schrieer-Heeger (SSH) [28] model. The latter is
a fermionic chain with a U(1) particle conservation symmetry (its Hamiltonian given by
Eq. (3.9)). On the other hand, the 2-chain has superconducting terms, but as has been
pointed out above it does have an O(2) symmetry. Indeed if n = (2n 1; 2n) and
~n = (~2n 1; ~2n), then H2 = i2
P
n ~n  n+1. By relabeling some operators, we should be
able to let the SO(2)  O(2) act as a fermionic U(1) phase symmetry. Note that this will
have to involve mixing  and ~, since if c! eic and  = c+ cy then  !  cos  ~ sin.
Let us make this more precise for the interpolation between the 2-chain and the trivial
chain:


















In terms of the complex fermionic operators consisting of these new Majorana operators
(i.e., cA;n =
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This is exactly the Hamiltonian of the SSH model, schematically shown in Fig. 3.2. This
undergoes a quantum phase transition at  = 12 and has protected edge modes for  >
1
2 .
What about the symmetries protecting it? Relabel the 2-chain symmetries as CB := T
and CA := PT . From Eq. (3.8) we see that the way they act on these new variables is as
follows:
CB cA CB = cyA and CB cB CB =  cyB (3.10)
and similarly for CA. So our anti-unitary symmetries are particle-hole/sublattice sym-
metries. Despite CB acting as a commuting anti-unitary symmetry on the Fock space
Hamiltonian, one can check that it acts like an anti-commuting unitary on single-particle
Hamiltonians, i.e., this corresponds to the sublattice symmetry used in the non-interacting
classication. Transposing our knowledge of the symmetry fractionalization of the 2-chain,
we know that for  = 1 the C symmetries fractionalize with CA protecting the fermionic
mode on the left, and CB similarly on the right (and which on general grounds must be
stable until the critical point at  = 12). This also tells us that the non-interacting label
Z for the AIII class reduces to Z4 in the presence of interactions. It is worth noting that
the -chains are stable under disorder whereas the SSH model is not (due to it requiring
a sublattice symmetry), which is consistent with Eq. (3.8) mixing neighboring sites.
Identifying the two models
In eect the transformation (3.8) denes a local unitary U that maps the 2-chain to the
SSH model. Since this unitary only acts within the unit cells, we know that H, dened
by U = eiH, also only acts within the unit cells. Hence one can dene the local unitary
evolution U() = eiH which smoothly connects the models at the level of the Hamiltonian.
It gradually deforms the representation of the anti-unitary symmetry from T to CB, the
crucial fact being that everywhere along this path the symmetry remains on-site (which
for complex conjugation we take to mean that the basis it is dened in is on-site), which
ensures that the symmetry fractionalization is everywhere well-dened. This is enough to
say both models are in the same phase, as discussed in Section 3.1. The stronger statement
that the unitary acts solely within the unit cells can be interpreted as the models not merely
being in the same phase, but being virtually identical. To appreciate these facts, contrast
it to the Kitaev chain mapping to the trivial chain under the local mapping n ! n 1,
which one cannot implement by a local unitary evolution. Similarly, one can contrast it
to how the 2-chain can be mapped to the trivial chain by a local unitary evolution, but
such a path cannot keep the representations of the symmetries to be on-site.
3.2.3. The 4-chain as a Hubbard model and the AKLT chain
To gain insight into the interacting 4-chain, we rst show how it can be rewritten as a
bipartite Hubbard model, smoothly connecting to a simple spin chain in its Mott limit.
As we noted above, the 4-chain does not have a non-interacting representation without
accidental degeneracies: the perturbation 1234 lifts the fourfold degeneracy of the
left edge into a twofold one, which according to Table 3.1 cannot be lifted further if we








and similarly for ~V with  $ ~. The key idea is that we should be able to see the 4-
chain as a stack of two SSH chains, or alternatively as a single SSH model with an extra
spin-12 degree of freedom. To make this more explicit, we rst redene 2n = n;# and
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A       B       A       B       A       B       A       B  
Figure 3.3.: The bipartite Hubbard chain, Eq. (3.13), where each edge is occupied
by a single spinful fermion. For U = 0 this is a double copy of the SSH
state ( = 1) in Fig. 3.2. For U ! 1 this reduces to the AKLT xed point
state in Fig. 3.4.
2n 1 = n;" and then perform the transformation shown in Eq. (3.8) for each spin sector.
For clarity, we summarize the resulting mapping:
cA;n;" = 12 (4n 1 + i4n 3) cA;n;# =
1
2 (4n + i4n 2)
cB;n;" = 12 (~4n 3   i~4n 1) cB;n;# = 12 (~4n 2   i~4n) :
(3.12)


















where  = A;B is the sublattice index. So we see the interacting 4-chain is in fact a
bipartite Hubbard chain, shown in Fig. 3.3. We note that this topological chain was
investigated in Ref. [146] using Green's functions. As long as U > 0, the edges will prefer
single occupancy, giving a twofold degeneracy on each edge. It can straightforwardly be
proven that the gap of Eq. (3.13) does not close as we increase U (see e.g. the discussion




n SB;n  SA;n+1. Its ground state is simply a string of disjoint singlets
with free spin- 12 modes on the edges.
Relation to the AKLT model
The AKLT model [25] is given by the spin-1 Hamiltonian H =
P
n SnSn+1+13 (Sn  Sn+1)2.
This is in the same phase as the spin-1 Heisenberg chain, but the dierence is that its
ground state is exactly known. In fact, it is the same as the ground state of the above
(large-U) bipartite Hubbard chain, with an additional spin-1 projector on every `AB' unit
cell. The projection is in a sense immaterial: it leaves the entanglement spectrum between
the unit cells unchanged, moreover the projector naturally disappears under the renor-
malization group ow as dened in Ref. [147]. In this sense one can say that the ground
state of the above Hubbard chain in the Mott limit is exactly the xed point limit of the
AKLT state. This simple ground state is naturally in the Haldane phase: while the bulk
is invariant under SO(3) and Tspin (both of which are non-projective when applied to the
unit cells), the edges transform as spin- 12 's. The topological invariants of that projective
representation dene the celebrated Haldane phase. However, if we instead look at the
relevant symmetries from the fermionic perspective, a dierent story emerges.
Hubbard chain protected by sublattice symmetry
As a direct spin-o of subsection 3.2.2, we know that the Hubbard chain is an SPT phase
protected by the anti-unitary sublattice/particle hole symmetry CA dened in (3.10), which
leaves the spin degree of freedom untouched. On rst sight this seems unrelated to the
symmetries of the Haldane phase, but in the Mott limit this reduces to Tspin = e
iSyK
which is known to protect the edge modes. Indeed: if S := 12c
y
sss0cs0 then by Eq. (3.10)
we see that CA;B are anti-unitaries that map S !  S. (Moreover for any SPT phase
protected by Tspin, globally T
2
spin = 1, even if it squares to  1 on-site.) Hence we can say
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that in the Mott limit we cannot distinguish between Tspin and CA (or CB). However, away
from the Mott limit, their dierence is essential, as we discuss now.
Fragility versus stability of spin SPT phases
In Ref. [139], it was shown that one can adiabatically connect the Haldane phase to the
trivial phase if one allows for paths with fermionic degrees of freedom (i.e., away from
the Mott limit). This is possible even if one preserves Tspin, which was interpreted as a
sign of fragility of (bosonic) SPT phases with respect to charge uctuations. However,
here we see there is no fragility if we replace Tspin by CA. Let us briey repeat the reason
why the Haldane phase is not stable against charge uctuations [35, 36] in the presence of
Tspin. The reason it is protected in the Mott limit, is because T
2
spin = 1 in the bulk|since
we have an even number of spin- 12s|from which one can deduce that on the edge it has
to square to 1, giving us a well-dened discrete invariant. But if every site no longer
has exactly one fermion, we instead have T 2spin = P , where P denotes the parity of the
number of fermions, from which one can argue that its square on the edge can be smoothly
deformed from  1 to 1. It is then clear why CA does manage to protect the edge modes: it
always squares to the identity. Hence, there is no fragility with respect to this symmetry.
Hubbard chain protected by Z2  Z2
Instead of time-reversal symmetry, the Haldane phase can also be protected by rotation
symmetry: the global -rotations Rx = e
iSx and Ry = e
iSy form a Z2  Z2 group
(note that Rz = RxRy) that fractionalizes as spin-
1
2 representations on the boundaries,
i.e. RLxR
L
y =  RLyRLx . However, similarly to above [35, 36], this does not protect the
phase under charge uctuations due to R2x = P . As in the previous paragraph, one might
wonder: although Rx and Rz do not protect the SPT phase, there might be a Z2  Z2
symmetry of the Hubbard chain which in the Mott limit becomes indistinguishable from
the above spin rotation symmetry. Indeed, we introduce two unitary symmetries ~Rx and
~Ry which always obey a Z2  Z2 group structure and in the Mott limit reduce to Rx
and Ry. This automatically proves that they protect the Hubbard ladder for arbitrary
interaction U . We dene ~Rx and ~Ry as the unitary operators that square to one and act
as:











Then ~Rx maps S ! (Sx; Sy; Sz) and ~Ry maps S ! ( Sx; Sy; Sz). Hence for large
U the actions of ~Rx and ~Rz are indistinguishable from Rx and Ry. In conclusion, in
the large U limit we can identify the symmetries Rx, Ry and Tspin with ~Rx, ~Ry and CB,
but the latter set protects the Haldane phase even in the presence of charge uctuations.
(Moreover, note that CB = ~RyK, extending Tspin = RyK.)
It is known that the bipartite Hubbard model in fact has a much bigger on-site SO(4)
symmetry [145]. In terms of our original Majorana description in Eq. (3.11), if we dene
the vector n = (4n 3; 4n 2; 4n 1; 4n) and similarly ~n, then each element of A 2




n ~n  n+1 is rotationally
invariant and the interaction terms are of the form 1234 = i1i2i3i4i1i2i3i4 such
that V ! det(A) V , thus the non-interacting O(4) symmetry is broken down to SO(4).
The above Z2Z2 symmetry group is a subgroup of this SO(4): one can rewrite the action
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where i ~Sz = [ ~Sx; ~Sy]. These operators satisfy the angular
momentum algebra [ ~Sa; ~Sb] = i"abc ~Sc, generating an SO(3) subgroup of SO(4). Thus there
is the chain of symmetry groups Z2  Z2  SO(3)  SO(4), each of which can be said to
protect the edge modes. This agrees with the observation by Fidkowski and Kitaev that
the SO(4) symmetry of the interacting 4-chain has an SO(3) subgroup which transforms
the edges under a spin- 12 representation [32]. In terms of the variables of the Hubbard
chain (3.13), in the Mott limit the above SO(3) is indistinguishable from spin rotation
acting on the unit cells.
Connecting the 8-chain to the trivial chain
We note that having connected the 4-chain to the Haldane phase gives an alternative con-
struction of an adiabatic path from a stack of eight Kitaev chains to the trival phase, which
is considerably less technically involved than the original construction of Ref. [32]. Inter-
estingly, the path which we consider here in detail, was already sketched in Ref. [146]. More
precisely: one rst tunes the 8-chain to a stack of two decoupled spin chains with alternat-
ing (intra-chain) Heisenberg bonds. Now adiabatically turn o the intra-chain couplings
and turn on the inter-chain Heisenberg couplings. This does not close the gap since it re-
duces to the four-spin problem H = t (S1  S2 + S3  S4)+(1 t) (S1  S3 + S2  S4), whose
distinct eigenvalues|there are maximally six due to 12
 12
 12
 12 = 001112|can






+ 14 . The resulting phase is
trivial: turning o the interactions leads us to a spinful version of Hamiltonian (3.9) with
 = 0.
Relation to previous work
As we have already mentioned at the end of subsection 3.2.1, Fidkowski and Kitaev [32]
had observed that the algebraic properties of the interacting 4-chain resemble those of the
well-known Haldane phase. The new result here is that the path from the 4-chain to such
a spin chain is very simple and dictated by symmetries, directly leading to a close cousin
of the AKLT model. This concrete path simultaneously raised and resolved the apparent
paradox of the (in)stability of the Haldane phase with respect to charge uctuations. We
now point out the work of two other groups on the physics of the 4-chain.
In 2012, Rosch [35] showed how one can trivialize the 4-chain (seen as superconducting
spinless fermions) if one allows couplings to spinful fermions. More concretely, starting
from a stack of a trivial spin chain and four Kitaev chains, a path to a completely trivial
chain was constructed without breaking time-reversal symmetry (TRS). Indeed, if we only
preserve TRS in the presence of charge uctuations, we can rst adiabatically transform
our trivial spin chain to be in the Haldane phase. By the above, we now have a stack
of two Haldane chains, which can clearly be trivialized. Interestingly, that work dened
variables very similar to the above (3.12) but did not rewrite the Hamiltonian in terms of
it. This is presumably due to a dierence in philosophy: after dening the new variables,
they were not seen as spinful fermions since the TRS of the original 4-chain does not act as
TRS on these variables. Our approach, however, is to consider (3.12) as dening genuine
spinful fermions, and conclude that the Hubbard chain (3.13) is simply not protected by
TRS but instead by the sublattice/particle-hole symmetry CA.
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We also mention the eld theoretic works by You et al. [148, 149]. They showed that
starting from the 4-chain, one can dene spin operators out of these Majoranas whose
eective continuum action|upon integrating out the fermionic degrees of freedom|is the
same non-linear sigma model that is known to describe the Haldane phase [22]. Note that
the work of Anfuso and Rosch [139] has shown it can be subtle to draw conclusions about
topological properties of a gapped phase after having integrated out other gapped degrees
of freedom if these sectors were not completely decoupled to begin with. In the works
by You et al. this decoupling is ensured by requiring the condensation of a particular
Z2 gauge eld. Without a physical mechanism to ensure this condensation (unlike the
Hubbard chain (3.13) which ensures the gauge constraint 1234 =  1 for large U), one
cannot directly transfer insights from the eective spin chain to the original fermionic one.
It can however give very useful hints, and in Ref. [149] the knowledge of how to trivialize
a stack of two Haldane chains was used to explicitly construct a path of the interacting
8-chain to the trivial phase. Nevertheless, although this leads to a natural construction,
to actually conrm the presence of a gap one still has to solve a rather complicated
problem involving 16 Majoranas, for which exact diagonalization (ED) was used. This is
similar to the original path proposed by Kitaev and Fidkowski [32], where in addition to
ED there was also a non-trivial analytic argument involving perturbation theory and the
representation theory of SO(8). Hence, to the best of our knowledge, having rewritten
the 4-chain as (3.13) has led to the simplest explicit path from the 8-chain to the trivial
chain, since it allows us to directly use the spin chain results. It would be interesting to
see if this approach can be helpful for the general program laid out in Ref. [149], which
elucidates the eect of interactions on fermionic SPT phases in higher dimensions by using
known results for bosonic SPT phases.
3.3. Topological spin chains
3.3.1. The -chains map to generalized cluster models
We now turn to spin SPT phases, focusing on spin chains which despite being mathemat-
ically equivalent to the above fermionic -chains, are physically quite distinct. To this
purpose, recall that in one dimension, the non-local Jordan-Wigner transformation relates
fermionic chains to spin- 12 chains (with open boundary conditions) and vice versa:
n = Z1Z2   Zn 1Xn
~n = Z1Z2   Zn 1Yn: (3.17)
This transformation is compatible with the property that under complex conjugation
(T = K) we have TnT = n and T ~nT =  ~n. A priori it is not clear that such a
non-local transformation preserves locality of the Hamiltonian. There is however a simple
criterion: a fermionic Hamiltonian is local if and only if the corresponding spin Hamiltonian
is local and commutes with spin-ip symmetry P =
Q
n Zn. Let us now consider what the
-chain is mapped to under Eq. (3.17).
In the simplest case one can take the 0-chain, which under Jordan-Wigner (JW) maps
to a polarizing eld H =
P
n Zn. More interesting is the well-known fact that the JW dual
of the Kitaev chain HK , i.e. the 1-chain, is the Ising chain HI =  
P
nXnXn+1. This
illustrates how, despite the JW transformation not changing the energy levels, the non-
local mapping typically changes the physics: here it relates an SPT phase to a symmetry-
broken phase. As a next step, consider the JW dual of the 2-chain. Compared to the
Kitaev chain, the Majorana operators are now one site further apart and hence one Z of
the JW string is not canceled, leading to the cluster model HC =  
P
nXn 1ZnXn+1.
This structure naturally extends to all -chains as shown in Table 3.2, where we see that
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X Z    Z| {z }
 1
X z
Table 3.2.: The -chain and its Jordan-Wigner transform. For convenience, we also
list the associated polynomial f(z) introduced in Chapter 2. This polynomial
easily allows to solve any Hamiltonian which is a sum of these fermionic or
bosonic Hamiltonians, as explained in Section 2.3.
the spatial inversion ( $  ) on the fermionic side corresponds to X $ Y on the spin
side.
These generalized cluster models rst appeared in the literature in 1971 as the quantum
chains dual to certain two-dimensional classical dimer models [27] (there referred to as
generalized XY models). In modern times they have resurfaced in studies of their phase
transitions: rst in context of exact results for their critical entanglement scaling [135]
and more recently concerning conjectures for their conformal eld theories [138, 150]. On
the other hand, it seems the physics of these gapped spin chains has been left relatively
unexplored. In particular, it is interesting to check how the physics of these spin models
resembles or diers from the SPT structure of their fermionic counterparts. We will see
these generalized cluster models exhibit rich physics despite their simplicity.
The cluster model (`XZX') and the 2-chain
The special case of  = 2, the cluster model, is known [134] to be in an SPT phase protected
by the Z2  Z2 symmetry group generated by P1 =
Q
n odd Zn and P2 =
Q
n even Zn.
However, we now show that the mapping (3.17) between the 2-chain and the cluster model
uncovers a hitherto-unknown symmetry which also protects the model. In subsection 3.2.1,
we saw that the right edge of the 2-chain has a Kramers pair with respect to T = K, and
the left edge with respect to PT . Since the Jordan-Wigner transformation (3.17) has its
string starting at the left edge, the leftmost region of the 2-chain and the cluster model
should have the same local physics. We conclude that the cluster model has a Kramers
pair on the left edge with respect to PT = (
Q
n Zn)K. As discussed in subsection 3.2.1,
for a bosonic system an anti-unitary symmetry squares to the same sign on both edges.
Hence, unlike the 2-chain, PT protects both edges: the Jordan-Wigner transformation
(3.17), which is highly non-local near the right edge, has changed the physics.
To see these statements within the spin language, rst consider that Section 3.1 implies
P = PLPR with PL = Y1X2 and PR = XN 1YN (where we have used P = P1P2). Secondly,
in subsection 3.3.3 we show that the fractionalization of T is trivial, i.e. T = ULUR with
UL = UR = 1 when acting on some local basis of edge states. The latter implies that when
acting on this same basis, PT = VLVR with VL;R = PL;R. Hence on the left PT squares
to (PT )VL(PT )VL =  Y1X2Y1X2 =  1, and similarly on the right. This is summarized
in row ` = 2' of Table (3.3). The fact that PT protects the cluster model explains why,
for example, HC + "
P
n Yn still has well-dened edge modes, as can be veried using
perturbation theory or the numerical density matrix renormalization group (DMRG) [12]
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 P T PT total degeneracy
 3 broken Kramers pair: left, right broken 8
 2 left, right 4
 1 broken broken 2
0 1
1 broken broken 2
2 left,right 4
3 broken broken left,right 8
4 left, right left, right 4
Table 3.3.: Symmetry breaking and fractionalization of the spin chains in Ta-
ble 3.2. This is with respect to P =
Q
Zn and T = K. `Kramers pair on left'
means the anti-unitary symmetry squares to  1 there.
method. This new non-trivial symmetry can guide us to further insights|which we discuss
in subsection 3.3.2.
Symmetry fractionalization of the generalized cluster models
We now ask what the fractionalization is of these symmetries, P and T , for any of these
generalized cluster models. We repeat that this is dierent from the fermionic results in
Table 3.1 since the non-local nature of the JW transformation mixes the edge with the
bulk. Table 3.3 was derived using the analytic methods introduced in subsection 3.3.3,
and numerically conrmed with DMRG [12] using the entanglement perspective discussed
in Ref. [151]. Note that the results are in line with what one would expect based on the
Jordan-Wigner transformation: as discussed before, the Jordan-Wigner transformation
whose string starts from the left end, should map the 2-chain to an SPT protected by
PT . Similarly, starting from the right end should map it to a spin model protected by T .
This is the same as starting from the left end but taking the spatially inverted 2-chain,
i.e. the ( 2)-chain, as conrmed by Table 3.3. Also note that Table 3.1 says that|at
least in a particular gauge|the left end of the Kitaev chain ( = 1) is protected by
PT . This corresponds to the fact that the corresponding Ising chain spontaneously breaks
PT = (
Q




The rst symmetry of the resulting table is that like its fermionic dual, it only depends
on  mod 8. The second symmetry is that swapping the T and PT columns is the same
as changing the sign of : from Table 3.2,  $   is equivalent to X $ Y , which is
achieved by the anti-unitary operator O = ei4
P
n ZnK, and indeed O T O = PT .
Symmetry breaking and/or SPT order
Before discussing generalized cluster models for specic , let us observe their overall
symmetry breaking and SPT properties. Every odd  has Z2 symmetry breaking. This
is to be expected: the degeneracy (= 2) is then not a multiple of 4, meaning we cannot
associate it to bosonic modes on each edge. Hence there must be a degeneracy even
with periodic boundaries, which for gapped phases in one dimension is always due to
spontaneous symmetry breaking. In subsection 3.3.3 we show a general argument for the
absence or presence of symmetry breaking that is self-contained in the spin language.
On the other hand, even  give rise to (purely) SPT phases. The four inequivalent
even- phases have a Z2  Z2 structure: each is its own inverse, and stacking any two
non-trivial chains generates the third. This is to be contrasted with the Z8 of the eight
fermionic SPT phases. The non-local JW transformation does not commute with the
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procedure of stacking, in the sense that, for example, a stack of two cluster models does
not correspond to a stack of two 2-chains under JW.
The symmetries of Table 3.3 imply that the only new phases (at least with respect to
these symmetries) are  = 3; 4, since the negative  are related to positive  by a symmetry
transformation. In fact the models related by  $   are in the same phase if we allow
for paths of gapped local Hamiltonians that smoothly change the on-site representation of
the symmetries, transforming T into PT (where, again, by `on-site anti-unitary' we mean
that the basis for complex conjugation is on-site). Hence, before turning to the cluster
model in more detail in subsection 3.3.2, we discuss the physics of  = 3; 4.
The `XZZX' cluster model
Interestingly,  = 3 has both symmetry breaking and SPT order. In particular we nd
that the symmetry breaking order parameter6 is a cluster-type term, Xn 1YnXn+1, such
that a symmetry-broken sector has the eective Hamiltonian H = 
P
nXn 1YnXn+1.
This still has PT as a symmetry and it turns out that its symmetry fractionalization is the
same as for  = 2. More generally: for odd 0 <  < 4, the -chain spontaneously breaks
into a ground state sector which is in the same phase as the (  1)-chain with respect to
the unbroken symmetry (and similarly for negative ). A particular manifestation is that
the symmetry-broken ground state of the Ising chain is trivial.
The `XZZZX' cluster model
The case  = 4 is again purely an SPT phase (and similar to the fermionic 4-chain
one needs extra terms to lift accidental degeneracies: the Jordan-Wigner transform of
Eqn. (3.11) gives terms of the form XnYn+1Xn+2Yn+3 + (X $ Y )). If one compares the
symmetry fractionalization tables of the fermionic -chain (Table 3.1) and the generalized
cluster models (Table 3.3), the only non-trivial line that coincides is  = 4. Hence one
might be tempted to conclude these two are in the same phase. This is in fact not true, the
fundamental reason being that the `P ' in the fermionic case is fermionic parity symmetry,
which is intrinsic to the Hilbert space, whereas the `P ' in the spin models is spin-ip
symmetry which one can explicitly break. More concretely: there can be no path of
gapped local Hamiltonians connecting the fermionic  = 4 to the bosonic  = 4, even if
we allow the on-site representation of the relevant symmetries to smoothly change. The
dierence becomes even more striking: in the following section, we show how the cluster
model is in fact in the Haldane phase with all its discrete symmetries. Combining this
with subsection 3.2.3, we know that there is a path connecting the fermionic 4-chain to
the cluster model ( = 2), which then proves there cannot be a path to the generalized
cluster model with  = 4.
3.3.2. The cluster state is the AKLT xed point limit
The above showed that there are two sets of symmetries protecting the cluster model
HC =  
P
nXn 1ZnXn+1: rstly a pair of commuting unitary symmetries squaring to
one (P1 and P2), and secondly an anti-unitary symmetry that squares to one (PT ). For
the SPT phase to survive, one needs to only preserve one of these sets. There is another
well-known bosonic SPT phase with the same algebraic properties: the Haldane phase. As
encountered in section 3.2, it is an SPT phase protected by either the group of -rotations
which in the bulk square to one (generated by Rx = e
iSx and Ry = e
iSy) or by the
time-reversal symmetry that squares to one (Tspin = RyK).
6Indeed: a state with XYX = 1 will satisfy XZZX = 1 since (XnYn+1Xn+2) (Xn+1Yn+2Xn+3) =
XnZn+1Zn+2Xn+3.
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Figure 3.4.: The AKLT state. The spins connected by dashed lines form spin singlets.
The AKLT state has spin-1 projectors on the gray ovals [25] which disappear
in the renormaliation group xed point limit [147].
This similarity is in fact not accidental: the cluster state is actually in the Haldane
phase! For this to be a meaningful statement, we rst need to perform a change of basis
so that the symmetry operators map to each other:
P1 ! Rx; P2 ! Ry; PT ! Tspin: (3.18)
Note that this is possible because the operators share the same group properties. It turns
out that after this change of basis, the spin cluster ground state is actually mapped exactly
to the xed point limit of the AKLT state encountered before, sketched in Fig. 3.4: each
oval denotes a unit cell such that it has a linear representation of rotation and time-reversal
symmetry. The dashed lines denote spin singlets on the bonds, with unconstrained spin- 12 's
on each edge, protected by the projective representations of the bulk symmetries.
Identifying symmetries
To make this connection more precise, let us start with our spin- 12 cluster Hamiltonian
HC =  
P
nXn 1ZnXn+1. Note that although this is translation invariant, the symmetry
P1 is not, so if we want a new basis where this symmetry acts as Rx, then we need to
articially work with unit cells of two spins. We now dene a unitary operator U which
is a tensor product over these unit cells, acting in each cell as follows:
j ""i U ! jsi := 1p
2
(j "#i   j #"i);
j "#i U ! jxi := 1p
2
(j ""i   j ##i);
j #"i U !  jyi := ip
2
(j ""i+ j ##i);
j ##i U ! ijzi := ip
2
(j "#i+ j #"i):
(3.19)
The labels js; x; y; zi which we dene on the right-hand side of Eq. (3.19) imply their sym-
metry properties, e.g. jyi goes to minus itself under Rx or Tspin, but is invariant under Ry.
Note that the unitary U is naturally determined by the symmetry considerations of (3.18):
if we, for example, apply P1 on the left-hand side of Eq. (3.19), then this is equivalent
to applying Rx on the right-hand side. More concretely, its dening characteristics are
UP1U
y = Rx, UP2U y = Ry and U(PT )U y = Tspin, accomplishing (3.18). Moreover, note
that this can be done smoothly, similar to as we discussed in subsection 3.2.2.
The resulting Hamiltonian
Having used symmetries to obtain the relevant change of basis, we can now see how it af-
fects the cluster model. Curiously, the unitary has the eect of factorizing the Hamiltonian:
e.g.7  X1Z2X3 becomes Y2Y3, and  X2Z3X4 becomes X2X3. Thus the Hamiltonian in










7More precisely, X2n becomes X2n and Z2n 1X2n becomes  X2n 1. Similarly X2n 1 ) Y2n 1 and
X2n 1Z2n )  Y2n.
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The ground state of this is the state with a singlet jsi on each bond connecting the unit cells
as in Fig. 3.4. As mentioned in subsection 3.2.3, it is obtained from the original AKLT state
by a block-spin RG ow which does not change the bipartition entanglement spectrum
[147]. An alternative way of checking that the cluster state and the xed point limit of
the AKLT state are the same is by comparing their matrix product state description8. As
an aside, note that the cluster state is translation invariant, but its symmetries have a
two-site unit cell. The change of basis swaps this: the AKLT state (Fig. 3.4) has a two-site
unit cell, but its symmetries are on-site.
Consequences
This mapping can teach us a few things: for example the Haldane phase is also known
to be protected by link inversion symmetry, which is lattice inversion about the center
of a bond. So we can conclude that the cluster state is similarly protected by such a
symmetry9.
Moreover, it is known that the AKLT state is symmetric under continuous spin rotation.
The fact that the cluster ground state must also have an SO(3) symmetry is a priori
surprising, given its denition. Similarly this implies the 2-chain and the SSH model
( = 1), whose O(2) symmetry we already discussed in Section 3.2, has a ground state
with SO(3) symmetry. Note that this is completely unrelated to the symmetries we
discussed in Section 3.2 having to do with rotating the Kitaev chains into one another: that
concerned symmetries of the Hamiltonian, whereas this SO(3) is an emergent symmetry
in the ground state. (It is worth pointing out that one can adiabatically turn on the
Z2nZ2n+1 component in Eq. (3.20) without aecting the ground state, until one reaches
an SO(3)-symmetric Hamiltonian: the alternating Heisenberg chain we have encountered
before in Section 3.1 and subsection 3.2.3.)
In the other direction, the cluster state has been mainly investigated in the context
of its power for measurement-based quantum computation. It was only later that it was
realized that the AKLT state [152] and more generally the Haldane phase [153, 154] oer a
similar resource. Our mapping makes this more direct, and illustrates how by identifying
symmetries one can construct natural maps that relate seemingly dierent models. Note
that both the cluster state and the AKLT state have been generalized to 2D, both of
particular interest to measurement-based quantum computing, and it would be interesting
to see to what extent this kind of symmetry-guided mapping can generalize.
Identifying `XZX', `AKLT', `SSH' and the 2-chain
In Fig. 3.1 we summarize a few of the mappings related to the 2-chain. In particular we
complete the circle by noting that if we use the JW transformation to map back our spin
model in the new basis to fermions, we obtain the SSH model. Let us take this step by
step: starting with the linear interpolation between the trivial chain and cluster model,







then under Eq. (3.19) this maps to the alternating spin- 12 XY -chain (which moreover
continuously connects to the alternating Heisenberg chain):
UHU y = (1  )
X
n odd
(XnXn+1 + YnYn+1) + 
X
n even
(XnXn+1 + YnYn+1): (3.22)
8The MPS matrices for either state are I; X; iY; Z. For the cluster state this is in the basis j ""i; j "#i; j ##
i; j #"i. For the xed point limit of the AKLT state this is in the jsi; jxi; ijyi; jzi basis.
9It is however a bit unnatural: one inverts the lattice of unit cells but not the unit cells themselves;
moreover there is a  1 factor for every unit cell in state j ""i. Example: j #"; ""i )  j ""; #"i. Usual
lattice inversion does not protect the cluster SPT phase.
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Note that with respect to the unit cells which group together (2m  1; 2m), this is trivial
for  < 12 and in the Haldane phase for  >
1
2 . After the usual Jordan-Wigner map (3.17),
Eq. (3.22) coincides with the SSH model as shown in Eq. (3.9). Remember that the SSH
model is protected by the sublattice/particle-hole symmetries CA;B as dened in (3.10).
One can check that CA on the fermionic side (which protects the left edge) maps to Tspin
on the spin side (which protects both edges), and similarly CB (which protects the right
edge) maps to PTspin (which protects nothing). Again we see that the JW transformation
changes the physics.
Note that Fig. 3.1 does not contain the connection between the interacting 4-chain and
the AKLT state as discussed in subsection 3.2.3, which implies that the fermionic 4-chain
can be adiabatically connected to the cluster model.
`XZZZX' is not in the Haldane phase
Similarly, one can subject the generalized cluster model with  = 4 (which is also sym-




(XnZn+1Zn+2Xn+3 + YnZn+1Zn+2Yn+3) : (3.23)
This is now a spin chain with the same discrete symmetries as the Haldane phase, i.e.
Rx; Ry and Tspin, yet it is in a dierent symmetry class. It is protected by Tspin|like
the Haldane phase|but also by Rx;y;zTspin|unlike the Haldane phase. Moreover, it is
not protected by -spin rotations alone. In particular, one can derive RLx = X1Z2Y3 and
RLy = Y1Z2X3, which clearly commute. This shows it is very dierent from the fermionic 4-
chain, despite both on rst sight sharing a similar symmetry fractionalization in Tables 3.1
and 3.3. This illustrates the physical subtleties of the Jordan-Wigner transform.
3.3.3. Kramers-Wannier dualities for the generalized cluster models
The generalized cluster models are all exactly soluble in terms of fermions, but it can often
be cumbersome to extract the relevant information in the spin language. Here, we present a
way of extracting the physics we have discussed so far|directly in the spin language. Many
properties simply drop out, such as the occurrence of spontaneous symmetry breaking
(only) for  odd and the symmetry fractionalization of the topological phases. Concretely,
we show how any of the generalized cluster models can be mapped to a trivial spin chain
using a type of Kramers-Wannier transformation. The original transformation [155] is
a duality of the quantum Ising chain which relates the symmetry-broken phase to the
trivial phase and vice versa. Here we generalize this mapping, which in particular will
show that for periodic boundary conditions the ground state is unique for  even and
twofold degenerate for  odd, implying symmetry breaking. Note that before repeating
the original mapping, we rst treat the case where  is even since it is simpler.
The case for  even
For clarity, we consider the cluster model (i.e.  = 2), but the argument extends to
other  = 2m. Dene the new spin operators ~Xn = Xn and ~Zn = Xn 1ZnXn+1. These






the ground state is unique! Note that for open boundary conditions, ~Z1 and ~ZN would
not appear in the Hamiltonian, giving the correct edge degeneracies. This allows for




~Z = ~Z1 = XNZ1X2, which we already knew. However, it also allows to calculate
other fractionalizations such as that of T = K: since the mapping preserves complex
42
3.3. Topological spin chains
conjugation and the ground state subspace condition ~Z2nN 1 = 1 is also real, one easily
obtains that T = K 0, where K 0 is complex conjugation in the low energy subspace. I.e.,
T is trivial for the cluster state.
The case for  odd
Inspired by the above, one might similarly dene ~Zn = XnXn+1 for H =  
P
nXnXn+1,
but then there is no choice of ~Xn that satises the Pauli algebra. However, if we redene
~ZN = XN for the last site, then choosing the domain-wall operators ~Xn = Z1Z2   Zn











Now the ground state is clearly twofold degenerate. This constructions works for all odd 
by extending it to ~Zn = XnZ   ZXn+ and ~ZN = XNZ1   Z 1, which indeed denes a
consistent Pauli algebra with ~Xn =
Qn
k=1XkZ   ZXk+ 1. The Hamiltonian is again of
the form of Eq. (3.24) with a twofold degeneracy. Note that for open boundary conditions,
the harmless product term drops away and   1 terms disappear from the sum, giving a
2-fold degeneracy for these models.
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4. Interacting gapless topological phases:
symmetry-enriched criticality
The topological invariants studied in Chapter 3 relied on the presence of a bulk gap. More
precisely, we required a nite bulk correlation length|which follows from having a gap
[15]. This can also be seen phenomenologically: the zero-energy edge modes studied in
Chapter 3 usually have a localization length loc equal to the bulk correlation length .
However, in Chapter 2, we already saw that it is possible that loc < ; in fact,  can
blow up whereas loc remains nite (e.g., see Fig. 2.2). There are also interacting exam-
ples of critical chains hosting topologically protected edge modes, with either algebraic or
exponential nite-size splitting [41{58]. This chapter provides a unifying framework for
this phenomenon, placing it into the more general context of symmetry-enriched quantum
criticality, which we introduce. The idea is simple: a given universality class can split into
various distinct classes when additional symmetries are imposed. These can be distin-
guished by symmetry properties of either local or nonlocal scaling operators. The latter
case provides a topological invariant and can imply emergent edge modes!
This novel concept unies in two respects. First, as already mentioned, it oers a
framework that incorporates previously studied examples, giving a common explanation
for the observed edge modes at criticality|whilst also introducing qualitatively novel
instances. Second, the invariants we introduce are direct generalizations of those studied
in the gapped case, protecting edge modes in both settings. In particular, SPT and
spontaneously symmetry-breaking phases correspond to the special cases where the bulk
universality class is chosen to be trivial. This puts in perspective how much is left to be
explored: one can repeat the study and classication for any choice of universality class. In
this chapter, we focus on universality classes described by conformal eld theories (CFTs).
Examples of symmetry-enriched criticality are hiding in plain sight. These tend to occur
at phase transitions where the neighboring gapped phases are non-trivial (similar to the
non-interacting case studied in Chapter 2). For example, a paradigmatic SPT phase is the
Haldane phase, realized in the spin-1 Heisenberg chain [18, 22{24, 26, 156], discussed in


















These two gapped phases are separated by an Ising critical point at c  1:1856 [157].
We point out that, although the bulk correlation length diverges, a twofold degeneracy
with open boundaries remains exponentially localized, shown in Fig. 4.1. In this chapter,
we show that this Ising CFT is topologically enriched by -rotations around the principal
axes (a Z2  Z2 group), explaining the observed edge modes.
These concepts apply to symmetry-enriched CFTs with a general on-site symmetry
group G; we refer to them also as G-enriched CFTs, or G-CFTs for short. This is not only
relevant for condensed matter systems|such as the example described above|but also to
high-energy physics; in particular, G-CFTs can be related to discrete torsion of orbifold
CFTs, arising in string theory [158{160], although edge modes had not yet been pointed
out in that context. For illustrative purposes, we focus on two particular symmetry groups
in this chapter: the unitary group Z2  Z2 and the anti-unitary Z2  ZT2 (where complex
conjugation is dened relative to an on-site basis). In particular, for the Ising CFT,
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Figure 4.1.: Persistent edge mode in spin-1 XXZ chain at criticality. (a) The bulk
correlation length  blows up, whereas the edge mode localization length loc
stays nite. (b) The latter can be measured in two ways: rstly, the two
ground states j "l#ri  j #l"ri have a splitting which is exponentially small in
system size L, or, equivalently, the two states dier by an operator which is
exponentially localized near the edges (L is the region we trace out near an
edge before calculating the distance of the two density matrices). The dashed
lines are proportional to exp( L=loc) with loc  3:3. (c) For  < c, the
other states are split by the bulk correlation length, leading to an algebraic
splitting at  = c. See Ref. [52] for the same physics in a dierent model.
the former (latter) gives rise to edge modes whose nite-size splitting is exponentially
(algebraically) small in system size. For the algebraic splitting, we show that the power is
remarkably high,  1=L14. We also discuss the classication of such symmetry-enriched
CFTs, providing a complete answer for the Ising CFT with a general symmetry group G.
This chapter is organized as follows. Since the essential concepts can be readily under-
stood, we give an overview in Section 4.1. This provides a self-contained summary for the
reader in a hurry, and can serve as a guide to the other sections. In particular, it introduces
and motivates the notion of symmetry ux : this is the key player throughout this chapter
and allows us to dene topological invariants at criticality. Moreover, Section 4.1 gives a
sense of how this invariant protects edge modes at criticality. Symmetry uxes and edge
modes are discussed more systematically in Sections 4.2 and 4.3, respectively. Section 4.4
concerns the classication of G-enriched CFTs. In Section 4.5, we employ this concept of
symmetry-enriched quantum criticality to show that some of the topologically non-trivial
critical Majorana chains we discussed in Chapter 2 remain non-trivial in the presence of
interactions. Finally, in Section 4.6, we show how previous works t into our framework.
4.1. A conceptual overview
In this overview, we present the main messages of this chapter, introducing and motivating
the relevant concepts by using the symmetry group G = Z2ZT2 as an illustrative example
(ZT2 denotes the group generated by an anti-unitary symmetry that squares to the identity).
This overview can serve as a guide to the other sections|where denitions, examples and
results are discussed in detail. Here we consider spin-1=2 chains, denoting the Pauli
matrices by X, Y and Z as we have done in Chapter 3, and representing the symmetry
group Z2ZT2 by the spin-ip P 
Q
nXn and an anti-unitary symmetry given by complex
conjugation in this basis, T  K.
4.1.1. Bulk invariants from symmetry properties of operators
The key idea is that symmetry properties of both local and nonlocal operators allow us to
dene discrete invariants|even for critical systems. The simplest example is given by the
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two critical Ising chains:
H =  Pn(ZnZn+1 +Xn);
H 0 =  Pn(YnYn+1 +Xn): (4.2)
Both are known to be described by the Ising universality class, or, equivalently, the con-
formal eld theory (CFT) with central charge c = 1=2 [37]. This universality class has a
unique local operator (x) with scaling dimension  = 1=8 (meaning that h(x)(0)i 
1=x2) [37]. There are various choices of microscopic operators on the lattice that gener-
ate this operator in the low-energy eective theory, e.g., (x)  Zn for H and (x)  Yn
for H 0. We observe that these two operators transform dierently under complex conju-
gation T . We say that these two Ising CFTs are enriched by the ZT2 symmetry T , with
the former CFT obeying TT = + and the latter TT =  . Indeed, one can argue
that this charge is always discrete, i.e. TT = , and that it is well-dened, i.e., all
choices of lattice operators that generate  in the low-energy eective theory have the
same charge/sign if T is an unbroken symmetry1. This discrete invariant cannot change
as long as we stay within the Ising universality class.
What is the consequence of such an invariant? It means that any G-symmetric path
of gapless Hamiltonians connecting H and H 0 must at some point go through a dierent
universality class. For example, consider the interpolation H+(1 )H 0 (with 0    1):
this is everywhere in the Ising universality class except at the halfway point  = 1=2,
where the system passes through a multi-critical point (with a dynamical critical exponent
zdyn = 2). Alternatively, H   (1   )H 0 passes through a Gaussian xed point (central
charge c = 1) at  = 1=2. (These claims can be straightforwardly derived using the tools
of Chapter 2 and the correspondence2 in Table 3.2.) It is at these non-Ising points that
the property TT =  changes. Of course, the G-symmetry of the path is key: H and
H 0 are unitarily equivalent by a rotation around the x-axis, e i
P
nXn (0    =4),
but this path violates complex conjugation symmetry T .
The above examples could be distinguished by symmetry properties of local operators.
The more interesting case, however, is when two enriched critical points can only be
distinguished by the symmetry properties of nonlocal operators. Such an example is given
by:
H =  Pn(ZnZn+1 +Xn);
H 00 =  Pn(ZnZn+1 + Zn 1XnZn+1): (4.3)
These two systems cannot be distinguished by a local operator; in particular, both are
described by the Ising universality class with (x)  Zn [126], i.e., TT = +. However,
the Ising CFT also has a nonlocal operator (x) with scaling dimension  = 1=8|this
is related to the local (x) under Kramers-Wannier duality. For the usual critical Ising
chain, this is known to be the string operator (x)    Xn 2Xn 1Xn at any position n.
For H 00, however, one can show that (x)    Xn 2Xn 1YnZn+1 [126]. This suggests
that the two models are two distinct G-enriched Ising CFTs distinguished by TT = .
To establish this, we need to ensure that the charge of  is well-dened, i.e., that it is
independent of our choice of operator on the lattice. This requires us to introduce the
notion of a symmetry ux.
To motivate the idea of a symmetry ux, let us rst observe that the above nonlocal
lattice operators corresponding to  are of the form
Q
m<nXmOn, i.e., their strings consist
of the same on-site unitaries that form the Z2 symmetry P =
Q
Xn. The endpoint operator
On chosen such that the resulting object has the slowest possible decay (On = Xn for H
and On = YnZn+1 for H 00). Indeed, for the Ising CFT it is known that  = 1=8 is
1Both statements follow from that the fact that if O1 and O2 both generate , then hO1O2i 6= 0 (following
from the fusion rule    = 1 + ") which must be real if T is unbroken.
2Note that before appealing to Table 3.2, rotate (Xn; Yn; Zn)! (Zn; Yn; Xn).
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the smallest possible scaling dimension [37]. We call such a string operator with slowest
possible decay the symmetry ux of P . One can argue|as we do in Section 4.2|that once
one xes the Z2 symmetry under consideration (here P ), then the Ising universality class
has a unique symmetry ux, even in the presence of additional gapped degrees of freedom3!
This means that we have a well-dened charge TT = . We say that the above two
models, H and H 00, realize two distinct Z2ZT2 -enriched Ising CFTs. Moreover, since this
is based on charges of nonlocal operators, we say that they are topologically distinct.
We thus propose that distinct symmetry-enriched CFTs can be distinguished by how
symmetry uxes of g 2 G are charged under the other symmetries in G. For the models in
Eq. (4.3), the discrete invariant is the sign picked up when conjugating the symmetry ux
of P by T . The beauty of this invariant is that it works equally well for gapped phases.
In that case, asking for the slowest possible decay is asking for long-range order. In other
words, the aforementioned symmetry ux now coincides with the string order parameter for
gapped symmetry-protected topological (SPT) phases [151, 161]. The connection between
the gapless and gapped case can be made even more direct: the Ising universality class
can be perturbed4 into a symmetric gapped phase by condensing the symmetry ux (x),
i.e., the gapped phase will have long-range order limjx yj!1h(x)(y)i 6= 0. Hence, we
see that the usual Ising critical chain H can be perturbed into the trivial phase with
string order parameter   Xn 2Xn 1Xn, whereas H 00 will ow to a non-trivial SPT phase
with string order parameter   Xn 2Xn 1YnZn+1 (this is the cluster phase which we
discussed in the previous chapter). In the gapped symmetry-preserving case, one can
argue that the symmetry ux is always unique in one spatial dimension; this follows from
the principle of symmetry fractionalization [16, 17]. Indeed, the symmetry properties of
its endpoint operator On encode the projective representation (or, equivalently, the second
group cohomology class) labeling the gapped phase.
4.1.2. Edge modes from charged symmetry uxes
If a symmetry ux has a non-trivial charge under another symmetry, then this can be
linked to ground state degeneracies in the presence of open boundary conditions. We
argue this more generally in Section 4.4; here we illustrate this for the lattice model H 00 in
Eq. (4.3), taking a half-innite system with sites n = 1; 2;    . We show that the boundary
of this critical chain spontaneously magnetizes (see Ref. [52] for a related system). Indeed,
on the lattice we see that Z1 commutes with H
00; the spontaneous edge magnetization
Z1 = 1 thus gives a twofold degeneracy. To see that this magnetization is not a mere
artifact of our ne-tuned model, we can study its stability in the Ising CFT starting with
h(x  0)i 6= 0 (with the boundary at x = 0). If we add the P -symmetry ux (0) to
the Hamiltonian, this would connect the two ordering directions and hence destabilize
them. This is what would happen for the usual Ising chain H, where the symmetry ux
is condensed near the boundary, h(0)i 6= 0, giving us a symmetry-preserving boundary
condition, h(0)i = 0 [162]. However, if TT =  , the ZT2 symmetry prevents us from
adding this perturbation, and, remarkably, the edge magnetization is stable! Indeed, in
Section 4.3 we show that all symmetry-allowed perturbations correspond to operators with
scaling dimension greater than one|implying that they are irrelevant for the boundary RG
ow. In summary, the zero-dimensional edge spontaneously breaks P symmetry, stabilized
by the Z2  ZT2 -enriched bulk CFT.
It is important to note that this degeneracy crucially relies on the presence of an edge.
3E.g., consider a gapped SPT phase with long-range order in a string order parameter An which is odd
under T . If this is stacked on top of a critical chain, then  and A have the same scaling dimension
 = 1=8 yet distinct charges. Fortunately, they are distinguished by their string, i.e., they are symmetry
uxes for distinct symmetries.
4By adding "(x)   (x)(x+ a) + (x)(x+ a) to the Hamiltonian.
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The key reason for this is that, while (x) is nonlocal in the bulk, it is local near a
boundary, i.e., its string can terminate5; see Section 4.3 for how this enters the general
argument. Indeed, H 00 has a unique ground state with periodic boundary conditions. In
fact, in that case H and H 00 are related by the unitary transformation U =
Q
n(CZ)n;n+1,
where CZ is the control-Z gate|and it is well-established that H has a unique ground
state. This unitary transformation also relates the trivial gapped phase to the non-trivial
gapped cluster phase [31]; in fact, this is a special case of the class of transformation
discussed in subsection 3.3.3 of the previous chapter.
Thus far, we have focused on a single end, giving the complete story for a half-innite
system. For a nite system of length L, we need to consider the nite-size splitting of the
symmetry-preserving states which entangle both edges:
j "l"ri  j #l#ri and j "l#ri  j #l"ri: (4.4)
In general, to analytically determine such nite-size splitting, it is useful to start in the
scale-invariant RG xed point limit and then consider what additional perturbations are
necessary to distinguish the states. For example, if the system is gapped, then all four
states in Eq. (4.4) are degenerate in the xed point limit. The only way a local perturbation
can then couple the two edges is at Lth order in perturbation theory. Indeed, for gapped
SPT phases, the nite-size splitting is exponentially small in system size, as discussed
in Chapter 3. For critical systems, however, the RG xed point limit is richer, being
described by a CFT. In particular, it is known [163] that the two anti-ferromagnetic states
in Eq. (4.4) are split from the ferromagnetic ones at the energy scale6  1=L, the same as
the nite-size bulk gap. This is due to the spontaneous boundary magnetizations sensing
their (mis)alignment through the critical bulk. The remaining two states, j "l"ri j #l#ri,
are exactly degenerate within the CFT. They can be split by perturbing away from the
xed point limit by adding RG-irrelevant perturbations. The splitting can already occur
at second order in perturbation theory (intuitively, each edge has to couple to the critical
bulk). Nevertheless, we show that the dominant contribution has a surprisingly large
power  1=L14, caused by the so-called seventh descendant of ; see Section 4.3 for a
derivation.
The above twofold degeneracy with open boundaries is the generic result for a topo-
logically non-trivial symmetry-enriched Ising CFT. The nature of its nite-size splitting
depends on the protecting symmetry. In the above case, where  is odd under an anti-
unitary symmetry, we found an algebraic splitting  1=L14. In other scenarios,  may
be odd under a symmetry associated to additional gapped degrees of freedom, which by
the same perturbative argument would lead to an exponentially small nite-size splitting.
This is in agreement with the observations in Ref. [52], and is also what we observe in
Fig. 4.1. Both scenarios are discussed in detail in Section 4.3.
4.1.3. Classifying G-CFTs
In the above, we dened discrete invariants. Two natural questions arise: given a universal-
ity class, how many distinct invariants can one realize; and are these invariants complete?
More precisely, if all local operators and symmetry uxes have the same symmetry proper-
ties, can the models be smoothly connected whilst preserving their universality class? We
explore this in Section 4.4, arguing that it is indeed complete for the Ising CFT. In partic-
ular, we discuss the case for the symmetry group G = Z2Z2 for illustrative purposes. We
rst recall the six distinct gapped phases in this symmetry class, after which we study the





= 15 direct transitions between these
5Note that terminating its string in the bulk would eectively lead to a two-point operator (x)(y).
6This is the only possible nonzero energy scale at a xed point limit.
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phases. In particular, we nd nine distinct Z2  Z2-enriched Ising (c = 1=2) universality
classes, whereas we show that all Z2  Z2-enriched Gaussian (c = 1) transitions can be
connected (if they have minimal codimension, as explained in Section 4.4). For the c = 1
case, we construct exactly-solvable models that allow us to connect symmetry-enriched
CFTs which have seemingly distinct symmetry properties. This is possible since|unlike
for the Ising CFT|there is a connected family of dierent c = 1 universality classes along
which scaling dimensions can cross, such that the symmetry properties of symmetry uxes
need not be invariant for c = 1. However, as we discuss in Sections 4.4 and 4.6, there are
still non-trivial G-CFTs for c  1.
4.1.4. Majorana edge modes at criticality
The edge mode encountered in the spin chain H 00 in Eq. (4.3) is rather unusual from the
gapped perspective. Firstly, the ground state is unique with periodic boundary conditions,
and twofold7 degenerate with open boundaries. There is no gapped bosonic SPT phase
with this property. Moreover, while the ground states j "l"ri  j #l#ri can be toggled
by a local edge mode operator Z1  (0), such cat states are unstable and the system
would collapse into j "l"ri or j #l#ri (i.e., the zero-dimensional edges exhibits spontaneous
symmetry breaking, which is not possible in the absence of a bulk). In this collapsed basis,
one would need an extensive operator P to toggle between them.
In Section 4.5 we give a fermionic example where the edge mode is more conventional:
this is simply one of the critical Majorana chains introduced in Chapter 2 in the non-
interacting context. The bulk is a free Majorana c = 12 CFT, and each boundary hosts a
localized zero-energy Majorana edge mode. This has the same ground state degeneracy as
the usual gapped Kitaev chain. Moreover, similar to the latter, there is an edge Majorana
operator that toggles between the two (stable) ground states. We show that the system
is characterized by the symmetry ux of fermionic parity symmetry being odd under
spinless time-reversal symmetry. In other words, this is a non-trivial symmetry-enriched
Majorana CFT, which means that the edge mode is stable beyond the non-interacting
setting of Chapter 2.
This critical Majorana chain arises as a phase transition from the gapped phase with
two Majorana modes (per edge) protected by spinless time-reversal, to the Kitaev chain
phase with one Majorana mode (per edge). In Chapter 2 we saw that in that case,
one edge mode delocalizes at the transition|becoming the bulk critical mode|whereas
the other mode remains localized. This fermionic system is in fact related to H 00 by
a Jordan-Wigner transformation (e.g, using2 Table 3.2). In the spin chain language,
starting from the gapped cluster phase, two of the four degenerate ground states with
open boundary conditions have a splitting that is determined by the bulk correlation
length: these become delocalized at the critical point toward the Ising phase, with only
the above twofold degeneracy remaining. Entering the gapped Ising phase, we have an
edge magnetization which gradually merges with the bulk magnetization as we go deeper
into the phase; see also Ref. [164].
4.1.5. A unied language
There is already a considerable body of work on critical one-dimensional systems with
topological edge modes [41{58]. Section 4.6 is devoted to demonstrating how our formalism
allows us to unify previous works. We illustrate this for Refs. [41, 46, 52, 165], showing
how the models introduced therein can be interpreted as G-enriched Ising or Gaussian
CFTs. This automatically identies novel discrete bulk invariants for these systems in
terms of their symmetry uxes, ensuring the presence of protected edge modes.
7We do not count the states whose nite-size splitting scales as the bulk gap  1=L.
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4.2. Symmetry uxes and topological invariants
In this section, we explain how to dene discrete topological invariants for both gapped
and gapless systems. We do this by introducing the notion of symmetry uxes; their
charges will be the invariants. In subsection 4.2.2, we illustrate how this indeed associates
a topological invariant to the Ising critical point of the spin-1 XXZ chain encountered
in Fig. 4.1. These invariants constrain the possible structure of phase diagrams, as we
illustrate in subsection 4.2.3. This section is devoted to bulk properties; the related phe-
nomenon of topological edge modes is discussed in Section 4.3.
4.2.1. Dening symmetry uxes and their charges
Consider a symmetry element g 2 G, where G is the symmetry group of the Hamiltonian.





we can associate to it a so-called symmetry ux. This is dened to be a (half-innite)
string operator of the form Sgn    Ugn 3Ugn 2Ugn 1Ogn where the local endpoint operator
Ogn is chosen such that the resulting correlator,
hSgym Sgni = hOgymUgmUgm+1   Ugn 1Ogni; (4.5)
has the slowest possible decay as a function of jn   mj, with leading positive8 term.
In practice, the correlator in Eq. (4.5) has two possible functional forms, depending on
whether or not Ug is associated to gapped degrees of freedom|meaning that all particles
charged under this symmetry are massive. If this is the case, its symmetry ux has long-
range order (i.e., it tends to a nite positive value). Otherwise, there is algebraic decay,
hSgmSgni  1=jn mj2g . (Note that any decay faster than algebraic would imply symmetry
breaking.) The exponent g is called the scaling dimension of Sg and is by denition as
small as possible; long-range order can be seen as the special case g = 0. The universality
class of the system determines the value of g.
An obvious and important question is whether|for a given model|the above denition
species a unique symmetry ux. To make this question precise|and to avoid a trivial
overcounting9|we can naturally dene an inner product between symmetry uxes:
h ~SgjSgisym  limjn mj!1 jn mj
2gh ~OgymUgm   Ugn 1Ogni; (4.6)
where Sgn and ~Sgn are two symmetry uxes obeying the above denition. We see that
norms are strictly positive, hSgjSgisym > 0, making the above inner product positive
denite. This gives us a notion of whether two symmetry uxes are linearly dependent
or not. We thus have a vector space spanned by the symmetry uxes of g 2 G, and its
dimension Dg is a property of the universality class, as we will soon discuss (e.g., it is
one-dimensional for gapped systems and for the Ising universality class).
Charges of symmetry uxes
The group G has a natural action on symmetry uxes via UhSgUhy. It is easy to see that
this is a symmetry ux for hgh 1. It is hence natural to take h from the subgroup of all
elements commuting with g|the stabilizer C(g)|such that UhSgUhy is again a symmetry
ux for g. In particular, if the space of symmetry uxes of g is one-dimensional, then this
new ux must be linearly dependent on Sg. We dene the relative phase to be the charge of
the symmetry ux of g under h. In general, we can dene this through the inner product:
8This can be ensured by absorbing spatially varying phase factors into On.
9E.g., multiplying any symmetry ux by an operator which has a nonzero expectation value would not
change its decay.
51
Chapter 4. Interacting gapless topological phases: symmetry-enriched criticality
hSgjUhSgUhyisym = g(h) 2 U(1). However, in practice one chooses the endpoint operator
Og to transform nicely under C(g), in which case we can directly read o the charge from
UhSgUhy = g(h)Sg. If G is abelian, it can be shown that these charges are classied by
H2(G;U(1)); see Appendix C.1 for details.
The charges under anti-unitary symmetries are slightly more subtle, since they seemingly
change if we redene Sg ! iSg. We thus need to x a gauge. If g is of order m (i.e.,
gm = 1), then (Sg)m is a local operator (i.e., the string has disappeared). This means that
it is sensible to calculate its vacuum expectation value|which is generically nonzero|and
we x the gauge by requiring this to be positive: h(Sg)ni > 0.
The above showed that charges are straightforwardly dened if the symmetry ux is
unique, directly giving access to discrete invariants. We now show that this uniqueness is
indeed guaranteed if, for example, the bulk is gapped or described by the Ising universality
class. We also touch upon the more general case where the space of symmetry uxes is
higher-dimensional.
Symmetry uxes for gapped phases
In the gapped case, the symmetry ux for any unbroken symmetry g 2 G is unique,
i.e., any two symmetry uxes are linearly dependent. This follows from the concept of
symmetry fractionalization (see Appendix C.1.3 for a proof). Indeed, in this case the
above denition of the symmetry ux coincides with the well-known notion of a string
order parameter characterizing the phase [151, 161]. Note that this uniqueness applies
even to critical systems as long as Ug acts non-trivially only on gapped degrees of freedom.
The uniqueness of this symmetry ux implies we have well-dened charges g(h).
As discussed in Chapter 3, gapped phases are classied by topologically distinct pro-
jective representations of G which are labeled by a so-called cocycle ! 2 H2(G;U(1)).
The above charges g(h) can be expressed in terms of this cocycle (see Appendix C.1.3).
The converse is also true for, e.g., abelian groups G: in Appendix C.1.3 we prove that
the cocycle can be reconstructed from knowing the charges. This is not true for arbitrary
groups G. Nevertheless, in practice knowing the charges is often equivalent to knowing
the projective representations (the simplest known counter-example involves a group of
128 elements [151]).
Symmetry uxes for the Ising universality class
We now show that if one is given a G-symmetric lattice model where some degrees of
freedom are described by the Ising universality class and other degrees of freedom (if
present) are gapped, then any g 2 G has a unique symmetry ux Sg. Firstly, the Ising
CFT is known to have an emergent Z2 symmetry (i.e., this makes no reference to what
the symmetries of the lattice model might be) and it is known that this has a unique10
symmetry ux  which moreover has scaling dimension  = 1=8 [37]. Secondly, this is
the only unitary on-site symmetry of the Ising CFT [166], hence any lattice symmetry
which acts non-trivially on the local degrees of freedom of the CFT must coincide|for
the gapless part of the spectrum|with the emergent Z2 symmetry, thereby inheriting the
uniqueness of its symmetry ux. A part of the symmetry can of course also act non-
trivially on additional gapped degrees of freedom, but as we just argued in the above, this
does not aect the conclusion of uniqueness.
In summary, for any g 2 G we have a unique symmetry ux. Its scaling dimension is
g = 1=8 if g acts non-trivially on the CFT, otherwise g = 0. As described in Sec-
tion 4.2.1, this uniqueness gives us well-dened charges g(h) 2 U(1) under any symmetry
10This is because the partition function in the sector twisted by the emergent Z2 symmetry has a unique
ground state.
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h that commutes with g. These charges form a discrete invariant of the symmetry-enriched
Ising CFT. We will see an example of this in subsection 4.2.2.
Symmetry uxes for general universality classes
In the above two cases, for each g 2 G, the vector space of symmetry uxes happened
to be one-dimensional. More generally, it might have some dimension Dg, such that each
basis of symmetry uxes Sg come with an additional label  = 1; : : : ; Dg. Hence, the
subgroup of elements that commute with g (the stabilizer of g) has a higher-dimensional
representation on this space of uxes, UhSgUhy = Rg;(h)Sg . For example, Dg > 1
generically happens at transitions between distinct SPT phases (or between G-CFTs),
where the dierent symmetry uxes become degenerate.
A higher-dimensional representation can of course still come with discrete labels (in par-
ticular, there are cases where all degenerate uxes have the same charges; see Section 4.6),
but extra care has to be taken before one can conclude that these give invariants of the
G-enriched CFT. In particular, some CFTs allow for marginal perturbations which can
change Dg. For example, the c = 1 Z2-orbifold CFT allows for one-dimensional vector
spaces of symmetry uxes (Dg = 1), but this CFT can be smoothly tuned to a compact
boson CFT where this representation becomes two-dimensional. Such a process is explored
in a lattice model in Section 4.4 where we use this to connect apparently distinct G-CFTs
with c = 1.
Implications for phase diagrams
Identifying discrete invariants for symmetry-enriched universality classes has strong im-
plications for the possible structure of phase diagrams. In particular, if two models are
described by the same CFT at low energies but by distinct symmetry-enriched CFTs,
then these two transitions cannot be smoothly connected in a larger phase diagram. This
means that any path attempting to connect them must have an intermediate point where
the universality class discontinuously changes|either to a distinct CFT (necessarily of
higher central charge) or to something that is not a CFT (e.g., a gapless point with dy-
namical critical exponent zdyn 6= 1). Examples are discussed in subsection 4.2.3.
4.2.2. Topological invariant for the critical spin-1 anisotropic XXZ chain
Having laid out the general structure of symmetry uxes, we are now in a good position to
apply this to a concrete model: the spin-1 XXZ chain. As mentioned in the introduction
and as shown in Fig. 4.1, as one tunes the easy-axis anisotropy  from the topological
Haldane phase to the symmetry-breaking Ising phase, there remains a localized edge mode
at the Ising critical point. Here we identify a bulk topological invariant at criticality,
establishing that it indeed forms a novel symmetry-enriched Ising CFT. This invariant
also explains its edge behavior, as discussed in Section 4.3.
The gapped Haldane phase is known to be protected by, for example, the Z2Z2 group
of -rotations (represented by R =
Q
n e
iSn for  = x; y; z). This SPT phase has long-










Its long-range order is shown in Fig. 4.2(a) for  = x, which indeed vanishes at the critical
point  = c. In the Ising phase for  > c we have the local order parameter S
z
n,
characterizing the spontaneous breaking of Rx and Ry.
Despite the vanishing of the long-range order of these order parameters, they still play
an important role at criticality: they are identied by their scaling dimension  = 1=8,
as shown in Fig. 4.2(b). We thus conclude that|similar to the known gapped case|the
symmetry ux of Rx at criticality is still the Haldane string order parameter. As discussed
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Figure 4.2.: Symmetry uxes for the spin-1 XXZ chain and transitions between
topologically distinct Ising universality classes. (a) The Haldane string
order parameter and Ising order parameter have long-range order in the SPT
and symmetry-breaking phase, respectively. (b) At criticality, the long-range
order is replaced by algebraic decay. Both operators have the same scaling
dimension (i.e., their correlators decay as  1=jn  mj2 with  = 1=8; the
dashed lines are a guide to the eye) and in the continuum limit correspond to
the  and  operators of the Ising CFT, respectively. We conclude that  has
non-trivial charge under other symmetries, which functions as a topological
invariant. (c) Phase diagram upon introducing bond-alternation. There is a
c = 1 transition between the topologically distinct c = 12 transitions. The
tricritical point (hollow marker) is a WZW SU(2)1 CFT, where the trivial
and Haldane string order parameters both have scaling dimension 1=8.
in subsection 4.2.1, this means that the Ising critical point is non-trivially enriched by
Z2  Z2-symmetry. More concretely, if we denote the symmetry ux of Rx by  (using
the traditional notation of scaling operators of the Ising CFT)11, we have the non-trivial
charge RzRz =  .
In passing, we note that the gapped Haldane phase is also known to be protected by
time-reversal symmetry Tspin = RyK (where K is complex conjugation in the local z-
basis). Similarly, the Ising criticality at  = c is enriched by the Z2  ZT2 symmetry
generated by Rx and Tspin. Indeed, we see that TspinTspin =  . It would be interesting
to dene a notion of symmetry ux for anti-unitary symmetries.
4.2.3. Implications for phase diagrams: bond-alternating spin-1 XXZ chain
Having identied the discrete invariant RzRz =   for the spin-1 XXZ chain at criticality,
we can distinguish it from a trivial Ising criticality where RzRz = . Whereas the former
appears at a phase transition between an Ising phase and a non-trivial SPT phase, the
latter appears as one tunes from/to a trivial SPT phase12. The discreteness of RzRz =
 means that these two Ising criticalities cannot be smoothly connected, constraining
the possible structure of phase diagrams containing such Ising transitions. This can be




(1  ( 1)n)  SxnSxn+1 + SynSyn+1 + SznSzn+1 : (4.7)
The two-parameter phase diagram, obtained with iDMRG [12, 167], is shown in Fig. 4.2(c)
(see also Refs. [168, 169]). For large  we can realize a trivial Ising CFT where the




m . We observe that the
11In principle we should label it by Rx , since the symmetry ux of Ry also has scaling dimension  = 1=8
and may be denoted by Ry .
12Condensing  would lead to a symmetric gapped phase, with its symmetry properties determining its
phase.
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two topologically-distinct symmetry-enriched Ising CFTs (with central charge c = 1=2)
are separated by a point where the universality class changes (hollow white marker). In
this case, this `transition of transitions' is described by the Wess-Zumino-Witten SU(2)1
CFT with central charge c = 1. Here, the symmetry ux of Rx still has scaling dimension
Rx = 1=8, but this space is now two-dimensional (i.e., there are two linearly independent










m . This degeneracy of symmetry uxes is in fact true along the
whole line of c = 1 CFTs separating the trivial and Haldane SPT phase, which is natural
given the emergent duality symmetry at this transition.
4.3. Edge modes at criticality
In the previous section, we introduced the notion of a symmetry ux and its corresponding
charge. In this section, we relate this bulk property to degeneracies in the presence of open
boundary conditions. This section is naturally divided in two: in subsection 4.3.1 we focus
on a single boundary of a half-innite system, where we explain how a charged symmetry
ux can lead to the boundary spontaneously breaking a symmetry; in subsection 4.3.2,
we study the coupling between such boundary magnetizations and calculate the nite-
size splitting of the degeneracy. Throughout this section, we use the Ising CFT as an
illustrative example, but the method which we lay out is generally applicable. In fact, at
the end of every subsection, we indicate what the necessary analysis would be for a general
CFT.
4.3.1. Half-innite chain: a single boundary
Let us consider a half-innite system, allowing us to study a single edge. We furthermore
presume that the system is described by the Ising universality class. To study what
happens near its boundary, we use the fact that all possible boundary RG xed points|
describing the (0+1)-dimensional edge of this CFT|are known [163, 170]. There are three
distinct xed points, as sketched in Fig. 4.3; these have dierent behavior with respect to
the Z2 symmetry intrinsic to the Ising CFT:
1. The free boundary xed point: this preserves the Z2 symmetry. The symmetry ux
of this Z2 symmetry, denoted by (x), can be said to have condensed. Indeed13,
h(xboundary)i 6= 0 [162].
2. The (explicitly) xed boundary xed point: this requires explicitly breaking the
Z2 Ising symmetry at the level of the Hamiltonian (near its boundary). The local
spin operator (x) points up or down near the edge, h(xboundary)i 6= 0; its sign
depends on the explicit breaking of the Z2 symmetry. This xed point is excluded
by enforcing Z2 symmetry of the Hamiltonian.
3. The spontaneously xed boundary xed point: the symmetry is not broken at the
level of the Hamiltonian, but the ground state spontaneously magnetizes. More
precisely, it is a two-dimensional Hilbert space which is the direct sum of the two
symmetry-broken orderings.
The latter xed point14 is not often mentioned in the literature, but this is for a good
reason: it is usually an unstable15 RG xed point. A generic perturbation would condense
13Note that in the bulk the one-point function of (x) is not well-dened due to it being nonlocal. However,
near the boundary (x) becomes local.
14Note that this is not a Cardy state in the boundary conformal eld theory.
15Consider, for example, H =  P1n=1 ZnZn+1  P1n=2 Xn with its spontaneous boundary magnetization
Z1 = 1. This is unstable against the perturbation X1  (0), owing to a unique ground state.
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Figure 4.3.: Topologically protected edge modes in the Ising CFT. (a) Bound-
ary RG ow for the Ising CFT: usually the free boundary condition is stable
(when preserving global Z2), but it can be prevented when  is charged under
additional symmetries. In that case, the spontaneously xed boundary con-
dition (with a global twofold degeneracy) is stable! (b) If a unitary symmetry
protects the edge mode, nite-size splitting is exponentially small in system
size (see Fig. 4.1). For an anti-unitary symmetry, however, the eld theory
analysis in the main text suggests a splitting  1=L14. We conrm the latter
numerically in a spin chain model where  is charged under ZT2 . Note that for
L = 15, the gap is around machine precision. (c) To separate out higher-order
corrections present in (b), we extrapolate the leading exponent of 1=L; the
data agrees with the predicted splitting  1=L14   1 + =L2.
(x) near the boundary, owing to the free xed point. From the RG perspective, this
is due to the boundary scaling dimension of (xboundary) being 1=2; this is smaller than
one, implying it is relevant for 0 + 1-dimensional RG ows. However, if (x) is charged
under some additional symmetry, then this RG ow is prohibited and the spontaneous
xed boundary condition|along with its twofold degeneracy|is stabilized! The above is
summarized in Fig. 4.3.
One can in principle repeat the above analysis for any CFT. The necessary information
to set up the problem is the list of possible conformal boundary conditions, as well as the
boundary condition changing operators and their (boundary) scaling dimensions. Supple-
mented by the symmetry properties of these operators, one can study which boundary RG
xed points are stable and (non)degenerate.
4.3.2. Finite-size splitting: coupled boundaries
As argued in the previous subsection, if the Z2-symmetry ux (x) of the Ising CFT
is charged under an additional symmetry, the boundary spontaneously magnetizes. We
now investigate the resulting degeneracy|and its nite-size splitting|for a nite chain of
length L (with x 2 [0; L]). Since the bulk gap vanishes as  1=L, we can only meaningfully
speak of degeneracies whose nite-size splitting decays faster than this. There are four
candidate degenerate ground states, labeled by their boundary magnetizations:
j "l"ri; j "l#ri; j #l"ri; j #l#ri: (4.8)
However|presuming the model under consideration has a ferromagnetic sign|the anti-
ferromagnetic states in Eq. (4.8) are split from the ferromagnetic ones at the scale  1=L
[163, 170]. Intuitively, this is because the edges can sense their (mis)alignment through
the critical bulk. We thus only have two ground states: j "l"ri and j #l#ri. In fact,
within the CFT, these are exactly-degenerate eigenstates. This does not mean that they
have no splitting in realistic systems: by denition, a CFT has no length scales, hence
the only quantity with units of energy is 1=L. If we perturb the CFT with RG-irrelevant
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perturbations|present in any realistic system|then the twofold degeneracy could be split
by the smaller energy scales  =L1+ or  exp( L=) (where  is a constant with units
of length). As a consistency check, note that in the RG xed point limit, =L ! 0,
conrming that splittings which are faster than 1=L are indeed not visible in the CFT.
The purpose of this section is to determine whether the nite-size splitting of the afore-
mentioned twofold degeneracy is algebraic or exponential in system size. This comes
down to analyzing the possible perturbations V one can add to the CFT Hamiltonian,
H = HCFT+V , mixing j "l"ri $ j #l#ri. To connect these two states which break the Ising
symmetry, we need to perturb with the corresponding symmetry ux. Indeed, (xboundary)
is known to be a boundary-condition-changing (bcc) operator toggling between the two
xed boundary conditions [163, 170]. We have already established that we cannot add
(x) due to it being charged under an additional symmetry. However, there is a whole
tower of bcc operators: the descendants of (x), with scaling dimensions n = 1=2 + n
(where n = 1; 2; 3;    ). Note that since n > 1, these are RG-irrelevant for the (0 + 1)-
dimensional edge. This means they do not aect the analysis in Fig. 4.3, but they can
indeed contribute to nite-size splitting. Whether it is possible to add such descendants of
(x) depends on the the protecting/enriching symmetry. Determining which descendant|
if any|is allowed, determines whether the splitting is exponential or algebraic (along with
its power), as we explain now.
Exponential splitting
If (x) is charged under a symmetry U which is associated to gapped degrees of freedom
(d.o.f.), then all its descendants have the same non-trivial charge. To see this, note that
the descendants are created by applying the local Virasoro generators Ln to (x), and
U acts trivially on local gapless d.o.f.. In conclusion, there is no perturbation within
the low-energy CFT that can couple j "l"ri $ j #l#ri. Any eective interaction must
hence be mediated through gapped d.o.f., which at most can lead to a nite-size splitting
 exp ( L=). This applies whenever the protecting symmetry is unitary : the only unitary
symmetry of the Ising CFT is its Z2 symmetry [166], such that any additional unitary
symmetry must be associated to gapped d.o.f.. A case in point is the critical spin-1 XXZ
chain, where (x) is charged under Rz (see Section 4.2.2). This explains the exponentially-
localized edge mode observed in Fig. 4.1. A similar conclusion was drawn in the work by
Scadi, Parker and Vasseur [52], where gapped degrees of freedom stabilized a spontaneous
boundary magnetization in a critical Ising chain.
Algebraic splitting
In case (x) is charged under an anti-unitary symmetry T , then the charge of its de-
scendants can be dierent. More generally, if On is the lattice operator for a continuum
operator '(x), then its rst descendants can be realized by @x'(x)  On+1   On and
@t'(x)  i[H;On]. Hence, we see that @x'(x) has the same charge under T as '(x),
whereas it is opposite for @t'(x). For the boundary operator (0), we only have the time-
like derivative, i.e., (0) has a unique rst descendant with charge T@t(0)T = +@t(0).
We are hence allowed to add a perturbation H = HCFT+@t(0). Remarkably, however,
this descendant cannot split the twofold ground state degeneracy. Indeed, the perturbation
disappears after a well-chosen change of basis:




Note that since T(0)T =  (0), our rotated Hamiltonian ~HCFT is still symmetric:
T ~HCFTT = ~HCFT. Eq. (4.9) tells us that the perturbed Hamiltonian H is equivalent
57
Chapter 4. Interacting gapless topological phases: symmetry-enriched criticality
to a Hamiltonian with the same spectrum as the unperturbed case (plus perturbations
given by higher descendants at order O(2)). In particular, the ground state degeneracy
is not split by the rst descendant.
To summarize the above: the zeroth descendant (i.e., (0)) was not allowed by sym-
metry, whereas the symmetry-allowed rst descendant could be \rotated" away using the
zeroth descendant. Interestingly, this pattern continues for a while, but not indenitely.
Firstly, it can be shown that any even descendant is T -odd [171] and is hence excluded by
symmetry. Secondly, whilst all odd descendants are allowed by symmetry, many of them
can be removed by using the fact that even descendants generate symmetry-preserving
rotations. More precisely, if we denote the number of nth descendants of (0) as Nn
(which have scaling dimension n = 1=2 + n), then only N2m+1  N2m descendants16 at
level 2m + 1 cannot be rotated away and can hence actually cause a nite-size splitting!
We thus need to determine the smallest odd n such that Nn > Nn 1. Fortunately, the







481;2(q) = 1 + q + q
2 + q3 + 2q4 + 2q5 + 3q6 + 4q7 +    (4.10)
We see that N7  N6 = 4  3 = 1, leaving us with a single symmetry-allowed seventh de-
scendant of (0), which we denote by ( 7)(0), that cannot be rotated away. We conclude
that the perturbation V = (( 7)(0) +( 7)(L)) can split the degeneracy. Since we need
to ip both edges in order to couple j "l"ri $ j #l#ri, we have to go to second order in 
to observe a splitting, i.e., 2=L . Since this has to have units of energy, we can conclude
that  = 1  2[], where the unit of  is [] = 1 7. In summary, we nd an algebraic
splitting with power  = 27   1 = 14.
This remarkably fast algebraic decay can be conrmed in the spin model introduced
in Section 4.1, H 00 =  PL 1n=1 ZnZn+1  PL 2n=1 ZnXn+1Zn+2. This ne-tuned model has
exact boundary magnetizations Z1 = 1 = ZL. For this system,
(x)    Xn 2Xn 1YnZn+1;
@t(x)    Xn 2Xn 1Xn: (4.11)
In particular, we see that @t(0)  X1. This operator is allowed by symmetry but does not
contribute to the splitting, as discussed above. We consider a dressed operator, X1Z2Z3,
which should generically contain all possible descendants of (0) which are T -even. Our
perturbed Hamiltonian is thus H = H 00 + (X1Z2Z3 + ZL 2ZL 1XL). In Fig. 4.3(b) we
see the nite-size splitting obtained with exact diagonalization for  = 0:1. The data
is consistent with the CFT prediction  1=L14. We can also analytically predict the
next-to-leading order contribution, which arises from acting with the seventh descendant
of  on one end and with the ninth descendant on the other, generating a splitting 
1=L7+9 1 = 1=L16. The gap thus scales as  1=L14 + =L16, which means that the
eective exponent of the algebraic decay is L-dependent:  d log(gap)=d logL  14+2=L2
for large L. The numerical data in Fig. 4.3(c) shows perfect agreement with this formula.
The above focused on the illustrative example of the Ising CFT, but the principle is much
more general. Once one has studied the boundary RG ow diagram and concluded the
presence of edge modes due to charged symmetry uxes (as in subsection 4.3.1), one can
study the nite-size splitting by determining the dominant symmetry-allowed bcc operator.
In the anti-unitary case, one can use the fact that the contributions of descendants can be
rotated away by other descendants|which applies to any CFT. One important dierence
will be the counting appearing in the tower of states such as in Eq. (4.10).
16All N2m descendants generate independent rotations since otherwise a linear combination of descendants
would be conserved|in conict with the nonzero scaling dimension 2m.
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4.4. Classifying symmetry-enriched CFTs
The previous sections have shown how a given bulk universality class (with, in particular,
a xed central charge c) can split up into distinct classes when additional symmetries
are enforced. The concept of a symmetry ux|and its associated charge|allows to
distinguish such symmetry-enriched CFTs. However, there are various invariants one can
associate to G-symmetric universality classes:
1. Spontaneously broken symmetries. At the coarsest level, there is the phe-
nomenon of symmetry breaking. The invariant this allows us to dene is the subgroup
Ge  G of unbroken symmetries (one can think of the quotient group G=Ge as
constituting the broken symmetries). In particular, absence of symmetry-breaking
means Ge = G.
2. Charges of symmetry uxes. As dened and discussed in Section 4.2, to any
g 2 Ge we can associate a symmetry ux Sg. We can measure the charge of Sg with
respect to any other symmetry h 2 Ge which commutes with g. The universality
class tells us whether this charge is an invariant of the phase (e.g., if the space of
g-symmetry uxes is one-dimensional).
3. Gapped symmetries. Another robust invariant of the phase is the list of the un-
broken symmetries which act only on gapped degrees of freedom, forming a subgroup
Ggap  Ge. We refer to symmetries in Ggap as being gapped. (Note that having
a larger Ggap is not necessarily correlated with having a smaller central charge; it
does, however, usually imply that the critical degrees of freedom are more unstable.)
4. Charges of local scaling operators. Lastly, for any unbroken symmetry g 2 Ge
which is not gapped (i.e., g =2 Ggap), we can study the charges of local low-energy
CFT observables under g. Similar to the charges of symmetry uxes, these charges
can lead to invariants of the phase (e.g., a unique local operator with a particular
scaling dimension has an invariant charge). For example, recall the Ising operator 
from Section 4.1 that was either real or imaginary.
For gapped phases, the third and fourth invariants are trivial (since Ggap = Ge).
Indeed, in most practical cases, the rst two provide a complete classication of gapped
one-dimensional phases protected by an on-site symmetry group G [16{19]. A natural
question is whether the above invariants are also complete for G-enriched CFTs. We show
that this is the case for the Ising CFT, which we illustrate for the symmetry group Z2Z2.
For Gaussian CFTs, we give a partial answer, showing that the c = 1 transitions arising
between gapped Z2  Z2-symmetric phases can all be smoothly connected. We also use
the latter as an instructive example for the more subtle points encountered in Section 4.2,
showing that G-CFTs with apparently distinct charges for their symmetry uxes can be
part of the same G-CFT. In this section, we limit ourselves to unitary symmetries.
Throughout this section, we discuss the example G = Z2Z2 in the context of a spin-1=2





R(n)x = X2n 1X2n; R
(n)
y = Y2n 1Y2n; R
(n)
z = Z2n 1Z2n:
Note that the way we write these symmetries betrays that we have xed a unit cell, such
that the R
(n)
 symmetries indeed commute. This ensures that this denes a linear, on-
site representation of Z2  Z2. (We have already emphasized the importance of this in
Chapter 3.)
In subsection 4.4.1, we recall the six gapped phases that can occur for this symmetry
group, along with solvable models which are used in the following two subsections. In
59
Chapter 4. Interacting gapless topological phases: symmetry-enriched criticality
subsection 4.4.2, we classify the symmetry-enriched Ising CFTs. In subsection 4.4.3, we
discuss the case of the Gaussian CFT.
4.4.1. Gapped bulk
To keep this chapter self-contained, we briey review the gapped phases with this sym-
metry group. According to the classication for spin chains with Z2  Z2 symmetries,
there are exactly two gapped phases where the ground state preserves the full symmetry
group [16{19]. These are the trivial phase and the topological Haldane phase, which can








(X2nX2n+1 + Y2nY2n+1) :
For both Hamiltonians, the ground state is a product of singlets, but for H1 each singlet
is within a unit cell, whereas for the latter it is across unit cells. The latter is reminiscent
of the ground state of the well-known spin-1 Aeck-Kennedy-Lieb-Tasaki (AKLT) model;
indeed, by introducing a term that penalizes spin-0 states in each unit cell, HHal can be
adiabatically connected to the AKLT model [25, 172] (which in turn can be connected
to the spin-1 Heisenberg chain in Eq. (4.1)). Relatedly, while both models clearly have
a unique ground state for periodic boundary conditions, HHal has a zero-energy spin-1=2
degree of freedom at each open boundary. (Note that to keep the on-site representation of
Z2 Z2 well-dened, we can only cut the chain between unit cells.) These two symmetric
phases can be distinguished by their symmetry uxes: e.g., for H1 the symmetry ux
of Rx is Sx =   R(n 2)x R(n 1)x R(n)x , whereas for HHal it is Sx =   R(n 2)x R(n 1)x X2n 1.
These clearly have dierent charges under Ry and Rz.
In addition to these two symmetry-preserving phases, there are four symmetry-breaking
phases (which can be labeled by Ge). Three of these preserve a Z2 subgroup generated











We label these three Ising phases as Ix, Iy and Iz, respectively. The fourth breaks the




(X2n 1X2n+1 + Y2nY2n+2) : (4.12)
These six Hamiltonians satisfy a very useful duality property: there is a nonlocal change
of variables which eectively interchanges Hx $ H1, Hy $ HHal and Hz $ H0. We give
an explicit lattice construction in Appendix C.2. Physically, this transformation can be
interpreted as gauging Rz (whilst keeping Rx xed).
Lastly, we remind the reader of the fact that phases of matter can be stacked. This was
discussed in Chapter 3, but we briey summarize it here. Two G-symmetric models can
be combined into a two-leg ladder; the new on-site symmetry is simply the tensor product
of the two individual on-site symmetries. One can then study what phase the stacked
model belongs to. E.g., stacking the trivial phase onto any other phase leaves the latter
invariant; it acts as the identity element, explaining our notation H1. Oppositely, stacking
any phase onto the phase that breaks all symmetries, remains in the latter phase; it hence
acts as the zero element17, explaining the label H0.
17Together with the relations Hal  Hal = 1, I  Hal = I and I  I = I , the abelian semigroup of
Z2  Z2-phases is completely specied.
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4.4.2. Ising criticality (c = 1=2)
We classify Z2Z2-enriched Ising CFTs, with a straightforward generalization to general
symmetry groups G. This will show that the four invariants mentioned above form a
complete set of invariants for this universality class. Our principal focus is on symmetry-
enriched Ising CFTs which naturally occur as phase transitions between the aforemen-
tioned gapped phases. Practically, this means that such Ising CFTs have a single symmetry-
allowed bulk perturbation which can open up a gap (a relevant operator). I.e., only one
parameter needs to be tuned to achieve criticality; such CFTs are said to have codimen-
sion one. Ising CFTs with higher codimension can occur but physically correspond to
accidental criticalities in a phase diagram|we will discuss them at the end of this subsec-
tion. Ising CFTs of codimension one are characterized by having an unbroken symmetry
Z2  Ge which anticommutes with the local Ising scaling operator  (i.e., this Z2 6 Ggap).
Indeed, this forbids us from adding  as a perturbation, such that there is only one relevant
symmetric operator which can open up a gap (commonly denoted by ").
We now demonstrate how the four labels we proposed allow us to derive that there
are at least nine codimension one Ising CFTs|afterwards we conrm that this list is
complete. Firstly, we have to determine the group of unbroken symmetries. If there is
symmetry-breaking at the critical point, we have Ge = Z2 (the symmetry group cannot
be completely broken if we consider a codimension one CFT). There are three choices for
the unbroken symmetry R ( = x; y; z). Note that the remaining invariants are already
determined:  must be odd under this remaining symmetry, and a single bosonic Z2
symmetry ux cannot be charged under itself, i.e., g(g) = 1. We can also determine
which gapped phases this CFT can be perturbed into. If we condense  (corresponding
to perturbing with, say,  "), we arrive at the phase breaking all symmetries (labeled by
0), whereas if we condense  (perturbing with +") then we ow to a gapped phase with
a single Z2 symmetry R , which can only be the Ising phase I . We use the shorthand
notation [0,I ] to denote this transition, which is realized by, for example, the lattice
Hamiltonian H0 +H .
If there is no symmetry-breaking, then Ge = Z2  Z2. We can then continue to
determine its gapped subgroup Ggap. This cannot be empty, since it is known that the
Ising CFT (without gapped degrees of freedom) does not have a Z2Z2 symmetry at low
energies [166]. Moreover, Ggap cannot be the full group if we are to have a codimension
one Ising CFT. We thus conclude that Ggap = Z2. There are three choices for this gapped
symmetry R ( = x; y; z). Note that this implies that  is odd under the non-gapped
symmetries. Physically, one side of the Ising transition|where we condense |is thus
the Ising phase I . The remaining invariant of the G-CFT is the charge of the symmetry
uxes. These symmetry uxes determine the nearby gapped symmetric phase (where  is
condensed), hence we know that there are only two distinct choices, labeled by whether
the symmetry ux of R is even or odd under one of the other symmetries. We thus
arrive at the transitions [1,I ] and [Hal,I ], respectively; these are realized by H1 + H
and HHal +H .
These nine distinct symmetry-enriched CFTs are summarized in Fig. 4.4(a). Three
of these, namely [Hal,I ] ( = x; y; z), are topologically non-trivial with exponentially
localized edge modes. We identify the critical spin-1 XXZ chain in Eq. (4.1) as being
in the class [Hal,Iz]. A priori, it could have been that there are additional (codimension
one) Ising CFTs which cannot be smoothly connected to one of these nine, meaning
that they would fall outside our proposed set of invariants. However, one can prove (see
Appendix C.3) that once one xes the unbroken symmetry group Ge and a list of charges
for , then any G-enriched Ising CFT can be obtained by stacking with (and coupling to)
a G-symmetric gapped phase; see Fig. 4.4(b). Note that the previous list is already closed
under this action|e.g., stacking the Haldane phase on top of [1,I ] gives us [Hal,I ]|and
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trivial Z2 × Z2
[1,Iγ ]
Haldane Z2 × Z2
[Hal,Iγ ]










Figure 4.4.: Classifying Z2  Z2-enriched Ising CFTs. (a) There are nine distinct
Z2Z2-(Ising CFTs) of codimension one, coming in groups of three: one side
is in the trivial/non-trivial SPT phase or the phase that breaks the full Z2Z2;
the other side is an Ising phase preserving a Z2 symmetry R ( = x; y; z). All
nine can be distinguished by symmetry properties of local operators and/or
symmetry uxes. (b) To see that these nine exhaust all options, we prove
that all G-enriched Ising CFTs (Ising G-CFTs, in short) can be obtained by
stacking gapped phases on top of a reference Ising G-CFT; the latter is chosen
to be a transition between the trivial gapped phase and an Ising phase.
is hence complete.
To generalize the above discussion to a general symmetry group G, note that the rst
step involved determining the unbroken symmetry group Ge. The possible choice of
gapped symmetries, Ggap, was then constrained by ensuring that our Ising CFT would
have codimension one. The only remaining non-trivial labels are the charges of symmetry
uxes, which can be related to the topological properties of the nearby gapped phases.
Altogether, this straightforwardly leads to a general classication (which is complete due
to the bait-and-switch lemma ; see Fig. 4.4(b) and Appendix C.3):
Classication of symmetry-enriched Ising CFTs of codimension one for a
unitary group G: these CFTs are labeled by a choice of nested subgroups Ggap  Ge  G
such that Ge=Ggap = Z2, and by an element ! 2 H2(Ge; U(1)), i.e., a class of projective
representations of Ge.
Note that the quotient of unbroken symmetries and gapped symmetries, Ge=Ggap, can
be identied with the Z2 symmetry that is intrinsic to the Ising CFT, which ensures that
the CFT has codimension one (note that  is odd under any g 2 Ge   Ggap). The
projective class species the symmetry uxes of Ge such that if we condense , we enter
the gapped phase labeled by this projective class. If we instead condense , we break the
symmetry group down to Ggap, with the resulting gapped phase identied by !jGgap 2
H2(Ggap; U(1)). Let us illustrate the above general classication for G = Z2  Z2. One
choice of nested subgroups is Ggap = f1g  Ge = Z2  G = Z2  Z2, with three choices
for the unbroken symmetry Ge and no choice for an element in H
2(Z2; U(1)) = f1g. The
other choice is Ggap = Z2  Ge = G, with three choices for the gapped symmetry Ggap
and two choices of ! 2 H2(Z2Z2; U(1)) = Z2. We thus recover all 3 + 3 2 = 9 distinct
Z2  Z2-enriched Ising CFTs of codimension one.
Let us briey comment on G-enriched Ising CFTs of codimension two. These occur if
Ggap = Ge, since then both  and " can open up a gap. This is the maximal codimension.
Since such an Ising CFT requires the ne-tuning of two parameters, it generically appears
in two-dimensional phase diagrams as an isolated point (with a rst-order line emanating
from it). The symmetry group acts only on gapped degrees of freedom, and the latter
can realize any of its phases labeled by a choice of Ge  G and ! 2 H2(Ge; U(1)).
For Z2  Z2, there are thus six such symmetry-enriched Ising CFTs. More generally,
62























Figure 4.5.: Classifying Z2  Z2-enriched Gaussian CFTs. All Z2  Z2-CFTs with
c = 1 can be connected (for Ggap = f1g and Ge = G). The U(1)-symmetric
spin-1=2 XY chain appears in both panels (red dot). (a) The black lines
are c = 1 CFTs whose (dominant) local operators have dierent symmetry
properties; nevertheless, these operators become degenerate at the SU(2)-
symmetric point, smoothly connecting these c = 1 CFTs. (b) Obtained from
the former by a (nonlocal) unitary transformation which can be interpreted as
gauging Rz symmetry. Two of the three c = 1 lines are described by orbifold
CFTs; the dominant symmetry ux is symmetry-even (Ising2) or symmetry-
odd ((Ising2)), becoming degenerate at the KT point.
for any CFT one can consider the symmetry-enrichment where G = Ggap. However,
this is not a very interesting example: it recovers the gapped classication and the CFT
is a mere spectator. In particular, one can apply the usual mechanism of symmetry
fractionalization, implying that the degeneracies with open boundary conditions (and
their nite-size splitting) exactly coincide with that of the purely gapped case.
4.4.3. Gaussian criticality (c = 1)






direct transitions. We have already encountered nine of these in subsection 4.4.2: these
were all distinct Z2Z2-enriched Ising CFTs. We now demonstrate that the remaining six
transitions are Gaussian CFTs. Remarkably, all six belong to the same Z2  Z2-enriched
Gaussian CFT: they are smoothly connected. The six dierent types of direct transitions
can be realized as direct interpolations between the xed point Hamiltonians introduced
in subsection 4.4.1, as shown in Fig. 4.5. We rst discuss these transitions from the
lattice perspective, which has the benet of being concrete and constructive. Afterwards,
we rephrase it in the eld-theoretic language, which emphasizes the generality of these
examples and makes a direct link with established CFT methods.
A lattice perspective
The six direction transitions have minimal codimension, which for a Gaussian CFT with
Z2  Z2 symmetry means codimension two. I.e., one generically needs to tune two pa-
rameters to nd these direct transitions|otherwise they split up into two separate Ising
transitions. It also means that each transition shown in Fig. 4.5 is proximate to two
other gapped phases, which are not shown. The clearest instance of this is the XY model
HXY =
P
n(XnXn+1 + YnYn+1) which appears twice in Fig. 4.5, once in each panel (red
dot); indeed, HXY = Hx + Hy = H1 + HHal. If one breaks its U(1) symmetry, one
ows to one of the Ix or Iy phases (left panel). If one instead dimerizes the chain, one
ows to either the trivial or topological Haldane phase (right panel); see also the discus-
sion in subsection 4.4.1. To ensure that the CFT has codimension two, we need the full
Z2  Z2 symmetry to act non-trivially on the CFT; see subsection 4.4.3. In other words,
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Ge = Z2Z2 and Ggap = f1g. The remaining invariants which we proposed are thus the
charges of local operators and of symmetry uxes.
At rst glance, such charges seem to distinguish distinct Gaussian Z2  Z2-CFTs. For
instance, let us compare the [Ix,Iy] transition to the [Ix,Iz] transition. The former has a
U(1) symmetry in the xy-plane, and indeed, Xn and Yn have the same scaling dimension
 = 1=4 for HXY , whereas Zn has ' = 1. The roles are reversed in the latter, where Yn
is now the one with larger scaling dimension. Does this not give us a discrete invariant?
I.e., for HXY we can say that all local operators of lowest scaling dimension are odd under
Rz. This discrete statement is surely true, but not invariant : the Gaussian CFT has
a marginal tuning parameter that smoothly connects a whole line of universality classes
[37, 173]. Indeed, this is well-known for the spin-1=2 XXZ chain, H =
P
n(XnXn+1 +
YnYn+1 + ~ZnZn+1), which is described by a range of Gaussian CFTs for  1 < ~  1. As
one tunes ~ from zero to one, the scaling dimensions of Xn, Yn and Zn smoothly evolve
toward the same value (this being 1=2); at ~ = 1, the three operators are related by
the SU(2) symmetry of the model! All three [I ,I0 ] transitions can clearly be connected
through this point, as shown in Fig. 4.5. The take-away message is that the space of
local operators with smallest scaling dimension can change: this two-dimensional space
becomes part of a larger-dimensional vector space at the SU(2)-symmetric point. The
above attempt at dening a discrete invariant charge was thus not well-founded.
The discussion above demonstrates a subtlety in associating invariant charges to local
observables. Something similar happens for the charges of symmetry uxes. To nd a
Gaussian CFT whose symmetry uxes have non-trivial charge, we need to consider tran-
sitions which are not invariant under stacking with the gapped Haldane phase: since the
latter comes with charged symmetry uxes, any transition that is not aected by this
could not have had well-dened charges for its symmetry uxes to begin with. To make
clear what we mean, consider [1,Hal], as realized by the XY-chain. At this transition, the
two distinct symmetry uxes of R for H1 and HHal|as described in subsection 4.4.1|
become scaling operators with the same scaling dimension  = 1=4. We can thus not
associate a unique charge to the symmetry ux of R . This is related to the fact that
[1,Hal]Hal = [1,Hal], since it would merely interchange both sides of the transition. Simi-
larly, the [I ,I0 ] transitions considered above would also absorb such an SPT phase (since
I Hal = I).
We can, however, nd c = 1 transitions which are (seemingly) not invariant under such
a stacking: consider the transition between the trivial phase and the phase that completely
breaks Z2Z2, i.e., [1,0], realized by H1 +H0. Conceptually, one can think of this as two
separate Ising transitions occuring at the same point. Indeed, the eld theory describing
this critical point is not a usual Gaussian CFT, but rather the direct product of two Ising
CFTs, usually denoted by (Ising)2. Accordingly, each R has a unique symmetry ux
and hence a well-dened charge! For [1,0], these uxes commute with all symmetries,
whereas for [Hal,0], they anticommute. Indeed, stacking with the Haldane phase inter-
changes these two transitions. However, despite having distinct discrete charge in these
two cases, these models can be smoothly connected by tuning to H1 +HHal +H0, as shown
in Fig. 4.5(b). The catch is that at this special point, the space of symmetry uxes becomes
two-dimensional, and the aforementioned charge is no longer well-dened|this arises nat-
urally from a careful study of the Gaussian universality class (see subsection 4.4.3). Note
that the novel phase diagram in Fig. 4.5(b) can be obtained from the known phase diagram
in Fig. 4.5(a) by applying the duality transformation mentioned in subsection 4.4.1.
In conclusion, all Z2  Z2-enriched CFTs with central charge c = 1 can be smoothly
connected if they are of codimension two. For higher codimension, there are multiple
classes. Such a examples have already appeared in the literature [41, 57], and we will
touch upon this in Section 4.6.
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A eld-theoretic perspective
We now give a eld-theoretic interpretation of Fig. 4.5, which is complementary to the
previous discussion.
Let us recall the compact boson CFT (also known as the one-component Luttinger
liquid), which contains a phase eld (x) and its conjugate eld @x'(x) that generates
shifts in (x), i.e., [@x'(x); (y)] = 2i(x   y) [37, 173]. Both elds are 2-periodic and












Here, K is the stiness or Luttinger liquid parameter (sometimes one instead speaks of
the compactication radius18 rc =
p
K). There is thus a one-parameter family of com-
pact boson CFTs with a duality K $ 14K which interchanges the two elds. Particu-
larly important are the primary vertex operators ei(m'+n) which have scaling dimension
m;n = m
2K + n2=(4K) (and conformal spin sm;n = mn). These vertex operators are
local if and only if n;m 2 Z.
To see how the Z2  Z2 symmetry acts in this eld theory, it is useful to use a lattice-
continuum correspondence. Let us consider the XY-chain HXY =  
P
n(XnXn+1 +
YnYn+1): this can be mapped to free fermions, allowing for a straight-forward continuum
limit of the lattice model, which ends up with the compact boson CFT where K = rc = 1,
also called the free Dirac CFT. This route gives a direct relationship between lattice op-
erators and operators of the CFT [14, 40, 174]. For instance, the generator of the on-site
lattice U(1) symmetry, Zn, maps to the generator in the continuum, @x'. Similarly useful
correspondences are Xn  cos  and Yn  sin . From such relations|and from knowing





 !  ; Ry :

'!  '
 !    ; Rz :

'! '
 !  + : (4.14)
(Note that Rz = RxRy, as required.) Enforcing these symmetries constrains the possible
perturbations of the CFT. In fact, only two relevant operators commute with this symme-
try, namely the vertex operators19 cos(2) and cos(') with scaling dimension  = 1 < 2
at K = 1. Hence, this Z2  Z2-enriched c = 1 CFT has codimension two. For example,
sin(2)|which is also relevant|is odd under Rx and is thus forbidden
20. We note that
 cos(2) drives to Ix and Iy, whereas  cos(') drives to the trivial and Haldane phase;
this is consistent with the red dot in Fig. 4.5(a) and (b).
The above action of Z2Z2 was established at K = 1, but we see that it must continue
to hold for any value of K (since R2 = 1). Nevertheless, we obtain other actions when
considering, e.g., a transition [Ix,Iz] instead of [Ix,Iy]. Indeed, for H =  
P
n(XnXn+1 +
ZnZn+1) we would also arrive at the Dirac CFT in the continuum limit, where we now
denote the elds by ~' and ~ to avoid confusion. The lattice-continuum correspondence,




~ !  ~; Ry :

~'! ~'
~ ! ~ + : Rz :

~'!   ~'
~ !    ~; (4.15)
The same lattice symmetries R=x;y;z thus act dierently in the low-energy compact boson
CFTs for these distinct transitions, as evidenced by Eqs. (4.14) and (4.15). In particular,
18This name arises due to the rescaled eld ~  pK being 2rc-periodic.
19On the lattice, these correspond to XnXn+1   YnYn+1 and ( 1)n(XnXn+1 + YnYn+1), respectively.
20The lattice-continuum correpondence is XnYn+1 + YnXn+1  sin(2).
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this tells us that the local vertex operators of these CFTs (identied by their scaling di-
mensions) carry seemingly distinct charges, as already observed in the previous subsection.
Nevertheless, these two compact boson CFTs are merely two extremes of a single unied
CFT. To see this, we use that tuning K preserves criticality. This corresponds to the black
lines in Fig. 4.5(a) emerging from the phase diagram's edges. As K ! 1=2, we reach the
center of the phase diagram. To see that the CFTs in terms of ';  and ~'; ~ truly coincide
at this point, we use the fact that the self-dual point K = 1=2 is known to have an
emergent SU(2) SU(2) symmetry. As we show in Appendix C.4, this allows to perform
a change of variables that leaves the action invariant:
@x~ =  2 cos  sin'; @x ~' =  2 sin  cos': (4.16)
Note that under this correspondence, Eq. (4.14) and (4.15) coincide! The identication
in Eq. (4.16) tells us how these seemingly distinct compact boson CFTs are glued to-
gether. This can also be understood from the fact that at K = 1=2, the CFT has nine
marginal perturbations [173]. Only three of these are compatible with Z2 Z2 symmetry,
corresponding to the three gapless lines emanating from this point in Fig. 4.5(a).
Let us now consider the other c = 1 transitions, shown in Fig. 4.5(b). As mentioned
in the previous subsection, this phase diagram is obtained from Fig. 4.5(a) by a nonlocal
change of variables which maps the XY-chain to itself (see Appendix C.2). In the eld
theory, this can be interpreted as gauging Rz, the eect of which depends on how Rz acts
on the elds. If Rz is a subset of the U(1) rotation  !  + |as happens for [Ix,Iy]
(see Eq. (4.14))|then gauging Rz amounts
21 to rc ! 1=rc, or, equivalently, K ! 1=K
[173]. This indeed keeps the free Dirac point with K = 1 invariant (the red dots in
Fig. 4.5). The self-dual point K = 1=2|in the middle of the phase diagram|maps to
K = 2, which is called the Kosterlitz-Thouless (KT) point since at this point there are
no relevant U(1)-symmetric operators. However, if Rz negates the elds|as happens for
[Ix,Iz] (see Eq. (4.15))|then it is known that gauging this is no longer the usual compact
boson CFT. Instead, we obtain a so-called orbifold CFT (this can also be seen as the
boson CFT compactied on S1=Z2) [173]. In particular, the free Dirac CFT in Fig. 4.5(a)
maps to a stack of two Ising CFTs in Fig. 4.5(b), usually denoted by (Ising)2, which is a
c = 1 orbifold CFT with orbifold radius rorbifold = 1 [173]. This remains critical as one
tunes rorbifold ! 1=
p
2, reaching the center of the phase diagram. Indeed, it is known
that at the particular value rorbifold = 1=
p
2, the c = 1 orbifold CFT coincides with the
aforementioned KT point of the compact boson CFT [173]. The interpolation between the
three models H1, HHal and H0 thus provides a concrete lattice realization|incidentally
solvable by Bethe ansatz|of the of the deep fact that the c = 1 orbifold CFT and compact
boson CFT can be connected by a marginal perturbation, which in this case also preserves
Z2  Z2.
Lastly, we comment on symmetry uxes from the perspective of eld theory. For the
compact boson CFT, the space of symmetry uxes for R is two-dimensional. This is
easiest to see for Rz in the case where it acts as  !  +  (see Eq. (4.14)). The two
independent uxes are then cos('=2) and sin('=2) with dimension  = K=4 (on the
lattice, these correspond to   Zn 2Zn 1Zn with n even and odd, respectively). The
former (latter) is even (odd) under Rx and Ry. We thus cannot associate a unique charge
to the symmetry ux of Rz. The situation is seemingly dierent for the orbifold CFT,
which we illustrate for the (Ising)2 CFT as realized by H = H1 + H0 (appearing in
Fig. 4.5(b)). Recalling the denition of H0 in Eq. (4.12), we see that if i denotes the spin
operators of the two copies of the Ising CFT, then 1 is odd under Ry and Rz (but even
under Rx), and similarly for 2 with Rx and Ry interchanged. From this, we can infer that
21This can be seen as a concatenation of halving the compactication radius and a duality transform:
rc ! rc=2! 12(rc=2) = 1=rc.
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the symmetry ux for Rz is 12 (with dimension  = 1=4). Most importantly: this is
unique. Indeed, its dimension is well-separated22 from that of (12) (12)   1 2 for
which  = 1. As discussed in Section 4.2, we can associate charges to unique symmetry
uxes. For the transition [1,0], it is easy to see that the symmetry ux of Rz is even under
Rx and Ry, whereas for [Hal,0] it is odd. Hence, the two orbifold lines in Fig. 4.5(b) seem
topologically distinct! The catch, however, is that both lines connect to the compact boson
line, as discussed above. At that point, the scaling dimensions of 12 and  1 2 meet,
coinciding with the aforementioned cos('=2) and sin('=2). Hence, to realize topologically
non-trivial symmetry-enriched c = 1 CFTs, one either needs to go to higher codimension,
or larger symmetry groups; examples for both are discussed in Section 4.6.
4.5. A fermionic example: the interacting version of Chapter 2
Thus far, we have discussed examples of bosonic G-CFTs. However, the concept also
applies to fermionic systems. In fact, the critical Majorana chains introduced in Chapter 2
provide examples of this. Although that chapter concerned non-interacting systems, here
we point that they realize Majorana CFTs enriched by fermionic parity symmetry ZF2 and
spinless time-reversal symmetry ZT2 . This directly implies that various cases studied in
Chapter 2 indeed remain non-trivial in the presence of interactions.
For concreteness, we consider the two models
H = 2(H0 +H1) = i
P
n ~n(n + n+1);
H 00 = 2(H1 +H2) = i
P
n ~n(n+1 + n+2):
(4.17)
To wit, this notation uses the basis of Majorana modes n = c
y
n + cn and ~n = i(c
y
n   cn),
where cn are spinless fermions satisfying fcyn; cmg = nm. The Hamiltonians in Eq. (4.17)
are sketched in Fig. 2.2 of Chapter 2, with H 00 having a zero-energy Majorana mode per
edge. In that chapter, we proved that these two non-interacting chains are topologically
distinct, despite both being described by the c = 1=2 Majorana CFT. In particular, we
dened the topological invariant ! in terms of the roots of a particular polynomial f(z)
(for details, see Section 2.3). This invariant|and its associated edge modes|were well-
dened as long as we preserved fermionic parity symmetry P =
Q
Pn (where Pn = i~nn)
and spinless time-reversal symmetry T (acting as TnT = n and T ~nT =  ~n). In
addition, the formalism of f(z) allowed to derive that the edge modes are exponentially
localized in this non-interacting setting (see Theorem 1 in Section 2.4).
We will illustrate that these two critical chains are indeed distinct symmetry-enriched
Majorana CFTs. In fact, one could argue that this follows from our analysis of the bosonic
case, since using2 the Jordan-Wigner correspondence detailed in Table 3.2 of Chapter 3,
the above models map to the models H and H 00 encountered in Section 4.1. Nevertheless,
while such a mapping can be very useful, it is not always the most insightful route due
to the nonlocal nature of the Jordan-Wigner transformation which aects the physical
interpretation. Here, we keep the discussion self-contained in the fermionic language.
Let us now explain how these two critical models in Eq. (4.17) are distinguished by the
charges of the symmetry uxes of P . Interestingly, for fermionic systems it is possible for
a symmetry ux to be charged under itself : the symmetry ux of fermionic parity can
itself be fermionic. Indeed, both H and H 00 have one symmetry ux of P which is odd
under P , and one which is even. The former is the same for both models, being given by
  Pn 2Pn 1n (with scaling dimension  = 1=8) [126]. Physically, this corresponds to
both phases being proximate to the topological Kitaev phase where this symmetry ux
22Similarly, the unique symmetry ux of Rx is 2 with  = 1=8; its subdominant ux is 12 with
 = 1=4.
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has long-range order. The symmetry ux of P which is even under P (with the same
scaling dimension), is given by [126]
SPn =   Pn 2Pn 1Pn (for H),
SPn =   Pn 2Pn 1(inn+1) (for H 00). (4.18)
(The prefactors were chosen such that h(SPn )2i is positive; see Section 4.2.) We observe
that the former is even under T , whereas the latter is odd under T . This denes a
discrete bulk invariant. Analogous to the discussion in Section 4.3, the latter protects a
Majorana edge mode at each boundary, giving a global two-fold degeneracy with a nite-
size splitting  1=L14. Indeed, this is consistent with the above claim that the models in
Eq. (4.17) are mapped onto the spin chains in Eq. (4.3) using a nonlocal Jordan-Wigner
transformation|which is exact for open boundary conditions (as discussed in Chapter 3).
The above concerned c = 1=2 Majorana CFTs. In Chapter 2, we saw that there were
an innite number of topologically distinct versions of this CFT, labeled by a topological
invariant ! 2 Z. Using the formalism of symmetry-enriched CFTs, one can argue that
with interactions there are only eight classes. For more general CFTs (c  1), a case-by-
case study is necessary. In the non-interacting case, one could have any central charge
c 2 12Z, each having an innite number of distinct symmetry-enriched versions (with P
and T symmetry). With interactions, some remain non-trivial, others do not, and this
can be determined by examining the symmetry action on the higher-dimensional space
of symmetry uxes. We leave an exhaustive analysis of these more general situations to
future work.
4.6. Application to previous works
In this last section, we demonstrate how previous works on critical systems with edge
modes can be t into the framework of symmetry-enriched CFTs proposed in this thesis.
Considering the extent of the literature on topologically non-trivial gapless phases [41{58],
a complete demonstration would constitute a work on its own. Here, we limit ourselves
to a few (chronologically-ordered) case studies. We point out how these systems can be
interpreted as non-trivial symmetry-enriched CFTs, for which we identify bulk invariants.
For clarity, let us mention that in 2011 there were several contemporaneous works dis-
cussing algebraically-ordered superconductors with topological edge modes [42{44]. How-
ever, these are not examples of edge modes protected by a symmetry-enriched CFT. This
can be seen from the fact that in these cases, the edge modes have algebraic nite-size
splitting  1=L where the power  is proportional to the Luttinger liquid parameter
K. This means that the edge modes can be destroyed by smoothly tuning K to a small
enough value. Hence, there cannot be a discrete bulk invariant associated to the c = 1
CFT. This is consistent with symmetries not being important to stabilize the edge modes
in Refs. [42{44] (aside from the U(1) symmetry stabilizing criticality).
\Prediction of a gapless topological Haldane liquid phase in a one-dimensional cold
polar molecular lattice"
In Ref. [41], Kestner, Wang, Sau and Das Sarma introduced a gapless analogue of the
spin-1 Haldane phase. Due to the context of the work (i.e., dipolar gases), long-range





















The Hamiltonian looks similar to the spin-1 XXZ chain, with an extra factor in the spin-





2 is conserved|which makes all the dierence. For 0 <
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 < 1, the system is critical with central charge c = 1, and using the methods of Ref. [41],
it can be shown that the system is topologically non-trivial: there is still long-range order
in the Haldane string order parameter   Rzn 2Rzn 1Szn and the ground state is twofold
degenerate with open boundary conditions.
We note that this model is an example of a c = 1 CFT enriched by the Z2Z2 group of -
rotations Rx, Ry and Rz. Indeed, the fact that   Rzn 2Rzn 1Szn has long-range order, tells
us, rstly, that the symmetry ux of Rz is unique and, secondly, that it has a non-trivial
charge with respect to Rx and Ry. This thus gives us a discrete topological invariant for
the critical bulk. In section 4.4.3 we saw that there are no topologically non-trivial Z2Z2-
enriched CFTs of minimal codimension. Indeed, Eq. (4.19) is of higher codimension and
is not naturally interpreted as a critical point between phases with Z2  Z2 symmetry.
However, it is a Z2  Z2  ZT2 -enriched CFT of minimal codimension! More precisely,
it occurs as a direct transition between two gapped phases which are topologically dis-
tinct with respect to Tspin = R
yK but which are topologically identical and non-trivial
with respect to Z2  Z2. To see this|and to shed light on the unusual conservation
law|it is useful to consider the unitary U  exp  i2 Pn(Szn)2. It can be shown that
this commutes with R=x;y;z but not with Tspin, i.e., UTspinU
y = RxK 6= Tspin. Hence,
if HXXZ is the spin-1 XXZ chain|which is non-trivial with respect to -rotations and
time-reversal|then UHXXZU
y is still non-trivial with respect to the former, but not the
latter. Remarkably, the model in Eq. (4.19) is exactly the halfway interpolation between
these two, H = 12
 
HXXZ + UHXXZU
y. Indeed, since U toggles between the two gapped
phases, the transition must occur at the
P
(Szn)
2-symmetric point. Lastly, note that both
gapped phases have the same symmetry ux for Rz (this can hence remain long-range
ordered at criticality) but have distinct symmetry uxes for Rx, i.e.,   Rxn 2Rxn 1Sxn and
  Rxn 2Rxn 1fSyn; Szng. At the critical point, the latter two become algebraically ordered
with the same scaling dimension. The symmetry ux of Rx is thus degenerate, but both
have the same non-trivial charges with respect to Ry and Rz, consistent with this being a
non-trivially-enriched CFT.
\Quantum Criticality in Topological Insulators and Superconductors: Emergence of
Strongly Coupled Majoranas and Supersymmetry"
One of the phase transitions considered by Grover and Vishwanath in Ref. [165] is between
a topological superconductor in class DIII (protected by an anti-unitary symmetry satisfy-
ing T 2 = P ) and an Ising phase which spontaneously breaks T . It was demonstrated that
the edge ows to an unusual xed point, exhibiting itself in unusual fermionic correlations
near the boundary (as a function of time).
We point out that this transition is an Ising CFT enriched by T and fermionic parity
symmetry P . The clearest way of seeing this is that the symmetry ux of P (which has
long-range order for this bosonic transition) can be shown to be odd under T . In an
approximate converse, the  operator of the Ising CFT is odd under fermionic parity sym-
metry: PP =  ; see Appendix C.5 for details. As discussed in Fig. 4.3, this stabilizes
the spontaneously-xed boundary condition. According to the analysis in Section 4.3, we
thus expect that this class of transition generically has a global twofold degeneracy for
open boundaries whose nite-size splitting is exponentially small in system size.
\Gapless symmetry-protected topological phase of fermions in one dimension"
In Ref. [46], Keselman and Berg show that spinful fermions with attractive triplet-pairing
stabilize a c = 1 CFT with exponentially-localized edge modes protected by fermionic
parity symmetry P and time-reversal symmetry T (obeying T 2 = P ). In addition to a
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For U < 0, the spin sector is gapped, whereas charges remain gapless. The stability of
the edge mode was argued to be a consequence of the gap to single-fermion excitations
(which moreover implies that the phenomenon persists upon adding spin-orbit coupling).
Moreover, in Ref. [46] it was shown that fermionic parity symmetry anticommutes with T
near the edges, implying edge modes.
We remark that this c = 1 CFT is non-trivially enriched by P and T . We nd
that for U < 0, the symmetry ux of P has long-range order and is given by SPj =
  Pj 2Pj 1(nj;"   nj;#), which obeys TSPT 1 =  SP . See Appendix C.5 for numerical
details. This generalizes the observation of Ref. [46] that P and T anticommute near the
boundary to a topological invariant in the bulk. This moreover conrms that the phase is
protected by virtue of P being a gapped symmetry. The fact that the non-trivial symme-
try ux is for a gapped symmetry is naturally related to the exponentially small nite-size
splitting observed in Ref. [46].
\Gapless symmetry-protected topological order"
In Refs. [52, 57], Scadi, Parker and Vasseur extended the well-known mechanism of cre-
ating gapped SPT phases by decorating domain walls [175] to critical systems. The idea
is illustrated straightforwardly with an example (their mechanism also applies to higher
dimensions, but here we limit ourselves to one dimension). Let U be the unitary which
maps the gapped Z2Z2-paramagnet to the Z2Z2-SPT phase. As a starting point, take
a Hamiltonian H which consists of trivial gapped degrees of freedom decoupled from a crit-
ical bulk; moreover, presume that one of the Z2  Z2Z2 acts only on the former gapped
chain. The claim is then that UHU y|which is clearly still critical|is topologically non-
trivial, which was diagnosed in terms of edge properties. In particular, in the above case,
the ground state will be twofold degenerate for open boundary conditions (with exponen-
tially small nite-size splitting). Through a combination of perturbative arguments and
numerical calculations, this topological phenomenon was shown to be stable.
The above procedure|which can be applied for any symmetry group G|indeed creates
non-trivialG-enriched CFTs. This can be seen from the perspective of symmetry uxes: by
construction, part of the symmetry group will be gapped, which ensures that the associated
symmetry uxes are unique. This means that the non-trivial charge endowed by the SPT-
entangler U will be a well-dened topological invariant, even at criticality, as discussed
in Section 4.2. Using the boundary RG analysis of Section 4.3, this non-trivial symmetry
ux can be used to argue the presence of edge modes. The notion of charged symmetry
ux thus gives a topological bulk invariant for the cases studies in Refs. [52, 57]. We note
that the presence of gapped degrees of freedom are not essential to make domain wall
decoration work at criticality: the models H and H 00 in Section 4.1 are related by the
SPT-entangler U =
Q








Overview of Part II
As mentioned in the introduction, Part II of this thesis studies excitations of two-dimensional
quantum spin models at zero temperature.
Chapter 5: Spectral functions and quasiparticles
The main tool we will use to investigate such excitations is the dynamic (spin) structure
factor, which we also simply refer to as the spectral function. This quantity is of interest
since it is obtainable by calculating time-dependent correlation functions and gives direct
insight into the spectrum of the Hamiltonian and various physical properties of its quasi-
particles. Being measurable by inelastic neutron scattering, it also forms an indispensable
bridge between theory and experiment. In the rst part of Chapter 5, we review the
denition of the dynamic structure factor and its most important properties.
The second part of this chapter is devoted to introducing a novel numerical matrix-
product-state-based algorithm that computes the spectral function for two-dimensional
lattice models. The essential idea is to place the system on a cylinder, such that one
can use powerful one-dimensional methods, namely the density matrix renormalization
group (DMRG) [12, 106] to obtain the ground state and matrix product operator time-
evolution methods [108]. This way, we obtain time-dependent correlation functions for the
two-dimensional system, which gives us the spectral function after Fourier transforming.
In Chapter 5, we explain what it means to put the system on a cylinder, the physical
consequences of doing so, and, nally, the numerical aspects of this method.
Chapter 6: Kitaev-Heisenberg on the honeycomb lattice: proximate spin liquids
This chapter serves a dual purpose: we benchmark the method introduced in Chapter 5
and we use it to identify a proximate spin liquid.
The Kitaev model on the honeycomb lattice [95] is an exactly-solvable interacting spin-
1=2 model realizing highly-nontrivial topological phases of matter (so-called spin liquids).
Even its spectral function has been obtained analytically [176]. This thus forms a challeng-
ing benchmark for any numerical method for calculating spectral functions. In Chapter 6,
we show that the method of Chapter 5 gives a good agreement with this exact solution.
Having benchmarked the method for an integrable model, we study the spectral func-
tion after adding non-integrable perturbations. A particularly important perturbation
is given by adding a Heisenberg term. The resulting Kitaev-Heisenberg model rose to
prominence after being suggested as a minimal model for quantum magnets with strong
spin-orbit coupling [177], including certain iridates [178] and -RuCl3 [179]. In Chapter 6,
we numerically study its spectral function. If the Heisenberg term is dominant, we nd
that the spectral properties are well-described by spin wave theory. However, when the
Heisenberg and Kitaev terms are of comparable strength, we nd that the ground state
still has conventional symmetry-breaking order, but its excitations no longer seem to be
simple spin waves. In particular, we nd considerable weight in broad smeared-out fea-
tures whose form resembles that of the pure Kitaev model. This establishes the notion
of a proximate spin liquid and phenomenologically agrees with aspects of recent inelastic
neutron scattering data for -RuCl3 [96, 97, 180].
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Despite nearly a century of study of the spin-1=2 Heisenberg model on the square lattice,
there is still disagreement on the nature of its high-energy excitations. More precisely,
while its Neel ground state order and the accompanying low-energy Goldstone modes are
well-described by spin wave theory (SWT), it has been observed that the upper part of the
magnon dispersion has features which are not reproduced by SWT calculations. This has
been referred to as anomalous [87] and some have argued that this is due to a nearby spin
liquid in the phases diagram [87, 181{184]|i.e., a more benign version of the extreme case
studied in Chapter 6|whereas others proclaim that it can be explained by incorporating
magnon interactions [93, 94] (of course these claims need not be mutually exclusive).
Using the method of Chapter 5, we shed light on these spectral features by tracking
them as we tune the Hamiltonian toward the exactly soluble Ising limit. In the latter
limit, the interactions are due to a simple counting of domain walls|these are indeed
nonperturbative, but nevertheless quite intuitive. This thus gives a simple interpretation
of the the attractive magnon interactions of the Heisenberg model. Remarkably, a semi-
quantitative description of certain observed features arises already at the lowest non-trivial
order in perturbation theory around the Ising limit. Moreover, our analysis uncovers
that high-energy magnons are localized on a single sublattice, which is related to the
entanglement properties of the ground state. This localized nature of the high-energy
magnons is presumably at the root of why the local energetic domain wall considerations
of the Ising model persist to the Heisenberg limit.
Chapter 8: Heisenberg on the triangular lattice: avoided decay from strong
interactions
Unlike the square lattice antiferromagnet of Chapter 7, the triangular lattice Heisen-
berg antiferromagnet (TLHAF) is frustrated|a triangle does not allow for three strictly-
antiferromagnetic bonds23. Its ground state still spontaneously magnetizes (in a non-
collinear 120 pattern) [186, 187], but there is considerable quantum entanglement due
to the aforementioned frustration. It is hence unclear whether its magnon excitations
are accurately described by SWT, which is an expansion around the (semi-)classical limit
S ! 1. Studies of the leading and next-to-leading order contributions in SWT sug-
gest that for more than half of the Brillouin zone, the magnon dispersion is inside the
two-magnon continuum, leading to a nite lifetime [75, 76, 188{191]. In other words,
according to SWT, the THLAF is an archetype for magnon decay [75, 76, 191]. However,
in Chapter 8, we numerically obtain the spectral function (according to Chapter 5) in a
slightly perturbed model for which SWT still predicts decay, and we nd none. Instead,
the magnon seems to have been repelled out of the aforementioned continuum.
This is an instance of a very general phenomenon which we call avoided quasiparticle
decay : if quasiparticles are strongly-interacting24, then they are generically pushed out of
the continuum which would otherwise cause their decay. To illustrate and emphasize the
generality of avoided decay, in Chapter 8, we rst explain this hitherto-unacknowledged
principle before discussing the particular case of the TLHAF. This principle arises as a
straightforward generalization of the notion of level repulsion and we illustrate it numeri-
cally in a tractable many-body Ising ladder. Finally, we point out that the phenomenology
of avoided decay can be identied in existing experimental data for the triangular lattice
magnet [77] Ba3CoSb2O9 and even superuid helium [78{83].
23For the same reason, the classical triangular lattice antiferromagnetic Ising model has nite entropy at
zero temperature [185].
24This applies to the TLHAF: due to the small spin, spin waves are strongly-coupled, and due to SU(2)
symmetry being completely broken, there are no quantum numbers forcing matrix elements to vanish.
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5. Spectral functions and quasiparticles
As already outlined in the overview of Part II of this thesis, in Chapters 6, 7 and 8 we
will study the dynamic spin structure factor of two-dimensional spin models. This chapter
presents the necessary background for this: Section 5.1 introduces the dynamic structure
factor, and Section 5.2 presents a novel numerical method to calculate this. The latter
is based on bringing together two recent developments in the eld of tensor networks:
on the one hand, obtaining two-dimensional ground states by using the density matrix
renormalization group (DMRG) method [12, 106] on a cylinder [192] and, on the other
hand, obtaining spectral functions by time-evolving one-dimensional systems [108, 193].
5.1. Dynamic structure factor: from correlations to excitations
Let us consider a lattice model where each site (at location r) carries an eective spin-1=2
denoted by the Pauli matrices r ( = x; y; z). We dene the dynamic spin structure
factor [66, 67] in terms of the plane waves k  1pN
P
r e
 ikrr (where N is the total
number of sites) as follows:











At this point, we have not assumed a particular structure of the lattice. As a consequence,
the above k should not yet be interpreted as a (quasi-)momentum. We will return to this
issue in subsection 5.1.2. Throughout this thesis, we will also refer to S(k; !) as the
dynamic structure factor and the spectral function. These terms are in principle broader,
but since the dynamic spin structure factor is the only type of spectral function we consider
in this thesis, there can be no confusion.
This spectral function contains considerable physical information. The most direct way
of seeing this is by rewriting it in the so-called Lehmann representation.
5.1.1. Connection to the many-body spectrum: the Lehmann representation
From the denition in Eq. (5.1), it directly follows that
 S(k; !) = S(k; !). In
particular, S(k; !) is real. In fact, it turns out to be positive. To see this, we rewrite
Eq. (5.1) using that O(t) = eiHtOe iHt and inserting a resolution of the identity I =P
n jnihnj with jni being an energy eigenstate (i.e., Hjni = !njni, setting the ground
state energy to zero, !0 = 0):





























(!   !n) jhnj kj0ij2: (5.4)
This is the Lehmann representation of the dynamic structure factor. It tells us that if
S(k; !) 6= 0 for a particular value of k and !, then there exists an energy eigenstate
with energy ! (which is moreover created by acting with  k on the ground state).
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Figure 5.1.: Honeycomb lattice. (a) The lattice vectors R1 and R2 generate the peri-
odic lattice where each unit cell has two sites, denoted by A and B. The vectors
are shown relative to an A-site; note that A = 0 and B =
1
3(R1 + R2).
(b) The reciprocal lattice vectors are dened by Ki Rj = 2ij . The shaded
region is the rst Brillouin zone.
5.1.2. Momentum and unit cells
Let us now specify the situation further: we presume that the lattice is periodic with
respect to a unit cell of Nuc sites. This will allow us to (1) give a more concrete interpre-
tation of the weight in the Lehmann representation, (2) rewrite the spectral function to
make it amenable to numerical calculations, and (3) make a direct link with experiment.
For concreteness, we will work in two spatial dimensions. Let R1 and R2 be the lattice
vectors. We can then write the positions as r = r1R1+r2R2+ where (r1; r2) 2 ZZ and
 is the sublattice index which can take one of Nuc values. Here  species the position
within the unit cell. As an example (which is pertinent to the next chapter), consider the
honeycomb lattice in Fig. 5.1(a), where Nuc = 2. Labeling the two sublattices as A and
B and taking A as the reference site, we have that A = 0 and B =
1
3(R1 +R2).
Let Ti be the translation by the vector Ri. This is a symmetry of the lattice and the





ikRik . Moreover, let us presume that this translation symmetry
is also a symmetry of the Hamiltonian and is not spontaneously broken by the ground
state. (Otherwise, one can simply increase the aforementioned unit cell1.) We can then
associate a momentum kn to each eigenstate (with the ground state having k0 = 0) such




(!   !n)(k   kn)
hnjPe ikn;0 j0i2 ; (5.5)
where we use the notation ;R  R+ . The spectral function thus tells about the
existence of eigenstates with energy ! and momentum k. (Note that it cannot tell us
about the absence of such states, since the weight may simply vanish.)
The lattice vectors Ri come with a corresponding reciprocal lattice vectors Kj such that
Kj Ri = 2ij (see Fig. 5.1(b)). However, if the unit cell is non-trivial (i.e., Nuc > 1),
the spectral function is not periodic with respect to Kj . It is useful to split it up into















1Alternatively, one can sometimes nd a modied translation operator, e.g., the Neel state on the square





Ti (if the ordering is in the z-direction).
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We can then dene the sublattice spectral functions S (k; !) by replacing k ! ;k in
Eq. (5.1). The total spectral function is then
S(k; !) = 1Nuc
X
;
e ik( )S (k; !) : (5.7)
Each of these sublattice spectral functions is periodic on the reciprocal lattice and allows
for a simple expression in terms of the real-space spins:



















 1 d!S (k; !) =
R
BZ d
Dk = VBZ (the  and  indices are not
summed over). The boxed equations (5.7) and (5.8) are how one calculates the spectral
function in practice. The benet of Eq. (5.8) is that it explicitly incorporates translation
symmetry such that one only needs to sum over one spatial index. This will be crucial
in Section 5.2 since we only need to time-evolve a single state ;0j0i (for a given spin
component  and sublattice index ).
5.1.3. Experimental detection via inelastic neutron scattering
As evidenced above, the spectral function is already a very useful theoretical tool since it
allows to gain insight into the spectrum of a Hamiltonian by calculating correlation func-
tions. In addition, it is also of considerable experimental signicance, being measurable
through inelastic neutron scattering. More precisely, one can argue that the cross-section
















 e ik( )S (k; !): (5.9)
This is for the special case where the lattice is rigid, i.e., it neglects the eects of spatial
disorder and phonons (which can be included by an eective Debye-Waller factor [66, 67]).
The magnetic form factors in Eq. (5.9) depend on the details of the atomic or molecular
orbitals which are essential in understanding how the eective spin arises from the intrinsic
and orbital angular momentum of the microscopic constituents. Since we study eective
spin models in this thesis, we do not consider such form factors.
5.1.4. Example: Ising chain and fractionalization
To illustrate spectral functions and what one can learn from them, it is instructive to
consider the quantum Ising chain H =  Pn  xnxn+1 + gzn.
As mentioned in Chapter 3, this can be mapped to a free-fermion chain, which in the
notation of Chapter 2 would be H = 2H1 2gH0 (where H is the -chain we introduced).
In particular, the physical information of this Hamiltonian is encoded in the polynomial
f(z) = 2z   2g. For instance, the quasiparticle dispersion relation is




4(eik   g)(e ik   g) = 2
p
1 + g2   2g cos k: (5.10)
We read o that the gap is 2j1   gj. Indeed, for jgj > 1 the system is in a gapped,
symmetry-preserving phase, whereas for jgj < 1 the Z2 Ising symmetry is spontaneously
broken.
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g = 2 g = 1=2
Figure 5.2.: Spectral function of the Ising chain. The insets show the spin-spin corre-
lation function in space and time; the main panels show the Fourier transform,
i.e., the spectral function. (a) This is in the disordered phase (g = 2), where
the quasiparticles are local magnons; the dashed line is the analytic result for
the magnon dispersion. (b) This is in the ordered phase (g = 1=2), where
the quasiparticles are nonlocal domain walls: a local operator fractionalizes
into a continuum of two domain walls; the solid lines denote the (analytically-
determined) extent of the two-particle continuum.
We will consider the spectral function2







In principle, it is possible to obtain this from the free-fermion solution, but this is highly
non-trivial since yn is a nonlocal operator in the fermionic variables. Instead, we numeri-
cally obtain the spectral function by calculating the correlation function hyn(t)y0(0)i using
standard density matrix renormalization group (DMRG) methods [12, 167, 193]. This in-
volves rst obtaining the ground state using DMRG, then applying the spin operator y0
and subsequently time-evolving the state [13]. We defer numerical details to Section 5.2,
where we will discuss the more challenging two-dimensional setting.
In Fig. 5.2, the insets show the numerically-obtained correlation functions in space and
time for the values g = 2 and g = 1=2 (the color carries information about the complex
phase). Their Fourier transforms give the main panels, i.e., the spectral function Syy(k; !).
We now clarify the physical information contained in these plots, relying on the Lehmann
representation
Syy(k; !) = 2
X
i
(!   !i) (k   ki) jhijy0 j0ij2: (5.12)
The disordered phase: magnons
For g = 2, we are in the symmetry-preserving phase. This is adiabatically connected to the
xed point limit H =  Pn zn, where it is clear that a single spin-ip is a quasiparticle.
We thus expect that applying y0 to the ground state should give a nonzero overlap with
a single quasiparticle. This is conrmed in Fig. 5.2(a), where we see weight along the
dashed line, the latter being the theoretically obtained dispersion in Eq. (5.10). The nite
2We choose yn since it ips spins in both possible ground state orderings; however, one can repeat the
analysis for any choice of operator.
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broadness in Fig. 5.2(a) is related to the fact that we only have data for a nite time
window (for details, see subsection 5.2.4). For larger time windows, this will approximate
a delta function.
The ordered phase: domain walls and fractionalization
In Fig. 5.2(b) (for g = 1=2) we see a completely dierent result in the spectral function:
instead of a sharp quasiparticle, we see a broad continuum. This can also be understood
from considering the xed point limit, which is now H =  Pn xnxn+1. In this limit,
ipping a spin (by acting with y0) will create two deconned domain walls. In other
words, for g = 1=2, we do not expect that y0 j0i has overlap with single quasiparticle
states, but rather states with two domain walls. From the dispersion in Eq. (5.10), we
can kinematically determine the region of energy-momentum space that such two-particle
states would occupy. These are plotted as solid black lines in Fig. 5.2(b), exactly agreeing
with the numerical result.
More generally, sharp features in spectral functions are indicative of the operator cre-
ating a single particle, whereas broad features are indicative of a multi-particle contin-
uum. In general, any spectral function will contain a multi-particle continuum; e.g., even
Fig. 5.2(a) has a three-particle continuum, but its density is not visible with the naked
eye3. However, if the system exhibits so-called fractionalization, then one can see only
broad responses4 (Fig. 5.2(b) being an example). Fractionalization means that a single
quasiparticle cannot be created by a local operator; hence, any local operator necessarily
creates multiples of such quasiparticles. In one dimension this is generic for symmetry-
breaking phases: quasiparticles are nonlocal domain walls. In higher dimensions, however,
this is more exotic (it does not occur in symmetry-breaking phases since a domain has an
energy cost scaling with its domain wall). For instance, fractionalization occurs in phases
with topological order|we discuss this in Chapter 6.
5.2. Numerical method
In this thesis, we numerically obtain spectral functions of two-dimensional spin models
by calculating spin-spin correlations in space and time and plugging them into Eqs. (5.7)
and (5.8). To calculate these correlation functions, we need to numerically obtain the
ground state, apply a spin operator and time-evolve the resulting state. In this section,
we explain how to do this eciently. In principle, this could be done using two-dimensional
tensor network methods (so-called projected entangled pairs states (PEPS)), but (at the
time of writing this thesis) it is numerically very costly to time-evolve such states. On
the other hand, one-dimensionsal tensor-network-based methods (using matrix product
states (MPS)) allow for very ecient5 time evolution [13, 107]. The way to use such
one-dimensional methods for a two-dimensional problem is by wrapping the latter onto a
cylinder, as we explain now.
5.2.1. The cylinder: interpolating from 1D to 2D
As introduced in subsection 5.1.2, let R1 and R2 be the lattice vectors that span the
two-dimensional lattice. If we enforce that a multiple of, e.g., R2 brings us back to where
we started, then this is topologically equivalent to putting the system on a cylinder. Let us
3For g = 2, roughly 1% of the weight in Syy(k; !) is in the multi-particle continuum.
4The converse does not hold. E.g., due to symmetries one can have a spectral function that only contains
an even number of local quasiparticles (such as in the longitudinal dynamic structure factor for a
collinear magnet).
5This is in part due to the existence of a so-called canonical form of MPS.
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Figure 5.3.: The honeycomb lattice on a cylinder. (a) As an example, we take the
honeycomb lattice to be periodic over 3R2; this means that the two black
dots are the same site. This is an innite cylinder with Lcirc = 6 sites per
circumference. This can be seen as a one-dimensional system by snaking
through the lattice as shown. Note that sites which used to be neighbors on
the honeycomb lattice can be far apart along this one-dimensional snake. (b)
The condition that 3R2  0 imposes a quantization in momentum space: the
two-dimensional Brillouin zone is reduced to the one-dimensional cuts shown
.
illustrate this for the honeycomb lattice (shown in Fig. 5.1). In Fig. 5.3(a), we set 3R2  0.
Since every unit cell has two sites, we say that this is a cylinder with circumference Lcirc = 6
(which is precise using the notion of Manhattan distance). For any nite circumference
Lcirc, one can interpret this as a one-dimensional system. More precisely, the sites can
be given a one-dimensional numbering by snaking through the cylinder, as illustrated in
Fig. 5.3(a). Hence, once Lcirc is xed, one is now free to apply one-dimensional methods
to analyze the system.
The success story of numerical methods in one dimension is the density matrix renor-
malization group (DMRG), introduced by Steven White in 1992 [12, 106]. It eciently
obtains ground states of local, one-dimensional Hamiltonians6. Already in 1996, White
used this to study ground states of two-dimensional systems using the above cylinder trick
[194]. Since then, it has become a staple in the study of two-dimensional ground states
[192]. On a dierent track, in 2008 Stoudenmire and White used DMRG (supplemented
with time-evolution methods [13]) to obtain dynamical correlation functions (and hence
spectral functions) for one-dimensional systems [193].
Our contribution is to bring these two developments|i.e., the use of DMRG for two-
dimensional ground states and one-dimensional spectral functions|together. More con-
cretely, we use DMRG to obtain the ground state on a cylinder, apply a local spin operator
and subsequently time-evolve this state to obtain the spectral function. What made this
possible is a recent work introducing a numerical time-evolution method for systems with
long-range interactions [108]. This is indeed essential, since even if the original two-
dimensional model is short-range, once one snakes through the cylinder (as in Fig. 5.3(a)),
the eective one-dimensional system typically has an interaction range that scales with
the circumference Lcirc. The rst model to which we apply this method is the Kitaev-
Heisenberg model in Chapter 6, after which we turn to Heisenberg models on the square
and triangular lattice in Chapters 7 and 8, respectively.
Self-evidently, the principal interest is in the two-dimensional system, and not in any
given circumference. Ideally, one would hence be able to perform a nite-circumference
scaling in Lcirc. In practice, this is dicult (but possible [192]): DMRG easily allows
to study long cylinders (or even innitely long, using so-called innite DMRG [167]),
6It is strictly speaking a method for gapped systems, but in practice it can even be used at criticality.
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but the numerical cost scales exponentially in the circumference7. One is thus limited
in the number of available circumferences. It is hence important to know how a given
circumference impacts the spectral function. One of the main eects is that the nite
circumference enforces a quantization condition in momentum space. This is illustrated
in Fig. 5.3(b): one can only access one-dimensional cuts of the full two-dimensional BZ,
the number of which grow linearly with Lcirc. If one simulates a free-fermion system, this
is the only eect due to having a (nite) circumference. In interacting systems, there can
of course be additional eects, as we will explore in the following sections.
In the remainder of this chapter, we discuss numerical aspects of this method.
5.2.2. Matrix product states and bond dimension
The modern understanding of DMRG is that it is a variational method which relies on
the ground state being written as a matrix product state (MPS) [107]. There are already
many excellent introductions to the concept of MPS (see, e.g., Ref [195]), and since in
the following chapters we will focus on the physics of concrete models rather than their
tensor network description, we will not add to this surplus. For our purposes, the main
point is that an MPS approximation to any state depends on a bond dimension , which
represents the dimension of a particular tensor. Any state can be captured exactly if
 ! 1, but gapped ground states can be approximated by a nite  (for any choice of
error threshold) [102]. The numerical cost of DMRG and the time evolution8 both scale
as O(3) [13, 107, 108, 195]. In practice, when obtaining a spectral function (for a given
Lcirc), we do this for increasing values of  until the physical result no longer changes (at
the scale and resolution of interest); in addition, in the following chapters we will mention
the concrete values of  which we used. Note that it is sometimes thought that one runs
into problems when time-evolving a perturbed MPS due to a gradual blow-up in ; we
address this misconception in subsection 5.2.5.
A particularly useful aspect of an MPS description of a state is that it allows one
to explicitly incorporate translation symmetry. This means that the ground state of an
innitely-long system can be encoded into a nite number of tensors [196]; such a repre-
sentation is commonly called an innite MPS (iMPS) [167] or uniform MPS (uMPS) [197].
Similarly, we obtain the ground state for innitely long cylinders whilst only having to
encode the state on a nite number of rings (which we refer to as the unit cell). However,
applying a spin operator spoils this translation invariance. We resolve this by working with
an iMPS whose unit cell typically consists of hundreds of rings and time evolving this, giv-
ing j (t)i = e iHt0 j0i. In practice, the necessary length of this unit cell is determined
by ensuring that the ballistic entanglement cone emerging from the perturbed site never
reaches the boundary of this unit cell (within a few correlation lengths9). At particular
time instances, we calculate correlation functions h0jn(t)0 j0i = h0jnj (t)i. For this,
one would ideally cap o the ends of the cylinder with xed point vectors representing the
innite left- and right-environments. However, in practice one can choose random vectors:
these quickly converge to the xed point tensor as one contracts the tensor network over
a few correlation lengths.
5.2.3. Discretization of time
In the above, we have discussed two important numerical parameters: the circumference
Lcirc and the bond dimension . A third is the timestep dt. In particular, we use the W^
II
7The advantage over exact diagonalization is clear: the cost of the latter is exponential in both dimensions.
8We apply the time evolution matrix product operator in a variational way.
9Note that when simulating a critical system using MPS, each nite bond dimension  introduces an
eective, nite correlation length ().
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time-evolution method introduced in Ref. [108]. This gives an approximation e iHt 
W^ II(dt)
N
where t = Ndt. The error density per dt-evolution is O((dt)2) which results in
an error density O(N(dt)2) = O(dt) over a time t. However, as mentioned in Ref. [108], this
can be improved by instead using complex timesteps W^ II(dt)! W^ II  1+i2 dt W^ II  1 i2 dt.
The error per timestep is then O((dt)3), or equivalently, an error O((dt)2) over a time t.
In practice, we calculate the spectral function for ever-decreasing values of dt until we no
longer observe a dierence in the outcome.
We note that the above time-evolution operator W^ II(dt) is a matrix product operator
(MPO), which comes with its own bond dimension W . If one naively applies this to
the MPS, the cost would be cubic in W . However, a variational way of applying this
MPO to the MPS has only a quadratic cost in W ; see the references in Ref. [108]. This
improvement is especially important for the cylinder set-up, since in practice W  Lcirc.
More precisely, from the construction in Ref. [108] we see that W = H   1 where H is
the bond dimension of the MPO that encodes the Hamiltonian. This underlines the fact
that when building an MPO representation of the Hamiltonian, one should try to keep its
bond dimension as small as possible. In practice, we nd that the bond dimensions of the
Hamiltonian (H  Lcirc) and the state (  expLcirc) determine how large we can push
the circumference.
5.2.4. Gibbs phenomenon, smoothening and linear prediction
Thus far, we have discussed how to obtain the ground state on a cylinder, time-evolve the
perturbed state and obtain the correlation functions in space and time10. The last step is
to Fourier transform this, giving the spectral function. Whilst the numerical cost of this
last step is negligible, it comes with its own set of subtleties. In particular, it is clear that
we can only numerically compute the correlation function over a nite window of time
 T  t  T . Hence, eectively one has the desired correlation function multiplied by a box
function. Fourier transforming this (in time) is equivalent to a convolution of the desired
spectral function with the sinc function / sin(!T=)=!. The latter oscillatory function
will introduce ringing in the spectral function; this is known as the Gibbs phenomenon or
Gibbs oscillation.
To minimize the eects of Fourier transforming a nite-time window, we use linear
prediction [193] to increase the time window, after which we multiply the data with a
Gaussian envelope / e t2=(22). The width  of the Gaussian is chosen such that there
is only little weight on the data generated by linear prediction|the main purpose of the
latter is to make space for the tail of the Gaussian. In practice, we choose  = T=g with
2  g  2:5. To the extent that one can think of the resulting real-time data as being
the desired correlation function multiplied with a Gaussian, the Fourier transform will be
the convolution of the desired spectral function with a Gaussian of width ! = 1=. This
eectively introduces an articial broadening of the spectral function with a full-width-at-
half-maximum  2:355!.
5.2.5. A comment about entanglement growth
It is sometimes thought that perturbing the ground state of a Hamiltonian leads to a
persistent (even linear) growth of entanglement entropy as a function of time. This is
true for global quenches, i.e., where one adds a nite amount of energy density. The rst
general class of models for which this was argued were conformal eld theories, where
one can derive that the entanglement entropy grows linearly in time after a global quench
10Note that if the Hamiltonian has an anti-unitary symmetry, one can determine the negative-time data
from the positive-time data (if the spin operators transform in a simple way under this symmetry).
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[198]. Ref. [199] was one of the rst works arguing this for non-integrable lattice models. In
general, this linear growth is due to quantum information generically spreading ballistically.
By now it has also been demonstrated in random unitary networks [200] and in generic
integrable models where there is an intuitive argument in terms of quasiparticle spreading
[201].
Such linear growth of entanglement entropy implies that any MPS approximation of the
state quickly breaks down due to requiring an exponentially fast growing bond dimension.
To see this, note that the maximal entanglement for an MPS with bond dimension  is
ln. Hence, S  ln. If we know that S  t, then t  ln, or equivalently,   et.
This growth is indeed generic for global quenches of thermalizing systems11.
This is not true for local quenches|where one only inserts a nite amount of energy
in an innitely large system. The type of local quench that is most commonly studied
consists of suddenly changing the Hamiltonian over a nite region of space; see Ref. [204]
for a review. In gapless systems, the entanglement entropy can then grow logarithmically
in time, or even saturates after a nite time|this depends on whether one perturbs the
Hamiltonian with an irrelevant or relevant operator, respectively [205]. Even though a
logarithmic growth still means that after a long enough time any MPS approximation
must break down, in practice it is still useful for a large window of time since the bond
dimension only needs to grow linearly in time (as opposed to exponentially).
However, the type of local quench that we study is of a dierent nature: we do not
deform the Hamiltonian, but rather we apply a local operator on the ground state and
time-evolve the resulting state. This type of local quench seems to have not yet been
studied in great depth. Nevertheless, it has been argued that for a wide class of conformal
eld theories, perturbing the ground state with a local operator only leads to a nite
growth of entanglement, i.e., limt!1 S(t) < 1, even in an innite system [206]. In fact,
one can read o universal information from the long-time value (i.e., quantum dimensions
of conformal blocks), as explained in Ref. [206]. This has also been conrmed on the lattice
for the particular case of the critical Ising chain [207]. This certainly deserves to be studied
in more detail and generality. Phenomenologically, we indeed observe that perturbing the
ground state with a local operator only leads to a nite amount of entanglement growth
(as t ! 1). It would be interesting to give an argument for this, as well as study the
long-time value and the functional form of how this is approached. For completeness, we
remark that for holographic conformal eld theories (which are characterized by a central
charge c!1), it has been argued this type of local quench leads to a logarithmic growth
S  ln t [208].
11This can be avoided in systems that do not thermalize, a notable example being many-body localization
(MBL), where there is instead a logarithmic growth in time [202, 203].
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6. Kitaev-Heisenberg on the honeycomb
lattice: proximate spin liquids
In this chapter, we apply the method introduced in Chapter 5 to obtain the spectral
function of a model exhibiting a spin liquid phase, characterized by the fractionaliza-
tion of local excitations (a concept which we already touched upon in subsection 5.1.4
of the previous chapter). Understanding how such excitations can be probed through
experimentally-accessible quantities like the dynamic spin structure factor is an impor-
tant question, especially as the hunt for experimental realizations of spin liquids|and
their unambiguous identication|continues. A closely related question is how a nearby
spin liquid in the phase diagram can aect the properties of excitations in conventionally
ordered phases of matter. The Kitaev-Heisenberg model (KHM) allows to explore these
questions, in addition to oering exactly solvable points which can be used to benchmark
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: (6.1)
The rst term is the pure Kitaev model exhibiting strongly anisotropic spin exchange cou-
pling [95]. Neighboring spins couple depending on the direction of their bond  with SxSx,
SySy or SzSz; see Fig. 6.1(a). The second is the SU(2)-symmetric Heisenberg term. The
KHM serves as a putative minimal model for several materials including Na2IrO3, Li2IrO3
[178], and -RuCl3 [179]. Note that the spin Hamiltonian describing these materials might
be vastly more complicated; what motivates us is whether a relatively simple Hamiltonian
like the KHM can reproduce salient features observed for these real-world materials.
The pure Kitaev model (J = 0) is an exactly solvable spin-1=2 model stabilizing two
dierent Kitaev quantum spin liquids (KSL) with anyonic1 excitations: a gapped (gapless)
Z2 spin liquid with gapped (gapless) Majorana and gapped ux excitations [95]. These
are commonly referred to as the A and B phase of the Kitaev model, respectively, and
their Majorana and ux quasiparticles are nonlocal, which means that local operators
necessarily create pairs of them. This is an instance of fractionalization (as encountered
in the previous chapter in a simpler one-dimensional setting).
If not stated otherwise, we use the parametrization J = cos and K = K = 2 sin.
For  = 2 , we obtain the pure Kitaev model in the B phase, which is stable under
time-reversal symmetric perturbations as pointed out by Kitaev in Ref. [95] (to obtain
the A phase, one must choose, e.g., Kz > Kx + Ky). Numerical studies of the ground
state phase diagram of the KHM have shown an extended QSL phase for small J and four
symmetry broken phases for larger J [178].
The dynamical response functions of the pure Kitaev model are known exactly and
reveal characteristic features [98, 210], such as a spectral gap in the dynamical spin struc-
ture factor due to a spin ip not only creating gapless Majorana but also gapped ux
excitations. This feature is perturbatively stable to small J [211], but the inuence of J
on high-energy features (or non-perturbatively at low energies) is unclear and of ongoing
interest [212]. More pressingly, there appear to be proximate spin liquids detected in ex-
1A quasiparticle whose particle statistics is not bosonic or fermionic is often referred to as an anyon.
Strictly speaking, such statistics is only well-dened for gapped phases of matter [95].
85







































































Neel SL zigzag FM SL stripy
(a) (b)
Figure 6.1.: The Kitaev-Heisenberg model. (a) Blue (dotted), black (dashed) and
orange (solid) edges of the honeycomb lattice correspond to Kitaev exchange
couplings SmS

n with  = x; y; z, respectively. (b) Phase diagram for innite
cylinder with circumference Lcirc = 12, showing the ground state energy den-
sity (black line) and the entanglement entropy for bipartitioning the cylinder
(blue line). The insets illustrate the ordering pattern of the magnetic phases.
Two spin liquid (SL) phases exist around the pure Kitaev models ( = 0:5
and 1:5). The results of ED [178] and iPEPS [226] are illustrated on top.
perimental measurements [96, 97], such as possibly the currently much-studied -RuCl3
[97, 179, 180, 213{220], whose low-energy physics is consistent with spin waves on an or-
dered background, but whose broad high-energy features resemble those of a KSL. (There
are indications that one can drive -RuCl3 into a spin liquid phase by tuning a magnetic
eld [213, 221{225]; we do not focus on this aspect here.) In particular, for intermediate
energy scales there are star-like features [180] apparently arising from a combination of
spin wave and QSL physics. A natural question is whether such a proximate spin liquid
can be uncovered in a theoretical model consisting of a Kitaev model perturbed into a
symmetry-breaking phase.
In this chapter, we rst revisit the ground state phase diagram in Section 6.1 and conrm
the previously found phases. The innite cylinder geometry allows us to numerically con-
rm that the gaplessness of the KSL is robust throughout the entire phase. In Section 6.2,
we then use the methods of Chapter 5 to obtain the dynamical spin structure factor. We
rst benchmark our method by comparing to exact results for the Kitaev model and nd a
good agreement. Subsequently, we calculate the spectra of dierent (non-soluble) phases
of the KHM. Most notably, we identify broad high energy continua even in ordered phases,
which are moreover similar to the high energy features in the nearby spin liquid phase.
This provides a concrete realization of the concept of a proximate spin liquid, which was
recently invoked in the context of neutron scattering experiments on -RuCl3. Note that
we do not claim that this spectral response indicates that the ordered phase has fraction-
alized particles|there is no known mechanism that would allow for that. One possibility
could be that the fractionalized excitations are nearly deconned in the ordered phase.
We leave the interpretation in terms of quasiparticles (if it exists) as part of a future work;
here the goal is to point out that, phenomenologically, the high-energy spectral response
is that of the nearby Kitaev spin liquid.
6.1. Ground state phase diagram
In subsection 5.2.1 of the previous chapter, we discussed how ground state phase diagrams
of two-dimensional systems can be obtained by putting the system on an innitely-long
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cylinder and then using iDMRG. Here, we apply this to the KHM. We choose the cylinder
geometry shown in Fig. 5.3(a). In particular, we choose the circumference Lcirc to be
a multiple of six: then the corresponding Lcirc=2 momentum cuts in Fig. 5.3(b) will go
through all the corners of the Brillouin zone. The gapless Majorana cones of the exactly
solvable KSL are known to live on these corners [95], and the full KHM has a C6 symmetry
which means that these cones cannot shift as we turn on a Heisenberg perturbation [211].
Hence, our Lcirc  1 system size is such that the KSL on the cylinder should also be
gapless. We go up to Lcirc = 12 in this chapter.
The phase diagram for this largest circumference, Lcirc = 12, is shown in Fig. 6.1(b)
(for the iDMRG simulations we keep  = 1200 states), which agrees with previous studies
[178, 209, 226{229]. For this circumference, the system is compatible with the sublattice
transformation that maps zigzag to AF and stripy to FM [209]. Plotted are the ground
state energy and the entanglement or von-Neumann entropy S =  Trred log red of the
reduced density matrix red for a bipartitioning of the cylinder by cutting along a ring.
Both the cusps in the energy density and the discontinuities of the entanglement entropy
indicate rst order transitions. A careful nite size scaling is dicult because of the large
bond dimension needed; it is thus not possible to make denite statements about whether
the transitions remain rst order in the limit Lcirc !1.
The symmetry broken phases can be identied by measuring the local magnetization.
We identify a Neel phase ( 0:185 < = < 0:487) that extends around the pure anti-
ferromagnetic Heisenberg2 point, the corresponding zigzag phase (0:513 < = < 0:894),
a ferromagnetic phase around the pure FM Heisenberg point (0:894 < = < 1:427), and
its stripy phase (1:559 < = < 1:815). The two KSLs between the Neel and zigzag phases
as well as between FM and stripy phases are conrmed to be gapless, as expected for the
B phase. In particular, if Lcirc is a multiple of six, we use the nite entanglement scaling
approach [133, 231, 232] and extract the expected central charge c = 1 for both KSLs;
each of the two Majorana cones contributes c = 1=2. See Appendix D.2 for numerical
details. Note that when a gapless spin liquid is placed on a cylinder, the gauge eld
generically adjusts to open a gap [233]. In order to see gapless behaviour, we have to
initiate the iDMRG simulations in the gapless sector to access a metastable state; the
gapped ground state, which has a non-zero ux through the cylinder, overestimates the
stability of the QSL phases (see Appendix D.3 for additional details). It is remarkable
how well the phase boundaries agree with those from the innite projected entangled pair
state (iPEPS) simulations [226], as shown in Fig. 6.1(b).
6.2. Dynamical spin structure factor
We now consider the dynamical spin structure factor S(k; !) as introduced in Section 5.1
of the previous chapter. We can numerically obtain this on the cylinder using the method
introduced in Section 5.2. As explained in subsection 5.2.4, this comes with an articial
broadening (due to smoothening the real-time data in order to avoid Gibbs oscillations
upon Fourier transforming) which we choose to be !  2:3T (with T being the time window
for which we time-evolve the perturbed ground state). If not stated otherwise, we present
results for S(k; !) P S(k; !).
2Note that due to the mapping of the 2D lattice onto a 1D chain, Mermin-Wagner-Coleman [230] applies
at the pure AF-Heisenberg point and suppresses long range Neel order. In fact, it is replaced by a
gapped symmetry-preserving state, which extends over a nite region in parameter space. For further
discussion, see Appendix D.1.
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(a) (b)
Figure 6.2.: Dynamical spin structure factor of the Kitaev model. The spectral
function Szz(k = 0; !) obtained from dynamical DMRG is compared to ex-
act results (insets show real time data). The latter were obtained follow-
ing Ref. [98], except for the blue curve in (b) [234]. (a) Gapped KSL, \A
phase", on a cylinder with Lcirc = 10 and anisotropic couplings Kx =  2 and
Ky = Kz =  13 . (b) Gapless isotropic KSL, \B phase", with Lcirc = 6 and
 = 32 .
6.2.1. Benchmarking for the Kitaev model
We benchmark the method by comparing our numerical approach to exact results for the
pure Kitaev model. Figure 6.2(a) shows a comparison for the gapped Kitaev model in
the \A phase" with Kx=Ky;z = 6, with the exact solution for Szz(k = 0; !) shown in
black. Our numerics (with resolution !  0:06 in units shown) for an innite cylinder
with Lcirc = 10 (red) agrees well with such features as gap, bandwidth and total spectral
weight. In the real-time data (inset), whilst the numerics agrees with the exact solution for
the cylinder geometry, it overlaps with the 2D result only until a characteristic time scale
corresponding to the perturbation traveling around the cylinder and then feeling the static
uxes inserted by the spin-ip. More generally, we expect such timescales (after which 2D
physics becomes 1D) to be particularly signicant for systems with fractionalization.
For Fig. 6.2(b) we take Kx = Ky = Kz =  2 being in the gapless KSL phase, \B
phase", at  = 32 . Comparing the exact 2D result (black) to our numerics for a cylinder of
circumference Lcirc = 6 (red), we see qualitative similarities, such as a spectral gap (dashed
lines; slightly obscured by our nite-time window), a dip where the uxes suppress the
van Hove singularity of the Majorana spectrum [98], comparable bandwidth and strong
low-energy weight. The broadening corresponds to !  0:045 in units shown. Two
striking quantitative dierences are (i) the spectral gap which for this circumference is
approximately half that of the 2D limit, and (ii) the presence of a delta-peak on this
gap ( 4% of total spectral weight). The latter, present for any cylinder, vanishes3 as
Lcirc ! 1. The inset compares exact real-time results on the cylinder [234] with our
numerics. Despite approximating the ground state of the gapless sector using MPS, we
nd good agreement for appreciable times.
6.2.2. Symmetry-broken phases
After this benchmarking, we explore S(k; !) in dierent phases of the KHM shown in
Fig. 6.3, all with !  0:06. The pure Heisenberg FM ( = ) can be solved in terms of
3We used free-fermion exact diagonalisation (which allows for system sizes of thousands of sites) to extract
the weight of this peak for Lcirc = 6 and conrmed that it vanishes as Lcirc !1 being consistent with
analytic results in the 2D limit [98].
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Figure 6.3.: Dynamical spin structure factor in symmetry-broken phases. S(k; !)
for k = (k1=)K1 in dierent phases of the KHM with a !-resolution ! 
0:06. Dashed lines show results from LSWT. Insets show the data for all
momentum cuts (for given Lcirc). (a) FM phase for a cylinder with Lcirc = 12.
(b) Antiferromagnet with small spin anisotropy without Kitaev term (Lcirc =
8). The solid blue line shows next order spin wave calculations [235]. (c) AF
phase in proximity of the KSL (Lcirc = 6).
linear spin wave theory (LSWT) and numerically captured with bond dimension  = 2.
Instead of this special point, in Fig. 6.3(a) we show results for  = 1:1 (corresponding
to K = 0:65J) where we still nd excellent agreement with LSWT. Note that there is
small gap ( 0:05jJ j) which is (erroneously) absent in LSWT despite the presence of
SU(2)-breaking Kitaev coupling [178]. We do not observe any strong cylinder eects on
the dynamics, which is presumably related to the short correlation length and the absence
of fractional excitations.
The pure Heisenberg AFM (with small XXZ anisotropy) in Fig. 6.3(b) shows appreciable
deviations from LSWT, with second order SWT [235] giving better agreement. Moreover,
the weight in the spin waves is approximately halved, indicating the importance of higher
order magnon contributions. Staying within the Neel phase but approaching the QSL,
LSWT cannot even qualitatively describe Fig. 6.3(c), with considerable weight in very
broad high energy features unaccounted for.
6.2.3. The zigzag phase, -RuCl3 and proximate spin liquids
Lastly, we focus on a parameter regime producing zigzag ordering|the same order found
in -RuCl3 at low temperatures [97, 180, 213]. (Note that it might well be the case that
for the full Hamiltonian describing -RuCl3, the Kitaev coupling would have an opposite
sign as the one discussed here [214, 236{238]. Here, our goal is not to quantitatively
describe -RuCl3, but rather to qualitatively reproduce observed features with a simple
Hamiltonian.) Fig. 6.4 shows S(k; !) for four dierent choices of : the rst column
contains the exact solution for the pure AFM Kitaev model, and the subsequent column
are all numerical results within the zigzag phase with increasing . For each  we show
S(k; !) at three xed values of !: the rows display representative low-, mid- and high-
energy features, with parameters Lcirc = 12 and time cut-o T = 10 corresponding to a
broadening !  0:23 (in units shown). We average over the three dierent symmetry
broken directions of the ground state.
The rst row shows the low-energy physics of the Kitaev model being reconstructed into
spin wave bands, with minima on the edges of the rst Brillouin zone. For  = 0:7; 0:8
these obey the C6-symmetry, indicating that the cylinder geometry locally looks like 2D.
Interestingly, the high-energy physics of the ordered phases is very similar to that of the
pure Kitaev model: broad features are centered around the symmetric  -point, k = 0,
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Figure 6.4.: Proximate spin liquid in the zigzag phase. The spectral function S(k; !)
at three dierent energy scales for the KSL at  = 0:5 (analytic result, 2D)
and the zigzag phase at  = 0:55; 0:7; 0:8 (Lcirc = 12). We observe broad
continua in energy space which are structurally akin to those of the KSL.
with its characteristic energy and width simultaneously decreasing as  increases. The
interplay between these low- and high- energy features then gives rise to dierent mid-
energy shapes. In fact the six spin wave bands start on the edges of the rst Brillouin zone.
As the energy increases, these bands become increasingly diuse, eventually overlapping
in a broad blob at  . These features sharpen upon moving away from the nearby QSL.
In Appendix D.4, we show the spectral function at the Gamma point k = 0 as a function
of energy obtained for T = 40 with Lcirc = 6, which allows for a ner resolution !  0:06.
We nd that, even at this higher resolution, the high-energy features stay very broad in
energy-space.
The persistence of the broad high energy features characteristic of the QSL across the
transition into the zigzag phase are the essence of the idea of a proximate spin liquid.
This concept was recently invoked for the putative Kitaev-compound -RuCl3 [97, 178{
180]. However, as mentioned above, its detailed microscopic Hamiltonian|while not
yet universally agreed upon|likely contains important terms beyond the KHM studied
here [214, 236{238]. Note that in Fig. 6.4, for  = 0:7 at intermediate energies, there is a
six-pointed-star whose arms point towards the edges of the rst Brillouin zone. A similar
feature was observed in experimental measurements on -RuCl3 [180].
It is interesting to note that if we do not average over dierent symmetry broken di-
rections, the low-energy physics strongly breaks the C6 symmetry yet the six-pointed star
at intermediate energies persists: thus even if we interpret these high energy features as
the overlap of broad spin waves, at this point the eect of symmetry breaking has disap-
peared. Under what conditions such a symmetry restoration occurs more generally is an
interesting question, as is the issue in what settings a broad response at intermediate and
high energies may generally be expected to occur, and to what extent it may nonetheless
be amenable to a quasi-particle description.
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7. Heisenberg on the square lattice:
interacting spin waves
At its ripe age of 91 years [239], the square lattice antiferromagnetic Heisenberg model
has had its dynamical properties studied intensely. Spin wave theory was in large part
developed to investigate this model's low-energy properties [240{242]. Its anomalous terms
lead to a `relativistic' (linear and isotropic) low-energy dispersion, related to coupling the
two sublattices of the ground state's spontaneous Neel ordering [243]. While evading an
exact treatment, its dynamics has been studied numerically via quantum Monte Carlo
simulations [88, 89] and exact diagonalization [92]; also several high-order perturbative
expansions have been devised, such as around the Ising limit [90, 91, 244, 245] or via
continuous unitary transformations (CUT) [93, 94]. In addition, a number of ad-hoc
approaches have been motivated by a range of dierent physical pictures. Moreover, this
model is related to experimental systems, not least to the parent states of the cuprates
[182, 246{248], the study of which has led to much of the modern theory of quantum
magnetism.
It may thus seem all the more surprising that there is still no consensus on the appropri-
ate physical picture for certain regions in momentum space. Proposals include strongly-
interacting magnons [93, 94], deconned spinons [87, 181{184], all the way to a connection
to deconned quantum criticality [89]. The disagreement is not limited to the underlying
physical mechanism, but also pertains to quantitative aspects of spectral properties. One
uniting factor, at least, is a need to go beyond a perturbatively-dressed single-magnon
picture.
Our intention is not to propose yet another scenario. Rather, we adopt the perspective
that away from the unassailable hydrodynamic limit|accounting for the low-energy Gold-
stone modes [71, 243]|other features which have caught the attention of the community
may not even be uniquely described by one picture as opposed to another. Instead, we
seek to provide a simple account of salient features of the intermediate and high-energy
part of the spectrum.
Perhaps the most controversial region concerns magnons with momenta jkxj + jkyj =
. Spin wave theory predicts that these are dispersionless, in disagreement with both
experiment [85{87] and theoretical methods. What is instead observed, is a local mininum
at k = (; 0)|commonly referred as the roton mode, in analogy with the quasi-particle
dispersion in liquid Helium [84] discussed in Chapter 8. Moreover, spin wave theory is
unable to account for the high spectral weight in the continuum just above this mode.
In this chapter, we advance along two complementary tracks. First, we determine the
dynamical structure factor using the DMRG-based method introduced in Chapter 5, with
systematic errors distinct from those of previous approaches. This novel method has at
least two welcome features: it conrms that the phenomenology of the roton mode is
indeed beyond the dressed single-magnon picture, and it uncovers a hitherto-unrecognized
property of magnons with jkxj+ jkyj = , which we refer to as sublattice-localization. We
also clarify how the latter is related to the entanglement of the ground state.
Second, we use existing data from an Ising expansion developed by Singh and Gelfand
[90, 244, 245]|and pushed further by Zheng, Oitmaa and Hamer [91]|to point out that
some known results at the isotropic point are already semi-quantitatively accounted for
by the lowest non-trivial order. Moreover, our numerical method allows us to study such
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an XXZ model (with dominant easy-axis anisotropy) without any perturbative approxi-
mation.
The main message of this chapter is that aspects of the attractive magnon interactions,
i.e., the physics beyond spin wave theory, arise naturally from domain-wall-counting in
the Ising limit, sometimes connecting all the way to the isotropic Heisenberg point. In
particular, the numerical results show this at a phenomenological level, but a simple
perturbative calculation also sheds light on, e.g., the small-yet-nonzero magnitude and
shape of the roton mode's dispersion. Moreover, even the aforementioned phenomenon of
sublattice-localization can be accounted for within a low-order perturbative picture. In
addition, we provide a quantitative analysis of the roton mode.
This chapter is structured as follows. In Section 7.1, we give a brief overview of the
model's salient features, relating them to previous literature whenever possible. The spec-
tral functions obtained using DMRG are shown in Section 7.2: rst for the Heisenberg
model, which is then connected to the Ising limit. Section 7.3 supplements this by showing
how various features, such as the roton minimum or sublattice-localization, naturally arise
within a low-order perturbative picture. The apparently hitherto-unexplored phenomenon
of sublattice-localization is studied numerically in Section 7.4, emphasizing its link to en-
tanglement (or absence thereof). Section 7.5 contains a quantitative analysis of the roton
mode with comparison to results from the literature.
7.1. Square lattice Heisenberg model



















where J > 0. We are principally interested in the isotropic point  = 1, where the Neel
order of the ground state spontaneously breaks the SU(2) symmetry down to a U(1) group




n (where we dene the ordering direction to be along the spin
z-axis). As we will argue, it is also useful to consider 0   < 1, where the model is in a





7.1.1. Dynamical structure factor and quantum numbers
In Chapter 5, we have already extolled the virtues of the dynamic spin structure factor.
Here, we give a few additional details that are particular to this model. Since the ground
state has a two-site unit cell, one should in principle resort to the sublattice spectral
functions dened in subsection 5.1.2. However, since in this chapter we will focus on the
transverse spectral function, we can work with the simpler expression






ei(!t kr)C(r; t) dt; (7.2)
with C(r; t) = hr(t)0(0)i = 4hSr (t)S0(0)i. The transverse spectral function is then
given by
St(k; !) = Sxx(k; !) + Syy(k; !): (7.3)




(!   (!   !0)) jhj ~Skj0ij2 (7.4)
1To argue that h0j ~S kjihjS0 j0i = h ~S kjihj ~Sk j0i, one can use that ~Sk has a well-dened quantum
number with respect to the modied translation operator RTx;y.
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ikrSr , thanks to the fact that the system still has an unbroken modied
translation operator RTx;y. It is natural to choose a basis ji = jk; Sztot; i, where k is
the momentum with respect to the translation symmetry T1;1 of the two-site unit cell.
Eq. (7.4) tells us that the spectral function gives information about the existence of energy
eigenstates with momentum k and and Sztot = 1.
Note that when labeling states, k lives in the reduced (magnetic) Brillouin zone, jkxj+
jkyj  , but the spectral function itself is periodic only with respect to the original
(lattice) Brillouin zone,    kx; ky   (taking the lattice constant to be unity).
7.1.2. Spin wave theory
In terms of the above quantum numbers, spin wave theory predicts two bands2. These
exactly coincide and are distinguished by Sztot = 1. The dispersion relation to order3
1=S0, i.e., linear spin wave theory (LSWT), is [241, 249]
"LSWTk =
q
4  2(cos(kx) + cos(ky))2: (7.5)
Hence for  = 1, there are two linearly-dispersing Goldstone modes at the zone center (in
sectors Sztot = 1), consistent with two of three generators of SU(2) being spontaneously
broken [71]. However, based on general sum rules [250], it is known that jjSx;yk j0ijj  jkj
as k ! 0, such that the Goldstone modes will have vanishing intensity in the transverse
spectral function St(k; !) at the zone center. Instead, they show up near the order-
ing wavevector M = (; ), since the same sum rules imply an (integrable) divergence
jjSx;yM+kj0ijj  1=jkj as k! 0.
The rst order corrections to the dispersion within spin wave theory are [251, 252]
"
LSWT+1=S
k = a "
LSWT










where a and b are (-dependent) constants4. At the isotropic point, this correction is only
a momentum-independent rescaling. Higher-order corrections (1=S2 and 1=S3) are also
known [253{255], which we discuss in Section 7.5.
7.1.3. Phenomenology of diagonal magnons: a short review
The purpose of this section is to give a brief (and, unavoidably, partial) overview of some
of the salient features which have been the focus of much of the previous work on the
excitations of this model.
There is a peculiar property of the LSWT prediction: "k is constant along jkxj+ jkyj =
. For convenience, we refer to magnons with these momenta as being diagonal. This
dispersionless feature is a consequence of the more basic fact that at these momenta, the
low-order spin wave Hamiltonian vanishes. This also means that the Bogoliubov rotation,
which normally mixes the bosons of the two sublattices, is absent there. We thus arrive
at the fact that, within LSWT, the diagonal magnons are purely localized on a single
sublattice.
In fact, this one-dimensional atness in the spectrum means that one has a freedom in
choosing a basis of energy eigenstates. By Fourier transforming the momentum eigenstates
2One could instead work in a local frame where there is only one band, but this obscures some of the
physics. In particular, then Sztot is no longer a good quantum number.











is of order 1=S0, which leads to LSWT.












, where the integration is over [ ; ] [ ; ].
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along one direction, one can thus construct eigenstates which are spatially localized onto
a single diagonal (of a given sublattice), with alternating signs along this diagonal. In
summary, at low order in SWT, diagonal magnons are localized on both a sublattice and
a diagonal. (In Section 7.3, we show that the same features arise naturally at low order
in the Ising expansion.)
Despite being at in LSWT and LSWT+1=S, the diagonal magnons acquire a nite but
very small dispersion in higher-order spin wave theory [253{256]. Equivalently, this means
that magnons can no longer be conned onto a single diagonal. However, it has not yet
been investigated whether the aforementioned sublattice-localization persists. We study
this both numerically (Section 7.4) and perturbatively (subsection 7.3.5).
The SWT predictions at diagonal momenta, jkxj+ jkyj = , do not agree well with other
methods or experiments [85{87]|both with respect to single- and multi-magnon features.
Examples of previous studies include methods based on quantum Monte Carlo (QMC)
combined with analytic continuation [88, 89], series expansions in  (up to 14th order)
[90, 91], exact diagonalization (ED) [92] and the continuous unitary transform (CUT)
[93, 94]. All these methods predict a more pronounced local minimum of the magnon at
k = (; 0) = X, referred to as the roton mode, although they do not agree on its exact
magnitude or shape (a quantitative discussion is deferred to Section 7.5). More strikingly,
they also predict an unusually large weight in the continuum above this local minimum.
The latter phenomenology is also observed in experiment [86, 87, 257], and exotic sce-
narios have been given to explain it. For example, it has been argued that near k  X, the
magnon can be seen as two (nearly) deconned spinons [87, 89, 182, 184]. This interpre-
tation has subsequently been challenged by the CUT method [93, 94], which reproduces
various salient features based on a picture of strongly-interacting magnons. The intuitive
nature of said strong interactions, however, has not yet been claried. We will argue that
an Ising-like domain-wall interaction naturally accounts for it.
7.2. Spectral functions
In this section we discuss the transverse spectral function St(k; !) as dened in Eq. (7.3).
This is obtained using the method outlined in Chapter 5; we need only mention the details
here that are specic to this chapter. The model is put on an innitely long cylinder whose
nite, periodic direction is along a zigzag/staircase path. We dene the circumference Lcirc
in Manhattan distance, i.e., the minimal number of bonds needed to wrap around the
cylinder. In this work Lcirc = 8; 10. For a given circumference, we conrm that our results
are converged in both bond dimension and inverse time-step by increasing both until the
results no longer change. Due to the expensive nature of time-evolving large cylinders,
in this work we are limited to bond dimension   400 for the largest circumference
considered (Lcirc = 10). A typical size that we used for the time-step is dt = 0:01=J . The
conservation of Sztot was implemented explicitly.
7.2.1. Isotropic/Heisenberg model
Fig. 7.1 shows the transverse spectral function at the isotropic point ( = 1). Because
of the cylindrical geometry, momentum is discrete along one direction and continuous
along the other. This is indicated by the red lines in the Brillouin zone in Fig. 7.1(a).
Since the periodic direction is along a zigzag/staircase path, the momentum cuts are lines
of constant kx   ky. This means we can directly access a line of diagonal magnons (as











are symmetry-equivalent in 2D, this is not strictly true on the cylinder geometry.
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Figure 7.1.: Symmetry-inequivalent momentum cuts of the transverse spectral
function for the Heisenberg model ( = 1). Dashed black line is the
series expansion result up to twelfth order evaluated at  = 1 [91, 258]; solid
blue line is LSWT+1=S [251, 252]. (The maximum of the color scale is set
by the largest value of the spectral function, except along the     M line,
where we reduced it by 90%.) (a) The accessible momentum cuts for cylinder
circumferences Lcirc = 8; 10. (b) The spectral function for Lcirc = 8; the
eective broadening due to the nite time window is !  0:055J . (c) The
spectral function for Lcirc = 10 and !  0:05J . (d) Same as (c) but in log-
scale. The shaded region denotes the kinematic three-magnon continuum (for
this geometry). The continuum above the roton mode (k  X) is outside the
kinematic region and it is instead related to (quasi-)bound state physics.
However, we have conrmed that such nite-size eects are small. The same line of
diagonal magnons, X{Y, can be accessed for Lcirc = 10 if there are antiperiodic boundary
conditions along the nite direction, shifting the momentum cuts as shown.
We numerically observe the Goldstone modes at the zone center and the ordering
wavevector M = (; ). Moreover, the intensity vanishes at the zone center, and di-
verges at M, consistent with the sum rules discussed in Section 7.1. This agrees with the
Goldstone modes predicted by LSWT+1=S (solid blue line), whereas the naive evaluation
of the series expansion data (up to 12) does not reproduce this5 (dashed black line).
On the other hand, along the Y{X line, the series expansion data fares better at repro-
ducing the local minimum at X = (; 0). As discussed in Section 7.1, SWT predicts a at
dispersion along Y-X. Moreover, even in this linear color scale, we can see spectral weight
above the single-magnon curve near k  X. These single- and multi-magnon features at
the isotropic point are analyzed in more detail in Section 7.5. Here, we limit ourselves to
a few general, conceptual remarks.
For Lcirc = 8 (Fig. 7.1(b)), the system is gapless at the zone center, hence the multi-
magnon continuum starts at the one-magnon branch (up to the miniscule gap introduced
by using a nite bond dimension). For the Lcirc = 10 geometry (Fig. 7.1(c)), however,
the antiperiodic boundary condition imply that we do not pass through the Goldstone
mode, such that the multi-magnon continuum is separated from the one-magnon branch.
Nevertheless, these antiperiodic boundary conditions have some useful side-eects. Due
to now simulating a gapped system, it is easier to converge the numerics in the bond
dimension parameter of the matrix product state describing the ground state. Moreover, it
5More sophisticated extrapolation techniques could be and have been used for the low-energy modes near
the isotropic point [90, 91], however in this work we focus on the high-energy modes.
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Figure 7.2.: The transverse spectral function as a function of  (Lcirc = 8, log-
scale). Spectral features at the SU(2) point ( = 1) can be connected back
to the Ising limit ( = 0). Near the Ising limit, we identify the one-magnon
branch, three-magnon bound states and three-magnon continuum based on
domain-wall counting. Solid blue line is SWT+1=S [251, 252], dashed black
line is series expansion[91, 258] up to order 12. For the labeling of the mo-
mentum directions, see Fig. 7.1(a).
allows the ground state to spontaneously break the symmetry, even at the isotropic point.
This is non-trivial given our set-up, since the cylinder is eectively a one-dimensional
system (with a large unit cell), such that the Mermin-Wagner-Coleman theorem [230, 259]
should prevent ordering. The catch is that the antiperiodic boundary conditions explicitly
break the SU(2) symmetry, although this is not locally noticeable.
This eective gap for Lcirc = 10 can give us further insight into the physics beyond that
of a single magnon. In Fig. 7.1(d), we show the same data of Fig. 7.1(c) in log-scale. We see
a continuum right above the single-magnon branch near k  X. However, this continuum
does not fall within the frequency region of the kinematic (non-interacting) three-magnon
continuum6. To emphasize this, we have plotted the three-magnon continuum for this
cylinder geometry in the grey shaded region. Hence, the continuum above the roton
mode is instead related to (quasi-)bound states. More precisely, using the insights from
the upcoming subsection 7.2.2, this continuum is a combination of closely packed three-
magnon (quasi-)bound states and a continuum made out of a single magnon and a two-
magnon (quasi-)bound state. This is strongly suggestive that the roton mode arises by
being repelled from these strongly-interacting states. This agrees with the conclusions of
the CUT approach [93, 94].
7.2.2. Interpolating between the Ising and Heisenberg limits
Fig. 7.1 conrms that the DMRG method can reproduce the roton mode and the strong
presence of multi-magnon features near k  X. However, to gain insight into how and
from where these features appear, it is useful to interpolate from the Ising limit ( = 0)
to the SU(2)-symmetric point ( = 1). This is illustrated in Fig. 7.2 for Lcirc = 8. In
particular, we demonstrate that the features at the isotropic point can be traced back to
those in the Ising limit.
6Note that due to parity symmetry, the transverse spectral function does not pick up the two-magnon
continuum.
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To this end, let us rst identify the spectral features close to the Ising limit ( = 13).
We can do this by using simple energetic arguments. Note that when  = 0, a `magnon'
corresponds to a single localized spin ip with energy cost J2 per bond, totaling 2J . In
Fig. 7.2, we see that for for  = 13 the magnon has gained some dispersion, but its energy
is still roughly 2J . Since the transverse spectral function picks up states with Sztot = 1,
the next excitation contains three magnons. Energetically, these magnons prefer to form
a bound state whose domain wall counts eight bonds. Indeed, we observe bound states at
energy 8 J2 = 4J . There are several such states at this energy due to the internal degree
of freedom corresponding to orientation and shape. At even higher energies, there is the
kinematic continuum made out of a two-magnon bound state (6  J2 ) and a free magnon
(2J) with total energy around 5J .
Having identied all spectral features for  = 13 , we track their evolution as we tune
! 1 in Fig. 7.2. When   0:77, some of the three-magnon bound states have merged,
whereas others have already been absorbed into the three-magnon continuum. Closer to
the isotropic point,   0:91, the three-magnon continuum continues to come down in
energy. This trend gradually continues up to   0:99.
We see that the spectral features vary continuously as a function of . In particular, we
see that there is no restructuring of the magnon near k  (; 0) for any  < 1. This was a
priori not a given. Read backwards, this means that the features near the isotropic point
can be continuously traced back to those in the Ising limit. Relatedly, it is worth pointing
out that even at the isotropic point, the multi-magnon continuum is not featureless. We
discuss this substructure more quantitatively in Section 7.5.
In Fig. 7.1(d), we saw how for Lcirc = 10, there is a continuum above the roton mode
which is not made out of kinematic combinations of magnons. In subsection 7.2.1, we
claimed that it is instead a continuum made up out of (quasi-)bound states. The justi-
cation for this claim is that by smoothly decreasing , the observed continuum indeed
splits up into three-magnon bound states and a continuum made up out of a magnon and
a two-magnon bound state.
7.3. Perturbative understanding from the Ising limit
In Section 7.2, we saw that we could connect spectral features of the isotropic model to
those near the Ising limit. The purpose of this section is to complement this by gaining
insights from low-order perturbation theory in . The point is not to see how well the
isotropic point can be described quantitatively by a series expansion in  [90, 91]. Instead,
we ask what the lowest order processes are that qualitatively explain certain features
at the isotropic point. Intriguingly, this already naturally leads to a semi-quantitative
description.





















The Ising limit  = 0 is exactly solvable: the ground state is a Neel product state, and the
single-magnon excitations consist of localized spin ips. The perturbation V introduces
dynamics to these static excitations. Before going through this in detail, let us give the
broad brush strokes to emphasize the simplicity of both the ingredients and results.
7.3.1. Overview and summary of the perturbative picture
As we will argue, the eective Hamiltonian has contributions at even order in  only. The
Ising magnons start to hop at order 2 by going through a virtual three-magnon bound
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Figure 7.3.: Perturbation theory around the Ising limit. The A-(B-)sublattice is
dened by where spins point down (up) in the ground state. (a) An A-
magnon can hop at order 2 through a virtual three-magnon bound state. (b)
This one-magnon state, localized on a single diagonal, cannot hop o it at
order 2 due to the destructive interference shown in (c). (d) No destructive
interference at order 4: dierent intermediate ve-magnon bound states do
not have the same energy. (e) The size of the Fourier coecients of the
dispersion of the diagonal magnons, " k;k = J
P
m a2m cos(2mk), obtained
from series expansion up to dierent orders n, evaluated at  = 1. This is
based on data from Refs. [91, 258]. We observe that the higher harmonics die
o exponentially fast.
state (see Fig. 7.3(a)). Nevertheless, as we explain in subsection 7.3.3, magnons with
diagonal momentum jkxj+ jkyj =  are still dispersionless at this order. This is equivalent
to the statement that if one builds a one-magnon state which is entirely localized on a
single diagonal and has momentum  along it (see Fig. 7.3(b)), then it cannot hop o due
to destructive interference (see Fig. 7.3(c)).
The key to the destructive interference traces back to the fact that all three-magnon
bound states have the same energy, and hence the virtual paths|half of which come with
opposite signs due to the -momentum|can cancel exactly. Thus from the viewpoint of
the Ising expansion, such destructive interference and the resulting atness of the diagonal
magnons seems accidental. It is hence not surprising that if one goes to next-to-leading
order, i.e., 4, the diagonal magnons acquire a dispersion. Indeed, now virtual ve-magnon
bound states appear, which can have diering energies (see Fig. 7.3(d)).
Since the emergence of the roton mode is due to the physics of (virtual) bound states,
one can indeed say that this phenomenology is due to the attractive interactions between
magnons. Since this interaction is so natural in the Ising language, the qualitatively
correct physics arises rather easily. Indeed, the resulting dispersion at order 4 does not
just correctly reproduce the qualitative features of having a local minimum7 at k = (; 0)







, but evaluating it at  = 1 even gives a semi-quantitative
description for the isotropic model, as we discuss in subsection 7.3.4. It is moreover in
remarkable proximity to the CUT prediction [93, 94], which is a sophisticated framework
for strongly-interacting magnons. This success at relatively low order is in contrast with
higher-order SWT.
That yet-higher-order corrections don't radically change the physics at hand can be
7One might have guessed that (; 0) would be special since this is where two at directions (in momentum
space) intersect, i.e., the lines (   q; q) and (   q; q).
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conrmed by repurposing results from previous studies [90, 91]. In Fig. 7.3(e), we show
how the dispersion along the line of diagonal magnons has certain `harmonics' generated
at distinct orders in n (the rst non-trivial harmonic appearing at 4). We see that
the higher harmonics die o exponentially fast, justifying a low-order picture. Note that
such an exponential decay is a priori not obvious, considering that perturbation theory
generically leads to an exponential proliferation of the number of terms.
Lastly, we also consider the perturbed wavefunctions at leading order. In particular, the
ground state is dressed by pairs of correlated spin ips, introducing entanglement. This
would usually allow one to create magnons associated with one sublattice by acting on the
other sublattice. Surprisingly, our perturbative analysis implies that this is not possible for
diagonal magnons. In other words, they seem to be localized on a given sublattice. This
is discussed in subsection 7.3.5. (We also revisit and conrm such sublattice-localization
numerically in Section 7.4.)
We now provide the details of the story as just described.
7.3.2. Ising limit and dening magnons
In the Ising limit  = 0, the ground state is a Neel (product) state. We dene the A-(B-)
sublattice to be where spins point down (up) in the ground state. For any product state
in the spin-z basis, we can count the number of ipped spins on the A-sublattice, relative
to the ground state, which we denote by NA (similarly for NB). Hence, the ground state
corresponds to NA = 0 = NB, whereas the single-magnon states have NA = 1, NB = 0
(called A-magnons) or NA = 0, NB = 1 (B-magnons).
The perturbation V will mix states with dierent NA and NB, however NA NB = Sztot
remains a well-dened quantum number. If we perturb the system such that, for a given
momentum, the one-magnon energy scale does not overlap with multi-magnon states, we
can non-perturbatively label the single-magnon states by NA NB = 1 or NA NB =  1,
referred to as A- and B-magnons, respectively. Since V thus cannot connect A-magnons
to B-magnons, we can limit our study to A-magnons. More precisely, we are interested in
the eective Hamiltonian He on H0, the Hilbert space of states satisfying NA = 1 and
NB = 0.
Note that these Ising magnons are exactly those encountered in Fig. 7.2. As discussed in
Section 7.2, a single magnon has a domain wall crossing four bonds and hence has energy
E0 = 4 J2 = 2J relative to the ground state (in the unperturbed Ising limit).
7.3.3. Dispersionless diagonal magnons at leading-order
The single-magnon states are completely static and localized in the Ising limit. They
moreover stay immobile at rst order in . More precisely, denoting the projector onto
H0 as P0, then at rst order we have P0V P0 = 0. This is because V creates a pair of A-
and B-magnons out of the vacuum: it, e.g., maps j "#i V ! J2 j #"i, whereas it annihilates
ferromagnetic bonds. More generally, V ips the parity of NA;B, hence the conservation
of NA  NB shows that there are no contributions to He at any odd order 2n+1.
Thus, by standard perturbation theory, the lowest-order eective Hamiltonian on H0 is
He = E0P0 + 
2P0V G0V P0 +O(4); (7.8)
where G0 = (E   H0) 1. This indeed introduces hopping, as shown in Fig. 7.3(a): the
A-magnon can hop to any of the eight nearest sites (on the same sublattice) by going
through a virtual three-magnon bound state. As discussed in Section 7.2, such a bound
state involves eight ferromagnetic bonds, with total energy cost 8 J2 = 4J|whereas the
cost of a single magnon is E0 = 2J . Thus, the path shown in Fig. 7.3(a) carries a weight
J
2  12J 4J  J2 =  2 J8 .
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Magnons can thus hop at order 2. However, certain superpositions are immobile due
to destructive interference. Consider, for example, the state shown in Fig. 7.3(b): it
is localized on a single A-diagonal, with an alternating sign structure. (We can say its
momentum along the diagonal is .) The magnon is unable to hop o the diagonal at
order 2. This is illustrated in Fig. 7.3(c), showing two destructively interfering paths.
It is important that both paths go through a virtual three-magnon bound state (both
with energy 4J), such that the two weights cancel exactly. Equivalently, all A-magnon
momentum eigenstates with jkxj + jkyj = |which we referred to as diagonal magnons
in the previous sections|have constant energy. In summary, the diagonal magnons are
dispersionless in the Ising expansion up to order O(4). It is interesting to note that this
coincides with the LSWT(+1=S) predictions in Section 7.1.
7.3.4. Roton mode at next-to-leading order
It is hence important to see what happens at sub-leading order in . Here we follow
the perturbative scheme by Kato [260] and Takahashi [261]. In terms of H0 and V ,
they constructed a general-purpose unitary mapping   : H0 ! H which embeds the
unperturbed states into the space spanned by the true eigenstates (the latter being -









As argued before, H
(2n+1)
e = 0. Moreover, H
(0)
e = E0P0 and H
(2)
e = P0V G0V P0. From
knowing the aforementioned object   (which, for completeness, we reproduce as a function













where ~G0 = Q0G0Q0 = Q0(E  H0) 1Q0 and Q0 = 1  P0.
From this, one can calculate that the diagonal magnons acquire a dispersion at this order.
The reason for this is in fact simple, as hinted at in subsection 7.3.1. Fig. 7.3(d) shows two
possible virtual ve-magnon bound states that can appear as intermediate states. These
two states have domain walls extending over, respectively, twelve and ten bonds. Their
energy is thus dierent, and one should not expect perfect destructive interference.
More precisely, the resulting dispersion at order 4 is described by a simple cosine-
like dispersion for the diagonal magnons: " k;k = a + b2   c4(d + cos(2k)) + O(6)








. Moreover, evaluating this at  = 1 already gives a semi-quantitative
description of the isotropic model. We refer the reader interested in quantitative details to
Section 7.5, which is devoted to an in-depth comparison between various dierent methods.
In summary, the roton mode naturally appears in the Ising expansion. Through the
property of all three-magnon bound states having the same energy, the local minimum at
k = (; 0) is absent at leading order, already indicating that it is less pronounced at the
isotropic point. At the same time, its salient features readily appear at next-to-leading
order, leading to a semi-quantitatively correct description. From this point of view, it is
indeed an interacting-magnon eect, where the interaction is based on a simple domain-
wall counting in the Ising limit.
7.3.5. Sublattice-localization of diagonal magnons
Aside from looking at the eective Hamiltonian, it can be instructive to consider how the
eigenstates evolve with . This is exactly the information encoded in  . In Fig. 7.4 we
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Figure 7.4.: Dressing of the Ising limit ground state and a single A-magnon
at leading order in perturbation theory. The gray boxes denote the
A-sublattice. The entanglement structure of the above states can be used
to understand why the diagonal magnons seem to be localized on a given
sublattice, as discussed and observed numerically in Section 7.4.
show the leading-order results, both for the ground state as well as a localized A-magnon.
(One would have to Fourier transform the latter to obtain an energy eigenstate.) We see
that these states are dressed with `pair uctuations' whilst staying within a well-dened
NA  NB =
P
Sztot = 0; 1 sector.
Having access to the perturbed states, we can ask what excitations are created upon
acting with a local operator on the ground state. Fig. 7.4 shows that at this order, a x
operator does not just create a single magnon, but also three-magnon bound states. This
is to be expected and is directly in line with the spectral weight observed in Fig. 7.2.
It is more interesting to consider what happens when applying   on the A-sublattice.
This brings us into the sector NA NB =  1. In other words, by acting with this operator
on the A-sublattice, we create a B-magnon. This is not possible in the product state Ising
limit ! 0, where acting with   on the A-sublattice annihilates the ground state. But
as shown in Fig. 7.4, the perturbation V introduces entanglement, such that  n j gsi is
nonzero and has a B-magnon on the four B-sites adjacent to the original site n 2 A.
However, something unusual happens for diagonal momenta. Note that for any given
B-site, there are four adjacent A-sites. If the operator we acted with on the A-sublattice
has momentum jkxj+ jkyj = , then half of these four sites carry a positive sign, and half
a negative sign, so that there would be perfect cancellation. In other words: we are not
able to create a B-magnon with jkxj+ jkyj =  by acting on the A-sublattice.
The above used an explicit calculation, but the essential mechanism at play should hold
at all orders. If we act on a given site of the A-sublattice, then by the 90 symmetry of
the model, the signs and weights will be the same in all four directions. However, this
is incompatible with the alternating sign structure of diagonal momenta. This argument
suggests that as long as we act on a single site of the A-sublattice, we cannot create a
B-magnon with a diagonal momentum. We investigate this claim of sublattice-localization
non-perturbatively in the following section, detailing its relationship to entanglement.
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Figure 7.5.: Sublattice-localization of diagonal magnons. (a) If there is entangle-
ment in the ground state (due to pair uctuations), then it is generically
possible to create a B-magnon by acting on the A-sublattice. (b) The sublat-
tice spectral function SA!B(k; !) obtained with DMRG is shown: this mea-
sures whether acting on the A-sublattice can create B-magnons. As dened in
Eq. (7.11), we act with S  exclusively on the A-sublattice (where the expecta-
tion value already points down). The ground state entanglement is responsible
for the non-zero spectral weight on the single-magnon branch (dashed line).
Surprisingly, there is no weight on the diagonal magnons (edge of shaded
square). The plot is for  = 0:95 and Lcirc = 8. The same conclusion seems
to hold when acting with multi-site operators.
7.4. Entanglement and sublattice-localization of diagonal
magnons
In this section we discuss a peculiar property of the entanglement in this model. As before,
we dene the A-sublattice where the spins point down in the ground state (opposite for
the B-sublattice). The ground state is in the sector Sztot = 0, and a magnon associated
with the B-sublattice, a B-magnon, is in the sector Sztot =  1.
If the ground state had no entanglement between the two sublattices, then by acting
on the A-sublattice, one could not create a B-magnon. The intuitive idea is sketched in
Fig. 7.5(a), but the more precise wording is as follows: if j	gsi = j Ai 
 j Bi (where
j =A;Bi lives on the -sublattice), then, e.g., S n|which puts us in the Sztot sector of
a B-magnon|annihilates the ground state if n 2 A. To argue this, note that since the
ground state is an eigenstate of Sztot, then the factorization implies that j =A;Bi must
be an eigenstate of Sz=A;B :=
P
n2 S
z. Moreover, since the product Neel state has a
nite8 overlap with j	gsi, this xes the eigenvalue of SzA to be as (algebraically) small as
possible. Hence, acting with the lowering operator on A must annihilate the state.
The actual ground state will of course have entanglement; for example, at leading order
in , there are two-site spin-ips (`pair uctuations') which entangle the two sublattices,
see, e.g., Fig. 7.5(a) or Fig. 7.4. Thus, it is indeed generically possible to create a B-
magnon by acting on the A-sublattice. However, this does not seem to be true for diagonal









eikrS r . There are two crucial dierences that distinguish it from the
usual transverse spectral function as in Eq. (7.2). Firstly, we only act on the A-sublattice,
8For overlaps to be well-dened, one can apply the argument to nite systems.
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where spins point down in the symmetry-broken ground state. Secondly, we act with the
lowering operator S , putting us in the Sztot sector of B-magnons.
In Fig. 7.5, we show this sublattice spectral function SA!B(k; !). For convenience, we
consider  = 0:95 instead of the isotropic point, as this allows us to tell the one-magnon
branch straightforwardly apart from the multi-magnon sector. We see that the response is
non-zero on almost the whole single-magnon branch (dashed lines). However, the spectral
weight is exactly zero for any of the diagonal magnons (i.e., along the border of the
shaded region in the Brillouin zone). We conclude that the diagonal magnons appear to
be localized on their respective sublattices.
In subsection 7.3.5 we gave a symmetry-based argument for the sublattice-localization
within the perturbative framework, using the fact that we act with a single-site operator.
However, we have also numerically conrmed that the same absence of spectral weight
occurs even if we act with multi-site operators localized on the A-sublattice (not shown).
We have not found an explanation for this and it would be interesting to study this in
more detail. It is an open question whether there is a probe that could directly access
SA!B(k; !) in an experimental set-up.
7.5. Quantitative analysis at diagonal momenta
In this section, we analyze the roton mode at k = (; 0) = X and its associated multi-
magnon features in more quantitative detail, including a comparison to previous work.
7.5.1. Depth of the anomalous mode at k = (; 0)







 = Y relative to the local minimum at k = (; 0) = X. This is shown as
a function of the parameter . As derived in Section 7.3, we expect the dispersion to
scale as  4 for small . For that reason, we scale our axis accordingly. The numerical
results obtained with our DMRG-based method for Lcirc = 10 (up to  = 400) are shown
as yellow dots. At the isotropic point ( = 1), we plot the predictions of QMC [88, 89]
(extrapolated from up to N = 48  48), CUT [93, 94], ED [92] (extrapolated from up to
N = 36) and SWT [241, 249, 251{255].
This quantity is extracted from the spectral function by tting the single-magnon re-
sponse with a Gaussian9. Near the isotropic point, this tting is somewhat subtle, as
the one-magnon response is not easily separated from the multi-magnon weight. Fitting
the (quasi-)bound states just above the single-magnon branch|which are highly relevant
near k  (; 0)|as well, we obtain results which are stable with respect to the numerical
parameters.










 2:40J and ";0  2:13J . We are unable to perform a nite-
circumference analysis, since for Lcirc = 6 there are domain-wall excitations (wrapping
around the circumference), while for Lcirc = 8 the system is gapless such that we ex-
pect stronger nite-circumference eects. However, one can compare our results to the
nite-size QMC data with linear dimension 10, corresponding to our largest cylinder cir-
cumference. In that case, QMC obtains [89] ";0  2:2J . Taking this to give a rough
nite-size estimate, we note that we are within the same distance to the extrapolated
QMC data (although at the opposite extreme).
It is illuminating to not just focus on the isotropic case, but to track the evolution as a
function of  as shown in Fig. 7.6(a). The dashed lines are from series expansions [90, 91]
9Note that the width of the Gaussian is known; see Section 7.2.
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Figure 7.6.: Depth and dispersion of the roton mode. (a) Its depth is shown as a
function of . Yellow dots are the DMRG results (Lcirc = 10). Dashed lines
are series expansion results to various orders [90, 91]. We obtain the solid line
by rewriting series expansions in terms of  = 1 p1  2 and subsequently
making a Pade approximant (details in main text). At the isotropic point
( = 1), we compare to QMC [88, 89], CUT [93, 94], ED [92] and SWT [241,
249, 251{255]. (b) Dispersion at the istropic point ( = 1). The solid black
line is the DMRG result (Lcirc = 10). The green lines are the series expansion
results: the dashed line [91, 258] is the result to order 12 evaluated at  = 1,
whereas the dotted green line is extracted from the plot in Ref. [91]. We also
compare to QMC [88, 89] and CUT [93, 94]. Inset: rescaled dispersions to
compare functional forms.
to dierent orders in . If we track the lowest-order result  4 toward the isotropic point
 = 1, we already obtain the correct order of magnitude. This is moreover in striking
proximity to the CUT prediction. As we include higher order terms, we see that the
dispersion gradually creeps up, showing no real sign of convergence. However, since SWT
results are analytic in the modied parameter  = 1 p1  2, it is suggestive to rewrite
the series expansion in terms of . Doing so, and building a Pade approximant out of it,
we obtain the solid line in Fig. 7.6(a).
We nd that the Pade approximant is remarkably robust: the approximants [3; 3], [4; 2],
[5; 2], [4; 3], [3; 4] all give virtually indistinguishable results! This stability suggests that
the solid line could be a reasonable prediction for the true evolution of the dispersion as
a function of . Exactly at the isotropic point, there is a small caveat: any power series
in , when rewritten in terms of , generically predicts a diverging slope at  = 1. Hence,
also in this case, we nd that the dashed curve is nite at  = 1 but its slope is vertical. It
is not clear whether this particular feature is physical or not. Other than that, we expect
that the Pade approximant should be reliable and we are encouraged by the fact that our
numerical results agree so well with the Pade curve, indicating that nite-size corrections
for Lcirc = 10 are already rather small.
It would be interesting to investigate to what extent the Pade approximant gives the
correct prediction. In particular, it might be worthwhile to test and compare the other
methods10 at 0 <  < 1.
10We note that applying the CUT method developed in Refs. [93, 94] to  < 1 would be distinct from the
CUT method that was applied to the XXZ model in Ref. [262]: in the latter case, the CUT method
was perturbative in the parameter , hence being an alternative way of calculating the series expansion
coecients.
104
7.5. Quantitative analysis at diagonal momenta






















Figure 7.7.: Weight in the continuum above diagonal magnons. Transverse spectral
function St(k; !) for the Heisenberg model ( = 1) with Lcirc = 8 and broad-
ening !  0:055J . The second peak for k = (; 0) = X is the three-magnon
(quasi-)bound state.
7.5.2. Dispersion relation
Aside from studying the depth of the roton mode, we also consider its shape. Our nu-
merical result is shown in Fig. 7.6(b) (solid black line). We compare it to the functional
forms obtained by CUT, QMC and series expansion. As discussed in Section 7.3, the
lowest-order non-trivial prediction from the Ising expansion is a simple cosine-like disper-
sion. This is not signicantly altered at higher orders in  (or at the very least, only very
slowly so), as was shown in Fig. 7.3(e). The purpose of the inset is to show a comparison
with this simple cosine.
Remarkably, the CUT result is perfectly t by a single harmonic. In conjunction with
subsection 7.5.1, we thus conclude that the fourth order extrapolation from the Ising
expansion seems to be in striking proximity to the CUT prediction of the roton dispersion.
Our result, on the other hand, while being dominated by the same cosine, also contains
the higher harmonics (which are qualitatively generated in the Ising expansion). We point
out that the QMC curve has more structure near k  X, with a possible small subsidiary
maximum at the X point itself; it would be interesting to investigate its origin.
7.5.3. Multi-magnon features
Lastly, in Fig. 7.7 we show a more detailed slice of the transverse spectral function St(k; !)





 = Y , we show the spectral weight as a function of !. This numerical data is for the
smaller circumference Lcirc = 8, since as discussed in Section 7.2, in that case the system
is gapless. Being gapless, one expects there to be more signicant nite-size eects on a
quantitative level, but the qualitative shape should look more like the 2D limit than the
Lcirc = 10 data would.
For either momentum, we clearly see the single-magnon peak (broadened due to our
nite-time window, as explained in Section 7.1) and a broad three-magnon continuum.
Moreover, for k = (; 0) = X, we recognize a second, smaller peak. This is a three-
magnon (quasi-)bound state.
We would like to comment on the following two features of Fig. 7.7. Firstly, there is








Due to not having a tight grasp on nite-size eects for Lcirc = 8, we do not believe
there is great value in quoting precise numbers, but at k = (; 0), only roughly half the
weight is on the single magnon. Secondly, there is certainly a substructure to the multi-
magnon weight. This seems to be in contrast to the featureless spectral function observed
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in a recent Monte Carlo study [89], which however considers the sum of the transverse
and longitudinal spectral function. We do not expect the longitudinal contribution to
completely smear out the substructure; in fact, the CUT analysis indicates the presence
of strong resonances in the latter [93, 94]. Due to the absence of a nite-size analysis, the
substructure we observe is not conclusive and it would be interesting to investigate this
further.
106
8. Heisenberg on the triangular lattice:
avoided decay from strong interactions
In the introduction of this thesis, we touched upon the concept of a quasiparticle: a large
number of microscopic degrees of freedom moving in unison as a single emergent entity.
Chapters 6 and 7 considered the specic cases of anyons and magnons, but the concept
is much more general. When they exist, a multitude of physical properties of the system
can be readily understood in terms of them|not least transport and nite temperature
properties. Hence, an important question in the theory of condensed matter is to know
when quasiparticles are indeed a good description of the excitations of many-body systems.
Over the decades, various approximate and perturbative schemes have been developed
in an eort to describe the quasiparticles on top of various distinct ground state orders.
Two notable examples are spin wave theory [240{242] for describing magnons on top of
spontaneously ordered magnets|in part developed to describe the square lattice antifer-
romagnet of Chapter 7|and slave-particle mean-eld theory [9, 263, 264] for describing
the anyonic excitations on top of quantum spin liquids. What makes such approxima-
tions tractable is that they treat the quasiparticles as non-interacting (which can then be
perturbatively corrected). Hence, at leading order, the quasiparticles in such schemes are
well-dened by construction. However, if one nds that for a given momentum and energy
of the quasiparticle, there are multi-particle states with the same energy and momentum
(i.e., the quasiparticle is said to be in the multi-particle continuum) then a nonzero matrix
element1 between the two will lead to quasiparticle decay. In particular, the quasiparti-
cle will no longer be well-dened|in the best case scenario, it can still be identied as
a nite-lifetime resonance. For a review of this in the context of quantum magnets, see
Ref. [76].
The above conventional picture is true for weak interactions, where a perturbative treat-
ment is justied. In this chapter, however, we show that this is far from the whole story:
strong interactions generically stabilize quasiparticles by pushing them out of the con-
tinuum. This general mechanism is straightforwardly illustrated in an exactly solvable
model in Section 8.1; in fact, the main message can be summarized in a single gure (see
Fig. 8.1). In subsection 8.1.3, we numerically conrm this prediction of avoided decay in
an Ising ladder where we can tune between the weakly- and strongly-interacting limits. In
Section 8.2, we show that the triangular lattice Heisenberg antiferromagnet (with a slight
anisotropy for ease of numerics) also displays avoided magnon decay, in contradiction with
naive SWT predictions. Turning to existing experimental data in Section 8.3, we identify
the detailed phenomenology of avoided quasiparticle decay in the triangular lattice mag-
net [77] Ba3CoSb2O9, and even in liquid helium [78{83]|one of the earliest instances of
quasiparticle decay [74].
8.1. The principle of avoided quasiparticle decay
The idea of avoided decay is easily summarized, which we do in Fig. 8.1. The claim is that
for strong enough interactions between the quasiparticle and the continuum, the former
1Symmetries and quantum numbers might force matrix elements to be zero; in this chapter, we will
consider the generic case where this does not happen.
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Figure 8.1.: The concept of avoided decay. (a) As a starting point, a non-interacting
quasiparticle (red line) partially overlaps with a multi-particle continuum of
states (shaded region). (b) Weakly coupling the quasiparticle to the contin-
uum leads to decay, manifesting itself through line broadening. (c) We point
out that for strong enough interactions, the quasiparticle will be pushed out
of the continuum. Decay is now forbidden due to energy and momentum
conservation.
will be repelled out of the latter. In this sense, the quasiparticle avoids or even undoes its
decay. This concept, which we now discuss in more detail, is a direct generalization of the
well-known notion of level repulsion.
8.1.1. Level-level repulsion: avoided crossing
It is a fundamental insight of quantum mechanics that energy levels repel. This is com-
monly illustrated by letting two levels with unperturbed (`bare') energies Eb interact







The resulting energies of H^ are 
q
E2b + 
2. Hence, repulsion leads to a minimal separa-
tion of the levels of 2jj, no matter how small the initial separation 2jEbj. In particular, if
we tune Eb through zero|such that the bare energies cross|we see that the energies of
the interacting systems never meet. This is sometimes referred to as an avoided crossing.
A natural question is whether the above notion of level repulsion extends to the case
of a discrete level coupled to a continuum of states. The question might seem moot,
since the common expectation is that a bare level inside a continuum will be dissolved by
interactions (see Fig. 8.1(b)), becoming a nite-lifetime resonance or worse, no hint of it
remaining. If the bare level represents a quasiparticle, its broadening and disappearance
in the many-particle continuum is known as quasiparticle decay. In the case of non-
topological2 quantum magnets, the expectation of magnon decay [76] has|surprisingly
only recently|been borne out in inelastic neutron scattering experiments [265{269].
8.1.2. Level-continuum repulsion: avoided decay
Here, we show that this expectation of quasiparticle decay is wrong when interactions are
strong enough. Rather, with increasing interaction strength, an innitely long-lived state
re-emerges out of the continuum of states (see Fig. 8.1(c)). This happens via a simple
generalization of the familiar level repulsion, Eq. (8.1). We couple a bare state j i with
bare energy Eb to a continuum of states j'i with bare energies E. I.e., H^ = H^0 + V^ ,
2I.e., an ordered magnet or a non-topological paramagnet.
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where





d (j ih'j+ j'ih j) : (8.3)
The continuous label  satises h'j'i = (   ) and we denote the density of states
(DOS) of the continuum by (E). For convenience, we say the onset of the continuum is
at E = 0 (i.e., (E) = 0 for E < 0). Physically, this model represents states with a xed
value of total momentum|the continuous index  corresponds to the relative momentum
of multi-particle states.
We now show that, for large enough coupling jj, there is a single discrete state j i with
an energy below the continuum, E < 0. Moreover, the contribution of the unperturbed
state j i to this nal discrete state, denoted by the weight Z = jh j ij2, can be large|
for a continuum of nite support, the weight approaches Z ! 1=2 for large jj. This is
experimentally important: a vanishing Z implies that the state j i bears little relationship
to the original quasiparticle. However, a large Z ensures that any experimental set-up|
e.g., neutron scattering|for detecting the original quasiparticle j i also detects j i.
Hence, while existence of j i and niteness of Z for this simple model have been pointed
out before [270], its phenomenology and in particular its relevance to quasiparticles in
strongly-interacting quantum systems seem to have been underappreciated.
The existence of a pole for strong interactions
It is useful to consider the single-particle Green's function G(E) = h j(E   H^) 1j i.
One can derive that G(E) 1 = E   Eb   2g(E) where we have dened g(E) 
R (")
E "d"
(see Appendix F.1). Note that lim
E! 1
G(E) 1 =  1 and lim
E!0 
G(E) 1 =  Eb 2g(0 ).
Since G0(E) > 0, the existence of a (unique) pole at E below the continuum (i.e., E < 0)
is equivalent to G(0 ) 1 > 0, which in turn is equivalent to 2 > Eb=jg(0 )j. We conclude
that if the bare quasiparticle is inside the continuum (i.e., Eb > 0), then there is threshold
value th 
p
Eb=jg(0 )j such that there is a (unique) pole below the continuum for any
coupling jj > th! (Note that g(0 ) 6= 0, such that th <1.)
In the special case that the DOS has a discontinuous onset (i.e., (0+) 6= 0), then the
integral dening jg(0 )j diverges, such that the threshold value th dened above is zero.
Hence, in this case, any nonzero  will give rise to a pole below the continuum. An
equivalent treatment can be found in Ref. [270].
Quasiparticle weight Z
To obtain the single-particle weight Z = jh j ij2 (where j i is the wavefunction with
energy E < 0), consider that the weight of the delta function (E   Eb   2g(E)) is
given by the inverse derivative of its argument, i.e., Z = 1
1 2g0(E) . Moreover, for large
jj, we have the relationship E = 2g(E), from which one can derive that E !  1 as











To evaluate this, we need the asymptotic behaviour of g(E). If (E) has nite support,
then g(E)  1E
R
(")d" as jEj ! 1. Plugging this into Eq. (C.25), we obtain Z ! 1=2 in
the strongly-interacting case.
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Figure 8.2.: Avoided quasiparticle decay in toy model and Ising ladder. (a) The
bare level j ki (at short-dashed line) is coupled to a continuum (shaded by
dotted lines) in Eqs. (8.2) and (8.3). At weak coupling, we observe a decay-
ing mode in the continuum (long-dashed line) with near-entrance behaviour
depending on the DOS. For strong interactions, a quasiparticle j ki is pushed
out with weight Zk = jh kj kij2 approaching 1=2. (b) A paramagnet (PM) and
Ising ferromagnet (FM). By coupling the two chains, a magnon can decay into
two domain walls. (c) The numerically-determined dynamic structure factor
for the Ising ladder. Flat dashed line is bare magnon and shaded region (dot-
ted lines) denotes two-domain-wall continuum. At weak coupling, the magnon
decays. At strong coupling, the magnon is pushed below the continuum.
If (E) does not have nite support but instead decays as (E)  a=E with  > 0 as
E ! +1, then by the theory of Stieltjes transforms [271]
g(E) E! 1
  b=jEjmin(1;) if 0 <  6= 1
b(ln jEj)=E if  = 1 (b > 0): (8.5)





1=2 if   1;
1=(1 + ) if 0 <  < 1:
(8.6)
Note that this is lower bounded by 1=2. For example, for (E) / 1=pE, we obtain Z ! 2=3
as jj ! 1.
The spectral weight and onset of DOS
The exactly solvable model dened in Eqs. (8.2) and (8.3) allows us to derive more than
just the existence of the quasiparticle and its weight. It gives us access to the full spectral
weight of the bare state j i on the excited states, i.e., A(E) := Pn jh jnij2 (E En). This
is representative of what inelastic neutron scattering would measure. Using the identity






(E Eb 2g(E))2+ (E)2 if (E) 6= 0;
(E   Eb   2g(E)) if (E) = 0;
(8.7)




8.1. The principle of avoided quasiparticle decay
where  (E)  2(E). Within the continuum (i.e., (E) 6= 0), Eq. (8.7) can qualitatively
be interpreted as a Lorentzian with an energy-dependent width 2 (E), and an energy-
dependent mean Eb + 
2g(E). Note that the width 2 (E) = 2  2  (E) is what one
would expect from Fermi's golden rule.
In Fig. 8.2(a), we plot this spectral weight for two illustrative cases: the left (right)
column has a discontinuous (continuous) onset of the DOS of the continuum. Such a
(dis)continuity can|roughly speaking|be associated to dimensionality. For instance, the
two-particle continuum of non-interacting particles with a parabolic dispersion has as its
onset (Eth + E)  (E)D=2 1 in D spatial dimensions; note that this is discontinuous in
one and two dimensions. We take D = 1 (D = 3) in the left (right) column of Fig. 8.2(a);
see Appendix F.1 for details on how these plots are obtained.
Let us rst discuss weak coupling . In Fig. 8.2(a) we see that the quasiparticle straight-
forwardly enters the continuum and decays if the onset of the continuum is soft. In the
case where the DOS has a discontinuous onset, we see a dierent behavior. For our par-
ticular model, the state cannot enter the continuum at all [270]. Indeed, we have already
remarked that if (0+) 6= 0, then there is a pole outside the continuum for any nonzero
value of  6= 0. Instead, its spectral weight Z is transferred into a decaying mode in the
continuum. Detecting the residual quasiparticle requires very sensitive and high resolu-
tion measurements (e.g., neutron spin echo spectroscopy), see Section 8.3. This singular
behaviour may be regularized in a more complete model, allowing the state to terminate
[74], which need not aect Fig. 8.2(a) (top left) at the resolution shown.
The main focus of the present work is on large coupling , where we nd that the quasi-
particle re-emerges, independent of the details of the DOS (bottom panels of Fig. 8.2(a)).
This is accompanied by the weight Z ! 1=2, in agreement with our general claim.
The conditions for avoided decay
How widely applicable is this mechanism of avoided quasiparticle decay? Note that the
fact we assumed  to be independent of  is not important, since in the full solution, 2 and
the DOS always appear together. For example, in a system with SO(3) spin-symmetry,
the coupling constant vanishes near the threshold as (Eth + E) 
p
E [272]. This
leads to a dierent power of the onset of 2(E), which amounts to shifting the eective
dimensionality D ! D + 2. Similarly, one could eectively include direct interactions
within the continuum by using a renormalised DOS.
There are, however, two essential implicit assumptions. Firstly, we presume that there
is space below the continuum to be repelled into. This is not applicable to, for example,
Fermi liquids, where the continuum starts directly above the ground state energy over
an extended region in momentum space. Second, the model does not actually treat the
situation where the continuum is made of the same quasiparticles that it repels|making
it exactly solvable. This should be a good approximation if the quasiparticle trying to
enter the continuum has its momentum k well-separated from those quasiparticles whose
momenta q and k   q make up the continuum at that point. As discussed below, this
turns out to be the case in the TLHAF.
8.1.3. Conrmation in a tunable Ising ladder
Before considering the challenging TLHAF, we verify our predictions in a tunable, yet
numerically tractable, fully many-body quantum system. This consists of two spin- 12






A;n, the other an ordered












(with J > g >
0). The ground state of the paramagnet has all spins pointing up; a ipped spin is a
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dispersionless magnon. The ferromagnet is ordered along the x-direction, with freely
moving domain wall quasiparticles. Inter-chain coupling can allow the magnon to decay








In Fig. 8.2(c), we plot the dynamical spin structure factor






(!   !n)jhnj^xA;kj0ij2: (8.8)
The dynamical spin-spin correlations were obtained using the methods in Chapter 5 (in
the simpler one-dimensional setting). We found that a timestep truncation of dt = 0:1
and a low bond dimension of  = 30 was enough to achieve converged results; the eective
broadening (discussed in subsection 5.2.4) is ! = 0:055 in the units shown in Fig. 8.2(c).
In the top panel, we take gB = 0:5 and JB = 1 and set the coupling to a relatively
small value,  = 0:3. The continuum is determined by numerically extracting the disper-
sion of a single domain wall and subsequently calculating the kinematic two-domain-wall
continuum. We observe that the magnon decays in this weakly-interacting case.
The bottom panel of Fig. 8.2(c) is for the strongly-interacting case. However, ramping
up the coupling strength  eectively renormalizes the parameters of the Ising chain.
This is because H^int is not purely an interaction term: it contains an S^
z
B on the ordered
chain, which attempts to condense the domain walls and cause a phase transition. To
prevent this, whilst increasing  we also change the parameters JB and gB such that
the location of the continuum (shaded region in Fig. 8.2(c)) remains roughly unchanged.
Thus, for the bottom panel, we arrive at gB = 0:9, J = 3 and  = 3:4. Crucially, as
advertised, strong interactions prevent quasiparticle decay: the magnon re-emerges from
the continuum unscathed.
8.2. Avoided decay in the triangular-lattice Heisenberg
antiferromagnet
We now turn to the paradigmatic spin-1=2 TLHAF, which describes a wide range of frus-
trated quantum spin materials (see Ref. [273] for a recent overview). Its ground state
is ordered, with neighboring spins forming a 120 angle [186, 187]. However, away from
the lowest energies [75], the status of its magnon excitations remains unsettled due to the
uncontrolled nature of the available analytic and numerical methods [75, 76, 188, 191].
The most venerable of these is perhaps spin wave theory (SWT), an expansion in inverse












where a small easy-axis anisotropy ( = 0:05) slightly gaps out the three4 massless Gold-
stone modes, making the model more numerically tractable. Here, S^locn is the spin in the
basis of the rotating (local) frame.
8.2.1. Spin wave prediction and avoided decay
Spin wave theory predicts magnon decay [75] over a large region of momentum space.
This has been studied in detail for the isotropic model ( = 0) [75], but it remains true
for  = 0:05. In particular, the shaded region in the inset of Fig. 8.3(a) shows where
4We have one Goldstone mode for every broken generator of SU(2) [71].
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Figure 8.3.: Avoided decay in the spin-1
2
TLHAF with  = 0:05. (a) Inset: the
Brillouin zone; the dashed line delineates the magnetic BZ. LSWT predicts
magnon decay in the shaded region, dominated by q ! (q K)+K. The black
arrow illustrates that Y1 = M + K; hence decay is possible if "Y1 > "M + "K.
Main panel: the out-of-plane dynamical spin structure factor along the blue
line in the inset. The dotted line represents the two-magnon states consisting
of a magnon along the orange line (inset) and a K-magnon. The dashed line
is the magnon dispersion from LSWT. We see avoided decay, where the level-
continuum repulsion induces a local minimum near Y1. (b) LSWT prediction
for the dispersion relation. (c) The numerically-obtained dispersion is most
heavily renormalized where LSWT predicts decay (see inset of (a)). The local
minimum at M induces a local minimum at Y1 (white arrows).
linear SWT (LSWT) predicts decay for this value of . A magnon with momentum k is
then predicted to decay into two magnons with momenta q and k   q, where q  K, the
corner of the Brillouin zone (BZ). However, small spin and noncollinear order|breaking
all symmetries and thus allowing for many interaction terms|generate strong quantum
interactions. Our mechanism thus suggests an alternative to the expected scenario of
magnon decay.
In Fig. 8.3(a), we consider the out-of-plane dynamical spin structure factor Syy(k; !) =
1
2
R h0j^y k(t)^yk(0)j0iei!tdt, taking the 120 order to be in the xz-plane. This was ob-
tained using the methods in Chapter 5; for numerical aspects, see subsection 8.2.3. The
momentum axis is along the A{B line (blue line in inset). Since SWT predicts decay into
a K-magnon, the dotted line shows the numerically obtained two-magnon energy "q + "K ,
with q along the orange line in the inset. For comparison, the dashed curve is the SWT
prediction of the magnon in the non-interacting limit 1=S ! 0 (LSWT), which travels
deep into the two-magnon continuum. We observe that the numerically obtained S = 1=2
dispersion is pushed out completely|a crisp instance of avoided magnon decay.
8.2.2. Roton minima and interaction-induced symmetry
The magnon dispersion is known to have a local minimum at the midpoint M of the BZ
edge. This appears at higher order in SWT and in series expansion methods [75, 188, 191]
and is conrmed in Fig. 8.3(c). Our novel prediction is that the avoided decay must
in turn induce a local minimum at the midpoint Y1 of the magnetic BZ (MBZ) edge.
This is apparent in Fig. 8.3(a,c). More precisely, absence of magnon decay implies the
strong constraint5 j"M   "Y1 j  "K, which we nd to be satised in our numerics|and in
5The decay process k ! K + (k   K) accounts for the complete decay region (as predicted by LSWT)
only at the isotropic point. For  6= 0, this process represents the core of the decay region, which is
slightly extended by considering k ! q + (k   q) with q  K. Hence, the minimum predicted by the
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disagreement with SWT.
More generally, at the isotropic point  = 0, absence of decay is equivalent to the magnon
dispersion "k being periodic with respect to the magnetic BZ|which is three times smaller
than the original BZ. (This is a direct consequence from the fact that "K = 0 for  = 0.)
This powerful criterion might help to gure out the extent of (avoided) decay at the
isotropic point, be it using numerical or experimental methods.
8.2.3. Numerical aspects
Circumference
The data in Fig. 8.3 is for a cylinder with circumference Lcirc = 6, taking the periodic
direction to be along one of the primitive vectors. We have checked that whilst the
multimagnon continuum still has a dependence on Lcirc, the single-magnon dispersion
is better converged in Lcirc|at least for the middle- and high-energy modes of interest.
Appendix F.2.2 presents a study of the Lcirc-dependence.
Bond dimension
Due to the absence of continuous symmetry in the ground state, the large coordination
number of the lattice, and the fact that the isotropic point has three Goldstone modes, it
is numerically challenging to time-evolve this highly-entangled state. For this reason we
are limited in the bond dimensions that we can reach:  = 450 for long-time dynamics
necessary for resolving high-energy modes, and  = 800 for short-time dynamics for low-
energy modes.
More precisely, the numerical parameters for Fig. 8.3(a) correspond to a timestep trun-
cation dt = 0:05J , a bond dimension  = 450, and an eective gaussian broadening with
 = 0:077J . The dotted line in Fig. 8.3(a) is the sum "q + "K, where q is along the orange
line in the inset. Here "q was obtained by tracing the peak of the spectral function along
that slice, whereas "K is a low-energy feature which could not be resolved with the bond
dimension  = 450. Instead, we went up to  = 800, limiting the time-window we could
obtain, leading to a larger eective broadening. However, since the low-energy mode is
well-separated from other (relevant) modes, one can still reliably extract the energy from
a broad response. From a scaling in bond dimension, we then obtained "K  0:3J for the
value  = 0:05. This is markedly lower than the LSWT prediction, "LSWTK  0:41J . For a
detailed study of the convergence in bond dimension, see Appendix F.2.1.
Obtaining a two-dimensional dispersion
The magnon dispersion in Fig. 8.3(c) was obtained by tracing the low-energy peak of the
spectral function|having veried that the magnon branch was resolved enough for this
to be sensible. At low energies, this was supplemented by the aforementioned approach
where we could go up to  = 800. Due to the cylindrical geometry on which our method
is based, the dispersion we obtain is continuous along one direction, and discrete along
the other. We then superimposed the momentum cuts along three dierent orientations
and subsequently interpolated this to the full two-dimensional Brillouin zone. The fact
that where these cuts intersected, they agreed, is a conrmation that the circumference
Lcirc = 6 is large enough for the single-magnon dispersion to resemble the true two-
dimensional result. As a sanity check for our interpolation method, we have veried that
it gives the correct result when applied to the LSWT dispersion.
principle of avoided decay is only precisely at Y1 at the isotropic point. Indeed, in Fig. 8.3(c) one can
see that the minimum (for  = 0:05) has been slightly shifted inward.
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Figure 8.4.: Avoided quasiparticle decay and level-continuum repulsion in ex-
perimental data: the triangular lattice magnet Ba3CoSb2O9 and
superuid helium. (a) Inelastic neutron scattering data and LSWT com-
parison for Ba3CoSb2O9 [77]. The neutron data picks up all magnon bands
related by momentum K; the lower branch ("1) goes through M, the higher
branch ("2) through Y1 (see Fig. 8.3 for BZ labeling). Similar to Fig. 8.3,
magnon decay is avoided, with the local minimum near M inducing a local
minimum near Y1. (b) For comparison, we show the numerically obtained
dispersion for model (8.9) with  = 0:05, taking J = 1:67 meV as in Ref. [77]
and including bands related by momentum K. We stress that this Hamiltonian
does not directly model the experiment: the former (latter) has a small easy-
axis (easy-plane) anisotropy. (c) Black dots are the phonon-roton dispersion
of superuid helium extracted from Refs. [79, 80]; inset shows single-particle
weight extracted from Refs. [81, 82]. Our solvable model implies that the level
approaches the continuum exponentially in the bare level (red line). Moreover,
the weight is predicted to go to zero proportional to the level approaching the
continuum, conrmed in the inset.
8.3. Avoided decay in experiment
Quasiparticle decay has been observed in experiment, e.g., in two-dimensional piper-
azinium hexachlorodicuprate (PHCC) [265]. More recently, aspects of level-continuum re-
pulsion have been reported in the gapped spin-orbit-coupled frustrated magnet BiCu2PO6
[274]: the quasiparticle still decays, but its near-entrance behavior is similar to what we
observed in the top left panel of Fig. 8.2(a). This nicely ts our theoretical framework:
the one-dimensional nature of BiCu2PO6 suggests a sharp discontinuous onset of the bare
two-magnon DOS, preventing a smooth quasiparticle entry into the continuum. In con-
trast, PHCC is spin-rotation symmetric, such that our earlier argument implies that the
DOS should have a soft onset, consistent with the smooth entry observed in Ref. [265].
More strikingly, we claim that the phenomenology of avoided decay has been observed
in recent experiments on Ba3CoSb2O9 [77]. We turn to this now, after which apply our
toy model to gain insights into liquid helium.
8.3.1. Ba3CoSb2O9
The magnetic material Ba3CoSb2O9 is well-described by the TLHAF with a small easy-
plane anisotropy, for which Fig 8.4(a) shows6 recent inelastic neutron scattering data [77].
6In the experiment [77], K' was taken in the second BZ (which diers from the other choice by a reciprocal
lattice vector). This dierence has no bearing on the bands one picks up, so for our purposes this
distinction is irrelevant. It does, however, aect the precise value of the intensity. This explains why
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Since this is sensitive to the full dynamical spin structure factor, it picks up copies of the
magnon dispersion translated by K. Fig. 8.4(a) thus shows two bands7: the bottom one
("1) centered at M, the top one ("2) centered at Y1. Neither decay and both exhibit a local
minimum, in agreement with the phenomenology of Fig. 8.3. For comparison, Fig. 8.4(b)
shows the numerically obtained data for model (8.9) along the same momentum cut (i.e.,
this is the same data contained in Fig. 8.3). We can thus directly reinterpret apparently
unrelated experimental features as being linked by avoided quasiparticle decay.
It is worth emphasizing that Ba3CoSb2O9 has an easy-plane anisotropy, whereas the
model we studied numerically has an easy-axis anisotropy (see Eq. (8.9)). Hence, the
similarity between Fig. 8.4(a) and (b) illustrates that the phenomenon of avoided decay
is robust, i.e., it is not sensitive to small perturbations. Of course, the dierence between
an easy-plane and easy-axis anisotropy would aect low-energy properties.
In contrast, magnon decay has experimentally been observed in a spin-2 TLHAF [267].
This is consistent with 1=S being a measure of interaction strength|and avoided decay
requiring strong interactions.
8.3.2. Superuid helium
Lastly, we consider the iconic quasiparticle dispersion of superuid helium, Fig. 8.4(d).
While it was originally thought that the quasiparticle would enter the two-roton continuum
[74], it is now known that the dispersion instead attens o. This is consistent with the
discontinuous onset of the two-roton DOS [78, 83]. Here, we add quantitative insights into
how the quasiparticle approaches the continuum. This serves as a demonstration of how
the toy model in Eqs. (8.2) and (8.3) can be used to obtain insights into experimental
results|even allowing to extract eective interaction strengths.
Approach to the continuum: quasiparticle energy and weight
We will work in variables which measure energy relative to the onset of the two-roton
continuum, i.e., E = !   2roton. The two-roton DOS (E) has a jump discontinuity
(0+)  0 6= 0. We derive this in Appendix F.3, which moreover shows that this jump
is momentum-dependent, i.e., 0 = ~0=jkj = ~0=k. This momentum-dependence is not
really noticeable in the following formulas, and one may approximate it by 0 = ~0=kroton.
However, we will include it for completeness.
Let us recall that in subsection 8.1.2 we derived that E = Eb + 2g(E) with g(E) =R (")
E "d". Given the aforementioned jump discontinuity, we obtain that near the onset
g(E)  0 ln( E)+cst. If we focus on E  0, we arrive at the condition 0  Eb+2g(E),





. The renormalized energy E is predicted to approach
the continuum exponentially in the bare energy Eb. Moreover, in subsection 8.1.2 we
obtained that the spectral weight on the quasiparticle is given by Z 1 = 1   2g0(E).
This straightforwardly gives us Z    E
02
for small E, i.e., the weight is proportional to
the distance to the continuum.
In conclusion, we arrive at the following predictions for the quasiparticle dispersion "k
and weight Zk near the continuum:
"k  2roton   e a k "b and Zk  b k (2roton   "k): (8.10)
The tting parameters a and b give us a measure of the eective (inverse) coupling strength.
In fact, the above derivations suggest that a = b, but it does not make sense to expect
Fig. 8.4(a) is not left-right symmetric.
7In fact, there are three bands, but two overlap (in this resolution). Similarly, Fig. 8.4(b) should also
show the left-right-inverted version of "2, which is left out in order to not overly complicate the gure.
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this for the experimental data, as the weight Zk extracted in that setting is usually only
dened up to a global multiplicative factor.
The high-quality data of Refs. [79{82] allows us to extract the information to test these
predicted functional forms. The dispersion relation was straightforwardly obtained from
Refs. [79, 80] and is plotted in the main panel of Fig. 8.4(a). The weight, however, is more
subtle: Refs. [81, 82] showed the data as a function of momentum, which we extracted
and interpolated. We then evaluated this interpolated function at the same momenta for
which Refs. [79, 80] quoted values for the energy. This allowed us to plot Z as a function
of energy in the inset of Fig. 8.4(c). The predicted functional forms for "k and Zk are
conrmed in Fig. 8.4. In both cases, we nd that at kroton and bt kroton are comparable
to the (inverse) bandwidth, in testament to the strong interactions.
A general relationship from the Hellmann-Feynman theorem
The above predictions in Eq. (8.10) satisfy an interesting property: d"k=d"b = Z (remem-
ber that a = b). This is in fact a general relationship that holds for the model in Eqs. (8.2)






h jH^j i = h j dH^
dEb
j i = h j ih j i = Z: (8.11)
We have used the Hellmann-Feynman theorem to move the derivative inside, and from
Eq. (8.2) we obtained that dH^dEb = j ih j. Whilst this derivation is surprisingly simple, it
is physically quite remarkable to have such a direct relationship between the dispersion
and spectral weight of a quasiparticle.
We thus see that our simple toy model gives new insights into the well-studied physics of
superuid helium. Quasiparticle decay is of course inevitable, given that the bare disper-
sion goes arbitrarily deep into the continuum. Nevertheless, the principle of a continuum
being able to push on a quasiparticle is evidenced by the persistence of the roton disper-
sion, whilst weight is slowly siphoned into a decaying mode in the continuum. More than
just being a qualitative observation, this shows that one can|at least in principle|extract
eective quasiparticle interaction strengths from such highly-resolved experimental data.
It would be worthwhile to explore this quantitative aspect of our theory more systemati-
cally, especially in a tunable experimental setting. For instance, it would be interesting to
explicitly break the aforementioned SO(3) symmetry in PHCC and measure whether the
triplon's entry into the continuum is considerably altered.
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9. Conclusions and outlook
In Part I of this thesis, we showed how critical chains can still be topologically non-trivial,
exhibiting localized edge modes protected by topological invariants. We elucidated this
by providing novel instances as well as an overarching framework. Part II focused on the
properties of excitations above ground states. To this end, we introduced a novel matrix-
product-state-based method for obtaining the spectral functions of two-dimensional sys-
tems. Using the latter for quantum spin models on the honeycomb, square and triangular
lattices, we uncovered new robust phenomenology of such excitations, including proximate
spin liquids and avoided quasiparticle decay.
In this concluding chapter, we highlight some of the key insights of this thesis, empha-
sizing the remaining open questions and how we might move forward.
9.1. Topological critical points between non-trivial phases
The critical points studied in Part I of this thesis were only topologically non-trivial
when all neighboring gapped phases were themselves non-trivial (i.e., either topological or
symmetry-breaking). Indeed, the topology at criticality can be interpreted as a residue of
that of the non-triviality of the neighboring phases. Conversely, the topological edge modes
remain well-dened upon opening up a bulk gap and hence do not require ne-tuning to
exist1. In other words, these critical points are topological despite being gapless. This is in
stark contrast to topological semi-metals, which are only topologically non-trivial because
they are gapless|their lower-dimensional topological invariants measure the fact that the
gapless point (or nodal line or surface) is a source of topological ux [64, 65, 275, 276].
Consequently, the localized edge modes of topological semi-metals disappear when the
bulk is gapped out.
The transitions between such topological and symmetry-breaking phases of matter is
virgin territory beyond one spatial dimension. As discussed in Part I, there are a multitude
of one-dimensional examples, which we largely unied in Chapter 4. It would be very
interesting to explore higher-dimensional analogues. The only examples of transitions
between a two-dimensional symmetry-breaking and symmetry-protected topological (SPT)
phase of matter of which I am aware, are Refs. [52, 277{279]. Encouragingly, they nd
exotic edge modes in addition to the expected bulk criticality; however, a framework is
missing. Much remains to be explored, especially since in two dimensions, some of the
neighboring gapped phases can have intrinsic topological order. Before attempting to
nd a unifying framework in higher dimensions, it is paramount to propose and explore
concrete models, which will undoubtedly lead to a rich phenomenology. For instance, a
preliminary study of transitions between distinct integer quantum Hall plateaus suggests
that chiral edge modes survive at criticality|this will be explored in future work.
Even in the one-dimensional setting there are still a variety of open questions. We have
given a partial classication of symmetry-enriched conformal eld theories, and it is natural
to continue this program. A complementary approach would be to identify this symmetry-
enrichment in tensor networks, such as innite-dimensional matrix product states [280]
or the multi-scale entanglement renormalization ansatz (MERA) [281]; in particular, a
1As we have seen, the edge mode might have a dierent interpretation upon opening up a gap, e.g.,
toggling between cat states of bulk symmetry-breaking phases.
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classication of symmetric MERAs is desirable [282, 283]. More phenomenologically, one
can ask whether there exist topologically non-trivial critical points which cannot be made
topologically trivial by a nite-depth local unitary|unlike all examples in Part I. A more
practical question is what the use of symmetry-enriched quantum criticality might be.
One appealing aspect is that it allows one to track localized quantum information across
a bulk quantum phase transition; e.g., the edge qubit of a bosonic SPT phase can be
smoothly connected to the edge magnetization of an Ising phase, unharmed by the bulk
passing through an Ising critical point.
9.2. An interpretation of proximate spin liquids
In Chapter 6, we observed broad high-energy spectral features akin to those of a spin liquid
despite the ground state being conventionally ordered. This constitutes the rst clear-cut
realization of a proximate spin liquid in a theoretical model. This phenomenology can be
useful as an indicator of there being a nearby spin liquid in the phase diagram, which one
might be able to tune into. Indeed, a proximate spin liquid was experimentally observed
in -RuCl3 [96, 97, 180] and subsequent studies implied that a spin liquid phase can be
stabilized by tuning a magnetic eld [213, 221{225].
Nevertheless, it is still unclear what the physical interpretation of such a proximate spin
liquid might be. In particular, can these high-energy features be interpreted in terms of
quasiparticles? If so, are they an indication that there are nearly-deconned anyons? If
the latter is correct, it would suggest that at some ner resolution, the continuum might
be revealed to consist of a dense set of bound states. Of course, it is a priori not even
a given that there is a simple or straightforward interpretation of high-energy features in
strongly-coupled quantum magnets.
To elucidate these ner points of a proximate spin liquid, it could be useful to study
the anisotropic Kitaev model (with Ising or Heisenberg perturbations), where there is a
large separation in energy scale between the low-energy uxes (whose condensation drives
the transition) and the high-energy Majoranas|the latter are even projected out in the
innite-anisotropy limit, recovering the toric code model. Using the toric code limit as a
perturbative starting point might even allow for an analytic approach to this phenomenon.
9.3. A theory of quasiparticles at nite energies
A key message of this thesis is that quasiparticles can still have generic or robust proper-
ties at nite energies (but zero energy density). The lack of knowledge of such properties
is more likely due to the absence of reliable analytical and numerical methods for their
study, rather than the absence of the properties themselves. Indeed, the universal argu-
ments which are valid in the low-energy regime|involving such powerful concepts like the
renormalization group|do not directly apply. Instead, in this thesis, we used the novel
numerical method introduced in Chapter 5 to uncover robust properties of nite-energy
excitations2. As an illustration, let us highlight three novel but simple mechanisms which
have a broad application to models old and new:
1. Generic roton modes from intersecting at directions. For the isotropic
Heisenberg models on the square and triangular lattice as considered in Chapters 7
and 8, linear spin wave theory (LSWT) predicts a one-dimensional subset of the Bril-
louin zone along which magnons are dispersionless. Nevertheless, the true dispersion
was found to have a minimum at the middle of the Brillouin zone boundaries. In both
2Of course, once a new phenomenon is uncovered using a numerical tool, it can sometimes be explained
and underpinned using a simple analytic understanding; Chapter 8 is an illustration of this.
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cases, this is where the predicted at directions intersect. Hence, the LSWT disper-
sion can be locally approximated by a at plane. This means that the multi-magnon
continuum at these points has an enhanced density of states3 (DOS). A larger DOS
implies a bigger repulsion, naturally explaining the observed roton minimum.
2. Avoided quasiparticle decay from strong interactions. This principle is the
focus of Chapter 8, so we will not dwell on it here. Let us simply remark that if
the aforementioned mechanism naturally explains that at directions in LSWT lead
to local minima|which we may dub roton modes of the rst kind|then avoided
decay can naturally explain roton modes of the second kind. By the latter, we refer
to the scenario where the shape of the onset of the multi-magnon continuum is
determined by a roton of the rst kind, such that if a non-interacting magnon inside
this continuum is to avoid decay, its shape must mimic this local minimum. We
observed this feature in Chapter 8 in both numerical as well as experimental data4.
3. Interaction-induced symmetry. Strong interactions can enhance the symmetries
of a quasiparticle dispersion relation. For example, in Chapter 8 we noted how
the absence of decay in the isotropic triangular lattice Heisenberg antiferromagnet
(TLHAF) is equivalent to the quasiparticle dispersion relation being periodic with
respect to the thrice-smaller5 magnetic Brillouin zone. We do not claim complete
absence of decay in the isotropic model, but the degree to which decay is avoided
is directly correlated with an approximate enhanced symmetry (this can already
be seen by comparing Figs. 8.3(b) and (c)). Standard mechanisms for emergent
symmetries rely on the renormalization group. This mechanism is entirely dierent,
and it would be interesting to explore it further, e.g., in one-dimensional settings.
These are by no means the only mechanisms identied and discussed in this thesis6. They
serve to show that even in strongly-interacting low-dimensional quantum matter, the ex-
citations at nite energies need not be unstructured.
The above mechanisms are new, which naturally begs the question: what else might
have been thus far overlooked? One concrete open question is to better understand the
substructure in the multi-magnon continuum of strongly-interacting magnets. In particu-
lar, we do not yet understand the curious features in the continuum of the TLHAF, shown
in Fig. 8.3(a). In fact, it is not even clear whether this is a true two-dimensional phe-
nomenon, or whether it is an artifact of our cylinder method. Note that this is dierent for
the single-magnon dispersion, whose convergence we could conrm, which was sucient
for the purposes of conrming the avoided magnon decay.
9.4. Avoided quasiparticle decay in experiment
In Chapter 8, we also identied the novel principle of avoided quasiparticle decay in existing
experimental data. For the triangular lattice material Ba3CoSb2O9 [77], this merely served
a qualitative role, explaining the appearance of a seemingly-puzzling local minimum of the
magnon dispersion relation. The most promising application of the principle of avoided
decay, however, was for superuid helium [79{82], showcasing that one can in principle
extract eective coupling strengths by tting quasiparticle dispersions and weights. To
3For both the square and triangular lattices, the predicted three- and two- magnon continuum at the zone
boundary start at the one-magnon band by adding gapless Goldstone modes with zero momentum.
4In particular, in the inelastic neutron scattering data for Ba3CoSb2O9 [77] in Fig. 8.4(a), the bottom
(top) band is a roton of the rst (second) kind.
5The author is not aware of a connection to Hermes Trismegistus.
6For instance, there is the concept of proximate spin liquids, and the fact that high-energy magnons for
isotropic models can retain some spatial localization similar to Ising-like models|see Chapter 7.
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explore this further, one could apply this to theoretic models where one already has some
handle on the eective coupling, such that this extraction method can be benchmarked.
If this indeed turns out to be a reliable tool, then it can be used to determine eective
physical models based on experimental data, even for strongly-interacting systems.
It would also be interesting to nd an experimental realization where one can tune be-
tween decay and avoided decay. For quantum magnets, the inverse spin 1=S is a measure of
the magnon coupling strength, but this cannot be tuned in experiment. Instead, one could
use that symmetries constrain the functional form (and hence strength) of couplings; it is
easier to tune the presence or absence of symmetries. As a concrete suggestion, consider
the two-dimensional SO(3)-symmetric piperazinium hexachlorodicuprate (PHCC) [265].
The ground state preserves this symmetry, and its triplon quasiparticle has been observed
to decay in the continuum. Its smooth entrance into the continuum is allowed since an
SO(3)-symmetric coupling has to vanish at the onset of the continuum [272], such that
2(") is small (being the decay rate per Fermi's golden rule; see Chapter 8). If one ex-
plicitly breaks this SO(3) symmetry, the two-dimensional nature of the material (implying
a large density of states in the continuum) can show itself, preventing a smooth entrance
into the continuum. Alternatively, decay can be tuned in ferromagnets with a magnetic
eld and a Dzyaloshinskii-Moriya interaction; this was recently proposed by McClarty and
Rau in Ref. [284], although they did not explore the strongly-interacting regime.
9.5. Pushing the numerical frontier of spectral functions
Since the novel tool for obtaining the spectral function (see Chapter 5) was essential to
uncovering the aforementioned properties, it is natural to ask: how can this method be
improved and extended? Thus far, we have applied it to two-dimensional spin models.
In principle, the same method can be used for (spinful) fermions such as in the Hubbard
model. However, this requires a doubling of the on-site Hilbert space dimension, cutting
the accessible circumferences in half. The largest circumference we have accessed in the
spin models was Lcirc = 12 in Chapter 6; hence, a Hubbard model with Lcirc = 6 in a
gapped phase could be possible. However, a natural intermediate step between bosonic and
fermionic systems would be hole-doped magnets. Similarly, the most straightforward way
of simulating nite-temperature properties|i.e., by using a purication|would require
doubling the on-site Hilbert space dimension.
Putting systems on cylinders is a rather common operation for eld theorists who use
it to impose a nite temperature|the radius functions as an inverse temperature [285].
It is suggestive and exciting to explore whether this also applies to this lattice set-up7.
If it is indeed the case that the ground state of a two-dimensional lattice model on a
cylinder tells us about the physical properties of the innite two-dimensional model at
nite temperatures, then that would turn the cylinder geometry from a curse into a
blessing. This is worth exploring. As a concrete suggestion, one could compare the nite-
temperature phase diagram of the two-dimensional transverse-eld Ising model (TFIM)
to the ground state phase diagram of the TFIM on a cylinder with a variable radius.
Lastly, deciding whether a spectral function can be simulated using a nite bond di-
mension matrix product state|even in principle|is an interesting open question. This is
equivalent to asking whether the entanglement generated by e iHt O jground statei (with
O a local operator) is bounded or grows indenitely. Interestingly, on rst sight there
seem to be conicting eld theoretic works answering this question for 1+1 dimensional
conformal eld theories. One work implies that the entanglement always converges to a
nite value [206] whereas another claims that for a particular type of conformal eld theo-
ries, it grows logarithmically at late times [208]. The progress of the numerical method is
7I thank Ryan Thorngren for suggesting this connection.
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thus intimately linked with a better physical understanding of the entanglement generated
by quasiparticles, which is an exciting question in and of itself.
9.6. Concluding remarks
The study of topological phases is by now a mature eld of many-body physics, recognized
by the Nobel Prize in 2016 [286]. Nevertheless, it still has many surprises in store|even
in the one-dimensional setting, where one might have expected such matters to be done
and dusted. There is little doubt that much is still to be explored concerning topological
criticality in higher dimensions, a rich vein to tap into for years to come.
A more formidable blind spot in our view on many-body systems concerns the nature
of excitations above highly-entangled ground states. However, as we have seen, tensor
network methods are slowly shaping up to the task of making these features numerically
accessible and the necessary high-resolution scattering experiments have become available.
Hence, instead of having to guess what might happen, we can simply look through these
new windows onto such spectral features|a surere way of uncovering new quasiparticle
phenomenology. Indeed, nature is well-known to be more original than physicists, so we




A.1. Solving the translation invariant model with periodic
boundary conditions
Let our Hamiltonian be given by H =
P
tH. Dene f(k) =
P
 te
ik and "k; 'k 2 R
such that f(k) = "ke
i'k . One might choose to take "k  0, but we do not require this. We
now prove that a Bogoliubov rotation with angle 'k diagonalizes the Hamiltonian, with





























e ikncn. To see this, rst consider the -chain H = i2
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~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n+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where H;k = cos( k) z + sin( k) y :
(A.2)
So for our original Hamiltonian H =
P













where Hk = "k (cos( 'k) z + sin( 'k) y) :
(A.3)
We can interpret Hk as two-dimensional vector which we can align with the 
z axis
by rotating it over an angle  'k around the x axis. This is implemented by U(#) =

























A.2. Majorana edge modes: details for proof of Theorem 1
First we treat the case ! > 0, i.e. the zeros strictly within the unit disk outnumber the







on the half-innite chain. Let fzig denote the ! largest zeros strictly within the unit disk.







b(i)n n : (A.5)
Note that if the coecients b
(i)
n are real, this is indeed Hermitian and commutes with T .
The remaining requirements are hence that, rstly, 
(i)
left commutes with H, secondly, that









2ij . However, if the latter is not satised, this can be remedied by noting that f; g
125
Appendix A. Non-interacting fermions
denes an inner product on the space of zero modes and hence one can apply the Gramm-
Schmidt process. Note that one should do this in order of ascending correlation lengths,
so as to not aect the dominant part of the spatial decay. In conclusion, it is sucient
to x one of the zi and show that we can nd real-valued b
(i)
n such that [
(i)
left; H] = 0 and
jb(i)n j  jzijn (the latter implying a localization length i =   1ln jzij). The resulting edge
modes need to be linearly independent, which is automatic for distinct zeros (due to the
distinct asymptotic forms) but we will have to take care when there are degenerate zeros.
A straight-forward calculation shows that [
(i)







giving us an innite number of constraints fCn = 0g. Let us rst consider the case Np = 0,
then t<0 = 0, which means that each Cn contains all the coecients of f(z). Concretely,




i , we have Cn = zn 1i f(zi) and hence all constraints























i  zn 1i (which are indeed also solutions due to the Hermiticity of n). Hence
if zi is complex, we obtain two solutions, consistent with zi and zi being distinct zeros of
f(z). Another subtlety arises when zi is degenerate. Suppose zi has an m-fold multiplicity















= 0. Note that
these solutions are linearly independent, yet they all have the same localization length.
We now consider the case Np > 0. Let f~zsg denote the Np smallest zeros of f(z). Since









Note that before we had to take the exponent of zi to be a   1 instead of a to ensure
normalizability in case zi = 0, but when Np > 0 we know that zi 6= 0 (otherwise it could
be substracted from the pole). Since t< Np = 0, we similarly have that Cn>Np = 0
is trivially satised by virtue of zi and f~zsg being zeros of f(z). The remaining Np







. We now show that if the zeros are not degenerate, A is invertible.




s (using that ~zs 6= 0
since Np > 0), which by simple row reduction can be reduced to the Vandermonde matrix
associated to f~zsg with determinant
Q
(~zs   ~zs0) 6= 0. Hence there is a unique solution for
fig. If there is a degeneracy in f~zsg, one can repeat the trick encountered in the case
Np = 0 by working with the derivatives instead. Similarly, if one of the zeros is complex,
one can take the real and imaginary combinations of the above solution. In the special
case that zi 2 f~zsg, these two solutions are not linearly independent, which is in fact
consistent with the number of edge modes claimed in the statement of the theorem.
Suppose now that !  0. The above arguments show that in that case we cannot
construct a real mode on the left (because the resulting recursion relation does not admit
a normalizable solution). We could perhaps construct an imaginary mode on the left edge,
or equivalently, a real mode on the right edge. This is true if and only if the spatially
inverted system (i.e. where left and right are swapped) admits real zero modes on its left
edge. Hence, to prove Theorem 1, it is sucient to prove that if the original system has
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topological invariant !, then the inverted system has !inv =  (! + 2c). Indeed: if then
!inv > 0, we can conclude that the original system has !inv = j!+2cj imaginary modes on
its left edge, whereas if !inv  0 it has none. In the latter case we can make the stronger
claim that it does not allow for any edge modes: if there were a  such that [;H ] = 0, we
could split it into its real and imaginary components,  = +TT2 +
 TT
2 , each of which
would commute with the Hamiltonian.
We now prove that if f(z) has topological invariant !, then the inverted chain has a
function finv(z) with topological invariant !inv =  ! 2c. First note that spatial inversion









and denote the number of zeros of f(z) inside the unit disk as Nz and the total number of












N invP = N   Np. Moreover the total number of zeros is still the same, the number of






outside the unit disk is the number zeros of f(z) within the unit disk, such that
N invZ = N  Nz   2c. In conclusion, !inv = N invz  N invp = Np  Nz   2c =  !   2c. This
nalizes the proof.
Note. On rst sight the condition that ! <  2c might seem surprising, however it
makes conceptual sense: if ! satises that criterion, then any neighboring gapped phase
has a winding number that is more negative than !+2c (which corresponds to the gapped
phase where we move all the zeros on the unit circle inside the unit disk), i.e. then every
nearby gapped phase has at least j! + 2cj edge modes.
Example. Let us treat one example: H = t0H0 + t1H1 + t2H2 with homogeneous
coordinates t0; t1; t2  0. The associated function is f(z) = t2z2 + t1z + t0. It is useful






, such that the two zeros




2   0. Finding the critical points of this model,
comes down to characterizing when at least one of the zeros has norm one. For this it is






, we have z1;2 =   12  i
r  12 2   0 such that jz1;2j2 = 0. Hence, one
critical line in this model, with two zeros on the unit circle, lies at 0 = 1 and 1 < 2. This










2   0. A straight-forward calculation shows at least one has norm






, but the former in fact implies the latter. Hence we obtain the critical
line t1 = t0 + t2 shown in Fig. 2.4.
Notice that on the latter line, the zeros of f(z) are z1 =  1 and z2 =  0. Hence if 0 <





with localization length  =   1ln 0 . If 0 = 0 we obtain the special case H = H1 + H2
discussed in the main text, with a perfectly localized edge mode L = 1.
A.3. Correlation length from the zero closest to the unit circle
In Eq. (2.8) of the main text, we derived that






Originally, the contour is along the unit circle. Gradually increase the radius of this
contour until we hit a singularity of the integrand. This occurs at the zero z0 which is
closest to the unit circle; if jz0j > 1, then the singularity is due to the numerator, whereas
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if jz0j < 1, the singularity is in the denominator. (We presume the generic setting where
z0 has multiplicity one and where 1=z0 is not also a zero of f(z); in the special case where
either of these assumptions are violated, one can indeed have cancellations such that the
correlation length is determined by other zeros of f(z).) For deniteness, let us presume
that z0 lies outside the unit circle; the argument is straightforwardly adapted to the other
case. Moreover, for ease of discussion, we presume z0 = x0 lies on the positive real axis
and that there is no other zero zi with jzij = jz0j.
Take a nite " > 0 such that there are no other zeros zi for which x0 < jzij < x0 +". We
can thus push the contour out further than the radius jz1j|except at the branch point
where it gets snagged. In this region, we can presume that branch cut emanating from x0












where freg(z) is analytic over the domain of integration. We change variables: x = x0e
t
with the domain of integration t : 0! ln(1 + "=x0)  tf . For large N , we thus obtain the
asymptotic expression (ignoring prefactors)




et   1 freg(x0et) e tNdt: (A.10)
By virtue of Watson's lemma, for large N the integral is an algebraic function of N . In
conclusion, the two-point function asymptotically behaves as  x N0 . Since x0 > 1, this
thus implies an exponential decay  e N= with  = 1= lnx0.
A.4. Topological invariant in the case of a unit cell
Here we provide more details for the case where the system is not strictly translation
invariant, but instead has a repeating unit cell structure. This material is divided into
three main sections.
1. The rst section concerns the denition of a Hamiltonian with a unit cell of N sites
and its associated complex function f(z) with topological invariant !. A consistency
check is required: if we have a translation invariant system (i.e. N = 1), the de-
nition of ! as discussed in the main text can be used, but we are free to describe
this system as having a unit cell (N > 1) and hence choose to use the generalized
denition of ! for systems with a unit cell. We conrm that both options give the
same value for !. Moreover, we show that ! is a genuine invariant even in the case
of a unit cell, i.e. that it cannot change without causing a bulk phase transition.
The reasoning is analogous to that of the main text, i.e. the values of f(z) on the
unit circle are related to the bulk energy spectrum.
2. The second section derives the additive property of !: if one describes two decoupled
systems as one system with a larger unit cell, then the ! thus obtained is simply
the sum of the two original topological invariants. This property is shared by the
central charge c.
3. The third section concerns the classication of phases in the BDI class. Recall that
in the main text we showed that a translation invariant system with central charge
c and topological invariant ! can be tuned to have an associated complex function
f(z) =   z2c  1 z!. We also explained the intuition that if we allow for paths
of local Hamiltonians with a unit cell, that we should be able to connect cases
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which have dierent signs in the above f(z). Here we conrm this by construction.
This completes the proof of Theorem 2 for phases which allow for a translation
invariant realization. However, this collection of phases is not closed under stacking:
a gapped translation invariant chain stacked on top of a critical translation invariant
chain cannot be connected to a single critical translation invariant chain (indeed: the
latter never has any gapped degrees of freedom). We thus extend the classication
to the set of phases generated by stacking. The result is that two systems are in the
same phase if and only if they have the same c and ! |possibly up to a decoupled
trivial chain (with c = ! = 0). The latter is only necessary when one attempts to
connect a critical chain without gapped degrees of freedom to one with them: all the
gapped degrees of freedom can then be separated out (i.e. dumped) into a decoupled
trivial chain.
A.4.1. Denition of topological invariant
For completeness and ease of reference, we repeat the denition given in the main text.
Suppose that instead of a translation invariant chain, we have a unit cell of N sites.




n Tn+, where T 2 RN  RN . The
associated meromorphic function we dene is







We again dene the topological invariant as ! = Nz  Np, where Nz denotes the number
of zeros of f(z) strictly within the unit disk, and Np is the order of the pole at z = 0.
! is well-dened, i.e. independent of blocking
A translation invariant system H = i2
P
~n t n+ has an associated function g(z) =P
tz
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 tN+1    tN+(N 1)





tN (N 1) tN (N 2)    tN
1CCCA ; (A.12)
with an associated function f(z) = det (
P
Tz
). We now show that f(z) has the same











g0(z) g1(z)=z    gN 1(z)=zN 1
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nN+i, giving a decomposition g(z) =
P
i gi(z) such that gi (z) =
i gi(z) where  = e




is the determinant of the circulant
matrix associated to the list of numbers (g0(z);    ; gN 1(z)), whose determinant is known
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is simply N times that of f(z), hence we
conclude f(z) and g(z) have the same topological invariant. This means ! does not depend
on how we choose to describe our system.
As an aside, it is worth noting that f(z) and g(z) do not coincide. For example, H0 +H2
has the associated function g(z) = 1 + z2 = (z + i)(z   i), whereas the above shows that
f(z2) = g(z)g( z) = (1 + z2)2, such that f(z) = (1 + z)2. Observe that f(z) has a zero
at z =  1 with multiplicity two. Unlike in the translation invariant case, this no longer
implies that the dynamical critical exponent zdyn = 2. This illustrates that if the system
has a unit cell, we can no longer use the associated function to distinguish between, for
example, a CFT with c = 1 or a single quadratic gapless point. However, it remains true
that if the bulk is a CFT, then the central charge is given by half the number of zeros
on the unit circle (counting multiplicities). This is a consequence of the relation between
f(eik) and the energy spectrum, which we prove now.
! cannot change without a phase transition
The values of f(z) on the unit circle carry the same relevance as in the translation invariant
case. In particular, a zero crossing the unit circle would correspond to changing the physics
in the bulk, since
f  eik = QNn=1 "(n)k , where "(n=1; ;N)k represent the N bands. To see
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i.e. F (z)F (z)
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such that detHk = ( 1)N
f  eik2. This nishes the proof since detHk = ( 1)N QNn=1 "(n)k 2.
Hence even in the presence of a unit cell, we can associate a meromorphic function to the
Hamiltonian. Moreover, this gives rise to a well-dened topological invariant (independent
of whether the system is gapped or gapless) that can only change if the bulk undergoes a
phase transition.
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A.4.2. Additivity of c and ! under stacking













respectively. One can stack these two on top of one another, which is










such that f(z) =
 G(z) 00 H(z)
 = g(z)h(z) : (A.19)
Hence the topological invariant of f(z) is the sum of those of g(z) and h(z). This establishes
the additive property of the topological invariant under stacking |similar to the well-
known property of the central charge of a CFT. Note that the central charge can only
increase under addition, such that the labeling by N  Z, with c 2 12N and ! 2 Z, is in
fact a semigroup.
In the main text we saw that c and ! uniquely label all the phases which allow for at
least one translation invariant representative (if translation symmetry is not enforced).
Stacking such phases can in principle generate new phases, and hence it is a priori not
clear that c and ! are sucient to label them, i.e. that stacks with the same c and ! can
be connected. In the next section we show that this is in fact true. This means that the
set of phases can be identied with the semigroup NZ, where the operation of stacking
corresponds to addition. The special case where c = 0 corresponds to the classication of
gapped phases in the BDI class which is known to be classied by the group Z, which in
this context can be identied with f0g  Z  N Z.
A.4.3. Classication
Eect of unit cell on classication of translation invariant chains
In the main text we explained how any translation invariant model with central charge
c and topological invariant ! can be tuned to the canonical form f(z) =   z2c  1 z!
whilst at all times preserving translation invariance. From the above we know that even
if we allow for paths with an arbitrary unit cell, ! cannot change without causing a phase
transition (whereas c is not allowed to change by virtue of our very denition of a phase).
However, we now show that by allowing for such a unit cell, we can connect models with
such dierent signs. The situation is summarized in Fig. A.1.




















does the trick: U()HU()
y =  H whereas [U(); T ] =
0. Although U() maps strictly translation invariant models to strictly translation invari-
ant models, for intermediate 0 <  < , the transformed Hamiltonian will have a two-site
unit cell.
For the second sign, we need to nd a transformation which maps H! !  H! and
H2c+! ! H2c+!. Note that at a discrete level, this is accomplished by applying (for a
chain with periodic boundary conditions)
V =    (~1    ~2c) (2c+1+!    4c+!) (~4c+1    ~6c) (6c+1+!    8c+!)    (A.20)
Indeed: V H!V
y =  H! and V H2c+!V y = H2c+!. We now need to show that this can be






~6nc+m~6nc+4c+m + 6nc+2c+!+m6(n+1)c+!+m : (A.21)
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, which has central charge c 2 12N and topological invariant
! 2 Z, can be brought to the canonical form H =  (H2c+! H!) with
f(z) =   z2c  1 z! without causing a phase transition (as explained in the
main text). The pattern of zeros and poles of this canonical form is illustrated
above, where `sign' denotes the choice of the relative sign in z2c1. Including
the further choice of the overall sign, one obtains a Z2  Z classication for
the gapped phases (c = 0), and a Z2  Z2  Z classication for the critical
phases which are described by a non-trivial CFT in the bulk. If we allow
for paths which break strict translation symmetry by introducing a unit cell,
we can always bring it to the form H = H2c+! + H!: the central charge
and the topological invariant fully characterize each phase (as long as the
dynamical critical exponent zdyn = 1, i.e. the zeros on the unit circle are
non-degenerate).
Firstly note that [A; T ] = 0. Secondly, all the terms in A commute, such that





















































~6nc+m~6nc+4c+m6nc+2c+!+m6(n+1)c+!+m = V : (A.25)
Extending the classication to stacks: a semigroup structure
We consider all phases in the BDI class which are described in the bulk by a CFT and
which can be obtained by deforming a translation invariant Hamiltonian H =
P
tH |
or stackings thereof| with an arbitrary unit cell. We now prove that these are classied
by the semigroup N  Z, being uniquely labeled by the central charge c 2 12N and the
topological invariant ! 2 Z. More precisely, given such a system, then after adding a
single trivial decoupled chain H0 if need be, we can always smoothly connect it to a
chain described by H! stacked on top of 2c copies of the standard critical Majorana chain
H0 +H1.
Note that given the previous section, it is sucient to prove the above statement for a
system consisting of n decoupled chains, each in the canonical form Hi = H2ci+!i + H!i
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with central charge ci and topological invariant !i such that c =
Pn
i=1 ci and ! =
Pn
i=1 !i.
We prove this by induction.
Consider the case n = 1. If c = 0, then the system is already described by H! and we
are done. If c 6= 0, then after stacking with a trivial chain described by H0, we can bring
it to two decoupled chains H! and H0 +H2c by virtue of Corollary 1 (an auxilliary result
proved below). The latter can naturally be seen as consisting of 2c decoupled copies of
H0 +H1.
As for the induction step: suppose the decomposition holds for n, then we prove it for
n + 1. Applying the result on the rst n chains gives us H!1++!n and 2(c1 +    + cn)
copies of H0 +H1. We can now use Corollary 1 to transfer the topological invariant of the
(n+1)th chain into H!1++!n , leaving the (n+1)th chain to be described by H0 +H2cn+1 .
If cn+1 6= 0, the latter consists of 2cn+1 copies H0 +H1 such that we are done. If cn+1 = 0,
then we end up with two decoupled gapped chains (in addition to the critical chains),
described by H! and H0. However, such a stack can locally and smoothly be connected
into a single chain H!. One way of seeing this, is by using Corollary 1 to connect this
to two copies of H!
2




if ! is odd. In the
former case, simply interlacing the two chains gives a chain described by H!, whereas in
the latter case the same works if one also swaps the corresponding real Majoranas of both
chains. This swapping can be done locally, smoothly and in a T -preserving way by virtue
of Lemma 1, which is proven below. This completes the proof.
Lemma 1 A permutation of a nite set of Majorana modes of the same type (i.e. real or
imaginary) can be implemented in a smooth and T -preserving fashion, on the condition
that the same permutation cycle is applied on two disjoint systems.
Note that a permutation of a nite number of Majoranas is automatically local. If one
is interested in non-overlapping permutations cycles (whose cycle length does not depend
on system size) in an arbitrarily large system, then by applying this result in parallel, one
can achieve this in a local, smooth and T -preserving fashion.
Since any permutation can be decomposed into a series of transpositions, it is sucient
to prove this lemma for the special case of a swap 1 $ 2. The condition that the same
permutation cycle is applied on a disjoint system, means we also want to swap 3 $ 4.








































It is clear that for  2 R we have [U(); T ] = 0, and the Hermiticity of the Majorana modes
shows that U() is unitary. It is straightforward to show that U() = 12(2 1)(4 3).
This means that U()1U()
y = 2 and U()2U()y = 1 (and analogously for 3 and
4). Hence, U() indeed smoothly implements the two swaps for  2 [0; ].
Note that we needed to simultaneously do the swap on 3; 4 as well, otherwise we





, which indeed achieves V ()2V ()
y = 1 but also
V ()1V ()
y =  2.
We now show that this lemma implies a very useful corollary.
Corollary 1 Given two decoupled translation invariant chains in the BDI class with topo-
logical invariants !1 and !2 respectively, there is a local, smooth and T -preserving way to
shift !1 ! !1 +  and !2 ! !2    for arbitrary  2 Z.
Colloquially, we say that we can transfer the topological invariant between the two chains
whilst staying within the same phase.
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Note that for a single chain we can arbitrarily modify its topological invariant by shifting
each real mode n ! n+ , which has the eect t ! t+ such that f(z) ! zf(z) and
hence ! ! !+. However, this discrete mapping cannot be implemented in local, smooth
and T -preserving way. Indeed, we know we cannot change ! without causing a phase
transition.
However, given a stack of two chains, it turns out we can implement the above shift
map (in opposite directions on each chain, such that the total topological invariant is
unaected) via a series of local permutations. The corollary then follows by applying
Lemma 1. The necessary permutations are shown in Fig. A.2.
⇒ ⇒ ⇒
Figure A.2.: A visual proof of the statement that by local permutations of Majoranas
of the same type (blue and green denote real Majorana modes, red denote
imaginary modes) one can map n ! n 1 in the top layer and n ! n+1 in
the bottom layer (and one can reverse the shift by changing the direction of the
arrows in the gure). This implies that if the two chains were decoupled, then













the opposite direction for H(bottom)). In other words: this allows to transfer
the topological invariant from one chain to the other (whilst keeping the total
! unchanged). As a consequence of Lemma 1, this type of transformation
can be done smoothly in a local and T -preserving way. Hence this allows, for
example, to continuously connect a stack of H0 (! = 0, c = 0) and H1 +H2




B. The principles of symmetry
fractionalization in one dimension
Consider a gapped one-dimensional system of length N invariant under a global symmetry
group G. The total Hilbert space has a tensor product structure H = 
nHn with an on-site
Hilbert space dimension dim(Hn) = d (possibly after blocking). The abstract symmetry





are the dN  dN unitary matrices. We work in the setting where the symmetry
is on-site, which means that there exists an (anti-)linear representation n : G ! U(d)
such that for all g 2 G, (g) = 
nn(g). In the case of an anti-unitary symmetry, this
means that the basis in which we dene complex conjugation has to be compatible with
the tensor product structure. Note that such on-site symmetries are automatically well-
dened if we have open boundary conditions, which is essential for our approach. Since
we will be interested in faithful representations (which means G = (G)), we will in fact
identify G with its representation. In other words we can say `take U 2 G' where U is
some unitary operator.
B.1. Each symmetry fractionalizes
Consider a bosonic system with open boundaries. In section 3.1 we have argued that
any unitary symmetry U 2 G can eectively be written as U = ULUR where UL;R are
exponentially localized near the boundary. This means that in the thermodynamic limit,
UL and UR have no overlap. We now argue that this means that UL;R are separately
symmetries, at least in the ground state subspace (however, if U = ULUR holds even for
excited states {as is the case for strong zero modes{ then the following argument applies
to the full Hamiltonian). Decompose the Hamiltonian H = HL + HR where HL has no
overlap with UR and HR has no overlap with UL. This is possible due to the locality of
the Hamiltonian. (Note that HL will have overlap with HR.) Due to the tensor product
structure of the symmetry, we can also choose HL and HR such that U is a symmetry
of each individually. This means 0 = [U;HL] = [ULUR; HL] = [UL; HL]UR. Since UR is
invertible, this means [UL; HL] = 0. The fact that UL has no overlap with HR also means
[UL; HR] = 0. Hence [UL; H] = [UL; HL +HR] = 0. Similarly [UR; H] = 0.
B.2. Projective representation on the edge
The previous paragraph showed that bulk symmetries U; V 2 G dene edge symmetries
UL; VL; UR; VR. We now discuss what relations hold for these edge operators, working in
the bosonic setting {later we mention what changes in the fermionic case. Suppose, for
example, that the original symmetries U and V are commutative, i.e. UV U 1V  1 = 1,
then ULVL = e
































i. This proves the above claim. More generally, any group relation
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that holds in G, also holds for the edge symmetries up to a phase factor. This means the
edge transforms under a projective representation of G.
B.3. Gauge symmetry and classes
The phase factors of such a projective representation can have an arbitrariness to them.
The dening relationship U = ULUR is invariant under the gauge transformation UL !





L is gauge invariant. On the other hand, if U
2 = 1, then U2L = e
i which
transforms under the previous gauge transformation as U2L = e
i(2+). In particular, one
can (partially) x the gauge of UL by choosing U
2
L = 1. To each projective representation,
one can associate its gauge-invariant phase factors. We say two projective representations
belong to the same class if these factors are the same. For example, all half-integer projec-
tive representations of SO(3) belong to the same class. The set of these classes itself forms
a group (for example one can add two classes by multiplying their phase factors) which is
mathematically denoted by H2(G;U(1)) and is called the second group cohomology group
with coecients in U(1). For example, H2grp(SO(3);U(1)) = Z2, corresponding to the two
distinct classes of half-integer and integer spins. In case G is nite, it is also referred to
as the Schur multiplier of G.
B.4. Topological invariants and protected edge modes
The above shows that to each gapped symmetry-preserving Hamiltonian, we can associate
a list of phase factors to its edges. If one has two dierent Hamiltonians, each with its own
set of phase factors (i.e. each is associated to a class of projective representations), then
if these phase factors cannot be smoothly deformed into one another, these Hamiltonians
must be in distinct phases. This happens if these phase factors can only take discrete
values. Consider for example G = Z2  Z2 generated by U and V . We have already
encountered the invariant ULVL = e
iVLUL. Since also U
2 = 1, then U2L is a phase factor
and hence [U2L; VL] = 0. This means e
i2 = 1, such that the projective representations
of G = Z2  Z2 are labeled by ULVL = VLUL. Such a discrete invariant cannot change
smoothly and thus labels distinct phases. Note that a non-trivial projective representation
always has a dimension > 1 (otherwise everything would trivially commute). In this way
non-trivial phase factors are also linked to degenerate edge modes. More concretely, a
d-dimensional projective representation protects a d-dimensional edge mode.
Not all distinct classes of projective representations dene dierent phases. For example,
the projective representations of G = Z  Z are characterized by a continuous phase
ULVL = e
iVLUL. In other words, the distinct classes of projective representations are
labeled by H2grp(ZZ;U(1)) = U(1): there are innitely many, but they are all smoothly
connected. However, a nite-dimensional unit cell is symmetric with respect to a nite
group G or a compact Lie group G, in which case H2grp(G;U(1)) is discrete
1. So for the
case of nite-dimensional on-site Hilbert spaces, the classes of projective representations
are characterized by discrete invariants, i.e. they label distinct SPT phases with protected
edge modes.
1If G is a compact Lie group, then H2grp(G;U(1)) = H2sing(G;Z) which is well-known to be = Z T with




A similar procedure works for an anti-unitary symmetry T = UK, where U is an on-site
symmetry and K is complex conjugation dened in a tensor product basis. If one chooses
a basis for the low-energy degrees of freedom (necessarily living on the edge since the
bulk is gapped) which factorizes between left and right, then one can dene a new notion
of complex conjugation, ~K, with respect to this factorized basis. If we restrict ourselves
to these basis states, the same argument goes through as before, i.e. the symmetry will
eectively act as T = ULUR. Allowing for phase factors and superpositions, the expression
becomes T = ULUR ~K in the low-energy subspace.
If the original symmetry satises T 2 = 1, then






= (ULUL)(URUR) where O := TOT (B.2)
Since the two factors act on disjoint regions, ULUL = e
i. Note that this phase factor
is invariant under U ! eiU . Moreover we see that U 1L = e iUL, and since any
operator commutes with its inverse, we have that UL and UL commute. Hence the product
ULUL must be real. We conclude that the projective representations of T
2 = 1 are
labeled by ULUL = ULUL = 1. Alternatively, one could have dened the invariant
UL ~KUL ~K = 1, and in fact for bosonic systems (ULT )2 = (UL ~K)2 (which can be proven
using T = T 1 = ~KU 1R U
 1
L ) so the choice is irrelevant. The latter choice might seem
more natural, since UL ~K can be said to be an anti-unitary operator living on the left
edge, but the fermionic case (which we address soon) shows that the other invariant is
preferable.
To conrm that this invariant is independent of our choice of (factorized) basis, note that
any other choice leads to a complex conjugation ~K 0 = WLWR ~KW 1R W
 1
L . Each eective
complex conjugation, ~K and ~K 0, leads to a fractionalization T = ULUR ~K = VLVR ~K 0.
Substituting the above expression for ~K 0, one obtains UL = VLWL ~KW 1L ~K up to a phase
factor which does not aect the argument. Using this one can indeed straightforwardly
show that (ULT )
2 = (VLT )
2, again using the trick that T = T 1.
B.6. What changes for fermions
So far we have used the fact that if UL and UR act on disjoint regions, then they com-
mute. This clearly need not be the case for fermionic systems. This means that for each
symmetry we can now have an extra phase factor: ULUR = URUL. Equivalently, this
encodes whether UL is bosonic or fermionic, i.e ULP = PUL, where P is fermionic parity
symmetry. A (projective) representation with this extra structure is called graded[16].
There is an important subtlety. In order to have a well-dened symmetry fractional-
ization of an anti-unitary symmetry, T = ULUR ~K, it is important that ~K is chosen with
respect to basis that factorizes over the edges. If this can be done, then the above proof
directly applies to show the gauge invariance of ULUL, even if UL is fermionic. How-
ever, fermionic chains can have a non-local fermionic mode that is spread out over both
edges and hence such a basis does not exist. The best one can do is a decomposition
H = (HL 
HR)Hnon-local, where dimHnon-local = 0; 2. This corresponds to respectively
having an even or odd number of Majorana modes per edge. The denition of ~K then
depends on the basis one chooses in Hnon-local, which can possibly change the value of
ULUL. This simply means the anti-unitary symmetry protects the non-local mode (e.g.
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this is the case for the Kitaev chain, which is dual to the statement that the degeneracy of
the Ising chain is protected by the spontaneously broken PT symmetry). Despite ULUL
not being gauge-invariant in that case, one can still use it to label distinct phases, even
if one does not make consistent gauge choices {this will be illustrated in the example of
the -chain which we soon compute. Nevertheless, if one so prefers, one can consistently
x the gauge by requiring that the non-local basis vectors are chosen to be an eigenstate
of PL (where P is fermionic parity symmetry). Equivalently this means ~KPL ~K = P
 1
L .
Note that this condition on ~K is independent of the gauge choice for PL.
One might wonder how what changes if we switch between the two possible gauge
choices. To this purpose, we can label the gauge by , i.e. ~KPL ~KPL = ( 1) . One can
straight-forwardly prove that if PLPR = PRPL, then  = 0, conrming that the subtlety
of xing  only arises in the presence of a non-local mode. In the latter case, one can
show that ~KPR ~KPR = ( 1)+1, i.e. xing this gauge is equivalent to choosing an edge,
matching the fact that after a Jordan-Wigner transformation (which also chooses an edge)
one obtains a spin chain where these subtleties do not arise. Suppose now that T = ULUR ~K
in a gauge labeled by , then one can change the gauge by choosing ~K 0 = PLPR ~K. One
can show that the new fractionalization, T = VLVR ~K
0, satises VLV L = ( 1)+afULUL,
where a (resp. f) denotes whether PL (resp. UL) is fermionic. Similarly, the same identity
holds for the right-hand side if we replace  ! +a. (Useful intermediate results to prove
this, are PLTPLT = ( 1)+f and PLUL = ( 1)(a+1)fULPL, which both straightforwardly
follow from the trick of rewriting PL = PP
 1
R and T = T
 1 = ~KU 1R U
 1
L .)
Another subtlety is that instead of the invariant (ULT )
2 one could consider (UL ~K)
2.
However, one can show that (ULT )
2 = (UL ~K)2, where the sign corresponds to UL being
bosonic (plus) or fermionic (minus). Hence if one is merely interested in counting and
distinguishing phases, the choice is irrelevant. However, in section 3.2.1 we have argued
that the former choice is more natural in terms of the physics. For example, it leads one to
the conclusion that the 2-chain is protected by PT on the left-hand side, which is indeed
given substance by the Jordan-Wigner transformation (with its string starting at the left
end) mapping the 2-chain to a spin chain protected by PT (and not T ).
B.7. Symmetry fractionalization of the -chain
The -chain is a fermionic system with an anti-unitary symmetry T = K. From the above
discussion, one can make an educated guess about the number of phases it has: there is
an invariant for whether or not the fractionalization of P is fermionic (i.e. there are an
odd number of Majorana modes per edge) and then two invariants for whether or not T
protects something on the left or right. In summary we are interested in obtaining for
each -chain the following phase factors (where T = ULUR ~K):
PLPR = ( 1)aPRPL (B.3)
TULTUL = ULUL = ( 1)b (B.4)
TURTUR = URUR = ( 1)c (B.5)
Note that if one is given b, then the invariant c is equivalent to the information of whether
or not UL;R is fermionic. Indeed: 1 = T
2 = TULUR ~K = (TULT )(TURT )ULUR, hence the
fractionalization being bosonic or fermionic is equivalent to (ULT )
2 having, respectively,
the same or opposite sign as (URT )
2. One can rephrase this as ULUR = ( 1)a+bURUL,
and also ULP = ( 1)a+bP UL. Note that as discussed above, the values of b and c depend
on the choice of complex conjugation in case of a non-local fermion (i.e. a = 1). One can
encode this choice in  = 0; 1 where PL ~KPL ~K = ( 1) . Nevertheless, we will see a; b; c
successfully distinguish all eight phases even if one mixes choices of .
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B.7. Symmetry fractionalization of the -chain
 a b c
0 0 0 0
1 1 0 (0) [1]
2 0 0 1
3 1 (0) [1] 1
4 0 1 1
5 1 1 (1) [0]
6 0 1 0
7 1 (1) [0] 0
Table B.1.: The phase factors characterizing the symmetry fractionalization of P and T as
dened in Eq. (B.3) and derived from Eqs. (B.8) and Eq. (B.11). If the result
depends on the gauge choice PL ~KPL ~K = ( 1) , we show it in parentheses.
In that case, the value in round (square) brackets corresponds to  = 0 ( =
1). Note that these three columns correspond to the rst two columns in
Table (3.1).
A priori one might also expect PT to give extra invariants. However we now show that
its fractionalization is xed by the above information. If we write PT = VLVR ~K, then
(PT )VL(PT )VL =

TURTUR if a = 0
( 1)+1TULTUL if a = 1 (B.6)
This is straight-forward to derive. Firstly note that VL = PLUL (up to an irrelevant sign),
hence




where we have used that PLTPLT = ( 1)+b+c and ULPPL = ( 1)a(b+c)PPLUL.
We now explicitly derive the expressions for PL;R and UL;R for the -chain (where for










This is a direct consequence of P = iN
Q
~nn and the fact that for all 1  n  N   ,
in the ground state subspace ~nn+ = i. To factorize the low-energy Hilbert space made
up by these modes as much as possible onto the edges, let us dene8><>:
cL1 =
1

















where a = b=2c. If  is odd we have the extra non-local mode c = 12 ( + i~N +1). We
now dene ~K as complex conjugation in the basis of these fermionic modes. Equivalently:
~K
()




Appendix B. The principles of symmetry fractionalization in one dimension
One can ascertain that in this gauge we have PL ~KPL ~K = 1, i.e.  = 0 (the other gauge
would correspond to changing ( 1)n+1 ! ( 1)n). Comparing Eq. (B.10) to the action of








The above explicit symmetry fractionalizations allow us to read o the invariants a; b; c,
as summarized in Table. (B.1). As an example, consider  = 3 such that UL = 2. Then
ULUL = 2( 2) =  1, hence b = 1.
From our earlier discussion (and characterization) of how the symmetry fractionalization
of T depends on the choice of basis, we can also directly obtain the values for the gauge
choice PR ~KPR ~K = 1 (i.e.  = 1 if a = 1). When b or c depend on this choice, we show
it in parentheses, where value in round (square) brackets corresponds to  = 0 ( = 1).
Note that one can also directly calculate it in the basis where PR ~KPR ~K = 1 by redening
~K ! PLPR ~K, in which case the sign in Eq. (B.10) changes from ( 1)n+1 to ( 1)n. For
example, UL is now given by the product of odd Majorana modes instead of even ones.
This information is represented in the main text in Table (3.1). There we have inserted
an extra column specifying the symmetry fractionalization of PT , which can be derived
from that of P and T as mentioned before. Note that changing the gauge choice is
equivalent to swapping the T $ PT and `left' $ `right' in Table (3.1). This allows one
to directly see which values are gauge-independent.
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C. Symmetry-enriched quantum criticality
C.1. Symmetry uxes and their charges
C.1.1. Symmetry properties of unique symmetry uxes
For any g 2 G and h 2 C(g), we dene g(h) through UhSgUhy = g(h)Sg (presuming
we have chosen the endpoint operator Og such that C(g) acts nicely on it; otherwise we
have to use the inner product, as discussed in the main text). From this denition, it
directly follows that g(hk) = g(h)g(k), i.e., g : C(g) ! U(1) is a one-dimensional
representation. Other useful properties|which hold for bosonic systems which are gapped
or described by a CFT|are g(h) = h(g)
 1 and g(g) = 1. In the gapped case, these
can be derived from the concept of symmetry fractionalization. More generally, these can
be argued based on modular invariance of the partition function. Note that g(g) = 1
need not be true for fermionic systems: the Kitaev chain is a paradigmatic example where
the symmetry ux of P is charged under itself!
C.1.2. From abelian charges to cocycles
Here we show how specifying the above charge g for any g 2 G is equivalent to specifying
a projective representation of G if G is abelian.
Due to the structure theorem, we have G = Zr1    Zrn (for convenience we take G to
be nite). Let g1, ..., gn be a set of generators. We now dene a central extension of G,
which is a group ~G generated by the symbols g^1, ..., g^n, and complex phases. To dene
the relations between these generating elements, it is useful to introduce the shorthand
[a; b]  aba 1b 1. The relations of ~G are then g^rjj  1 and [g^j ; g^k]  gk(gj). A priori,
it is not trivial that this denition is consistent, since there are non-trivial relationships
between commutators. In particular: [a; b] = [b; a] 1 and [a; bc] = [a; b][b; [a; c]][a; c] and
[g; g 1] = 1. However, the properties of g mentioned in the previous subsection indeed
show that the consistency relations are satised.
We have thus dened a central extension U(1) ! G^ ! G. This short exact sequence
simply means that G = ~G=U(1), as one can readily verify. This is equivalent to dening
a projective representation of G. The latter is often characterized in terms of a cocycle
!(g; h). The standard way of obtaining this from the extension, is by rst dening a section
s : G! G^, i.e., an embedding of the original group into the extended one. It is sucient
to dene this on the products of the generating elements: s(gk11    gknn )  g^k11    g^knn . The
cocycle is then determined via !(g; h) = s(g)s(h)s(gh) 1.
C.1.3. Gapped symmetries
In this subsection, we focus on symmetries which act only on gapped degrees of freedom.
Symmetry ux from symmetry fractionalization: string order parameter
For gapped symmetries, there is the notion of symmetry fractionalization [16, 17]. This
says that if one acts with the symmetry operator on a nite but large region, it eectively
only acts non-trivially near the edges: UgmU
g




i!(g;h)UghR ; here !(; ) characterizes the so-called second group
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cohomology class. These fractional symmetries, UgL and U
g
R, might have non-trivial sym-
metries properties which force their expectation value to be zero. A string order parameter
is then usually dened by nding an operator Og that cancels these symmetry proper-
ties such that hOgmUgLi 6= 0 and hUgROgni 6= 0. The resulting string order parameter is
then OgmUgmUgm+1   Ugn 1Ogn which has long-range order by construction. Note that this
exactly satises the condition for the symmetry ux of g as dened in subsection 4.2.1.
Uniqueness of symmetry ux
Suppose one has a second operator ~O that satises the same properties. In particular,
h ~OgmUgLi 6= 0 and hUgR ~Ogni 6= 0. From this, we can then directly observe that its symmetry
ux is linearly dependent with the other one. More precisely, using the inner product of
Eq. (4.6) (using that g = 0):
h ~SgjSgisym = limjn mj!1h
~OgmUgm   Ugn 1Ogni (C.1)
= lim
jn mj!1
h ~OgmUgLihUgROgni 6= 0: (C.2)
Charges from the cocycle
Having shown the uniqueness of the symmetry ux of g 2 G, we can now consider on
its symmetry properties. For any h 2 C(g) (i.e., the elements of commuting with g), we
can consider UhSg  Uhy = g(h)Sg with g(h) 2 U(1). As noted before, the function
g : C(g) ! U(1) : h 7! g(h) is a one-dimensional representation of the stabilizer
of g. We now show that g(h) = e
 i(!(h;g)+!(hg;h 1)). By denition of Og, it has the
opposite symmetry property of UgR (indeed, otherwise OgUgR could not have a nonzero
expectation value), hence UhUgRU
hy = g(h)U
g











Note that in subsection C.1.2 we proved that this relationship can be inverted if G is
abelian.
C.2. Duality mapping (Ix; Iy; Iz)$ (1;Hal; 0)
One can dene the following unitary mapping (ignoring boundary conditions):
X2n+1 = ( 1)n ~Z1    ~Z2n 1 ~Z2n (C.3)
Y2n+1 = ( 1)n ~Z1    ~Z2n 1 ~Y2n ~Y2n+1 (C.4)
Z2n+1 =   ~X2n ~Y2n+1 (C.5)
X2n+2 = ( 1)n ~Z1    ~Z2n 1 ~Z2n ~X2n+1 ~X2n+2 (C.6)
Y2n+2 = ( 1)n+1 ~Z1    ~Z2n 1 ~Z2n ~Z2n+1 (C.7)
Z2n+2 = ~Y2n+1 ~X2n+2: (C.8)
One can check that as thus dened, the operators satisfy the relevant algebra: operators
on dierent sites commute, and on the same site they form a representation of the Pauli
algebra.
From the above correspondences, one can derive:
X2nX2n+1 = ~Y2n 1 ~Y2n (C.9)
Y2nY2n+1 = ~Y2n ~Y2n+1 (C.10)
X2n+1X2n+2 = ~X2n+1 ~X2n+2 (C.11)
Y2n+1Y2n+2 = ~X2n ~X2n+1: (C.12)
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C.3. The bait-and-switch lemma
This directly implies that Hx $ H1 and Hy $ HHal.
Similarly, one can check:
Z2nZ2n+1 =   ~Y2n 1 ~Y2n+1 (C.13)
Z2n+1Z2n+2 =   ~X2n ~X2n+2 (C.14)
 Y2nY2n+2 = ~Z2n ~Z2n+1 (C.15)
 X2n+1X2n+3 = ~Z2n+1 ~Z2n+2: (C.16)
Hence, Hz $ H0. (Caveat: depending on which direction of the mapping one takes,
H0 has XX couplings on even/odd sites. However, since all ve other Hamiltonians
are inversion symmetric (when inverting along bonds between two-site unit cells), we can
always concatenate with spatial inversion to obtain the desired variant.)
C.3. The bait-and-switch lemma
Consider two G-enriched Ising CFTs, which we refer to as the A and B systems. Suppose
that each has the same charge for their  operator. We now prove that if we stack the
A-system which has been perturbed into its gapped symmetry-preserving phase on top of
the critical B-system, then we can smoothly connect this to the B-system in its gapped
symmetry-preserving phase stacked on top of the critical A-system. Conceptually, this
says that all (non-symmetry-breaking) G-enriched Ising CFTs with the same charges for
local operators can be realized by stacking gapped SPT phases on top of a reference Ising
CFT. (Note that in the presence of symmetry-breaking, one can apply this lemma to the
remaining symmetry group.) This lemma can be seen as a generalization of Corollary 1
in Appendix A (subsection A.4.3).
It is convenient to use the representation of the Ising CFT as a 4 theory. In particular,






2   4i  m2c2i

: (C.17)
The parameter mc is taken such that we are at the Ising xed point. (This is roughly
m2c  0:5 according to Ref. [287], but its precise value is not important to the argument.)
We now show that the situation where (only) the A system is gapped, i.e. L = L0 m22A,
can be smoothly connected to where (only) the B system is gapped, i.e. L = L0  m22B,
preserving both the Ising universality class and the G symmetry throughout.
Since by assumption the A and B elds have the same charges under each element
of G, we can consider the following symmetric coupling (where  2 [0; =2] is a free
parameter):
L = L0  m2((cos )A + (sin )B| {z }
'1
)2 + f(m; )( (sin )A + (cos )B| {z }
'2
)2: (C.18)
For  = 0 (taking f(m; 0) = 0), the A d.o.f. are indeed gapped out and decoupled from
the critical B d.o.f., whereas for  = =2 the roles are reversed. We now show how to
dene f(m; ) to keep the system Ising critical for intermediate values of .
If we express the Lagrangian in terms of the new elds '1 and '2 which were dened













 m2'21 + f(m; )'22   V; (C.19)
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If we work in the limit of large m2, then '1 will be pinned to '1 = 0, such that










(1  cos(4))h'21im;   f(m; )

'22: (C.21)
Here h'21im; depends on the UV (lattice) scale a. (Note that there is no eective coupling
through h'1i or h'31i since symmetry forces this to be zero.) The Lagrangian in Eq. (C.21)




2(1  cos(4))h'21im;   f(m; )
3+cos(4)
4








Note that when integrating out '1, higher-order corrections can be generated; these can
be included, leading to a slight shift in f(m; ). The main conceptual point is that we can
reach (or better yet, stay on) criticality by tuning a single parameter.
C.4. SU(2) symmetry at the self-dual radius
At the self-dual radius of the compact boson CFT (i.e., K = 1=2, or rc = 1=
p
2), we
have an emergent SU(2)  SU(2) symmetry, generated by the following operators with
dimensions (1; 0) and (0; 1), respectively:
Jx = cos( + ') Jy = sin( + ') Jz = 12 i@z ( + ')
Jx = cos(   ') Jy = sin(   ') Jz = 12 i@z (   ') :
(C.23)
For clarity, we are using a convention such that  + ' is holomorphic and    ' is an-
tiholomorphic at K = 1=2. We can dene a change of variables which corresponds to a
rotation generated by Jx, such that ~Jx  Jx but ~Jz  Jy and ~Jy   Jz (and similarly
for the anti-holomorphic sector). Note that this transformation is a symmetry only at
the self-dual radius (i.e., at that point the theory is identical in these new variables)!
We thus nd @x~ =  2 cos  sin', @x ~' =  2 sin  cos', cos ~ cos ~' = cos  cos', and
sin ~ sin ~' = sin  sin'.
C.5. Relation to the literature
\Quantum Criticality in Topological Insulators and Superconductors:
Emergence of Strongly Coupled Majoranas and Supersymmetry"
In this subsection, we discuss a model appearing in Ref. [165], reinterpreting certain aspects
in terms of symmetry-enriched quantum criticality. For that reason, we closely follow the
notation used in that paper. To start, let us consider a model which does not directly













The Hamiltonian is pictorially represented in Fig. C.1. It has an anti-unitary symmetry
T  dened by (2n 1; 2n)
T 7! (2n; 2n 1), satisfying T 2  =  1. If we set J0 = J1 = 0
(but g 6= 0), then in Fig. C.1 we directly see that we are in a topological phase with two
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Figure C.1.: A strongly-interacting Majorana model in the DIII class. A sketch
of Eq. (C.24).
zero-energy Majorana edge modes at a single edge, 1 and 2, which T  prevents us from
gapping out. This is the only non-trivial class in DIII. Oppositely, if we make J0 and J1
positive and large, then the ground state wants to occupy vertical bonds, spontaneously
breaking T .
Note that|similar to the SSH model|the above model is only non-trivial if we x our
convention of the physical unit cells to be (1234)(5678)    , i.e. the blue boxes in Fig. C.1.
Deriving an eective (almost-)spin model (as J0 ! +1)
Note that the J0 term is an integral of motion. In fact, it is already minimized in the
above phase, so we can adiabatically ramp up the term J0 such that J0  maxfjJ1j; jgjg.
We can then work in the subspace H0 where for all n, we have 4n 14n4n+14n+2 =  1.
In this subspace, we can dene the following bosonic operators:
zn := i4n 14n = i4n+14n+2; (C.25)
xn := i4n 14n+1 =  i4n4n+2: (C.26)




(J14n 34n 24n 14n   g i4n 14n+1) (C.27)













The model in Eq. (C.28) is the one appearing Ref. [165] (Eq. (1) of that work). The






n; zn). In other words, for the spin variables, we can write T ;e = (
Q
xn)K. Note
that this implies T 2 ;e = +1.
We see that the anti-unitary symmetry in He is spontaneously broken for jJ1j > jgj,
whereas for jJ1j < jgj we have two protected Majorana modes (per edge).
Symmetry uxes
Let us rst obtain the symmetry ux for fermionic parity symmetry P =
Q
n Pn where
Pn = 4n 34n 24n 14n is the fermionic parity per unit cell (i.e., per blue box in
Fig. C.1). Since we work in the limit where J0 ! +1, we have that the product of
red boxes has long-range order. We conclude that the symmetry ux of P is SPn =
  Pn 2Pn 1(i4n 34n 2) (note that the i is there to ensure that
D SPn 2E > 0). We
observe that T SPT  =  SP , i.e., the symmetry ux of P is odd under T . This gives us
a discrete label which is moreover topologically non-trivial.
By the reciprocal nature of charges of symmetry uxes, we expect that the symmetry
ux of T should be odd under P . However, in this work we have not studied the notion
of symmetry uxes for anti-unitary symmetries. Nevertheless, a closely related statement
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Figure C.2.: Spinful fermions with triplet-pairing. We study the model of Ref. [46]
as shown in Eq. (C.29) (or Eq. (C.30)) with U =  0:9. (a) Conrmation
that the bulk (which has central charge c = 2 for U = 0) has own to central
charge c = 1. The black line is a t S  ct6 ln  with ct  0:994. (b)
Correlation function for OP (where TOPT = OP). We nd that the T -odd
string operator has long-range order; this is thus the unique symmetry ux
of P .
is that we expect that PP =  . To make this precise, we can consider a lattice Z2





n, or in the original fermionic model, the fermionic parity symmetry of a single
leg, Podd =
Q





least without boundaries). Similar to P , the symmetry ux of Podd has an extra Majorana
mode: SPodd =    (Podd)n 2(Podd)n 14n 1. Hence, we conclude that the symmetry ux





is   xn 2xn 14n 1; we thus conclude that PP =  .




n, then it becomes subtle to claim
that PP =   is well-dened. However, in this particular case, we expect that due to





n symmetry; the methods developed in this paper do not allow us to prove
this.
Edge modes
Since  is charged under P , we know that by the general arguments in Section 4.3, the
Ising CFT will have a degeneracy with open boundaries. This is in fact easy to see in




3    are symme-
tries of the Hamiltonian, whereas they mutually anticommute. The half-innite geometry
thus has a twofold degeneracy labeled by the occupation i12 = 1. Remarkably, this
degeneracy is protected by the bulk CFT being enriched non-trivially by P and T . Even
with generic symmetry-preserving perturbations, the system will have a global twofold
degeneracy whose splitting is exponentially small in system size.
\Gapless symmetry-protected topological phase of fermions in one
dimension"















If we relabel the indices as 2j   1  (j; ") and 2j  (j; #), then one can straight-
forwardly apply the Jordan-Wigner transformation to obtain the spin-1=2 chain H =
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2i+2 + h:c:+ n2i 1n2i+2 + n2in2i+1

; (C.30)
where S = (Xi  iYi)=2 and ni = (1 + Zi)=2. In this bosonic language, we have the
symmetries P =
Q









that T 2 = P .
We will consider the two string operators (OP)i    Z2i 3Z2i 2 (Z2i 1  Z2i). Note
that TOPT 1 = OP. If U = 0, the bulk is a c = 2 CFT and both operators have the
same scaling dimension  = 1=2. For U 6= 0, the bulk gaps out the spin sector (of the
original spinful fermions), stabilizing a c = 1 CFT. We conrm this in Fig. C.2(a) for
U =  0:9. Moreover, we nd that OP+ remains critical, whereas OP  now has long-range
order; this is shown in Fig. C.2(b). We conclude that the system has own to a c = 1 CFT
which is non-trivially enriched by P and T ; in particular, the (unique) symmetry-ux of
P is odd under T .
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D. Numerical aspects for DMRG study of
Kitaev-Heisenberg model
D.1. Symmetry breaking: 1D vs 2D
From Monte-Carlo studies [288] it is known that the ground state of the Heisenberg an-
tiferromagnet (AFM) on the honeycomb lattice displays symmetry breaking Neel order.
However, when we place the Heisenberg AFM on an innitely long cylinder of nite cir-
cumference, it is in principle a 1D system and the presence of a continuous symmetry in
fact forbids spontaneous symmetry breaking [230]. Instead we numerically nd a gapped
state which preserves both spin rotation and translation symmetry. This is analogous to
the results for stacking an even number of coupled spin- 12 Heisenberg chains [289]. The
transition from 1D to 2D can be understood by noting that this symmetry-preserving state
is eectively Neel-like within a correlation length , the latter growing with circumference.
Similarly to how one determines spontaneous symmetry breaking from nite size scaling
in the context of exact diagonalization, one can conclude that the 2D limit achieves Neel
order by scaling with respect to circumference.
The presence of a gap implies this symmetry-preserving state is stable under SU(2)-
breaking perturbations. For example, for Lcirc = 6 it extends over  0:2    0:43,
with a symmetry-breaking (Neel) phase arising for larger  until we hit the spin liquid.
The stability of this symmetry-preserving state under Kitaev perturbations is presumably
related to the fact that the Neel order which arises in the 2D limit would have a very
small spin gap. This is dierent for XXZ-type perturbations, which induce Neel order
for relatively small anisotropies as shown in Fig. D.1 (with  = 1:1), where our state
is numerically converged (for large ) and the physics quickly becomes independent of
circumference.
The DMRG simulations use a parameter  which gives an upper bound on the entan-
glement. By limiting  we can nd a variational state with  < Lcirc. Locally this state
then looks two-dimensional and hence it can exhibit spontaneous symmetry breaking even
for the SU(2)-symmetric Heisenberg model, as conrmed in Fig. D.1. As we increase ,
eventually  becomes of the order of Lcirc, signaling the cross-over from 2D to 1D physics,
and the symmetry of the state is restored. For Lcirc = 12, the necessary  is already out of
reach, explaining the eective Neel order we see in Fig. 6.1 in Chapter 6. Similarly, in the
zigzag phase there is an extended region with a gapped symmetry-restored ground state.
This is in keeping with the sublattice transformation, which maps the zigzag to the Neel
phase (in particular  = 34 maps onto  = 0).
D.2. Entanglement scaling of the gapless Kitaev spin liquid
Matrix-product states (MPS) cannot capture algebraic ground state correlations. How-
ever, increasing the bond dimension gives an increasingly accurate estimate of the wave
function. In Ref. [133], it was shown that the entanglement entropy S scales logarithmically
with the correlation length . In the MPS formalism, this is known as nite-entanglement
scaling with S() = c6 ln (), where  is the bond dimension of the MPS and c is the
central charge [231, 232].
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Figure D.1.: The absolute on-site magnetization for the pure Heisenberg AFM (solid) and
for the AFM XXZ model with  = 1:1 anisotropy (dashed) for dierent
circumferences (L2  Lcirc).














Figure D.2.: Entanglement entropy S and logarithm of correlation length  for dierent
bond dimensions. The lines correspond to a central charge of c = 1.
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D.3. Ground sectors of the Kitaev spin liquid on the cylinder
ED iPEPS DMRG
Lcirc = 6 Lcirc = 12
gapped gapless gapped gapless
AF/KSL 0.488 0.487 0.484 0.494 0.485 0.487
KSL/ZZ 0.510 0.513 0.523 0.513 0.514 0.512
FM/KSL 1.399 1.432 1.405 1.44 1.421 1.428
KSL/ST 1.577 1.557 1.573 1.548 1.562 1.558
Table D.1.: Transition points = for dierent circumferences sectors compared to ex-
act diagonalization (ED)[212] and innite Projected Entangled Pair States
(iPEPS)[226].
Figure D.2 shows S and ln  for various MPS bond dimensions  of up to 1024. The
lines serve as a guide to the eye corresponding to a slope with c = 1. We observe a good
match of the scaling for the pure Kitaev spin liquid at  = 3=2. This reects the fact that
the KSL can be mapped to a free fermion problem with two Majorana cones in the rst
Brillouin zone, each contributing 1=2 to the central charge. The gapless nature persists
within the whole KSL phase and the scaling suggests c = 1.
D.3. Ground sectors of the Kitaev spin liquid on the cylinder
Similar to the plaquette operators Wp =
Q








where i = fx; y; zg corresponds to the bond that is not part of the loop at site i. Following





For our choice of lattice periodicity, both loop operators are related by a minus sign. Thus,
~Wl ! +1 (periodic boundary condition of the fermions) translates to Wl !  1, which
corresponds to the gapless sector if the cylinder is chosen such that cuts in reciprocal space
go through the nodes of the Majorana cones. The second sector (antiperiodic boundary
condition of the fermions) is always gapped and has a lower ground state energy than the
gapless sector.
Regarding the computation of the ground state, we can now make use of the loop
operator and initialize DMRG with a state j i that has h jWlj i = 1 depending on the
desired sector. Table D.1 contains the phase transitions for the gapped and the gapless
sector and compares it to exact diagonalization (ED) and innite Projected Entangled
Pair States (iPEPS). As the gapped sector has a lower energy, its stability is enhanced
and widens the KSL phase. This eect is more pronounced for a small circumference
Lcirc = 6.
D.4. Dynamics within the zigzag phase
In Fig. D.3(a) we show S(k = 0; !) for the same choices of  as in Fig. 6.4, but now
with a sharper !-resolution (corresponding to T = 40) which is possible due to a smaller
circumference (Lcirc = 6). The ner features are most likely discretization eects due to
the nite circumference, but the main points are that the broadness in !-space persists
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Figure D.3.: Complementing Fig. 6.4: S(k = 0; !) for  = 0:5 (2D analytic result) and
 = 0:55; 0:7; 0:8. (a) Lcirc = 6 and !  0:06. (b) Lcirc = 12 and
!  0:12.
despite a ner resolution, and that the high-energy feature gets squeezed downward as
we get further away from the nearby spin liquid. Note that the latter is a meaningful
statement and not just due to an overall -dependent scaling of the Hamiltonian since
the minima of the spin bands (as shown in the rst row of Fig. 6.4) do not come down in
energy (all at approximately ! = 0:4).
In Fig. D.3(b) we have the same set-up but now for a system twice as wide where
we time-evolve half as long. Interestingly, the spectra are quite smooth|smoother than
need be based on the broadening|which suggests nite-size eects are small. In fact, we
can explicitly conrm this. For Lcirc = 12, all three dierent directions of the symmetry
broken zigzag phase t, which despite being equivalent in the two-dimensional limit are in
principle not equivalent on the cylinder. The data we show is for the ground state where
the zigzag pattern winds along the circumference. We have checked that if we start from
a dierent symmetry broken direction, the dierence of the spectra is negligible.
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E. Eective Hamiltonians to arbitrary order
For completeness, we reproduce the general perturbative scheme that allows to obtain a
well-dened eective Hamiltonian to any order (this is used in Chapter 7). We consider
a Hamiltonian of the form H = H0 + V . Let H0 be the Hilbert space associated with
the degenerate eigenvalue E0 of H0. Moreover, let P0 be the projector onto H0, and
Q0 = 1  P0. Note that we can decompose the total Hilbert space as H = H0 H?0 .
Suppose that for 0    c, we can decompose the Hilbert space into H = H H?
in such a way that
1. (H) j=0 = H0;
2. H is a smooth function of  2 [0; c];
3. the Hamiltonian respects the decomposition.
Physically speaking, this formalizes the idea that we want the the energy levels of the
sector we are interested to stay separated from the remaining levels; otherwise the idea of
an eective Hamiltonian is misguided.
If those conditions hold, the work by Kato [260] and Takashi [261] showed that for
the same range 0    c, one can explicitly construct a smooth unitary mapping
  : H0 ! H which maps the unperturbed eigenstates into the perturbed ones. Hence,
the desired eective Hamiltonian on H0 is then simply He :=  yH .
To perturbatively express   as a function of the known quantities H0,  and V0, it is
useful to dene a few other quantities. Firstly, let P : H ! H be the projector onto H;
we will derive a perturbative expression for this object as well. Secondly, dene








(k 6= 0): (E.2)
Note that Sk is expressed in terms of known quantities.








Sk1V Sk2V   SknV P0: (E.3)











It can be proven that   as thus dened indeed satises  
y
  = P0.
In terms of the above quantities, we thus have that
He :=  
y
H  = E0P0 +   
y
V      yS 1  : (E.5)
The result in Eq. (E.5), namely that  yH0  = E0P0    yS 1 , is a direct consequence
of H0 = H0P0 +H0Q0 = E0P0 + (E0Q0 S 1) = E0 S 1 and the fact that  y  = P0.
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F. Avoided quasiparticle decay
F.1. The interacting single-particle Green's function and
spectral function
F.1.1. The general formula
We will rst calculate G(E) = h j(E   H^) 1j i for the model in Eqs. (8.2) and (8.3). If
we think of E   H^ as a matrix (with indices labeled by j i and j'i), then G(E) is the






with A = E Eb; D = (E E) ( ) and B = C =  :
(F.1)
Since D is diagonal, one can apply the well-known result that
det(E   H^) = det(A BD 1C) detD =








Finally, by Cramer's rule, we can express
G(E) = h j(E   H^) 1j i = detD
det(E   H^) =
1
E   Eb   2g(E) ; (F.3)











E   "+ i






(") (E ") = (E):
(F.4)
In other words, g(E   i0+) = g(E) + i(E).





















(E Eb 2g(E))2+(2(E))2 if (E) 6= 0;
(E   Eb   2g(E)) if (E) = 0:
(F.7)
F.1.2. Examples
For the left column of Fig. 8.2(a), we consider the DOS
(E) =

0 if E < 0;
0=
p
E if E > 0;
(F.8)
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which is what one expects for the two-particle continuum of a one-dimensional gapped





"(E   ") =
(
  0p E if E < 0;
0 if E > 0:
(F.9)
We can now plug this into Eq. (F.7). We set 0 = 1. In the top left panel of Fig. 8.2(a)
we take  = 0:2, whereas in the bottom left panel,  = 0:7. We consider the hypothetical
scenario where the onset of the continuum is at !min = 2  cos(k), where k can physically
be thought of as (total) momentum. Moreover, we take the bare level to be at, !b = 2.
In terms of our earlier variable, where the DOS has its onset at E = 0, we can thus say
that Eb = !b   !min = cos(k).
For the right column of Fig. 8.2(a), we consider the DOS
(E) =

0 if E < 0 or Em < E;
0
p
E(Em   E) if 0  E  Em; (F.10)
which is what one expects for the two-particle continuum of a three-dimensional gapped




0 (E   Em=2) if 0 < E < Em;
0







Given our earlier results, we know that there will not always be an isolated state below





If Eb > 0, an isolated state exists below the continuum if and only if jj > th.
We again consider 0 = 1, !min = 2   cos(k) and !b = 2, but now we also have to
choose an upper threshold energy: !max = 5 + cos(k). The top right panel of Fig. 8.2(a)
has  = 0:2, whereas the bottom right panel has  = 0:5. We note that the minimum










Finally, with regards to Fig. 8.2(a), we mention that we also plot the real part of complex
poles when they exist. We see that their location nicely agrees with where the intensity
of A(E) is largest. Moreover, the data in Fig. 8.2(a) has been convoluted with a gaussian
with  = 0:025 (in units shown). This is to give the delta-function outside the continuum
a visible width.
F.2. Convergence of DMRG for spectral function of TLHAF
Here we investigate the convergence of the spectral function shown in Section 8.2 for
triangular-lattice Heisenberg antiferrogmagnet in Eq. (8.9). We will consider both  = 0:1
and  = 0:05, the latter being the value discussed in Section 8.2.
F.2.1. Convergence in bond dimension
Fig. F.1 shows the spectral function obtained with DMRG for a cylinder with circumference
Lcirc = 6 where we have set the anisotropy parameter  = 0:1 (to wit,  = 0 is the isotropic
TLHAF). We observe that whilst the lowest-energy mode (near the zone center,  ) is
still converging, the mid- and high-energy regions of the single-magnon branch display
convergence.
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Figure F.1.: Comparing the out-of-plane spectral functions for the TLHAF with anisotropy





























Figure F.2.: Comparing the out-of-plane spectral functions for the TLHAF with anisotropy
parameter  = 0:05 for three dierent bond dimensions .
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Figure F.3.: (a) Determining the energy of the near-Goldstone mode at the zone corner for
anisotropy parameter  = 0:05. Extrapolating !1, we nd "K  0:3J . (b)
Four pairs of points (accessible for Lcirc = 6) which are symmetry-equivalent
in the two-dimensional limit, but which are not equivalent on the cylinder.
Comparing the dispersion at these points gives an independent probe of nite-
circumference eects.
Fig. F.2 shows the analogous data for the anisotropy parameter  = 0:05|the case
studied in the main text. We similarly observe convergence for the mid- and high-energy
magnon dispersion.
As discussed in the main text, to conclude that magnon decay is absent, we mainly
require the dispersion at such higher energies, supplemented with the value of the gap
at the quasi-Goldstone mode at the zone corner, i.e. "K . To determine the latter, we
need  > 500, as we saw in Fig. F.1 and Fig. F.2. Fortunately, this is possible by time-
evolving for a shorter period of time, which eectively broadens the spectral function. Such
broadening usually makes it harder to pinpoint the location of the magnon dispersion, as
the broadened lineshape merges with other features. However, at the lowest energies, the
band is well-separated from such other features, and one can reliably extract its center
from short-time data. This way we obtain values for "K up to  = 800, as shown in
Fig. F.3(a); these points allow one to roughly extrapolate "K  0:3J as !1.
F.2.2. Convergence in cylinder circumference
Given that the ground state order is 120, circumferences which are not multiples of
three would usually frustrate the ground state order|making it useless for the purpose of
checking convergence. However, one can work in a local/rotating frame. More precisely,
considering the Hamiltonian on the innite lattice, one can rotate the spin by 120 degrees
on the three sublattices; in these new variables, the SU(2) symmetry of the Hamiltonian
is no longer explicit, and one of the ground states looks like a ferromagnetic state. The
beauty of this approach is that the Hamiltonian turns out to still be translation-invariant
in these new variables, and hence one can sensibly put it on cylinders with circumferences
that are not a multiple of three without frustrating the ground state order.
Hence, this allows us to compare the spectral functions for circumferences Lcirc = 4; 5; 6,
giving a sense of convergence in this parameter. Note that the momentum slices we can
access depend on the circumference (since it determines the quantization conditions on the
momentum along the circumference); we can always access the momentum slice    M ,
and for Lcirc even, we can access the C  M  C 0 slice, as shown in Fig. F.4, which shows
the results for the anisotropy  = 0:1.
Remarkably, in Fig. F.4, we observe that the single-magnon dispersion is close to being
converged in circumference, aside from the variations at the lowest energies. The multi-
magnon continuum does show variations. For our purposes, it is important to emphasize
that we do not use the properties of this continuum in our argument: we consistently
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Figure F.4.: Comparing the out-of-plane spectral functions for the TLHAF with anisotropy
parameter  = 0:1 for three dierent cylinder circumferences Lcirc.
determine the continuum from taking combinations of the (converged) single-magnon dis-
persion (as discussed in the main text and in section F.2.1). Given that the single-magnon
dispersion shows convergence in both bond dimension and system size, this is a reasonable
way of guring out where the continuum will be in the two-dimensional limit.
Fig. F.5 shows the analogous result for  = 0:05, which is the value of anisotropy
discussed in the main text. We see that the single-magnon dispersion looks similar in all
pictures, but at the same time, some variation is still noticeable. However, the bottom row
(along the C M C) slice is more stable, hence this panel should give us a good estimate
for the two-dimensional limit. We can use this as an independent measure of determining
that the Lcirc = 6 is close to the two-dimensional limit: M appears in both the top and
bottom rows, and whereas for Lcirc = 4 these two values disagree (indeed, despite both M
points being symmetry-equivalent in the two-dimensional limit, they are not equivalent
on the cylindrical geometry, which does not obey the six-fold rotation symmetry of the
triangular lattice), for Lcirc = 6, these two values closely agree.
Another way of probing that the Lcirc = 6 is close to the two-dimensional limit as far
as the single-magnon dispersion is concerned, is by comparing integrated weights. For
example, for the top slice shown in Fig. F.5, one can compare the weight in the multi-
magnon sector at M compared to the weight in the single-magnon sector at that same
point. For the circumferences Lcirc = 4; 5; 6, we nd, respectively, the ratios 1:3, 2:6,
and 2:6. This indicates that for the larger circumferences that we can probe, the multi-
magnon sector is decoupled from the single-magnon band. This is reassuring, since as we
have observed already, there are clear variations within the continuum.
Finally, xing Lcirc = 6, there is an independent check we can perform regarding nite-
circumference eects. As mentioned above, there are various points in the two-dimensional
Brillouin zone which are symmetry-equivalent in the two-dimensional geometry, but which
are no longer symmetry-equivalent on the cylindrical geometry. Fig. F.3(b) shows such
points: there are four pair of points (each denoted by a symbol) where the single-magnon
energies must agree in the two-dimensional limit by symmetry arguments. Comparing the
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Figure F.5.: Comparing the out-of-plane spectral functions for the TLHAF with anisotropy
parameter  = 0:05 for three dierent cylinder circumferences Lcirc.
numerically obtained dispersions, we nd that they dier by 3:1% (black diamonds), 4:8%
(green squares), 5:7% (red dots) and 7:7% (blue triangles). Given that there would be no
reason that these points would have similar energies aside from convergence toward the
two-dimensional limit, we see these numbers as a reliable indication that we are close to
said limit.
F.3. Density of states for two-roton continuum in superuid
helium
Let us consider the dispersion relevant to the roton minimum appearing in, for example,
superuid helium,















Since jk   qj =
p
k2 + q2   2kq cos , we have that
@"k q = 1=m (jk   qj  K) 1
2jk   qj  2kq sin : (F.14)
We are interested in 0 < k < 2K, where the threshold is near "  2, which forces the
decay products to be very close to the roton minimum, i.e q  K and jk qj  K. Hence,
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near the threshold we have
2(k; ") / m
Z  jk   qj







































0 if  < 0
mKD 1
k if  > 0
where "  2 + : (F.19)
We repeat that the above derivation is for 0 < k < 2K. We conclude that in this regime,
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