Magnification changes the observed number counts of galaxies on the sky. This biases the observed tangential shear profiles around galaxies, the so-called galaxy-galaxy lensing (GGL) signal, and the related excess mass profile. Correspondingly, inference of physical quantities, such as the mean mass profile of halos around galaxies, are affected by magnification effects. We use simulated shear and galaxy data of the Millennium Simulation to quantify the effect on shear and mass estimates from magnified lens and source number counts. The former are due to the large-scale matter distribution in the foreground of the lenses, the latter are caused by magnification of the source population by the matter associated with the lenses. The GGL signal is calculated from the simulations by an efficient fast-Fourier transform that can also be applied to real data. The numerical treatment is complemented by a leading-order analytical description of the magnification effects, which is shown to fit the numerical shear data well. We find the magnification effect is strongest for steep galaxy luminosity functions and high redshifts. For a lens redshift of z d = 0.83, a limiting magnitude of 22 mag in the r-band and a source redshift of z s = 0.99, we find that a magnification correction changes the shear profile up to 45% and the mass is biased by up to 55%. For medium-redshift galaxies the relative change in shear and mass is typically a few percent. As expected, the sign of the bias depends on the local slope of the lens luminosity function α d , where the mass is biased low for α d < 1 and biased high for α d > 1. Whereas the magnification effect of sources is rarely than more 1%, the statistical power of future weak lensing surveys warrants correction for this effect.
Introduction
Gravitational lensing is a powerful tool to unveil the true distribution of matter in the Universe and to probe cosmological parameters (see, e.g., Kilbinger 2015 , for a recent review). The lensing signal is sensitive to all matter regardless of its nature and is observed as the distortion of light bundles travelling through the Universe. In the weak lensing regime this distortion is small and must be studied with large statistical samples. Thus, large and deep surveys are required, e.g., the Kilo Degree Survey 1 (KiDS), the Dark Energy Survey 2 (DES), the Hyper Suprime-Cam Subaru Strategic Program 3 (HSC SSP), or the near future surveys with Euclid 4 , and the Large Synoptic Survey Telescope 5 (LSST). To maximize the scientific output from these surveys, the scientific community is currently putting large efforts into understanding nuances in the theoretical framework.
Galaxy-galaxy lensing (GGL) correlates the position of foreground galaxies to the distortion of background galaxies (see, e.g., Hoekstra 2013) . The distortion is typically measured in terms of mean tangential shear with respect to the lens position, which measures the excess mass around lens galaxies within an aperture directly. Hence, the shear signal, as a function of separation from the lens centre, can be related to the underlying mass properties of the parent halo. A major challenge is to obtain an unbiased mass estimate. Biases arise if the underlying model does not describe all contributions to the matter-shear correlation function sufficiently well. For current and future surveys, we must take second-order effects to the galaxy-matter correlation into account, such as, e.g., magnification effects (Ziour & Hui 2008; Hilbert et al. 2009 ) and intrinsic alignment (Troxel & Ishak 2015) . In this work, we will focus on the former effect.
Magnification is the change of observed solid angle of an image compared to the intrinsic solid angle or, since the surface brightness remains constant, the ratio of observed flux to the intrinsic one. It is, like the shear, a local quantity, a direct prediction of the lensing formalism, and is caused by all matter between us and the observed galaxy population. However, direct measurements of magnification are challenging because the intrinsic flux is typically unknown. Yet, the change in size and magnitude results in a changed spatial distribution of the galaxy population. This so-called number count magnification has been measured (e.g., Chiu et al. 2016; Garcia-Fernandez et al. 2018) . Consequently, magnification by the large-scale structure (LSS) changes also the GGL signal compared to a signal that is just given by matter correlated to the lens galaxies. We stress that the magnification changes the number counts of source as well as lens galaxies on the sky. The impact of magnification of the lens galaxies on the GGL signal for surveys like CFHTLenS is ∼ 5% (Simon & Hilbert 2018 ), but can be as large as 20% for other lens samples (Hilbert et al. 2009 ). Although these results suggest a fairly large impact of magnification on GGL lensing esti-
Theory
In the following we introduce the theoretical concepts of gravitational lensing for this work. For a more general and extensive overview the reader is kindly referred to Bartelmann & Schneider (2001) .
Cosmological distances
For a flat universe the Hubble parameter H(z) can be written as
where z is the redshift, H 0 denotes the Hubble constant and Ω m is the matter density in units of today's critical density ρ crit = 3H 2 0 /(8πG); with the vacuum speed of light c and the gravitational constant G. The comoving distance travelled by a photon between redshift z 1 and z 2 reads
and the angular-diameter distance is
For a redshift z 1 = 0, which is the observer's position, we write D(0, z) =: D(z). In addition, the dimensionless Hubble parameter h is used to parametrize our ignorance about the true value of today's Hubble parameter, defined as H 0 = 100 h km s −1 Mpc −1 .
In the following, all distances are angular-diameter distances.
Gravitational lensing distortions and magnification
Gravitational lensing distorts the appearance of galaxy images. In the weak lensing regime, this distortion can locally be described as a linear mapping from the background (source) plane to the foreground (lens) plane. The Jacobian A of the local mapping can be written as
where κ is the convergence, γ 1,2 are the two Cartesian shear components, and g 1,2 = γ 1,2 /(1 − κ) are the two Cartesian reduced shear components, which all depend on the position in the lens plane. The convergence causes an isotropic scaling of the galaxy image, while the shear leads to an anisotropic stretching, thus, causes an initially circular object to appear elliptical. This scaling of the galaxy image changes the apparent solid angle ω of the image, compared to one in the absence of lensing, which we denote by ω 0 . Likewise, the flux is affected by gravitational lensing, the unlensed flux s 0 is enhanced or reduced to the observed flux s. The ratio of these quantities defines the magnification µ and can be also calculated from the Jacobian by
Magnification changes the observed local number density of galaxies on the sky. The cumulative observed number density of galaxies on the sky n(> s), brighter than flux s, is locally
where n 0 denotes the cumulative number density in absence of lensing. The prefactor 1/µ is due to the scaling of the solid angle. The flux in the argument of n 0 must also be scaled by 1/µ to account for the flux enhancement or reduction. Magnification effects in the weak lensing limit are small, i.e., |µ − 1| 1, and we Taylor expand Eq. (6) in (µ − 1) to obtain to first order n(> s) n 0 (> s) = µ α−1 ,
where the exponent α is the local slope at the flux limit s lim ; it is defined as
For α > 1 the galaxy counts are enhanced, and for α < 1 they are depleted. In the case of α = 1 no magnification bias is present.
Galaxy-galaxy lensing
GGL correlates the positions of foreground galaxies (lenses) with the shear of background galaxies (sources). For a position θthe complex shear is written as γ(θ) = γ 1 (θ) + iγ 2 (θ). The tangential shear γ t and the cross shear γ × at source position θ s for a given lens at position θ d are
where an asterisk denotes complex conjugation. The GGL signal γ t (θ) is defined as the correlator between the positions of foreground galaxies and the tangential shear,
where κ g (θ) is the fractional number-density contrast of foreground lens galaxies on the sky, and depends only on the absolute value of the separation θ = |θ|. The corresponding correlator for the cross-component of the shear is expected to vanish, due to parity invariance. A practical estimator for the GGL signal averages the tangential and cross shear over many lens-source pairs in bins of separation θ:
Here, θ (i) s denotes the position of the i-th source, θ ( j) d denotes the position of the j-th lens, and the binning function ∆(θ, θ ) is unity if θ falls into the corresponding θ bin, and zero otherwise.
Magnification effects in GGL
In this section we consider the effect of magnification on the GGL signal. As we will show, magnification of sources and lenses leads to a bias of the estimator (11), which is a function of limiting magnitudes for the lens and source population, as well as their redshifts, since these determine the local slope (8) at the limiting magnitude. Magnification is typically assumed to be a minor effect in GGL measurements, and most theoretical predictions do not account for it. Whereas the impact of the magnification of lenses has received some attention before (e.g., Ziour & Hui 2008; Hartlap 2009 ), the source magnification is less well known.
Magnification of lenses by large-scale structure
Magnification, caused by the LSS between us and the lenses, changes the number density of the lens galaxy sample, while simultaneously inducing a shear on background galaxies. Thus, the observed shear signal differs from what is typically considered as the GGL signal, which is a correlation of matter associated to the lens galaxies and the background shear (Eq. 11). The impact of the shear signal by magnification effects grows with increasing redshift as well as decreasing line-of-sight separations of lenses and sources. In the following, we consider a lowestorder correction for the magnification of the lenses by the LSS for the GGL signal of a flux-or volume-limited lens sample (see, e.g., Ziour & Hui 2008; Hartlap 2009 ). We stress that this correction ignores the magnification of sources, which will be treated in the next subsection.
In the weak lensing regime, we can approximate the magnification by µ ≈ 1 + 2κ, valid if κ 1, |γ| 1. Then the number count magnification (7) of the observed number density of lenses n d (θ) at redshift z d on the sky is for a flux-limited sample
where n d,0 denotes the lens number density without magnification,n d denotes the mean lens number density, α d denotes the local slope of the lenses at the limiting magnitude, and κ LSS denotes the convergence due to matter structures between us and the lenses. Thus, in the presence of magnification, the expected signal is modified to
where γ nomagn t denotes the tangential shear signal without magnification, and the LSS shear signal is
; z , (14) which is shown explicitly in Hartlap (2009) and Simon & Hilbert (2018) . We set D(z s ) = D s and D(z d ) = D d and by J n (x) we denote the nth-order Bessel function of the first kind. In this work, we use the recently revised Halofit model (Takahashi et al. 2012; Smith et al. 2003) for the spatial matter powerspectrum P m (k; z) at wavenumber k and redshift z. The argument in the matter power spectrum arises through the application of the wide-angle corrected Limber projection, which has recently been put forward by Kilbinger et al. (2017) ; the denominator is the comoving angular-diameter distance f k (z) = (1 + z)D(z) at redshift z. The corresponding expression of Eq. (13) for a volume-limited lens sample can be obtained by setting α d = 0. For α d < 1, the magnification by the LSS suppresses the GGL signal. For α d = 1, the magnification effect vanishes. For α d > 1, the LSS contribution enhances the GGL signal.
Magnification of sources by lenses
Galaxies are correlated with the mass distribution, and thus the location of the galaxies correlates with the magnification induced on the background sources. This implies that the number density of sources is correlated to the positions of the lens galaxies. Assuming for a moment that the number count slope of sources α is larger than unity, one expect that the number density of sources is more enhanced close to lens galaxies living in a dense environment. The estimator (11) will therefore contain overproportionally lens-source pairs for those lenses living in a dense environment, compared to those located in less dense regions.
The expected number density of sources is
where in the second step we used the first-order Taylor expansion leading to Eq. (7), and in the last step we again made the weak lensing approximation µ ≈ 1 + 2κ. The expectation value of the estimator (11) of the GGL signal is therefore affected by the local change of the source number density and becomes
Thus, in the case of small magnifications, the bias is given by a third-order cross-correlation between the number density of foreground (lens) galaxies and the shear and convergence experienced by the background galaxies. This correlation is caused by the lensing effect of matter associated with the lens galaxies; hence, the bias is caused by magnification of sources by the matter at z d . Given that the bias term differs from the GGL signal by one order in the convergence, and that the characteristic convergence dispersion is of order 10 −2 , we expect that magnification of sources biases the GGL signal at the level of ∼ 1%.
Interestingly, the third-order correlator in the final expression of Eq. (16) is related to the galaxy-shear-shear correlator that was introduced by Schneider & Watts (2005) as one of the quantities of galaxy-galaxy-galaxy lensing. Since κ and γ are linearly related, the correlator in Eq. (16) can be expressed in terms of the functions G ± introduced in Schneider & Watts (2005) . Thus, from measurements of the galaxy-shear-shear correlations in a survey, this bias term can be directly estimated. Note that such measurements have already been successfully conducted (e.g., Simon et al. 2008 Simon et al. , 2013 . A more quantitative description of this correction, which will be relevant for precision GGL studies in forthcoming surveys like Euclid and LSST, is beyond the scope of this paper and will be done at a later stage.
An approximate, more intuitive way of describing the magnification of sources by lenses is provided by assuming that each lens is located at the centre of a halo of mass m. In the case of no magnification, the expected tangential shear signal γ t (θ) = γ t (θ) can be expressed as 6
for a population of sources with redshift distribution p z s (z s ), a population of lenses with redshift distribution p z d (z d ), and a conditional distribution p m|z d (m|z d ) of the masses m of the halos the lens galaxies reside in. The mean tangential shear profile γ t (θ|m, z d , z s ) for lenses with halo mass m at redshift z d and sources at redshift z s can be factorized,
where D ds = D(z d , z s ), and γ ∞ is the mean shear profile for (hypothetical) sources at infinite distance. Equation (17) assumes that the source number density is statistically independent of the lens positions. However, the observed number density of sources may change behind lenses due to magnification by the lenses. The expected magnification is a function of angular separation, of the source and lens redshift, and of the lens halo mass. For a flux-limited sample, the expected shear signal (17) then changes to:
where µ(θ|m, z d , z s ) denotes the mean magnification of sources at redshift z s and separation θ by lenses at redshift z d with halo mass m, and α s (z s ) denotes the slope of the source counts at redshift z s at the source flux limit as in Eq. (8). One obtains the corresponding expression for a volume-limited source sample by replacing α s by zero in Eq. (19).
We may also assume that γ t (θ|m, z d , z s ) and µ(θ|m, z d , z s ) are larger for larger m (in the weak-lensing regime). Then lens galaxies in more massive halos appear under-represented in the estimator (11), and the expected shear signal (19) is lower than the 6 A more comprehensive halo model will be discussed in Sect./,7. prediction (17) ignoring magnification when α s < 1. For α s = 1, the effect vanishes. For α s > 1, the number of source-lens pairs with more massive lenses in the GGL estimator (11) is enhanced more by magnification, and thus one expects a shear signal (19) that is larger than the prediction (17). When neglecting magnification, this may cause biases in the estimation of the mean halo mass.
As Eq. (19) indicates, magnification may also affect the observed redshift distributions of the lenses and sources. Furthermore, the magnification profile µ(θ|m, z d , z s ) usually has a strong radial dependence, being large for radii close to the Einstein radius, but rapidly dropping to values close to unity for larger radii. Thus the magnification effects on the GGL signal are stronger for smaller radii. When neglecting magnification, this may cause additional biases when estimating parameters such as the halo concentration, and also when estimating the width of the halo-mass distribution.
Methods

Millennium Simulation data
To study magnification effects in GGL, we make use of raytracing results through the Millennium Simulation (MS, Springel 2005), which is an N-body simulation of 2160 3 dark matter particles. Each particle has a mass of 8.6 × 10 8 h −1 M that is confined to a cube with side length of 500 h −1 Mpc and with periodic boundary conditions. The underlying cosmology is a flat ΛCDM model with a matter density parameter of Ω m = 0.25, with a baryon density parameter of Ω b = 0.045, with a dimensionless Hubble parameter of h = 0.73, with a tilt of the primordial power spectrum of n = 1, and with a variance of matter fluctuations on a scale of 8 h −1 Mpc extrapolated from a linear power spectrum of σ 8 = 0.9. This cosmology is based on combined results of 2dF-GRS (Colless et al. 2001 ) and first-year WMAP data (Spergel et al. 2003) .
The ray-tracing results are based on a multiple-lens-plane algorithm in 64 light cones constructed from 37 snapshots between redshifts z = 0 to z = 3.06, each covering a 4 × 4 deg 2 field-of-view. For more information about the ray-tracing, the reader is kindly referred to Hilbert et al. (2009) . An important aspect of the algorithm is that the galaxy-matter correlation is preserved. The ray-tracing results contain the Jacobians A on a N pix = 4096 2 pixel grid, which corresponds to a resolution of 3.5 arcsec per pixel. From this we calculate shear as well as magnification on a pixel grid.
We further use a catalogue of galaxies based on a semianalytic galaxy-formation model by Henriques et al. (2015) . This catalogue matches the GGL and galaxy-galaxy-galaxy lensing signal from CFHTLenS (Saghiha et al. 2017 ). The galaxies are listed for each redshift snapshot with various properties, e.g., (magnified) flux in various filters and position, which allows a selection according to chosen magnitude limits. However, the galaxy positions are not confined to a grid as is the Jacobi information. Thus, we shift all selected galaxies to their nearest grid point. Therefore, analyses that are close to the centre of the galaxy suffer from discretization effects on scales comparable to the pixel size.
For our analyses we want to obtain samples of galaxies with different local slopes α of the source counts, which depend on redshift and limiting magnitude. For a given lens galaxy sample with a magnitude cut corresponding to a flux limit s lim , we estimate the local slope (8) by finite differencing around s lim . Fig. 1 illustrates the cumulative number of galaxies at redshift z d = 0.41 for the whole simulated field of 64 × 16 deg 2 . Several magnitude cuts are indicated as well as one example of a tangential curve at s lim = 21 mag with slope α = 1.06. For all GGL measurements in this work we fix the source redshift to z s = 0.99. To find the local slopes α s of the source galaxy counts, we vary the limiting magnitude in the r-band filter (see Table 1a ). For the local slope α d of the lens galaxy counts we further vary the lens redshift z d as well as the the limiting magnitude as shown in Table 1b and 1c. Fig. 1 . The cumulative number of galaxies N 0 is shown as a function of r-band magnitude for a field of 64 × 16 deg 2 at redshift z = 0.41. The dotted vertical lines indicate the magnitude cuts listed in Table 1b .
Finally, the tangential curve shows the local slope α at r = 21 mag. Table 1 . The local slopes for the source galaxy counts α s and the lens galaxy counts α d are given as a function of redshift and as a function of the limiting flux. Either redshift or limiting flux is always kept fix while the other quantity is varied as shown below. The limiting flux is given in terms of r-band magnitude. 
Obtaining a tangential shear estimate
To extract the shear signal averaged over many lenses, a fast-Fourier transform (FFT) is employed. In order to do so, we first define lens and source number density on a grid by
with δ K being one if θ = θ (i) d,s and zero otherwise. The number of lenses and sources is N d,s , and θ (i) d,s are the positions of lenses and sources, respectively. Furthermore, we define the shear field of the sources on the grid by
Then, the tangential shear estimator (11) can be expressed aŝ
where the sums over θ and θ extend over the whole grid. The equivalence of Eqs. (22) and (11) can be verified by inserting the definitions of n d,s and γ s into the former. The sums over θ in the numerator and denominator of the GGL estimator (22) are convolutions. Thus, the convolution theorem can be applied to these sums. Let F { f } be the Fourier transform of a function f and F −1 the inverse Fourier transform, then we can rewrite the estimator (22) aŝ
which can be readily solved by an FFT method. For this, we employ routines from the FFTW library by Frigo & Johnson (2005) in our code. FFT implicitly assumes periodic boundary conditions, which introduces a bias to the averaged shear data and, thus, must be mitigated for. We can restrict the selection of lenses to the inner (4 • − 2θ out ) 2 of the field, where θ out is the maximum separation from the lens that we consider. However, for a θ out ≈ 20 we already lose approximately 30% of the lens galaxies. Alternatively, we employ a zero-padding method in which we increase the FFT-area to (4 • + θ out ) 2 and fill the added space with zeros. In this case, we use all available lenses with the cost of slightly increased computational time and the gain of a less-noisy shear profile. For the whole 64 × 16 deg 2 , our FFT-based code needs a CPU time of 823 s, independent of the number of sources and lenses. We compare the performance of our method to the publicly available athena tree-code (Kilbinger et al. 2014 ). In contrast to the FFT method, the computation time of athena enhances with the number of lens-source pairs. We adjust the settings to our survey parameters, while leaving the parameter that sets the accuracy of the tree-code, i.e., the open angle threshold, to its pre-set value. For 10 7 sources and lenses at z d = 0.41 with limiting magnitudes 19.5, 22, and 29 mag, athena performs with a CPU time of 889 s, 1167 s, and 2043 s, respectively.
For the radial binning, we choose N bin = 16 logarithmically spaced bins between θ in = 0.6 and θ out = 17.5 . We estimate the error on the shear signal with a Jackknife method that measures the field-to-field variance of the 64 fields. Then, we repeat the whole process replacing the lens galaxies with random positions to obtain the shear estimate that is caused by the long modes in the matter density field as well as boundary effects as recommended by Singh et al. (2017) . The random signalγ rand is subtracted from original signalγ t →γ t −γ rand . For convenience, we will drop the hat to distinguish the estimatorγ t from theoretical expectations γ t = γ t in the following.
Magnification effects on background galaxies
Lens and source galaxies are affected by magnification. To understand this impact in more detail, we first discuss how the shear profile changes when only source galaxies are magnified. In the following, we describe how we generate an arbitrary number of mock source catalogues, with and without magnification bias included. Results from the Millennium Simulations are then presented, and the magnification-induced bias in the GGL signal is compared to the prediction of the analytical model presented in Sect. 3.2.
Magnification switched off
To switch magnification off, we simply choose random galaxy position. We set the number of sources to N s,0 = 10 7 per 16 deg 2field to keep the impact of noise low.
Magnification switched on
Magnification changes the number counts of observed galaxies on the sky. Using the ray-tracing data, we obtain the cumulative number counts of the galaxies as a function of magnificationcorrected flux, n s,0 (> s 0 ). We obtain the local expected number counts of galaxies by adjusting the flux limit to s lim,s /µ(θ) at each position θ and using the first equality in Eq. (15). We further scale the number counts such that for µ = 1 the expected number of source galaxies is N s = 10 7 per field of solid angle A = 4 • × 4 • . The threshold of finding a source at a grid position θ is then t(θ) = n s (> s lim,s ; θ) A/N pix , where we restrict t(θ) to be smaller than unity. Finally, we draw a uniform random number P(θ) between zero and one for each position. A source galaxy is placed at a position θ if t(θ) > P(θ). The 'magnification off' method can be recovered if we insert µ = 1 for all θ in Eq. (15).
Results
The relative impact of magnification of sources on a tangential shear profile is shown by the orange 'upward'-triangles in Fig. 2 . As expected, the net effect depends on the local slope α s ; the effect is typically of the order of 1 to 2% per bin. In the two panels on the left hand side in Fig. 2 the local slope α s is larger than unity and the shear signal is enhanced, while in the two panels on the right α s < 1, which reverses the effect. Also, the magnification effect is stronger for smaller separations θ. This is seen more clearly in Fig. 3 which compares the absolute difference of source-magnified to magnification-corrected shear profiles. The shear profiles vary with α s for constant redshifts z d,s according to Table 1a . The difference between the expected and 'measured' shear profiles in Fig. 3 is the bias that we estimated in Sect. 3.2 and given in Eq. (16). We calculate the first and the third line of (16) using the numerical data and show them as solid and dotted lines, respectively. Both models are in good agreement with the numerical data for moderate α s . However, for very steep α s 2 the weak lensing approximation |µ − 1| 1 is not sufficient anymore; although large magnifications are rare, they affect the number counts significantly.
We define the mean fractional difference between a shear profile with and without magnification for all bins as
where we stress that a difference of δ γ = 0 is not necessarily equivalent to an unaltered shear profile. However, we only apply this estimator to the orange 'upward'-and red 'downward'triangles seen in Fig. 2 , which display either a positive or a negative sign for all angular scales investigated. Results for δ γ as a function of α s for constant z s can be seen in Fig. 4 . We select the source galaxies according to Table 1a , for which δ γ is almost linear in α s , as expected from Eq. (16) in the weak lensing approximation, although the slope of the linear relation depends on different z d (Table 1c ). The maximum shear difference of 4% is found for the largest α s .
Magnification effects on foreground galaxies
In this section we investigate the influence of magnification on lens galaxies. We follow the structure from the previous section, i.e., we obtain and analyse results from the ray-tracing data and then compare those to the analytic estimate presented in Sect. 3.1.
Magnification switched on
The galaxies in the Henriques catalogue are affected by magnification by design. Hence, to create a catalogue including magnification, we simply extract lens positions from galaxies brighter than a magnitude limit s lim,d and assign them to their nearest grid point.
Magnification switched off
To switch off magnification in the mock data, we undo the magnification as follows. As was done for the sources, the magnification-corrected flux s 0 can be easily recovered from the magnification given in the ray-tracing catalogue and the apparent flux of lens galaxies. The galaxy's apparent position, however, is shifted on the sky compared to its unlensed position. Unfortunately, the unlensed position cannot be recovered from the simulated data, and the absolute amount of shifting is of the order of an arcminute and depends on redshift (Chang & Jain 2014 ). Hence, we must aim for creating a sample of galaxies that is not affected by magnification in a different way.
As was outlined in Sect./,2.2, for both local slopes α d,s = 1, the magnification leaves the observed number counts unaffected and thus the shear profile γ t unbiased. Therefore, we transform the magnification-corrected flux distribution such that the galaxy counts obey n 0 ∝ s 0 −1 . As a reference point we choose the number of galaxies at limiting magnitude n 0 (> s lim,d ) = n 0 (> s lim,d ). This results in the following mapping from observed magnification-corrected flux s 0 to the transformed flux s 0 s 0 (s 0 ) = s lim,d n 0 (s lim,d ) n 0 (s 0 ) .
In other words, this new flux scale distorts the number counts of lenses in such a way that in the transformed flux system, α = 1, and hence the lens galaxy counts are unaffected by magnification bias (although the individual lens positions are not). We can now calculate the observed transformed number density n (> s ), where s = µ s 0 . To create a lens galaxy sample free from magnification, we choose again only those galaxies that are brighter than the given flux limit s > s lim,d . This leads to a different selection of galaxies for the original and the transformed number density. We tested this approach with two consistency checks. The first is based on the fact that in the method described above the total number of galaxies has to be conserved. This is true for all the lens redshifts used. For a magnitude cut of 22 mag in the rband, a lens redshift of z d = 0.41 and the full field-of-view of 64 × 16 deg 2 , 595 348 lenses are found with a cut in observed magnitude and 595 355 lenses are found with observed transformed magnitude. Compared to the original fluxes, a detailed analysis showed that in the transformed flux system 917 galaxies became brighter than 22 mag while 924 galaxies became dimmer, leaving the overall number count almost unchanged. The tiny difference of 7 galaxies is due to the fact that the number count function is discretely sampled.
The second consistency check uses a null test, the so-called shear-ratio test (SRT, Jain & Taylor 2003) which is based on Eq. (18),
for which we expect T (z d , z s 1 , z s 2 ) = 0 for two source populations at redshifts z s 1 and z s 2 in the absence of magnification effects. For the test, the location of the same lens galaxies and the shear from two source galaxy populations at different distances D s 1,2 are used. A ratio of the tangential shear estimates is equal to the ratio of the corresponding angular-diameter distances while the lens properties drop out. As has been shown in Unruh et al. (2019) , the SRT is strongly affected by lens magnification. The impact is stronger for higher lens redshifts and smaller line-ofsight separation of lenses and sources. Therefore, we performed the SRT for lenses selected with and without magnification for two different lens redshifts. We performed the SRT by taking a weighted integral of T (θ; z d , z s 1 , z s 2 ) over θ from θ in to θ out as in Unruh et al. (2019) . In the case that includes magnification, we recovered the results from Unruh et al. (2019) . For lenses that are selected with corrected magnification, the SRT performs better by a factor of 100. We give results for two example redshift combinations in Table 2 . The corrected SRT still shows a slight scatter due to the statistical noise in the data, coming from the lensing by the large-scale structure in each of the 64 fields, and a bias that arises from shifting lens galaxies to their nearest grid point. redshifts SRT result T (z d , z s 1 , z s 2 ) z d z s1 z s2 magn no magn 0.41 0.46 0.51 (5.6 ± 1.4) × 10 −2 (7.0 ± 13.7) × 10 −4 0.83 0.91 0.99 (1.3 ± 0.2) × 10 −1 (−5.1 ± 10.5) × 10 −4 Fig. 3 . Absolute difference between shear profiles with and without magnification of sources, for different local slopes α s shown in the legend. The solid lines correspond to the first expression in Eq. (16) and dotted lines correspond to its approximation in the third line. The upper scale shows comoving transverse separation and the redshifts are z s = 0.99 for the sources and z d = 0.41 for the lenses. The brown triangles with α s = 1.75 and the orange ones α s = 0.58 are directly comparable to the orange triangles in the upper panels of Fig. 2.   Fig. 4 . The fractional change of the shear profile by magnification is displayed, where the magnification is only turned on for the source galaxies at z s = 0.99 (Table 1a) . At a local slope of α s ≈ 1 the impact of magnification flips its sign. The relation between α s and δ γ is almost linear. Different redshifts of the lenses z d = 0.41 (plus) and 0.62 (cross) affect the impact of the sources' magnification; the r-band limiting magnitude of lenses is fixed to 22 mag.
Results
The red 'downward'-triangles in Fig. 2 show the relative impact of magnification on γ t . Similar to the results in Sect./,5.3, where the magnification of the source galaxies is discussed, the local slope α d determines whether the shear signal is enhanced or reduced. The upper panels of Fig. 2 show that the shear profiles are reduced for a local slope α d that is smaller than unity at redshift z d = 0.42, while the lower panels display shear profiles with α d > 1 at a higher redshift z d = 0.62 where the reverse effect is observed. The panels with higher z d show larger magnification effects; relative deviations by up to 7% in a single bin can be seen. In general, the shear signal is more strongly affected at larger separations θ from the lens centre until it reaches a maximum at ≈ 8 for z d = 0.62 and ≈ 10 for z d = 0.41; for even larger separations, the magnification effect becomes relatively weaker.
A comparison of numerical results to the analytic estimate (13) can be seen in Fig. 5 . Plotted is the absolute difference between shear profiles affected by magnification of lens galaxies and those unaffected by magnification. The triangles show numerical results, while lines indicate our analytical model for
We employ the reduced χ 2 -test as an estimator for goodness of our model and find that all models agree well with the data for the considered angular scales. However, the local slope is not necessarily a sufficiently good quantity for the analytic correction if the local slope α d becomes very steep, i.e., when the luminosity function is not well approximated by a power law anymore (cf. Fig. 1 ). However, the analytic correction still reduces the impact of magnification significantly.
To explore the dependencies of the mean fractional shear difference δ γ (Eq. 24) on α d , we alter the lens properties according to Table 1b . Results can be seen in Fig. 6 and show the impact of magnification for constant lens redshift z d and varying limiting magnitude, for two different local slopes α s of the sources. The impact on the shear profile is almost exactly the same in both local slopes, with a small residual noise that is present in the data. The dependence of δ γ on α d is similar to the one in Fig. 4 , which shows the magnification for source galaxies only. The shear profile changes by up to 3% in the mean.
We further investigate the dependence of the magnification on the values of α d and z d for fixed z s in Fig. 7 . δ γ is calculated for various lens redshifts with constant limiting magnitude for the lenses (see Table 1c ) and the same two values of α s as before. The figure shows that the sources' local slope does not affect the magnification induced by lens galaxies. The signal is again moderately reduced by 1% for α d < 1 but is not monotonic anymore. For α d > 1 the relation deviates significantly from a linear one. Magnification is stronger for larger α d and larger z d , leading to deviations of up to 45% in the most extreme case.
Lastly, we combine the numerical methods and results that were treated individually in Sect./,5 and 6. The green crosses in Fig. 2 show numerical results from source and lens galaxy populations that are both affected by magnification, i.e., the case of relevance for observational studies of GGL. The fractional change is approximately the sum of the bias of lens galaxies only plus the bias of source galaxies only. Hence, it is, to first order, determined by α d and α s . The sign of δ γ cannot easily be pre- Fig. 5 . Absolute difference between shear profiles with and without magnification of lenses. The upper scale shows comoving transverse separation and the shear difference is shown for several limiting magnitudes of the lens galaxies, that yield the local slopes α d shown in the legend. Also, the goodness-of-fit parameter χ 2 red with 16 degrees of freedom is indicated in the legend. The redshifts are z s = 0.99 for the sources and z d = 0.41 for the lenses. Fig. 6 . For changing the lens properties according to Table 1b , we show the behaviour of mean fractional shear difference δ γ as a function of local slope for lens galaxies α d and r-band limiting magnitude. The source and lens redshift is the same for both cases, i.e., z d = 0.41 and z s = 0.99. The effect is independent of the sources local slope α s . dicted if α d < 1 and α s > 1, and vice versa. For δ γ the sign also depends on θ since the change of shear signal per bin behaves differently for magnified lenses and magnified sources.
Magnification bias in halo-mass estimates
Estimating the mean halo mass of lenses
GGL is sensitive to the surface-mass density around lenses that differs from the average projected cosmological matter density. To infer from this the mean mass of a parent halo that hosts a typical lens galaxy, we use a halo-model prescription to describe the relation between galaxies and matter (Cooray & Sheth 2002) . In this prescription, we expand the galaxy-matter power spectrum at redshift z d of lenses and at comoving wave number k, Fig. 7 . For magnification of lens galaxies only, the impact on the shear profile is shown as a function of α d and z d (Table 1c ) for fixed flux limit of r = 22 mag. The redshift z d is given on the (non-linear) top axis. Again, the effect switches its sign at α d ≈ 1. It then rises up to 45% for larger α d , while less impact is seen for α d < 1. Different local slopes of the sources α s at z s = 0.99 leave the lens' magnification unaffected.
in terms of a one-halo term,
and a two-halo term, In this model, we denote byũ m (k, m) the Fourier transform of a Navarro-Frenk-White (NFW; Navarro et al. 1996 ) density profile for a virial halo mass m, truncated at the virial radius and normalised toũ m (k, m) = 1 for k = 0 (Scoccimarro et al. 2001) for the mass-concentration relation in Bullock et al. (2001) ; by m 2 m 1 dm n(m) the mean comoving number density of halos in the mass interval m 1 ≤ m < m 2 (Sheth & Tormen 1999) ; by b h (m) the bias factor of halos of mass m (Scoccimarro et al. 2001 ); by P lin (k) the linear matter power spectrum (Eisenstein & Hu 1998) ; and bȳ
the mean number density of lenses. This version of the halo model assumes a central galaxy at the centre of a halo whenever there are lens galaxies inside the halo, and satellite galaxies with a number density profile equal to the NFW matter density.
For the mean number of central and satellite galaxies for a halo mass m we follow Clampitt et al. (2017) but with central-galaxy fraction f cen ≡ 1,
where Θ = (m 1 , m th , σ log m , β) are four model parameters that determine the halo-occupation distribution (HOD) of our lenses, and erf(x) = 2π −1/2 x 0 dt e −t 2 is the error function. The model parameters have the following meaning: m th determines at which mass scale N cen |m = 1/2; at halo mass m 1 the mean number of satellites equals that of central galaxies; σ log m is the width of the HOD of centrals; β is the slope of the satellite HOD.
The matter-galaxy cross-power spectrum is related to the mean tangential shear by a Limber projection, which for lenses at z d and sources at z s is
We employ a maximum-likelihood estimator (MLE) to infer the mean halo mass of lenses from GGL. For this, let {γ t,i (Θ) | i = 1 . . . N bin } be a set of N bin measurements of the mean tangential shear in our mock data, obtained for different lenssource angular separations bins i; the error covariance estimated from the measurements for bin θ i and θ j shall be C i j and its inverse [C −1 ] i j . For the MLE of Θ, we then minimise
with respect to Θ, where γ t,i (Θ) is the halo model prediction of γ t (θ|Θ) averaged over the size of the ith separation bin that corresponds to γ t,i . We refer to Θ mle as the parameter set that minimises χ 2 (Θ). Finally, given the MLE Θ mle , we obtain the MLE of the mean halo mass by the integral
which has to be evaluated for the HOD of galaxies that is determined by Θ mle . Fig. 8 . In the upper panel the magnification-corrected shear profiles for two lens redshifts z d with a r-band magnitude cut of 22 mag and two differently selected source galaxies at redshift z s = 0.99 are shown (crosses) as well as their best fit according to the halo model (filled circles with same colour). The lower panel shows the absolute difference ∆γ t between data and halo model fit (open circles with same colour). For each lens redshift, source galaxies were chosen with two limiting magnitudes that have the local slopes α s = 0.58 and 1.75, respectively. As expected, the shear profile does not depend on the choice of source galaxies. The offset between the red/blue points as well as the magenta/green points is for better visibility only.
In Fig. 8 we show four examples of tangential shear estimates and their best shear profile fit from the halo model. For the shear profiles we switched off magnification effects of lens and source galaxies. It can be seen that the fitting procedure works reasonably well. The halo model itself is only an approximation to the inhomogeneous matter distribution in the Universe, and in the presence of our simulated data with almost vanishing Poisson noise, we do not expect the halo model to work perfectly. We further use approximations such as a truncated NFW model and a specific concentration to halo-mass relation, that certainly further limits the accuracy we can obtain with the halo model. The mean relative difference between the data and the model for the 16 bins is 2.6% for z d = 0.41, and 1.3% for z d = 0.62. As expected, the shear profiles are almost independent of the flux limit of sources if their redshift is fixed, as can be seen for the red and blue crosses, as well as for the magenta and green crosses. On the other hand, the difference for the red/blue and magenta/green shear profiles has mainly three reasons. The lensing efficiencies D ds /D s are different for different z d . Thus, the red/blue shear profile with z d = 0.41 has a larger lensing efficiency than the magenta/green one with z d = 0.62. Moreover, we observe fixed angular scales which corresponds to different physical scales, and lastly, the lens galaxy population might evolve between the two redshifts. Table 3 which lists the fitting parameters, the goodness-of-fit values, and the mass estimates for the different shear profiles. The mean halo mass, in contrast to the shear amplitude, is larger for the high-redshift lenses when the same magnitude limit is applied. Table 3 . Fitting results for the halo model are shown, with the mean halo mass m mle , the scatter in host halo mass σ log m , the mass scale where 50% of halos host a galaxy m th , the normalisation factor for the satellite galaxies m 1 and its slope β, and the goodness-of-fit value χ 2 red with 12 degrees of freedom. The lens and source redshifts, and local slopes α d,s are chosen as in Fig. 8 We quantify this bias in halo mass for fixed limiting magnitudes of lenses and sources, i.e., fixed α d,s , and fixed redshifts as follows. Using the halo model as described above, we calculate the best mass estimate from the magnification-corrected shear profile. As could be seen in the previous sections, the relative change of the shear profile is typically of the order of a couple of percent. Therefore, we fix the scatter in the host halo mass σ log m and the slope of the mean number of satellite galaxies β to their best fit value in the magnification-corrected case. Then, we only fit the remaining two parameters m th and m 1 to estimate the mass for the three remaining shear profiles, i.e., a shear profile with magnification of the sources only turned on, a profile with magnification of the lenses only turned on, and a shear profile with lens and source magnification turned on. Similar to the fractional shear difference (24), we define the bias of halo-mass estimates, inferred from γ t , by
Fig. 8 is accompanied by
δ M = m mle − m nomagn mle m nomagn mle .(36)
Numerical results
Figures 9 to 12 show results for the mass bias δ M . Figure 9 shows the bias for magnified source galaxy counts and magnificationcorrected lens counts. The lenses have constant limiting magnitude of 22 mag in the r-band and their redshifts are z d = 0.41 and 0.62. Source galaxies at redshift z s = 0.99 are selected for several limiting magnitudes (cf. Table 1a ). The bias is of the same order of magnitude as the corresponding mean fractional difference of the shear, and α s determines whether mass is over-or underestimated. The mean halo mass is biased by up to 3.5%. We then explore the dependencies of the fractional mass bias δ M on α d , while we only consider magnification-corrected sources. First, we fix the lens redshift to z d = 0.41 and alter the lens' limiting magnitude according to Table 1b . The result is shown in Fig. 10 . The mass bias is an almost linear function of α d and shows a similar dependence on α d as the fractional shear difference (cf. Fig. 6 ). The mass is biased up to 5% for the largest α d . Lastly, δ M is calculated for various lens redshifts with constant limiting magnitude for the lenses (see Table 1c ) and the same two α s as before, which is shown in Fig. 11 . The mass bias shows a strong redshift dependence, where the bias increases from a couple of percent to a mass overestimate of 55%. 
22.0 22.5 23.0 23.5 24.0 24.5 26.0 r in mag Fig. 9 . The relative mass bias δ M (36) for magnified source number counts is shown. Source galaxies are at z s = 0.99 and lenses are chosen according to Table 1a with redshifts z d = 0.41 (plus) and 0.62 (cross), for fixed limiting magnitude. The mass bias behaves roughly like the fractional shear difference (cf. Fig. 4 ). For local slopes α s < 1, the underestimation of mass is stronger than for the shear profile, while for α s > 1 the overestimate is similar. Fig. 10 . The fractional mass bias δ M is shown as a function of local slope α d and r-band limiting magnitude (cf. Table 1b ). The source redshift is z s = 0.99 and lens redshift is z d = 0.41. For α d < 1, δ M the mass is biased low, while for α d > 1 the mass is biased high.
To explore the observationally relevant case, we compare halo-mass estimates with and without magnification for both, lenses and sources. Figure 12 contains all different α d,s -z d combinations with constant z s = 0.99 from the Tables 1a to 1c plus some additional combinations. It shows δ M as defined in Eq. (36) as a function of the local slopes α d,s on the x-and y-axis. Red values indicate an overestimation of the mass, where we cut off the colour bar for the highest values for better visibility. The blue values show an underestimation, while white values means no bias in the mass estimate. The upper right quadrant shows consistently red values since α d,s > 1, while the lower left quadrant has α d,s < 1 and is consistently blue, as expected from theoreti- Fig. 11 . For magnified lens galaxies only, we follow Table 1c to show the dependence of the fractional mass bias δ M on α d and z d , where we keep the r-band limiting magnitude for the lenses constant. The top axis indicates the respective lens redshifts in a non-linear scaling. Following the trend seen in Fig. 7 , mass is biased low for α d < 1 and shows large biases for α d > 1. cal considerations. In most of the other cases, α d seems to be the decisive factor for the sign of the mass bias, for α d < 1 leading to an underestimation and for α d > 1 leading to an overestimation. The slope α s influences the total value of the mass bias. Besides, even if two points are close in the α d -α s parameter space, they do not exhibit the same colour, i.e., mass bias, which is due to their different z d .
Discussion & conclusions
In this paper we quantified the impact of magnification on the GGL signals and halo-mass estimates. Magnification changes the observed galaxy number counts on the sky, which has an impact on the measured tangential shear profiles. It is important to note that magnification affects lens galaxies as well as source galaxies. Analyses of tangential shear profiles, such as estimates of the excess mass density profiles or halo mass, are therefore biased if they ignore lens or source magnification. Our estimates with ray-tracing simulations and synthetic galaxy populations show that the number count slopes of sources and lenses are the most important quantities that determine the relative strength of the bias. Whereas the analytical estimate for the bias on the GGL profile caused by magnification of lenses was known before, the one caused by magnification of the source population has not been derived before to our knowledge.
How magnification affects tangential shear profiles can be seen in the Figs. 2 to 7. We study the magnification effect from lenses and sources individually and compare them to our analytic estimates. The latter are leading-order estimates and describe the numerical results in most cases very well. One of the surprising results, shown in Fig. 3 , is that the weak lensing approximation for the impact of magnification on source counts can significantly fail if the count slope is steep. Hence, the validity of the commonly used approximation n s (θ, > s) ≈ n s0 (> s) [1 + 2(α s − 1)κ(θ)] needs to be checked, depending on its application.
Our main results are: The shear signal is reduced if the slopes α d and α s are < 1 and enhanced for α d,s > 1. For fixed redshifts z d,s the change of the tangential shear estimate depends solely on α d,s . For fixed z s , the impact of magnification of sources decreases for larger z d , smaller D ds (cf. Fig. 4 ). Furthermore, the relative importance of magnification of lenses increases with z d and rises sharply as z d approaches z s . The relative change from a biased to an unbiased shear profile is a function of angular separation θ, and the mean change is typically a few percent. However, if the redshift difference between sources and lenses become small, the effect can be considerably larger (cf. Fig. 7) .
For practical applications, the change in the shear signal by magnification is described by the sum of the effects by source magnification and that of the lens magnification taken individually. The impact of magnification depends on the galaxy's luminosity function, the limiting magnitudes and the redshifts z d,s , but also the separation θ.
The bias δ M in the average mass of a lens parent-halo basically inherits all trends seen in the shear profiles with magnified lenses and magnified sources (see Figs. 9 to 12), i.e., δ M > 0 for α d,s > 0 and vice versa. Medium-redshift galaxies show a mass bias of less than 10%, and the higher the lens redshift the stronger the mass bias with up to 58% for z d = 0.83 and z s = 0.99. The relative mass bias δ M is of the same order of magnitude as the relative change of the shear profile δ γ . The detailed relation, however, between δ γ and the mass bias δ M is quite complex. Foremost, the amplitude of the measured shear signal determines the underlying halo mass. However, magnification changes the scale dependence of the shear signal. In the halo model this translates to different behaviour of the 1-and 2halo term which affects the mass estimate in a highly non-linear way. Another minor effect is that the true mean halo mass of lens galaxies affected by magnification probably differs from the true mean halo mass of unmagnified lenses due to an expected correlation between mass and luminosity. For example, for the highest z d considered in this work, the mean masses differ by 0.16%. Furthermore, we fixed the observed angular scales on the sky, which relate to different physical scales at different redshifts; thus, the relative contribution of the 2-halo term on the shear signal grows with redshift, which makes a comparison of mass biases from different lens redshifts more complicated. In general, when we allow for magnification effects both in source and lens galaxies, i.e., the case for real observations, the sign of the mass bias is in most cases determined by the value of α d . The only exceptions shown in Fig. 12 are two cases, where either the lens redshift is low or the local slope α s is very high; in such cases the sign of the mass bias is not easily predicted and must be studied case by case.
In this paper we have assumed that lenses and sources form a flux-limited sample. Whereas this assumption may be a realistic one for lens galaxies (e.g., galaxy redshift surveys frequently start from a flux-limited photometric sample), it is less the case for source galaxies. Sources in weak lensing studies have rather complicated selection criteria, not merely based on flux, but also size, signal-to-noise ratio and so on. Therefore, our quantitative analysis may not apply directly to observational surveys. In addition, source galaxies typically enter a weak lensing catalogue with a weight which characterizes the accuracy of the corresponding shear estimate. We have ignored any such weighting scheme in our treatment, but it may be relevant, in that the weight of an object is expected to also depend on magnitude and size, and is thus affected by magnification.
Whereas the relative amplitude of the bias caused by magnification is modest in most cases, and probably smaller than Fig. 12 . The total magnification bias for halo-mass estimates as a function of limiting magnitudes that yield the local slopes α d,s and lens redshift z d (type of symbols). The source redshift is the same in all cases, i.e., z s = 0.99. The mass difference δ M is shown in colour code, where blue is underestimation, red overestimation, and white indicates an unbiased result. We cut off the colour bar for the largest deviations of 55% and 58% for α d = 2.41 and z d = 0.83 for higher contrast in the colour scale. The plot is roughly divided by the vertical line with α d = 1 into mass underestimation for α d < 1 and overestimation α d > 1. the uncertainties from shape noise and sample variance in previous surveys, future surveys like Euclid or LSST have such an improved statistical power that magnification effects must be accounted for in the quantitative analysis of GGL.
