Abstract. A limit variety is a variety that is minimal with respect to being non-finitely based. The two limit varieties of Marcel Jackson are the only known examples of limit varieties of aperiodic monoids. Our previous work had shown that there exists a limit subvariety of aperiodic monoids that is different from Marcel Jackson's limit varieties. In this paper, we introduce a new limit variety of aperiodic monoids.
Introduction
A variety of algebras is finitely based if there is a finite subset of its identities from which all of its identities may be deduced, otherwise, the variety is said to be non-finitely based. An algebra is finitely based if it generates a finitely based variety, otherwise, the algebra is said to be non-finitely based. There are many finitely based and many non-finitely based finite semigroups, and consequently the finite basis property for finite semigroups, and for finite algebras in general has been one of the most extensively studied in facets of varieties. Refer to the surveys of Volkov [15] for a great deal of information on varieties, identities, and the finite basis problem for semigroups.
A variety is hereditarily finitely based if all its subvarieties are finitely based. A variety is called limit variety if it is non-finitely based but every proper subvariety is finitely based; in other words, limit varieties are precisely minimal non-finitely based varieties. Zorn's lemma implies that each non-finitely based variety contains some limit subvariety; thus, a variety is hereditarily finitely based if and only if it contains no limit subvarieties. Therefore classifying hereditarily finitely based varieties in a certain sense reduces to classifying limit varieties whence the latter task appears to be very hard in general. Moreover, finding any concrete limit variety turns out to be nontrivial. For example, no concrete limit variety of groups is known so far even though a recent result by Kozhevnikov [5] shows that there are uncountably many of them. Amongst (locally finite) groups, there are known to be infinitely many limit varieties, however the explicit construction of such an example remains one of the foremost unsolved problems in group variety theory [6] In contrast, for inverse semigroup varieties, a complete classification of non-group limit varieties (and hence, a characterization of hereditarily finitely based varieties modulo groups) has been found by Kleiman [4] .
of order six is one of minimal non-finitely semigroups. Let L 1 denote the monoid obtained by adjoining an identity element to L and let var{L 1 } denote the variety generated by L 1 . It is easy to see that var{L 1 } is a subvariety of A that contains neither var{J 1 } nor var{J 2 }. In [16] , we show that var{L 1 } is non-finitely based, and so there exists a limit subvariety of A that is different from var{J 1 } and var{J 2 }. Consequently, identify all limit subvarieties of var{L 1 } is an unavoidable step in the classification of limit varieties of aperiodic monoids.
The main goal of this paper and its prequel is to give an explicit example of a limit variety of A. Let A 1 denote the monoid obtained by adjoining an identity element to the semigroup A = {0, a, b, c, d, e} given by the following multiplication table:
A The semigroup A was first investigated by Lee and Zhang [11, Section 19] , where it was shown to be finitely based. Let B 1 be the semigroup that is dual to A 1 . In [17] , by using a sufficient condition, we have shown that the semigroup A 1 × B 1 is non-finitely based. In this paper, all of proper monoid subvarieties of the variety generated by A 1 × B 1 are shown to be finitely based, and the monoid subvariety lattice of var M {A 1 × B 1 } will be completely described. Hence the monoid variety var M {A 1 × B 1 } is a limit monoid variety. Also, an identity basis A 1 × B 1 will be given, the finite membership problem for the variety generated by A 1 × B 1 admits a polynomial algorithm.
In section 3, an identity basis for var{A 1 × B 1 } will be given. In section 4, all monoid subvarieties of var{A 1 × B 1 } will be characterized and each of them is finitely based. Furthermore, the monoid subvariety lattice of var M {A 1 × B 1 } will be completely described. Hence var M {A 1 × B 1 } is a limit monoid variety. Recall that a variety is small if it has finitely many subvarieties, a small variety is cross if it is finitely based and finitely generated, and a non-cross variety is almost cross if all its proper subvarieties are Cross. Hence var{A 1 × B 1 }) is a small almost cross variety.
Preliminaries
Most of the notation and background material of this article are given in this section. Refer to the monograph [1] for any undefined terminology.
Let X be a fixed countably infinite alphabet throughout. For any subset A of X , denote by A * the free monoid over A. Elements of X and X * are referred to as letters and words respectively.
The content of a word w, denoted by con(w), is the set of letters occurring in w; The multiplicity of a letter x in w, denoted by m(x, w), is the number of times x occurs in w; A letter x is simple in a word w if m(x, w) = 1; otherwise, x is non-simple in w. The set of simple letters of a word w is denoted by sim(w) and the set of non-simple letters of w is denoted by non(w). Note that con(w) = sim(w) ∪ non(w) and sim(w) ∩ non(w) = ∅.
An identity is typically written as w ≈ w ′ where w and w ′ are nonempty words. Let Π be any set of identities. The deducibility of an identity w ≈ w ′ from Π is
The variety defined by Π, denoted by V(Π), is the class of all semigroups that satisfy all identities in Π; in this case, Π is said to be a basis for the variety.
For any word w and any set B of letters in w, let w B denote the word obtained from u by retaining the letters from B (but removing all others). It is easy to see that if the identity u ≈ v is satisfied by a monoid M , then any identity of the form u B ≈ v B is also satisfied by M .
For any class C of semigroups or monoids, let var{C} denote the semigroup variety generated by C. For any class C of monoids, let var M {C} denote the monoid variety generated by C. It is easy to see that a monoid S is contained in the semigroup variety of a monoid H if and only if it is contained in the monoid variety of H.
The following small semigroups are required throughout the article:
, c cb = a, and all other products equal to 0 , N = a a 2 = 0 .
For any non-unital semigroup S, let S 1 denote the monoid obtained by adjoining a unit element to S. Proposition 2.1.
(
For any letters x and y of a word w, write x ≺ w y to indicate that within w, each occurrence of x precedes every occurrence of y. In other words, if x ≺ w y with p = m(x, w) and q = m(y, w), then retaining only the letters x and y in w results in the word x p y q .
Lemma 2.2 ([11, Lemma 1.3]).
Suppose that w ≈ w ′ is any identity satisfied by the semigroup J 1 . Then
(1) con(w) = con(w ′ ) and sim(w) = sim(w ′ ); (2) for any x ∈ con(w) = con(w ′ ) and y ∈ sim(w) = sim(w ′ ), the conditions x ≺ w y and x ≺ w ′ y are equivalent ;
3. An identity basis for var{A
The present section establishes an identities basis for the variety var{A
Theorem 3.1. The variety var{A 1 × B 1 } is defined by the identities
The proof of Theorem 3.1 is given at the end of the section. Most of the equational deductions in this article are deductions within the equational theory of var{A 1 × B 1 }. Therefore, it will be convenient to refer to the identities in Theorem 3.1 collectively by , that is,
For any sets Π 1 and Π 2 of identities, the deduction ∪ Π 1 ⊢ Π 2 is abbreviated to
For any nonempty set Z = {z 1 , . . . , z r } of letters, the word of the form
is said to be the Z-square, in particular, if z 1 , . . . , z r are in alphabetical order, then it said to be the perfect Z-square. More generally, a square (resp. perfect square) is a Z-square (resp. perfect Z-square) for some nonempty set Z of letters.
Lemma 3.2. Let z be any square. Then the identities imply the identity
where z is the perfect con(z)-square.
Proof. Without loss of generality, we may assume that z = (
Hence the identities can be used to permute any letters within z in any manner. Specifically, the identities can be used to permute any letters within z into alphabetical order, whence z ≈ z.
Lemma 3.3. Let z and z ′ be any squares with con(z ′ ) ⊆ con(z). Then the identities imply the identity
Proof. By symmetry, it suffices to prove that z ′ z ≈ z. Without loss of generality, we may assume that t(z ′ ) = z, and z = (
It is easily seen how this procedure can be repeated so that the word z ′ z can be converted to z. Lemma 3.4. Let w be any non-simple word such that sim(w) = ∅. Then the identities imply the identity w ≈ w, where
) for each ℓ = g and ℓ, g ∈ {1, . . . , p k }; Proof. Since each non-simple letter x in w can be replaced by its square x 2 by applying the identities (3.1), the word w can be written into the form of
where the words z 1 , . . . , z p ∈ X + are squares. Then by Lemma 3.2 we may assume that the words z 1 , . . . , z p are perfect squares. Hence the condition (CF2a) is satisfied.
where z j is the perfect con(z j ) ∪ {z}-square for each j = ℓ, . . . , g. Now if con(z ℓ ) ∩ con(z g ) = ∅, then by repeating the above processes, each letter in con(z ℓ ) ∩ con(z g ) can be put into z j for each ℓ ≤ j ≤ g. Hence we may assume that con(z ℓ )∩con(z g ) ⊆ con(z j ), and so the condition (CF2b) is satisfied. Suppose that con(z
) by the condition (CF2b). Hence by applying the identities (3.1) and (3.2), the identity z
ℓ+1 is hold, and so z (k) ℓ can be deleted from w k . Hence we may assume that the condition (CF2c) is satisfied.
A word w is said to be in canonical form if
for some n ≥ 0 such that the following conditions are all satisfied:
(I) the letters of s 1 , . . . , s n ∈ X + are simple in w; (II) w 0 , w n ∈ X * and w 1 , . . . , w n−1 ∈ X + and for each k = 0, 1, . . . , n,
ℓ−1 ) for some k ∈ {0, 1, . . . , n} and ℓ ∈ {1, . . . , p k }, then x, y satisfy neither of the following conditions:
(i) x ∈ con(w g ) and y ∈ con(w h ) for some g < h < k or k < g < h or h < k < g; (ii) x, y ∈ con(w g ) for some g = k.
An identity u ≈ v is canonical if the words u and v are in canonical form.
Lemma 3.5. Let w be any word. Then there exists some word w in canonical form such that the identities imply the identity w ≈ w.
Proof. It suffices to convert the word w, using the identities , into a word in canonical form. It is easy to see that the word w can be written into the form of
where s 1 , . . . , s n ∈ X + , w 0 , w n ∈ X * , w 1 , . . . , w n−1 ∈ X + , the letters of s 1 , . . . , s n are simple in w and the letters of w 0 , . . . , w n are non-simple in w. Hence the condition (CF1) is satisfied.
Since each non-simple letter x j in w k can be replaced by its square x 2 j by applying the identities (3.1), the word w k can be written into the form of
where the words z
+ are squares. The identities (3.5) and (3.6) can be applied to alphabetically order the letters in each of z
p k , and so we may assume that the words z
) for some ℓ < g and ℓ, g ∈ {1, . . . , p k }, then
Hence for each ℓ ≤ j ≤ g, the perfect square z where con(z
, then by repeating the above processes, each letter in con(z
Hence we may assume that con(z
and so the condition (CF2b) is satisfied.
Suppose that con(z
Let x ∈ con(z
ℓ−1 ) for some k ∈ {0, 1, . . . , n} and ℓ ∈ {1, . . . , p k }. Suppose that x, y satisfy one of the conditions (a), (b) and (c) in (CF3). Then since
l ) · · · where ( †) = (3.3) if x, y satisfy the condition (a) or (b), and ( †) = {(3.5), (3.6)} if x, y satisfy the condition (c). Hence in these cases, we may assume that there is a perfect square for the set {x, y} between z Proof. Let x = e, y = d and t = b in A 1 . Then the left side of (3.11) is ed 2 be = a, but the right side of (3.11) is ed 2 ebe = 0, and so A 1 does not satisfy the identity (3.11). By a dual argument we may show that B 1 does not satisfy the identity (3.12).
Let x = e, s = c and t = b in A 1 . Then the left side of (3.13) is ecebe = 0, but the right side of (3.13) is ecbe = 0, and so A 1 does not satisfy the identity (3.13). Let x = e and y = d in A 1 . Then the left side of (3.14) is e 2 d 2 = c, but the right side of (3.14) is d 2 e 2 = 0, and so A 1 does not satisfy the identity (3.14).
For any word w, let F SS (w) denote the set of factors of w of length two that are formed by simple letters:
For example, if w = x 3 abcyxdy 2 ef x, then F SS (w) = {ab, bc, ef }. For the remainder of this section, suppose that w ≈ w ′ is any identity satisfied by the variety var{A 1 × B 1 }, where the words
are in canonical form. It follows from Lemma 3.7 that n = n ′ and s k = s ′ k for each k = 0, . . . , n. The remainder of this section is devoted to the verification w k = w ′ k for each k = 0, . . . , n.
Proof. Suppose that x ∈ con(w k )\con(w ′ k ). Since the variety var{A 1 ×B 1 } satisfies the identity w ≈ w ′ , it is easy to see that the variety var{A 1 × B 1 } satisfies the identity awb ≈ aw ′ b where a = b and a, b ∈ con(w) = con(w ′ ). Then
where s ∈ con(s k ) if k ≥ 1 and s = a if k = 1, and t ∈ con(s k+1 ) if k < n and t = b if k = n. But this implies that the semigroup S satisfies the identity (3.13), contradicting Lemma 3.6. Hence con(w k ) = con(w ′ k ). Lemma 3.9. If for each x, y ∈ con(w k ) = con(w is satisfied by the identity w ≈ w ′ , then w k = w ′ k . Proof. Without loss of generality, we may assume that
First we may show that ( †) if z i is a perfect square factor of w k , then z i also is a perfect square factor of w ′ k . Suppose that con(z i ) is not any subset of con(z ′ g ) for g = 1, . . . , p ′ . Since con(w k ) = con(w ′ k ) by Lemma 3.8, without loss of generality, we may assume that con(z
, which contradicts the assumption. Therefore, we may assume
). Without loss of generality, we may assume that z ∈ con(z
Hence by symmetry, we may assume that z ∈ con(
), it follows from the assumption that x ∈ con(z 1 · · · z ℓ ). Hence con(z i ) ⊆ con(z 1 · · · z ℓ ). Now it follows from the condition (CF2b) that con(z i ) ⊆ con(z ℓ ), which contradicts the condition (CF2c). Hence con(z i ) = con(z ′ g ). Now by the definition of perfect square it is easy to see that z i = z ′ g and so ( †) holds. The converse of ( †) also holds by symmetry. It then follows that z i is a perfect square factor of w k if and only if z i also is a perfect square factor of w ′ k . Hence it follows from the conditions (CF2) that p = p ′ and {z 1 , . . . ,
Suppose that the occurrence of z i+1 precedes the occurrence of z i in w ′ k . By the condition (CF2c), let x ∈ con(z i ) \ con(z i+1 ) and y ∈ con(z i+1 ) \ con(z i ). Then x ≺ w k y, but x ≺ w ′ k y, which contradicts the assumption. Hence the order of occurrence of {z 1 , . . . , z p } in w k is the same as the order of occurrence of {z 1 , . . . ,
y, that is, there exist some x occur after some y in w ′ k .
There are three cases to consider. Case 1. y ∈ con(w 0 · · · w k−1 ) and x ∈ con(w k+1 · · · w n ). Then
≈ xy 2 x, but this implies that the variety var{A 1 × B 1 } satisfies the identity (3.14), contradicting Lemma 3.6. Case 2. x ∈ con(w k+1 · · · w n ), say x ∈ con(w h ) \ con(w k+1 · · · w h−1 ) for some h > k and let t be a simple letter in s h . 2.1. g = l + 1. Then y ∈ con(z 1 · · · z ℓ ) by (CF2b) and (a), and so by (CF3), y ∈ con(w 0 · · · w k−1 w h · · · w n ). Hence it follows from Lemma 3.8 that
≈ xw {x,y,t} ≈ xw ′ {x,y,t}
≈ xy 2 xtx, but this implies that the variety var{A 1 × B 1 } satisfies the identity (3.11), contradicting Lemma 3.6. 2.2. g > l + 1. Then by (CF2c), there exist a letter z such that z ∈ con(z ℓ+1 ) \ con(z ℓ ) , and so z ∈ con(z 1 · · · z ℓ ) by (CF2b). Suppose that z ∈ con(z g ). Then z ∈ con(z g · · · z p ) by (CF2b). Hence it is easy to see that x ≺ w k z ≺ w k y. Since x ≺ w k z, it follows from the assumption (b) that x ≺ w ′ k z. Since some x occur after some y in w
y, which contradicts the assumption (c). Therefore z ∈ con(z g ). It follows from the condition (CF2c) that there exists a letter s = z such that s ∈ con(z g−1 )\con(z g ), and so s ∈ con(z g · · · z p ) by (CF2b). Hence it is easy to show that x ≺ w k z and s ≺ w k y. It follows from the assumptions (b) and (c) that x ≺ w ′ k z and s ≺ w ′ k y. Since some x occur after some y in w
If s ∈ con(w k+1 · · · w h−1 ), say s ∈ con(w q ) \ con(w k+1 · · · w q−1 ) for some k < q < h, then since s ∈ con(z g−1 ) ∩ con(w q ) and y ∈ con(z g ) \ con(z 1 · · · z g−1 ), it follows from (CF3) that y ∈ con(w 0 · · · w k−1 w q · · · w h · · · w n ). Hence it follows from Lemma 3.8 that
≈ xy 2 xtx but this implies that the variety var{A 1 × B 1 } satisfies the identity (3.11), contradicting Lemma 3.6.
If s ∈ con(w k+1 · · · w h−1 ), then s ∈ con(w } is a consequence of the identities . In the presence of Lemma 3.5, it suffices to assume that the identity w ≈ w ′ is canonical. Without loss of generality, we may assume that w and w ′ are in the form of (3.15), and n = n ′ and s k = s ′ k for each k = 0, . . . , n. By Lemma 3.10 and its dual, it is easy to see that the condition (3.16) is satisfied by the identity w ≈ w ′ . Hence it follows from Lemma 3.9 that w k = w ′ k for each k = 0, . . . , n. Thus the identity w ≈ w ′ is trivial and so is vacuously a consequence of the identities .
Monoid subvarieties of var{A
In this section, all monoid subvarieties of var{A 1 × B 1 } will be characterized and the monoid subvariety lattice of var{A 1 × B 1 } will be completely described. For convenience, the monoid subvariety of var{A 1 × B 1 } defined by Π is denoted by var M {Π}.
Lemma 4.1. Let w ≈ w ′ be any identity in canonical form where
and con(w i ) = con(w ′ i ) for each i = 0, 1, . . . , n. Suppose that x and y are nonsimple letters of con(w k ) = con(w
where w * equal either
and Λ is some subset of {(3.11), (3.12), (3.13)}.
Proof. There are three cases to consider. Case 1. y ∈ con(w 0 · · · w k−1 ) and x ∈ con(w k+1 · · · w n ). Then by Case 1 of Lemma 3.10 that w ≈ w ′ (3.14).
Therefore var M {w ≈ w ′ } = var M {(3.14), w ≈ w ′ }. ≈ w 0
It follows from (4.1) that var M {w ≈ w ′ } = var M {(3.14), w * ≈ w ′ }. Case 2. x ∈ con(w k+1 · · · w n ). Then by Case 2 of Lemma 3.10 that ≈ w 0
It follows from (4.2) that var M {w ≈ w ′ } = var M {(3.11), w * ≈ w ′ }. Case 3. y ∈ con(w 0 · · · w k−1 ). Then by Case 3 of Lemma 3.10 that 
