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FULL AVERAGING OF FUZZY IMPULSIVE
DIFFERENTIAL INCLUSIONS
Natalia V. Skripnik
Abstract. In this paper the substantiation of the method of full averaging for fuzzy impulsive
diﬀerential inclusions is studied. We extend the similar results for impulsive diﬀerential inclusions
with Hukuhara derivative [23], for fuzzy impulsive diﬀerential equations [18], and for fuzzy diﬀerential
inclusions [26].
1 Introduction
In recent years the fuzzy set theory introduced by L.Zadeh [29] has emerged as an
interesting and fascinating branch of pure and applied sciences [1], [3], [4], [6] - [18],
[21], [22], [27], [28]. The applications of the fuzzy set theory can be found in many
branches of regional, physical, mathematical and engineering sciences.
The concept of fuzzy diﬀerential inclusion was introduced in [24], where theorems
of existence and continuous dependence on parameter of classical solutions of fuzzy
diﬀerential inclusions were proved. In [19, 25] the concepts of ordinary, generalized
and quasisolutions of fuzzy diﬀerential inclusions were studied, the relationship
between sets of such solutions was investigated. The schemes of full and partial
averaging for fuzzy diﬀerential inclusions was also considered [26].
In this paper the substantiation of the method of full averaging for fuzzy impulsive
diﬀerential inclusions is considered. These results generalize the similar results for
impulsive diﬀerential inclusions with Hukuhara derivative [23], for fuzzy impulsive
diﬀerential equations [18], and for fuzzy diﬀerential inclusions [26].
2 Main deﬁnitions
Let conv(Rn) be a family of all nonempty compact convex subsets of Rn with
Hausdorﬀ metric
h(A,B) = max{max
a∈A
min
b∈B
ka − bk, max
b∈B
min
a∈A
ka − bk},
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where k · k denotes the usual Euclidean norm in Rn.
Let En be a family of mappings x : Rn → [0,1] satisfying the following conditions:
1) x is normal, i.e. there exists y0 ∈ Rn such that x(y0) = 1;
2) x is fuzzy convex, i.e. x(λy +(1−λ)z) ≥ min{x(y),x(z)} whenever y,z ∈ Rn
and λ ∈ [0,1];
3) x is upper semicontinuous, i.e. for any y0 ∈ Rn and ε > 0 there exists
δ(y0,ε) > 0 such that x(y) < x(y0) + ε whenever ||y − y0|| < δ, y ∈ Rn;
4) a closure of the set {y ∈ Rn : x(y) > 0} is compact.
Deﬁnition 1. The set {y ∈ Rn : x(y) ≥ α} is called an α – level [x]α of a mapping
x ∈ En for α ∈ (0,1]. A closure of the set {y ∈ Rn : x(y) > 0} is called a 0 - level
[x]0 of a mapping x ∈ En.
It follows from 1) – 4) that the α-level set [x]α ∈ conv(Rn) for all α ∈ [0,1].
Let b 0 be a fuzzy mapping deﬁned by
b 0(y) =

0 if y 6= 0,
1 if y = 0.
Deﬁne the metric D : En × En → R+ by the equation
D(x,y) = sup
α∈[0,1]
h([x]α,[y]α).
Let I be an interval in R.
Deﬁnition 2. A mapping f : I → En is called continuous at point t0 ∈ I provided for
any ε > 0 there exists δ > 0 such that D(f(t),f(t0)) < ε whenever |t−t0| < δ, t ∈ I.
A mapping f : I → En is called continuous on I if it is continuous at every point
t0 ∈ I.
Deﬁnition 3. [15] A mapping f : I → En is called measurable on I if a multivalued
mapping fα(t) = [f(t)]α is Lebesgue measurable for any α ∈ [0,1].
Deﬁnition 4. [15] An element g ∈ En is called an integral of f : I → En over I if
[g]α = (A)
R
I
fα(t)dt for any α ∈ (0,1], where (A)
R
I
fα(t)dt is the Aumann integral
[2].
Deﬁnition 5. A mapping f : I → En is called absolutely continuous on I if there
exists an integrable mapping g : I → En such that
f(t) = f(t0) +
t Z
t0
g(s)ds, t0 ∈ I for every t ∈ I.
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Deﬁnition 6. [15] A mapping f : I → En is called diﬀerentiable at point t0 ∈ I
if the multivalued mapping fα(t) is Hukuhara diﬀerentiable at point t0 [5] for any
α ∈ [0,1] and the family {DHfα(t0) : α ∈ [0,1]} deﬁnes a fuzzy number f0(t0) ∈ En
(which is called a fuzzy derivative of f(t0) at point t0). A mapping f : I → En is
called diﬀerentiable on I if it is diﬀerentiable at every point t0 ∈ I.
Let comp(En) [conv(En)] be a family of all subsets F of En such that the family
of all α− levels of the elements from F is a nonempty compact [and convex] element
in comp(Rn) (that is an element of cc(Rn) (cocc(Rn)) [11]) for any α ∈ [0,1] with
metric
ς(A,B) = max{sup
a∈A
inf
b∈B
D(a,b),sup
b∈B
inf
a∈A
D(a,b)}.
Deﬁne also the distance from an element x ∈ En to a set A ∈ comp(En) :
dist(x,A) = min
a∈A
D(x,a).
Consider the usual algebraic operations in comp(En):
– addition : F + G = {f + g : f ∈ F,g ∈ G};
– multiplication by scalars : λF = {g = λf : f ∈ F}.
The following properties hold [24]:
1) if F,G ∈ comp(En) [conv(En)], then F + G ∈ comp(En) [conv(En)];
2) if F ∈ comp(En) [conv(En)], then λF ∈ comp(En) [conv(En)];
3) F + G = G + F;
4) F + (G + H) = (F + G) + H;
5) there exists a null element {b 0}: F + {b 0} = F;
4) α(βF) = (αβ)F;
5) 1 · F = F;
6) α(F + G) = αF + βG;
7) if α ≥ 0, β ≥ 0 and F ∈ conv(En), then (α + β)F = αF + βF; otherwise
(α + β)F ⊂ αF + βF.
Deﬁnition 7. A mapping F : I → comp(En) is called a fuzzy multivalued mapping.
Deﬁnition 8. A fuzzy multivalued mapping F : I → comp(En) is called measurable
on I if the set {t ∈ I : F(t)
T
G 6= ∅} is measurable for every G ∈ comp(En).
Deﬁnition 9. A fuzzy multivalued mapping F : I → comp(En) is called continuous
at point t0 ∈ I provided for any ε > 0 there exists δ(t0,ε) > 0 such that ς(F(t),F(t0)) <
ε whenever |t − t0| < δ, t ∈ I. A fuzzy multivalued mapping f : I → En is called
continuous on I if it is continuous at every point t0 ∈ I.
Deﬁnition 10. A mapping f : I → En is called a selector of a fuzzy multivalued
mapping F : I → comp(En) if f(t) ∈ F(t) for almost every t ∈ I.
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Obviously a selector f(t) always exists as the set F(t) is not empty for all t ∈ I.
Deﬁne an integral of F : I → comp(En) over I :
Z
I
F(t)dt =



Z
I
f(t)dt : f(t) ∈ F(t) almost everywhere on I



.
Consider a fuzzy diﬀerential inclusion
x0 ∈ F(t,x), x(t0) = x0, (2.1)
where t ∈ I is time; x ∈ G ⊂ En is a phase variable; the initial conditions t0 ∈
I,x0 ∈ G; a fuzzy multivalued mapping F : I × G → comp(En).
Deﬁnition 11. An absolutely continuous fuzzy mapping x(t), x(t0) = x0, is called
an ordinary solution of diﬀerential inclusion (2.1) if
1) x(t) ∈ G for all t ∈ I;
2) x0(t) ∈ F(t,x(t)) almost everywhere on I.
Theorem 12. Let the fuzzy multivalued mapping F : I ×G → comp(En) satisfy the
following conditions:
1) F(·,x) is measurable on I;
2) F(t,·) satisﬁes the Lipschitz condition with the constant k > 0, i.e. for all
(t,x),(t,y) ∈ I × G the inequality holds
ς(F(t,x),F(t,y)) ≤ kD(x,y);
3) there exists an absolutely continuous fuzzy mapping y(t), y(t0) = y0, such that
D(y(t),x0) ≤ b and dist(y0(t),F(t,y(t))) ≤ η(t) for almost all t : |t − t0| ≤ a, where
the function η(t) is Lebesque summable.
Then on the interval [t0,t0 + σ] there exists a solution x(t) of fuzzy diﬀerential
inclusion (2.1) such that D(x(t),y(t)) ≤ r(t), where
r(t) = r0ek(t−t0) +
t Z
t0
ek(t−s)η(s)ds, r0 = D(x0,y0),
σ = min

a,
b
M

, M = max
(t,x)∈I×G
d(F(t,x),{b 0}).
The proof is similar to [24].
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3 Main Results
Consider the substantiation of the full averaging method on the ﬁnite interval for
fuzzy impulsive diﬀerential inclusion
x0 ∈ εF(t,x), t 6= τi, x(0) = x0, (3.1)
∆x|t=τi ∈ εIi(x).
If for any t ≥ 0,x ∈ G there exists a limit
¯ F(x) = lim
T→∞

 1
T
Z t+T
t
F(t,x)dt +
1
T
X
t≤τi<t+T
Ii(x)

, (3.2)
then in the correspondence to inclusion (3.1) we will set the following averaged
inclusion
y0 ∈ ε ¯ F(y), y(0) = x0. (3.3)
Theorem 13. Let in the domain Q = {t ≥ 0, x ∈ G ⊂ En} the following hold:
1) the fuzzy multivalued mappings F : Q → conv(En), Ii : G → conv(En) are
continuous, uniformly bounded by M and satisfy the Lipschitz condition in x with
constant λ;
2) uniformly with respect to t ≥ 0 and x ∈ D limit (3.2) exists and
1
T
i(t,t + T) ≤ d < ∞,
where i(t,t+T) is the quantity of points of the sequence τi on the interval (t,t+T];
3) for any x0 ∈ G0 ⊂ G and t ≥ 0 the solutions of inclusion (3.3) together with
a ρ− neighborhood belong to the domain G.
Then for any η ∈ (0,ρ] and L > 0 there exists ε0(η,L) > 0 such that for all
ε ∈ (0,ε0] and t ∈ [0,Lε−1] the following statements fulﬁll:
1) for any solution y(t) of inclusion (3.3) there exists a solution x(t) of inclusion
(3.1) such that
D(x(t),y(t)) < η; (3.4)
2) for any solution x(t) of inclusion (3.1) there exists a solution y(t) of inclusion
(3.3) such that inequality (3.4) holds.
Proof. From conditions 1), 2) it follows that the fuzzy multivalued mapping
¯ F : D → conv(En) is uniformly bounded by M1 = M(1 + d) and satisﬁes the
Lipschitz condition with constant λ1 = λ(1 + d).
Namely
| ¯ F(x)| = ς( ¯ F(x),{ˆ 0}) ≤ ς

 ¯ F(x),
1
T
Z t+T
t
F(t,x)dt +
1
T
X
t≤τi<t+T
Ii(x)

+
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+ς

 1
T
Z t+T
t
F(t,x)dt +
1
T
X
t≤τi<t+T
Ii(x),{ˆ 0}

 < α +
1
T
Z t+T
t
|F(s,x)|ds+
+
1
T
X
t≤τi<t+T
|Ii(x)| < α + M + dM = α + M(1 + d);
ς( ¯ F(x1), ¯ F(x2)) ≤ ς

 ¯ F(x1),
1
T
Z t+T
t
F(t,x1)dt +
1
T
X
t≤τi<t+T
Ii(x1)

+
+ς

 1
T
Z t+T
t
F(t,x1)dt +
1
T
X
t≤τi<t+T
Ii(x1),
1
T
Z t+T
t
F(t,x2)dt +
1
T
X
t≤τi<t+T
Ii(x2)

+
+ς

 1
T
Z t+T
t
F(t,x2)dt +
1
T
X
t≤τi<t+T
Ii(x2), ¯ F(x2)

 <
< 2α +
1
T
Z t+T
t
ς(F(s,x1),F(s,x2))ds +
1
T
X
t≤τi<t+T
ς(Ii(x1),Ii(x2)) ≤
≤ 2α + λh(x1,x2) + λdh(x1,x2) = 2α + λ(1 + d)D(x1,x2),
where α can be done arbitrary small by choosing T. Hence
| ¯ F(x)| ≤ M(1 + d), ς( ¯ F(x1), ¯ F(x2)) ≤ λ(1 + d)D(x1,x2).
Let us proof the ﬁrst statement of the theorem. Let y(t) be a solution of inclusion
(3.3). Divide the interval [0,Lε−1] on the partial intervals with a step γ(ε) such
that γ(ε) → ∞ and εγ(ε) → 0 as ε → 0. Then there exists a measurable selection
v(t) ∈ ¯ F(y(t)) such that
y(t) = y(tj) + ε
Z t
tj
v(s)ds, t ∈ [tj,tj+1], y(0) = x0, (3.5)
where tj = jγ(ε), j = 0,m, mγ(ε) ≤ Lε−1 < (m + 1)γ(ε).
Consider the mapping
y1(t) = y1(tj) + εvj(t − tj), t ∈ [tj,tj+1], y1(0) = x0, (3.6)
where vj ∈ En satisﬁes the condition
D
 
γ(ε)vj,
Z tj+1
tj
v(s)ds
!
= min
v∈ ¯ F(y1(tj))
D
 
γ(ε)v,
Z tj+1
tj
v(s)ds
!
. (3.7)
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Obviously, vj exists in view of the compactness of the set ¯ F(y1(tj)) and the continuity
of the function being minimized.
Denote by δj = D(y(tj),y1(tj)). For t ∈ [tj,tj+1] using (3.5) and (3.6), we have
D(y(t),y(tj)) ≤ M1εγ(ε), D(y1(t),y1(tj)) ≤ M1εγ(ε). (3.8)
Therefore the following inequalities hold for t ∈ [tj,tj+1]:
D(y(t),y1(tj)) ≤ D(y(tj),y1(tj)) + D(y(t),y(tj)) ≤ δj + εM1(t − tj),
ς( ¯ F(y(t)), ¯ F(y1(tj)) ≤ λ1D(y(t),y1(tj)) ≤ λ1(δj + εM1(t − tj)). (3.9)
From (3.7) and (3.9) it follows that
D
 Z tj+1
tj
v(s)ds,γ(ε)vj
!
≤
Z tj+1
tj
ς( ¯ F(y(s)), ¯ F(y1(tj)))ds ≤
≤ λ1

δjγ(ε) + εM1
γ2(ε)
2

. (3.10)
By (3.5) and (3.6) we obtain
δj+1 ≤ δj + ελ1

δjγ(ε) + εM1
γ2(ε)
2

= (1 + λ1εγ(ε))δj + λ1M1
ε2γ2(ε)
2
. (3.11)
Since δ0 = 0 from inequality (3.11) we get
δ1 ≤ λ1M1
ε2γ2(ε)
2
,
δ2 ≤ (1 + λ1εγ(ε))δ1 + λ1M1
ε2γ2(ε)
2
≤ λ1M1
ε2γ2(ε)
2
((1 + λ1εγ(ε)) + 1).
By induction
δj+1 ≤ λ1M1
ε2γ2(ε)
2
((1 + λ1εγ(ε))i + (1 + λ1εγ(ε))i−1 + ... + 1) =
=
M1εγ(ε)
2
 
(1 + λ1εγ(ε))i+1 − 1

≤
M1εγ(ε)
2

(1 + λ1εγ(ε))
L
εγ(ε) − 1

≤
≤
M1εγ(ε)
2
(eλ1L − 1). (3.12)
So in view of inequalities (3.8) we derive the estimation:
D(y(t),y1(t)) ≤ D(y(t),y(tj)) + D(y(tj),y1(tj)) + D(y1(tj),y1(t)) ≤
≤ 2M1εγ(ε) +
M1εγ(ε)
2
(eλ1L − 1) ≤
M1εγ(ε)
2
(eλ1L + 3). (3.13)
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It follows from condition 2) of the theorem that for any η1 > 0 there exists
ε1(η1) > 0 such that for ε ≤ ε1(η1) the inequality holds
ς

 ¯ F(y1(tj)),
1
γ(ε)
Z tj+1
tj
F(s,y1(tj))ds +
1
γ(ε)
X
tj≤τi<tj+1
Ii(y1(tj))

 < η1. (3.14)
Hence, there exist a measurable selection uj(t) ∈ F(t,y1(tj)) and pij ∈ Ii(y1(tj))
such that
D

vj,
1
γ(ε)


Z tj+1
tj
uj(s)ds +
X
tj≤τi<tj+1
pij



 < η1. (3.15)
Consider the mapping
x1(t) = x1(tj) + ε
Z t
tj
uj(s)ds + ε
X
tj≤τi<t
pij, t ∈ (tj,tj+1], x1(0) = x0. (3.16)
Since x1(0) = y1(0) it follows from (3.6), (3.16) and (3.15) that for j = 1,m
D(x1(tj),y1(tj)) ≤ D(x1(tj−1),y1(tj−1)) + η1εγ(ε) ≤ ... ≤ jη1εγ(ε) ≤ Lη1. (3.17)
As for t ∈ (tj,tj+1] we have
D(x1(t),x1(tj)) ≤ M(1 + d)εγ(ε) = M1εγ(ε),
taking into account inequality (3.8), we get
D(x1(t),y1(t)) ≤ Lη1 + 2M1εγ(ε), (3.18)
D(x1(t),y1(tj)) ≤ Lη1 + M1εγ(ε).
Let us show that there exists a solution x(t) of inclusion (3.1) that is suﬃciently
close to x1(t).
Let θ1,...,θp be the moments of impulses τi, that get into the interval (tj,tj+1].
For convenience denote by θ0 = tj, θp+1 = tj+1. Let µ+
k = D(x1(θk + 0),x(θk + 0)),
µ−
k = D(x1(θk),x(θk)), k = 0,p + 1.
Using the Lipschitz condition, we have
dist

x10(t),εF(t,x1(t))

≤ ς
 
εF(t,y1(tj)),εF(t,x1(t))

≤
≤ ελD(x1(t),y1(tj)) ≤ ελ(M1εγ(ε) + Lη1) = η∗,
dist
 
∆x1|t=θk,εIi(x1(θk))

≤ ς
 
εIi(y1(tj)),εIi(x1(θk))

≤
≤ ελD(y1(tj),x1(θk)) ≤ ελ(M1εγ(ε) + Lη1) = η∗.
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According to Theorem 12 there exists a solution x(t) of inclusion (3.1) such that
for t ∈ (θk,θk+1] the estimate holds
D(x(t),x1(t)) ≤ µ+
k eελ(t−θk) + ε
Z t
θk
eελ(t−s)η∗ds.
Denote by γk = θk+1 − θk ≤ γ(ε), γ0 + ... + γp = γ(ε). Then
µ−
k+1 ≤ µ+
k eελγk +
η∗
λ

eλεγ(ε) − 1

. (3.19)
When getting over the impulse point we have
µ+
k+1 ≤ µ−
k+1 + ες
 
Ii(y1(tj)),Ii(x(θk+1))

≤
≤ µ−
k+1 + ες
 
Ii(x1(θk+1)),Ii(x(θk+1))

+ ες
 
Ii(y1(tj)),Ii(x1(θk+1))

≤
≤ µ−
k+1 + ελµ−
k+1 + ες
 
Ii(y1(tj)),Ii(x1(θk+1))

≤
≤ (1 + ελ)µ−
k+1 + η∗. (3.20)
From (3.19) and (3.20) it follows that
µ+
k+1 ≤ (1 + ελ)eελγkµ+
k + β, β =
η∗
λ
(1 + ελ)

eλεγ(ε) − 1

+ η∗.
Hence,
µ+
1 ≤ (1 + ελ)eλεγ0µ+
0 + β ≤ (1 + ελ)eλεγ(ε)µ+
0 + β,
µ+
2 ≤ (1 + ελ)eελγ1µ+
1 + β ≤ (1 + ελ)2eελ(γ0+γ1)µ+
0 +
+β(1 + ελ)eελγ1 + β ≤ (1 + ελ)2eλεγ(ε)µ+
0 + β

(1 + ελ)eλεγ(ε) + 1

,
etc.
µ+
k+1 ≤ (1 + ελ)k+1eελγ(ε)µ+
0 + β

eλεγ(ε)((1 + ελ)k + ... + (1 + ελ)) + 1

=
= (1 + ελ)k+1eλεγ(ε)µ+
0 + β

eλεγ(ε)(1 + ελ)k − 1
ελ
(1 + ελ) + 1

≤
≤ eλ(1+d)εγ(ε)µ+
0 +η∗

1 + ελ
λ
(eλεγ(ε) − 1) + 1
 
eλεγ(ε)eλdεγ(ε) − 1
ελ
(1 + ελ) + 1
!
=
= αµ+
0 + β1,
where
α = eλεγ(ε)(1+d),
******************************************************************************
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β1 = (M1εγ(ε)+Lη1)

1 + ελ
λ
(eλεγ(ε) − 1) + 1

eλεγ(ε)

eλdεγ(ε) − 1

(1 + ελ) + ελ

.
So
δ+
j+1 = D(x(tj+1),x1(tj+1)) ≤ αδ+
j + β1.
We obtain the sequence of inequalities
δ+
0 = 0, δ+
1 ≤ β1, δ+
2 ≤ αβ1 + β1 = (α + 1)β1,...,
δ+
j+1 ≤ (αj + ... + 1)β1 =
αj+1 − 1
α − 1
β1 ≤
≤
eλL(1+d) − 1
eλ(1+d)εγ(ε) − 1
(M1εγ(ε) + Lη1)

1 + ελ
λ
(eλεγ(ε) − 1) + 1

×
×

eλεγ(ε)

eλdεγ(ε) − 1

(1 + ελ) + ελ

.
Since
lim
ε↓0

1 + ελ
λ
(eλεγ(ε) − 1) + 1

= 1
and
lim
ε↓0
eλεγ(ε)  
eλdεγ(ε) − 1

(1 + ελ) + ελ
eλ(1+d)εγ(ε) − 1
= lim
ε→0
eλεγ(ε) eλdεγ(ε)−1
λεγ(ε) + 1
γ(ε)
eλ(1+d)εγ(ε)−1
λεγ(ε)
=
d
1 + d
,
one has that
δ+
j+1 ≤ C(M1εγ(ε) + Lη1)
for ε ≤ ε2.
Therefore for t ∈ (tj,tj+1] the inequality holds
D(x(t),x1(t)) ≤ D(x(t),x(tj)) + D(x(tj),x1(tj))) + D(x1(t),x1(tj)) ≤
≤ M(1+d)εγ(ε)+M1εγ(ε)+C(M1εγ(ε)+Lη1) = M1(2+C)εγ(ε)+CLη1. (3.21)
In view of inequalities (3.13),(3.18), and (3.21) we get that D(x(t),y(t)) can be
done less than any preassigned η by means of choosing ε ≤ ε0 and η1.
The second statement of the theorem is proved similarly.
If the fuzzy multivalued mappings F(t,x) and Ii(x) are periodic in t, one derives
better estimation.
Theorem 14. Let in the domain Q = {t ≥ 0, x ∈ G ⊂ En} the following hold:
1) the fuzzy multivalued mappings F : Q → conv(En), Ii : G → conv(En) are
continuous, uniformly bounded by M and satisfy the Lipschitz condition in x with
constant λ;
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2) the fuzzy multivalued mapping F(t,x) is 2π− periodic in t and there exists
such d ∈ N that for all i ∈ N the equalities hold τi+d = τi + 2π, Ii+d(x) ≡ Ii(x);
3) for any x0 ∈ G0 ⊂ G and t ≥ 0 the solutions of inclusion (3.3) together with
a ρ− neighborhood belong to the domain G.
Then for any L > 0 there exist ε0(L) > 0 and C(L) > 0 such that for all
ε ∈ (0,ε0] and t ∈ [0,Lε−1] the following statements fulﬁll:
1) for any solution y(t) of inclusion (3.3) there exists a solution x(t) of inclusion
(3.1) such that
D(x(t),y(t)) ≤ Cε; (3.22)
2) for any solution x(t) of inclusion (3.1) there exists a solution ξ(t) of inclusion
(3.3) such that inequality (3.22) holds.
Proof. Using condition 2) of the theorem, we obtain that
¯ F(x) =
1
2π
Z 2π
0
F(s,x)ds +
1
2π
X
0≤τi<2π
Ii(x). (3.23)
It follows from condition 1) of the theorem that ¯ F : D → conv(En) is uniformly
bounded by M1 = M(1 + d) and satisﬁes the Lipschitz condition with constant
λ1 = λ(1 + d).
We are going to prove the ﬁrst statement of the theorem. Let y(t) be a solution
of inclusion (3.3). Divide the interval [0,Lε−1] on the partial intervals with a step
2π by the points tj = 2πj, j = 0,m, where m : tm ≤ Lε−1 < tm+1. Then there
exists a measurable selector v(t) of the fuzzy multivalued mapping ¯ F(y(t)) such that
y(t) = y(tj) + ε
Z t
tj
v(s)ds, t ∈ [tj,tj+1], y(0) = x0. (3.24)
Consider the mapping
y1(t) = y1(tj) + εvj(t − tj), t ∈ [tj,tj+1], y1(0) = x0, (3.25)
where vj ∈ En satisﬁes the condition
D
 
2πvj,
Z tj+1
tj
v(s)ds
!
= min
v∈ ¯ F(y1(tj))
D
 
2πv,
Z tj+1
tj
v(s)ds
!
. (3.26)
Obviously, vj exists in view of the compactness of the set ¯ F(y1(tj)) and the continuity
of the function being minimized.
Denote by δj = D(y(tj),y1(tj)). For t ∈ [tj,tj+1] using (3.24) and (3.25), we
have
D(y(t),y(tj)) ≤ 2πM1ε, D(y1(t),y1(tj)) ≤ 2πM1ε. (3.27)
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Hence for t ∈ [tj,tj+1] the following inequalities hold:
D(y(t),y1(tj)) ≤ D(y(tj),y1(tj)) + D(y(t),y(tj)) ≤ δj + εM1(t − tj),
ς( ¯ F(y(t)), ¯ F(y1(tj)) ≤ λ1D(y(t),y1(tj)) ≤ λ1(δj + εM1(t − tj)). (3.28)
From (3.26) and (3.28) it follows that
D
 Z tj+1
tj
v(s)ds,2πvj
!
≤
Z tj+1
tj
ς( ¯ F(y(s)), ¯ F(y1(tj)))ds ≤ λ1
 
2πδj + 2π2M1ε

.
(3.29)
Considering (3.24) and (3.25) we obtain
δj+1 ≤ δj + ελ1
 
2πδj + 2π2M1ε

= (1 + 2πλ1ε)δj + 2π2λ1M1ε2. (3.30)
From inequality (3.30) taking into account δ0 = 0, we get
δ1 ≤ 2π2λ1M1ε2,
δ2 ≤ (1 + 2πλ1ε)δ1 + 2π2λ1M1ε2 ≤ 2π2λ1M1ε2((1 + 2πλ1ε) + 1),
etc.
δj+1 ≤ 2π2λ1M1ε2((1 + 2πλ1ε)i + (1 + 2πλ1ε)i−1 + ... + 1) =
= πM1ε
 
(1 + 2πλ1ε)i+1 − 1

≤ πM1ε

(1 + 2πλ1ε)
L
2πε − 1

≤ πM1ε(eλ1L − 1).
(3.31)
In view of inequalities (3.8) one has that:
D(y(t),y1(t)) ≤ D(y(t),y(tj)) + D(y(tj),y1(tj)) + D(y1(tj),y1(t)) ≤
≤ 4πM1ε + πM1ε(eλ1L − 1) ≤ πM1ε(eλ1L + 3). (3.32)
Furthermore,
¯ F(y1(tj)) =
1
2π
Z tj+1
tj
F(s,y1(tj))ds +
1
2π
X
tj≤τi<tj+1
Ii(y1(tj)). (3.33)
and there a exist pij ∈ Ii(y1(tj)) and a measurable selection uj(t) ∈ F(t,y1(tj)) such
that
vj =
1
2π


Z tj+1
tj
uj(s)ds +
X
tj≤τi<tj+1
pij

. (3.34)
Consider the mapping
x1(t) = x1(tj) + ε
Z t
tj
uj(s)ds + ε
X
tj≤τi<t
pij, t ∈ (tj,tj+1], x1(0) = x0. (3.35)
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From (3.25), (3.35), and (3.34) using x1(0) = y1(0), it follows that for j = 1,m
x1(tj) = y1(tj), D(x1(t),x1(tj)) ≤ 2πM1ε, D(x1(t),y1(t)) ≤ 4πM1ε. (3.36)
Let us show that there exists a solution x(t) of inclusion (3.1) that is suﬃciently
close to x1(t).
Let θ1,...,θp be the moments of impulses τi, that get into the interval (tj,tj+1].
For convenience denote by θ0 = tj, θp+1 = tj+1. Let µ+
k = D(x1(θk + 0),x(θk + 0)),
µ−
k = D(x1(θk),x(θk)), k = 0,p + 1.
Using the Lipschitz condition, we have
dist

x10(t),εF(t,x1(t))

≤ ς
 
εF(t,y1(tj)),εF(t,x1(t))

≤
≤ ελD(x1(t),x1(tj)) ≤ 2πλM1ε2 = η∗,
dist
 
∆x1|t=θk,εIi(x1(θk))

≤ ς
 
εIi(y1(tj)),εIi(x1(θk))

≤
≤ ελD(x1(tj),x1(θk)) ≤ 2πλM1ε2 = η∗.
According to Theorem 12 we obtain that there exists a solution x(t) of inclusion
(3.1) such that for t ∈ (θk,θk+1] the following estimation holds
D(x(t),x1(t)) ≤ µ+
k eελ(t−θk) + ε
Z t
θk
eελ(t−s)η∗ds.
Denote by γk = θk+1 − θk ≤ 2π, γ0 + ... + γp = 2π. Then
µ−
k+1 ≤ µ+
k eελγk +
η∗
λ

e2πλε − 1

. (3.37)
When getting over the impulse point we have
µ+
k+1 ≤ µ−
k+1 + ες
 
Ii(y1(tj)),Ii(x(θk+1))

≤
≤ µ−
k+1 + ες
 
Ii(x1(θk+1)),Ii(x(θk+1))

+ ες
 
Ii(x1(tj)),Ii(x1(θk+1))

≤
≤ µ−
k+1 + ελµ−
k+1 + ες
 
Ii(x1(tj)),Ii(x1(θk+1))

≤
≤ (1 + ελ)µ−
k+1 + η∗. (3.38)
From (3.19) and (3.20) it follows that
µ+
k+1 ≤ (1 + ελ)eελγkµ+
k + β, β =
η∗
λ
(1 + ελ)

e2πλε − 1

+ η∗.
Hence,
µ+
1 ≤ (1 + ελ)eλεγ0µ+
0 + β ≤ (1 + ελ)e2πλεµ+
0 + β,
µ+
2 ≤ (1 + ελ)eελγ1µ+
1 + β ≤ (1 + ελ)2eελ(γ0+γ1)µ+
0 +
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+β(1 + ελ)eελγ1 + β ≤ (1 + ελ)2e2πλεµ+
0 + β

(1 + ελ)e2πλε + 1

,
etc.
µ+
k+1 ≤ (1 + ελ)k+1e2πλεµ+
0 + β

e2πλε((1 + ελ)k + ... + (1 + ελ)) + 1

=
= (1 + ελ)k+1e2πλεµ+
0 + β

e2πλε(1 + ελ)k − 1
ελ
(1 + ελ) + 1

≤
≤ e2πλ(1+d)εµ+
0 + η∗

1 + ελ
λ
(e2πλε − 1) + 1

e2πλεeλdε2π − 1
ελ
(1 + ελ) + 1

=
= αµ+
0 + β1,
where
α = e2πλ(1+d)ε,
β1 = 2πM1ε

1 + ελ
λ
(e2πλε − 1) + 1

e2πλε

e2πλdε − 1

(1 + ελ) + ελ

.
So
δ+
j+1 = D(x(tj+1),x1(tj+1)) ≤ αδ+
j + β1.
We obtain the sequence of inequalities
δ+
0 = 0, δ+
1 ≤ β1, δ+
2 ≤ αβ1 + β1 = (α + 1)β1,...,
δ+
j+1 ≤ (αj + ... + 1)β1 =
αj+1 − 1
α − 1
β1 ≤
≤ 2πM1
eλL(1+d) − 1
e2πλ(1+d)ε − 1

1 + ελ
λ
(e2πλε − 1) + 1

e2πλε

e2πλdε − 1

(1 + ελ) + ελ

ε.
As
lim
ε→0

1 + ελ
λ
(e2πλε − 1) + 1

= 1
and
lim
ε→0
e2πλε  
e2πλdε − 1

(1 + ελ) + ελ
e2πλ(1+d)ε − 1
= lim
ε→0
e2πλε e2πλdε−1
λε + 1
e2πλ(1+d)ε−1
λε
=
2dπ + 1
2(1 + d)π
,
then
δ+
j+1 ≤ C0ε
for ε ≤ ε2.
Therefore for t ∈ (tj,tj+1] the inequality holds
D(x(t),x1(t)) ≤ D(x(t),x(tj)) + D(x(tj),x1(tj))) + D(x1(t),x1(tj)) ≤
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≤ 2πM(1 + d)ε + 2πM1ε + C0ε = (4πM1 + C0)ε. (3.39)
In view of inequalities (3.32),(3.36), and (3.39) we get that
D(x(t),y(t)) ≤ C1ε, (3.40)
C1 = πM1(eλ1L + 3) + 4πM1 + C0.
The ﬁrst part of the theorem is proved.
Taking any solution x(t) of inclusion (3.1) and making the calculations similar to
the previous, it is possible to ﬁnd a solution y(t) of inclusion (3.3) such that inequality
similar to (3.40) with some constant C2 is fair. Choosing C = max(C1,C2) we will
receive the justice of all statements of the theorem.
4 Conclusion
It is also possible to use the partial averaging of fuzzy impulsive diﬀerential inclusions,
i.e. to average only some summands or factors. Such variant of the averaging method
also leads to the simpliﬁcation of the initial inclusion and happens to be useful when
the average of some functions does not exist or their presence in the system does
not complicate its research.
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