Three-Way Catalytic Converter Modeling as a Modern Engineering Design Tool
Introduction
The catalytic converter has been in use for the past 30 years as an efficient and economic solution for the reduction of pollutants emitted by the internal combustion engine, the latter being the powertrain for almost all vehicles in use today. The widespread use of the catalytic converter was the response of the automotive industry to the legislation of developed countries, which poses limits to the most important gaseous pollutants emitted by both gasoline and diesel engines.
Since the concern about the environmental impact of the emissions of the vehicles fleet is steadily growing-especially in urban areas, where air pollution has become a major issue-emission legislation becomes gradually stricter. Accordingly, this has led to continuous efforts of the automotive industry to improve the efficiency of the catalytic converter ͓1͔. Today's emission standards have been lowered so much that the catalytic converter technology has been pushed to its limits and it became apparent that, in order to build vehicles that comply with the legislation, automotive engineers should tune the whole system of engine, piping, and catalytic converter ͓2͔. Thus there emerged the need to view the catalytic converter as a component of an integrated exhaust aftertreatment system that should be designed very accurately.
In this context, the role of modeling of the components of exhaust aftertreatment systems is becoming increasingly important, especially as regards the catalytic converter, which is the most crucial device of such systems. Since the introduction of catalytic converters in production vehicles, catalytic converter models have been appearing in the literature in parallel with the development of new catalytic converter technologies. Nevertheless, the accuracy, reliability, and application range of catalytic converter models is still questioned. The number of modeling applications in the automotive industry remains limited, especially when contrasted to the plethora of models that appear in the literature ͓3-15͔. It seems that a complicated landscape of approaches and methodologies has been created, causing an uncertainty as regards their validity and applicability. Most probably, this adversely affects their application in everyday practice, although modern modeling methodologies have been greatly improved and, in many cases, they have been successfully incorporated in the process of exhaust aftertreatment systems design ͓16 -20͔.
In what follows, we attempt to inverse this situation, first by sketching an overview of modeling approaches that could help the navigation through the complicated landscape of this field of research. Subsequently, we present our choice of modeling approaches along with some supporting tools, in order to compile a complete methodology that provides the required high accuracy levels for the current state-of-the-art exhaust aftertreatment systems design. This methodology combines a significantly updated version of the CATRAN ͓21͔ modeling code with optimization tools tailored to the computer-aided estimation of the model's chemical kinetics parameters. The first steps of the developed optimization methodology have already been presented elsewhere ͓22͔. Here we update and enhance it by incorporating recent improvements of the catalytic converter model and better integration with the supporting tools.
Navigation in the Modeling Landscape
A great number of models have been presented until today, featuring a multitude of approaches and levels of modeling detail. The diversity of published works on the field indicates that no definite answers have been given to the catalytic converter modeling problem ͓23͔. There are several reasons for this situation:
• Modeling objectives and application range. Not all published works share common objectives and application range, varying from fast, approximate models to very detailed, computationally intensive models. Fundamental research models formulation usually attempts to describe phenomena as accurately as possible, require a lot of input data and usually can be tested only in extremely simplified catalyst behavior scenarios. For applicationoriented models, formulation depends on the system or device where modeling is applied as well as the design parameters under investigation. In this case, accuracy may be sacrificed because of constraints such as simplicity or flexibility.
• Problem complexity. Catalytic converter operation involves heterogeneous catalytic chemical reactions, which are coupled with simultaneous heat and mass transfer and take place under highly transient conditions. Under such conditions, it is difficult to describe chemical phenomena quantitatively or even qualitatively Each set of inevitable approximations and simplifying assumptions that are included essentially defines a different modeling approach, and no one can a priori be considered better or worse than any other one.
• Rapidly changing washcoat technology. Catalytic converter manufacturers continuously improve the chemical characteristics of the catalytic converter washcoats, in an effort to produce efficient as well as low-cost designs. Thus chemical kinetics research has to keep track of most modern washcoat developments, which inhibits the acquisition of in-depth knowledge about the washcoats chemical behavior and may lead to system-specific conclusions and results.
• Performance assessment difficulty. Finally, there is no consensus on how to assess model performance, so that models with similar scope can be compared. The introduction of such a methodological tool should help towards identifying the weaknesses and advantages of different approaches and provide with a quantitative criterion for model comparison.
The variety of modeling approaches that have been proposed and tested until today can be largely attributed to the above points. Nevertheless, similarities may be noticed among many different models and the majority of them share a common structure, which is dictated by the structure and operating concept of the catalytic converter itself.
Specifically, the catalytic converter is essentially a batch of parallel channels, which have been covered in their interior by a chemically active washcoat layer. The structure of most published models follows the structure of the converter itself so that each model can be divided into three distinct levels: The washcoat level, the channel level, and the reactor level. Below, we attempt to clarify what is modeled at each level and discuss which are the most common choices that one has to make when developing a catalytic converter model.
Washcoat Level.
Washcoat modeling is local in nature. At this level, local phenomena at each point of the washcoat along the channel axis are considered. Two dominant phenomena should be modeled: diffusion and simultaneous reaction within the washcoat.
Heat and mass transport through the boundary layer of the flow is normally accounted for by employing mass and heat-transfer coefficients. Heat transfer through the washcoat is normally omitted, since the washcoat is approximately isothermal ͓24͔. Finally, several approaches exist for the modeling of mass transport through the washcoat: from completely neglecting washcoat diffusion to detailed calculation of species profiles diffusingreacting in the washcoat solving the corresponding balance equations. The former can be viewed as a zero-dimensional approach, while the latter is one-or two-dimensional and implies significant added computational cost.
For the reaction modeling, the mission of the model is twofold: ͑i͒ To identify the prevailing physical and chemical phenomena and formulate an appropriate reaction scheme.
͑ii͒ To assign a rate expression to each reaction. When building the reaction scheme, the primary choice is between elementary or overall reactions. Elementary reactions describe in detail the real steps with which heterogeneous catalysis proceeds. On the other hand, overall reactions view heterogeneous catalysis phenomenologically as a one-step reaction and no intermediate steps are considered.
Elementary reactions usually employ simple Arrhenius-type rate expressions ͓25,26͔. Overall reactions use more complicated rate expressions, which are either totally empirical or they are based on the Langmuir-Hinshelwood formalism and containing some empirical terms ͓9,12,27͔. Essentially, the overall reaction approach favours the simplification of the reaction scheme, at the expense of using more complicated and highly empirical rate expressions; in a sense, the complexity of the reaction scheme details is hidden into the mathematical formulation of the rate expressions. An interesting fact that is not yet fully understood by fundamental researchers in chemistry and chemical kinetics is that the above-mentioned engineering approach has succeeded in producing unexpectedly high accuracy in matching the performance of catalytic converters in real cycles ͓7,23͔.
Channel Level. At the channel level, the local information provided by the washcoat model is exploited. The objectives of the model are the following:
͑i͒ to determine the mass and heat transfer between the exhaust gas and the solid phase ͑substrate and washcoat͒ of the converter; ͑ii͒ to determine the exhaust gas characteristics ͑temperature and species concentrations͒ along the channel.
At this level, chemical and physical phenomena in the washcoat are viewed as heat or mass sinks/sources. Profiles of gas temperature and species concentration between the channel wall and the bulk flow are computed along the channel axis.
The exhaust gas flow through the channel is laminar and is usually approximated with plug flow. Thus one-dimensional heat and mass balance equations for the exhaust gas are formulated at this level of modeling. The option here is between a transient and a quasisteady approach. If transient ͑time-dependent͒ terms of the equations are omitted, steady-state balances remain. The quasisteady approach implies that these steady-state balances are solved for each time step as solution proceeds in time for different boundary conditions. The boundary conditions are imposed by the transient reactor model.
By omitting transient terms, the steady-state approach essentially assumes that the there is no accumulation of heat or mass in the gas flow, which is a realistic assumption ͓28͔. The objective of this approximation is to simplify the balance equations and reduce the computational cost that is involved in their solution.
Reactor Level. At the reactor level, channel-level information is exploited. Specifically, channels interact with each other only via heat transfer. Thus channels are viewed as heat sinks/ sources and only one problem is tackled: Heat transfer in the solid phase, i.e., conductive heat transfer in the monolith and convection-radiation to the surrounding air. At this level, the heat sources computed for each channel at the kinetics and channel level calculations are used to estimate the temperature field of the monolith.
Heat-transfer calculations may be one, two, or three dimensional, depending on the desired accuracy. One-dimensional ͑1D͒ reactor level models treat all the channels of the monolith identically ͑i.e., subject to identical boundary conditions͒. On the other hand, 2D computations divide the monolith into sectors ͑clusters of channels͒ and the channel level computations are done for each one of the distinct sectors ͓10͔. Finite-volume or finite element approaches may be employed in the 3D computation ͓6,11,15͔.
Evidently, each catalytic converter model incorporates a lot of assumptions and approximations. At each level of catalytic converter modeling, choices have to be made regarding modeling complexity and detail, which affect the accuracy and applicability of the resulting model. For the engineer, modeling detail is always dictated by the engineered object. Thus before deciding for a specific model formulation, the model's purpose should be clarified. Therefore we give below a brief discussion about the role of catalytic converter modeling within the process of modern exhaust aftertreatment systems design and operation.
cycles are supposed to create repeatable emission measurement conditions and, at the same time, simulate a real driving condition of a given application.
Consequently, the primary objective of the automotive industry is to build cost-effective exhaust lines that will enable the vehicle to succeed in the legislated driving cycle tests. Because of the increasingly stringent emission standards, we observe a trend towards more complicated exhaust lines. For successful design, the engineer must consider not only the catalytic converter but, instead, the exhaust line ͑engine settings and control-exhaust piping-catalytic converter͒ as a system-an exhaust aftertreatment system. This progressively makes the experimental testing of the exhaust line more difficult and more expensive, requiring more time and experimental data to tune it appropriately.
In order to decrease cost and design time for development, modeling of the whole exhaust aftertreatment system would be extremely helpful. If fast, reliable models were available to the industry, new exhaust line configurations could be tested rapidly and at a reasonable cost; additionally, optimization of the exhaust line components could be aided by numerical optimization procedures to achieve improved configurations and lower overall emissions. The underlying notion is the incorporation of computeraided engineering ͑CAE͒ practices in the design of exhaust lines, which is currently under way in the automotive industry.
Consequently, the targets for the exhaust line modeling are set by the industry. Currently, an indicative wish list for an ideal modeling tool of the kind is the following:
• Reliability. It should be cross checked and validated thoroughly in real-world case studies before conclusions and design decisions can be drawn using it.
• Speed. It should run reasonably fast ͑that is, faster than real time͒, with common computer equipment so that it can be tested, adjusted, and used within the time and cost constraints of the automotive industry.
• Versatility. It should be easy to modify and apply to different system configurations, in order to enable their assessment and tuning.
• Ease of use. It should be easy to validate and use by automotive engineers who are not modeling experts.
• Minimum input data. It should require input data that may be acquired by routine experiments, in order to keep cost low and to prevent input data uncertainty and errors.
• Simplicity. It should follow the fundamental engineering rule of thumb to keep complexity low. In this way, engineers-users can easily have control over their modeling tools and easily gain insight to model behavior and results.
Traditionally, modeling tools and CAE procedures in general are used in many areas of automobile design. The modeling of the catalytic converter proved to be a very complex problem, though, and this area resisted the extensive application of modeling. As of today, such modeling tools are not fully accepted in the field of catalytic converter optimization, let alone the CAE-driven design of the whole exhaust line.
Nevertheless, progress on this field of research is fast. The automotive industry clearly identifies the importance of modeling tools and recent improvements of catalytic converter models are a response to this trend. Below, we present some work in this direction. We employ an updated version of a catalytic converter modeling code, which has been continuously developed since 1996 ͓10͔ and has been employed on various design projects. The software is combined with the development of a performance measure for the assessment of modeling quality, which is utilized within a genetic algorithm optimization procedure for the computer-aided estimation of reaction kinetics parameters. Our purpose is to provide a demonstration of the role and applicability of current modeling software in the design process of modern exhaust aftertreatment systems.
Model Description
Below, we present an updated version of the CATRAN catalytic converter model. The model's design concept is the minimization of degrees of freedom and the elimination of any superfluous complexity in general. The main features of the model are the following:
• transient, one-dimensional temperature profile for the solid phase of the converter ͑reactor level modeling͒;
• quasisteady, 1D computation of temperature and concentration axial distributions for the gaseous phase ͑channel level modeling͒;
• simplified reaction scheme featuring a minimum set of redox reactions and an oxygen storage submodel ͑washcoat level modeling͒.
Below, the detailed description of model formulation is given for each modeling level.
Washcoat Level Modeling. The first task of washcoat modeling is to define how the simultaneous phenomena of diffusion and reaction in the washcoat will be taken into account. What will be adopted in this work is the ''film model'' approach, which is the simplest and most widely used one ͑e.g., Refs. ͓9͔, ͓11͔͒. The film model approximates the washcoat with a solid-gas interface, where it is assumed that all reactions occur. This approximation essentially neglects diffusion effects completely, and assumes that all catalytically active cites are directly available to gaseous-phase species at this solid-gas interface.
This has been questioned by Zygourakis and Aris ͓24͔ and Hayes and Kolaczkowski ͓29͔. They provide evidence that concentration gradients in the washcoat are present and may significantly affect the operation of the monolithic converter, especially in high temperatures. Nevertheless, significant complexity is introduced in the models in order to explicitly consider diffusion in the washcoat. Therefore washcoat diffusion is not implemented here and its effect is lumped into the kinetic parameters of the model.
The approximation for the solid-gas interface states that all species that diffuse to it through the boundary layer are removed from the gas phase due to reactions:
The left-hand side of the above equation describes mass transfer through the boundary layer of the gas flow. Parameter k m is the mass transfer coefficient in the boundary layer, c j denotes species concentration at the gaseous phase, and c s, j is corresponding concentration at the gas-solid interface. S is the geometrical surface area of the washcoat, i.e., channel wall area per channel volume. For a channel with hydraulic diameter d h , we readily find:
On the right-hand side of Eq. ͑1͒, the rate R j refers to the production or consumption of each species at the solid-gas interface. For N R reactions, each taking place with a rate r k , the rate of consumption or production of a species j is
where a j,k is the stoichiometric coefficient of species j in reaction k, ␦ is the washcoat thickness, and ␥ is the specific catalyst area, i.e., catalytically active area per washcoat volume. The second task of washcoat modeling is to choose a reaction scheme and the appropriate expressions for the reaction rates r k . We opt for overall reactions, because they provide the user with a more compact and comprehensible reaction scheme and they are computationally less expensive. Here, the three-way catalytic converter ͑3WCC͒ will be considered, which is designed for sparkignition engines exhaust. Below, we briefly discuss what we choose to implement in this case.
In the present model, the oxidation reactions rates of CO and HC are based on the expressions by Voltz et al. ͓27͔. It is interesting to note that the expressions developed by Voltz et al. about 30 years ago for a Pt oxidation catalyst continue to be successful, with little variation, in describing the performance of Pt:Rh, Pd, Pd:Rh, and even tri-metal catalysts. For the HC oxidation, we have to note the real exhaust gas contains a very complex mixture of several hundreds of different hydrocarbon species with variability in composition depending on the driving conditions ͓30͔. In practice, the diversity of the HC mixture is usually taken into account by considering two categories of hydrocarbons, each being oxidized in different temperature: an easily oxidizing HC ͑''fast'' HC͒, and a less-easily oxidizing HC ͑''slow'' HC͒. Here, the ''fast'' HC is represented by propene (C 3 H 6 ) and the ''slow'' HC is represented by propane (C 3 H 8 ). In practice, only the total hydrocarbon content of the exhaust is measured. Throughout this work, it is assumed that the exhaust HC consisted of 85% ''fast'' HC and 15% ''slow'' HC. This assumption was done for modeling purposes due to the lack of more accurate data and, according to our experience, it gives satisfactory results.
For the reaction between CO and NO we use an empirical reaction rate adopted from Pattas et al. ͓31͔, which predicts a variable order of reaction for the CO oxidation from NO, depending on CO concentration. The expression is qualitatively consistent with the results of Koberstein and Wannemacher ͓32͔, which predict that the reaction order for CO in the CO-NO reaction tends to unity as the reactants' concentrations tend to vanish. Finally, hydrogen oxidation is also included in the model.
All reduction-oxidation reactions employed in the model, along with their rate expressions, are given in Table 1 .
Apart from the redox reactions, oxygen storage phenomena play a principal role in the efficiency of the 3WCC. Oxygen storage occurs on the ceria ͑Ce͒, which is contained in large quantities in the catalyst's washcoat ͑at the order of 30% wt͒. 
The extent of oxidation is continuously changing during transient converter operation. Its value is affected by the relative reaction rates of reaction nos. 6 -10. The rates of reactions, also given in Table 1 , are expected to be linear functions of . Specifically, the oxidation rate of the oxygen storage component is assumed proportional to the active sites of Ce 2 O 3 , i.e., to ⌿ cap (1 Ϫ). On the other hand, the oxidation rate of CO and HC by CeO 2 is assumed proportional to (⌿ cap ). Moreover, the rates of these reactions should be linearly dependent on the local concentration of the corresponding gaseous phase reactant. The rate of variation of is the difference between the rate that Ce 2 O 3 is oxidized and reduced:
The updated model includes an analytical solution for Eq. ͑4͒ for at each node along the catalyst channels.
Channel Level Modeling. For the formulation of the channel-level model, two usual simplifications are employed ͓26,33͔, namely: • The axial diffusion of mass and heat in the gas phase is negligible.
• The mass and heat accumulation in the gas phase is negligible. ͑This comprises the assumption for the quasi-steady-state nature of the problem.͒ The first assumption is generally accepted and is employed in most models, e.g., those of Chen et al. ͓11͔ and Siemund et al. ͓9͔. Only the boundary layer effect on mass transfer is accounted for, using a mass transfer coefficient k m , which is a function of the Sherwood number. Bulk flow is approximated with plug flow with uniform temperature T g and species concentrations c j . The velocity of the flow readily results from the mass flow rate: u z ϭ4ṁ /(d h 2 ). The second assumption is more controversial and both the quasi-steady and the transient approach have been tested in the literature. Shamim et al. ͓15͔ have presented a model that incorporates transient terms at channel level modeling. On the other hand, Young and Finlayson ͓8͔ and Oh and Cavendish ͓3͔ argue about the validity of the quasi-steady approximation. They provide justification on the basis of the large ratio of thermal to mass time constants of the problem. Following this line of thought, the quasi-steady approach is used here as well, for simplicity and low computational cost.
In order to write the mass balance for the exhaust gas, a mean bulk value c j is employed for the gas-phase concentration of each species. Likewise, a value c s, j is considered for the concentration of each species at the solid-gas interface. Using the quasi-steadystate approximation and neglecting diffusion and accumulation terms, the mass balance for the gas phase becomes
Similarly to the above, a mean bulk value T g is used for the exhaust gas temperature, and a solid phase temperature T s is introduced for the monolith and the solid-gas interface. Energy is transferred to and from the exhaust gas only due to convection with the channel walls. Thus the energy balance for the gas phase becomes
Parameter h is the heat-transfer coefficient and is calculated as a function of the Nusselt dimensionless number. Finally, the boundary conditions for the temperature, mass flow rate, and concentrations are given from measurement at the converter's inlet:
The species that are considered in the exhaust gas flow are the following: jϭCO, O 2 , H 2 , HC fast , HC slow , NO x , N 2 .
Reactor Level Modeling. At the reactor level modeling, heat transfer between channels and between the reactor and its surrounding are modeled. The principal issue here is to decide if one-, two-, or three-dimensional modeling of the heat transfer should be employed.
The reactor model presented in this work is a one-dimensional heat-transfer model for the transient heat conduction in the monolith. Heat losses to the environment via convection and radiation are also taken into account. Its primary assumptions are the following:
• Heat losses from the front and the rear face of the monolith are neglected. ͑To our knowledge, this is the case with all models that have appeared in the literature.͒
• Since the catalytic converter is always insulated, simpler models approximate the convert as adiabatic. Heat losses to the surrounding are taken into account but, owing to the model's 1D nature, they are inevitably distributed uniformly in each monolith's cross section.
• Flow rate and temperature profiles of the exhaust gas at the inlet of the filter are considered uniform. An average value for flow rate and temperature is measured, and gas flow is distributed uniformly to each channel.
The temperature field in the converter is described by the equation of transient heat conduction in one dimension, with heat sources being convection from the exhaust gas, the enthalpy released from the reactions, and convection to ambient air,
Finally, the boundary condition needed for the solution of the heat conduction equation refers to the heat losses to ambient air:
Two-and three-dimensional reactor models have also appeared in the literature, e.g., the models of Heck et al. ͓34͔, Chen et al. ͓11͔, Zygourakis ͓35͔, and Jahn et al. ͓36͔. These models are indispensable if the exhaust gas at the converter inlet exhibits a severely nonuniform flow profile but also require mass flow rate and temperature profiles at the inlet of the catalytic converter. Such data are not usually available in routine engine-bench or driving cycle converter tests, which are the main application field for our model. Therefore the 1D approach is preferred, since its modeling detail matches routine input data quality, provides sufficient accuracy, and has low computational power requirements.
Tuning Procedure
General. The kinetics submodel introduces into the catalytic converter model a set of parameters that have to be estimated with reference to a set of experimental data. The introduction of tunable parameters is inevitable regardless of the formulation of the reaction scheme. Tunable parameters take into account the reactivity of the specific washcoat formulation as well as any other aspect of catalytic converter operation that is not included in the model explicitly.
In the present model, the tunable parameters are the activation energy E k and the preexponential factor A k that are included in the reaction rate r k of each reaction k. In total, there is a maximum number of 20 tunable parameters, however, the values of activation energies are more or less known from Arrhenius plots and thus only the pre-exponential factors are tuned ͑ten tunable parameters͒. Apart from reaction activity, tunable parameters values include the approximations that have been done during model formulation. Among them, the most important are:
• effect of reaction scheme and rate expressions simplifications;
• effect of exhaust gas input data uncertainty;
• effect of neglection of diffusion in the washcoat;
• effect of 1D reactor model approximation.
Since ͑i͒ the rate expressions of the model are empirical and ͑ii͒ effects of model approximations are lumped into the tunable parameters, the latter do not correspond to real kinetic parameters. Rather, they should be viewed as fitting parameters of the model.
The traditional method to tune a model was to manually adjust the parameters by a trial-and-error procedure, starting from a set of realistic values ͑known from previous experience͒ and modifying them gradually, so that the model results compare well with the measured ones. The usual method for computation versus measurement comparison is inspection of plotted results. Thus manual tuning introduces human intuition and experience in order to ͑i͒ assess model performance, and ͑ii͒ fit the model to the given experimental data. This is a questionable practice because
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• inspection is dependent on the scale that results are viewed and it may therefore be misleading;
• there is considerable difficulty to compare the performance of different models that are presented in the literature;
• it does not provide any confidence about the quality of the tuning.
The above drawbacks of manual performance assessment and parameter tuning have led to efforts for the development of a corresponding computer-aided procedure. Since model tuning is essentially a parameter-fitting problem, the underlying idea of all attempts has been to express the problem mathematically as an optimization problem. This involves the introduction of an iterative optimization method, which maximizes or minimizes an objective function that indicates goodness of fit. The objective function required by the optimization procedure is thus a performance measure of the model, i.e., a mathematical measure that assesses a model's performance in a quantitative manner.
A few attempts for the development of a complete computeraided tuning methodology have been presented in the past. Montreuil et al. ͓12͔ were the first to present a systematic attempt for the tuning of the parameters of their steady-state three-way catalytic converter model. Dubien and Schweich ͓37͔ also published a methodology to determine the pre-exponential factor and the activation energy of simple rate expressions from light-off experiments. Pontikakis and Stamatelos ͓7,38͔ introduced a computeraided tuning procedure for the determination of kinetic parameters of a three-way catalytic converter model from driving cycle tests based on the conjugate gradients method. Glielmo and Santini ͓39͔ presented a simplified three-way catalytic converter model oriented to the design and test of warm-up control strategies and tuned it using a genetic algorithm.
All of the above efforts used a performance measure based on the least-squares error ͓40͔ between measured and computed results. Except for Glielmo and Santini, all other works are based on gradient-based methods for the optimization of the performance measure ͓41͔. Gradient methods are faster, more accurate, and may be used as black-box methods, but assume that the optimization space is unimodal ͑i.e., it contains a single extremum͒. Genetic algorithms, used by Glielmo and Santini, are better suited to multi-modal optimization but they are slower, less accurate, and have to be appropriately adapted to the target problem.
In the present work, we present recent progress that has been made in the field of computer-aided parameter estimation. It is a continuation of the work of Pontikakis and Stamatelos ͓7͔ and updates both performance measure definition and optimization methodology. In the following sections the requirements that a performance measure should comply with are presented, and a performance measure that satisfies these requirements is defined. Finally, a genetic algorithm is applied as an optimization methodology ͓23͔.
Formulation of the Performance Measure. The performance measure that is formulated below exploits the information of species concentrations measurements at the inlet and the outlet of the catalytic converter. Specifically, it is based on the conversion efficiency E j for a pollutant j. Herein, we take into account the three legislated pollutants, thus jϭCO, HC, NO x .
To account for the goodness of computation results compared with a measurement that spans over a certain time period, an error e for each time instance must be defined. The latter should give the deviation between computation and measurement for the conversion efficiency E. Summation over time should then be performed to calculate an overall error value for the whole extent of the measurement. Here, the error is defined as ͉e͉ϭ͉EϪÊ ͉.
Absolute values are taken to ensure error positiveness. This error definition also ensures that 0р͉e͉р1, since it is based on conversion efficiency.
The error between computation and measurement is a function of time and the tunable paremeter vector: eϭe(t;), where is the formed by the pre-exponential factor and activation energy of each reaction of the model:
We name performance function f (t;)ϭ f "e(t;)… a function of the error e, which is subsequently summed over some time period to give the performance measure F. Here, the performance function is defined as f ͑ t n ; ͒ϭ ͉e͑t n ; ͉͒ e max ͑ t n ͒ .
Time t take discrete values, t n ϭn⌬t, with ⌬t being the discretization interval which corresponds to the frequency data measured.
The quantity e max is the maximum error between computation and measurement, and it is defined as e max ͑ t n ͒ϭmax͕Ê ͑ t n ͒,1ϪÊ ͑ t n ͖͒.
The performance measure can be subsequently formed using some function of the sum of the performance function over time:
In this work, we define the performance measure F as the mean value of the performance function over the time period of interest:
The performance measure defined in Eq. ͑15͒ is used for the assessment of the performance of each of the three pollutants CO, HC, NO x . The total performance measure is computed as the mean of these three values:
The above performance measure presents advantageous features compared to the classical least-squares performance measure:
• It ranges between two, previously known, finite extreme values. Extremes correspond to zero and maximum deviation between calculation and experiment.
• The extrema of the performance measure are the same for all physical quantities that may be used and all different measurements where the performance measure may be applied. That is, the performance measure is normalized so that its extrema do not depend on the either the measured quantities or the experimental protocol.
Furthermore, out of the different versions of performance measure tested within the specific genetic algorithm optimization procedure, the specific one gave us the best convergence, without the need to rely on empirical weight factors ͓23͔.
Optimization Procedure. Having defined the performance measure for the model, the problem of tunable parameter estimation reduces in finding a tunable parameter vector that maximizes F.
The parameter vector is not used directly in the optimization procedure. Instead, we perform parameter reparametrization for the pre-exponential factor A, defined as
and the transformed tunable parameters vector becomes
Then, the problem of tunable parameter estimation is expressed as
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This is a constraint maximization problem, since the components of vector are allowed to vary between two extreme values, i.e., i,min р i р i,max . Previous experience ͓7͔ has shown that the parameter space that results from this problem formulation is multimodal. Thus an appropriate optimization procedure should be used. Here, a genetic algorithm has been employed for the maximization of Eq. ͑19͒. A brief description of the genetic algorithms operation concept and the main features of the implementation used herein are presented below.
A genetic algorithm is a kind of artificial evolution. What evolves is a population of solutions to a problem; each solution is an individual of the population. Individuals are born, mate, reproduce, are mutated, and die analogously to nature's paradigm. The cornerstone of this evolution process is that more fit individuals are given more advantage to live longer and propagate their genetic material to the next generations.
The main steps taken by the algorithm are the following: ͑i͒ Initialization. A set of points in the optimization space is chosen at random. This is the initial population of the genetic algorithm, with each point corresponding to an individual of the population.
͑ii͒ Encoding. Each individual is encoded to a finite binary string ͑chromosome͒. In brief, each real interval i,min , i,max is mapped to the integer interval ͓0,2 ᐉ ͔ and subsequently transform from integer to binary. Then, the chromosome is built by concatenating the binary strings that correspond to the value of each parameter i . This encoding is called ''concatenated, multiparameter, mapped, fixed-point coding'' ͓42͔.
͑iii͒ Fitness calculation. The fitness of each individual in the population is computed using Eq. ͑19͒. It should be noticed that fitness calculation requires that the model be called for each individual, i.e., as many times as the population size.
͑iv͒ Selection. Random pairs of individuals are subject to tournament, that is, mutual comparison of their fitnesses ͓43͔. Tournament winners are promoted for recombination.
͑v͒ Recombination (mating). The one-point crossover operator ͓42͔ is applied to the couples of individuals that are selected for recombination ͑parents͒. One-point crossover works on the chromosomes ͑binary encodings͒ of the individuals. The resulting chromosomes ͑children͒ are inserted to the population replacing their parents and they are decoded to produce their corresponding real parameter vector.
͑vi͒ Mutation. A small part of the population is randomly mutated, i.e., random bits of the chromosomes change value.
͑vii͒ Steps ͑iii͒-͑vii͒ are repeated for a fixed number of generations or until acceptably fit individual has been produced.
The randomized nature of the genetic algorithm enables it to avoid local extrema of the parameter space and converge towards the optimum or a near-optimum solution. It should be noted, though, that this feature does not guarantee convergence to the global optimum. This behavior is common to all multimodal optimization techniques and not a specific genetic algorithm characteristic.
The implementation of the genetic algorithm that was described above is not the only one possible. There are a number of design decisions and parameters that influence the operation, efficiency, and speed of the genetic algorithm. The present implementation is classical, though. Its characteristics are summarized in Table 2 .
Application Examples
The model's predictive ability is going to be demonstrated in a number of typical applications. The first step is to tune the model for a specific catalyst configuration in typical driving cycle test and the estimate the kinetic parameters of the model. Successful tuning in this phase implies that ͑i͒ the model incorporates the appropriate degrees of freedom in order to match the measurement, ͑ii͒ the tuning methodology is able to tackle the parameter estimation optimization problem successfully, and ͑iii͒ experimental data are in a certain level of accuracy and has been processed through a quality assurance procedure ͓44͔.
First, a MVEG test is considered, ͑European test cycle͒. A three-way catalytic with a 2.4-l volume, two beds, 400 cpsi, 6.5-mil wall thickness, underfloor converter with 50 g/ft 3 Pt:Rh 7:1 precious metal loading is installed on a passenger car with 2-l engine displacement. The measured catalyst's performance on this car is presented in Fig. 1 , by means of the measured instantaneous CO, HC, and NO x emissions at converter inlet and exit, over the 1180-sec duration of the cycle.
Obviously, the specific converter attains a significant overall efficiency: The emissions at catalyst's exit are diminished after the cold start phase. However, the emissions standards themselves are quite low: Thus the model should not only accurately predict catalyst light-off, but it should also be capable of matching the catalyst's breakthrough during accelerations, decelerations and especially in the extra-urban, high-speed part of the cycle.
In order to match this catalyst's behavior, the model was tuned using the genetic algorithm. The measured emissions during the full NEDC were employed as a reference period for parameter estimation ͑ϭ1180 s in Eq. ͑19͒͒. CPU time of the order of 48 h was required for the computation of 135 generations ͑100 individuals each͒ on a Pentium IV 2.4-GHz PC. However, if one needs faster execution time, a part of the cycle containing the cold start and some hot operation could equally do with just one-third of the time.
The tuning process resulted to the kinetics parameters of Table  3 . The evolution of the most important kinetics parameters values of the individuals as determined by the genetic algorithm during the 135 generations is presented in Fig. 2 . It may be observed that the genetic algorithm converges to specific values for these parameters. This behavior is not observed for all kinetics parameters, and this is taken into account for improvements in the kinetics scheme ͓22͔. The computed results which are produced when the model is fed with the frequency factors determined by the 135th generation of the genetic algorithm, are summarized in the form of cumulative CO, HC, and NO x emissions at catalyst's exit, compared to the corresponding measured curves in Fig. 3 . The error in the prediction of cumulative emissions does not generally exceed 5% during the cycle for any species.
Also, it is useful to mention that although the specific genetic algorithm matures after about 120 generations, the convergence is clear even from the 20th generation: This means that we could compute good kinetics parameters even with 8 h CPU time. Thus the genetic algorithm approach can no more be considered as forbidding due to excessive computation time. For comparison purposes, it should be mentioned that the tuning process is the most critical part of the modeling job, and it could take several working days from experienced engineers. Moreover, its result was not guaranteed. With the new developments, whenever the genetic algorithm fails to converge, is an indication that the qual- Transactions of the ASME ity of the test data employed in the tuning process is questionable. Thus the tuning effort with the specific data is stopped and the quality assurance team must examine and possibly reject the test data ͓44͔.
In addition, computed and measured temperatures at the converter's exit are compared in Fig. 4 . Apparently, the model is capable of matching the catalyst's behavior with a remarkable accuracy, allowing the performance of design optimization studies.
Since one of the objectives of this paper is to quantify the attainable accuracy, we proceed to a more detailed comparison of model predictions and measurements in the form of instantaneous CO, HC, and NO x emissions. Prediction of instantaneous emissions over the full extent of a real legislative cycle is a significant challenge to any catalytic converter model. Figure 5 presents the computed and measured instantaneous CO emissions at converter inlet and exit during the first 600 sec of NEDC: Apparently, the model successfully matches light-off behavior of the catalyst, as well as subsequent breakthrough during acceleration. The role of oxygen storage and release reactions in matching the CO breakthough behavior is better assessed by including in the graph the computed degree of filling of the total washcoat's oxygen storage capacity. ͑See, for example, the small breakthroughs, which are of the order of 200 ppm, with maximum peaks of the order of 1000 ppm, that are accurately matched by the computation͒.
A comparison of computed and measured CO emissions for the cycle part from 600 to 1180 s is given in Fig. 6 . In the extra-urban part of the cycle, the efficiency of the converter is reduced due to high flowrates. Again, the breakthroughs are observed when the oxygen stored in the washcoat is gradually depleted. The prediction of the model is remarkably good, especially when the order of magnitude of the breakthroughs is considered. This successful prediction indicates that the oxygen storage reactions that are implemented in the model are capable of modeling the phenomenon with high accuracy. An exception to this good behavior is observed only in the interval between 930 and 980 sec. Here there exists room for further improvement of the storage submodel and reaction scheme.
Figures 7 and 8 present the computed and measured instantaneous NO x emissions at converter inlet and exit during the two halves of the NEDC: Apparently, the model successfully matches light-off behavior of the catalyst, as well as subsequent NO x breakthrough behavior during accelerations. Oxygen storage is critical also here. The prediction accuracy is remarkable when one notes that the breakthroughs are of the order of a few ppm. A weak point of the model is spotted in the comparison of computed and measured behavior between 980 and 1100 sec. Again, this is the subject for future improvements in the oxygen storage submodel.
The situation appears equally good in Figs. 9 and 10 where the computed and measured instantaneous HC emissions at converter inlet and exit during the first 600 s and the rest of NEDC are given. The connection between HC breakthroughs and oxygen storage phenomena in the washcoat is apparent also in this case. The model results are of comparable quality as the previous figures, since the model predicts the events ͑HC breakthroughs͒ of the extra-urban part of the cycle, not only qualitatively, but also quantitatively, in a certain extent. HC light-off behavior is also matched with a very good accuracy, taking into account the complexity of the hydrocarbons composition that is modeled only by two representative components. The overall performance of the specific model prediction's can be quantitatively assessed by means of evaluating the performance measure which is defined in Eqs. ͑15͒ and ͑16͒. The performance measure takes the value: FЈϭ0.959.
The above results indicate that the model formulation has the capability to match typical measurements of a three-way catalytic converter, and that the tuning methodology may be used successfully to fit the model to the measured data. Another important finding is that the model is capable of predicting the catalyst's performance outside the region where it has been tuned. That is, if we tested carrying out the tuning process based only on the first Additional evidence is provided below about the model's ability to predict the operating behavior of a different catalytic converter configuration. This is achieved by using the model to predict the behavior of an alternative configuration of a three-way catalytic converter with no further kinetic parameter adjustments.
Therefore, as a next step in the assessment of the model's accuracy and predictive ability, the model is employed in the prediction of the performance of an alternative underfloor converter of the same washcoat type, which is 1 4 the size of the original one. Since the same catalyst formulation and precious metal loading is employed, modeling of this case is performed using the same kinetics parameters of Table 3 which where estimated for the original converter. Only the external dimensions of the converter are changed to the ones of the reduced size converter and no further tuning of the kinetic parameters is performed. The results of the model are then compared to the measured results for this converter in Fig. 11 , in the form of cumulative CO, HC, and NO x emissions. Apparently, the model is capable of predicting the significant change in all three pollutants emissions that is caused by A better insight on the model's performance, also in association with oxygen storage and release behavior, can be made, for example, by a comparison of computed and measured instantaneous HC emissions at the converter's exit, during the full cycle ͑Fig. 
12͒
. Here, the model demonstrates the capacity of taking into account the change in total oxygen storage capacity, to accurately predict the effect of size reduction. The same good behavior is demonstrated with CO in Fig. 13 , and NO x ͑not shown here͒.
As a next step, we check the model's predictive ability with a different catalyst type, namely, a Pd:Rh 14:1, 150 gr/ft 3 , 0.8-l volume converter, which is now fitted in a close-coupled position on a 2.2-l engined car. Again, the converter is a standard 400-cpsi, Table 1… and measured cumulative CO, HC, and NO x emissions at converter exit during NEDC. 2-l-engined passenger car equipped with a 0.6-l underfloor converter with 50-gÕft 3 Pt:Rh catalyst. Apparently, the model is capable of predicting the significant difference in CO, HC, and NO x emissions at the exit of the reduced-size converter. Table 1… and measured instantaneous CO emissions at converter exit during NEDC: 2-l-engined passenger car equipped with a 0.6-l underfloor converter with 50-gÕft 3 Pt:Rh catalyst 6.5-mil substrate. The test now is according to the U.S. FTP-75 procedure, which is considered as a more demanding test procedure for modeling catalytic converter behavior, because of the extensively transient nature of its driving cycle. In this case, a new kinetic tuning is required, because we shift to a different type of catalyst and washcoat formulation. The genetic algorithm optimized the kinetic parameters of the model for the reference period of the first 600 s of the FTP cycle. This part boldly corresponds to the cold-start phase of the cycle. ͑This phase is followed by the transient phase ͑505-1369 s͒ and the hot-start phase ͑1369-1874 s͒, the latter starting after the engine is stopped for 10 min͒. The values of the kinetic parameters resulting from the tuning procedure are listed in Table 4 .
The computed results are summarized in the form of cumulative CO, HC, and NO x emissions at the catalyst's exit, compared to the corresponding measured curves in Fig. 14 . The performance measure takes the value of FЈϭ0.955. In addition, computed and measured temperatures at converter's exit are compared in Fig.  15 . Apparently, also in this case, the model is capable of matching the catalyst's behavior with very good accuracy, allowing the performance of design optimization studies.
The model's accuracy can be assessed in more detail, by means of instantaneous emissions comparison. As an example, Fig. 16 presents the computed and measured instantaneous HC emissions at converter inlet and exit during the first 600 sec of FTP-75: Apparently, the model successfully matches light-off behavior of the catalyst, as well as subsequent breakthrough during the significant accelerations of FTP cycle. Again, the role of oxygen storage and release reactions in matching the HC breakthrough behavior is very well assessed by including in the graph, the computed degree of filling of the total washcoat's oxygen storage capacity.
The above indicative results can be considered to support a clear demonstration of the attainable accuracy and predictive ability of this category of models. Of course, these results have been achieved by continuous development and improvements of the specific model based on its extensive application in standard exhaust aftertreatment system design case studies during the last six years.
Moreover, the demonstrated model's capacity to predict the combined effect of the precious metal and Ceria kinetics on the transient converter's performance, allows us to support the complex optimization tasks of great interest to the emissions control engineer ͓45͔. For example, a specific catalyst-washcoat design needs to be tailored to address specific converter's performance requirements, based on the raw emissions, exhaust temperature levels, and exhaust mass flowrate behavior of each different type of engine-vehicle-exhaust system combination.
Concluding Remarks
This paper aims to contribute towards a more clear definition of the state of the art in engineering design tools in automotive catalytic converter systems.
A model developed and continuously improved in the authors' lab, based on the experience from involvement in engineering design tasks during the last six years, is described in detail, in its current status of development, in comparison with other models existing in the literature, and employed in demonstration case studies with Pt:Rh and Pd:Rh catalysts.
A kinetic parameter estimation methodology that has been recently developed specifically to support this type of modeling is briefly presented and demonstrated in the case studies. This methodology is based on a combination of a genetic algorithm approach and a customized performance measure. The methodology proves quite successful in finding the parameters for the best fit of the model to the tuning data.
The model's predictions are compared to the respective experimental results, to enable an objective assessment of attainable accuracy. The comparison of measurements and computations is made in terms of cumulative CO, HC, and NO x emissions at the converter exit, exhaust temperatures at the converter exit, as well 
