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Birkmire, Brian. M.S.C.E., Department of Computer Science and Engineering, Wright 
State University, 2011. Weapon Engagement Zone Maximum Launch Range 
Approximation using a Multilayer Perceptron 
 
 This thesis investigates the use of an artificial neural network (ANN), in particular 
a Multi-Layer Perceptron (MLP), to perform function approximation on truth data 
representing a weapon engagement zone’s (WEZ) maximum launch range. The WEZ of 
an air-to-air missile represents the boundaries and zones of effectiveness for a one-vs-one 
air-to-air combat engagement [13]. The intent is for the network to fuse table lookup and 
interpolation functionality into a physically compact and computationally efficient 
package, while improving approximation accuracy over conventional methods.  
 Data was collected from simulated firings of a notional air-to-air missile model 
and used to train a two layer perceptron using the Bayesian Regularization training 
algorithm. The resulting best network was able to improve approximation accuracy and 
reduce the amount of truth data needed. With basic feasibility established, future efforts 
can be focused on more comprehensive comparisons with existing methods and 
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Virtual simulation consists of one or more people interacting in a virtual environment via 
a man-machine interface, potentially with artificial agents. In virtual flight simulation the 
man-machine interface is typically a cockpit, which can vary from a desktop station to a 
high-fidelity full-motion platform. Virtual flight simulation used for training and research 
typically involves field tested pilots interacting with one another in a virtual world. An 
example of a virtual simulation fighter cockpit is provided in Figure 1.1. 
 
  
Figure 1.1: Jet fighter virtual cockpit used for research. 
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In many applications employing high-fidelity virtual simulation, either for 
training or research, it is important to provide the most realistic environment possible to 
the pilot. This need for realism may extend to all aspects of the simulation, from the out 
the window (OTW) scene to the models being used to represent aircraft, missiles, ground 
assets, and other mission relevant agents. The work presented in this thesis is particularly 
concerned with the formulation of physically correct air-to-air missile models. 
 Air-to-air missile model representations of fielded missiles typically are high 
fidelity physics models that include endgame data. The endgame data provides an 
estimation of the area of effectiveness for the missile against a target. Endgame data may 
be lacking when dealing with notional missile models representing hypothetical missiles 
or models that have not been put through rigorous analysis. The model itself may be a 
high fidelity physics model, but data regarding the model’s endgame performance, in 
particular the predicted maximum and minimum engagement range at any given 
shooter/target orientation, may not be available. A lack of endgame data can seriously 
limit the utility of simulation in situations where the fidelity of simulated weapon 
performance is critical, such as air-to-air combat simulation for pilot training or 
technology testing. The data and algorithms used in predicting air-to-air missile 
maximum and minimum engagement ranges define a Weapon Engagement Zone (WEZ), 
also known as a Launch Acceptability Region (LAR) or a Dynamic Launch Zone (DLZ).  
The WEZ algorithms are contained within the fire control computer (FCC) of the 






 WEZs can be represented in various forms, but each has the common purpose of 
delimiting the zones of effectiveness for an air-to-air missile [13]. A WEZ defines the 
predicted maximum and minimum engagement ranges as well as the no escape zone of an 
air-to-air missile. These values are calculated continuously in real time during flight with 
respect to a tracked target while the missile is still attached to its parent aircraft. The 
WEZ information is displayed to the pilot via a heads up display (HUD), allowing the 
pilot to make informed decisions when launching a missile. The algorithm takes the 
current target orientation and shooter orientation into account when determining 
maximum launch range.  
Figure 1.2: Example of shooter centered launch acceptability region 
(LAR) [13].  
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Conventionally, two algorithms are used for simulated WEZ calculation for 
notional missile models. The first method simply performs background flyouts of the 
missile model continuously during the simulation. The second and more widely used 
method executes simulated flyouts offline and then creates a lookup table utilizing the 
pre-generated truth data. A form of interpolation is used in real time during the 
simulation on the truth data to generate results not found in the table. The interpolation is 
typically done via a statistical modeling algorithm such as multiple adaptive regression 
splines or projection pursuit regression [26]. These interpolation algorithms perform 
reasonably well, but leave room for improvement [26]. This thesis focuses on improving 
existing interpolation results using feed-forward Artificial Neural Networks (ANNs) to 
determine the WEZ maximum engagement distance. The intent is for the network to fuse 
table lookup and interpolation functionality into a physically compact and 
computationally efficient package. 
 An ANN is a soft computing technique inspired by the operation of biological 
neurons. ANNs provide a popular framework for accomplishing function approximation.  
The network implemented for this research operates in two phases. The first phase is a 
training phase where the ANN learns by observing patterns. The second phase is the 
operational phase in which the ANN attempts to generalize what it has learned to similar 
patterns. It is the intent to train once, which is potentially an expensive operation, and 
then use the trained product many times. It should be noted that the trained ANN can 
compute answers quickly and with relatively few computational resources. Using a 
multilayer perceptron (MLP), which is a type of feed-forward ANN, trained with a 
supervised learning algorithm one can perform a nonlinear input-output mapping of a 
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general nature [11]. In this thesis, a MLP is used to approximate a notional missile 
model’s endgame maximum range as a function approximation by training on missile 
flyout truth data. Each input pattern to the MLP represents an engagement scenario with 
the corresponding output representing the predicted WEZ maximum engagement range 
for the input engagement. The ANN will then provide real time partial WEZ data during 
simulated air-to-air combat for the generic missile model.  
 Not only will the feasibility of this approach be evaluated, but the required 
number of data points needed to sufficiently train an MLP will be determined. This 
research is limited in scope to one facet of the WEZ information, which is the maximum 
engagement distance against a non-maneuvering target. Future work will extend this 
approach to approximate the other WEZ defining information. 
 This thesis begins with an introduction to WEZs, ANNs, and a literature review. 
Following the background material, the problem will be explained in further detail and 
the approach will be laid out. Then the experimental methods used will be detailed. Next, 
results from the network training will be discussed demonstrating the feasibility of this 
approach. Finally a conclusion will be presented along with open research issues 
including application of the presented method to model all WEZ parameters, as well as 





2 Background and Literature Review 
This chapter provides an introduction to various background topics relevant to this thesis 
as well as a literature review. Readers that are familiar with neural networks, heads up 
display symbology, and WEZs may wish to skip directly to Chapter Three. 
2.1 Weapon Engagement Zone (WEZ) 
A WEZ is a representation of an air-to-air missile’s boundaries and area of effectiveness 
when tracking a target, as shown to a pilot via a heads up display (HUD) or heads down 
display (HDD) [26]. Recall from Chapter 1 that WEZs come in various forms. Thus, the 
author acknowledges the description of the WEZ used in this thesis is not necessarily 
applicable to all WEZs. Rather, the WEZ definition provided here is the typical 
description of a WEZ used for air-to-air missiles as set forth in [13]. For the purposes of 
this thesis, a WEZ is defined by four values                 and      .      
represents the maximum launch range of an air-to-air missile, based on the current 
engagement, at which the missile will impact the target with a minimum allowable Mach 
to ensure that the missile will have sufficient energy at end game to destroy the target 
[13]. In this thesis      represents the maximum distance at which the missile model 
sets a Boolean flag to true indicating it has detonated on the target. The primary objective 




     represents the minimum safe distance the missile needs to clear the firing 
aircraft in order to prevent the missile causing damage to the launching aircraft [13]. The 
“No Escape” zone is represented by       and      . This zone represents engagements 
where regardless of the target’s attempts at maneuvering, no escape is possible. Figure 
2.1 presents a graphical depiction of a notional WEZ. 
 
 WEZ symbology is critical to a fighter pilot in air to air combat because it 
provides information necessary to determine when to engage the enemy. The 
     
     
      
      
No Escape Zone 
Figure 2.1: WEZ depicting     ,     , and the “No Escape Zone”. The WEZ is 








performance of a missile will vary continuously in air to air combat due to the 
maneuvering of both the shooter and the target. Altitudes, pitch, target heading, and angle 
off-boresight typically change suddenly and rapidly. As a result, information regarding 
the WEZ of the missile must be updated continuously allowing the pilot to make an 
informed launch decision. Figure 2.2 provides a view of the WEZ representation as seen 
by the pilot on the HUD. The range caret represents the current distance to the target. The 
following listing describes the chances of successful target interception when the range 
caret is within each zone as seen by the pilot on the HUD. 
 Above     : Pilot should not launch missile, no chance of success. 
 Between      and      : Reasonable chance of successfully 
intercepting the target. 
 Between       and      : No escape zone, almost 100% chance of 
successfully intercepting the target. 
 Between       and     : Reasonable chance of successfully intercepting 
the target. 





The complexity of a WEZ algorithm can vary based on the number of 
engagement state variables considered. A simple WEZ algorithm might account only for 
shooter/target altitude, heading, and airspeed. An algorithm using only those variables 
would be sufficient for a low fidelity simulation. A WEZ used in a high fidelity virtual 
simulation is typically based on seven parameters or dimensions: target heading, shooter 
pitch, target altitude, shooter altitude, target angle off-boresight, target velocity, and 
shooter velocity. Target heading is the absolute heading of the target relative to the 
shooter’s heading. Figure 2.5 depicts several example target headings. Shooter pitch is 
the angle between the longitudinal axis of the shooter aircraft and the horizontal plane. 
Figure 2.3 provides a graphical depiction of shooter pitch. Target angle off bore-sight is 
Figure 2.2:  Enlarged WEZ HUD symbology depicting the four values 




the angle between the projection of the shooter’s longitudinal axis in the horizontal plane 
and the direction of the target in the horizontal plane. Target and shooter altitudes are self 
explanatory. The target and shooter velocities are measured in knots and are in the 
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Figure 2.5: Target heading examples. All headings are relative to the 
shooter with the shooter always heading at   . 
Target 
   
    




2.2 Artificial Neural Network (ANN) 
An artificial neural network (ANN) is a biologically inspired soft computing technique. 
ANNs are, in essence, massively parallel distributed processors made up of simple 
processing units with many interconnections [15]. ANNs attempt to model some 
computational principals thought to be used in the human brain [15]. By modifying the 
ANNs architecture and connection weights among neurons the network can be adjusted 
over time in order to successfully perform a given task. Throughout the development of 
ANNs, which began in the 1940’s, researchers have found them to be effective in a 
variety of tasks including function approximation, pattern recognition, and system 
control. While a complete overview of ANN applications and theory is not within the 
scope of this thesis a summary of the topic is provided, along with detailed descriptions 
of the specific aspects of ANNs used in this research. This section provides the reader 
with a background in ANNs including a high level overview, descriptions of the major 
architectures with a focus on feedforward ANNs, descriptions of learning with regard to 
feedforward ANNs, and an overview of the use of feedforward ANNs as function 
approximators.  
2.2.1 Neurons 
 The basic component of an ANN is the neuron, also known as a node. McCulloch 
and Pitts proposed the simple computational model of neuron function used in ANNs in 
the 1940’s. A neuron is the computational unit within the network structure of an ANN, 
and consists of two components: a summing function and an activation function. Data is 
passed into a neuron via   inputs,             . The neuron then computes a 
weighted sum of the   inputs, which serves as input to the activation function. The 
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equation used to represent the neural mathematical model in this thesis is shown in 
equation 2.1, where     represents the activation function. 
              
 
           (2.1) 
The summing function is simply a linear combiner of each input multiplied by its 
respective weight    along with the neuron’s bias  . A neuron’s bias can be considered a 
weight with a constant input of 1. The output of the summing function is the induced 
local field   of the neuron, also known as the activation potential [11]. The activation 
function acts as a squashing function for the activation potential, limiting the permissible 
amplitude range of the output signal. The output from the activation function is then 
passed forward in the network via one or more outputs. An example of a neuron is shown 
in Figure 2.6. 
 
 Significant amounts of research have been dedicated to choosing the most 
appropriate activation function for various ANN tasks. There are two basic types of 
activation functions in common use: threshold functions and sigmoid functions [11]. The 
            
 
   
 
   
   







   
   
   




original activation function proposed by McCulloch and Pitts was a simple threshold 
function, which resulted in a neural output of 1 if   is above the chosen threshold and 
outputs a 0 if otherwise [15]. Sigmoid activation functions are the most common type of 
activation function used in ANNs. Two typical sigmoid functions are the logistic function 
and the hyperbolic tangent function shown in Equation 2.2 and 2.3 respectively. 
      
 
       
                                  (2.2) 
                  (2.3) 
 The activation functions presented above are typical of those commonly used in ANN 
creation. Please see [2, 5, 12] for a more in depth investigation into the effect of different 
activation functions on ANN behavior and learning performance. 
2.2.2 Architecture 
 While individual neurons are useful for only the simplest computations, they can 
exhibit surprising computational power when they are connected together in a network. 
An ANN can be viewed as a directed graph with neurons as the nodes and weighted 
connections between neurons acting as edges [15]. The outputs of individual neurons 
then become the inputs of other neurons. A weight value is associated with each edge, 
which scales the inputs arriving at a neuron. Three types of neurons can be utilized within 
a network: input neurons, hidden neurons, and output neurons. Input neurons receive 
problem-specific inputs to the network from the outside world (e.g. from sensors or 
simulation outputs). Hidden neurons receive inputs from the outputs of other neurons and 
their outputs connect to other neurons. Output neurons receive inputs from other neurons 
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within the network, but their outputs interface to the outside world, providing the result of 
the complete computation performed by the network. 
 The architecture created by this directed graph of neurons and weighted edges 
determines the computational capabilities of the network. While a large variety of static 
and dynamic network architectures have been proposed and explored in the literature, 
two of the most common are recurrent and feedforward networks. 
Recurrent 
Recurrent networks are neural networks in which the graph formed by the weights 
connecting neurons together is unrestricted. Typically loops among sets of neurons occur 
within the graph leading to feedback [15]. The feedback allows the recurrent ANN to act 
as a dynamic system and exhibit temporal behavior. Over time as input patterns are 
presented to the network the state of the network will change due to the feedback paths. 
An example of a recurrent neural network is shown in Figure 2.7. A detailed analysis of 
recurrent neural networks, their learning algorithms and capabilities can be found in [11, 
15]. 
Feed-forward 
Feed-forward ANNs possess an acyclic graph structure allowing information to flow only 
forward through the network. The graph structure is separated into one or more distinct 
layers of neurons. The input layer is not considered a “true” layer because no 
computation is performed there [11]. Neurons in subsequent layers (other than the final 
layer) can only receive inputs from the preceding layer and outputs are connected only to 
the next layer. These layers are called hidden layers. The final layer of the network is the 
17 
 
output layer where the output neurons present the final result of the computation 
performed by the network to the outside world. Each input to the network will have a 
single input neuron and each output from the network will be associated with a single 
output neuron. The number of input and output neurons will be dependent on the problem 
being solved by the ANN. An example of a two layer feed-forward ANN with one hidden 
layer consisting of four hidden neurons is shown in Figure 2.8 (recall the input nodes are 
not considered to be a layer). 
 The most common family of feed-forward ANNs is the multilayer perceptron 
(MLP), which is the type of ANN utilized in this research. Figure 2.8 illustrates the 
architecture of a typical MLP. The basic features of MLPs are as follows: 
 Each hidden neuron within the network includes a nonlinear activation 
function that is differentiable [11]. 
 The network contains one or more hidden layers [11]. 
 The network exhibits a high degree of connectivity, meaning all neurons 
in one layer are connected to all neurons in the next layer [11]. 
Due to a multilayer perceptron being static, they only produce one set of output values 
rather than a sequence of values [15].  
Thus far only the architecture and computational capabilities of ANNs have been 
discussed. In order for an ANN of any type to succeed in solving a problem it must learn 









   
   
   
Input Layer Hidden Layer Output Layer 
   
   
Figure 2.8: Feed-forward network example with three inputs, one hidden layer of four 
hidden neurons, and two output neurons. 
   
   
   
   
Figure 2.7: Recurrent ANN example as an unrestricted graph with two inputs, two output 




There are two learning paradigms for ANN training: unsupervised and supervised. In 
unsupervised learning the network searches for patterns in the data presented and 
organizes these patterns over time, rather than using labeled patterns. Unsupervised 
learning is used in both recurrent and feed-forward networks, but typically feed-forward 
networks use a supervised learning algorithm. It is beyond the scope of this research to 
detail unsupervised learning methods, but more information can be found in [11, 15]. 
In supervised learning, also known as learning with a teacher, the correct result is 
provided with each input pattern that is presented to the network during the training 
phase. An error between the desired result      and the network’s computed result      
is produced as                 , where   is the input pattern presented and   is the 
    neuron within the ANN.  Using this error a learning algorithm is then used to compute 
weight adjustments in order to lower the network’s total error. Over many pattern 
presentations and weight adjustments, the network exhibits learning behavior. That is, the 
output of the ANN should converge towards the desired output as additional training 
inputs are provided. 
These weight adjustments can be accomplished either via a batch mode or an on-
line mode. In batch mode learning, a training set                  
 , where      
represents an input pattern, which is a vector inputs with each element corresponding to 
an input neuron, and      represents the corresponding desired output, is used to train 
the ANN [11]. Weight updates are only applied after all samples from the training set 
have been shown to the ANN. In contrast on-line learning performs weight updates after 
each pattern presentation. Batch learning provides the benefit of parallelization, but can 
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have demanding storage requirements depending on the sample set size. On-line learning 
is simple to implement, but does not permit parallelization. One presentation of the 
training data set   with either weight update mode is called an epoch. Learning will 
continue either until a maximum number of epochs is reached or the desired error 
measured as mean square error (MSE) or sum of squared error (SSE) over the training set 
is achieved. Over fitting of training patterns occurs when the network learns only the 
training patterns causing poor generalization when presented with new patterns. To 
ensure the network does not over fit the training patterns a validation data set is used. The 
validation set contains input patterns not in the training set. During training the validation 
set is periodically presented to the network. The validation set error is monitored during 
training, if the error begins to rise while the training data set error continues to decline, 
overfitting is occurring. This comparison with a validation set during training is called 
cross validation. Once the validation set error begins to diverge from the training set error 
the training is stopped, which is called early termination. 
The remaining part of this section will focus on the learning techniques employed 
in this research: backpropagation error correction, which is a supervised learning 
technique, along with Bayesian Regularization, which is an extension of 
backpropagation. Extensive literature exists detailing different learning algorithms for 
both feed-forward and recurrent networks. Please refer to [11, 15, 17] for more 
information. 
Error Correction Backpropagation 
Error correction backpropagation is a supervised ANN learning algorithm with two 
phases of operation: a forward phase and backward phase. The forward phase is the 
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computation phase where input signals are propagated forward through the ANN from 
inputs to the outputs while the weighted edges remain unaltered [11]. At the start of the 
backward phase an error signal is then calculated based on the difference between desired 
and computed output values             where      is the desired output and      is 
the computed output. Then the error signal is propagated back through the network layer 
by layer until the input nodes are reached. During this backpropagation of the error signal 
the weights are modified by the delta rule given in Equation 2.4. Where        is the 
weighted connection from neuron   to  ,   is the learning rate,        is the local gradient 
calculation at neuron  , and       is the output of neuron  . 
 
                               (2.4) 
 
 The local gradient drives the search in weight space to achieve the lowest error 
between the desired and computed output. The local gradient is equal to the product of 
the corresponding error signal       for that neuron and the derivate   
     of the neuron’s 
activation function [11]. Depending on the type of neuron the local gradient is computed 
differently in order to account for the local gradients of neurons further upstream. The 
local gradient equations for output and hidden neurons are shown in Equations 2.5 and 
2.6 respectively. 
 
                
             (2.5) 
         




The local gradient for output neurons is straightforward to compute, but hidden neurons 
require the local gradients of neurons in the layer upstream from the neuron of interest 
(neuron  ) be accounted for.  
 The backpropagation error correction algorithm presented above is one of the 
most basic forms of supervised learning and simply performs a gradient descent search in 
weight space for the lowest error. In this research Bayesian Regularization, which is a 
variation on gradient descent backpropagation error correction, is employed. Extensive 
research has been done on variations of backpropagation for ANN learning and can be 
further examined in [11, 15]. In order to understand Bayesian Regularization a 
description of the Levenberg-Marquardt algorithm must be provided, which is the 
underlying algorithm employed by Bayesian Regularization. 
Levenberg-Marquardt and Bayesian Regularization 
 The Levenberg-Marquardt supervised learning algorithm is a variation on the 
gradient descent backpropagation error correction technique. This algorithm takes 
advantage of the ability of the Gauss-Newton method to converge quickly, but removes 
the possibility of divergence by using a partial gradient descent method [11]. Although 
backpropagation gradient descent is simple to implement it only considers first-order 
information about the error surface. The Levenberg-Marquardt algorithm attempts to use 
higher order information while providing a simple implementation [11]. It does this by 
approximating the Hessian matrix of the weights using the Jacobian matrix, which can be 
computed through a standard backpropagation technique that is much less complex than 
computing the Hessian matrix [3]. Computing the Hessian matrix provides a detailed 
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landscape of the local curvature of the multivariate function by representing second order 
partial derivatives. While using the Jacobian matrix to approximate the Hessian provides 
a simpler view of the functional landscape by representing first order partial derivates, 
making the computation more efficient. 
 The Levenberg-Marquardt algorithm is widely used and recognized as one of the 
fastest algorithms for learning function approximations. Unfortunately, the algorithm is 
also known to exhibit undesirably high complexity, leading to high memory requirements 
for implementation. The benefits of the Levenberg-Marquardt algorithm are only seen 
with moderately sized networks and are diminished as the network becomes large due to 
the large memory footprint and computation requirements [3]. Detailed descriptions of 
the Levenberg-Marquardt algorithm implementation can be found in [16, 18, 20].  
 Bayesian Regularization extends the Levenberg-Marquardt implementation. The 
cost function is expanded to not only search for minimal error, but to simultaneously 
minimize connection weights [22]. Bayesian Regularization obviates the need for cross 
validation, which is particularly useful for small training sample sizes, where reserving 
any samples from the data set could negatively affect the results [22]. A detailed 
description of the Bayesian Regularization algorithm implementation can be found in [21, 
22].  
2.2.4 MLP Function Approximation 
A MLP trained with a supervised learning algorithm has been proven to perform a 
nonlinear input-output mapping of a general nature [11]. The proof demonstrates that two 
layers of neurons is sufficient to approximate an arbitrary function (again not counting 
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the input layer), but it is often essential to use more layers when addressing real world 
problems [12]. Using more than one hidden layer allows the initial layers to act as feature 
extractors improving function approximation while using fewer neurons within each 
layer. 
 The process of training an MLP to approximate a function is straightforward. A 
set of input/output patterns from the target function   is presented to the MLP during 
training. After training the MLP has modified its weights in such a way that the network 
itself now computes an approximating function  . As the trained MLP is exposed to data 
points it did not see during training the network function acts as an approximator to the 
target function   [11]. In this research the function being approximated is the seven 
dimensional WEZ      function. 
2.3 Literature Review 
Some research has been published in the area of improving maximum missile launch 
range approximation using ANNs. In particular [26] implemented a wavelet neural 
network for predicting LARs of a joint direct attack munition (JDAM). The work 
presented here uses a different neural network approach and was more complex than the 
work presented in [26]. The first was that the JDAM is an air to ground munition, thus 
the target was stationary simplifying the engagement scenarios. The second was that the 
engagement scenarios were generalized in the pitch dimension, as compared to using 
specific shooter pitch values and used fewer shooter/target orientation dimensions to 
define the engagements. The effort was successful in obtaining better predictions than 
conventional methods and did incorporate environment parameters such as wind, which 
was not attempted in this thesis. It is likely that other unpublished research either within 
25 
 
companies or within governments has been undertaken, but [26] is the only other 
application of ANNs to missile maximum range approximation reported in the public 
literature.  
 Extensive research has been published with regards to using ANNs for multi-
dimensional function approximation. This subject area has been studied in depth for 
decades. Two types of neural networks are generally seen as being the best at function 
approximation: Radial Basis Function Networks (RBFNs), which is another subtype of 
feed-forward ANNs, and MLPs. Some research papers expound on the superiority of 
RBFNs as the best function approximators [8, 9, 19], while others favor MLPs [4]. The 
approach presented in this research focused only on using MLPs. Previous work in this 
area was considered, however, during the design of the network and experimental testing 
and validation procedures. The intent of this work is not to identify the optimal network 
architecture for WEZ approximation, but rather to establish ANNs as a viable approach 
for accurate real-time prediction of WEZs for combat simulation. 
 It should be noted that in recent years further improvements to network 
architectures have been made, but these algorithms are typically more complicated and 







3 Improving WEZ Approximation 
This chapter details current maximum launch range approximation techniques and 
provides a detailed description of the missile model used. Next the approach for 
improving      approximation using an MLP is provided. The chapter concludes with a 
discussion of the truth data generation process, including a description of the method 
used for calculating     . 
3.1 Current WEZ Approximation Techniques 
No standard for WEZ representation within a simulation exists. However, standards have 
been developed for LARs, which are similar to WEZs, as noted in Chapter 1. These 
standards were originally set forth in the mid 1980’s and have changed little since [26]. 
Due to their mutual similarity the approaches used for LAR development are extendable 
to WEZ development. Two categories of techniques are typically used for simulating a 
WEZ in real time. The first technique performs background flyouts, while the second 
technique uses a statistical interpolation method on pre-generated truth data to determine 
the instantaneous WEZ values. 
3.1.1 Background Flyouts 
During a typical combat simulation a pilot will eventually begin tracking a target. The 
WEZ algorithm will then begin using the new target in its computations. The background 
flyout technique begins firing simulated missiles at the target the instant tracking begins. 
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The flyouts are executed in the background faster than real time. If the simulation occurs 
sufficiently rapidly exact WEZ values can be determined and presented to the pilot. This 
technique represents the best existing solution, but requires computational resources not 
typically found in simulation facilities. Currently this technique is only employable in 
one versus one scenarios executed with a powerful computer or cluster. As computing 
power continues to increase and become cheaper this technique may become feasible for 
use in air combat simulations, but for the foreseeable future approximation techniques 
must be relied upon. 
3.1.2 Approximation Methods 
The second technique uses a form of interpolation on pre-generated truth data providing 
an approximation of the WEZ values. This method uses endgame data generated in the 
same manner as described in Section 3.3 and creates a large lookup table. In its most 
basic form linear interpolation is then used to determine the appropriate      for the 
current engagement. The standards previously mentioned governing LAR creation 
suggest more advanced statistical methods such as multiple adaptive regression splines or 
projection pursuit regression (PPR) be used [26]. These two statistical methods are only 
representative of the types of statistical methods that could be used, but these methods do 
currently achieve the best results. The PPR technique is currently seen as the best 
technique for balancing approximation accuracy and memory footprint [26].  
Approximation errors achieved by the best statistical methods for maximum 
launch range are roughly 10% relative to truth data. The approximation results are 
heavily dependent on the attributes of the missile model being studied including the 
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guidance used and the extent of the missile’s engagement envelope. As there are too 
many WEZ approximation methods available to compare the techniques developed here 
with all of them, a representative method was selected as a baseline for accuracy 
comparison. The baseline method employs linear interpolation using a massive seven 
dimensional lookup table. It remains as future work to compare other leading techniques 
to the baseline model and the MLP developed here in terms of accuracy and time 
complexity. 
3.2 Approach to Improving Approximation 
The approach proposed in this research is to use an MLP trained on      truth data as a 
seven dimensional function approximator. This implementation requires little memory 
and potentially provides an approximation error of less than 5% relative to the truth data. 
Figure 3.1 provides an overview of how the trained ANN will be used as the WEZ 
algorithm. The trained ANN will accept the current shooter/target engagement orientation 
each simulation frame as input, compute the approximated      and then provide the 





It is important to note that the resulting predictive algorithm is only valid for 
determining     . Without further data generation and modification to the data 
generation application. Accurately predicting     ,      , and       is not possible. 
Approaches for approximating the other three parameters are proposed in the future work 
section of Chapter 6. In the current implementation of this research these other three 
WEZ values will be represented as conservative percentages of     . As an example, if 
the      for a particular engagement was determined to be 25,000 ft then       would 
be estimated at 60% of     . In the case of a WEZ it is important to provide the most 
accurate information possible, but at the same time an over estimation in maximum range 
is highly undesirable. In order to reduce the chance of overestimation by the ANN the 











Target Angle off 
Boresight 
     
Figure 3.1: High level overview of how proposed      approximation will work 




3.3 Missile Model 
The missile model used in this research is a notional model of a short range air-to-air 
infrared (IR) missile. The model was implemented in MATLAB Simulink and autocoded 
to C. The model’s engagement envelope is as follows: 
 Angle-off Boresight: -60o to 60o 
 Pitch of shooter aircraft: -30o to 30o 
 Altitude: 10,000ft to 50,000ft 
The model’s guidance uses a pro-navigation solution to guide the missile to the target 
once a lock on has been acquired. Target position truth data is provided to the missile’s 
sensor. This simplifies the missile model and eliminates a potential source of noise. This 
model was chosen for its generality, with the assumption the technique developed in this 
thesis using this model would be applicable to other models with modification only to the 
extent of the flight envelope. 
3.4 Flight Data Generation 
An application was created to perform flyouts against a simulated target using seven 
dimensions of an air-to-air engagement in order to generate      truth data. The number 
of dimensions used in flight data generation dictates the fidelity of the resulting WEZ. If 
a low fidelity WEZ suffices for a particular application, then fewer dimensions can be 
used which will significantly reduce the time required to generate the data and improve 
the accuracy of the ANN by reducing the dimensionality of the problem. The WEZ being 
modeled in this research required a high level of fidelity thus requiring the use of seven 
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parameters. As detailed in Chapter 2 these parameters were: target heading, shooter pitch, 
target altitude, shooter altitude, target velocity, shooter velocity, and angle off boresight 
from the shooter.  
3.4.1 Flyout Application 
The application created for generating flyout data accepts a run matrix consisting of the 









The application uses the provided run matrix to create an exhaustive combination of all 
possible engagement scenarios. Each combination represents a job that must be 
completed. Each job is an independent task. The following are the step sizes used for 
each dimension, resulting in a total of approximately 222 million jobs. 
 Target Heading: 0o to 360o in steps of 10o 
 Shooter Pitch: -30o to 30o in steps of 2.5o 
 Target Altitude: 10,000ft to 40,000ft in steps of 5,000ft 
# Target Heading 
0  30  60  90  120  150  180  210  240  270  300  330  360 
# Shooter Pitch (deg) 
-10  -5  0  5  10 
# Target Altitude (ft) 
10,000  20,000  30,000  40,000  50,000 
# Shooter Altitude (ft) 
10,000  20,000  30,000  40,000  50,000 
# Target Velocity (kts) 
300  400  500  600  700 
# Shooter Velocity (kts) 
300  400  500  600  700 
# Angle Off Boresight (deg) 
-20  -15  -10  -5  0  5  10  15  20  25  30 




 Shooter Altitude: 10,000ft to 40,000ft in steps of 5,000ft 
 Angle-off Boresight: -60o to 60o in steps of 2.5o 
 Target Velocity: 200kts to 800kts in steps of 100kts 
 Shooter Velocity: 200kts to 800kts in steps of 100kts 
The execution of a job performs a binary search for      using multiple missile 
flyouts. At the beginning of the binary search a large value is chosen for the distance 
between the target and the shooter. Then a faster than real time flyout is performed with 
the missile being launched at the first time step after simulation start. The target 
continues to fly with initial velocity, no acceleration, and no maneuvering. If the missile 
does not hit the target the flyout is terminated and the next iteration begins. The distance 
is cut in half and the same flyout is performed again. If the missile hits during this 
iteration the distance is increased to halfway between the current distance and the 
previous distance. This continues until the distance being moved between iterations is 
100 ft. At that point that value is considered to be the      for the engagement. An entry 
is then made into a seven dimensional table which will hold the results of the flight 
envelope      mapping. The entry will be indexed by the seven dimensions defining the 
flyout with      being the entry value. 
 The application was developed in two forms. The first form uses a distributed 
client/server architecture utilizing a serialized message protocol over TCP. The server 
side accepts the run matrix and creates all of the jobs. These jobs are stored in a queue 
structure. A client connects and requests jobs. Jobs are sent in packages of 1,000, 
completed on the client machine, and then sent back with      included. Clients can 
connect and disconnect with no data loss, as long as the server process remains running.  
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 The second implementation utilized the Message Passing Interface (MPI). MPI is 
a communication protocol utilized when working on a dedicated cluster.  Data generation 
using this version of the application was carried out on a Cray XE6 supercomputer named 
Raptor in the Air Force Research Laboratory DoD Supercomputing Resource Center 
(AFRL DSRC). This machine is the 17
th
 fastest supercomputer in the world. The MPI 
architecture sets aside one core on one node to be the server, which is the process 
responsible for passing jobs to clients. The clients act in the same manner as in the first 
implementation expect that they cannot disconnect and are in service for the life of the 
computation. The use of the Cray supercomputer allowed a run matrix that encompassed 






4 Experimental Methods 
This chapter describes the experimental methods used to train the MLP to model the 
WEZ using all seven dimensions. The ANN was implemented using the MATLAB 
Neural Network Toolbox
TM
 package. This package was chosen because it contains well 
vetted learning algorithm implementations, has good performance, is easy to work with, 
and is very well documented. Several attempts were necessary to finally achieve 
desirable results, which included adding structure to the problem by dividing the solution 
space into several neural networks. 
 The structuring of the input space is discussed first. Then a description of the 
network setup that was used along with how data was selected for training is presented. 
Finally the training runs that were executed are detailed. 
4.1 Multiple ANN Structure 
Initial attempts using all seven dimensions and one ANN to represent the entire solution 
space resulted in undesirable performance. In order to make training more manageable 
the flight envelope was broken into three zones based on target angle off-boresight, 
which was considered the most difficult dimension to approximate. Recall from Chapter 
3 that the missile model could potentially engage a target at +/- 60
o
 off-boresight. There 
are many discontinuities in      within the solution space toward the edges of each 
dimension, which increases the training difficulty. In order to limit these discontinuities 
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the angle off-boresight dimension was further restricted to +/- 50
o
. Using the new 
boundaries the angle off-boresight dimension was divided into three zones. Zone 1 
covered      to     , zone 2 covered      to      and zone 3 covered     to    . The 
three angle off-boresight zones are shown in Figure 4.1. 
 
 This new approach would train three separate ANNs with one assigned to each 
angle off-boresight zone while all other dimensions remained the same. By segmenting 
this difficult dimension into three zones, function approximation is improved within the 
zone. The behavior of the missile flight is easier to map because it is restricted within a 
zone. A large variance in      values leads to a highly non-linear surface to 
approximate, making approximation more difficult. Dividing the flight envelope into 
three separate zones reduced the      variance for each ANN, but the target heading 








    
    
     
     
Figure 4.1: Division of target angle off boresight into three zones with 
each being mapped by a separately trained ANN. 
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 An approaching target results in a significantly larger      than a target moving 
away from the shooter due to the combined velocities of the missile and target. This 
disparity in      results in approximation performance that can be improved upon by 
dividing the target heading range into two zones with one approaching and one departing. 
Zone 1 is divided into zone 1a, which governs the target heading between    and     , 
and zone 1b, which governs the target heading between     and     . Similarly, zone 2 
is split into zone 2a and 2b, governing headings from     to     and from    to     , 
respectively. Zone 3 is separated into zone 3a and zone 3b, which govern from     to 
     and    and      respectively. Figure 4.2 illustrates this division of training into six 
zones with one network per zone, used to perform the final training. 
Dividing the flight envelop into six separate zones in two of the seven dimensions 
does cause a potential issue when an engagement falls directly on the division or near the 
division. The approach to address this difficulty here is to simply choose one of the 
networks and bin that engagement into the chosen zone. The same zone will always be 
chosen. A potential issue currently not addressed is that near the edge of the zones two 
similar points may be approximated quite differently. This is caused by the choice to train 
the network for each zone only with data from within the zone. Future work should 
choose overlapping data for training. Here, the search space was divided into six distinct 


















   
 
 
   
 
 
    
 
 
    
 
 
Figure 4.2: Division of target heading and angle off-boresight 
dimensions into six ANNs governing the entire WEZ. Each major 
section is broken into two regions of target heading. 
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4.2 Network Setup 
The following network structure and approach to training was adopted after some 
informal testing. The network consisted of two hidden layers with 20 neurons each and 
one output neuron. The activation function of each hidden neuron was the hyperbolic 
tangent function and the activation function for the output neuron was a linear function, 
which is standard for MLP function approximation. As noted in Chapter 3 the ANN 
employed for this problem has seven inputs representing each dimension and one output 
representing     . Inputs were normalized in each dimension. Weight initialization was 
accomplished using the Nguyen-Widrow initialization algorithm [3]. This algorithm 
chooses values in order to distribute the active region of each neuron in the layer evenly 
across the layer’s input space. 
4.3  Data Selection 
Training data was selected using four sample sizes for each of the six zones. The sample 
sizes were as follows: 1,000, 5,000, 10,000, and 20,000 training patterns. The purpose of 
selecting several sample sizes for each zone was to determine the best achievable      
approximation by an ANN as well as the necessary amount of data needed to train an 
ANN to less than 5% average approximation error. Reduction of needed training patterns 
is important when considering the time needed to generate the truth data. Although a 
single random selection of each training data sample within a zone is limited and leaves 
unanswered questions regarding the effect of this random selection, due to computational 
resources and the length of time needed to train the networks, investigating this was not 
possible and must be left as a potential extension to the work. 
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  Appropriate training data selection was critical to the resulting approximation. 
Each training pattern represented one engagement scenario consisting of seven inputs. 
When selecting data from each zone it was necessary to try to avoid selecting 
engagements near discontinuities in the      surface. A discontinuity in the surface 
occurs when a selected engagement scenario results in a target hit, but a slight step in any 
dimension results in a miss, or an      of zero. An example of a discontinuity scenario 
is shown in Figure 4.3.  
 
In both engagement scenarios, the target is located at a significantly higher altitude than 
the shooter, the target is moving away from the shooter, and there is a large disparity in 
their velocities. The first engagement results in a hit, although with a small     . In the 
Tar Heading:    
Shooter Pitch:     
Tar Alt:          
Shooter Alt:          
Angle-Off:     
Tar Vel:        
Shooter Vel:        
 
Engagement Description 
Tar Heading:    
Shooter Pitch:     
Tar Alt:          
Shooter Alt:          
Angle-Off:     
Tar Vel:        
Shooter Vel:        
 
Engagement Description 
Engagement 1 Engagement 2 
Figure 4.3: Listing of two similar hypothetical engagement scenarios (training patterns). 
Engagement 1 results in a hit with             , but a small change in target velocity 
in Engagement 2 results in a miss with         . Transitioning from the first 
engagement to the second engagement represents a discontinuity in the      surface. 
             
Result: HIT 




second engagement the target is moving slightly faster, which results in a miss with an 
     of zero. Transitioning from the first engagement to the second engagement results 
in a discontinuity in the      surface because      sharply drops to zero.  
It was anticipated that there would be regions in the flight envelope which would 
transition between large      values and      values of zero, representing a distinct 
delineation between feasible and infeasible shots.  During initial testing it was found that 
these delineations were not distinct, and including training patterns with small      
values resulted in poor approximation. As a precaution, the training patterns were 
selected at random from the available truth data, but in order to avoid these 
discontinuities any randomly selected training pattern with a      less than 1,000ft was 
not added to the training set. The choice to use 1,000ft was not unjustified as it physically 
represents a hypothetical fusing limit (    ) for the missile, which did not have a limit 
built in. Further discussion regarding the cause of the indistinct      boundaries and the 
effect on the network’s approximation capabilities is presented in Chapter 5. 
 Validation data consisted of 2,000 random samplings from within each zone’s 
truth data. Again, any sample with a      less than 1,000ft was discarded. All sample 
sizes within a zone were tested against the same 2,000 patterns in order to ensure 
fairness. The size of the validation data set was chosen to not only provide enough 
validation patterns to ensure robust results, but also to ensure that the computational time 
required to frequently test against this test set was reasonable. As a precaution, the best 
network from each zone during training was then evaluated against a data set consisting 
of 500,000 test patterns in order to ensure that the results scaled to a much larger data set. 
These larger test sets were selected in the same manner as the corresponding 2,000 
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validation pattern sets and no patterns were repeated in any validation or training data 
selection. 
4.4 Training 
Each sample size within a zone was trained for a total of fifteen times to ensure variation 
in weight space was taken into account. A total of 450 trainings, each with a maximum of 
2,000 epochs per training were completed. The maximum number of epochs was based 
on informal experimentation, which demonstrated that the results did not improve (and 
sometimes worsened) after 500 epochs. A form of early termination was implemented to 
end training when the best performance had been achieved and avoid results that 
progressively worsened over time.  
4.4.1 Early Termination 
As discussed in Chapter 2, the Bayesian Regularization training algorithm is designed to 
eliminate overfitting during training. However, during initial experimentation the ANN 
performance over the validation data set was measured every 100 epochs to ensure that 
overfitting was not observed. Overfitting was not observed, but as the average percent 
error decreased the lowest maximum percent error would increase. The goal of this thesis 
was to strike a balance between achieving a good average percent difference as well as an 
acceptable maximum percent difference. This goal motivated the implementation of an 
early termination method. 
 In almost every training case after only 100 epochs the average percent error 
dropped below 5%. The original goal was to achieve 5% average error over the validation 
data set. The purpose of this early termination implementation was to achieve the lowest 
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maximum percent error possible, instead of simply driving down the average percent 
error. Even when attempting to achieve the lowest average percent error the performance 




 epochs. After every 100 epochs 
of training, the average and maximum percent differences were calculated over the 2,000 
pattern validation set. If the network had the lowest maximum percent error compared to 
previous sets, it was saved as the best ANN. The ANN would continue to be trained, but 
if a previous state of the ANN reigned as the best performer for five cycles (500 epochs) 
then training would terminate early and the previously saved ANN would best represent 









best_net = 0 
best_maximum = 1000 
best_duration = 0 
while (training_epochs <= 2000) 
 train network for 100 epochs 
 test network with test data 
 calculate max and average percent error 
 if (max < best_max) 
  best_net = net 
  best_duration = 0 
 else 
  best_duration  = best_duration + 1 
 end 
 if (best_duration == 5) 
   break; 
end 
Figure 4.4: Pseudo code for early termination used to ensure best 




This chapter presents the results from the ANN training described in the previous chapter. 
Each zone is represented by a set of four tables with one table for each sample size. 
Within each table fifteen training runs are listed with the resulting average percent error, 
maximum percent error, number of epochs completed, and the percentage of the 2,000 
pattern validation set that were more than 10% off from their truth value. The equation 
used to calculate average percent error over a validation data set is given below (Equation 
5.1). The # of samples refers to the number of validation data patterns being used.  
           
                                                
            
   
            
       
Maximum percent error is the largest error calculated for a single validation pattern 
within a given validation pattern set.  
Each training zone result is given a short description with some specific 
information regarding the number of points within the test set above certain maximum 
percent errors. Finally in order to ensure test sample size was not the cause of the 
resulting percentages, the best network within each zone is tested on a test set of 500,000 
patterns. The use of the larger test set also allowed for investigation into the cause of the 














# Avg % Error Max % Error # Epochs % Above 10% 
1 4.398 83.923 100 10.8 
2 4.821 138.3 100 10.5 
3 5.743 78.222 300 15.2 
4 4.808 91.308 100 10.9 
5 4.648 77.295 100 10.85 
6 4.927 91.539 100 11.95 
7 5.375 108.44 200 13.25 
8 4.371 59.922 100 9.0 
9 4.664 95.379 100 10.85 
10 4.17 68.277 100 8.75 
11 4.052 76.076 100 8.65 
12 5.018 75.125 1200 12.1 
13 4.825 107.88 100 10.0 
14 5.959 109.78 700 15.05 
15 5.766 98.62 1900 14.8 
Avg 4.903 90.672 353.34 11.51 
# Avg % Error Max % Error # Epochs % Above 10% 
1 2.489 36.703 100 2.6 
2 2.382 33.654 100 2.55 
3 2.075 30.083 400 1.65 
4 2.487 37.294 100 2.4 
5 1.932 44.229 400 1.65 
6 2.28 38.053 200 2.7 
7 2.093 31.902 600 1.85 
8 1.785 31.674 300 1.15 
9 1.827 32.056 600 1.4 
10 1.755 27.356 700 1.45 
11 2.109 34.246 200 1.8 
12 2.174 36.548 100 1.65 
13 1.773 30.404 500 1.3 
14 1.804 30.434 1100 1.05 
15 1.994 37.126 500 1.65 
Avg 2.064 34.117 393.34 1.79 
Zone 1a: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 1a: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.1: Zone 1a results from 15 training runs using 1,000 training patterns tested using 2,000 
validation patterns. 
Table 5.2: Zone 1a results from 15 training runs using 5,000 training patterns tested using 2,000 
validation patterns. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 1.963 37.892 200 1.1 
2 2.132 46.689 100 1.7 
3 1.92 35.258 200 1.1 
4 1.967 50.645 100 1.5 
5 1.843 32.518 700 1.4 
6 2.185 39.971 400 1.8 
7 2.228 30.041 100 1.8 
8 2.032 40.869 200 1.55 
9 1.965 42.413 100 1.55 
10 1.95 32.806 900 1.5 
11 1.981 39.054 400 1.65 
12 1.931 34.796 400 1.1 
13 1.94 37.951 800 1.6 
14 2.078 40.17 100 1.55 
15 2.133 40.278 100 1.45 
Avg 2.017 38.757 320 1.49 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.751 33.513 100 .85 
2 1.796 34.505 700 1.4 
3 1.783 33.997 200 .95 
4 1.987 33.173 100 1.15 
5 1.603 36.608 800 .75 
6 1.734 31.427 300 1.3 
7 1.719 37.877 200 .8 
8 1.686 34.58 100 1.05 
9 1.403 36.732 500 .65 
10 1.578 35.755 700 .85 
11 1.629 37.131 100 .6 
12 1.791 38.305 500 1.0 
13 1.571 30.544 1300 1.2 
14 1.656 33.431 400 .95 
15 1.573 27.756 500 .7 
Avg 1.684 34.356 433.34 .947 
Zone 1a: 10,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 1a: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.3: Zone 1a results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns. 
Table 5.4: Zone 1a results from 15 training runs using 20,000 training patterns tested using 
2,000 validation patterns. The best network is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 3.376 137.87 200 6.0 
2 4.333 163.24 100 8.15 
3 3.46 92.818 100 6.6 
4 3.505 143.09 200 6.45 
5 3.494 105.05 200 6.9 
6 3.529 93.298 100 6.15 
7 4.052 106.23 400 8.8 
8 3.886 97.212 100 7.95 
9 3.837 86.905 700 8.35 
10 3.67 107.95 100 6.75 
11 3.964 129.06 700 8.85 
12 3.423 116.75 200 5.65 
13 3.814 177.51 100 6.6 
14 3.717 128.89 800 8.15 
15 3.892 136.36 300 8.45 
Avg 3.73 121.48 286.67 7.32 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.711 57.521 1300 1.9 
2 1.695 56.719 400 1.75 
3 2.19 62.554 100 2.7 
4 1.747 67.43 700 2.25 
5 1.702 58.603 1100 1.8 
6 1.849 71.412 900 2.2 
7 1.718 60.241 600 1.95 
8 1.74 47.526 1500 1.95 
9 1.688 50.795 300 1.85 
10 1.786 56.951 700 2.2 
11 1.732 57.557 300 2.05 
12 1.759 52.702 700 2.05 
13 1.992 52.466 200 2.2 
14 1.633 34.12 600 2.1 
15 1.782 41.793 1000 2.3 
Avg 1.782 55.226 693.33 2.083 
Zone 1b: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 1b: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.5: Zone 1b results from 15 training runs using 1,000 training patterns tested using 
2,000 validation patterns. 
Table 5.6: Zone 1b results from 15 training runs using 5,000 training patterns tested using 
2,000 validation patterns. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 1.708 46.596 400 1.65 
2 1.705 50.4 500 1.85 
3 1.673 56.105 300 2.0 
4 1.68 50.224 800 1.9 
5 1.64 51.41 700 1.8 
6 1.663 49.689 400 1.9 
7 1.696 58.532 400 1.7 
8 1.803 62.088 500 2.05 
9 1.532 50.673 1000 1.7 
10 1.762 46.787 600 2.25 
11 1.56 56.469 1200 1.6 
12 2.11 45.981 100 2.25 
13 1.637 57.994 300 2.0 
14 1.686 60.45 300 1.6 
15 1.818 52.944 400 2.05 
Avg 1.712 53.089 526.667 1.887 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.383 55.534 1900 1.5 
2 1.406 46.26 400 1.3 
3 1.538 49.501 200 1.8 
4 1.353 50.338 800 1.4 
5 1.592 54.86 500 2.1 
6 1.754 43.203 100 1.9 
7 1.526 54.146 700 1.6 
8 1.464 52.166 1100 1.4 
9 1.372 51.765 1000 1.45 
10 1.48 58.046 300 1.5 
11 1.503 40.599 400 1.65 
12 1.451 59.693 1100 1.55 
13 1.537 40.355 500 1.8 
14 1.562 58.107 200 1.45 
15 1.477 48.807 300 1.6 
Avg 1.493 50.892 633.33 1.6 
Zone 1b: 10,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 1b: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.7: Zone 1b results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns. 
Table 5.8: Zone 1b results from 15 training runs using 20,000 training patterns tested using 
2,000 validation patterns. The best network is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 8.381 220.34 100 26.65 
2 11.06 131.67 200 36.9 
3 9.997 106.6 100 35.1 
4 10.706 134.51 500 37.25 
5 56.896 616.53 500 88.4 
6 8.759 102.22 100 28.05 
7 9.064 147.17 100 31.4 
8 8.489 195.11 200 26.45 
9 9.288 158.87 100 31.65 
10 8.767 104.3 200 28.4 
11 10.39 130.51 500 35.15 
12 11.074 141.07 400 37.3 
13 10.405 116.82 300 34.95 
14 9.05 110.65 100 29.75 
15 56.897 616.53 100 88.4 
Avg 15.948 202.19 233.334 39.72 
# Avg % Error Max % Error # Epochs % Above 10% 
1 3.492 64.23 300 5.5 
2 4.384 64.64 100 9.55 
3 3.697 48.994 500 6.55 
4 3.549 52.98 700 5.85 
5 3.551 51.332 400 5.2 
6 3.216 53.476 500 5.95 
7 3.895 67.451 300 6.9 
8 3.852 48.986 500 7.1 
9 3.434 51.252 700 5.4 
10 4.196 57.438 200 8.0 
11 3.517 45.003 600 6.3 
12 3.666 81.84 200 6.05 
13 4.079 49.538 100 8.05 
14 3.845 43.504 300 6.95 
15 4.584 46.556 100 9.85 
Avg 3.797 55.148 366.67 6.88 
Zone 2a: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 2a: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.9: Zone 2a results from 15 training runs using 1,000 training patterns tested using 2,000 
validation patterns.  
Table 5.10: Zone 2a results from 15 training runs using 5,000 training patterns tested using 
2,000 validation patterns. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 2.823 33.18 400 3.6 
2 3.155 47.817 200 4.2 
3 2.719 29.56 300 3.1 
4 3.557 38.345 300 5.65 
5 3.606 38.131 100 5.45 
6 2.816 32.294 1000 3.25 
7 3.329 40.676 200 5.1 
8 3.265 37.102 200 4.0 
9 3.107 35.092 1100 4.65 
10 3.174 32.029 200 4.65 
11 3.234 51.59 300 4.8 
12 3.197 43.81 200 4.15 
13 3.101 40.009 700 4.0 
14 3.442 50.857 100 5.15 
15 3.46 48.361 100 5.6 
Avg 3.199 39.294 360 4.49 
# Avg % Error Max % Error # Epochs % Above 10% 
1 3.003 31.188 200 4.3 
2 3.201 39.73 300 3.95 
3 2.665 47.968 800 2.75 
4 3.223 37.309 200 4.2 
5 3.432 31.599 100 4.85 
6 3.498 33.38 100 5.1 
7 2.988 40.723 200 3.4 
8 3.248 56.935 200 4.25 
9 2.948 36.21 300 3.65 
10 3.446 31.029 100 4.85 
11 2.83 28.676 300 3.5 
12 2.899 38.788 1000 4.0 
13 2.904 40.478 400 3.7 
14 2.853 26.099 200 3.5 
15 2.882 39.586 300 3.5 
Avg 3.068 37.313 313.34 3.967 
Zone 2a: 10,000 Patterns Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 2a: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.11: Zone 2a results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns. 
Table 5.12: Zone 2a results from 15 training runs using 20,000 training patterns tested using 
2,000 test patterns. The best network trained in Zone 2a is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 2.65 59.279 100 3.5 
2 2.811 45.623 100 4.4 
3 2.709 70.608 100 4.25 
4 3.287 55.675 100 4.55 
5 3.114 163.86 500 5.55 
6 2.222 71.533 200 2.75 
7 2.547 69.054 200 3.4 
8 2.724 52.385 100 3.65 
9 2.405 68.502 200 3.2 
10 2.356 62.558 600 3.7 
11 2.379 81.071 100 2.95 
12 2.804 73.235 100 4.45 
13 2.346 64.246 200 3.1 
14 2.826 55.399 100 4.3 
15 2.494 61.905 200 3.3 
Avg 2.645 70.329 193.33 3.803 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.495 76.826 500 1.5 
2 1.446 76.338 200 1.5 
3 1.177 55.566 600 .85 
4 1.313 55.953 600 1.65 
5 1.149 64.116 400 .8 
6 1.6 69.37 400 1.25 
7 1.357 67.952 400 1.05 
8 1.32 76.016 800 1.55 
9 1.385 62.068 200 1.0 
10 1.127 67.145 800 1.05 
11 1.179 52.049 1100 .85 
12 1.33 69.166 300 1.05 
13 1.181 38.339 1200 1.15 
14 1.43 68.383 1000 1.3 
15 1.407 55.775 400 1.3 
Avg 1.222 62.437 586.667 1.19 
Zone 2b: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 2b: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.13: Zone 2b results from 15 training runs using 1,000 training patterns tested using 
2,000 validation patterns.  
Table 5.14: Zone 2b results from 15 training runs using 5,000 training patterns tested using 
2,000 validation patterns.  
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 1.193 66.305 400 .6 
2 1.687 43.948 100 1.3 
3 1.343 55.17 300 .75 
4 1.178 57.443 300 .8 
5 1.149 56.968 600 .6 
6 1.12 37.387 1000 .75 
7 1.185 65.861 600 .85 
8 1.411 45.679 400 .65 
9 1.131 43.854 300 .75 
10 1.165 61.542 500 .7 
11 1.163 55.748 600 .75 
12 1.374 62.846 200 1.0 
13 1.435 70.596 300 .9 
14 1.081 33.849 900 .75 
15 1.496 42.991 100 .85 
Avg 1.274 53.346 440 .8 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.067 47.484 800 .5 
2 1.172 48.053 300 .55 
3 1.047 42.331 200 .5 
4 0.941 35.289 900 .4 
5 0.855 22.349 1100 .2 
6 1.12 26.275 700 .6 
7 1.028 25.879 300 .45 
8 0.942 42.751 700 .45 
9 1.014 37.735 600 .5 
10 0.942 44.115 700 .5 
11 1.15 47.527 300 .85 
12 1.238 40.265 200 .6 
13 1.004 37.88 500 .5 
14 0.988 36.548 500 .6 
15 1.033 49.191 900 .5 
Avg 1.036 38.911 580 .513 
Zone 2b: 10,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 2b: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.15: Zone 2b results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns.  
Table 5.16: Zone 2b results from 15 training runs using 20,000 training patterns tested using 
2,000 validation patterns. The best network trained in Zone 2b is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 5.048 338.42 100 11.35 
2 6.155 286.33 100 15.95 
3 5.776 363.2 200 14.5 
4 4.93 274.29 100 10.1 
5 6.588 228.82 500 17.45 
6 6.116 283.48 400 15.1 
7 6.163 264.31 400 15.8 
8 6.185 281.01 200 15.9 
9 4.467 239.82 300 8.75 
10 5.07 299.03 400 11.25 
11 5.436 280.69 200 13.4 
12 6.057 354.47 300 13.5 
13 5.721 358.81 500 11.9 
14 6.125 351.96 1800 15.25 
15 7.61 341.49 300 20.3 
Avg 5.83 303.08 386.667 14.034 
# Avg % Error Max % Error # Epochs % Above 10% 
1 2.806 206.84 1200 3.15 
2 2.859 234.249 500 3.3 
3 2.745 186.735 300 3.25 
4 2.967 182.548 200 3.65 
5 3.262 235.439 100 4.35 
6 3.026 200.122 100 3.95 
7 2.866 253.036 100 4.25 
8 3.1 196.627 100 3.75 
9 2.427 185.125 900 2.9 
10 2.389 197.955 400 2.6 
11 2.88 296.851 200 3.35 
12 2.546 220.502 700 3.0 
13 2.516 206.375 600 3.05 
14 3.145 199.55 100 4.4 
15 2.832 212.326 200 3.7 
Avg 2.824 214.285 380 3.51 
Zone 3a: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 3a: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Points 
Table 5.17: Zone 3a results from 15 training runs using 1,000 training patterns tested using 
2,000 validation patterns.  
Table 5.18: Zone 3a results from 15 training runs using 5,000 training patterns tested using 
2,000 validation patterns.  
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 2.614 238.4 100 2.7 
2 2.18 214.74 400 1.9 
3 2.56 243.61 100 2.6 
4 2.516 265.99 200 2.45 
5 2.114 198.91 500 1.9 
6 2.692 242.46 200 3.45 
7 2.178 197.60 500 2.4 
8 2.138 206.32 1700 2.2 
9 2.246 203.31 700 2.6 
10 2.193 197.38 400 2.0 
11 2.039 224.9 400 2.05 
12 2.07 192.54 600 2.0 
13 2.201 215.88 400 1.95 
14 2.463 206.93 100 2.4 
15 2.561 248.49 100 2.85 
Avg 2.318 219.83 426.67 2.363 
# Avg % Error Max % Error # Epochs % Above 10% 
1 2.036 200.425 600 1.6 
2 1.979 212.643 500 1.55 
3 1.903 213.506 1300 1.55 
4 2.145 201.192 600 2.0 
5 1.989 201.627 400 1.7 
6 2.11 204.79 500 1.75 
7 2.049 198.554 200 1.65 
8 2.354 211.725 100 1.9 
9 2.073 197.092 1000 1.5 
10 2.127 246.418 700 1.7 
11 2.04 196.801 1100 1.5 
12 2.03 210.105 500 1.35 
13 1.923 203.585 400 1.45 
14 2.124 211.316 300 1.7 
15 2.264 238.109 200 2.2 
Avg 2.076 209.861 560 1.673 
Zone 3a: 10,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 3a: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.19: Zone 3a results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns.  
Table 5.20: Zone 3a results from 15 training runs using 20,000 training patterns tested using 
2,000 validation patterns. The best network trained in Zone 3a is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 3.487 43.605 200 7.05 
2 3.864 50.161 500 8.85 
3 75.352 855.29 200 31.45 
4 3.624 64.687 100 6.75 
5 3.295 52.721 200 6.25 
6 3.885 55.369 200 9.15 
7 3.444 48.274 100 6.65 
8 3.724 63.423 100 6.95 
9 3.565 53.188 200 6.95 
10 4.583 57.293 600 10.9 
11 3.389 47.343 100 5.85 
12 3.131 37.98 300 6.05 
13 3.441 44.081 200 7.15 
14 3.855 67.035 100 6.9 
15 3.69 60.74 200 8.1 
Avg 8.422 106.75 220 9.0 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.63 32.316 600 1.8 
2 1.858 42.316 1000 2.05 
3 1.97 40.725 100 2.35 
4 2.142 47.921 100 2.45 
5 1.827 52.141 800 1.85 
6 1.85 41.105 300 2.15 
7 1.683 39.195 600 1.6 
8 1.781 34.942 300 2.1 
9 1.786 42.432 600 1.85 
10 1.655 37.327 500 1.85 
11 1.846 48.196 200 1.95 
12 1.81 39.378 900 2.2 
13 2.401 50.201 100 4.05 
14 1.985 39.343 200 2.15 
15 1.628 38.398 1000 1.85 
Avg 1.857 41.729 486.667 2.15 
Zone 3b: 1,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 3b: 5,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.21: Zone 3b results from 15 training runs using 1,000 training patterns tested using 
2,000 validation patterns.  
Table 5.22: Zone 3b results from 15 training runs using 5,000 training patterns tested using 
2,000 validation patterns.  
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 











# Avg % Error Max % Error # Epochs % Above 10% 
1 1.563 43.283 1500 1.7 
2 1.539 40.083 900 1.35 
3 1.747 51.738 500 2.0 
4 1.894 48.817 100 2.25 
5 1.635 45.856 600 1.55 
6 1.574 44.22 1200 1.6 
7 1.723 41.816 400 2.2 
8 1.707 52.009 500 1.8 
9 1.522 51.087 1400 1.8 
10 1.782 44.603 500 2.25 
11 1.727 39.9 200 2.1 
12 1.527 45.526 900 1.3 
13 1.545 45.001 700 1.65 
14 1.755 46.43 400 2.1 
15 1.648 57.199 700 1.8 
Avg 1.659 46.505 700 1.83 
# Avg % Error Max % Error # Epochs % Above 10% 
1 1.387 40.503 1000 1.35 
2 1.581 39.972 500 1.75 
3 1.701 52.749 400 1.7 
4 1.462 46.959 500 1.35 
5 1.687 45.077 300 2.0 
6 1.596 41.586 500 1.95 
7 1.39 34.604 1100 1.15 
8 1.58 47.828 200 1.65 
9 1.513 40.486 300 1.75 
10 1.771 48.437 100 1.8 
11 1.579 45.463 200 1.65 
12 1.668 38.833 400 1.85 
13 1.529 39.246 200 1.2 
14 1.531 51.774 500 1.6 
15 1.87 50.76 100 1.75 
Avg 1.59 44.285 420 1.633 
Zone 3b: 10,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Zone 3b: 20,000 Pattern Training Set Results 
Percentages with regard to 2,000 Validation Patterns 
Table 5.23: Zone 3b results from 15 training runs using 10,000 training patterns tested using 
2,000 validation patterns.  
Table 5.24: Zone 3b results from 15 training runs using 20,000 training patterns tested using 
2,000 validation patterns. The best network trained in Zone 3b is bolded. 
Legend 
Avg % Error - % error measured between ANN computed      and desired      relative to desired     , 
averaged over entire validation set 
Max % Error – maximum % error relative to desired      observed in the validation set for any one pattern 
# Epochs – The number of epochs elapsed when training stopped due to early termination. 




5.1 Zone 1a Results: Right Zone – Target-Toward 
The network with the lowest average percent difference trained in Zone 1a trained on the 
20,000 pattern data set. This network is bolded in Table 5.4. The following lists a 
summary of the results from the best network: 
 Average Percent Error: 1.403% 
 Lowest Maximum Percent Error: 36.732% 
 Validation patterns above 30% error: 1 or 0.05% 
 Validation patterns between 30% and 20% error: 2 or 0.1% 
 Validation patterns between 20% and 15% error: 4 or 0.2% 
 Validation patterns between 15% and 10% error: 6 or 0.3% 
 Total percentage of validation patterns above 10%: 0.65% 
5.2 Zone 1b Results: Right Zone – Target-Away 
The network with the lowest average percent difference trained in Zone 1b trained on the 
20,000 pattern data set. This network is bolded in Table 5.8. The following lists a 
summary of the results: 
 Average Percent Error: 1.353% 
 Lowest Maximum Percent Error: 50.338% 
 Validation patterns above 30% error: 1 or 0.05% 
 Validation patterns between 30% and 20% error: 3 or 0.15% 
 Validation patterns between 20% and 15% error: 7 or 0.35% 
 Validation patterns between 15% and 10% error: 17 or 0.85% 
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 Total percentage of validation patterns above 10%: 1.4% 
5.3 Zone 2a Results: Front Zone – Target-Toward 
The network with the lowest average percent difference trained in Zone 2a trained on the 
20,000 pattern data set. This network is bolded in Table 5.12. The following lists a 
summary of the results: 
 Average Percent Error: 2.665% 
 Lowest Maximum Percent Error: 47.968% 
 Validation patterns above 30% error: 6 or 0.3% 
 Validation patterns between 30% and 20% error: 6 or 0.3% 
 Validation patterns between 20% and 15% error: 7 or 0.35% 
 Validation patterns between 15% and 10% error: 43 or 2.15% 
 Total percentage of validation patterns above 10%: 2.75% 
5.4 Zone 2b Results: Front Zone – Target-Away 
The network with the lowest average percent difference trained in Zone 2b trained on the 
20,000 pattern data set. This network is bolded in Table 5.16. The following lists a 
summary of the results: 
 Average Percent Error: 0.855% 
 Lowest Maximum Percent Error: 22.349% 
 Validation patterns above 30% error: 0 or 0.0% 
 Validation patterns between 30% and 20% error: 1 or 0.05% 
 Validation patterns between 20% and 15% error: 1 or 0.05% 
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 Validation patterns between 15% and 10% error: 2 or 0.1% 
 Total percentage of validation patterns above 10%: 0.2% 
5.5 Zone 3a Results: Left Zone – Target-Toward 
The network with the lowest average percent difference trained in Zone 3a trained on the 
20,000 pattern data set. This network is bolded in Table 5.20. The following lists a 
summary of the results: 
 Average Percent Error: 1.903% 
 Lowest Maximum Percent Error: 213.506% 
 Validation patterns above 30% error: 6 or 0.3% 
 Validation patterns between 30% and 20% error: 4 or 0.2% 
 Validation patterns between 20% and 15% error: 3 or 0.15% 
 Validation patterns between 15% and 10% error: 18 or 0.9% 
 Total percentage of validation patterns above 10%: 1.55% 
5.6 Zone 3 b Results: Left Zone – Target-Away 
The network with the lowest average percent difference trained in Zone 3b trained on the 
20,000 pattern data set. This network is bolded in Table 5.24. The following lists a 
summary of the results: 
 Average Percent Error: 1.39% 
 Lowest Maximum Percent Error: 34.604% 
 Validation patterns above 30% error: 3 or 0.15% 
 Validation patterns between 30% and 20% error: 2 or 0.1% 
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 Validation patterns between 20% and 15% error: 5 or 0.25% 
 Validation patterns between 15% and 10% error: 17 or 0.85% 
 Total percentage of validation patterns above 10%: 1.35% 
5.7 Training Results 
Table 5.25 provides training set evaluation results for the best network trained within 
each of the zones. Each network was evaluated using the 20,000 pattern training set used 
in each respective zone. The data not surprisingly performs slightly worse than the results 
in the validation set tables. This is due to the disparity in size of the evaluation data sets. 
Only 2,000 validation patterns were used in the results presented earlier. Better 
performance is achieved using the training sets when compared to the 500,000 pattern 













% Points Above 
20% 
% Points Above 
10% 
Zone 1a 2.027 .18 .30 1.25 
Zone 1b 1.363 .08 .28 1.1 
Zone 2a 3.101 .23 .60 3.59 
Zone 2b 1.294 .12 .27 .82 
Zone 3a 1.549 .10 .22 .94 
Zone 3b 1.348 .15 .29 1.01 
Table 5.25: Results from best network in each zone as evaluated on each 
network’s respective training set. 
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5.8 Further Network Testing Results 
The results above demonstrate using six separate neural networks to cover the entire 
seven dimensional flight envelope is not only feasible, but achieves better performance 
than typically obtained by conventional methods. In order to ensure results were not a 
statistical anomaly from testing on a relatively small validation set, the best ANN from 
each zone was trained against a test set of 500,000 patterns from the ANN’s zone. 
Testing on this larger data set allowed for investigation into the outlier patterns causing 
the large maximum percent errors. The expected cause of those outliers was that those 
engagements lie near an indistinct or noisy edge of the flight envelope close to a 
discontinuity in the solution space making them difficult to approximate. The results 




The results presented in Table 5.26 illustrate the average percent error and 
percentage of the total test population with errors above 10% do scale up when testing on 










Zone 1a Toward 3.548 .34 .469 1.42 
Zone 1b Away 1.812 .31 .566 1.69 
Zone 2a Toward 3.145 .3 .75 4.04 
Zone 2b Away 1.243 .2 .33 .89 
Zone 3a Toward 3.79 .41 .57 1.48 
Zone 3b Left 2.338 .39 .77 2.34 




the larger data sets. In some cases, such as in the front zone with the target heading 
towards the shooter, the average percent error and percentage of points above 10% error 
are slightly larger than with the corresponding 2,000 pattern validation set. Overall, the 
results validate the 2,000 pattern validation set sample size was adequate when testing 
networks during training. The extremely low overall ratio of engagements above 30% 
and 20% in all zones was reassuring. However, the outliers seen in the larger test sample 
were disconcerting and required further investigation. 
 The outliers observed in all test sets required further investigation in order to 
ensure the methodology employed here could be used successfully. It was hypothesized 
that the patterns estimated at more than 10% error were caused by noisy boundaries 
between feasible and infeasible shots. Although precautions were taken to avoid training 
or testing on engagements within a hypothetical      and the missile’s engagement 
envelope was slightly reduced, these noisy regions still existed. The noisy regions in the 
truth data were most likely created during the truth data generation process. Recall from 
Chapter 3 the binary search for      is halted once the target is moving less than 100ft 
per search iteration. Although the simplified stopping criteria allows for faster searching 
and gets the      truth value within a tolerable range and within the blast radius of the 
missile, it can also be a source of noise. This noise results in      truth values where one 
shot results in a feasible     , a step in one dimension then results in an      of zero, 
while a further step results in a feasible      again. This noisiness in the      truth data 
presents difficulties when attempting function approximation. Figure 5.1 and Figure 5.2 
attempt to further illustrate the noisy boundary issue using a hypothetical one 
dimensional region. Figure 5.1 represents the expected clean boundary transitioning 
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between the feasible shot region and infeasible shot region. If the boundaries throughout 
the flight envelope were characteristic of Figure 5.1, function approximation should not 
be degraded when including relatively small      values. Because function 
approximation is degraded when including these      values the region between feasible 
and infeasible shots is better represented by Figure 5.2. The circled noisy region of 














Figure 5.1: Hypothetical one dimensional example of expected boundary between feasible 






It was hypothesized that the patterns estimated at more than 10% error were 
simply engagement patterns found in or near noisy      regions not removed during 
data selection. Visualizing the seven dimensional truth data to confirm the noisy regions 
was not feasible. In order to rationalize this hypothesis each outlier was analyzed by 
finding the truth value for      for 14 adjacent patterns in the available data. If the 
variation in      around the outlier engagement pattern varied significantly it would 
lend credence to the hypothesis. An example would be an outlier pattern with a pitch of 
    . The pattern above this pattern in the pitch dimension would be         and the 
pattern below would be        , with all other dimensions the same. The step sizes in 








Figure 5.2: Hypothetical one dimensional example of observed boundary between feasible 
and infeasible shot regions. This boundary has a noisy region, which is more representative of 




 After comparing all outliers with their adjacent patterns it was determined that a 
majority of the outlying patterns are in or near regions where      has a large variance. 
A small minority of the outlying engagements were not in these regions, but could simply 
be a result of not comparing enough adjacent patterns to observe      variance. With 
these results it is not possible to say that the entire set of outlier engagements above 10% 
error consists only of infeasible shots near the edges of the missile’s flight envelope. It 
can, however, be said that the outliers which represent feasible engagements are very few 
and are most likely the result of noise in the truth data generation process. The overall 
effect of these outliers on the utility of this methodology is addressed in the next chapter. 
 The only WEZ approximation algorithm implemented for direct comparison using 
the same missile model was linear interpolation over a seven dimensional table consisting 
of 30 million data points. Even with 30 million engagement patterns the average percent 
error over 20,000 patterns randomly selected using the same methodology as in Chapter 4 








This chapter provides a summary of the results presented in the previous chapter, 
describes the research performed, and discusses potential future work. 
6.1 Results Summary 
Chapter 5 presented the results obtained using an MLP with the Bayesian Regularization 
training algorithm to approximate      over six separate zones of the flight envelope. 
The MLP performs      function approximation with approximately 98% of the flight 
envelope approximated with less than 10% error and an average error of approximately 
2%. Conventional methods achieve at best 7-10% average error. One direct comparison 
using the same missile model was made using linear interpolation over a seven 
dimensional table consisting of 30 million engagement patterns. The average error with 
this method was 9.34%. The MLP method provided a significantly better approximation. 
Although approximately 2% of the flight envelope was approximated with more than 
10% error, and occasionally errors significantly higher than 10% were computed, the 
method remains a viable approximation method (and in fact the best existing 
approximation method) for real time WEZ calculation. 
 The outlier engagements causing the occasional significant approximation errors 
were determined to be caused primarily by those patterns lying in or near regions of 
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discontinuity in the      surface. These discontinuities were hypothesized to be caused 
by noise created during the truth data generation process. Conventional methods also 
suffer from the same inability to correctly approximate values in regions of 
discontinuities because they are using some form of interpolation. Two possibilities for 
overcoming the outliers are put forth in this research. The first is the method employed in 
this work: by removing patterns with a resulting      of less than 1,000ft, representing a 
hypothetical      most of these difficult regions can be avoided. The second and better 
method for dealing with the outlying engagements is to determine, without executing the 
ANN, which areas of the flight envelope are poorly approximated. Additional HUD 
symbology can then be provided to the pilot indicating the      calculation should not 
be trusted. A potential method for determining the un-trusted regions would be to identify 
regions of large      variance in the truth data. These regions could then be considered 
unreliable. 
 A final positive result from chapter five is that only 20,000 training patterns are 
needed for each of the six zones to achieve approximation performance better than the 
desired 5% average error. This is a relatively small number of patterns for such an 
accurate representation. 
6.2 Discussion 
The primary objective of this thesis was to determine the feasibility of using a MLP in 
order to approximate a seven dimensional function representing the      value of a 
notional air to air missile model WEZ for use in virtual simulation. The expected benefit 
of this methodology was to reduce the amount of data generation necessary, reduce the 
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memory footprint as compared to current methods, improve the accuracy of     , and be 
extendable to approximating the other three values constituting a WEZ. A neural network 
architecture consisting of 20 hidden neurons in two hidden layers with a single linear 
output neuron and seven inputs with one per dimension was adopted. Bayesian 
Regularization was used as the training algorithm due to its ability to determine the 
number of appropriate weights and its use of the quick to converge Levenberg-Marquardt 
algorithm. 
 The final implementation used in training required the addition of structure to the 
ANN problem. Using one ANN to represent the entire seven dimension flight envelope 
yielded poor approximation results and required the flight envelope be broken into six 
zones. Training was varied by selecting training data sample sizes of 1,000, 5,000, 10,000 
and 20,000 random data sets from each of the six zones. Training of a sample size within 
a zone was executed fifteen times to ensure exploration in weight space. The results from 
training demonstrated exceptional approximation performance as tested against the      
truth data and exceeded the performance of conventional methods. However, even the 
best trained networks representing each of the six zones still suffered from 2% or less of 
the testing points having an approximation error greater than 10%.  
 Further investigation revealed a majority of these outliers were caused by close 
proximity to regions in the      surface where large variance existed. Although 
measures were taken to avoid these regions during training and testing they still persisted 
and are hypothesized to be caused by noise created during the truth data generation 
process. Future work should include determining where these outliers exist in the flight 
envelope before executing the ANN and informing the pilot when the ANN 
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approximation is poor. As well as improving the truth data generation process in order to 
determine if these regions can be minimized and boundaries between feasible and 
infeasible regions made more distinct. 
 Overall the results from this research are promising. This thesis has demonstrated 
that this methodology performs better      approximation than any publicly available 
method known to the author when considering average performance, required number of 
truth data points, and memory usage. This methodology also requires relatively few truth 
data points to be generated for training and will allow more missile models in one 
simulation by using a small memory footprint. A few aspects of the missile model in this 
research may be interpreted as simplifications, including the smaller flight envelope of 
the model. This smaller flight envelope includes no over-the-shoulder engagement 
capabilities, a limited altitude ceiling, and the slight reduction of the flight envelope in 
order to avoid some “edge” engagement approximations. These simplifications do not 
invalidate the results, but rather leave room for future work to explore the applicability of 
this methodology to more advanced missile models. It is expected the only modifications 
that will be required will be more networks to cover larger flight envelopes. 
6.3 Future Work 
The results from this research merit further research into several aspects of this new 
methodology in order to improve performance and provide more data with regards to its 
generalization to other models. Future work should undertake a more direct comparison 
of this methodology with other WEZ simulation methods using the same missile model. 
These comparisons will allow for a more robust evaluation of the new methodology. Not 
only should the comparisons be performed, but the comparisons should be done using a 
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more advanced missile model. Future work should also be undertaken to apply the 
methodology to represent the entire WEZ of an air-to-air missile model.       and 
     would require the addition of target maneuvering during data generation, but once 
the data was generated the same training approach could be used. 
 Several modifications to the training method used in this thesis would be 
interesting to pursue. The first is the investigation of multiple random selections of 
training data from the different sample sizes. The computational resources were not 
available to study this in depth, but it is possible that this random selection can have an 
effect on the percentage of test points that fall above 10% approximation error. Second, 
attempting to use more training points along with a larger network would prove 
interesting to investigate. The computational resources were not available to perform 
trainings with larger data sets and larger networks combined. The final areas of potential 
investigation are improving the truth data generation process and application of this 
methodology to more advanced models with larger flight envelopes. 
 Not only does this research demonstrate that an MLP can represent the WEZ or a 
LAR of an air-to-air missile model in virtual simulation, but it could be expanded to other 
simulated ordinance where LAR data is important such as surface to air missiles (SAMs) 
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