Abstract. -We prove that the subquartic wave equation on the three dimensional ball Θ, with Dirichlet boundary conditions admits global strong solutions for a large set of random supercritical initial data in ∩ s<1/2 H s (Θ). We obtain this result as a consequence of a general random data Cauchy theory for supercritical wave equations developed in our previous work [6] and invariant measure considerations which allow us to obtain also precise large time dynamical informations on our solutions.
Introduction
In our previous work [6] , we developed a general theory for constructing local strong solutions to nonlinear wave equations, posed on compact riemannian manifolds with supercritical random initial data. The goal of this article is to show that in a very particular case we can combine this local theory with some invariant measure arguments (see the work by Bourgain [2, 3] and the authors [10, 11, 5] ) to obtain global solutions. Namely, we shall consider the nonlinear wave equation with Dirichlet boundary condition posed on Θ, the unit ball of R 3 , (1.1) (∂ 2 t − ∆)w + |w| α w = 0, (w, ∂ t w)| t=0 = (f 1 , f 2 ), u | Rt×∂Θ = 0, α > 0 with radial real valued initial data (f 1 , f 2 ). Our aim is to give a proof of the following result.
Theorem 1.
-Suppose that α < 3. Let us fix a real number p such that max(4, 2α) < p < 6. Let ((h n (ω), l n (ω)) ∞ n=1 be a sequence of independent standard real Gaussian random variables on a probability space (Ω, A, p). Consider (1.1) with initial data
where (e n (r)) ∞ n=1 is the orthonormal basis consisting in radial eigenfunctions of the Laplace operator with Dirichlet boundary conditions, associated to eigenvalues (πn) 2 .
Then for every s < 1/2, almost surely in ω ∈ Ω, the problem (1.1) has a unique global solution
Furthermore, the solution is a perturbation of the linear solution
where v ω ∈ C(R, H σ (Θ)) for some σ > 1/2. Moreover u ω (t) H s (Θ) ≤ C(ω, s) log(2 + |t|) but the probability of the event {(f ω 1 , f ω 2 ) ∈ H 1 2 (Θ) × H
Reduction of the problem and approximating ODE
For σ ∈ R, we define (see [5] for more details) H σ (Θ) as
c n e n , c n ∈ C :
Remark (see [8] ) that for −1/2 < σ < 1/2 these spaces coincide with the classical Sobolev spaces (of radial functions) and are independent of the choice of boundary conditions we made. Following [5] , we make some algebraic manipulations on (1.1) allowing to write it as a first order equation in t. Set u ≡ w + i √ −∆ −1 ∂ t w. Then we have that u solves the
where
which is (formally) conserved by the flow of (2.1).
In order to prove Theorem 1, we will need to study (2.1) with initial data given by
where g n (ω) = h n (ω) + il n (ω) are independent normalized complex Gaussian. For N ≥ 1, we denote by E N the N dimensional vector space on C spanned by (e n ) N n=1 . Fix χ ∈ C ∞ 0 (−1, 1) equal to 1 on (−1/2, 1/2). Let us define S N = χ(
. This operator sends L 2 to E N and satisfies
Let us observe that the map S N we use in this paper is slightly different than the one involved in [5] . The reason is that we will use L p , p = 2 mapping properties of S N which do not hold for the map used in [5] . More precisely, we have the following statement.
There exists C > 0 such that for every integer
The proof of Lemma 2.1 is essentially contained in [4] , where the case of boundary less manifold is considered. The general case is more involved technically and requires a precise description of the operator S N (see for example [9, section 4.3] ). Notice however that the radial assumption we made here would allow a rather direct proof.
We shall approximate the solutions of (2.1) by the solutions of the ODE
Let us define the measure µ N on E N as the image measure under the map from (Ω, A, p) to E N (equipped with the Borel sigma algebra) defined by
where h n (ω), l n (ω), n = 1, · · · N is a sequence of independent standard real gaussians (h n , l n ∈ N (0, 1)). We next define the measure ρ N as the image measure by the map (2.3) of the measure
It turns out that ρ N is invariant under the flow of (2.2). Proof. -The proof of this result is essentially (in a slightly different context) in [5] . For the sake of completeness, we recall briefly the proof. The local existence and uniqueness for the ODE (2.2) follows from the Cauchy-Lipschitz theorem. We can extend globally in time the solutions of (2.2) thanks to the energy conservation law associated to (2.2). Indeed if we multiply (2.2) by ∆u − S N (S N (|Re(u))| α S N (Re(u))) (which is an element of E N ) and integrate over Θ, we get that the solutions of (2.2) satisfy d dt
Thus we have a control uniform with respect to time and therefore the solutions of (2.2) are defined globally in time. Let us now turn to the proof of the measure invariance. Let us decompose the solution of (2.2) as
Then, if we set
a n e n ) α+2 the problem (2.2) may be rewritten in the coordinates a n , b n as
(e n are real valued). Let us first observe that thanks to the structure of (2.4) the quantity H(a 1 , . . . , a N , b 1 , . . . , b N ) is conserved under the flow of (2.4). Therefore we may apply Liouville's theorem for divergence free vector fields to obtain that the measure
is conserved by the flow of (2.4). Since H(a 1 , . . . , a N , b 1 , . . . , b N ) is also conserved under the flow of (2.4) we obtain that the measure
is also conserved by the flow of (2.4) which, coming back to E N , completes the proof of Proposition 2.2.
Let us fix from now on in the rest of this paper a number s < 1/2. Let us define the measure µ on H s (Θ) as the image measure under the map from (Ω, A, p) to H s (Θ) equipped with the Borel sigma algebra, defined by
where ((h n , l n )) ∞ n=1 is a sequence of independent standard real Gaussian random variables. Using [1, Theorem 4], we have that for α < 4 the quantity
is finite almost surely. Therefore, we can define a nontrivial measure ρ as the image measure on H s (Θ) by the map (2.5) of the measure
Observe that if a Borel set A ⊂ H s (Θ) is of full ρ measure then A is also of full µ measure. Therefore, we need to solve (2.1) globally in time for u 0 in a set of full ρ measure.
We next turn to the limits of the measures ρ N . We have the following statement.
In particular,
Proof. -The argument is very close to the proof of [11, Lemma 3.7] and therefore we will only sketch it. Thanks to the analysis of [1] (see also [11, Lemma 2.3]), we have that
in L 1 (dµ). Therefore f N (u) converges in measure, as N → ∞ to f (u) with respect to the measure dµ. For ε > 0, we consider the set
Using the Cauchy-Schwarz inequality, we get
On the other hand
Finally, the convergence in measure of f N to f implies that for a fixed ε,
This completes the proof of Lemma 2.3.
Gaussian estimates
Let us recall the following standard Gaussian estimate (see e.g. [10, 11, 5] ). 
Let S(t) = e −it √ −∆ denote the free evolution operator. Let us observe that for every t ∈ R, S(t + 2) = S(t). The following large deviation estimate will play a crucial role in our analysis.
Proof. -We need to show that there exists C, c > 0 such that for any N, λ > 0,
Observe that in order to prove (3.1) it suffices to establish the bound
Indeed, if we suppose that (3.2) holds true then by the Bienaymé-Tchebichev inequality, we have
and (3.1) follows by taking q = λ 2 /2. Let us now turn to the proof of (3.2). Recall the general Gaussian bound (see e.g. [1, 6] )
(observe that (3.3) also follows from Lemma 4.2 of Part I). For q ≥ p, using the Minkowski inequality, we can write
For fixed t, r, using the Gaussian bound (3.3), we get
Therefore, using that p ≥ 2,
, we use the estimate
This gives (p < 6)
which completes the proof of (3.2). This ends the proof of Proposition 3.2.
Deterministic Strichartz estimates
In this section we recall the Strichartz estimates for the free evolution (see [5, Section 4] and [6, Section 2] for the proofs).
and its dual space
equipped with their natural norms ((p ′ , q ′ ) being the conjugate couple of (p, q)).
Remark that a simple interpolation argument gives the following statement.
Lemma 4.2.
-Assume that 0 ≤ σ < 1 and
Recall that S(t) = e −it √ −∆ . We next state several Strichartz inequalities for S(t). We refer to [5, Section 4] 
Remark 4.4. -The map S N involved in (4.6) is slightly different than the corresponding one involved in [5] . However the proof of [5] still works since we have that (1 − S N ) is bounded from H σ 1 to H σ with norm ≤ CN σ−σ 1 .
We shall also make use of the next Strichartz estimate. 
Proof. -Let q be such that (p, q) is an admissible couple. Then the Sobolev inequality and the endpoint of (4.4) yield
This completes the proof of Proposition 4.5.
Local well-posedness
The problem (2.1) is reduced to the integral equation
The next statement provides bounds on the right hand-side of (5.1).
Proposition 5.1.
-For a given positive number α < 3 we choose a real number p such that max(4, 2α) < p < 6. Then we fix a real number σ by σ =
Proof. -Let us first observe that thanks to the assumption p > 4, we have that σ > 1/2 and thus p > 2/σ. Estimate (5.2) follows from Proposition 4.3. Let us next show (5.4). Using (4.6) and Lemma 4.2 the left hand side of (5.4) is bounded by
where σ 1 (close to σ) is such that σ < σ 1 < 1 and will be fixed later and (p ′ , q ′ ) are such that 1
We take p ′ = q ′ and thus
4 . Therefore we can evaluate (5.7) by
Thanks to Lemma 4.2 and the Hölder inequality, the proof of (5.4) will be completed if we can provide that (α + 1)p ′ < p, i.e.
Let us choose σ 1 as σ 1 = σ + ε, where ε > 0 is to be specified. Thus
Hence (5.8) can be assured if we can choose ε > 0 such that
i.e. 
This completes the proof of Proposition 5.1.
As a consequence of Proposition 5.1, we infer the following well-posedness results for (2.1).
Proposition 5.2. -For a given positive number α < 3 we choose a real number p such that max(4, 2α) < p < 6. Then we fix a real number σ by σ = 
In addition, if u 0 ∈ H s (Θ) (and thus s < σ) then 
satisfies the assumption S(t)f ω L p ((0,2)×Θ) < ∞, almost surely in ω. Therefore, despite the fact that f ω is essentially in H 1/2 and not more regular, and thus supercritical for (2.1) for 2 < α < 3, Proposition 5.2 establishes a local well-posedness theory for data f ω almost surely in ω. We refer to Part I (cf. [6] ) for a general local well-posedness theory for the cubic wave equation posed on a compact manifold with random initial data.
Proof of Proposition 5.2.. -If we write u(t) = S(t)u 0 + v(t) then v(0) = 0 and v solves the problem
with corresponding integral equation
Using (5.3) and (5.5) of Proposition 5.1, we infer that for u 0 such that for
Proposition 5.2 follows by applying the contraction mapping principle to the nonlinear map K u 0 on the ball of radius A of X σ T (centered at the origin) with T = c(1 + A) −γ for a suitable choice of c ≪ 1 and γ ≫ 1.
Thanks to (5.6) and the fact that S N is (uniformly with respect to N ) bounded on X σ T (see Lemma 2.1), we can apply the argument of the proof of Proposition 5.2 to obtain a well-posedness in the context of (2.2) with bounds independent of N . 
In addition,
6. Global existence for (2.1) on a set of full ρ measure Let us denote by Φ N (t) : E N → E N , t ∈ R the flow of (2.2) defined in Proposition 2.2. In the next proposition, we obtain a crucial long time bound for the solutions of (2.2) (a similar argument was already performed in [10, 11, 5] ).
Proof. -For i, j integers ≥ 1, we set
where the number D ≫ 1 (independent of i, j, N ) will be fixed later. Thanks to Lemma 3.1, Proposition 3.2, we have that
Thanks to Proposition 5.4, there exist c > 0, C > 0, γ > 0 only depending on α such that if we set τ ≡ cD −γ (i + j) −γ/2 then for every t ∈ [−τ, τ ],
where [2 j /τ ] stays for the integer part of 2 j /τ . Using the invariance of the measure ρ N by the flow Φ N (Proposition 2.2), we can write
) . Using (6.2), we now deduce
provided D ≫ 1, independently of i, j, N . Thanks to (6.3), we obtain that for u 0 ∈ Σ i,j N (D), the solution of (2.2) with data u 0 satisfies
Indeed, for |t| ≤ 2 j , we may find an integer
, we may apply (6.3) and arrive at (6.5). Next, we set
Thanks to (6.4) 
In addition, using (6.5), we get that there exists C such that for every i, every N , every u 0 ∈ Σ i N , every t ∈ R,
Indeed for t ∈ R there exists j ∈ N such that 2 j−1 ≤ 1 + |t| ≤ 2 j and we apply (6.5) with this j. This completes the proof of Proposition 6.1.
For integers i ≥ 1 and N ≥ 1, we define the cylindrical sets
Using Fatou's lemma, we get
We have that
where f and f N are defined by (2.6). Therefore, thanks to Lemma 2.3, we get
Therefore, using Proposition 6.1 and (2.7), we obtain
Collecting (6.7) and (6.8), we arrive at
Thus Σ is of full ρ measure. It turns out that one has global existence for u 0 ∈ Σ.
Proposition 6.2.
-Choose a real number p such that max(4, 2α) < p < 6 and then a real number σ by σ = 
Proof.
Furthermore, thanks to (6.1), we have
After possibly extracting a subsequence, we have that S(t)u 0,k converges in L p for the weak topology to a function g ∈ L p ((0, 2) × Θ). But, as S(t)u 0,k converges in D ′ to S(t)u 0 , we deduce that S(t)u 0 = g ∈ L p ((0, 2) × Θ). But, thanks to Lemma 2.1, the family (
is uniformly bounded on L p ((0, 2) × Θ), and
Indeed, it is true if g ∈ C ∞ 0 ((0, 2) × Θ) and follows for general g by density. As a consequence, we deduce
Let us fix T > 0. Our aim is to extend the solution of (2.1) given by Proposition 5.2 to the interval [−T, T ]. Using Proposition 6.1, we have that there exists a constant C such that for every k ∈ N, every t ∈ R,
To prove (6.9), we are going to pass to the limit k → +∞ in (6.11). If we set u N k (t) ≡ Φ N k (t)(u 0,k ) and Λ ≡ C(i + log(1 + T )) 1 2 , we have the bound
In particular
(apply (6.12) with t = 0 and let k → ∞). Let τ > 0 be the local existence time for (2.1), provided by Proposition 5.2 for A = Λ. Recall that we can assume τ = c(1+Λ) −γ for some c > 0, γ > 0 depending only on p. We can also assume that T > τ . Denote by u(t) the solution of (2.1) with data u 0 on the time interval [−τ, τ ]. Define v by u(t) = S(t)(u 0 )+v(t). Thanks to (6.13) and Proposition 5.2, we have that (6.14)
where C depends only on p. Next we define v N k (t) by u N k (t) = S(t)(u 0,k )+v N k (t). Thanks to (6.12) and Proposition 5.4, we have that
where F (u) = |Re(u)| α Re(u). Next, we write
Using Proposition 5.1, we obtain that there exist C > 0 and θ, δ > 0 depending only on p such that one has the bound
Another use of Proposition 5.1 yields
Collecting the last two bounds (6.12), (6.13), (6.14), (6.15), coming back to (6.17) yields
Recall that τ = c(1 + Λ) −γ , where c > 0 and γ > 0 are depending only on p. In the last estimate the constants C and θ also depend only on p. Therefore, if we assume that γ > α/θ then the restriction on γ remains to depend only on p. Similarly, if we assume that c is so small that Cτ θ (1 + Λ) α ≤ Cc θ (1 + Λ) −γθ (1 + Λ) α ≤ Cc θ < 1/2 then the smallness restriction on c remains to depend only on p. Therefore, we have that after possibly slightly modifying the values of c and γ (keeping c and γ independent of N k ) in the definition of τ that As a consequence of (6.20), (6.21) and (6.12), we infer that ] + 1)τ ) (and similarly for negative times), giving existence up to the time T (which was an arbitrary number) and (6.9) . This completes the proof of Proposition 6.2.
Therefore we solved globally the problem (2.1) on a set of full ρ measure. This completes the proof of Theorem 1.
Remark 6.3. -It is likely that as in [5] , where the easier sub-critical problem is studied, we may further push the analysis in order to prove that the measure ρ is indeed invariant under the flow of (2.1) established by Theorem 1. We decided not to pursue this issue here since our main concern in the present paper is to establish random data Cauchy theory for supercritical problems. We refer to [2, 3, 7, 10, 11, 12] for results concerning the existence of invariant Gibbs measures in the closely related context of the Nonlinear Schrödinger equation.
