Abstract. Mini-model method (MM-method) 
Introduction
The paper presents new version of the mini-models method based on k -means clustering algorithm. The Minimodel method (MM-method) already was described in many publications. General idea was developed by Piegat [1] and depends on assumption that in the modeling task very often we are only interested in an answer to a specific query. Approach presented by global methods such as neural networks, neuro-fuzzy networks, polynomial approximation and other can be successfully replaced by a local constrained mini-model. MM operates only on the data from the local neighborhood of a query. Thus, learning process of MMmethod is in fact the identification process of a mathematical function, which describes the dependence between input and output variables only in some part of the space. The local neighborhood of a query point is called a mini-model area or a mini-model domain and is defined in the input space of the problem. It includes the set of points which is used in the learning process. In the general case for ndimensional space, the mini-model area has character of a n-1-dimensional convex geometric object. The previous publications describe MM based on: simplex, n-cube,n-orthoplex [2, 3] , hyper-sphere or hyper-ellipsoid [4, 5, 6] .
The paper presents MM-method modification in which the domain of the model is calculated using the k -means clustering algorithm. Clustering algorithm makes the MMmethod simpler and gives lower computational complexity. It calculates local neighborhoods for all the query points at once at the beginning of the learning process. It gives an edge in the situation when we have to calculate answers for several query points. This approach frees us from creating MM-domains for different query points separately.
The MM-method belongs to the group of a supervised instance-based learning algorithms (memory-based learning) [7] . This kind of methods compares new problem instances with instances knowing from training, which are stored in the memory. Main drawback of this type of algorithms is dependency between complexity and data growth, but instance-based learning methods have great ability to adapt the model to new data. Examples of instance-based learning algorithm are the k -nearest neighbor algorithm [8] , GRNN network [9] or RBF network [10] . The k -NN method can be considered as a special case of a mini-model method [2] .
Mini-model domain
The Mini-models algorithms can be divided into two groups: algorithms for defining the local neighborhood of the query point and algorithms for mathematical modeling on the mini-model domain. Defining local neighborhood will be based on clustering algorithms, whilst for a mathematical modeling linear regression will be used.
MM-domain includes the set of points which is used in the learning process. In previously described versions of the method, finding a mini-model domain was a complex process. The MM has to find optimal domain among all available domains which fulfills initial criteria: domain has to be a convex set, number of samples contained inside the domain has to be within a specified range, etc. It gives several advantages: MM-domain was precisely described (it has hyper-spherical shape or a shape of a convex polytope), and the accuracy of the method was high. Authors propose that mini-models domain will be created by the division of the input space at once at the beginning of the calculations. The process will be common for all possible mini-models that can be calculated for a particular data set. It gives an edge in the situation when we have to calculate answer for several query points.
K -means algorithm [12, 11] is used for input space division into several subspaces. It is iterative, data-partitioning algorithm that assigns n observations to exactly one of k clusters. k is chosen a priori before the algorithm starts. Each cluster is defined by centroid. In the basic version centroid is computed as a mean of all data points belonging to the cluster. The algorithm proceeds as follows:
1. Choose k initial cluster centers (centroid). 2. Compute point-to-cluster-centroid distances of all observations to each centroid. 3. Assign each observation to the cluster with the closest centroid. 4. Compute the average of the observations in each cluster to obtain k new centroid locations. 5. Repeat steps 2 through 4 until cluster assignments do not change, or the maximum number of iterations is reached. In order to improves the running time of the algorithm, and the quality of the final solution we can find intial centroid seeds by k -means++ algorithm [13] :
1. Select an observation uniformly at random from the data set. The chosen observation is the first centroid, and is denoted c 1 . 2. Compute distances from each observation to c 1 . Denote the distance between c i and the observation m as d(x m , c i ). 3. Select the next centroid, c 2 at random from data set with
• Compute the distances from each observation to each centroid, and assign each observation to its closest centroid.
• For m = 1, . . . , n and p = 1, . . . , i − 1, select centroid i at random from data set with probability
where C p is the set of all observations closest to centroid c p and x m belongs to C p . 5. Repeat step 4 until k centroids are chosen.
In the basic version algorithm uses squared Euclidean distance, and each centroid is computed as the mean of the points in the cluster. Formula of distance measure is as follows:
where x is an observation, c is a centroid and (x − c) is a transposition of vector x − c.
Besides squared Euclidean distance it is possible to use other distance measures. Authors limit their consideration to three additional measures: cityblock, cosine, correlation.
Cityblock measure is L1 distance, i.e. sum of absolute differences. Centroid is computed as the component-wise median of the points in that cluster.
Cosine measure treats points as vectors. Distance is calculated as one minus the cosine of the included angle between points. Centroid is the mean of the points in that cluster, after normalizing those points to unit Euclidean length.
Correlation measure treats points as sequence of values. Distance is calculated as one minus the sample correlation between points. Centroid is the component-wise mean of the points in that cluster, after centering and normalizing those points to zero mean and unit standard deviation.
where
and 1 p is a row vector of p ones.
The k -means algorithm groups data points into several clusters. Each cluster can be interpreted as the separate mini-model domain. Each MM will use only this set of points which is contained in corresponding MM-domain (cluster created by k-means algorithm). We have to remember that MMs are not connected and to each other, and each MM have to be considered as separate one. This is consistent with previous versions of MM-method. The method do not create smooth surface in the whole modeled domain. This behavior is similar to k -NN algorithm which also belongs to instancebased learning methods.
Mathematical modeling on the mini-model domain
MM-method can use any method of mathematical modeling on the defined mini-model area. The paper describes MM using linear regression [14] . The selected method is a basic algorithm that can model only linear dependency. It is not complex enough for a mathematical modeling in the entire domain of real world dataset. However, we have to remember that we use this algorithm only to model some subset of data from the whole data set. The algorithm proceeds as follows:
1. Define the boundaries of MM-domains using k -means clustering algorithm. 2. Check to which mini-model domain (k -means cluster) query point belongs.
Learn linear regression model only on data samples
contained inside mini-model domain:
Calculate the error committed by the mini-model on learning samples, and answer of the MM to the query point. 
Results of Experiments
At the beginning we have to notice that MM-method is sensitive to initial conditions due to properties of the k -means algorithm. The parameter k as well as initial location of centroids impact on the method results. Table 1 presets results of three different iteration of the algorithm. In every iteration authors compare impact of the k parameter on the MM accuracy. The table presents mean absolute error (MAE). We can observe that for the same k the results are slightly different in following iterations. In experiments authors use k -means++ algorithm to find initial centroid seed. It improves the running time of the algorithm and the quality of the final solution. Nev- ertheless, the initial phase of the algorithm is heuristic and the final results depend on the initial centroids location. We have to remember that in previous version, the MM-method also check many possible MM-domains and choose the optimal one. The proposed version of MM-method was compared to MM based on n-simplexes using the linear regression [3] . In the MM based on a simplex the dimension of the polytope was appropriate to the dimension of the input space. The method discarded the result for particular query point if it was unable to find a valid mini-model area. Results of experiments have shown that in this situation usually the error value was very high. The method was also compared with other instance-based learning algorithms: k -NN method, RBF network, GRNN network, local linear regression [15] . The MMmethod works on points from local neighborhood and they were compared with use of leave-one-out cross validation method. The experiments were conducted on six datasets from UCI Machine Learning [16] :
• Boston Housing -(x 3 -proportion of non-retail business acres per town, x 5 -nitric oxides concentration (parts per 10 million), x 6 -average number of rooms per dwelling, x 7 -proportion of owner-occupied units built prior to 1940, x 10 -full-value property-tax rate per $ 10,000, x 11 -pupil-teacher ratio by town, x 13 -% lower status of the population) (506 instances), • Concrete Compressive Strength -(all available input attributes) (1029 instances),
• Auto MPG -(all available input attribute except: x 8 -origin, x 9 -car name) (391 instances), Results of experiments are presented in Table 2 and 3 . Experiments were performed with the optimal values of all parameters for all tested methods. Mini-models, based on the k -means algorithm, were compared for four variants differing with the concepts of measures: squared euclidean, cityblock, cosine, correlation. In the data set "servo" some points have too small relative magnitudes and cosine measure cannot be used. Similar situation was with correlation measure because some points have too small relative standard deviations. The authors performed two different experiments. In the first experiment k -means algorithm uses input and output variables of data points i.e.: x 1 , x 2 , . . . , x n , y. However, in the part of assigning query point to specific cluster algorithm uses only input variables i.e.: x 1 , x 2 , . . . , x n . It is caused by the fact that query point does not have information about output vari- 1 , x 2 , . . . , x n . There is no rule which version is better, it depends on data set.
Conclusion
Mini-models have competitive accuracy with previously described version of mini-models and with other tested instance based-learning methods. It depends on data set which version of mini-models performs better. Using MMmethod based on k -means gives an edge in the situation in which we have to calculate answer for several query points, because it frees us from the process of checking all possible MM-domains for all queries. It calculates local neighborhoods for each query points at once at the beginning of the learning process. Clustering algorithm makes the MMmethod simpler and gives lower computational complexity. Although the proposed version is simpler, often it works more accurately than the previous one. Unfortunately MM-method is sensitive to initial conditions due to properties of k -means algorithm. The parameter k as well as initial location of centroids impact on the method results. We can observe that for the same k the results are slightly different in different iterations. However, we have to remember that in previous version of the MM-method also check many possible MMdomains and choose the optimal one. Authors in future research should move towards the use of mini-models with other clustering algorithms.
