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We study the breaking of the discrete time-translation symmetry in small periodically driven
quantum systems. Such systems are intermediate between large closed systems and small dissipative
systems, which both display the symmetry breaking, but have qualitatively different dynamics. As a
nontrivial example we consider period tripling in a quantum nonlinear oscillator. We show that, for
moderately strong driving, the period tripling is robust on an exponentially long time scale, which
is further extended by an even weak decoherence.
The breaking of translation symmetry in time, first
proposed by Wilczek [1], has been attracting much at-
tention recently. Such symmetry breaking can occur only
away from thermal equilibrium [2]. It is of particular in-
terest for periodically driven systems, which have a dis-
crete time-translation symmetry imposed by the driving.
Here, the time symmetry breaking is manifested in the
onset of oscillations with a period that is a multiple of
the driving period tF . Oscillations with period 2tF due
to simultaneously initialized protected boundary states
were studied in photonic quantum walks [3]; period-two
oscillations can also be expected from the coexistence
of Floquet Majorana fermions with quasienergies 0 and
~pi/tF in a cold-atom system [4]. The onset of period-
two phases was predicted and analyzed [5–10] in Floquet
many-body localized systems, and the first observations
of oscillations at multiples of the driving period in disor-
dered systems were reported [11, 12].
In systems coupled to a thermal bath, on the other
hand, the effect of period doubling has been well-known.
A textbook example is a classical oscillator modulated
close to twice its eigenfrequency and displaying vibra-
tions with period 2tF [13]. The oscillator has two states
of such vibrations; they have opposite phases, reminis-
cent of a ferromagnet with two orientations of the magne-
tization. Several aspects of the dynamics of a parametric
oscillator in the quantum regime have been studied the-
oretically, cf. [14–21], and in experiments, cf. [22–24].
For a sufficiently strong driving field, a quantum dissipa-
tive oscillator, like a classical oscillator, mostly performs
vibrations with period 2tF . The interplay of quantum
fluctuations and dissipation leads to transitions between
the period-two vibrational states, but the rate of these
transitions is exponentially small [18].
The goal of this paper is to study time symmetry
breaking in isolated or almost isolated driven quantum
systems with a few degrees of freedom. They are in-
termediate between large closed systems and dissipative
systems, where the nature of the symmetry breaking is
very different. To this end, we analyze a driven nonlin-
ear quantum oscillator. Time symmetry breaking in this
system should not be limited to period doubling. As an
illustration of a behavior qualitatively different from pe-
riod doubling, we consider period tripling and find the
conditions where it occurs. We also address the role of
decoherence and the connection between the time sym-
metry breaking in the coherent and incoherent regimes.
Floquet (quasienergy) states ψε(t) are eigenstates of
the operator TtF of time translation by tF , TtFψε(t) ≡
ψε(t+ tF ) = exp(−iεtF /~)ψε(t). For a broken-symmetry
state ψK,εK with K > 1, time translation by tF is
not described by the factor exp(−iεtF /~). Instead,
ψK,εK (t + KtF ) = exp(−KiεKtF /~)ψK,εK (t). We call
ψK,εK a period-K Floquet state. It is an eigenstate of
TKtF = (TtF )
K , but not TtF .
Multiple-period states naturally occur if the number of
states of the system N→∞, as in the case of an oscilla-
tor. For such systems the quasienergy spectrum is gen-
erally dense, cf. [25]. Then we can find states ψε and ψε′
with the difference of the quasienergies |ε− ε′| infinitesi-
mally close to ~ωF /K with integer K > 1 (or to ~ωF k/K
with k < K); ωF = 2pi/tF is the driving frequency. A
linear combination αψε(t) +α
′ψε′(t) is a period-K state.
The expectation value of dynamical variables in such a
state oscillates with period KtF . However, the oscillation
amplitude will be very small as, generally, the functions
ψε and ψε′ will be of a very different form.
The situation is different for an oscillator driven close
to an overtone of its eigenfrequency ω0, i.e., for ωF ≈
Kω0. Such an oscillator has several sets of quasienergy
states where the quasienergy differences within a set are
very close to ~ωF /K in a broad parameter range, and
are exactly equal to ~ωF /K for some interrelations be-
tween the parameters, whereas off-diagonal matrix ele-
ments of the dynamical variables are large, see Fig. 1.
Such states result from tunnel splitting of the states lo-
calized at the minima of the oscillator Hamiltonian in
the rotating frame shown in Fig.1(c). These localized
states correspond to period-K vibrations in the labora-
tory frame, see below.
In a way, for a parametric oscillator (K = 2) the oc-
currence of a period-2 state could be inferred from the
results [26]. However, this state was not identified there
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FIG. 1. (a) Quasienergy levels of strongly overlapping states
of a driven oscillator. A period-K state occurs when the
quasienergy difference equals ~ωF /K. The results are for
K = 3, f is the scaled driving amplitude, and for f = 0
the states from top to bottom are the lowest Fock states
of the oscillator |0〉, |2〉, and |1〉. The dimensionless Planck
constant for motion in the rotating frame is λ = 0.3 (b) A
multiplet formed when the same quasienergies are calculated
mod (~ωF /3). (c) The scaled Hamiltonian function g of a
nonlinear oscillator driven close to three times the eigenfre-
quency, Eq. (9); Q and P are the coordinate and momentum
in the rotating frame. (d) Crossing of the quasienergies calcu-
lated mod (~ωF /3) for stronger driving; the dotted curves
are the analytical results from Eq. (13).
and the time symmetry breaking was not addressed. In
different terms, sets of states separated by ≈ ~ωF /K
were found numerically for K  1 for a special model of
an oscillator in the interesting paper [27]; the considered
states did not break time symmetry.
The period tripling (K = 3) considered here for a
driven oscillator is particularly interesting. It differs from
the continuous Landau-type symmetry-breaking transi-
tion that occurs for period doubling, cf. [28]. In the pres-
ence of dissipation, the fully-symmetric (zero-amplitude)
state does not loose stability. Also, in the quantum
regime, there emerges a geometric phase between the
broken-symmetry states localized at the minima of the ef-
fective Hamiltonian function in phase space, cf. Fig. 1(c).
Thus, the period-tripling in an oscillator allows one to re-
veal, using a simple and physically relevant model, the
generic conditions for the onset of strongly overlapping
multiple-period states and to relate them to the under-
lying nontrivial symmetry. It also provides a platform
for studying quantum tunneling between localized states
in phase space. This problem is considerably different
from the classical problem of tunneling in a symmetric
double-well potential [29] (see also [30]).
We study a most commonly used model of a nonlin-
ear oscillator, the Duffing model, which describes para-
metric resonance and, as we will see, can describe period
tripling; this model refers to a broad range of systems, in-
cluding trapped relativistic electrons, cold atomic clouds,
Josephson junction based systems, and nanomechanical
systems [31, 32]. Its Hamiltonian reads
H = H0 +HF , H0 =
1
2
p2 +
1
2
ω20q
2 +
1
4
γq4, (1)
where q and p are the oscillator coordinate and mo-
mentum. The term HF ≡ HF (t) describes the driv-
ing. In the analysis of parametric resonance, one chooses
HF = − 12q2F cosωF t with ωF ≈ 2ω0. Here we con-
sider HF = − 13q3F cosωF t with ωF ≈ 3ω0; the re-
sults describe also a drive H ′F = −qF ′ cosωF t with
F → 3γF ′/8ω20 .
If the driving is not too strong, so that for the states
of interest the expectation values of HF and the non-
linear term ∝ q4 are small compared to the harmonic
part of H0, the resonant oscillator dynamics can be de-
scribed in the rotating wave approximation (RWA) [33].
For an oscillator driven close to the Kth overtone of
its eigenfrequency, one makes a canonical transforma-
tion U(t) = exp(−ia†aωF t/K), where a and a† are the
ladder operators. The RWA Hamiltonian HRWA is ob-
tained by time-averaging the transformed Hamiltonian
HK(t) = U
†(t)H(t)U(t)− i~U†(t)U˙(t),
HRWA = (KtF )
−1
∫ KtF
0
dtHK(t). (2)
Clearly, HRWA is independent of time.
We now establish the relation between the eigenvalues
of HRWA and the quasienergies. If φ(t) is an eigenfunc-
tion of HRWA, i.e., HRWAφ = Eφ, then the corresponding
wave function in the lab frame is ψ(t) = U(t)φ(t), and
TtFψ(t) = e
−iEtF /~U(t+ tF )φ(t) = e−iEtF /~NKψ(t).
(3)
We call E the RWA energy. In Eq. (3)
NK = exp(−2piia†a/K), [NK , HRWA] = 0. (4)
The above commutation relation follows from the rela-
tion HK(t+ tF ) = N
†
KHK(t)NK and Eq. (2). Using the
explicit form of HRWA, the commutation relation (4) was
found in Ref. 27 for the same operator as NK .
Operators NkK with k = 0, 1, ...,K − 1 form a cyclic
group. Since eigenfunctions of HRWA are also eigenfunc-
tions of NK , one can label them by a superscript k,
NKφ
(k) = exp(−2piik/K)φ(k), 0 ≤ k ≤ K − 1. (5)
Note that HRWA has eigenfunctions with the same k, but
different E. By comparing Eqs. (3) and (5) one finds that
a wave function φ(k) with RWA energy E(k) corresponds
to a usual Floquet state with quasienergy
ε(k) = (E(k) + ~ωF k/K)mod(~ωF ). (6)
As we will see, for sufficiently strong drive the eigenstates
of HRWA form multiplets with close eigenvalues E
(k) but
3different k. The quasienergies of different states in the
multiplets differ by ≈ ~ωF /K.
Equation (5) allows one to write the functions φ(k) in
terms of the Fock states of the oscillator |n〉 defined by
the condition a†a|n〉 = n|n〉. Only one out of each K
Fock states contributes to φ(k), φ(k) =
∑
n C
(k)
n |Kn+k〉.
This relation significantly simplifies numerical diagonal-
ization of HRWA, as the coefficients C
(k)
n with different
k are uncoupled. More importantly, it shows that the
RWA energy levels of states with different k can cross
when the parameters of the system vary. This crossing is
seen in Fig. 1. In contrast, the RWA levels of states with
the same k avoid crossing.
The motion in the rotating frame is conveniently de-
scribed by the coordinate Q and momentum P , which
are related to q and p as
U†(t)[q + i(K/ωF )p]U(t) = C(Q+ iP )e−iωF t/K . (7)
The parameter C is the scaling factor that makes Q and
P dimensionless,
[Q,P ] = iλ, λ = ~K/ωFC2. (8)
The dimensionless Planck constant λ and the parame-
ter C in the case of a parametric oscillator, K = 2,
are given in [18]. For the case of period tripling, C =
(8ωF δω/9γ)
1/2, where δω = 13ωF − ω0 is the frequency
detuning from the resonance, |δω|  ωF . In this case
HRWA = [8ω
2
F (δω)
2/27γ)]gˆ(Q,−iλ∂Q) with
g(Q,P ) =
1
4
(Q2 + P 2 − 1)2 − 1
3
f(Q3 − 3PQP ), (9)
where f = F/(8ωF γδω)
1/2 is the scaled amplitude of the
driving. Of interest is the region γδω > 0, and we choose
γ > 0 and δω > 0.
The function g(Q,P ) is the dimensionless Hamiltonian
function in the rotating frame. It is plotted in Fig. 1. It
has a three-fold rotational symmetry in the (Q,P )-plane.
This symmetry follows from Eqs. (4) and (7), since NK
is an operator of rotation by angle 2pi/K in phase plane;
the K-fold symmetry of HRWA was also seen in [27].
For moderately strong fields, g(Q,P ) has three well-
separated minima positioned at the vertices of an equi-
lateral triangle (Qm, Pm); we count m = 0, 1, 2 counter-
clockwise and set m = 0 for the vertex with P0 = 0. The
eigenstates of the operator gˆ ≡ g(Q,−iλ∂Q) with the
lowest RWA energies are localized near (Qm, Pm). In the
absence of tunneling, gˆ has three degenerate eigenstates
Ψm. Near their maxima, functions Ψm have the form of
squeezed ground states of a harmonic oscillator centered
at (Qm, Pm) [34].
The oscillator in a state Ψm has a broken time symme-
try. The expectation values of dynamical variables oscil-
late at frequency ωF /3. Indeed, from Eq. (7) time trans-
lation by tF transforms Ψm → N3Ψm = Ψm−1 ≡ Ψm+2.
To come back to state Ψm, one has to increment time by
3tF . The relation Ψm+1 = N
†
3Ψm gives the phase shift
between functions Ψm+1 and Ψm. Since N3 is a rotation
operator, this phase shift is geometric in nature [34].
Tunneling between the minima lifts the degeneracy of
the ground state of the operator gˆ. In contrast to the
problem of tunneling in a symmetric double-well poten-
tial [29], g(Q,P ) is not even in Q, it has three extrema,
and two of them lie at nonzero momenta P .
To find the tunnel splitting, we write the wave func-
tions in the coordinate representation, Ψm ≡ Ψm(Q).
The three normalized eigenstates φ(k) of gˆ with the small-
est eigenvalues g(k) (k = 0, 1, 2) have the form
φ(k)(Q) =
1√
3(1 + δ(k))
∑
m=0,1,2
Ψm(Q)e
−2mkpii/3. (10)
where δ(k) = 2Re[〈Ψ0|Ψ1〉 exp(−2piik/3)]  1. We
choose Ψ0(Q) to be real and normalized. Since Ψm+1 =
N†3Ψm, we have Ψ2(Q) = Ψ
∗
1(Q). Due to the symmetry,
the functions φ(k) can be shown to be orthogonal.
In the spirit of [29], we calculate g(k) using the relation∫ Q∗
∞
dQ
[
φ(k)(Q)(gˆ − g0)Ψ0(Q)
−Ψ0(Q)(gˆ − g(k))φ(k)(Q)
]
= 0 (11)
with g0 being the eigenvalue of gˆ in the state Ψ0, g0 ≈
min g(Q,P ) [34]. The difference g(k)−g0 is exponentially
small for a small dimensionless Planck constant λ.
To choose the upper limit Q∗ of the integral (11), we
note that the functions Ψm(Q) fall off exponentially away
from the respective Qm, with Ψ0 and Ψ1,2 falling off
in the opposite directions in the interval (Q1, Q0). We
choose Q∗ within this interval and in such a way that
Ψ0,1,2(Q∗) are all of the same order of magnitude and
thus can be kept in Eq. (10) for φ(k)(Q). The result of
integration (11) should be independent of Q∗.
The WKB wave functions Ψ0,1(Q) in the classically
forbidden region between Q1 and Q0 have the form
Ψm(Q) = Cm(i∂P g)
−1/2eiSm(Q)/λ (m = 0, 1),
∂QSm = (−1)mP¯ (Q), g(Q, P¯ ) = g0, (12)
where S0,1(Q) is the classical action and constants C0,1
are found from the matching to the corresponding in-
trawell wave functions.
It is critical for understanding the tunneling that, be-
cause the effective Hamiltonian function g(Q,P ) is quar-
tic in the momentum P , P¯ (Q) has a branch point QB
in the interval (Q1, Q0). For Q1 < Q < QB , P¯ (Q) has
both imaginary and real parts. So does the action Sm(Q).
This leads to oscillations of the wave functions in the clas-
sically forbidden region. In Sm(Q) one should keep the
root with the smallest |Im P¯ |. To describe Ψ0, Eq. (12)
has to be modified by allowing for a complex conjugate
term [34].
Calculating the integrals in Eq. (11) by parts, we find
g(k) − g0 = Ctune−Stun/λ cos(λ−1Φtun − 2pik/3), (13)
4where Φtun + iStun =
∫ Q1
Q0
dQ′Pcl(Q′) + P1Q1/2 + λG
with Pcl given by equation g(Q,Pcl) = min g(Q,P ), G
being independent of λ and having a contribution from
the geometric phase, and Ctun ∝ λ1/2 [34].
Equation (13) shows that the splitting of the eigenval-
ues of HRWA oscillates as the system parameters vary.
Two eigenvalues cross each time λ−1Φtun = (n + n′/3)pi
with integer n, n′. Such crossings are seen in Fig. 1.
Where the eigenvalues do not cross, they stay exponen-
tially close to each other.
If the oscillator is in a superposition of two states φ(k)
and φ(k
′), the expectation values of its variables have
period 3tF provided the observation time is smaller than
the exponentially long time |Ωkk′ |−1, where the frequency
Ωkk′ = λ
−1[g(k) − g(k′)]δω is determined by the tunnel
splitting. The Fourier spectra of the expectation values
generally have components at frequency ωF /3±Ωkk′ ; in
particular, the coordinate and momentum have just one
of these components. This behavior is characteristic also
of the oscillator in intrawell states Ψm, which are super-
positions of φ(1,2,3). The oscillator fluorescence spectrum
will display peaks at ωF /3± Ωkk′ as well.
It is instructive to compare these results with the
period-doubling associated with the topologically pro-
tected Floquet boundary states in extended systems
[3, 4]. To some extent, such states are analogous to the
symmetry-protected states φ(k). If tunneling between the
Floquet boundary states can be disregarded, similar to
disregarding oscillator tunneling, their combination be-
comes a multiple-period state. However, their overlap is
exponentially small, in contrast to the functions φ(k).
The intrawell states Ψm are particularly important
in the presence of dissipation. Even if the dissipation
rate Γ is extremely small, but exceeds the exponentially
small frequencies Ωkk′ , instead of coherent tunneling be-
tween the wells of g(Q,P ), the oscillator performs inco-
herent interwell hopping with typical rate W < |Ωkk′ |
[34]. This hopping corresponds to flips of the vibration
phase. On times small compared to W−1 the oscillator
stays in the multiple-period state inside a well. This is
the exact analog of the classical behavior of a dissipative
oscillator, including a parametric oscillator, where the
multiple-period state is seen on times short compared to
the reciprocal rate of interstate switching.
A promising type of oscillator for observing period
tripling are modes of microwave cavities coupled to
Josephson junctions. Recently there have been studied
systems where inelastic Cooper pair tunneling leads to
an effective driving of a cavity mode that nonlinearly
depends on the mode coordinate and has a tunable fre-
quency 2eV/~ determined by the voltage V across the
Josephson junction [35–37]. There are also other pos-
sibilities to resonantly excite multiple-period modes in
microwave cavities [38].
In conclusion, we studied a quantum oscillator driven
close to an overtone of its eigenfrequency and showed that
a small quantum system can display coherent multiple-
period dynamics. We explicitly described this dynamics
for the previously unexplored nontrivial case of period
tripling and established the relation to protected bound-
ary Floquet states in extended systems and to multiple-
period states in dissipative systems.
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Supplemental Material
I. THE INTRAWELL WAVE FUNCTIONS OF
THE RWA HAMILTONIAN
We consider the dynamics of the oscillator driven close
to three times its eigenfrequency in the rotating wave ap-
proximation (RWA). The scaled RWA Hamiltonian func-
tion g(Q,P ), which is given by Eq. (10) of the main text
and is plotted there in Fig. 1, has three symmetrically
located minima at points (Qm, Pm) with m = 0, 1, 2,
Q0 =
1
2
[
f + (f2 + 4)1/2
]
, Q1 = Q2 = −Q0/2,
P0 = 0, P1 = −P2 =
√
3Q0/2, (14)
The minimal value gmin of g(Q,P ) and the dimension-
less frequency of classical vibrations about a minimum
ωmin =
(
det[∂2xixjg(x1, x2)]
)1/2
(the derivatives are cal-
culated at a minimum of g) are
gmin = − 1
12
fQ0(Q
2
0 + 3), ωmin = [3fQ0(Q
2
0 + 1)]
1/2 .
(15)
The frequency ωmin is the same for all minima. So is also
the lowest eigenvalue g0 of the Hamiltonian gˆ(Q,−iλ∂Q)
in the neglect of tunneling. To the lowest order in the
dimensionless Planck constant λ it corresponds to the
lowest eigenvalue of a harmonic oscillator,
g0 = gmin +
1
2λωmin.
The calculation of the tunnel splitting is done below
by first finding the intrawell wave functions Ψm(Q) near
their maxima inside the well, then finding the geomet-
ric phase shift between different Ψm, and then explicitly
writing down the WKB tails of functions Ψm in the clas-
sically forbidden regions, which are given by Eq. (13) of
the main text. Since Ψ2(Q) = Ψ
∗
1(Q), we only need to
find Ψ0(Q) and Ψ1(Q).
A. The wave function Ψ0(Q)
Near the minimum (Q0, P0) we have g(Q,P ) ≈ gmin +
1
2 (Q
2
0+1)(Q−Q0)2+ 32fQ0P 2. The wave function Ψ0(Q)
is Gaussian for |Q−Q0|  |Q1 −Q0| and can be chosen
to be real,
Ψ0(Q) = (
√
pilq)
−1/2 exp[−(Q−Q0)2/2l2q ], (16)
with lq = [λωmin/(Q
2
0 + 1)]
1/2 being the localization
length.
We are interested in the tail of Ψ0 for Q between the
minima of g(Q,P ), i.e., for Q1 < Q < Q0 − lq. The
6WKB form of Ψ0(Q) is given by Eq. (13) of the main
text, which we here write explicitly,
Ψ0(Q) = C0(i∂P g)
−1/2 exp[iS0(Q)/λ],
S0(Q) =
∫ Q
Q0−lq
dQ′P¯ (Q′), (17)
where P¯ (Q) is given by equation g(Q, P¯ ) = g0 and ∂P g
is calculated for P = P¯ (Q). For the branch of P¯ that we
are interested in
P¯ (Q)2 = A(Q) +B1/2(Q), A(Q) = 1−Q2 − 2fQ,
B(Q) = A2(Q)− 4[g(Q, 0)− g0], (18)
with Im P¯ < 0 for Q < Q0; we keep the correction ∝ λ
to secure matching to Eq. (16).
For Q close to Q0 and Q < Q0 − lq, we have A(Q) <
0, B(Q) > 0, and A(Q) + B1/2(Q) < 0. Therefore P¯ (Q)
is purely imaginary and the same is true for the function
∂P g = P¯ (Q)B
1/2(Q) (19)
with i∂P g > 0. Accordingly, Ψ0(Q) exponentially decays
with increasing Q0 −Q. The prefactor C0 is determined
by matching Eqs. (16) and (17) for Q close to Q0 but
Q0 −Q lq,
C0 = (ωmin/2
√
pie)1/2.
As Q decreases, first B(Q) becomes equal to zero at
point QB . To the leading order in λ 1
QB ≈ Q0 − 3
4
f. (20)
For still smaller Q, A(Q) changes sign to positive. This
happens for QB > Q > Q1 ≡ −Q0/2. Importantly,
A(Q1) = P
2
1 > 0, B(Q1) = 2λωmin . (21)
In the explicit form, the imaginary part of the momen-
tum in the classically forbidden region is
ImP¯ (Q) = −
[
−A(Q)−B1/2(Q)
]1/2
(QB < Q < Q0)
ImP¯ (Q) = −
[
(A2 + |B|)1/2 −A
]1/2
/
√
2 (Q < QB).
(22)
As discussed in the main text, the level splitting cru-
cially depends on the oscillations of the wave function
under the barrier. These oscillations start with the de-
creasing Q at Q = QB . Near QB we have B(Q) ≈
∂QB(QB)(Q−QB), whereas A(QB) < 0. Therefore P¯ ≈
−i|A(QB)|1/2 + (i/2)|∂QB(QB)/A(QB)|1/2(Q − QB)1/2
for small Q − QB > 0, i.e., QB is a branching point
of P¯ (Q). We have to go around above and below this
point in the complex plane to obtain the wave function
for Q < QB , following the standard procedure [1]. As a
result, we find for Q < QB
Ψ0(Q) ≈ 2C0|∂P g|−1/2 exp[−Im S0(Q)/λ] cos Φ0(Q),
Φ0(Q) = Φ
′
0(Q) + Φ
′′
0(Q). (23)
Here, the phase Φ′0(Q) comes from the real part of the
action,
Φ′0(Q) = λ
−1
∫ Q
QB
dQ′ReP¯ (Q′),
ReP¯ (Q) = −
[
(A2 + |B|)1/2 +A
]1/2
/
√
2, (24)
whereas Φ′′0(Q) comes from the prefactor, with account
taken of going around QB in the complex plane,
Φ′′0(Q) = −
1
2
arcsin
[
ReP¯ (Q)/|P¯ (Q)|]− pi
4
. (25)
The choice of ReP¯ and ImP¯ in Eqs. (22) and (24) cor-
responds to writing B1/2 = i|B|1/2 in Eq. (18) for P¯ 2 in
the region where B(Q) < 0.
The WKB approximation (17) breaks down nearQ1, as
B(Q) becomes ∼ λ and |∂P g| becomes small. However,
we do not need to calculate the wave function Ψ0(Q) in
this region, as seen from Eq. (12) of the main text.
B. The wave function Ψ1(Q)
The minimum of g(Q,P ) at (Q1, P1) corresponds to a
nonzero momentum P1 > 0. Therefore the wave func-
tion Ψ1 centered at Q1 is complex valued even near its
maximum. Calculating Ψ1 involves three steps: finding
it inside the well of g(Q,P ) near Q1, P1; finding the ge-
ometric phase, that relates Ψ1 and Ψ0 given that Ψ0 is
chosen in the form (16), and then finding the tail of Ψ1
in the classically forbidden range.
1. The intra-well wave function and the geometric phase
Using the explicit form (14) of Q1, P1, to the second
order in δQ = Q−Q1, δP = P −P1 we write the Hamil-
tonian near (Q1, P1) as
g(Q,P ) ≈ gmin + 3
4
(1 + fQ0)δP
2 +
1
4
(1 + 5fQ0)δQ
2
+ (
√
3/4)(fQ0 − 1)[δQδP + h.c.]. (26)
The expression for Ψ1 for |δQ|  Q0 −Q1 then reads
Ψ1(Q) = C1,intra exp[(iP1δQ− 1
2
βδQ2)/λ],
β = [2ωmin + i
√
3(fQ0 − 1)]/3Q20. (27)
The Gaussian-width parameter β is now complex-valued.
So is also the prefactor C1,intra, which has a phase factor
exp(iθ1).
7The phase θ1 has a geometric nature. It is determined
by the fact that, as indicated in the main text, Ψ1 and
Ψ0 are related by the transformation of rotation in phase
plane, Ψ1 = N
†
3 Ψ0. Here, N3 = exp(−2piia†a/3) with
a = (2λ)−1/2(Q + iP ) ≡ (2λ)−1/2(Q + λ∂Q). To calcu-
late θ1, we consider a coherent state in the coordinate
representation
|α〉 = 1
(piλ)1/4
exp
{
−1
2
(|α|2 − α2)− [Q− (2λ)
1/2α]2
2λ
}
and set α = Q0/
√
2λ, so that the wave function |α〉 is
centered at Q0 and thus strongly overlaps with Ψ0. Since
the function Ψ1 is obtained from Ψ0 by applying to Ψ0
the operator N†3 , we can write the overlap integral as
〈α|Ψ0〉 = 〈α|N3Ψ1〉 = 〈α exp(2pii/3)|Ψ1〉. The “rotated”
state |α exp(2pii/3)〉 strongly overlaps with Ψ1. Therefore
the above overlap integrals can be calculated using the
explicit Gaussian form of Ψ0 and Ψ1 near their maxima.
With account taken of the normalization of Ψ1, this gives
C1,intra = [Reβ/piλ]
1/4 exp(iθ1),
θ1 =
1
2
arg(β + 1) + P1Q1/2λ. (28)
2. The wave function Ψ1 in the classically forbidden region
It is clear from Eq. (12) of the main text that we need
to find the tail of the wave function Ψ1 in the classically
forbidden region only for Q > Q1. It is given by Eq. (13)
of the main text. In a more explicit form
Ψ1(Q) = C1(i∂P g)
−1/2 exp[iS1(Q)/λ], (29)
S1(Q) = −
∫ Q
Q1+l′q
dQ′ P¯ (Q′),
where P¯ (Q) is given by Eqs. (22) and (24), l′q =
[λ/Reβ]1/2 . Equation (29) corresponds to choosing
B1/2(Q) = i|B(Q)|1/2 for B(Q) < 0 and to ∂P g cal-
culated for P (Q) = P¯ (Q), i.e., ∂P g = P¯B
1/2. For QB −
Q  Q − Q1  l′q we have −P¯ (Q) ≈ P1 + iβ(Q − Q1),
as expected from Eq. (27). By matching Eqs. (27) and
(29), we find
C1 = (ωmin/2
√
pie)1/2 exp(iθ′1),
θ′1 = θ1 − λ−1
[
(l′ 2q /2)Imβ − P1l′q
]
. (30)
Because we count the action S1 off from Q1 + l
′
q, there
emerges an extra phase factor in C1 due to the oscillations
of the wave function inside the “potential well” centered
at (Q1, P1).
II. TUNNEL SPLITTING OF THE SCALED
RWA ENERGY LEVELS
The scaled RWA energies g(k) give the values of the
quasienergies ε(k) of the driven oscillator, ε(k) = (Ξg(k)+
~ωF k/3) mod (~ωF ), where Ξ = |8ω2F (δω)2/27γ|, see
Eqs. (6) and the text above Eq. (9) of the main text.
The explicit expressions for the wave functions (23) and
(29) allow us to calculate the scaled energies g(k) using
Eq. (12) of the main text, which we reproduce here for
convenience, ∫ Q∗
∞
dQ
[
φ(k)(Q)(gˆ − g0)Ψ0(Q)
−Ψ0(Q)(gˆ − g(k))φ(k)(Q)
]
= 0, (31)
Functions φ(k) are sums of functions Ψm(Q) weighted
with factors exp(−2piimk/3)/√3. For Q∗ well inside the
interval (Q1, Q0) , we have
∫ Q∗
∞ Ψ
2
0(Q)dQ = −1. Taking
into account that overlapping of the functions Ψ1,2(Q)
with Ψ0(Q) is exponentially small, we rewrite Eq. (31)
as
g(k) − g0 ≈
[∫ Q∗
∞
dQΨ1(Q)gˆΨ0 −
∫ Q∗
∞
dQΨ0gˆΨ1(Q)
]
× exp(−2kpii/3) + c.c. (32)
It is important that the product Ψ0(Q)Ψ1(Q) has two
terms. One of them is ∝ exp{i[S0(Q) + S1(Q)]}. It
smoothly depends on Q, because S0(Q) +S1(Q) = const
for Q1 < Q < Q0. The other term is ∝ exp{−i[S∗0 (Q)−
S1(Q)]}, it is a fast oscillating function of Q. The contri-
bution of this term to the integrals (32) is exponentially
small and exponentially sensitive to the change of Q∗ on
the scale ∝ λ. Therefore this term should be disregarded.
Using the explicit form of the operator g(Q,−iλ∂Q)
and integrating by parts, from Eq. (32) we obtain
g(k) − g0 = −2λC0|C1| exp(−Sλ/λ) cos
(
Φλ
λ
− 2kpi
3
)
,
Sλ = −
∫ Q0−lq
Q1+l′q
dQ ImP¯ (Q),
Φ
(k)
λ = −
∫ QB
Q1+l′q
dQReP¯ (Q) + λθ′1. (33)
This expression is somewhat inconvenient, as P¯ is cal-
culated with account taken of the term ∝ λ. It is easy to
see that P¯ (Q) ≈ Pcl(Q)+ 12λωmin/∂P g, where Pcl is given
by the value of P¯ calculated for λ = 0. This approxima-
tion breaks down near Q0, QB and Q1 where ∂P g goes to
zero. Similar to Ref. 2, for Q0 > Q > QB one can write∫ Q
Q0−lq
dQ′ P¯ (Q′) ≈
∫ Q
Q0
dQ′ [Pcl(Q′) + λY (Q′, Q0)]
− iλ
2
log
|Q−Q0|
lq
− iλ
4
− iλ
2
log 2,
Y (Q,Qm) =
ωmin
2Pcl(Q)B
1/2
cl (Q)
− i
2|Q−Qm| . (34)
8Here, Bcl(Q) = (16f/3)(Q − Q1)2(Q − QB) is the value
of B(Q) calculated for λ = 0. A similar transformation
can be made for
∫ Q
Q1+l′q
dQ′P¯ (Q′) in the region Q1 < Q <
QB .
We now have to consider the vicinity of QB . Formally,
the quantum correction to P¯ diverges at QB . However,
the divergence is integrable. Therefore Eq. (34) applies
all the way till Q = QB , and one can use the value of QB
given by Eq. (20).
The final result for the difference of the scaled RWA
energies is Eq. (14) of the main text,
g(k) − g0 = Ctun e−Stun/λ cos
(
λ−1Φtun − 2pik/3
)
, (35)
with real Stun and Φtun,
Stun =
∫ Q1
Q0
dQ ImPcl(Q) + λ ImKtun
Φtun =
∫ Q1
QB
dQRePcl(Q) + λReKtun + λθ1,
Ctun = −3
2
√
λωmin
[
2(Q20 + 1)
3pi2Q20
]1/4
[f(2Q0 − f)]1/2 .
(36)
Here,
Ktun =
∫ QB
Q0
dQY (Q,Q0) +
∫ Q1
QB
dQY (Q,Q1) (37)
and θ1 is given in (28).
The explicit expression (35) is in an extremely good
agreement with the numerical calculations. This can be
seen from Fig. 1 in the main text. A more detailed com-
parison is shown in Fig. 2. Equation (35) simplifies in the
limit of comparatively strong drive, f  1. The leading
order terms in Stun and in Φtun are quadratic in f . Nu-
merically, the asymptotic regime is reached for compar-
atively large f , where the tunneling amplitude becomes
very small.
III. QUANTUM DIFFUSION OVER THE
BROKEN-SYMMETRY STATES
The dynamics of the driven oscillator system can be
strongly changed by an already very weak dissipation.
Two types of dissipative processes can be conditionally
separated. One of them causes transitions between the
states that belong to the same multiplet formed by the
tunnel splitting of a quantized state of motion inside a
well of g(Q,P ). In particular, in this paper we considered
such multiplet φ(k) formed by the tunnel splitting of the
lowest quantized intrawell state. The other dissipative
process leads to transitions between the intrawell states.
In terms of the dissipation mechanisms, an important
type of physical dissipative processes are transitions be-
tween the Fock states of the oscillator with emission
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FIG. 2. Upper pane: the amplitude of the tunnel splitting
of the scaled RWA energy levels, which is given by Eq. (35)
without the oscillating factor. Lower panel: the phase of the
tunnel splitting. Black solid lines: the results of the numer-
ical solution of the eigenvalue problem for the Hamiltonian
g(Q,−iλ∂Q); red dashed lines: Eq. (35) The results refer to
λ = 0.3.
or absorption of excitations of the thermal reservoir to
which the oscillator is coupled. Another mechanism is
fluctuations of the oscillator eigenfrequency due to the
coupling to a reservoir or due to an external noise. It
leads to dephasing of the vibrations, but not to an ap-
preciable energy exchange with the reservoir. There may
be also dissipation channels that are induced by the driv-
ing field; however, for the considered comparatively weak
resonant field they are not important.
We note first that the dephasing does not mix the
states within the tunnel-split multiplets. Indeed, as in-
dicated in the main text, the wave functions φ(k) can
be written in terms of the Fock states of the oscilla-
tor |n〉 as φ(k) = ∑n C(k)n |3n + k〉. The coupling to a
thermal bath, which leads to dephasing, has the form
H(ph) = a†aH(ph)b , where a, a
† are the oscillator ladder
operators and H
(ph)
b is an operator that depends on the
dynamical variables of the bath only. Clearly, such cou-
pling is diagonal in the φ(k) basis.
The simplest coupling that leads to the oscillator en-
ergy relaxation is linear in a, a†. To the lowest order of
the perturbation theory, for the well-understood condi-
tions, it is described by the term ρ˙d in the equation for
the oscillator density matrix ρ in slow time compared to
9ω−1F ,
ρ˙d = −Γ
[
(n¯+ 1)(a†aρ− 2aρa† + ρa†a)
+n¯(aa†ρ− 2a†ρa+ ρaa†)] , (38)
where 2Γ is the energy decay rate of the oscillator and
n¯ = [exp(~ω0/kBT )− 1]−1 is the oscillator Planck num-
ber. In what follows we assume that n¯ = 0; an extension
to a nonzero Planck number is straightforward and does
not affect the result.
The goal of this section is to show that, even where
Γ is extremely small, but exceeds the tunnelling fre-
quency Ωkk′ = λ
−1δω(g(k) − g(k′)), the oscillator dy-
namics changes qualitatively compared to the coherent
dynamics. Instead of coherent tunneling between the in-
trawell states Ψm, which have broken time translation
symmetry, the oscillator performs random hopping be-
tween the wells.
We first discuss the effect of the dissipation (38) by dis-
regarding the dissipation-induced transitions between the
intrawell states. In this approximation, one can describe
the evolution of the oscillator in terms of the kinetic equa-
tion for the matrix elements ρmm′ ≡ 〈Ψm|ρ|Ψm′〉. The
interwell tunneling can be mapped onto the tight-binding
model with Hamiltonian
Htun = ttun
∑
m=0,1,2
|Ψm〉〈Ψm+1|+ H.c., (39)
where we use the convention |Ψ3〉 ≡ |Ψ0〉. The hopping
integral is ttun = (~δω/2λ)Ctun exp[(−Stun + iΦtun)/λ]
with Ctun, Stun, and Φtun given by Eq. (36).
To the leading order in λ, we have 〈Ψm|a|Ψm′〉 =
(2λ)−1/2(Qm + iPm)δmm′ . Therefore, from Eq. (38), off-
diagonal matrix elements ρmm′ decay with rate ∝ Γ/λ. If
this rate exceeds |Ωkk′ | ∼ |ttun|/~, then over time ∼ λ/Γ
the off-diagonal matrix elements decay to their quasi-
stationary values, which are determined by the diagonal
matrix elements ρmm. The latter vary much slower,
ρ˙mm = W
∑
m′ 6=m
ρm′m′ − 2Wρmm,
W = λ|ttun|2/~2ΓQ20. (40)
Parameter W is the rate of hopping between the wells of
g(Q,P ), it is much smaller than the tunneling frequency
|Ωkk′ |. The hopping is a Poisson process in the slow time,
it is incoherent and is a discrete analog of diffusion. The
above analysis is in the spirit of the theory of quantum
diffusion in solids [3] and its analog in systems with a
small number of potential wells [4].
The role of the dissipation-induced intrawell transi-
tions is more subtle. Even for T = 0, these transitions
lead to an occupation of excited intrawell states, cf. [5].
On the time scale determined by 1/Γ, near the minimum
of a well there is progressively formed a Boltzmann-type
distribution over the states. The stationary ratio of the
populations of the neighboring states can be shown to be
(1 + 2fQ0 − ωmin)/(1 + 2fQ0 + ωmin).
The tunnel splitting increases for higher-lying intrawell
states. However, near the minimum of g(Q,P ) this in-
crease is slow. The tunneling action Stun(n) varies with
the intrawell level number n as |∂Stun(n)/∂n| = λωminτn.
Here, τn is the dimensionless imaginary time of interwell
tunneling given by Im
∫
dQ/∂P g, where the classical mo-
mentum is calculated for g(Q,P ) = gmin+λωmin(n+1/2).
This time is logarithmically large for small n. There-
fore, for small Γ but still Γ  |ttun|/~, tunneling via
excited intrawell states weakly renormalizes the rate W
in Eq. (40).
Even if for highly excited intrawell states, with n ex-
ceeding some critical ncr ∝ 1/λ, the hopping integral
exceeds Γ/~, interwell switching via these states will be
very slow, as the occupation of these states will be small.
We note that, if ~Γ exceeds the hopping integral for al-
most all intrawell states, interwell switching may occur
via dissipation-induced transitions over the interwell bar-
rier of g(Q,P ), i.e., over the saddle point of g(Q,P ) seen
in Fig. 1 of the main text. This is the dominating switch-
ing mechanism for a parametric oscillator [5].
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