Conditions on 7c and / are given for the pointwise and uniform convergence to the Cauchy principal value integral rmm _1<A<1,
Introduction.
In a recent paper, Gerasoulis [3] proposed an algorithm for evaluating Cauchy principal value integrals of the form (1) I(wf;X)= -f w(x)^-dx, -1<A<1, J-l X -X where w is the Jacobi weight function (2) w(x) = {l-x)a{l + x)ß, a,ß>-\.
In this algorithm, / is approximated by a piecewise linear function /" and I(wfn; X) is evaluated exactly. The. use of /" as an approximating function allows us to concentrate the evaluation points in subintervals of J = [-1,1] where / is not smooth. In his paper Gerasoulis asserts that if / G C1 [J] , then I(wfn; A) converges to I(wf;X) uniformly for all A 6 (-1,1), and refers to Stewart [6] for the proof. The uniform convergence is important in the numerical solution of Cauchy singular integral equations by quadrature methods.
In this paper, we shall improve on this result by giving weaker conditions on / which insure the uniform convergence of I(wfn; A) to I(wf; A). We shall also study pointwise convergence for the more general situation
where k is an arbitrary function subject to certain conditions insuring that (3) exists for some class of functions / and some or all A in (-1,1). Finally, we shall study an alternative approach to the evaluation of (3) which also allows us to distribute evaluation points as we see fit. In this approach, we write (3) as (4) I(kf;X) = J k(x)gx(x)dx + f(X)I(k;X), where m-f(x) , x^X,
We then approximate g\(x) by a piecewise linear function g\n(x) and integrate exactly. This amounts to piecewise linear product integration of g\ with respect to k. We shall show that subject to certain conditions on / and k, the product We shall write u)(h\t) for wj(h;t). We now have that if A 6 (-1,1), and if for some 6 > 0 such that the closed subinterval Ns(X) = [A -6,X + 6] C J, k e DT(Ns(X))nLi(J) and fe DT(N6(X))nR(J), where R(J) is the set of bounded Riemann-integrable functions on J, then (3) exists. This follows by writing
the hypotheses on k and / ensure that the first two integrals in (7) are finite. In particular, since w 6 DT( -l, l)r\Lx(J), it follows that (1) exists for all A 6 (-1,1)
provided that / € DT(-1,1) n R(J).
We now consider an arbitrary partition of J, -1 = ¿o < h < < tn-X < tn = 1, and define for any function h on J the piecewise linear approximation hn given by we shall assume that Dn -> 0 as n -► oo. Defining
we have that if h € C(J), then
This follows since by Newton's interpolation formula with divided differences, if
where we have used the monotonicity of uj(h;t). In addition, we have that (10) u(hn;t)<5u(h;t), which implies that (11) w(rn;i)<6w(M).
To show (10), we consider two cases:
. We now show that (6/di)w(h;d{) < 2u(h;6). Since u(h;n6) < nui(h;6), u(h;dl) <u(h; \di/6]6) < \d,/6]uj(h;6) < 2[di/S)u(h;S), where the ceiling function \x] denotes the smallest integer > x. Thus, in this case, uj(hn;6) < 2co(h;6). by Case 1, monotonicity of u(h; t), and the fact that h(x) = hn(x) at the partition points ifc.
We note that (10) implies that if h £ DT(NS(X)) or DT(-1,1), then hn € DT(NS(X)) or DT(-1,1), respectively.
Convergence
Results. Our first result is on pointwise convergence in the general case. and the error in the approximation, En(X), is given by
We note that if k G DT(Ns(X)), then I(k; X) is finite and can either be found in a table of Hilbert transforms, e.g. [2] , or evaluated numerically as
We shall say that a function / G D(I) for a closed interval I if f'(x) exists for every x in the interior of / and the right-hand and left-hand derivatives exist at the left and right endpoints, respectively. If / G D(J), then g(x; X) is uniformly continuous for all pairs (x; A) G J x J. We now state two theorems on the convergence of En(X) to zero as n -► oo, one on pointwise convergence and one on uniform convergence. If k G DT(-1,1), then I(k; X) exists for all A G (-1,1), which yields the uniform convergence of (13). □ Remark. The two approaches (12) and (13) correspond to the two methods for evaluating I(wf; X) based on interpolation at the zeros of the Jacobi polynomial Pn (x), and analogous results exist for pointwise convergence. See [1, Theorem 2.1] and [4, Theorem 7(1)]. In both situations, the more accurate approach requires more stringent conditions on / to insure pointwise convergence. 
