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Abstract
In this paper we study identi￿cation and estimation of the causal e⁄ect of a small change in an
endogenous regressor on a continuously-value outcome of interest using panel data. Speci￿cally we
focus on averages over the population distribution of unobserved heterogeneity, or average partial
e⁄ects (APEs), and averages over subpopulations de￿ned by their regressor values, or local average
responses (LARs). Our central model assumes that the outcome variable is related to a (scalar)
regressor, where the intercept and slope coe¢ cients vary across individuals and are not independent
of the regressor; for this model, we show how two measures of the outcome and regressor for each
unit are su¢ cient for identi￿cation of the partial e⁄ects. This model is a semiparametric extension of
the textbook linear ￿xed e⁄ects (FE) model widely used in empirical research; a distinctive feature
of our approach is that it semiparametrically just identi￿es the APE and LAR and hence clearly
illustrates the value and limits of panel data in dealing with endogeneity. A strengthening of our
basic assumptions also allows us to identify Quantile Partial E⁄ects (QPEs). We discuss extensions
of our approach to models with multiple regressors and more than two time periods, and to models
which permit contemporaneous endogeneity of the regressors and time-speci￿c error terms.
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That the availability of multiple observations of the same sampling unit (e.g., individual, ￿rm,
etc.) over time can help to control for the presence of unobserved heterogeneity is both intuitive
and plausible. The inclusion of unit-speci￿c intercepts in a linear regression model is widespread
in empirical work (e.g., Griliches 1979, Currie and Thomas 1995, Card 1996, Burgess and Pande
2005). Researchers often combine such ￿ ￿xed e⁄ect￿analyses with the method of two-stage least
squares (e.g., Du￿ o 2001, Finkelstein 2002) or related producedures (e.g., Ashenfelter and Krueger
1994, Chay and Greenstone 2005).
The appropriateness of these modelling strategies hinges on any time-invariant correlated het-
erogeneity entering the outcome equation additively. Additivity, while statistically convenient, is
di¢ cult to motivate economically (cf., Card 2001, Imbens 2007).2 Browning and Carro (2007)
present a number of empirical panel data examples where non-additive forms of unobserved hetero-
geneity appear to be empirically relevant.
Recently Altonji and Matzkin (2005) have proposed methods for using panel data to control
for nonseparable unobserved heterogeneity. Bester and Hansen (2007) develop related methods.
These papers can be viewed as semiparametric generalizations of Chamberlain￿ s (1980) correlated
random e⁄ects (CRE) estimator (cf., Mundlak 1978, Newey 1994a). Identi￿cation follows from
the imposition of semiparametric restrictions on the conditional distribution of the time-invariant
heterogeneity given all leads and lags of the regressors.
In this paper we take a di⁄erent, complementary, approach. As in Altonji and Matzkin (2005),
our goal is to infer the e⁄ect of an exogenous change in the endogenous regressor on the outcome
of interest. However, as in parametric ￿xed e⁄ects analyses, we leave the distribution of any time-
invariant heterogeneity unrestricted. Instead, we secure identi￿cation by imposing restrictions on
the form of the structural outcome equation and the distribution of time varying heterogeneity. The
outcome equation is assumed to take a correlated random coe¢ cients (CRC) form. Time-varying
heterogeneity is assumed to satisfy a marginal stationarity restriction as in Manski (1987).
In the central model we consider, the availability of panel data is su¢ cient to deal with any
endogeneity, though our approach can be extended to allow for additional ￿ triangular endogeneity￿
(cf., Blundell and Powell 2003, Imbens and Newey 2002). The estimators we propose for these
two models can be viewed as semiparametric generalizations of the linear ￿xed e⁄ects (FE) and
￿xed e⁄ects instrumental variables (FE-IV) estimators (cf., Wooldridge 2005b, Murtazashvili and
Wooldridge 2008).
To describe the models we consider, as well as our main results, more precisely let Zt = (Yt;X0
t)
0
be a random variable measured in each of t = 1;:::;T periods for N randomly sampled units. The
structural outcome equation is given by
Yt = m(Xt;A;Ut) (1)
2Chamberlain (1984) presents several well-formulated economic models that do imply linear speci￿cations with
unit-speci￿c intercepts.
1where Yt is a scalar continuously-valued outcome of interest, Xt a choice variable, A time-invariant
unobserved unit-level heterogeneity or ￿ ￿xed e⁄ects￿and Ut a time-varying disturbance. Both A
and Ut may be vector-valued. Since both time-invariant and time-varying heterogeneity enter (1)
nonseparably the return to a marginal change in Xt is unit- and time-speci￿c.
We are interested in estimands that characterize the average relationship between Yt and Xt.
Averaging may occur over the population distribution of unobserved heterogeneity, (A;Ut), or with
respect to some well-de￿ned subpopulation. For concreteness we focus on identi￿cation and estima-
tion of the average partial e⁄ect (APE) (cf., Chamberlain 1984, Blundell and Powell 2003, Imbens
and Newey 2002, Wooldridge 2005a) and the local average response (LAR) (cf., Altonji and Matzkin
2005, Bester and Hansen 2007). In the binary regressor case these two objects correspond to the
average treatment e⁄ect (ATE) and the average treatment e⁄ect on the treated (ATT).
The average partial e⁄ect is given by
￿t (xt) = E
￿
@m(xt;A;Ut)
@xt
￿
; (2)
where we assume that m(xt;a;ut) is di⁄erentiable in its ￿rst argument. The local average response
gives the average partial e⁄ect within a subpopulation de￿ned by its choice; it is given by
￿t (xt) = E
￿
@m(Xt;A;Ut)
@xt
￿
￿ ￿
￿Xt = xt
￿
: (3)
Identi￿cation and estimation of (2) and (3) is nontrivial because Xt may vary systematically with
A and/or Ut. The derivative of the regression function of Yt given Xt does not identify ￿ (xt).
Di⁄erentiating through the integral we have
@E [YtjXt = xt]
@xt
= ￿t (xt) +
Z Z
m(xt;a;ut)
@g (a;utjxt)
@xt
dm(a)dm(ut).
The second term is what Chamberlain (1982) calls heterogeneity bias.
Our central model imposes a CRC structure on (1) and marginal stationarity on the conditional
distribution of Ut given A and X = (X0
1;:::;X0
T)
0. When Xt is discretely-valued these assumptions
generally only bound the APE and LAR (appropriately de￿ned to account for the discreteness
of Xt). Our analysis of this case also suggests new interpretations of the probability limits of the
linear ￿xed e⁄ects (FE) estimator and the ￿ di⁄erence-in-di⁄erences￿(DID) estimator of the program
evaluation literature (Meyer 1995, Angrist and Krueger 1999, Athey and Imbens 2006). When Xt
is continuously valued, and we additionally assume that the conditional distribution function of A
given X = x varies smoothly in x, the APE and LAR are point identi￿ed.
An extension of our central model also maintains a CRC structure on (1), but allows for the
possibility of additional ￿ triangular￿endogeneity. We augment (1) with a ￿rst-stage or selection
equation relating the choice variable Xt to a vector of time-varying ￿ instruments￿ , Wt:
Xt = gt(W;B;V ￿
t ); (4)
2where B is a time-invariant scalar unobserved individual-speci￿c intercept and V ￿
t a mean-zero, time-
varying, scalar disturbance. The vector of instruments may be discretely- or continuously-valued,
however, for this model we assume that Xt is continuously-valued. We again study identi￿cation
and estimation of (2) and (3). Our approach involves imposing restrictions on the conditional
distribution of (Ut;V ￿
t ;B) given W = (W0
1;:::;W0
T)
0 and A. In their working paper, Altonji and
Matzkin (2001) study a similar system. Their approach involves restrictions on the distribution of
(Ut;V ￿
t ;A) given W, while ours leaves, beyond smoothness assumptions, the distribution of A given
W unrestricted.
In related work Wooldridge (2005b) and Murtazashvili and Wooldridge (2008) provide condi-
tions under which the standard linear FE and FE-IV estimators are consistent for the APE. Under
our assumptions these estimators are not consistent for the APE, but a straightforward strength-
ening of them recovers their results. Chernozhukov, FernÆndez-Val, Hahn and Newey (2007) study
estimation of the ATE in a probit model with unit-speci￿c intercepts (in the index function) and
a binary regressor. They show that the maximum likelihood estimator which estimates the unit-
speci￿c intercepts along with the coe¢ cient on Xt can be used to construct bounds on the ATE
despite the incidental parameters problem (cf., Hahn 2001). Porter (1996) and Das (2003) study
nonparametric estimation of panel data model with additive unobserved heterogeneity. HonorØ
(1992) and Abrevaya (2000) considers models with nonseparable heterogeneity but, like Manski
(1987), only identify index coe¢ cients, not the APE or LAR.
Our approach is distinctive from prior research in several ways. First, unlike Altonji and Matzkin
(2005) and Bester and Hansen (2007), we treat A as a ￿ ￿xed e⁄ect.￿ Second, we show that our
assumptions on the outcome equation and distribution of time-varying heterogeneity semipara-
metrically just-identify the APE and LAR. Put di⁄erently, the richest versions of our model, in
contrast to those of Altonji and Matzkin (2005) and Bester and Hansen (2007), have no testable
implications. Formally, we show that the maximum identi￿cation-preserving order of the CRC
polynomial depends on time dimension of the panel. We view this feature of our approach posi-
tively, although acknowledge that others￿may not. When the object of interest is the APE or the
LAR, our approach clearly illustrates the value and limits of panel data for dealing with unobserved
heterogeneity.3 Researchers uncomfortable with the restrictions required for point identi￿cation
can choose to construct bounds, change the estimands or undertake additional data collection (e.g.,
lengthen the T dimension of their panel). Finally, we develop methods which address the presence
of residual triangular endogeneity. In their working paper Altonji and Matzkin (2001) also discuss
a triangular system. Their model, in contrast in ours, does not explicitly allow for time-invariant
correlated heterogeneity in the ￿rst-stage and also treats A as a correlated random e⁄ect.
Altonji and Matzkin (2005) and Bester and Hansen (2007), by imposing more restrictions on
the conditional distribution of (A;Ut) given X are able to identify models with a nonparametric
outcome equation, while our CRC outcome equation is semiparametric. For this reason we view
our methods as complementary to theirs. We provide a stylized comparison of the two approaches
3Chesher (2007) also discusses the value of just-identifying conditions.
3below.
In ongoing research we are extending our results to censored and/or discrete outcome variables.
Unsurprisingly, and as is true with parametric nonlinear panel data models, simultaneously leaving
the distribution of time-invariant heterogeneity unrestricted and identifying either the APE or
LAR appears impossible.4 Nevertheless marginal stationarity and a semiparametric model for the
correlated random e⁄ects can be combined to achieve just identi￿cation of the APE and LAR. We
illustrate some of the issues involved by means of an example in the conclusion.
The next section reports identi￿cation results for our central model, followed by a section that
proposes consistent estimators for the APE under di⁄erent distributional assumptions on the regres-
sor. Section 4 considers extensions of our approach to estimation of quantile e⁄ects, the triangular
model for endogenous regressors, and models with multiple regressors and time periods. Section 5
summarizes and suggests areas for further research.
2 Single regressor, two time periods
We illustrate each of our main results in the two period case and generalize them to panels of
arbitrary length below. We assume that the structural outcome equation takes a correlated random
coe¢ cients form (CRC) form.
Assumption 2.1 (Correlated Random Coefficients)
Yt = a(A;Ut) + b(A;Ut)Xt:
Given the CRC structure, the local average response of a change in Xt on Yt is given by ￿t (xt) =
E[b(A;Ut)jXt = xt] and the average partial partial e⁄ect by ￿t (xt) = E[b(A;Ut)]: Note that, due
to linearity at the unit-level, ￿t (xt) is constant in xt.
Our key identifying assumption is marginal stationarity of the time-varying unobserved hetero-
geneity.
Assumption 2.2 (Marginal Stationarity) (i)
UtjX;A
D = UsjX;A; t 6= s;
(ii) the distribution of Ut given X and A is non-degenerate for all (X;A) 2 X ￿ A.
Assumption 2.2 does not restrict the conditional distribution of A given X. In this sense A is a
￿ ￿xed e⁄ect￿ . Nevertheless Assumption 2.2, while allowing for serial dependence in Ut and certain
forms of heteroscedasticity, is restrictive. For example it rules out heteroscedasticity over time (cf.,
Arellano 2003).
4Fixed e⁄ects estimators are available in certain parametric nonlinear models, but they do not, in general, allow
the econometrician to infer the e⁄ect of an exogenous change in the endogenous regressor on the entire probability
distribution of the outcome. Instead only certain features of this relationship are identi￿ed (e.g., ratios of the average
partial e⁄ect of two regressors) (cf., Chamberlain 1984, Arellano and HonorØ 2001, Arellano 2003).
4To formally close the model we make the following sampling assumption:
Assumption 2.3 (Random Sampling) f(X1i;X2i;Y1i;Y2i;Ai)g
1
i=1 is an independently and iden-
tically distributed random sequence drawn from the distribution F0:
Let ￿t (x) = E[b(A;Ut)jX = x] denote the average e⁄ect of a small change in xt within the
subpopulation of units with X = x = (x1;x2)
0 : Observe that ￿t (x); while closely related, is the
distinct from the LAR. It gives the average e⁄ect within a subpopulation de￿ned by its entire history
of choices for Xt. Our ￿rst result shows that ￿t (x) is just-identi￿ed when x1 6= x2.
Proposition 2.1 Under Assumptions 2.1, 2.2 and 2.3 ￿1 (x) = ￿2 (x) = ￿ (x) is just-identi￿ed by
the ratio
￿ (x) =
E[Y2jX = x] ￿ E[Y1jX = x]
x2 ￿ x1
(5)
for all x 2 fx : x 2 X; x1 6= x2g.
Proof. Under Assumption 2.1 we have
E[Y1jX] = ￿1 (X) + ￿1 (X)X1
E[Y2jX] = ￿2 (X) + ￿2 (X)X2;
for ￿t (X) = E[a(A;Ut)jX] and ￿t (X) = E[b(A;Ut)jX]: Iterated expectations (which is al-
lowable by part (ii) of Assumption 2.2), marginal stationarity (part (i) of Assumption 2.2) and
time-invariance of A give
￿t (X) = E[b(A;Ut)jX] = E[E[b(A;Ut)jX;A]jX] = E
h
e b(X;A)
￿ ￿
￿X
i
= ￿ (X);
for e b(X;A) = E[b(A;Ut)jX;A]: This gives ￿1 (X) = ￿2 (X) = ￿ (X); a similar calculation gives
￿t (X) = E[a(A;Ut)jX] = ￿(X). Taking di⁄erences across time periods and solving for ￿ (X) then
gives (5). That ￿ (x) is just-identi￿ed follows directly from its de￿nition as a conditional expectation
function, linearity of Yt in a(A;Ut) and b(A;Ut); and just-identi￿cation of E[Y1jX] and E[Y2jX]:
To recover the APE we average ￿ (X) over the marginal distribution of X:
￿ = E[￿ (X)]:
Since ￿ (x) is only identi￿ed on those points of the support of X for which X1 6= X2 (i.e., for
￿ changers￿or units which alter their choice of Xt across periods) we cannot, in general, calculate
E[￿ (X)] without further assumptions. Consequently, unless all units change their value of Xt across
periods, the APE is not identi￿ed. When Xt is discrete it is natural to construct bounds for ￿ or
to compute the average of ￿ (X) among ￿ changers￿ . The latter approach is particularly simple and
foreshadows our approach to estimation in the continuous case. When Xt is continuous we impose
5smoothness restrictions on ￿ (x) which are su¢ cient to point identify ￿. We consider each case in
turn.
Discrete regressor If Xt 2 f0;:::;Mg, then ￿ (x) is only identi￿ed for the M (M + 1) possible
sequences of x = (x1;x2) where x1 6= x2. Although the APE is not identi￿ed, we can compute the
average partial e⁄ect in the subpopulation of units who change their values of Xt across the two
periods. De￿ne this ￿ changers￿average partial e⁄ect (CAPE) as
￿C
t (x) = E[b(A;Ut)j￿X 6= 0]:
Let ￿ij denote the probability of the event X1 = i and X2 = j with i;j = 0;1;:::;M. The CAPE
is de￿ned as (invoking marginal stationarity):
￿C =
PM
i=1
PM
j=1 1(i 6= j) ￿ ￿ (i;j) ￿ ￿ij
PM
i=1
PM
j=1 1(i 6= j) ￿ ￿ij
:
Under our maintained assumptions ￿C can be used to construct sharp bounds on ￿ using the
general approach of Manski (2003).5 Unfortunately, in many microeconometric applications neither
bounds nor the CAPE will be particularly informative for the APE. In Card￿ s (1996) analysis of the
union wage premium, less than 10 percent of workers switch between collective bargaining coverage
and non-coverage across periods (Table V, p. 971). In such cases ￿C is an average over a very
particular population, while bounds on ￿ will be quite wide. When Xt is discrete, however, this is
the very best we can do.
Before turning to the continuous case we brie￿ y discuss identi￿cation of the LAR when Xt
is discrete. As with the APE, the LAR is generally not identi￿ed. Instead we can identify the
￿ changers￿local average response (CLAR). For t = 1 this is given by
￿C
1 (m) =
PM
i=1 1(i 6= m) ￿ ￿ (m;i) ￿ ￿mi
PM
i=1 1(i 6= m) ￿ ￿mi
; m = 0;:::;M ￿ 1:
Continuous regressor When X is continuous the set fx : x 2 X; x1 = x2g will generally be of
measure zero. This suggests that, under mild smoothness conditions, ￿ (x) should be identi￿able
for all x 2 X: In particular, at those points where x1 = x2 We can then identify ￿ (x) by the limit
￿ (x1;x1) = lim
h!0
E[Y2jX = (x1;x1 + h)] ￿ E[Y1jX = (x1;x1)]
h
: (6)
A su¢ cient condition for the above limit to exist is:
Assumption 2.4 (Smoothness) ￿ (x) is continuous and di⁄erentiable in X.
5Chernozhukov, FernÆndez-Val, Hahn and Newey (2007) develop bounds for Yt binary and E[YtjX;A] =
￿(X
0
t￿ + A). Their bounds exploit the parametric structure of the probit model.
6Under this smoothness restriction we have the following Theorem.
Theorem 2.1 (Identification) If Xt is continuously-valued and Assumptions 2.1, 2.2, 2.3 and
2.4 hold, then ￿t (xt) = ￿ and ￿t (xt) are identi￿ed by
￿ = E[￿ (X)]; ￿t (xt) = E[￿ (X)jXt = xt]
with ￿ (x) given by (5) or (6) as appropriate.
Proof. Straightforward and therefore omitted.
Observe that ￿ (x) is an average over the conditional distribution of (A;Ut) given X. Thus
smoothness of ￿ (x) suggests that the distribution function of A given X = x is smooth in x. Such
smoothness conditions are often implied by correlated random e⁄ect speci￿cations for A. A ￿xed
e⁄ects purist could thus call our model (when Xt is continuous) a correlated random e⁄ects one.
We maintain the ￿xed e⁄ects characterization because we view Assumption 2.4 as rather weak. In
anycase estimation would be impossible without it.
2.1 Relationship to linear FE estimator
Our model can be used to provide a representation of the probability limit of the textbook FE
estimator under misspeci￿cation.
￿FE =
E[￿Y ￿X]
E[￿X￿X]
:
Iterated expectations implies a representation of the numerator of ￿FE equal to
E[￿Y ￿X] =
M X
k=￿M
k ￿ E[￿Y j￿X = k] ￿ Pr(￿X = k)
=
M X
k=￿M
k2 ￿
(PM
i=0
PM
j=0 1(j ￿ i = k)￿ (i;j)￿ij
PM
i=0
PM
j=0 1(j ￿ i = k) ￿ ￿ij
)
￿
8
<
:
M X
i=0
M X
j=0
1(j ￿ i = k) ￿ ￿ij
9
=
;
=
M X
i=0
M X
j=0
￿ (i;j)￿ij (j ￿ i)
2 ;
and a denominator representation of
E[￿X￿X] =
M X
k=￿M
k2 ￿
8
<
:
M X
i=0
M X
j=0
1(j ￿ i = k) ￿ ￿ij
9
=
;
=
M X
i=0
M X
j=0
￿ij (j ￿ i)
2 :
7Combining these terms shows that the linear FE estimator is consistent for a weighted average
partial e⁄ect
￿FE =
M X
i=0
M X
j=0
￿ (i;j)!ij; !ij =
￿ij (j ￿ i)
2
PM
i=0
PM
j=0 ￿ij (j ￿ i)
2: (7)
This average gives zero weight to those units who do not change their values of Xt across peri-
ods and more weight (relative to their population frequency) to those units which make very large
changes. When Xt is binary it is straightforward to show that ￿FE = ￿C, however, in general, the
two estimands di⁄er. Representation (7) is similar to the local average treatment e⁄ect (LATE)
representation of the Wald-IV estimator￿ s probability limit (Angrist, Imbens and Rubin 1996, Im-
bens 2007). An important di⁄erence is that ￿ changers￿ , unlike ￿ compliers￿in the LATE-context, can
be direcly identi￿ed from the data. Consequently the weights in (7) are identi￿ed.
In independent work, Chernozhukov, FernÆndez-Val, Hahn and Newey (2007) obtain a related
result in the context of a ￿xed e⁄ects probit model with a binary regressor (cf., Hahn 2001, LaPorte
and Windmeijer 2005). Wooldridge (2005b), who maintains the CRC structure as we do, imposes
the additional restriction (in our notation) that ￿ (i;j) = E[b(A;Ut)] for i 6= j (cf., Equation (14)
on p. 387).6 In that case equivalency of the FE probability limit and the APE follows directly.
2.2 Aggregate time e⁄ects
Marginal stationarity is a strong, albeit powerful, assumption. We can relax it slightly by allowing
for aggregate time e⁄ects. Speci￿cally we consider the model
Yt = at (A;Ut) + b(A;Ut)Xt; (8)
where at (A;Ut); the mapping from A and Ut is time-speci￿c.
Assumption 2.5 (Common Average Trends) E[a2 (A;Ut) ￿ a1 (A;Ut)jX] = ￿
Assumption 2.5 is an obvious generalization of the deterministic ￿ common trends￿assumption
routinely made in program evaluation studies (Heckman and Robb 1985, Meyer 1995, Angrist and
Krueger 1999). In this model ￿ (x) is identi￿ed as long as some units do not change their values of
Xt across periods. Such ￿ control units￿identify the mean time e⁄ect, ￿. Let x0 denote a realization
of X such that x0
1 = x0
2: Under (8) and our previous assumptions ￿ (x) is identi￿ed by the ratio
￿ (x) =
E[Y2jX = x] ￿ E[Y1jX = x] ￿ E[Y2jX = x0] ￿ E[Y1jX = x0]
x2 ￿ x1
(9)
for all x 2 fx : x 2 X; x1 6= x2g. For x1 = x2 we can adapt expression (6) above. With ￿ (x)
identi￿ed, identi￿cation of the APE and LAR follows directly.
Equation (9) can be used to provide a simple interpretation of the probability limit of the
￿ di⁄erence-in-di⁄erences￿estimator under CRC misspeci￿cation (Card 1990, Meyer, Viscusi and
6Wooldridge (2005a) also assumes that the correlated random coe¢ cients are time invariant.
8Durbin 1995, Angrist and Krueger 1999). Let Xt denote the availability of some binary policy
or treatment. In period one no units are exposed to the policy, while in period two some units
are exposed, with the balance serving as a comparison group. Using (9) we can show that the
probability limit of the di⁄erence-in-di⁄erences estimator is given by
￿ (0;1) = E[Y2jX = (0;1)] ￿ E[Y1jX = (0;1)] ￿ E[Y2jX = (0;0)] ￿ E[Y1jX = (0;0)]:
When the true model is of the form (8) and ￿1j = 0 for j = 0;1, then ￿ (0;1) equals the average
treatment e⁄ect on the treated (ATT). The average treatment e⁄ect (ATE) is not identi￿ed under
our assumptions. Athey and Imbens (2006) also generalize the textbook di⁄erences-in-di⁄erences
model to allow for nonseparable heteroegeneity. Their assumptions are su¢ cient to identify the
average treatment e⁄ect (ATE).
2.3 Connections to other research
Altonji and Matzkin (2005) also study semiparametric panel data models. They work with the
general model given by (1) and the following exchangeability assumption:
Assumption 2.6 (Exchangeability) (i)
A;UtjX1;:::XT
D = A;UtjXp(1);:::Xp(T);
for p(t) 2 f1;:::;Tg; p(t) 6= p(t0); (ii) the distribution of (A;Ut) given X is non-degenerate for
all X 2 X.
Observe that Assumption 2.6, unlike Assumption 2.2 above, does restrict the conditional distri-
bution of A given X: Under Assumption 2.6 Altonji and Matzkin (2005, pp. 1062 - 3) show that
the Fundamental Theorem of Symmetric Functions and the Weierstrass Approximation Theorem
imply the distributional equality
AjX1;:::XT
D = Aj￿1 (X);:::;￿T (X);
where ￿t (X) is the tth elementary symmetric polynomial on X.7 Because Assumption 2.6 is not
su¢ cient to identify ￿t (x) Altonji and Matzkin (2005, pp. 1063 - 4) suggest either further restricting
the conditional distribution of (A;Ut) given X or the form of the structural outcome equation.8
If we impose the CRC structure on (1), then Assumption 2.6 implies that
E[YtjX] = ￿t (X) + ￿t (X)Xt
= ￿t (￿1 (X);￿2 (X)) + ￿t (￿1 (X);￿2 (X))Xt;
7These polynomials take the form ￿1 (X) =
P
1￿i￿T Xi; ￿2 (X) =
P
1￿i<j￿T XiXj; ￿3 (X) =
P
1￿i<j<k￿T XiXjXk; ￿4 (X) =
P
1￿i<j<k<l￿T XiXjXkXl to ￿T (X) =
QT
i=1 Xi:
8One suggestion made by Altonji and Matzkin (2005) is to impose a correlated random coe¢ cients structure on
m(Xt;A;Ut); as we do here (Equation immediately prior to Equation (2.6) on p. 1064).
9for t = 1;2:
Now consider x and x0 such that x1 = x0
2 and x2 = x0
1 with x1 6= x2 (i.e., x0 is a permutation of
x). It is easy to show that ￿t (x) is identi￿ed by
￿t (x) =
E[YtjX = x] ￿ E[YtjX0 = x0]
xt ￿ x0
t
:
Exchangeability and the CRC structure are su¢ cient to identify ￿t (x) even if the outcome variable
is only observed for a single period as along as Xt is observed in each period. Altonji and Matzkin
(2005, p. 1065 - 66) argue that this feature of their approach is particularly attractive the context
of sibling studies where the outcome (e.g., wages) may only be observed for a single older sibling,
while the endogenous regressor (e.g., school quality) might be measured for younger as well as older
siblings. In contrast, our approach requires that we observe Yt in both periods.
Neither Assumption 2.2 or 2.6 nest the other. For example, while Assumption 2.2 does not
restrict the conditional distribution of A given X it does exclude time-varying heteroscedasticty
allowed by Assumption 2.6.
A natural combination of the two assumptions is:
Assumption 2.7 (Stationarity and Exchangeability) (i)
UtjX;A
D = UsjX;A; t 6= s;
(ii) the distribution of Ut given X and A is non-degenerate for all (X;A) 2 X ￿ A, (iii)
AjX1;:::XT
D = AjXp(1);:::Xp(T);
for p(t) 2 f1;:::;Tg; p(t) 6= p(t0):
Under Assumption 2.7 ￿ (x) is overidenti￿ed since
￿ (x) =
E[Y2jX = x] ￿ E[Y1jX = x]
x2 ￿ x1
=
E[Y2jX0 = x0] ￿ E[Y1jX0 = x0]
x0
2 ￿ x0
1
;
when x0 is a permutation of x.
3 Estimation
In this section we discuss estimation of the "changers average partial e⁄ect" ￿C when the regressors
are discrete, and the average partial e⁄ect ￿ when the regressors have a continuous distribution.
103.1 Discrete regressor, no aggregate time e⁄ect
When Xt is discrete a simple instrumental variables procedure can be used to estimate ￿C. Let
Dk = 1(￿X = k) and ￿k = E[Dk]: Let bk be the solution to the population problem
E[(￿Y ￿ bk￿X)Dk] = 0;
or
bk =
E[￿XD0
k]E[DkD0
k]
￿1 E[Dk￿Y ]
E
￿
￿XD0
k
￿
E
￿
DkD0
k
￿￿1 E[Dk￿X0]
:
Note that by iterated expectations and marginal stationarity,
E[￿Y j￿X = k] = E[E[￿Y jX;￿X = k]j￿X = k]
= kE[￿ (X)j￿X = k]
when k 6= 0; this implies that
E
￿
Dk￿X0￿
= ￿k ￿ k
E
￿
DkD0
k
￿
= ￿k
E[Dk￿Y ] = ￿k ￿ k ￿ E[￿ (X)j￿X = k];
and hence that bk = E[￿ (X)j￿X = k]. Observe that for bk to be well-de￿ned we require that
k 6= 0. Let b = (b￿M;:::;b￿1;b+1;:::;b+M)
0 and ￿ =
￿
￿￿M;:::;￿￿1;￿+1;:::;￿+M
￿0, we have
￿C =
b0￿
￿0￿
;
where ￿ is a 2M column vector of ones. Note that b ￿C can be calculated by the 2SLS ￿t of b b on ￿
using b ￿ as an instrument.
3.2 Continuous regressor, no aggregate time e⁄ects
When Xt is continuously distributed ￿or, more precisely, when ￿X is continuously distributed in
a neighborhood of zero ￿and no aggregate time e⁄ects are present, then Theorem 2.1 implies that
the average partial e⁄ect ￿ is identi￿ed as
￿ = E
￿
￿￿(X)
￿X
￿
= E
￿
￿￿(X)
￿X
j￿X 6= 0
￿
;
11where
￿t(x) = E[YtjX = x];
￿￿(x) ￿ ￿2(x) ￿ ￿1(x)
= E[￿Y jX = x]:
Given this latter expression and a random sample of size N of observations on (Y1;Y2;X1;X2), a
naive estimator of the APE ￿ would be
~ ￿ ￿
1
N
N X
i=1
￿
￿Yi
￿Xi
￿
=
PN
i=1 1(￿Xi 6= 0)
￿
￿Yi
￿Xi
￿
PN
i=1 1(￿Xi 6= 0)
:
However, if ￿X has a positive density in a neighborhood of zero, this estimator will be inconsis-
tent in general, since ￿Y=￿X will not have ￿nite expectation (unlike ￿(X) =￿￿(X)=￿X; whose
expectation exists by assumption). To ensure quadratic-mean convergence, we consider instead a
"trimmed" estimator of the form
^ ￿ =
PN
i=1 1(j￿Xij > hN)
￿
￿Yi
￿Xi
￿
PN
i=1 1(j￿Xij > hN)
￿ ^ ￿(hN);
where hN is a deterministic bandwidth sequence tending to zero as N tends to in￿nity. (An
alternative consistent estimator would replace the denominator by the sample size N.)
The estimator ^ ￿ ￿which would be consistent for ￿C when X has ￿nite support ￿has asymptotic
properties similar to a standard (uniform) kernel regression estimator for a one-dimensional problem.
In particular, it is straightforward to verify that
V ar(^ ￿) = O
￿
1
NhN
￿
￿ O
￿
1
N
￿
;
so the rate of convergence is necessarily slower than 1=N when hN ! 0: Assuming in addition that
the bias of ^ ￿(h) is geometric in the bandwidth parameter h ￿that is
E
￿
1(j￿Xij > hn)
￿
￿Yi
￿Xi
￿
￿ ￿(Xi)
￿
= E [1(j￿Xij ￿ hn)￿(Xi)] = O(hp
n)
for some p > 0 (typically p = 2) ￿the fastest rate of convergence of ^ ￿ to ￿ in quadratic mean will
be achieved when the bandwidth sequence takes the form
h￿
N = h0 N￿1=(2p+1);
12which yields
^ ￿(h￿
N) ￿ ￿ = Op(N￿p=(2p+1))
￿ Op(N￿1=2):
While the bandwidth sequence h￿
N achieves the fastest rate of convergence for this estimator, the
corresponding asymptotic normal distribution for ^ ￿(h￿
N) will be centered at a bias term involving
the derivative of E[￿(X)j￿X = d] at d = 0: The estimator ^ ￿ will have an asymptotic (normal)
distribution centered at zero if the bandwidth hN converges to zero faster than h￿
N; assuming
hN = o(N￿1=(2p+1));
routine application of Liapunov￿ s CLT for triangular arrays yields the asymptotic distribution for
^ ￿; p
NhN (^ ￿ ￿ ￿)
d ! N(0;￿0￿2
0);
where
￿0 ￿ lim
h#0
Prfj￿Xj ￿ hg
h
is the density of j￿Xj at zero and
￿2
0 ￿ V ar[￿Y j￿X = 0]
= lim
h#0
V ar[￿Y j ￿ h < ￿X < h]:
Assuming p = 2, the asymptotic distribution of ^ ￿ is thus the same as the asymptotic distribution
of a (uniform) kernel regression estimator of E[￿Y j￿X = 0]:
Heuristically, since the sample average of ￿￿(X)=￿X would converge to ￿ at a parametric (
p
N)
rate when ￿X is continuously distributed at zero, the asymptotic precision of ^ ￿ is dominated by
the precision to which E[￿Y j￿X = d] can be estimated in a neighborhood of zero. (Hmmm....)
3.3 Continuous regressor, aggregate time e⁄ect
When aggregate time e⁄ects are present, and the "common trends" condition (Assumption 2.5)
holds, then equation (9) implies that the average partial e⁄ect ￿ is identi￿ed as
￿ = E
￿
￿￿(X) ￿ ￿
￿X
￿
= E
￿
￿￿(X) ￿ ￿
￿X
j￿X 6= 0
￿
;
where now
￿ ￿ E[￿Y j￿X = 0]:
13If ￿ were known, a straightforward modi￿cation of the estimator proposed in the preceding section
would be
￿ ￿ =
PN
i=1 1(j￿Xij > hN)
￿
￿Yi￿￿
￿Xi
￿
PN
i=1 1(j￿Xij > hN)
;
which would inherit the large sample properties of ^ ￿ above.
When ￿ is unknown, a natural counterpart to this infeasible estimator ￿ ￿ would be a uniform
kernel estimator of ￿,
^ ￿ ￿
PN
i=1 1(j￿Xij ￿ hN)￿Yi
PN
i=1 1(j￿Xij ￿ hN)
;
whose asymptotic properties are well-known when ￿X is continuously distributed. Indeed, under
standard regularity conditions a normalized version of ^ ￿ has the same asymptotic distribution as ￿ ￿,
p
NhN
￿
^ ￿ ￿ ￿
￿
d ! N(0;￿0￿2
0);
where ￿0 and ￿2
0 are de￿ned above. Furthermore, ￿ ￿ and ^ ￿ will be asymptotically independent, as
the product of their in￿ uence functions will be zero by construction.
Given this estimator of the common trend ￿; a feasible estimator of the APE ￿ would be
^ ￿F =
PN
i=1 1(j￿Xij > hN)
￿
￿Yi￿^ ￿
￿Xi
￿
PN
i=1 1(j￿Xij > hN)
:
Though simple in appearance, derivation of the large-sample properties of ^ ￿F is di¢ cult, as its
rate of convergence depends in a delicate way on the distribution of the regressors X. Writing the
normalized version of ^ ￿F in terms of its infeasible counterpart ￿ ￿ yields
p
NhN (^ ￿F ￿ ￿) =
p
NhN (￿ ￿ ￿ ￿) ￿
p
NhN
￿
^ ￿ ￿ ￿
￿
￿
2
4
PN
i=1 1(j￿Xij > hN)
￿
1
￿Xi
￿
PN
i=1 1(j￿Xij > hN)
3
5:
While the asymptotic behavior of the ￿rst two terms in this decomposition are straightforward, the
rate of convergence of the third term,
^ ￿ ￿
PN
i=1 1(j￿Xij > hN)
￿
1
￿Xi
￿
PN
i=1 1(j￿Xij > hN)
;
will crucially depend upon the behavior of
￿(d) ￿ E [sgnf￿Xg j j￿Xj = d]
for d in a neighborhood of zero.
If, for example, X1 and X2 are exchangeable, so that ￿X is symmetrically distributed about
zero (at least for j￿Xj in a neighborhood of zero), then ￿(d) ￿ 0 and ^ ￿ will converge in probability to
14zero, ensuring the asymptotic equivalence of the feasible estimator ^ ￿F and its infeasible counterpart
￿ ￿. Alternatively, if there is constant positive drift in the distribution of regressors, so that ￿(d) =
￿(0) > 0; then the third term ^ ￿ will diverge, with expectation of O(log(h￿1
N )); which is O(log(N))
if hN = O(N￿r) for some r > 0: In the latter case, the asymptotic distribution of the feasible
estimator ^ ￿F will be dominated by the asymptotic distribution of the estimator ^ ￿ of the common
trend. An intermediate case could have ￿(d) = O(d) in a neighborhood of zero, with the third term
converging in probability to some nonzero limit.
In any event, an asymptotic variance estimator for ^ ￿F can be constructed if consistent estimators
of the density ￿0 and conditional variance ￿2
0 terms appearing in the asymptotic variances of ￿ ￿ and
^ ￿ can be constructed. Under standard regularity conditions, the kernel estimators
^ ￿ ￿
1
2NhN
N X
i=1
1(j￿Xij ￿ hN)
and
^ ￿2 ￿
PN
i=1 1(j￿Xij ￿ hN)
￿
￿Yi ￿ ^ ￿
￿2
PN
i=1 1(j￿Xij ￿ hN)
should converge in probability to ￿0 and ￿2
0; given these estimators, an estimator of the asymptotic
variance of the feasible estimator ^ ￿F can be constructed as
d AV (^ ￿F) =
^ ￿2^ ￿
NhN
￿
1 + ^ ￿
2￿
;
for ^ ￿ the "third term" de￿ned above. This estimator will automatically adapt to divergence of ^ ￿ or
its convergence to a (possibly nonzero) constant in probability.
3.4 Mixed discrete-continuous regressors
In some applications the distribution of the regressors X = (X1;X2) may have mass points at a
￿nite set of values, and will be continuously distributed elsewhere. If there is overlap in the mass
points of X1 and X2; then the distribution of ￿rst di⁄erences ￿X will generally have a mass point
at zero, and will otherwise be continuously distributed in a neighborhood of zero. In this setting,
the average partial e⁄ect ￿ will generally di⁄er from the "changers" counterpart ￿C; due to the
nonzero probability that ￿X = 0; while this mass point simpli￿es estimation of a nonzero common
trend component ￿ (and the conditional variance of ￿Y given ￿X = 0), it complicates estimation
of the APE ￿ because of its distinction from ￿C; which is the implicit estimand of ^ ￿ and ^ ￿F above.
When ￿0 ￿ Prf￿X = 0g > 0, the estimator
~ ￿ ￿
PN
i=1 1(￿Xi = 0) ￿ ￿Yi
PN
i=1 1(￿Xi = 0)
would clearly be a
p
N-consistent and asymptotically normal estimator for ￿; as would be the
15(asymptotically equivalent) estimator ^ ￿; de￿ned in the previous section, under standard regularity
conditions. Using the decomposition for the feasible estimator ^ ￿F of ￿C ￿ E[￿(X)j￿X 6= 0] in the
previous section, it follows that
p
NhN
￿
^ ￿F ￿ ￿C￿
=
p
NhN
￿
￿ ￿ ￿ ￿C￿
+ Op(
p
hN) ￿ Op(log(h￿1
n ))
=
p
NhN
￿
￿ ￿ ￿ ￿C￿
+ op(1);
so that preliminary estimation of the common trend component ￿ will not a⁄ect the asymptotic
distribution of the feasible estimator ^ ￿F: If a consistent estimator ^ ￿(0) of the "non-changers" e⁄ect
￿(0) ￿ E[￿(X) j ￿X = 0]
can be constructed, a corresponding consistent estimator of the APE ￿ = ￿0￿(0)+(1￿￿0)￿C would
be
^ ￿ ￿ ^ ￿^ ￿(0) + (1 ￿ ^ ￿)^ ￿F;
where
^ ￿ ￿
1
N
N X
￿=1
1(j￿Xj ￿ hN)
is a
p
N-consistent estimator for ￿0:
De￿ning
￿(d) ￿ E [￿Y j j￿Xj = d];
the results of section 2 above imply that
￿(0) = lim
h#0
￿(h) ￿ ￿(0)
h
;
thus, estimation of ￿(0) amounts to estimation of a (left) derivative at zero of the conditional mean
of ￿Y given ￿X = d: One such consistent estimator would be the slope coe¢ cient of a local linear
regression of ￿Y on a constant term and ￿X; i.e.,
 
^ ￿(0)
^ ￿(0)
!
= argmin
d;c
n X
i=1
1(j￿Xij ￿ hN) ￿ (￿Yi ￿ d ￿ c￿Xi)2;
with the intercept ^ ￿(0) being an alternative (
p
N-)consistent estimator of the common trend ￿: Since
the rate of convergence of a nonparametric estimator of the derivative of a regression function is
lower than for its level, the rate of convergence the combined estimator ^ ￿ ￿ ^ ￿^ ￿(0)+(1￿^ ￿)^ ￿F of the
APE ￿ will be the same as for ^ ￿(0); and the asymptotic distribution of the latter would dominate
the asymptotic distribution of ^ ￿ in this setting.
164 Extensions
4.1 Quantile partial e⁄ects
Knowledge of each quantile of b(A;Ut); or the quantile partial e⁄ects (QPEs), allows for a complete
characterization of the heterogeneous e⁄ect of exogenous changes in Xt on Yt (cf., Koenker 2005,
Chernozhukov and Hansen 2005, 2006, Imbens and Newey 2006): Formally, the QPE is de￿ned as
￿t (￿) is the ￿th quantile of b(A;Ut): (10)
In this subsection we show that, under an additional conditional ￿ comonotonicity￿assumption on
the random coe¢ cients ￿t (￿) is point identi￿ed for Xt continuous.
Assumption 4.1 (Conditional Comonotonicity) (i) a(A;Ut) = a￿ (Vt;X) and b(A;Ut) =
b￿ (Vt;X) for some scalar random variable Vt (ii) a￿ (vt;x) and a￿ (vt;x) are strictly increasing in
vt; (iii) Xt 2 X ￿ R+:
Assumption 4.1 imposes a strong form of conditional dependence across the random coe¢ cients;
the nature of which may be unrealistic in certain economic settings (Heckman, Smith and Clements
1997). Consider two individuals with a common history X = x. Individual one has a ￿xed e⁄ect of
A = a and a time-varying disturbance of Ut = ut. The corresponding values for the second individual
are a0 and u0
t. Assumption 4.1 implies that if a(a;ut) > a(a0;u0
t), then b(a;ut) > b(a0;u0
t): This
implies, that within subpopulations of units with a common history, the period-speci￿c rank-order
of absolute and comparative advantage is the same (cf., Jouini and Napp 2004). Chernozhukov and
Hansen (2005, 2006) require a similar rank invariance assumption for their instrumental variables
quantile treatment e⁄ects model (cf. Doksum 1974).
Let F￿1
Y1 (￿jx) = inf fy1 2 R : FY1 (￿jx) ￿ ￿g and F￿1
Y2 (￿jx) = inf fy2 2 R : FY2 (￿jx) ￿ ￿g give
the ￿th quantiles of Y1 and Y2 in the subpopulation with history X = x: Under Assumption 4.1 we
have (cf., Koenker 2005, pp. 59 - 62).
F￿1
Y1 (￿jx) = F￿1
a;1 (￿jx) + F￿1
b;1 (￿jx)x1
F￿1
Y2 (￿jx) = F￿1
a;2 (￿jx) + F￿1
b;2 (￿jx)x2;
where Fa;t (￿jx) and Fb;t (￿jx) are the conditional distribution functions of a(A;Ut) and b(A;Ut).
Marginal stationarity further implies that Fa;1 (￿jx) = Fa;2 (￿jx) and Fb;1 (￿jx) = Fb;2 (￿jx): Impos-
ing these restrictions and solving for F￿1
b (￿jx) gives (assuming x2 6= x1):
F￿1
b (￿jx) =
F￿1
Y2 (￿jx) ￿ F￿1
Y1 (￿jx)
x2 ￿ x1
:
Since F￿1
b (￿jx) is identi￿ed for all ￿ and x (using limits for x such that x1 = x2), Fb (bjx) is
also identi￿ed. We can therefore identify ￿t (￿) = ￿ (￿) by averaging Fb (bjx) over the marginal
distribution of X to get Fb (b) and then inverting the resulting distribution function.
17Note that integrating over ￿ gives
Z
F￿1
b (￿jx)d￿ =
Z F￿1
Y2 (￿jx) ￿ F￿1
Y1 (￿jx)
x2 ￿ x1
d￿
=
E[Y2jx] ￿ E[Y1jx]
x2 ￿ x1
= ￿ (x):
To incorporate aggregate time trends whilst still identifying QPEs requires a modi￿cation of
Assumption 2.5 above.
Assumption 4.2 (Common Quantile Trends) F￿1
a2;t (￿jx) ￿ F￿1
a1;t (￿jx) = ￿ (￿):
Under Assumption 4.2 a result analogous to the mean case above with F￿1
b (￿jx) identi￿ed by
F￿1
b (￿jx) =
F￿1
Y2 (￿jx) ￿ F￿1
Y1 (￿jx) ￿ F￿1
Y2 (￿jx0) ￿ F￿1
Y1 (￿jx0)
x2 ￿ x1
;
for x0 such that x0
1 = x0
2:
4.2 Endogenous regressors
In empirical work applications of ￿rst di⁄erencing is often combined with the method of two stage
least squares. Di⁄erencing eliminates time-invariant correlated heterogeneity while ￿ instrumenting￿
deals with any remaining contemporaneous endogeneity. Wooldridge (2002, pp. 307 - 324) provides
a textbook introduction to this method as well as several empirical examples. Murtazashvili and
Wooldridge (2008) provide conditions under which the ￿xed e⁄ects instrumental variables (FE-IV)
is consistent for the APE when the true model takes a CRC form. Alonji and Matzkin (2001) study
the identifying power of exchangeability a triangular panel data model.
As above, we work with a structural outcome equation of
Yt = a(A;Ut) + b(A;Ut)Xt:
However now we allow for the possibility of additional, contemporaneous, endogeneity. The ￿rst
stage or selection equation is given by
Xt = gt (W;Vt); (11)
where gt (￿) is strictly monotone (normalized to be increasing) in its third argument. In this model
endogeneity of Xt manifests itself in two ways: correlation between Xt and A and Vt and Ut:
Our ￿rst assumption is independence of Vt and W :
Assumption 4.3 (Independence):
Vt ? W; t = 1;2:
18As is well known, the mean independence version of Assumption 4.3 rules out Vt a⁄ecting
future realizations of Wt or vice versa (Chamberlain 1984). One way to motivate (4.3) is through a
correlated random e⁄ects model. Assume that
Xt = e g (Wt;B + V ￿
t );
where B is a time-invariant e⁄ect, e g (￿) is increasing in its second argument and V ￿
t is independent
of W. If we assume that B = ￿(W) + B￿ with B￿ independent of W (i.e., a correlated random
e⁄ect), then we get (4.3) with Vt = B￿+ V ￿
t and gt (W;Vt) = e g (Wt;￿(W) + Vt): If e g (Wt;B + V ￿
t ) =
￿ (W)+B +V ￿
t we have the nonparametric panel data model with additive heterogeneity analyzed
by Porter (1996) and Das (2003). Under Assumption 4.3 Vt is identi￿ed by Xt ￿ E[XtjW].
Our next identifying assumption is marginal stationarity of (Ut;Vt):
Assumption 4.4 (Marginal Stationarity): (i)
(Ut;Vt)jW;A
D = (Us;Vs)jW;A; t 6= s:
(ii) the distribution of (Ut;Vt) given W and A is non-degenerate for all (W;A) 2 W ￿ A.
Let ￿t (w;vt) = E[b(A;Ut)jW = w;Vt = vt] be the average partial e⁄ect in the subpopulation
of individuals with the instrument history W = w and ￿rst-stage cost shock Vt = vt: Under As-
sumptions 4.3 and 4.4 we have the following Proposition.
Proposition 4.1 Under Assumptions 2.1, 4.3 and 4.4 ￿1 (w;v1) = ￿2 (w;v1) = ￿ (w;v1) is just
identi￿ed by the ratio
￿ (w;v1) =
E[Y2jW = w;V2 = v1] ￿ E[Y1jW = w;V1 = v1]
x2 ￿ x1
(12)
xt = gt (w;v1) for t = 1;2 and all v1 2 V1 and w 2 fw : w 2 W; w1 6= w2g.
Proof. Under Assumption 2.1 we have and the one-to-one mapping from Xt to Vt conditional on
W implied by (11) we have
E[YtjW;Xt] = E[a(A;Ut)jW;Xt] + E[b(A;Ut)jW;Xt]Xt
= E[a(A;Ut)jW;Vt] + E[b(A;Ut)jW;Vt]Xt
= ￿t (W;Vt) + ￿t (W;Vt)Xt
for ￿t (W;Vt) = E[a(A;Ut)jW;Vt] and ￿t (W;Vt) = E[b(A;Ut)jW;Vt]: Iterated expectations (which
is allowable by part (ii) of Assumption 4.4), marginal stationarity and time-invariance of A give
￿t (W;Vt) = E[E[a(A;Ut)jW;A;Vt]jW;Vt] = E
h
e b(W;A;Vt)
￿ ￿
￿W;Vt
i
= ￿ (W;Vt);
19for e b(W;A;Vt) = E[b(A;Ut)jW;A;Vt]: This gives ￿1 (w;v1) = ￿2 (w;v1) = ￿ (w;v1); a similar
calculation gives ￿t (A;Vt) = E[a(A;Ut)jA;Vt] = ￿(A;Vt). Consider two subpopulations de￿ned
by their values of W = (W0
1;W0
2)
0 and V = (V 0
1;V 0
2)
0. In the ￿rst sub-population W = w;V1 =
v1;V2 = v2; while in the second W = w0;V1 = v0
1;V2 = v0
2: Assume that w = w0 with w1 6= w2 and
v1 = v0
2: From the structural outcome equation we have
E[Y2jW = w;V2 = v1] ￿ E[Y1jW = w;V1 = v1] = ￿ (w;v1)fg2 (w;v1) ￿ g1 (w;v1)g:
And from the selection equation we have
x1 ￿ x2 = g2 (w;v1) ￿ g1 (w;v1):
The ratio of these two di⁄erences gives (12). That ￿ (w;v1) is just-identi￿ed follows directly from
its de￿nition as a conditional expectation function, linearity of Yt in a(A;Ut) and b(A;Ut); and
just-identi￿cation of E[Y1jW;Vt] and E[Y2jW;Vt]:
4.2.1 Estimation with endogenous regressors
We propose to estimate ￿ (w;v1) by
b ￿ (w;v1) = argmin
b
 
N
2
!￿1 N￿1 X
i=1
N X
j=i+1
Kh(Wi ￿ w;Wj ￿ w; b V1i ￿ v1; b V2j ￿ v1)
￿ [(Y1i ￿ Y2j) ￿ b(X1i ￿ X2j)]
2 ;
where b V1i and b V2i are the residuals associated with the nonparametric regression ￿ts of X1 and X2
on W:
This estimator is related to the one ￿rst proposed by Powell (1987, 2001). In closed form we
have
b ￿ (w;v1) =
PN￿1
i=1
PN
j=i+1 Kh(Wi ￿ w;Wj ￿ w; b V1i ￿ v1; b V2j ￿ v1)(X1i ￿ X2j)(Y1i ￿ Y2j)
PN￿1
i=1
PN
j=i+1 Kh(Wi ￿ w;Wj ￿ w; b V1i ￿ v1; b V2j ￿ v1)(X1i ￿ X2j)
2 :
We can then estimate the APE by the sample average
b ￿ =
1
N
N X
i=1
b ￿(Wi; b V1i):
To get the LAR we use the partial mean (Newey 1994b).
b ￿ (xt) =
PN
i=1 Kh (Xit ￿ xt)￿(Wi;Xit ￿ b E[XtjWi])
PN
i=1 Kh (Xit ￿ xt)
:
204.3 Multiple regressors and time periods
[To be completed]
5 Conclusion
[To be completed]
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