Hoffman, A.J., On simple combinatorial optimization problems, Discrete Mathematics 106/107 (1992) 285-289.
Introduction
Two of the best known, conceptually simple and computationally easy combinatorial optimization problems are: to find the shortest path from a node s to a node t in a directed graph with nonnegative edge lengths; and to find a minimum spanning tree in a graph (more generally, a minimum rooted spanning arborescence in a directed graph). We announce a general theorem which includes as special cases the well-known algorithms for solving these problems. The theorem will alo include as special cases the algorithm for finding a maximum flow in a series parallel graph [4] , an optimum coloring of an interval graph, and all the algorithms for the problems described in the opening sections of [3] . For a survey of related material, see [2] .
Sequentially greedy matrices
Let A be a (0,l) matrix with m rows and n columns for which each column has at least one 1. We consider, for a given b 2 0, the problem max C xi: x 2 0, Ax<b (2.1)
The sequentially greedy (SG) algorithm for solving (2.1) can be informally summarized as follows. Let bjo) = mu{&: akI = l}. Set Xl = b+). Subtract XI from all bk such that akr = 1. Delete from A row i(1) and all columns j such that ai(l),j = 1. Proceed inductively. This process will produce a set of chosen columns e = {j(l) = 1, j(2), . . . , j(k)} and chosen rows I? = {i(l), i (2) is solved by 'Northwest Corner' greediness, because of (2.5a).
