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ABSTRACT 
Currently, reliability assessment methods have been developed to accommodate 
distribution systems. These methods can compute a customer's reliability based on the 
system topology and component characteristics. The reliability assessment gives the utility an 
idea of where the problem areas are in a system. However, most of these methods lack a 
detailed representation of distribution substations, modeling only a small part of the 
substation, such as a transformer, or a transformer and a breaker. They fail to represent the 
rest of the substation like the switchgear and bus topology configurations. Without modeling 
the entire substation, the reliability calculation will suffer in accuracy and could give 
engineers misleading results. In addition, most reliability assessment methods do not take 
into account the degradation of component failure rates. The failure rates or hazard rates are 
treated as constant under exponential recovery models. The historical field data collected by 
utilities in the recent past has shown the contrary. Most power system components including 
lines, transformers, capacitors and protection equipment, exhibit failure rates that change 
with time. New component failure rates need to be integrated into the reliability models to 
resemble these time-varying effects. The objective of this research is to develop a reliability 
assessment method, which is relevant to all distribution substation configurations for a 
typical utility's system. The new method will account for the degradation of component 
failure rates and give a detailed representation of substation equipment. In addition, the 
interruption impact to the customers will be assessed to determine the influence of time-
dependent failure rates. 
1 
1. GENERAL INTRODUCTION 
1.1 Reliability Overview 
With the introduction of deregulation into the electric energy industry, many utilities are 
finding that reliability is a very important issue [ 1]. Deregulation has changed the energy 
market from a business where there was once very little competition into one with an 
increasing amount of competition. With the introduction of competition to the industry, 
utilities are at risk of losing customers if they cannot provide them with a high level of 
reliable service. In addition, federal and state regulatory agencies have implemented 
performance based rates which will penalize utilities that do not maintain a certain level of 
reliability [1]. 
Most residential customers are not severely affected by interruptions to their power 
supply. They may be inconvenienced by having to reset their digital clocks and going 
without power during severe storm events. However, commercial and industrial customers 
can lose thousands and even millions of dollars in the event of a power outage. It is therefore 
essential that these customers have an extremely reliable power supply. 
Commercial and industrial customers are affected in different ways depending on the 
type of product or service they provide. Some of the ways in which different businesses can 
incur tangible costs include: computer crashes, ruined processes, scrapped product, spoiled 
food and overtime pay [ 1]. As a result companies will have lost production and lost sales of 
their products. 
The cost of interruption will vary depending on the type of customer, geographic 
location, time of the interruption, day of the week and whether they are given an advanced 
warning. The demand usually decreases during the early morning hours and most customers 
are not functioning and as a result they would not incur many losses due to an outage during 
this time. However, most industrial customers operate 24 hours a day and 7 days a week. 
Consequently those customers need an incredibly reliable power supply 24 hours a day and 
365 days a year. 
The impact of an interruption to the customer will also depend on whether the customer 
has a backup generator or alternative supply sources. Many companies that require a high 
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reliable service will have alternative power supplies and/or generators to reduce the chances 
of an outage. The duration of an outage is also an important issue. Short interruptions can 
cause computer crashes, ruined processes and broken equipment while longer outages can 
result in lost production and ruined inventory [1]. 
In order for utilities to maintain a sufficient level of reliability or improve the reliability, 
they need to make improvements to the system. If the utility is going to make improvements 
they need to find the most vulnerable or sensitive areas where reliability can be impacted 
significantly. The utilities' engineers have tools at there disposal for analyzing system 
reliability. These tools will indicate places in the system with high reliability and the areas 
that need improvement. 
There are a range of possible places to make improvements from generation to the 
transmission or distribution system. According to Brown, "since distribution systems account 
for 90% of all customer reliability problems, improving distribution reliability is the key to 
improving customer reliability" [ 1]. With this in mind, distribution system reliability is the 
main focus of this research. 
When examining the causes of distribution system outages there are number of different 
sources of the failures. From weather related events to overloading, the possibilities are 
many. One of these causes, aging, has been recognized to be a significant cause of 
component failure and in affect system failure. Although aging has been shown to increase 
the likelihood of failure to components, failure rates have traditionally been treated as 
constant. While this may be a useful approximation, it may not entirely capture all of the 
effects and result in an accurate component model. In order to improve the accuracy of 
component failure modeling, a method for incorporating aging into failure rates has been 
identified and is demonstrated in the works that follow. 
Because the distribution infrastructure is so extensive, it cannot be easily modified to 
improve customer reliability. Therefore, a possible alternative is modifying the distribution 
substation topology. In order to improve the reliability of the substation design, engineers 
need to know what changes could be made to the layout that would improve reliability the 
most. To find the most reliable designs, a substation reliability assessment can be performed 
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to figure out the best topologies for the available budget. Improving substation reliability will 
improve the downstream customers' reliability. 
1.2 Review of Previous Work 
A number of professionals have made advances in the proposed topics of distribution 
system reliability assessment. Among these are Wang and Billinton who have used time-
varying weight factors to model failure rates with the effects of weather related events [10]. 
Asgarpoor and Mathine use a lognormal distribution to represent the down time of 
components [11]. Billinton has also developed a Monte Carlo simulation method to 
determine transmission substation reliability [2]. Brown and Taylor have demonstrated an 
analytical method for determining the reliability of substation configurations [4]. 
Using historical data from the utilities these people were able to develop models for the 
behavior of the distribution system. There have been many different methods created to 
evaluate the reliability of distribution systems [ 11-16]. The different methods of reliability 
assessment can be categorized into two types, analytical and Monte Carlo Simulations. 
Among the analytical methods are Markov modeling, Failure Modes and Effects Analysis, 
Fault Tree Analysis and more. There are different methods of Monte Carlo simulations as 
well, most of which are categorized by whether or not they are time-sequential and the type 
of sampling performed. 
1.3 Research Objective 
The goal of this research is to develop a tailor-made reliability assessment method that is 
relevant to all distribution substation configurations. The reliability assessment tool will 
have more realistic component failure rates that incorporate the time-varying nature due to 
component aging and other factors such as maintenance and component break-in. The 
method will give a more detailed representation of the substation equipment in order to get a 
more accurate account of the reliability of the system. In addition, the idea of decoupling the 
substation analysis from the rest of the system reliability assessment will be explored. The 
method is applied to a practical distribution system exploring different substation topologies 
adopted by a utility. 
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1.4 Organization of the Thesis 
The thesis is divided into four main chapters. Chapter 2 gives a basic introduction of 
Monte Carlo simulation theory. Chapter 3 describes a method for decoupled substation 
reliability assessment [18]. Time-varying failure rates are incorporated into a Monte Carlo 
simulation and demonstrated in Chapter 4 [ 19]. Chapter 5 gives a summary and conclusion of 
the research performed along with potential ideas for future work. Finally references and an 
appendix conclude the thesis. 
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2. MONTE CARLO RELIABILITY ASSESSMENT 
To determine the reliability of a distribution system there are different reliability 
assessment methods. These methods usually fall under two categories, analytical and Monte 
Carlo simulations. In order to measure the reliability for a distribution system, reliability 
indices are found using either of these two reliability assessment techniques. The two 
reliability assessment methods differ based on the way they determine the reliability indices. 
Analytical methods model system responses to contingencies and determine the impact the 
contingency has on each of the components in the system [ 1]. The impact of the contingency 
is weighted by its probability of occurrence and the expected annual reliability for each 
component is obtained by summing the individual contributions of each of the contingencies. 
A Monte Carlo simulation uses a random number generator to model stochastic event 
occurrences [ 1]. While both methods have advantages and disadvantages, the Monte Carlo 
simulation has the most benefits to meet the objectives of this research. 
2.1 Random Number Generation 
At the core of a Monte Carlo simulation is the random number generator. The random 
number generator must produce a uniform distribution of random numbers in order for the 
simulation to be successful. There are different types of random number generators, but the 
most common is the congruential generator. The congruential random number generator 
generates a uniform distribution of random numbers between zero and one. The numbers are 
generated based on the following relationship: 
Xi+I =(A. xi+ c)modB (2.1) 
u. =xi 
I B 
; Uniform Random Number, 0 ~ U < 1 
where A is a non-negative integer called the multiplier, B is a non-negative integer called the 
modulus and C is a non-negative integer called the increment [1]. The seed, x0 , is also a non-
negative integer which provides an initial starting point for the random number generator. 
The choice of A, B and C can have a significant impact on the statistical results of the 
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random numbers generated. The following method for choosing these parameters, developed 
by D. E. Knuth, will produce desirable results for the random numbers [2]: 
1. B = 2k where k equals the integer word length of the computer 
2. A(mod 8) = 5 · _!!_<A<B-JB 
' 100 
3. C is an odd number given by: C z }__}_.J3 z 0.21132 
B 2 6 
Using these governing factors, the parameters are determined for the random number 
generator. Once the random number generator is established, a failure history can be created 
for the components in the system. 
2.2 Probability Distribution of Random Variables 
In order to establish the failure history of the components, the probability distribution 
must be determined. Most studies use an exponential probability distribution to model the 
failure of components. However, the distribution depends on the random number being 
generated and the history of the components for a particular utility. Other common 
distributions used besides exponential include normal, lognormal, gamma, Weibull and 
Raleigh [9]. When performing the Monte Carlo simulation, random numbers are generated 
for the time to fail (TTF), time to repair (TTR) and time to switch (TTS). Each of these 
random numbers may follow different distributions. 
The random number generated by the congruential random number generator has to be 
converted from the uniform distribution to the desired probability distribution. Using the 
inverse transform method, the random number is mapped from the uniform distribution to the 
distribution of choice. The transformation involves setting the uniform random number equal 
to the chosen cumulative distribution function and solving for the new random number. The 
inverse transform method is demonstrated with an exponential distribution as follows [1]: 
U = 1-exp(-A ·Re) 
R = ln(l-U) 
e -A. 
(2.2) 
where A is the failure rate, switching rate or repair rate of the component, U is the uniformly 
distributed random number and Re is the exponentially distributed random number. By using 
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this method, the TTF and other random numbers can be generated following any distribution 
and a failure history can be created. 
2.3 State Duration Sampling 
The history of component failures is collaborated for the Monte Carlo simulation using a 
state duration sampling technique. The state duration sampling method is based on the 
different states a component can occupy and the transition from state to state. A 
chronological history is composed based on the component occupation of these states. The 
initial state of each component is generally assumed to be the up state or the operating state. 
From the operating state, the time to fail (TTF) is randomly generated for each of the 
components. 
In order to create a chronological history of the system, the events or states are evaluated 
in the order in which they happen. So when the TTF is generated for all of the components, 
the component with the minimum TTF is analyzed first. From the TTF state, the time to 
switch (TTS) or time to repair (TTR) state is generated next depending on the type of 
component. If the component has a two-state component model where it is either operating or 
failed, the TTR would be generated next. If the component has a three-state component 
model, the TTS is generated next. The random time to fail, time to repair or time to switch is 
generated by [2]: 
T = ln(l-U) 
-..l 
(2.3) 
where U is the uniform random number between zero and one, A. is the failure rate, repair rate 
or the switching rate depending on the random time that is being generated. This equation is 
based on an exponential distribution and is found using the inverse transform method 
described earlier. Each component operating history is compiled using the process of 
generating random operating and failure times. An example component timeline is shown in 
Figure 2.1. Note there is two possible states for this type of component, the up state, or 
operating state and the down state, or failed state. 
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TI'F TI'F 
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---+: :+--- ---+: :+---
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UP 
I I I I 
DOWN 
Figure 2.1: Component Operating History 
Based on the component operating histories, the load points are analyzed to determine 
which ones are affected by the component failures. The customers downstream from the 
failed component are all affected by the failure and will have an outage for the same duration 
unless an alternative source can supply power in less time. Each component failure will 
therefore result in an outage to the component and all of the downstream customers, as well 
as all of the upstream customers until the nearest protection device are reached. The outage 
duration will be equal to the time to repair the component or the time to switch the alternative 
supply. If the upstream protection device fails, the next upstream protection device must 
operate to isolate the fault. If this occurs, the outage will result in additional affected 
customers. 
In the event of a momentary interruption, which is defined as an outage lasting less than 5 
minutes [1], the reclosing device will open and reclose within a certain time delay. If the fault 
is only temporary, it will be cleared when the reclosing device operates and the customers 
will only incur a momentary interruption. If the fault is permanent, the reclosing device will 
open again and either an auto-sectionalizing switch or fuse will activate to isolate the faulted 
section of the feeder. Many times faults are only temporary in nature and can be cleared by 
reclosing operations. In fact, 50-80% of all faults are temporary in nature [1]. 
2.4 Reliability Indices 
The history of component operating and outage states is chronologically built using the 
method described above. At the end of a year's simulation, the outages and outage time are 
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accumulated for all of the load points for the year. The values of the average load point 
indices are determined for the year based on the outages and the outage duration. These 
indices are mainly the average load point failure rate, /.., (failures per year), the average 
outage duration, r (hours per outage), and the average annual outage duration, U (hours per 
year). The system indices can then be computed for the year based on these load point 
indices. The year's indices are then combined with the sample years' indices to get the 
average system indices. 
Reliability indices are a means to measure the reliability in a certain area of the system. 
The system indices are usually determined for each feeder or substation or even an entire 
territory. The indices provide a way of finding the weak or strong areas in a system. If there 
are high system reliability indices in an area, then a utility knows they will need to make 
improvements there in order to sustain customer satisfaction. For distribution systems there 
are twelve commonly used system reliability indices. A comprehensive explanation of 
several of the main system indices are given in the appendix. 
2.5 Convergence Criteria 
The Monte Carlo simulation is performed for a long period of time until the results 
converge. The simulation can be performed for a predetermined number of years or it can be 
simulated until the mean of all results converges to a stable value. If the latter method is 
used, typically a confidence interval is used to determine the stopping criteria for the 
simulation. A confidence interval will stop the simulation when the standard error of the 
mean value of the indices is within a certain limit. The confidence interval is characterized by 
the following relationship. If x is the value of the mean of a random sample of size n from a 
normal population with the known variance er, then: 
_ a _ a 
X - Za/2 • .,{,;, < µ < X + Za/2 • .,{,;, (2.4) 
is a (l-a)100% confidence interval for the mean of the population [3]. Whereµ is the mean 
of the population and Zan is such that the integral of the standard normal density from za.12 to 
oo is equal to al2 [3]. 
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Although the above confidence interval is defined for normal populations, it can be 
applied to non-normal populations. Using the central limit theorem, the confidence interval 
can be adapted to populations that follow distributions other than normal. If the sample size 
of another population is greater than or equal to 30, then the previous confidence interval can 
be used as an approximation. Additionally, the sample standard deviation can be used in 
place of the known population variance cr. 
Using the stopping criteria established above, the mean of the system indices can be 
obtained with a reasonable amount of confidence. Because not all indices can be used as the 
stopping criteria for a simulation, typically the one with the worst convergence speed will be 
chosen. That guarantees that the other indices will be within limits. The confidence interval is 
checked at the end of every simulation period to see if it has been satisfied. According to the 
central limit theorem, the simulation should not be stopped before 30 years. There are 
different ways of stopping the simulation. The simulation could be performed for a 
predetermined number of years, where the confidence level will vary depending on the 
number of years that are simulated. An alternative is running the simulation until a desired 
confidence level has been reached and as a result, the years simulated will vary depending on 
the confidence level. 
2.6 Simulation Algorithm 
The following steps summarize the simulation process for a radial distribution system 
feeder. The flowchart in Figure 2.2 gives a simplified version of the simulation procedure. 
1. Initialize all element states and simulation counter. 
2. Generate a uniformly distributed random number for each element in the system and 
convert it to TTF with the desired probability distribution. 
3. Determine the element with the minimum TTF. 
4. Generate a uniformly distributed random number for the element with the minimum 
TTF and convert it to the TTR with the desired probability distribution. 
5. If switching is possible via an alternative supply, generate a random number and 
convert it into TTS with the desired probability distribution. 
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6. If TTS is less than TTR, determine outage time as the TTS for all customers that can 
be restored by switching. For customers that cannot be restored by switching, outage 
time is the TTR of the failed component. Record the outage and outage duration for 
all affected load points in the feeder. 
7. Generate a new random number for the failed element and convert it to a TTF. 
8. If the simulation time is less than one year, go to step 3, otherwise continue. 
9. Sum the outages and outage duration for each load point in the system for the entire 
year. Then calculate the average value of the load point failure rate and the failure 
duration for each of the load points for the simulation sample years. 
10. Calculate the system indices for the year and calculate the average system indices for 
the simulation sample years. 
11. If the total simulation time has been reached or the convergence criteria are satisfied, 
stop the simulation, otherwise return to step 3 and increment simulation years. 
no 
Generate new TTF 
12 
Initialize 
Generate TIF for each 
component based on failure 
rate and distribution 
Determine component 
with minimum TfF 
Generate TIR and TIS 
Determine effected 
load points 
Compute load point indices 
Calculate system indices 
STOP 
Figure 2.2: Simulation Algorithm 
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3. DECOUPLED SUBSTATION RELIABILITY ASSESSMENT 
3.1 Abstract 
Distribution reliability studies usually involve a detailed model of the substation feeder 
and all of its sub-feeder elements. Load point indices are gathered at each of the customer 
locations and composite system wide indices are found based on all of the load point indices. 
In most of these reliability studies there is little detail given to the substation. Often times the 
substation is either represented by a transformer and a breaker or just a breaker. Typical 
substation outage events can contribute up to 20% of customer interruptions [1]. Therefore, it 
is important to have a detailed model of the substation included in distribution reliability 
studies to get accurate results. Including a detailed substation model in distribution reliability 
studies can greatly increase the size and complexity of the entire system model. One possible 
solution to this problem is to separate the substation reliability assessment from the 
distribution feeder reliability analysis. This would allow the use of specialized tools on the 
substation reliability analysis, while keeping the size and complexity down. It would also 
allow the use of existing software available for the distribution reliability analysis. In many 
companies the same substation arrangement is used multiple times throughout their system, 
so they would only need to model the substations once. 
3.2 Introduction 
An important issue in today's deregulated utility environment is reliability. Customers 
demand a high level of service and desire the lowest possible cost. In order for utilities to 
remain competitive, they need to maintain this high level of reliability while keeping the 
capital cost down. 
Reliability is important on all levels from generation down to the customer's service. 
When utilities are deciding how to budget appropriately for future projects from a reliability 
perspective, they need to know where the most vulnerable areas are and how they can impact 
customer reliability the most. 
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It seems the easiest way to improve the reliability is by starting with a clean slate, and 
designing new infrastructure that is much more reliable than the old depreciating system. Due 
to capital cost of building new facilities and budget constraints,· it is not however a realistic 
solution to build new infrastructure. The existing infrastructure must therefore be modified to 
improve its reliability and performance. 
Whether building new or modifying existing, the reliability of the system needs to be 
evaluated to decide where improvements can be made. This can be done at all levels; 
generation, transmission or distribution. One place where changes can be easily implemented 
is substations. 
Substation reliability can greatly impact distribution system reliability. If there is a failure 
at the substation level the downstream customers will be affected. If the substation's 
reliability is improved, the customers that are fed by the substation will have a higher 
reliability. So it seems that substations could be a possible place to impact a large number of 
customer's reliability. 
When evaluating the substation's reliability, many times it is included in a composite 
system reliability assessment. This can greatly increase the complexity of the problem. One 
possible alternative to including the substation in the distribution system reliability analysis is 
decoupling it from the rest of the system. This would allow greater detail to be given to the 
substation reliability analysis while keeping the complexity of the entire system evaluation 
down. Evaluating the distribution system reliability is relatively straightforward and can be 
done with a number of different commercially available programs. However, substation 
reliability assessment is slightly more complex. 
When the substation reliability assessment is decoupled from the system reliability 
assessment, the results of the sub-transmission reliability assessment are used as input for the 
distribution substation analysis. The results from the substation analysis are then used as 
input for the primary feeder analysis. Mainly the failure rate and the mean time to repair are 
used in an equivalent substation model as input to the primary feeder analysis. This method 
of decoupling the two analyses is demonstrated on two substations and shows that the loss in 
accuracy is minimal and will have little effect on the reliability of the distribution system. 
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3.3 Substation Reliability 
3.3.1 Substation Arrangements 
There are various types of distribution substation arrangements ranging from very simple 
to complex. A single utility may have a number of different types of substations in their 
service territory. The variety of substations can make it challenging for an engineer to 
incorporate the substation arrangement into the distribution system reliability assessment. If 
the substation analysis is decoupled from the rest of the distribution system analysis, the 
process of analyzing the reliability could become much more efficient and easier for the 
utility engineers. The engineers could model each of the different substation arrangements in 
their system and reuse them for distribution feeders that have common substation 
arrangements. 
Unlike distribution feeder topology, most substation arrangements are not radial in 
design. In addition, substations have more complex switching schemes than the distribution 
feeder. This makes the substation reliability assessment more challenging than the primary 
feeder reliability assessment. It also makes it more difficult to use the same software for both 
distribution feeder and substation reliability analyses. 
There are different possible methods for evaluating distribution substation and feeder 
reliability. The different methods vary in complexity depending on the detail given to the 
system. The results of each of these different methods will change depending on whether an 
analytical technique is used or a Monte Carlo simulation is performed. Regardless of the 
method used, decoupling the substation from the rest of the distribution system should be a 
possibility. 
Most utilities have a variety of substation ages in their system. Some substations may be 
very new with automation incorporated into their design and the latest technology. Other 
substations may be relatively old without automated switching and mechanical relays still in 
use. These substations require crews to be dispatched for switching when a failure occurs. 
Because of this variety in substation design for any given utility, software for determining 
substation reliability should be able to accommodate different design types including 
automated or manual designs. 
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Two substations are analyzed in the simulation, one reasonably simple design and one 
slightly more complex design. The first substation, shown in Figure 3.1, is a single-bus 
design supplied by two sub-transmission lines, each of which feed a step down transformer 
[6]. The transformers are protected by high-voltage circuit breakers with high-voltage 
disconnect switches on each side of the substation. The high-voltage side of the substation is 
connected by a normally open tie switch which is used in case of a sub-transmission line 
failure. On the low-voltage side of the transformers, there are draw-out breakers to protect 
the low side of the substation. The low-voltage buses of the substation are connected by a 
normally open tie breaker to improve the reliability for transformer and breaker failures. 
T Sub-Transmission T 
Figure 3.1: Single-Bus Substation Topology 
The author assumes that the components on each side of the substation are capable of 
handling the full capacity of the four feeders for the duration of the longest component 
failure. For some utilities that may not be the case, the one side may only be capable of 
supplying its load and part of the other side's load for a certain period of time. This may 
cause the reliability of this substation to be slightly more optimistic than in reality. 
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In addition to being different in design, the single-bus substation is also less expensive 
than the more complex substation. This is due to the reduced number of components and in 
particular the number of breakers. The reliability of the single-bus substation will be different 
depending on whether the substation is automated. If the substation is automated, most of the 
outages will be very short in duration. If the substation is not automated, the shortest outage 
to either side of the substation will be the time required for a crew to be dispatched to 
perform the necessary switching. The high-voltage tie switch and the low-voltage tie breaker, 
make the design of this substation more reliable because they offer alternative paths in the 
event of component failures. 
In the case where the substation is automated, the switches can be automatically tripped 
upon a sub-transmission line failure and the power can be transferred to the de-energized 
transformer from the remaining sub-transmission line. If a transformer fails, the high and 
low-voltage breakers would trip and the normally open tie breaker would automatically be 
closed to transfer power to the de-energized side. 
The second substation analyzed in the simulation is a double-bus double-breaker design 
and is shown in Figure 3.2 [6]. This type of design has a higher level of reliability, but is also 
more expensive to build. The substation is supplied by two sub-transmission lines which feed 
through two transformers with high-voltage circuit breaker protection. There are two buses in 
this substation arrangement. The primary feeders can be supplied from either of the two 
buses. The main bus is energized during normal operation and the spare bus is used during 
maintenance and emergency situations. If a fault occurs on the normal low-voltage bus, the 
low-voltage transformer breakers will operate, de-energizing the bus. The normally closed 
primary feeder breakers linked with the normal bus are then manually opened by a crew. 
Subsequently the supply is transferred to the spare bus by closing the alternate low-voltage 
transformer breakers and the corresponding primary feeder breakers. Service is interrupted 
for the time it takes to perform all of the manual switching. 
The arrangement also allows for alternate paths in case of primary feeder breaker failure 
or low side transformer breaker failure and maintenance. In some substations, these manual 
operations may be automated and can be performed much faster. Because all of the low-
voltage breakers are the draw-out type, the breakers can be transferred from one side to the 
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other when switching from the normal bus to the spare bus. The double-bus double-breaker 
substation design allows for flexibility in case of outages or maintenance. 
l 
Sub-Transmission 
l 
Normal 
Spare 
Feeders 
Figure 3.2: Double-Bus Double-Breaker Substation Topology 
3.3.2 Substation Input 
When analyzing substation reliability there are different possible starting and ending 
points to choose from. Some methods may include the sub-transmission failures whereas 
others may start from the high-voltage disconnect switches. Some substation reliability 
assessment techniques may include the feeder breaker and others may end at the low-voltage 
bus-bar. The starting and stopping points depend on the method being used and the 
philosophy of the utility performing the analysis. For this substation analysis the sub-
transmission failures are included and the reliability indices are determined at the point of 
feeder connection, on the load side of the feeder breaker. 
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The component reliability data used in the analysis is taken from references [1], [2]. 
Table 3.1 shows the typical distribution substation parameters for the different components. 
The table includes: the passive failure rate (Ap), the active failure rate (Aa), the mean time to 
repair (MTTR), and the mean time to switch (MTTS). The mean time to switch is given for a 
system without automation. The time given is for a crew to be dispatched to perform the 
necessary switching. The active failure rate is a short circuit failure rate whereas the passive 
failure rate is an open circuit failure rate. Note in the table, the passive failure rate is the same 
as the active failure rate. This may not always be the case, but for the simulation it is 
assumed that they are the same. This component reliability data is used in both types of 
substation simulations. 
T bl 3 1 C a e omponent R r bT D e rn 11ty ata 
Description A.a Ar MTTR MTTS 
(/yr) (/yr) (hours) (hours) 
Sub-transmission 0.105 -- 8 1 
Transformer 0.040 -- 40 1 
Circuit Breakers 0.010 0.010 12 1 
Disconnect Switches 0.010 0.010 4 1 
Bus Sections 0.010 -- 4 --
3.4 Methodology 
To examine the decoupling effect a Monte Carlo simulation method is used for the 
substation reliability assessment. The time-sequential simulation uses a state duration 
sampling technique to create an artificial failure history of the substation up and down times. 
The load point indices are determined at the feeder connection points on the load side of the 
feeder breaker. Each feeder connection point is simulated separately. Because the substations 
used in the simulation are symmetric, each of the feeder connection points has the same level 
of reliability. 
Failures during scheduled maintenance are not considered in the simulation. This 
however would be an important thing to consider in an overall reliability assessment. 
Maintenance activities have been shown to have a significant impact on reliability of the 
system [4]. The representation of maintenance activities can be included in several ways. 
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One method is to include maintenance at prescheduled intervals throughout the simulation. 
Alternatively, maintenance can be included by using the scheduled maintenance frequency 
Am and the mean time to maintain MTTM, for each component. In this case, a separate 
random variable would need to be generated for the time to next maintenance TTNM, and 
another for the time to maintain TTM. These two random variables would be determined by 
using Equation 2.3 with inputs of scheduled maintenance frequency Am and the mean time to 
maintain MTTM. In the same fashion that the failure history is created, the maintenance 
history can be created. 
There are different ways of handling the non-radial topology of the substation in a 
reliability assessment. One method used in this study is a minimal cut set. A minimal cut set 
is a set of system components such that if all the components fail, system failure results, but 
if any one component has not failed, no system failure results [9]. The reliability assessment 
method developed consists of dividing the substation arrangement into minimal cut sets. 
3.4.1 Component Modeling 
Most substation arrangements consist of two types of components. The first type of 
component can cause a direct outage to a particular feeder in the substation. The second type 
of component can cause an indirect failure to a particular feeder. This type of component 
usually requires that another component fails before it will cause a direct outage of a certain 
feeder. A whole section of the substation may have components such that if any one of the 
components fails, there will be an outage to the feeder. These sections will cause a direct 
outage to a particular feeder. A substation may also have a section or sections where a 
component failure will not cause a direct failure to a particular feeder, but if another 
component fails in a different section of the substation, then the feeder will also fail. 
In the simulation, four different modeling types for the components in the substation are 
considered. The first model type, shown in Figure 3.3, is a two-state component model [2]. 
This type of model is used mainly for bus-sections. When the component fails, the feeder is 
out of service until the component is repaired or replaced. Switching will not restore power 
back to the feeder. 
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Figure 3 .3: Component Model 1 
The second model type, shown in Figure 3.4, is a three-state component model [2]. This 
type of model is used mainly for transformers, lines and cables. When the component fails, 
the feeder is out for a certain period of time until switching occurs, either by automated 
switching or manual switching by crews, after which the feeder is re-energized. The 
component is then repaired or replaced and brought back into service. 
Repair 
u "' ,_ D 
Failure 
~Ir 
Switching 
s 
Figure 3.4: Component Model 2 
The third type of component model is for protection devices and switching devices. It is a 
three-state model, but the components have two kinds of failures. The first type of failure is 
due to a short circuit, which is called an active failure [2]. The active failure will cause the 
protection devices to operate in order to break the fault current. If this type of failure occurs, 
the feeder is out until switching occurs, the same as the second model type. The second kind 
of failure is due to an open circuit failure, such as a normally closed circuit breaker false 
opening and is called a passive failure [2]. For this kind of failure, the feeder is re-energized 
after the component is repaired or replaced, similar to the first model type. Figure 3.5 shows 
the different states of the third component model. 
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Figure 3.5: Component Model 3 
The fourth type of model is similar to the third model, except that there is switching to re-
energize the feeder after an open circuit failure of a component. This model is also for 
protection and switching devices. It is for substation arrangements where it may be possible 
to do some switching to regain energy to the feeder even if there is an open circuit failure to a 
component. The fourth model shown in Figure 3.6, allows switching after a passive failure. 
The time to switch in some cases may be less than the repair time of the component. 
Passive 
Failure 
-~-
Repair 
Lo u .... D 
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Active 
Failure 
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s 
Figure 3.6: Component Model 4 
The failure times, switching times and the repair times are all assumed to be 
exponentially distributed in the analysis. The time to active failure (TTFa), time to passive 
failure (TTFp), time to switch (TTS) and the time to repair (TTR) are all obtained using the 
inverse transform method and are given below: 
1 
1TF =--lnU 
a A a 
a 
(3.1) 
1 
ITF =--lnU 
P IL P 
p 
(3.2) 
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1 
ITS =--lnUs 
µSW 
1 
TTR=--· lnU, 
µ, 
(3.3) 
(3.4) 
where Ua, Up, Us, and Ur are four independent, uniformly distributed random numbers 
between zero and one [2]. The active failure rate (Aa), and passive failure rate (Ap) are as 
given in Table 1 above. The switching rate (µsw) and the repair rate (µr) are the reciprocal of 
the mean time to switch (MTTS) and the mean time to repair (MTTR). 
By randomly sampling the different states of the components, a chronological failure 
history is created for the substation. If the component is the third or fourth model type, the 
time the component remains in the up state is the minimum of the active and passive failure 
times. If switching is possible, the down time of the component is the combination of the 
TTS and the TTR. 
3.4.2 Load Point Indices 
The reliability indices are calculated at the point of feeder connection. For most 
substations that point would be the low-voltage bus, but some substation configurations 
connect to the feeders at a different point than the bus. The five main indices that are found 
for the feeders of the substation are the availability (A), unavailability (U), average failure 
rate (A), repair time (r), and the outage frequency (f). The following equations are used to 
determine each of the different indices for the feeders: 
A= i=l 
N 
(3.5) 
L(Tu;+Td;) 
i=l 
u = i=l 
N 
(3.6) 
L (T,,; +Td;) 
i=l 
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r=-i-=I __ 
N 
N 
f=-N----
L(Tu;+Tdi) 
i=l 
(3.7) 
(3.8) 
(3.9) 
where N is the number of outages associated with a feeder connection point, T ui is the ith 
operating duration associated with a feeder connection point and T di is the ith outage duration 
associated with the feeder connection point [2]. 
After the reliability indices are determined for the substation, they can be used as input to 
the distribution feeder reliability assessment for the decoupled case. The main input values 
are the average failure rate 'A and the average repair time r, for the feeder connection point. 
3.4.3 Simulation Algorithm for Substation 
The following algorithm summarizes the procedure for the substation reliability 
assessment using the Monte Carlo simulation method described earlier. 
1. Divide substation components into segments or cut sets. Components in a segment 
will have the same outcome if any one of the components in the segment fails. 
a. Segment Type 1 - Failure of any component in the segment causes a direct 
outage to the feeder. 
b. Segment Type 2 - Failure of any component in the segment will only cause an 
outage to the feeder if another component in a related segment fails. There 
may be more than one related segment or co-segment. 
2. Using the component failure rate 'A and mean time to repair MTTR, generate TTF and 
TTR for each component in the substation. 
a. If the component is a circuit breaker or disconnect switch, generate both TTFa 
and TTFp. The TTF will be the minimum of the two. 
b. If switching is possible, use mean time to switch MTTS, to generate TTS. 
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3. Using TTF and TTR, create timeline of up and down times for all components. 
a. Up time is equal to TTF and down time is equal to TTR. 
b. Where switching is possible, down time will be TTS+ TTR. 
4. Identify all failure events within year increment time span and evaluate m 
chronological order. 
5. For the earliest failure event, determine the segment type. Based on segment type, 
determine if there is a direct outage to the feeder. 
6. If segment is of type one, determine if switching is possible. If switching is possible, 
feeder outage time will be equal to the TTS, otherwise outage time is equal to TTR. 
7. If segment is of type two, determine if there are overlapping failures with its related 
segment. If so, feeder outage time is equal to the overlapping down time of the two 
segments. 
8. If the year simulation is complete, sum all outages and outage durations for the 
feeder, otherwise return to step 5. 
9. Determine average load point indices A, U, A, rand f for the feeder for the simulation 
sample years. 
10. If the total simulation years have been reached or convergence is met, stop, otherwise 
return to step 4. 
3.4.4 Substation Simulation Results. 
Using the methodology described previously, each- of the substations is simulated to 
determine their reliability. Table 3.2 summarizes the outcome of the two simulations. The 
table includes the failure rate 'A, in failures per year, the unavailability U, in minutes per year, 
the repair time r, in hours and the availability A, of the substation as a percentage. 
Table 3.2: Substation Results without Automation 
Description Feeder Outages 
'A u r A 
(/yr) (min/yr) (hrs) (%) 
Substation 1 0.220 19.549 1.478 99.9963 
Substation 2 0.033 8.8157 4.452 99.9983 
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The results of the simulation show that the second substation is more reliable. It has both 
a higher availability and a lower failure rate. The annual unavailability is less than half of the 
first substation. The reliability of the first substation could be greatly increased by 
implementing automation. Automation would also show an improvement in the performance 
of the second substation. The simulation included the primary feeder circuit breakers in the 
analysis of the substation. 
The two substations are simulated again, this time with automation implemented at the 
substations. The switching time is assumed to take 10 minutes. A dispatcher at the control 
center can remotely perform switching with an automated substation. In some cases the 
dispatcher may be able to switch much faster than 10 minutes. The results for the two 
substations are shown below in Table 3.3. 
Table 3.3: Substation Results with Automation 
Description Feeder Outages 
A. u r A 
(/yr) (min/yr) (hrs) (%) 
Substation 1 0.2205 9.8900 0.7475 99.9981 
Substation 2 0.0330 3.6718 1.8545 99.9993 
With the implementation of automation, the reliability of both substations improved 
significantly. While the average failure rate .did ~ot improve, the annual unavailability, as 
well as the average repair time improved substantially. For both substations the unavailability 
and the average repair times are reduced by more than half. Given that the mean time to 
switch for the automated case is 10 minutes, the results of the simulation may be somewhat 
conservative. Realistically, the time to switch for an automated substation may be much 
faster than 10 minutes. If a faster switching time is used, the automated substation would 
likely see even further improvement in the unavailability and average repair time. The results 
of the simulation are an indication that automation can significantly improve the reliability of 
a substation. Although automation cannot prevent outages from occurring, it can reduce the 
duration of the outages that do occur. 
27 
3.5 Distribution System Analysis 
3.5.1 Combined System Analysis 
The distribution test system that is used in the analysis is taken from reference [8]. The 
11-kV, four feeder test system is supplied from a 33-kV sub-transmission system. The 
feeders contain fuses on the lateral sections and auto-sectionalizing switches on the main 
feeder trunks. The fuses and auto-sectionalizers are assumed to operate with 100% reliability. 
The feeder breaker has reclosing capability and is coordinated with the automatic 
sectionalizers. It is assumed that there is no alternative supply link to the feeders and all of 
the lines are considered to be overhead. The reliability data for the lines and all other feeder 
components are shown in Table 3.4. 
T bl 3 4 F d C a e .. ee er omponent R r bT D e rn 11ty ata 
Description A.a MTTR MTTS 
(/yr) (hours) (hours) 
Lines 0.065/km 5 1 
Transformers 0.015 10 1 
Circuit Breakers 0.010 4 1 
The composition of the feeders includes a total of 1908 customers and a total connected 
load of 12.291 MW. There are 643 customers on the first feeder with a total connected load 
of 3.645 MW. The second feeder has only 2 customers with 2.15 MW of load. The third 
feeder has 632 customers with a total connected load of 3.106 MW. The fourth feeder has 
622 customers and a total connected load of 3.39 MW. Customer types range from residential 
to commercial to industrial. 
The layout of the distribution test system used in the analysis is shown in Figure 3.7. 
There are four feeders in the 11-kV distribution system. The different load points in the test 
system are given in Table 3.5. The table gives the customer type, connected kV A and number 
of customers for each load point. 
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T bl 3 5 T S a e .. est ,ystem L dP. oa omts 
Feeder Load Points Load/Point Number of Customer Type 
(kW) Customers/Point 
1 1-3 535 210 Residential 
1 4-5 566 1 Institution 
1 6-7 454 10 Commercial 
2 8 1000 1 Industrial 
2 9 1150 1 Industrial 
3 10-11 535 210 Residential 
3 12 450 200 Residential 
3 13-14 566 1 Institution 
3 15 454 10 Commercial 
4 16 454 10 Commercial 
4 17-19 450 200 Residential 
4 20-21 566 1 Institution 
4 22 454 10 Commercial 
Each of the feeders is first simulated separately with the substation and feeder as a 
combined system. Table 3.6 shows the results for the first substation and Table 3.7 shows the 
corresponding results for the second substation. The tables give four of the main system 
indices, SAIFI, SAIDI, CAIDI, and ASAI for each of the feeders. After simulating each of 
the feeders, the combined system reliability indices for the substation with all of the feeders 
is determined. The results f<?.~ __ !he ~2_!11Pi!!_e~ ~isyi_J.?ution system analysis are shown in Table 
3.8 for both types of substation topologies without automation. 
Table 3.6: Combined Model with Substation 1 
Description Feeder Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Feeder 1 0.3494 0.9801 2.8050 0.999888 
Feeder 2 0.3583 . '. 1.1231 3.1347 0.999872 
Feeder 3 0.3829 1.1396 2,9760 0.999870 
Feeder4 0.3695 1.1299 3.0580 0.999871 
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Table 3.7: Combined Model with Substation 2 
Description Feeder Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Feeder 1 0.1619 0.8012 4.9494 0.999909 
Feeder 2 0.1708 0.9443 5.5295 0.999892 
Feeder 3 0.1954 0.9608 4.9166 0.999890 
Feeder4 0.1819 0.9510 5.2265 0.999891 
T bl 3 8 C b" d S a e .. om me >ystem Md 1 o e 
Description System Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) - (hrs/yrJ- '1hrSTtnt:) (pu) 
Substation 1 0.3691 1.1487 3.1119 0.999869 
Substation 2 0.1816 0.9698 5.3403 0.999889 
3.5.2 Decoupled System Analysis 
The substation and feeder are then simulated separately, using the substation reliability 
results as input for the primary feeder analysis. The results of the substation analysis are 
collaborated in an equivalent substation model for the feeder reliability assessment. Table 3;9 
shows the results of the decoupled system simulation for each feeder with substation 1 as the 
input and Table 3.10 shows the results for each feeder with substation 2 as the input. The 
results are comparable to the results for the combined substation/feeder model. However, the 
results of feeder 2 show some differences in the two analyses. The reason for the difference 
could be due to the size of feeder 2, but needs further exploration. 
The entire system reliability is then simulated for the two different substations decoupled 
from the feeders and the results are summarized in Table 3.11. The results of the system 
analysis for the decoupled case are nearly the same as the results for the combined system 
analysis. By comparing the results in Tables 3.8 and 3.11, it can be seen that there is very 
little difference in the results of the two separate methods. 
The results indicate that decoupling the substation reliability assessment from the feeder 
reliability assessment may be a practical and efficient way to determine the reliability of a 
distribution system. However, this method may not be accurate for determining the reliability 
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of individual feeder reliability. As the results show, there are some differences between the 
decoupled and the combined analyses for the individual feeder reliability. When determining 
the reliability of the entire system, the decoupled method seems to be very accurate when 
compared with the combined system analysis. 
T bl 3 9 D a e ldMdl "hSb ecoup e 0 e wit u station 1 
Description Feeder Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Feeder 1 0.3534 1.0007 2.8317 0.999886 
Feeder 2 0.3568 0.9553 2.6775 0.999891 
Feeder 3 0.3873 1.1620 3.0001 0.999867 
Feeder4 0.3660 1.0689 2.9204 0.999878 
T bl 3 10 D a e ldMdl "hSb ecoup e o e wit u station 2 
Description Feeder Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Feeder 1 0.1606 0.7664 4.9078 0.999910 
Feeder 2 0.1680 0.9202 5.4769 0.999895 
Feeder 3 0.1938 0.9726 5.0179 0.999889 
Feeder4 0.1789 0.8915 4.9813 0.999898 
T bl 3 11 D a e . ldS t Mdl ecoupe .ysem o e 
Description System Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Substation 1 0.3625 1.1285 3.1128 0.999871 
Substation 2 0.1851 0.9909 5.3543 0.999887 
3.5.3 Equivalent Substation Models 
There are several possibilities for the equivalent model of the substation used in the 
distribution reliability assessment. The equivalent models range from a source per substation, 
source per bus to a source per feeder [4]. In Figure 3.8, three possible equivalent substation 
models are shown [4]. While each of these equivalent models may have their application 
depending on the type of substation topology, the source per feeder may be the best 
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representation for any type of substation. Therefore, the method used in the simulation is a 
source per feeder equivalent model. The feeder breaker is included in the substation analysis 
and the primary feeder analysis. However, failures of the feeder breaker are not included in 
the primary feeder analysis. The breaker failures are accounted for in the substation analysis, 
but only the breaker operation is represented in the feeder analysis. 
source per substation source per bus source per feeder 
Fl F2 F3 F4 Fl F2 F3 F4 Fl F2 F3 F4 
Figure 3.8: Equivalent Substation Models 
3.6 Conclusion 
A method for determining substation reliability based on a Monte Carlo simulation 
technique has been established. The contribution of substation reliability to the rest of the 
distribution system reliability is largely dependent on the substation configuration. Also of 
importance is automation of the substation. The inclusion of automation significantly 
improves the reliability of the substation. 
The results of the simulations show that a decoupled distribution substation reliability 
analysis gives results that are nearly the same as a composite distribution reliability 
assessment. However, the decoupling method may be more suitable for determining the 
entire system reliability than the individual feeder reliability. There are several benefits of 
splitting the two analyses and then combining them for an entire distribution system 
assessment. 
One benefit is that it allows greater detail to be given to each of the analyses and in 
particular, the substation analysis. Because of the greater complexity of the substation 
analysis, it creates difficulty when the two have to be combined. The process takes more time 
and as a result the utility would need to spend more money in determining the reliability of 
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their system. By decoupling the analysis, the substations would also only need to be modeled 
once, further saving time of the utility engineers. 
Similar work found in reference [3] shows that the same results can be concluded using 
an analytical method for determining the reliability of the substation and distribution system. 
The approach taken by this work is of a time-sequential Monte Carlo simulation. 
4. IMPA 
4.1 Abstract 
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OF TIME-VARYING FAILURE RATES ON DISTRIBUTION 
RELIABILITY 
In most distribution reliability studies, failure rates are treated as constant under 
exponential recovery models. However, most failure rates have been shown to change with 
the age of the components. The goal of this study is to examine the impact of components 
with time-varying failure rates on distribution reliability. A distribution reliability assessment 
using time-varying failure rates will be compared with one using constant failure rates. A 
Monte Carlo simulation will be performed to capture the effects of the changing failure rates 
on distribution system reliability. Emphasis will be on modeling time-varying failure and 
repair rates of components to realize a practical approach for a given distribution system 
reliability assessment. 
4.2 Introduction 
The collection of historical information on component failures is somewhat limited for 
most utilities, but has been given a certain amount of attention in recent years. It has been 
recognized that it is important to keep track of failure information to obtain an accurate 
estimate of current and future reliability. Using the historical performance of components in 
service, an estimate of the average failure rate can be computed. 
Failures are dependent on a number of different factors including component type, size, 
design, as well as geographical location and weather events. There is no guarantee that a 
component will fail according to the history of similar components. Time to failure (TTF) is 
a random variable and so a component failure is a completely random event. As such, the 
time when a component actually fails can not be fully predicted. Therefore, the failure rate is 
merely an approximation of the actual failure. 
Traditionally, failure rates have been treated as constant in most reliability studies. A 
constant failure rate means that the time to failure (TTF) will have an exponential distribution 
[10]. It seems that constant failure rates are a reasonable approximation to the actual failure 
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of the components. However, utilities' experience has shown that most components follow a 
certain pattern in their life cycle. This pattern is not one of constant failure rates, but of time-
varying failure rates. 
Typically, components will have a reasonably high failure rate following installation due 
to the possibility of manufacturing defects or damage caused by delivery or installation. This 
phase of a component's life is usually called the break-in period or infant mortality period 
[1]. After some time the failure rate usually decreases and settles to a nearly constant value 
during the functional period of the component's life. When the component draws near the 
end of its functional life, the failure rate tends to increase and the probability of failure gets 
higher and higher until the component eventually fails or is replaced. This stage in the 
component's life is normally called the wear-out period [1]. A failure cycle of a component 
that follows this pattern is shown in Figure 4.1 and is known as a bath tub curve [1]. 
1 
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Figure 4.1: Bathtub Curve 
Although the bathtub curve may accurately represent the break-in and aging of most 
components in a system, it may not apply to all components. If maintenance activities are 
considered in the historical performance of a component, the failure curve can take on a saw-
tooth shape [1]. This change in shape is due to an increased failure rate caused by aging, until 
the component is maintained. Following the maintenance activity, the failure rate will 
decrease quickly to a nearly constant value and remain there during the functional time of the 
component. The failure rate then starts to increase again until the next repair activity. This 
36 
pattern repeats for the entire life of the component until it eventually fails or is replaced. An 
example of a saw-tooth failure curve is shown in Figure 4.2. 
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Figure 4.2: Saw-tooth Failure Pattern 
Some studies have been performed using models without exponential distributions. One 
such study, detailed in reference [11], uses a lognormal distribution to represent the down 
times of components. Other common distributions include Gamma, Normal, Lognormal, and 
the Weibull distribution [5], [15]. Some of these distributions are more appropriate for 
modeling repair and switching times. In most cases, exponentially distributed models are 
assumed for the time to failure. 
When considering time-varying failures, analytical methods are not as easily adapted to 
handle the time-varying effects. Therefore, Monte Carlo simulations seem more fit in 
analyzing the behavior of the system. A time-sequential Monte Carlo simulation can be used 
to demonstrate the effect of time-varying failure rates in a distribution reliability assessment. 
4.3 Time-Varying Effects 
4.3.1 Component Aging 
The aging pattern of components depends on a number of different factors including the 
type of component, geographical location and operating characteristics. Different 
components follow different aging patterns. Transformers may survive 50 years whereas 
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circuit breakers may only last 30 years due to mechanical stress caused by switching. 
Location will also have an impact on a component's aging. Equipment located near the 
coasts may deteriorate faster due to salt and storms whereas equipment located inland may 
have a longer lifetime, but may be susceptible to other types of climatic stress. In addition, 
the manufacturer of a particular component may have an affect on its useful life. 
Using the different characteristics discussed above along with the historical performance 
of the components, a utility can get an accurate estimate of the failure pattern. Maintenance 
activities can also be incorporated into the failure pattern of the components. The failure 
patterns shown in Figures 4.1 and 4.2 are just an example of what actual ones might look like 
for a component. The utility's historical performance may show that a transformer is 5 times 
more likely to fail in its first year of operation due to infant mortality and IO times as likely 
to fail after 30 years of operation as a result of aging. 
4.3.2 Repair Rates 
Due to aging and other factors, failure rates have been shown to change with time. Just as 
failure rates vary with time, so can repair rates. Traditionally repair rates have been treated as 
constant, and as a result the time to repair (TTR) follows an exponential distribution. 
Alternatively, some studies have modeled repairs with a Weibull distribution [2]. While 
repairs may follow different distributions depending on the utility, the time-varying affect of 
the repair rate can be modeled with a repair scaling factor. 
There are different factors which can affect the rate at which components are repaired. 
Utilities may not have the resources to adequately cover all of the component failures in their 
service territory. Crews may be tied up performing new construction or repairing other failed 
components. Weather conditions can cause repair rates to increase due to the increase in 
failures in the area. At different times of the day, crew response to outages may take longer. 
If the outage occurs at 2:00 in the morning, it will take longer for crews to respond than for 
an outage at 2:00 in the afternoon. Also outages during the weekend can take longer because 
linemen may have the weekend off. At different times of the year, repair may take longer due 
to seasonal changes that make it harder for the crews to perform their work. Time-varying 
repair models therefore have to be developed to fit the needs of different utilities depending 
on their geographic location, system resources and weather patterns. 
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4.3.3 Scaling Factors 
In order to incorporate a change in the failure pattern into the reliability assessment, a 
time-varying scaling factor can be used. Wang and Billinton use time-varying weight factors 
to model failure rates to weather related events [10]. The same concept can be extended to 
the aging of components and is demonstrated in the following. 
The scaling factor is a function of time, varying throughout the life of each component. 
The scaling factor can be constant for a year long increments, increasing or decreasing from 
year to year. The scaling factor could also vary throughout the year linearly, exponentially or 
parametrically. The time-varying failure rate (A.) can be calculated at time t using the scaling 
factor as shown below: 
1(t) = a(t) · Ac (4.1) 
where a(t) is the time-varying scaling factor and A.c is the constant failure rate normally used 
for the component [10]. 
Typically, failure rates are constant with an exponential probability distribution as 
described earlier in the paper. In order to include the time-varying effects of aging and the 
break-in period of the equipment, the normally constant failure rate can be increased or 
decreased by the scaling factor. The scaling factor is dependent on the age of the component 
and would follow a pattern similar to the bathtub curve discussed before or it could follow a 
different historical pattern unique to a particular utility. 
If the concept is demonstrated by using the bathtub failure curve, the scaling pattern 
would have the following characteristics. The scaling factor (a) is at a maximum when the 
component is put into service. It then decreases exponentially until the end of the break-in 
period where it diminishes to a scaling factor of one. The scaling factor during the break-in 
period follows: 
a(t) = Koe-ffr 
/3 = lnK0 
tBI 
(4.2) 
(4.3) 
where Ko is the maximum scaling factor, "tis the age of the component and tBI is the break-in 
time of the component. 
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The scaling factor remains constant at a value of one during the useful life of the 
component. When the component reaches the wear-out period, the scaling factor begins to 
increase exponentially according to: 
a(t)= Kerr 
K = e-r<ti-two) 
ln amax r=---
two 
(4.4) 
(4.5) 
(4.6) 
where tL is the estimated useful life of the component, <Xmax is the maximum value of the 
scaling factor and two is the wear-out time of the component. 
In order to model the effects of varying repair times on the repair rates of components, a 
time-varying scaling factor can be adopted to fit the different patterns. The time-varying 
repair rate is modeled as follows: 
µ(t) = J!:.£_ 
a(t) 
(4.7) 
where a(t) is the scaling factor and µc; is the normally constant repair rate associated with the 
component. The repair rate µc; is the inverse of the mean time to repair (MTTR) [l]. 
Multiple scaling factors can be used to incorporate the effects of different system 
conditions on the repair rate. A scaling factor aw(t), modeling the effects of weather can be 
added to change the repair rate. The hourly, daily and seasonal patterns can also be 
incorporated into the repair rate by using the scaling factors Clct(t), <lh(t) and Cls(t) to obtain the 
following modified repair rate [2]. 
(4.8) 
Each of these time-varying repair scaling factors could be included separately to see the 
individual effects. Additionally, all of the scaling factors can be included to see the resulting 
effects on the reliability. 
4.3.4 Simulation Algorithm for Time-Varying Effects 
1. Initialize all element states and simulation counter. 
40 
2. Generate a uniformly distributed random number for each element in the system and 
convert it to the TTF with the desired probability distribution. Using the time-varying 
scaling factors for each element, update the TTF. 
3. Determine the element with the minimum TTF. 
4. If the TTF is within the simulation year, continue. Otherwise go to step 10. 
5. Generate a uniformly distributed random number for the failed element and convert it 
to the TTR with the desired probability distribution. Using the time-varying scaling 
factor, update the TTR. 
6. If switching is possible via an alternative supply, generate a random number and 
convert it into TTS with the desired probability distribution. 
7. If TTS is less than TTR, determine outage time as the TTS for all customers that can 
be restored by switching. For customers that cannot be restored by switching, outage 
time is the TTR of the failed component. Record the outage and outage duration for 
all affected load points in the feeder. 
8. Generate a new random number for the failed element and convert it to a TTF. 
Update the TTF by considering the time-varying scaling factor. 
9. If the year simulation is complete, sum all outages and outage durations for each load 
point in the system, otherwise return to step 3. 
10. Calculate the average value of the load point indices A, U, 'A, rand f for the feeder for 
the simulation sample years. 
11. Calculate the system indices for the year and calculate the average system indices for 
the simulation sample years. 
12. If the total simulation years have been reached or convergence is met, stop, otherwise 
return to step 3. 
4.4 Time-Sequential Simulation 
4.4.1 Approach 
A time-sequential Monte Carlo simulation is performed in the analysis to realize the 
effects of time-varying failure rates and time-varying repair rates. Using the time-varying 
scaling factor, the failure rate is updated and the time to fail (TTF) is modified by the 
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changing failure rate. In a similar fashion, the repair rate is updated by the time-varying 
scaling factor and as a result the time to repair (TTR) is modified. Three simulations are 
performed to examine the effects of the time-varying failure rates. A fourth simulation is 
performed to determine the effects of time-varying repair rates. 
The first simulation is performed using constant failure rates for all of the components. 
The purpose of this simulation is to give a comparison between its results and a 
corresponding simulation using time-varying failure rates. 
The second simulation is performed using time-varying failure rates with a pattern similar 
to the bathtub curve, given in Figure 4.1, excluding maintenance activities in the analysis. A 
scaling factor with the following characteristics is used to model the bathtub failure pattern. 
The break-in period or the infant mortality period is assumed to last two years, during which 
the failure rate decreases exponentially. Following break-in, the failure rate settles to a 
constant value of one during the functional life of the component. The wear-out period is 
assumed to last two years during which the failure rate increases exponentially, subsequently 
the component either fails or is replaced. The scaling curve used in the simulation with a 
break-in period of 2 years, wear-out period of 2 years, life of 30 years and a maximum 
scaling factor of 10, is shown in Figure 4.3. 
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Figure 4.3: Scaling with Exponential Break-in and Wear-out 
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The reliability results for the second simulation depend on the lifetime of the components 
in the system as well as the length of the break-in and wear-out periods. The maximum value 
of the scaling factor also is important in the outcome of the reliability. 
Another important consideration to take into account is the method of component 
replacement. One possibility is scheduled replacement where the components are replaced 
after they reach the end of their average useful life. This method would result in a large 
number of components being replaced around the same time. However, this may not be a 
practical approach because it would not be possible to replace all of the components at the 
same time. 
A more reasonable approach may be random replacement where a component is replaced 
following a failure after it has surpassed its useful life. However this means that some 
components may not fail until they are well past their normal useful life. One component 
may last until it is 50 years old and another component of the same type may only last until it 
is 32 years old. 
The third simulation includes the effect of regular maintenance on the failure rate of the 
components. The pattern of failures follows a saw-tooth shape as described earlier in the 
paper. The failure rate increases gradually between maintenance activities and decreases 
following maintenance. 
A scaling factor is used to model this failure pattern. Instead of using an exponentially 
changing scaling factor, a constant one is developed to approximate the maintenance effects. 
As the curve in Figure 4.4 shows, the scaling factor remains constant for year long 
increments increasing during the break-in period and wear-out period. In addition, scaling 
increases for the years where maintenance is scheduled. 
Replacement of components is not considered. The scaling pattern shown in Figure 4.4 is 
repeated every 30 years, whereas the components in the first simulation are either replaced 
upon failure or replaced on a regular schedule. 
43 
12 
10 
,_ 
0 8 0 
"' u..
Cl 
6 
c 
"' 4 u 
en 
2 
0 
0 5 10 15 20 25 30 
Component Age (years) 
Figure 4.4: Constant Scaling with Maintenance 
The maintenance curve used in the study is only an example of what an actual 
maintenance curve might look like for a distribution feeder. The curve may look quite 
different depending on the maintenance strategy of the particular utility and the given feeder 
in the service area. Rather than periodic maintenance as is shown in Figure 4.4, the utility 
may operate the components until they fail before performing maintenance. They may also 
have a condition-based maintenance strategy or reliability-centered maintenance strategy, in 
which case the curve would look quite different [ l]. 
There are important characteristics of the curve which would affect the outcome of the 
system reliability including the value of the scaling factor during and near a maintenance 
activity as well as the value of the scaling factor during the break-in and wear-out periods. 
Changing the component replacement method would also have an affect on the outcome of 
the reliability. 
The fourth simulation included the effects of time-varying repair rates. The following 
scaling factor has been developed to demonstrate the change in repair rates for a normal day. 
As the pattern shows in Figure 4.5, the scaling factor is equal to one during the normal 
working hours of the day. The scaling factor then increases during the evening hours and 
increases further during the early morning hours. The reason the evening hours have a shorter 
repair rate than the early morning hours is because the crew members are more likely to be 
awake during the evening than during the early morning hours. If they are awake, it is 
assumed that they will respond to a call faster. 
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Figure 4.5: Hourly Repair Scaling Pattern 
4.4.2 Test System 
Table 4.1 shows the component reliability data that is used in the simulation. Along with 
the normal reliability data, the table also contains the useful life tL of the components along 
with the break-in period tm and the wear-out period two. The average life of a component is 
normally assumed to be 30 years [1]. It should be noted that the break-in and wear-out 
periods given in the table are only estimates. The average break-in period of a component 
may actually be much shorter than 2 years and the average wear-out time may last much 
longer than 2 years. The component reliability data in the table is based on information found 
in reference [l]. These values can fluctuate extensively depending on the characteristics of 
the components and location of the utility. 
T bl 4 1 C a e omponen tR r bTt D t e rn 11 :y aa 
Description 'A MTTR 1L tm two 
(/yr) (hours) (yrs) (yrs) (yrs) 
Lines 0.065/km 5 30 2 2 
Transformers 0.015 10 30 2 2 
Circuit Breakers 0.010 4 30 2 2 
The distribution system described in reference [8] is used in the time-varying failure rate 
and repair rate analysis. The system contains four radial feeders with a variety of customers 
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and load sizes. The substation supplying the feeders has an average failure rate of 0.033 
failures per year and a mean time to repair of 4.452 hours per failure. The distribution feeders 
are all overhead lines with a main breaker/recloser and auto-sectionalizing switches on the 
feeder trunk with fuses on the lateral sections. The author assumes that there are not any 
normally open tie switches to the feeders offering alternative supply and both the auto-
sectionalizing switches and the fuses are 100% reliable. A one-line diagram of the example 
distribution system is given in Figure 3.5 of chapter 3. 
4.4.3 Time-Varying Simulation Results 
Using the time-varying scaling factors m a Monte Carlo simulation, the distribution 
system described previously is simulated for each of the different cases. The results of the 
simulation are shown in Table 4.2. When comparing the first simulation with the constant 
failure rates and the second simulation with the time-varying failure rates, it can be seen that 
the system average interruption frequency index (SAIFI), increases significantly as expected. 
The system average interruption duration index (SAIDI) also increases, which is the result of 
having more outages per year. However, the customer average interruption duration index 
(CAIDI), shows little change. The reason for the insignificant change in the average 
interruption duration is due to the fact that the average repair time has remained the same. If 
a time-varying repair scaling factor is incorporated into the simulation, the value of CAIDI 
should show an increase. 
For the second case shown in the table, there are two different methods employed. Both 
methods are concerned with the replacement of components. In the first method, random 
component replacement is used as described earlier. Implicating that if there are two similar 
components, one may be replaced at the end of its normal useful life and the other 
component may fail 5 or 10 years later. As a result the replacement is a completely random 
event. The second method involves replacing the components when they reach the end of 
their average useful life. Replacement in this case is a scheduled event. The failure pattern of 
the component does not repeat until the component is replaced. For scheduled replacement, 
the failure pattern repeats every 30 years. 
There are some differences in the results of the two separate methods. However, both 
methods show an increase in interruptions and interruption duration over the simulation using 
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constant failure rates. Of the two methods, the first one may most accurately represent what 
occurs in reality. The retirement of a component in a distribution system is most likely a 
random event. 
The third case shown in Table 4.2 are the results for the simulation using the maintenance 
curve shown in Figure 4.4. As the results show, there is an increase in both the frequency of 
outages and the duration of outages per year. There appears to be little difference between the 
results of this simulation and the results of the second case, where replacement is based on 
component failure. 
In the fourth case shown in the table, where time-varying repair rates are considered, 
there is an increase in SAIDI and CAIDI. While the increase is not extremely high, the 
scaling factor is relatively low and it only considered the hourly changes in repair rates. If 
weekly changes as well as weather related changes are included in the analysis, then the 
changes in SAIDI and CAIDI would be much more dramatic. 
T bl 4 2 T a e .. 1me-v arymg R r bTt R lt e n 11y esu s 
Description System Reliability 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Case 1 0.1851 0.9909 5.3543 0.999887 
Case 2 
Method A 0.2980 1.6061 5.3891 0.999817 
Method B 0.1992 1.0501 5.2717 0.999880 
Case 3 0.2553 1.3659 5.3512 0.999844 
Case4 0.1767 1.0317 5.8373 0.999882 
4.4.4 Changing the Failure Pattern 
If the bathtub failure pattern is used to determine the scaling factor and the failure history 
of the components in the system, then changing the different characteristics of the curve will 
have an impact on the reliability of the system. The following explains some of the changes 
that could be made to the characteristics of the failure curve shape. Table 4.3 shows the 
results of these changes to the curve and the affect on the reliability indices. 
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Case A - Base Case: This is the base case using the failure curve in the previous analysis. 
It includes an average component age of 30 years with a break-in and wear-out period both of 
2 years. 
Case B - Increase Break-in Time: From the base case, the break-in period is doubled and 
the system is re-simulated, the outcome of which is shown in the table. As a result, the 
interruption frequency increased as well as the interruption duration per year. 
Case C - Increase Wear-out Time: The time at which the component deteriorates 
significantly and the failure rate increases exponentially. By extending this period of time, 
the component is in an unhealthy state longer than the base case. Because it has a higher 
failure rate during this period, naturally the system failures will increase. 
Case D - Increase Break-in and Wear-out Time: Both the break-in and wear-out times are 
doubled and the system is re-simulated. It should be expected that increasing both the break-
in and wear-out time of the components will result in more outages and decreased reliability 
for the system. 
Case E - Increase Life of Component: For each of the components in the system, an extra 
ten years is added to their average lifetime. As might be expected, the number of outages 
decreased as well as the outage duration per year. 
Case F - Different Ages: One concern is that if the components have different ages at the 
start of the simulation, the results may be different then if they are all the same age. As the 
results show, regardless of the age of the components at the start, the end result will be the 
same. 
T bl 4 3 T V F ·1 a e .. 1me- arymg ai ures M h d 1 et o 
Description Failure Based Component Replacement 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Case A 0.2980 1.6061 5.3891 0.999817 
CaseB 0.3263 1.7579 5.3870 0.999799 
CaseC 0.3053 1.6407 5.3744 0.999813 
CaseD 0.3376 1.8202 5.3915 0.999792 
CaseE 0.2801 1.5184 5.4212 0.999827 
CaseF 0.2980 1.6061 5.3891 0.999817 
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The different changes are also made to the failure curve using the second method of 
scheduled component replacement. The results of the simulation for each of the cases 
involving the second method are shown in Table 4.4. As the results show, there is a similar 
affect on system outages regardless of the component replacement method. 
T bl 4 4 T v a e .. 1me- arymg F ·1 ai ures M h d2 et o 
Description Scheduled Component Replacement 
SAIFI SAIDI CAIDI ASAI 
(/yr) (hrs/yr) (hrs/int) (pu) 
Case A 0.1992 1.0501 5.2717 0.999880 
CaseB 0.2140 1.1333 5.2970 0.999871 
CaseC 0.2122 1.1242 5.2984 0.999872 
CaseD 0.2287 1.2176 5.3243 0.999861 
CaseE 0.1920 1.0189 5.3070 0.999884 
CaseF 0.1992 1.0501 5.2717 0.999880 
The reliability of the system at different points in time will change depending on the state 
of the components. For instance if a particular feeder contains components that are all 
installed at the same time, which is more than likely the case, the reliability of the feeder 
should cycle. If the components are relatively the same age and have similar lifetimes, the 
reliability of the feeder will be reasonably low following the installation of the equipment, 
high during the useful life and very low when the components draw near the end of their 
useful life or wear-out period. 
Keeping track of age and condition of system components is important for a utility. The 
utility may find that every 30 to 40 years they will have very low reliability in an area due to 
the fact that most of the components in a feeder are deteriorating and need to be replaced. 
This could mean that the utility may want to have extra spares on hand for a certain area 
when they know that a large number of the components will be needing replacement. It could 
also mean that a utility may want to look at replacing some of the components before they 
start to fail, if they know they are going to eventually fail in the near future. This pattern of 
wear-out and replacement could have an effect on the planning of the distribution system for 
most utilities. 
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4.5 Interruption Impact 
4.5. 1 Customer Damage Function 
Next, the affect of time-varying failure and repair rates on customer interruption cost is 
examined for the example distribution system. In order to determine the interruption cost to 
different types of customers, customer damage curves are analyzed. The customer damage 
curves were obtained from MidAmerican Energy's system. The cost, in $/kW, is given for 
residential, institutional, industrial and commercial customers at 20 minutes, 1 hour, 4 hour 
and 8 hour interruptions. Forecasting is used to determine the cost for interruptions under 20 
minutes. As the damage functions, shown in Figure 4.6 below indicate, the curves follow a 
linear pattern. The different customer damage functions are labeled in the figure. CCDF is 
the composite customer damage function. Institutions are customers such as government 
facilities, hospitals and schools. As the figure shows, commercial customers have the highest 
damage cost and residential customers have the lowest. 
250 
- 200 :: 
~ -0--- 150 rn 
0 
0 
c 
0 100 ·.;: 
c. 
:J ... ... 
Cl> 50 -.E 
0 
0 100 200 300 400 500 
Failure Duration (minutes) 
Figure 4.6: Customer Damage Functions 
600 
-+- Residential 
-11- Institutions 
~ Industrial 
Commercial 
-.-CCDF 
By linearly fitting the curves, the customer cost can be determined for any time between 
the given values. Observing the pattern of the curves, a linear fit may be a close 
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approximation to the actual customer interruption cost. If a linear fit is used to approximate 
the customer damage functions, the following linear equations represent the interruption cost 
to the different types of customers. 
1. Residential c = 0.0431t-0.0014 
2. Institutions c = 0.1844t + 9.7275 
3. Industrial c = O.l 12t + 13.565 
4. Commercial c = 0.433t + 17.144 
5. CCDF c = 0.1685t + 7.5323 
4.5.2 Interruption Cost and Energy Lost 
Using the customer damage functions along with example system simulated earlier, the 
interruption cost impact can be determined for the customers in the distribution system. For a 
failure j at load point i, the energy not supplied (ENSiJ) and the interruption cost (COSTi1), 
can be determined by the following: 
COST .. =c.. ·L .. 
lj l} l] 
(4.9) 
(4.10) 
where ru is the outage duration including any adjustments due to variable repair rates, Lu is 
the demand at load point i, and cu is the interruption cost for a customer at load point i for an 
outage of duration ru [10]. 
The total energy not supplied at a given load point i and the total interruption cost at the 
same point, for all interruptions during the total simulation period tsT can be determined by: 
N, 
ENSi = L Lu · ru 
}=I 
N, 
cosr; = L cu · Lu 
}=I 
(4.11) 
(4.12) 
where N5 is the total number of failure events affecting load point i for the entire simulation 
time [10]. 
The expected energy not supplied EENSi for load point i, and the expected interruption 
cost ECOSTi are given by the following equations [10]. 
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EENS. = ENSi 
l 
tsT 
(4.13) 
ECOST = COSTi 
l 
tsT 
(4.14) 
The system expected energy not supplied and expected interruption cost can be found by 
summing the individual values at all of the load points. 
The same test system is used for the simulation of the customer damage functions. 
Several simulations are performed to determine the impact of time-varying failure rates and 
repair rates on customer interruption costs. The first simulation is performed using constant 
failure rates and constant repair rates. The second simulation is performed with time-varying 
failure rates similar to case 2, method 1, discussed earlier. The failure rates for this method 
follow a bathtub pattern and replacement is based on component failure. The third simulation 
is performed with the time-varying repair rates. Scaling for the repair rates is due only to 
hourly patterns and no other effects such as weather or seasonal changes. For all of the 
different simulations, the EENS and ECOST are determined both at the individual load 
points and for the entire system. Table 4.5 shows the total EENS and ECOST for each 
simulation. In the table, FR and RR denote failure rate and repair rate. TVFR denotes time-
varying failure rate and TVRR denotes time-varying repair rate. 
Table 4.5: EENS and ECOST 
Description EENS EC OST 
(MWh/yr) (k$/yr) 
Constant FR/RR 13.4046 174.2883 
TVFR 22.4417 289.1581 
TVRR 14.6278 188.0565 
TVFR+TVRR 24.4441 311.4516 
The results summarized in the table show that time-varying failure rates have a 
significant impact on the EENS and ECOST of the system. The time-varying repair rates 
cause the EENS and ECOST to increase slightly, but not as much as the time-varying failure 
rates. Although, the updated repair times only take into account the hourly patterns. If the 
other patterns such as weekly, seasonal and weather related effects are included, the outcome 
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may have been quite different. When both the TVFR and TVRR are included in the 
simulation, there is a dramatic increase in EENS and ECOST. The following curves show 
EENS and ECOST at each of the load points in the system with the inclusion of the time-
varying effects. 
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By examining the curves in Figure 4.7, customers at load points 8 and 9 show the greatest 
increase in EENS, because they are industrial customers with the largest load of all the 
customers in the system. The largest increase in EENS comes from including time-varying 
failure rates. While time-varying repair rates show a slight increase in EENS. 
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Since commercial customers have the worst customer damage function, it makes sense 
that they would have the greatest increase in ECOST as the result of time-varying effects. As 
the curves in Figure 4.8 show, customers at load points 6, 7, 15, 16 and 22 are all commercial 
customers. They show the greatest increase in ECOST due to the introduction of time-
varying effects. Again, time-varying failure rates seem to have the most effect on interruption 
cost to the customer. 
Another important issue when examining the EENS and ECOST of individual load points 
for a particular system is the location of the load point. Load points that are farther 
downstream on a feeder are susceptible to more outages. This is due to the fact that there are 
more upstream components that can fail, creating outages for the downstream customers. 
Therefore, the closer a customer is to the substation, the more reliable their service should be. 
4.6 Conclusion 
The results of the simulations show that time-varying failure rates and time-varying 
repair rates do have an impact on the reliability of the entire distribution system. The failure 
pattern of each of the components is an important issue and one which may vary quite 
differently from utility to utility. The historical information gathered on the failure of the 
components is a key issue if the failure pattern is going to be accurately predicted. At the 
same time patterns in repair times must be recognized. Some possible patterns were 
discussed earlier such as hourly, weekly, seasonal and weather related repair patterns. 
The break-in time, wear-out time and average lifetime of the components are shown to 
have an impact on the reliability of the system as well. Other important issues include 
replacement of aged components and maintenance activities. 
A reasonable approximation to the time-varying failure rate is the mean value of the 
failure rate. However, when additional system conditions are incorporated into the problem, 
such as weather related events, time-varying repair rates and maintenance, the time-varying 
failure rates may result in a more accurate representation of actual system reliability. In 
addition, to get a realistic idea of the cost of interruption to the customer, incorporating the 
time-varying effects is important. 
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5. SUMMARY AND CONCLUSIONS 
5.1 Summary and Conclusions 
Distribution reliability is an important issue and will continue to be an important aspect 
of electric system planning. Without a reliable delivery system, utilities will lose customers 
especially with the introduction of deregulation. While there are many different methods for 
evaluating distribution system reliability, some methods are more adaptable to handling 
complex system states. 
Although aging is not accounted for in most reliability studies, it is an important issue 
and has been shown in this research to have a significant impact on the reliability of a 
system. A time-varying scaling factor approach was presented, which can be incorporated 
into a Monte Carlo simulation. The time-varying scaling approach can be used to model a 
variety of different failure patterns for components. With historical component data, the 
scaling factor can be used to fit most utilities' systems. 
Substations are a vital part of any distribution system. Because of the location of the 
substation with respect to the primary feeders, an outage at the substation will affect all of the 
downstream customers connected to the substation. Therefore, the reliability of the substation 
can impact a large number of customers. By improving the reliability of the substation, the 
utility will improve the reliability of a large amount of customers. Due to the structural 
differences between a radial distribution feeder and the substation, normal distribution 
reliability assessment is not equipped to accommodate both. 
A decoupled substation analysis approach has been demonstrated to assist m the 
reliability assessment of the distribution system. The decoupled approach allows more detail 
to be given to each of the two analyses, but still allows the effects of both to be discovered. 
The decoupled approach enables utility engineers to model commonly used substations once. 
The modeled substation can then be used anywhere its design is present in the entire system. 
This saves engineers time and money because they do not have to remodel the substation 
wherever it is used. 
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5.2 Main Contributions 
The main contributions of the research are as follows: 
• Developing a Monte Carlo simulation approach to accommodate different 
substation arrangements. 
• Assessing the decoupling of the substation reliability analysis from the 
distribution system reliability assessment. 
• Modeling the aging of distribution system components with time-varying scaling 
factors. 
• Assessing customer interruption damages as the result of constant failure rates 
and repair rates as well as time-varying failure rates and repair rates. 
5.3 Directions for Future Research 
This research was directed at including the impact of detailed substation configurations in 
the distribution reliability assessment. The research was also focused on incorporating time-
varying effects of failure rates in the distribution analysis. Other topics that could use some 
attention are summarized below. 
5.3.l Transmission Substations 
The main focus of the research was on distribution substations, but transmission 
substations should be represented as well. Although the configuration of transmission 
substations may be quite different than the distribution substations, the same concepts and 
methodology can be used to determine their reliability. Whereas sub-transmission lines were 
the input to distribution substations, transmission lines and generating plants are the input to 
transmission substations. In addition, transmission substations are fewer in number and have 
more sophisticated equipment than the distribution substations. The same decoupling 
approach can be used with transmission substations. 
5.3.2 Additional Substation Equipment 
While most components of the distribution substation were included in the reliability 
assessment covered by the research, additional components could be included. Some of these 
components include: surge arrestors, current transformers, voltage transformers, bushings 
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and insulators. If more detail is given to the substation, the reliability results will be more 
accurate and closer to actual system performance. 
5.3.3 Predicting Wear-out 
The wear-out time used in the study and simulations is assumed to last two years. While 
this may be a practical assumption in order to demonstrate the application of time-varying 
failure rates, it may not accurately represent most utilities' components. For future research 
considerations, it would be appropriate to determine statically the time point at which the 
wear-out period starts for each component. For example, a transformer can have 30, 40, 50 or 
60 years of useful life time and then starts having a higher failure rate. For a utility planner, it 
would be easier if they could statistically find the starting point of the wear-out period and 
then use time-dependent failure rates in the analysis. 
57 
APPENDIX 
Definitions 
The definitions given in the appendix are found in the current Draft Guide for Electric 
Power Distribution Reliability Indices IEEE P1366/Dl3. 
1. Connected Load: The connected transformer kV A, peak load, or metered demand on 
the circuit or portion of circuit that is interrupted. 
2. Interrupting Device: An interrupting device interrupts the flow of power, usually in 
response to a fault. Restoration of service or disconnection of loads can be 
accomplished by manual, automatic, or motor-operated methods. Some interrupting 
devices include: transmission circuit breakers, feeder breakers, line reclosers, fuses, 
sectionalizers and motor-operated switches. 
3. Interruption: The loss of service to one or more customers connected to the 
distribution portion of the system as the result of one or more component outages. 
4. Interruption Duration: The time period from the initiation of an interruption to a 
customer until service has been restored to that customer. 
5. Lockout: Final operation of a recloser or circuit breaker in an attempt to isolate a 
persistent fault, or to the state where all automatic reclosing has stopped. The current-
carrying contacts of the over-current protection device are locked open under these 
conditions. 
6. Loss of Service: A complete loss of voltage on at least one normally energized 
conductor to one or more customers. 
7. Major Event: An event that exceeds reasonable design and/or operational limits of 
the electric power system. 
8. Major Event Day: A day in which the daily system SAIDI exceeds a threshold 
value, T MED· Activities that occur on major event days should be separately analyzed 
and reported. 
9. Momentary Interruption: A single operation of an interrupting device that results in 
a voltage zero. 
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10. Momentary Interruption Event: An interruption of duration limited to the period 
required to restore service by an interrupting device. Switching operations must be 
completed within a specified time of 5 minutes or less. If a reclosing device operates 
multiple times within 5 minutes of the first operation, then all of the momentary 
interruptions are classified as a momentary interruption event. 
11. Outage: The state of a component when it is not available to perform its intended 
function due to some event directly associated with that component. An outage may 
or may not cause an interruption of service to customers, depending on system 
configuration. 
12. Planned Interruption: Loss of electric power that results when a component is 
deliberately taken out of service at a selected time, usually for the purposes of 
construction, preventative maintenance or repair. If it is possible to avoid the 
interruption, then it is classified as a planned interruption. 
13. Planned Outage: The state of a component when it is not available to perform its 
intended function due to a planned event directly associated with that component. 
14. Sustained Interruption: Any interruption not classified as a part of a momentary 
event, which would be any interruption lasting more than five minutes. 
15. Unplanned Interruption: Interruption caused by an unplanned outage. 
Reliability Indices 
The most common reliability indices used by utilities are SAIDI, SAIFI, CAIDI and ASAI 
[1]. Most of the reliability indices are based on averages of customer reliability that weight 
each customer equally. The following are five of the most common reliability indices used 
for distribution systems as defined in the Draft Guide for Electric Power Distribution 
Reliability Indices IEEE P1366/D13. 
1. SAIFI: System Average Interruption Frequency Index 
The system average interruption frequency index indicates how often the average 
customer experiences a sustained interruption over a predefined period of time for a 
given area in the system. For a fixed number of customers, the only way to improve 
SAIFI is to reduce the number of sustained interruptions [l]. 
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SA/FI= Total Number of Customers Interrupted 
Total Number of Customers Served 
To calculate the value of SAIFI for a given area: 
~N. 
SA/FI= L..J I 
NT 
(Al) 
(A2) 
where Ni is the number of interrupted customers for each interruption event during 
the reporting period and NT is the total number of customers served in the area. 
2. SAIDI: System Average Interruption Duration Index 
System average interruption duration index indicates the total duration of interruption 
for the average customer during a predefined period of time, commonly measured in 
customer minutes or customer hours of interruption. SAIDI can be improved by 
reducing the number of interruptions or the duration of the interruptions [ 1]. 
L Customer Interruption Durations 
SAIDl===:;._~~~~~~~~­
Total Number of Customers Served 
To calculate the value of SAIDI for a given area: 
SAIDI =->_>_iN_; 
NT 
(A3) 
(A4) 
where Ni is the number of interrupted customers for each interruption event during 
the reporting period, NT is the total number of customers served in the area and ri is 
restoration time for each interruption event. 
3. CAIDI: Customer Average Interruption Duration Index 
The customer average interruption duration index represents the average time taken to 
restore service to the customers. CAIDI can be improved by reducing the length of 
interruptions by faster crew response time and repair times. 
L Customer Interruption Durations 
CA/DI= (A5) 
Total Number of Customers Interrupted 
To calculate the value of CAIDI for a given area: 
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SAIDI 
SA/FI 
(A6) 
where Ni is the number of interrupted customers for each interruption event during 
the reporting period, NT is the total number of customers served in the area and ri is 
restoration time for each interruption event. 
4. ASAI: Average Service Availability Index 
ASAI represents the fraction of time that a customer has received power during the 
defined reporting period. Higher ASAI values reflect higher levels of reliability [ 1]. 
ASAI= Customer Hours Service Availability 
Customer Hours Service Demand 
To calculate the value of ASAI for a given area: 
NT ·8760- LriNi 
ASAl=~~~~~~­
NT ·8760 
5. CAIFI: Customer Average Interruption Frequency Index 
(A7) 
(A8) 
CAIFI gives the average frequency of sustained interruptions for those customers 
experiencing interruptions. The customer is counted once no matter how many times 
the have been interrupted. 
CA/FI= Total Number of Customer Interruptions (A9) 
Total Number of Customers Interrupted 
To calculate the value of CAIFI for a given area: 
~N. 
CA/FI= L.J 1 
CN 
(AlO) 
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