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Abstract
This paper presents a completely blind or no-reference metric for estimation of perceived noise in images. This novel metric dubbed
CINEMA (Content Independent Noise Estimation for Multimedia Applications) is completely content unaware and aligns well with
human perception. An HOG-based model is employed for selection of weak textured patches and a wavelet decomposition strategy
is used for detecting and quantifying noise. Experimental results on the LIVE database show that CINEMA achieves consistently
good performance for different noise levels as compared to many of the existing Full Reference and No Reference Image Quality
Assessment (IQA) metrics. We further show how CINEMA can be used to obtain an estimate (σˆ ) of the noise standard deviation
(σ ) with high accuracy. A MATLAB implementation of the model is available at https://sites.google.com/site/blindiqa/cinema.
© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
The abundance of multimedia content with the ushering of digital age has given way to great advancements in
compression and transmission techniques. However, image impairments introduced by such processes have led to a
compromise with perceived quality. Thus, in order to enhance the end user’s quality of experience (QoE), there is a
growing interest to develop objective metrics which can automatically evaluate image quality as perceived by a human
subject.
The notion of quality assessment of digital photographs (images) has numerous facets, particularly if the assessment
is automated through a signal processing algorithm. Since visual acuity is entrenched in human vision, any human
subject can tell the difference between a good quality image and a poor quality image. This is illustrated in Fig. 1
(Bird and Snake), where noise has been added to the original image (Fig. 1a), to construct distorted versions – Fig. 1b
and Fig. 1c. A subjective ranking of these ﬁgures would result in the order (of decreasing quality) as, Quality(a) >
Quality(b) > Quality(c). The snowy white noise pattern is jarring to the human eye and hence the subjective ranking
of (c) is lower than (b). While human cognition and subsequent assessment is purely intuitive, based on several
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Fig. 1. (a) Original undistorted image of bird and snake; (b) Zero-mean gaussian noise added to Fig. 1a and (c) Salt and pepper noise added to
Fig. 1a.
sub-conscious factors, the process of machine-evaluation is considerably difﬁcult. A few of the challenges involved in
image quality assessment1 are listed below:
• The inference mechanisms used by most machine-vision systems to form a quantitative assessment, is built on a
rule-base. Every rule-base is built on premises and assumptions.
• Not having a speciﬁc distortion model in place can deﬂate the rule base, making it fuzzy. On the other hand,
assuming speciﬁc distortion models such as additive noise (as a form of distortion), can make the rule-base too
rigid, leaving little room for variations in the manner in which the distortion is introduced in the photographs.
• Eventually, the deﬁnition (or rather quantiﬁcation) of some machine-based quality measure has to be aligned with
human perceptual evaluation. This makes the problem much more challenging given the diversity of natural and
synthetic images coupled with the diversity in the subjective evaluation of image quality. This makes the mapping
process from the signal distortion domain to the perceptual domain very interesting.
In literature the problem of machine-evaluation has been layered into the following categories:
a) Full reference quality assessment2, where the parent undistorted image is available as it is for comparison with
its distorted version. The key aspect in this problem is the commonality in the content of the parent and distorted
versions, which makes the evaluation relatively simpler. However, given the diversity of distortion models: e.g.
lossy compression, transmission errors, noise insertion during the image acquisition process etc., this problem
still remains interesting.
b) Semi-blind (or Reduced Reference) quality assessment3, where the parent un-distorted image is unavailable.
In this context, there is availability of other un-distorted images which may not necessarily share the same content
with the original image. Since the contents are different, relativistic distortion measurement becomes increasingly
difﬁcult.
c) Finally, the most difﬁcult problem is that of Blind image quality assessment (BIQA or No-reference IQA)4, where
there are no reference images available. Because of the extreme difﬁculty of BIQA problems, most of them are
model based, viz. assume an intrinsic distortion mechanism. This distortion mechanism could be Additive Noise,
Blurring, JPEG Compression etc. This paper focusses on model-speciﬁc BIQA where the distortion is plain
additive noise.
The rest of the paper is organized as follows: Section 2 includes a brief literature survey of the approaches used in
the past and their shortcomings. Section 3 discusses the proposed approach for formulation of CINEMA index and σˆ
estimation. Performance results obtained on the LIVE database and comparison with other existing FR and NR IQA
metrics are presented in Section 4. Section 5 concludes the paper.
2. Literature Review and Contributions
In the literature review, focus is restricted to blind noise estimation approaches, which may or may not necessarily
involve training. These approaches can be classiﬁed into the following categories:
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2.1 Image statistics based approaches
The central idea of these approaches is to search for a feature space in which either the noise or the signal
(underlying image) is non-existent. These features are then used to derive secondary parameters connected with the
noise variance. In [5], skewness and kurtosis computations on block-wise DCT and RandomUnitary transform domain
coefﬁcients, was used to extract the natural scene statistics, which in turn was used to determine ﬁrst the signal and
subsequently the noise variances. The random unitary transform was designed to transform the noise statistics to a
Gaussian form, to permit transparency of the underlying scene statistics. Other approches are based on the premise that
pristine natural images follow certain statistics which are violated in the presence of distortions. Measuring deviations
from these statistics has led to the development of NR IQA metrics – BRISQUE6 and NIQE7 which work well across
many forms of distortions including noise. While BRISQUE is trained on the LIVE IQA database, NIQE is completely
unsupervised.
2.2 Filtering based approaches
To separate the noise component from the signal + noise mixture is a difﬁcult task particularly if the image has
a rich texture8. Filters rely on stationarity of the noisy signal being processed. Since images are non-stationary in
nature, particularly natural scenes where the texture patterns change erratically, ﬁltering approaches8,9 tend to fail.
Hence it is difﬁcult to identify a global signal processing function which will extract only the noise information while
suppressing the texture or vice-versa. This interesting global texture suppression problem has been addressed in [8],
where normalized spatial ﬁrst order differences are used to construct the noise map and this noise map is characterized
using a “patch-wise” variance histogram. While this normalized difference approach may work for structured images
containing objects, buildings etc., it may fail when applied to natural scenes.
2.3 Patch selection based approaches
Recent approaches do not aim to construct a noise map due to limitations addressed in Section 2.2. They mostly
search for ﬁxed size rectangular patches which are predominantly homogeneous in texture. Once these homogeneous
patches have been identiﬁed, they are then used to construct an estimate of the noise variance. Patch search mechanisms
could be based on eigen-structure, where the patch covariance matrix is constructed and eigenvectors corresponding
to small eigen-values are used to detect weak patches10. Alternatively, search mechanisms can also be based on
absolute gradient histogram proﬁles in the patches, where a global noise enhancement operation is performed before
constructing the gradient proﬁles9.
2.4 Problem identiﬁcation and contributions
In this paper, we position our approach as a non-training based, “patch search” algorithm followed by a Wavelet
based reference image construction through de-noising, and subsequent noise variance estimation. Our contributions
are the following:
• A weak texture patch identiﬁcation based on Histogram of Oriented Gradients11.
• Noise variance estimation using wavelets for reference image construction.
For blind image quality assessment, the proposed metric has been dubbed as CINEMA (Content Independent Noise
Estimation for Multimedia Applications).
3. Proposed Approach
3.1 Image-noise model
We assume that the test image is contaminated with zero-mean additive white gaussian noise with unknown
variance, σ 2n . Let x represent the vectorized undistorted image patch, n is the noise vector and y is the noise
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Fig. 2. An overview of the proposed HOG-based model for selection of homogeneous patches in an image.
contaminated vectorized image patch. Note that only y is available to us while x and n are unknown.
Then,
y = x + n (1)
We need to ﬁnd the only unknown information about noise i.e. its variance.
yyT = (x + n)(x + n)T = xxT + xnT + nxT + nnT
Taking expectation on both sides,
E[yyT ] = E[xxT ] + E[xnT ] + E[nxT ] + E[nnT ]
Since the signal, x and noise, n are uncorrelated, E[xnT ] = E[nxT ] = 0. This implies,
E[yyT ] = E[xxT ] + E[nnT ]
Since E[y] = E[x] and E[n] = 0, we have,
σ 2y = σ 2x + σ 2n
We know that for a weak textured patch in the undistorted image, σ 2x is low and thus can be neglected further implying
σ 2y = σ 2n .
Thus we see that the noise variance of an image can be estimated by local variance of a weak textured region.
Choosing this as the basis of our model, we move on to show the limitations involved in adopting this simple model
and the ways in which amendments can lead to a more robust metric.
3.2 Selecting weak textured patches in noisy images
Regions in an image can be classiﬁed broadly into 3 categories – weak textured regions or homogeneous regions,
strong textured regions and regions containing edges. A popular method for weak textured patch selection is variance
based thresholding. In the method, the image is divided into blocks of size – N × N and the variance of each block σ 2B
is calculated using equation 2:
σ 2B =
1
N2
N∑
i=1
N∑
j=1
(B(i, j) − μB)2, (2)
where μB is the mean of the N × N block.
Blocks satisfying σ 2B < threshold are declared as weak textured blocks. Variance of such blocks is an indication
of noise level of the image. This method can be used in images which contain no noise or very low level of noise.
However, when noise level increases above a certain threshold (image dependent), such variance based methods fail to
detect weak textured regions. Another drawback is that these methods do not exploit the intrinsic properties of noise
which distinguish it from image features. Thus, a need for a robust algorithm for selection of weak textured patch
arises.
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To solve this, we start off by observing the following two properties of noise in the spatial domain which distinguish
it from image features:
(a) Unlike edges and other image features, noise pixels in a region do not have a dominant gradient direction. This is
attributed to their randomness.
(b) The gradient magnitude of noisy pixels is lower when compared with the gradient magnitude of edges which are
part of image features.
The above properties help us in concluding the usefulness of orientation histograms in such situations. Let U
represent an undistorted image patch and I represents the image patch obtained when noise N is added to U , i.e.,
I = U + N (3)
Taking x and y derivatives, we obtain,
Ix = Ux + Nx (4)
Iy = Uy + Ny (5)
Using equations 4 and 5 we have,
tan−1
(
Iy
Ix
)
= tan−1
(
Uy + Ny
Ux + Nx
)
(6)
‖∇ I‖2 = ‖∇U‖2 + ‖∇N‖2 + 2(Ux Nx + UyNy) (7)
For weak textured patches or homogeneous regions, Ux and Uy are small as compared to Nx and Ny and thus can be
neglected in equations 6 and 7. This implies that the gradient angle and magnitude will be dependent only on noise.
Since noise has random gradient orientations, no dominant direction will be found. However, for patches containing
edges, image content,U will dominate over N and thus will be responsible for deciding dominant edge direction. This
is illustrated in Fig. 3.
Figure 2 provides an overview of the process for selecting weak textured patches. The image is divided into blocks
of size N × N . Note that the size of the block should not be chosen very small which would otherwise lead to
“statistical aperture effect” since the ergodic mean of noise random variables in the block may not approach zero.
Also, ﬁnding larger weak textured blocks is difﬁcult due to the presence of image structures. In this paper, we choose
N = 16 to ensure minimum aperture effect while capturing sufﬁciently large number of weak textured patches. For
each block, we obtain a gradient map consisting of gradient magnitude and gradient angle. The masks [−1 0 1] and
[−1 0 1]T are used for computing the horizontal and vertical gradients. An orientation histogram is formed for each
block using unsigned gradient directions distributed over 9 bins and spanning 0 to 180 degrees. Each sample added to
the histogram is weighted by its gradient magnitude and votes are interpolated bi-linearly between neighbouring bins
in order to reduce the effect of aliasing. We observe that uniformity of histogram is an implication of homogeneity of
the block. Hence, we deﬁne the following measure for histogram uniformity of each block:
Block Uniformity Value (BUV) = Max(H [n])
Min(H [n]) , (8)
where H [n] is the histogram of the block and n = 1, 2, . . . , 9. We sort the blocks according to their Block Uniformity
Value in descending order and choose the top M blocks for further analysis (In this paper, M = 30). Note that after
this step strong textured blocks along with weak textured blocks may also get selected. However, we eliminate the
strong textured blocks using a wavelet decompositon strategy discussed in the next section.
3.3 CINEMA index
Each of the chosen M blocks undergo the process described in Fig. 4. A conventional method of using variance of
the block as a noise estimate would often lead to errors and thus we propose a robust wavelet domain approach for the
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Fig. 3. An illustration of distribution of gradients in orientation bins for (a) Weak Textured Regions and (b) Regions containing edges.
Fig. 4. An overview of the wavelet decomposition method employed for formulation of CINEMA.
same. A single level wavelet decomposition is performed on the block Bi (i = 1, 2, . . . , 30) to obtain the approximate
block Ai and detail blocks (Hi , Vi , Di ) of size N/2 × N/2. Since each of the chosen M blocks are devoid of edges,
the detail coefﬁcients capture the noise present in the block. The approximate block Ai is upsampled to get a noise-free
estimate of the block under consideration, say B#i . The following expression deﬁnes the proposed metric CINEMA:
CINEMA = min
1≤i≤M
√
Variance(Bi − B#i ), (9)
where Variance of a block is calculated using equation 2.
3.4 Obtaining an estimate (σˆ ) of noise standard deviation (σ )
For denoising algorithms, it is often desirable to know the standard deviation of noise (σ ). Figure 6b shows variation
of the proposedmetric – CINEMA as the variance (σ 2) of the zero-mean gaussian noise is varied over the range (0-0.1)
in steps of 0.001. We performed the experiment on images with very different content to test content independency.
The results in the Fig. 6b correspond to 3 images – “lighthouse2” (Fig. 5a), “buildings2” (Fig. 5b), and “parrots”
(Fig. 5c). A ﬁt is obtained and the following mathematical relation between CINEMA and σˆ is derived:
σˆ = α1 CINEMA + α2, (10)
where α1 = 1.58 and α2 = −0.02.
4. Performance Evaluation
4.1 Databases and metrics
To test the performance of the CINEMA index, we used the LIVE IQA (Fig. 6a) database12,13 consisting of 29
reference images and 145 Gaussian noise contaminated images. The noise standard deviation varies over a good
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Fig. 5. Sample images from LIVE database (Additive White Gaussian Noise). Figures (a), (b), (c) are undistorted versions while (d), (e) and (f)
are contaminated with different noise levels.
Table 1. Correlation coefﬁcients (LCC and SROCC) obtained on the LIVE IQA database.
PSNR SSIM BLIINDS-II BRISQUE NIQE [14] SINE DMDM NR-PWN CINEMA
LCC 0.9860 0.9690 0.9635 0.9903 0.9773 0.9785 0.9440 0.9810 0.9770 0.9811
SROCC 0.9850 0.9630 0.9463 0.9849 0.9662 NA 0.9570 0.9780 0.9816 0.9800
range (0 - 2) making it a trustworthy database for evaluation. Note that several other databases – CSIQ and TID2008
have limited noise level variation and thus have not been included for testing and comparison. A difference mean
opinion score (DMOS) corresponding to each image is provided and is indicative of its subjective quality. To measure
correlationwith the given subjective scores, the correlation coefﬁcients Pearson’s Linear Correlation Coefﬁcient (LCC)
and Spearman’s Rank Ordered Correlation Coefﬁcient (SROCC) are used. The following 4-parameter logistic function
is used before computing the LCC:
f (x) = β1x3 + β2x2 + β3x + β4, (11)
where x is the CINEMA score for the corresponding image obtained using equation 9.
4.2 Discussions and inferences
Table 1 shows evaluation results obtained using different metrics on the Additive White Gaussian Noise (AWGN)
part of the LIVE IQA database. The full reference IQA metrics used for comparison include the widely used Peak
Signal to Noise Ratio (PSNR) and the state of the art – Structural Similarity Index (SSIM)15. Both BLIINDS-II16 and
BRISQUE6 are distortion unaware no reference IQA methods trained on the LIVE IQA database. NIQE7 is distortion
unaware training free method based on natural scene statistics framework. SINE5, DMDM17, [14] and NR-PWN18
are distortion aware, training free, no reference metrics. It can be observed that the performance of CINEMA is at par
with the top performing FR and NR IQA metrics. The high SROCC and LCC values endorse that CINEMA can be
used as a suitable NR IQA metric for noise contaminated images.
Figure 6b shows a plot of CINEMA score vs. variance of noise (σ ) varied from 0 to 0.1. In order to claim content
independency of the proposed model for noise estimation, we choose images corresponding to different scenes and
results have been shown for the following three images – Fig. 5a, 5b and 5c. Correlation between the predicted
variance, σˆ and actual variance, σ are shown in Table 2 for the three images. Higher correlation values imply better
estimation. Table 3 shows the estimated variance and the actual variance values for the 3 images when actual variance
is varied from 0.01 to 0.1 in steps of 0.01. It can be seen that noise variance can be estimated with high accuracy for
each of the three images irrespective of the noise level.
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Fig. 6. Correlation between (a) CINEMA and DMOS using the LIVE IQA database and (b) CINEMA and noise variance, σ for three images –
Fig. 5(a), (b) and (c)
Table 2. Correlation coefﬁcients (Pearson’s linear correlation coefﬁcient) obtained between σˆ and σ for three images. σˆ is obtained using
equation (4).
lighthouse2 (Fig. 5(a)) buildings2 (Fig. 5(b)) parrots (Fig. 5(c))
LCC 0.9863 0.9878 0.9932
Table 3. Actual and estimated variances for the three images: Fig. 5a, 5b and 5c. For each of the three images, the columns represent estimated
variance for the actual variance given in ﬁrst row.
0.0100 0.0200 0.0300 0.0400 0.0500 0.0600 0.0700 0.0800 0.0900 0.1000
lighthouse2 0.0099 0.0234 0.0265 0.0498 0.0549 0.0614 0.0754 0.0850 0.0943 0.1041
building2 0.0089 0.0195 0.0269 0.0327 0.0495 0.0564 0.0590 0.0725 0.0814 0.1004
parrots 0.0108 0.0216 0.0322 0.0469 0.0474 0.0618 0.0715 0.0751 0.0959 0.0935
5. Conclusion and Future Work
In this paper, we have demonstrated a simple yet robust method for noise estimation in images in the absence of a
reference image. An HOG based model is employed for selecting weak textured patches in noise contaminated images
by exploiting properties of noise which distinguish it from image features. The selected patches undergo a single
level wavelet decomposition based method for detecting and quantifying noise. The proposed metric – CINEMA is
compared with 2 FR IQA and 7 NR IQA methods. Results show that CINEMA delivers performance as good as many
of the top existing IQA metrics when tested on the LIVE database, achieving a Spearman’s Correlation Coefﬁcient of
0.9800. This justiﬁes its correlation with human judgements of visual quality. Further work can be done in the future
by applying visual masking effect of the Human Visual System (HVS) to make the model perceptually more relevant.
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