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QUANTILE REGRESSION UNDER MEMORY
CONSTRAINT
By Xi Chen†, Weidong Liu∗,‡, Yichen Zhang†
New York University† and Shanghai Jiao Tong University ‡
This paper studies the inference problem in quantile regression
(QR) for a large sample size n but under a limited memory constraint,
where the memory can only store a small batch of data of size m.
A natural method is the na¨ıve divide-and-conquer approach, which
splits data into batches of size m, computes the local QR estima-
tor for each batch, and then aggregates the estimators via averaging.
However, this method only works when n = o(m2) and is compu-
tationally expensive. This paper proposes a computationally efficient
method, which only requires an initial QR estimator on a small batch
of data and then successively refines the estimator via multiple rounds
of aggregations. Theoretically, as long as n grows polynomially in
m, we establish the asymptotic normality for the obtained estimator
and show that our estimator with only a few rounds of aggregations
achieves the same efficiency as the QR estimator computed on all the
data. Moreover, our result allows the case that the dimensionality p
goes to infinity. The proposed method can also be applied to address
the QR problem under distributed computing environment (e.g., in
a large-scale sensor network) or for real-time streaming data.
1. Introduction. The development of modern technology has enabled
data collection of unprecedented size, which leads to large-scale datasets
that cannot be fit into memory or are distributed in many machines over
limited memory. For example, the memory of a personal computer only
has a storage size in GBs while the dataset on the hard disk could have a
much larger size. In addition, in a sensor network, each sensor is designed to
collect and store a limited amount of data, and computations are performed
via communications and aggregations among sensors (see, e.g., Wang and Li
(2018)). Other examples include high-speed data streams that are transient
and arrive at the processor at a high speed. In online streaming computation,
the memory is usually limited as compared to the length of the data stream
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(Gama, Sebastia˜o and Rodrigues, 2013; Zhang and Wang, 2007). Under
memory constraints in all these scenarios, classical statistical methods, which
are developed under the assumption that the memory can fit all the data,
are no longer applicable; thus, many estimation and inference methods need
to be re-investigated. For example, suppose that there are n samples for
some very large n, a fundamental question in data analysis is as follows:
How to calculate the sample quantiles of n samples when the
memory can only store m samples with n m?
As one of the most popular interview questions from high-tech companies,
this problem has attracted much attention from computer scientists over the
last decade; see Manku, Rajagopalan and Lindsay (1998); Greenwald and
Khanna (2004); Zhang and Wang (2007); Guha and Mcgregor (2009) and
the references therein. However, this is mainly a computation problem with
a fixed dataset, which does not involve any statistical modeling.
Motivated by this sample quantile calculation problem, we study a more
general problem of quantile regression (QR) under memory constraints.
Quantile regression, which models the conditional quantile of the response
variable given covariates, finds a wide range of applications to survival anal-
ysis (e.g., Wang and Wang (2014); Xu et al. (2016)), health care (e.g., Sher-
wood, Wang and Zhou (2013); Luo, Huang and Wang (2013)), and economics
(e.g., Belloni et al. (2011)). In the classical QR model, assume that there
are n i.i.d. samples {(Xi, Yi)} from the following model
(1) Yi = X
′
iβ(τ) + i, for i = 1, . . . , n,
where X ′i = (1, Xi1, . . . , Xip) is the random covariate vector with the dimen-
sion p+1 drawn from a common populationX. The error i is an unobserved
random variable satisfying P(i ≤ 0|Xi) = τ for some specified 0 < τ < 1
(known as the quantile level). In other words, X ′iβ(τ) is the τ -th quantile
of Yi given Xi. When all the n samples can be fit into memory, one can
estimate β(τ) via the classical QR estimator (Koenker, 2005),
(2) β̂QR = arg min
β∈Rp+1
n∑
i=1
ρτ (Yi −X ′iβ),
where ρτ (x) = x(τ − I{x ≤ 0}) is the asymmetric absolute deviation func-
tion (a.k.a. check function) and I(·) is the indicator function. However, when
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samples are distributed across many machines or the sample size n is ex-
tremely large and thus the samples cannot be fit into memory, it is natural
to ask the following question:
How to estimate and conduct inference about β(τ) when the
memory can only store m samples with n m?
The divide-and-conquer (DC), as one of the most important algorithms
in computer science, has been commonly adopted to deal with this kind of
big data challenge. We below describe a general DC algorithm for statistical
estimation. Specifically, we split the data indices {1, 2, ..., n} into N subsets
H1, ...,HN with equal size m and N = n/m. Correspondingly, the entire
dataset {Yi,Xi, 1 ≤ i ≤ n} is divided into N batches D1, . . . ,DN , where
Dk = {Yi,Xi, i ∈ Hk} for 1 ≤ k ≤ N . By swapping each batch of data
Dk into the memory, one constructs a low dimension statistic Tk = gk(Dk)
for Dk with some function gk(·). Then the estimator β̂ is obtained by the
aggregation of {Tk}Nk=1 (i.e., β̂ = G(T1, . . . , TN ) for some aggregation func-
tion G(·)). In recent years, this DC framework has been widely adopted in
distributed statistical inference (see, e.g., Li, Lin and Li (2013); Chen and
Xie (2014); Battey et al. (2018); Zhao, Cheng and Liu (2016); Shi, Lu and
Song (2017); Banerjee, Durot and Sen (2018); Volgushev, Chao and Cheng
(2018) and Section 2 for detailed descriptions).
In addition to memory-constrained estimation on a single machine (where
the size of the dataset is much larger than memory size), another natural sit-
uation for using the DC framework comes from the application of large-scale
wireless sensor networks (see, e.g., Shrivastava et al. (2004); Greenwald and
Khanna (2004); Rajagopal, Wainwright and Varaiya (2006); Huang et al.
(2011); Wang and Li (2018)). In a sensor network with N sensors, the data
are collected and stored in different sensors. Moreover, due to limited en-
ergy carried by sensors, communication cost is one of the main concerns in
data aggregation. The samples are not transferred to the base station or
neighboring sensors directly. Instead, each sensor first summarizes the sam-
ples into a low dimensional statistic Tk, which can be transferred with a
low communication cost. Figure 1 visualizes a typical sensor network with
data flows as a routing tree with the base station as the root. An internal
sensor node in the i-th layer receives statistics T(·) from its children nodes
in (i + 1)-th layer, and then combines received statistics with its own T(·)
and sends the resulting statistic to its parent in the (i − 1)-th layer. The
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Fig 1. An illustration of tree-structured sensor network where the root is the base station.
Each sensor collects its a small batch of data. The dashed lines indicate the prior informa-
tion sent by the base station to all sensors (e.g., initializations) and the solid lines indicate
the information flow (i.e., the paths for transferring local statistics T(·)).
final estimator in the base station (or central node) can be computed by
β̂ = G(T1, . . . , TN ).
A critical problem in statistical DC framework is how to construct local
statistics gk(·) and aggregation function G(·). In many existing studies, a
typical choice of gk(·) is to use the same estimator as the one designed for
the estimation from the entire data. For example, in QR, one may choose
β̂QR,k := gk(Dk) = arg min
β∈Rp+1
∑
i∈Hk
ρτ (Yi −X ′iβ),(3)
and a simple averaging function G(T1, . . . , TN ) =
1
N
∑N
k=1 Tk, where Tk =
gk(Dk) is the local statistic. We call this kind of DC methods the na¨ıve-
DC algorithm where the estimator is denoted by β̂ndc =
∑N
k=1 β̂QR,k/N .
Despite its popularity, the na¨ıve-DC algorithm might fail when n/m is large.
For example, in a special case of quantile estimation (i.e., p = 0), it is
straightforward to show that
√
n|β̂ndc − β(τ)| → ∞ in probability when
n/m2 → ∞ (see Theorem D.1 in Appendix). Similar phenomenon occurs
for general p, see Volgushev, Chao and Cheng (2018). In fact, the local QR
estimators β̂QR,k are biased estimators with the bias O(1/m). Although the
averaging aggregation is useful for variance reduction, it is unable to reduce
the bias, which makes the na¨ıve-DC fail when n is large as compared to m.
In the DC framework, bias reduction in Tk is more critical than the variance
reduction. This is a fundamental difference from many classical inference
problems that require to balance the variance and bias (cf. nonparametric
estimation). Furthermore, in the na¨ıve-DC algorithm, we need to solve N =
n/m optimization problems, which could be computationally expensive.
The deficiency of the na¨ıve-DC approach calls for a new DC scheme to
achieve the following two important goals in distributed inference.
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1. The obtained estimator β̂ should achieve the same statistical efficiency
as merging all the data together under a weak condition on the sample
size n as a function of m. More precisely, it is desirable to remove the
constraint n = o(m2) in na¨ıve-DC so that the procedure can be applied
to situations such as large-scale sensor networks, where the number of
sensors N = n/m is excessively large.
2. The second goal is on the computational efficiency. For example, the
na¨ıve-DC requires solving a non-smooth optimization for computing
the local statistic Tk = gk(Dk). Since there is no explicit formula for
gk(·), the computation is quite heavy (especially considering each sen-
sor has a limited computational power).
This paper develops new constructions of gk(·) and G(·) with a multi-
round aggregation scheme in Algorithm 1, which simultaneously achieves
the two goals referred above. Our method is applicable to both scenarios of
small memory on a single machine and large-scale sensor networks. Instead
of using the local QR estimation as in (3), we adopt a smoothing technique
in the literature (see, e.g., Horowitz (1998); Whang (2006); Wang, Stefanski
and Zhu (2012); Pang, Lu and Wang (2012); Wu, Ma and Yin (2015)), and
propose a new estimator for QR called linear estimator of QR (LEQR),
which serves as the cornerstone for our DC approach. Our LEQR has an
explicit formula in the form of direct sums of the transformation of {Yi,Xi},
which is quite different from the optimization-based QR estimator in (3). It
is also worthwhile noting that the linearity is the most desirable property
in the DC framework for both theoretical development and computation
efficiency.
The high-level description of the proposed multi-round DC approach is
provided as follows. Our method only needs to compute an initial QR es-
timator β̂0 based on a small part of samples (e.g., D1). Based on β̂0, for
each batch of data Dk, we compute local statistics {Tk} using the proposed
LEQR. The local statistics are in a simple form of weighted sums of Xi and
XiX
′
i. The aggregation function is constructed by adding up the local statis-
tics and then solving a linear system, which gives the first-round estimator
β̂(1). Now, we can repeat this DC algorithm using β̂(1) as the initial estima-
tor. After q iterations, we denote our final estimator by β̂(q). Theoretically,
under some conditions on the growth rate of p → ∞ as a function m and
n, we first establish the Bahadur representation of β̂(q) and show that the
Bahadur remainder term achieves a nearly optimal rate (up to a log-factor)
when q satisfies some mild conditions (see (17) and Theorem 4.3). Further-
more, as long as n = o(mA) for some constant A, the final estimator β̂(q)
achieves the same asymptotic efficiency as the QR estimator (2) computed
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on the entire data (see Theorem 4.4).
The new DC approach is particularly suitable for QR in sensor networks
in which communication cost is one of the major concerns. The proposed
procedure only requires O(p2) bits communication between any two sensors.
We also highlight two other important applications of our method:
1. Our method can be adapted to make inference for online streaming
data, which arrives at the processor at a high speed. Our method pro-
vides a sequence of successively refined estimators of β(τ) for stream-
ing data and can deal with an arbitrary length of data stream. The
online quantile estimation problem (which is a special case of QR with
p = 0) for streaming data has been extensively studied in computer
science literature (see, e.g., Munro and Paterson (1980); Zhang and
Wang (2007); Guha and Mcgregor (2009); Wang et al. (2013)). How-
ever, these works mainly focus on developing approximations to the
sample quantile, which are insufficient to obtain limiting distribution
results for the purpose of inference. We extend the quantile estima-
tion to the more general QR problem and provide the asymptotical
normality result for the proposed online estimator (see Theorem 4.5).
2. Our method also serves as an efficient optimization solver for classical
QR on a single machine. As compared to the standard interior-point
method for solving the QR estimator in (2) that requires the compu-
tational complexity of O(n1.25p3 log n) (Portnoy and Koenker, 1997),
our approach requires O(m1.25p3 logm+ np2 + p3) since it only solves
an optimization on a small batch of data for construction initial esti-
mator. Therefore, our method is computationally more efficient.
We will illustrate them in Section 3.2 after we provide the detailed descrip-
tion of the method.
1.1. Organization and notations. The rest of the paper is organized as
follows. In Section 2, we review the related literature on recent works on
distributed estimation and inference. Section 3 describes the proposed in-
ference procedure for QR under memory constraints. Section 4 presents the
theoretical results. In Section 5, we demonstrate the performance of the pro-
posed inference procedure by simulated experiments, followed by conclusions
in Section 6. The proofs and additional experimental results are provided in
Appendix.
In the QR model in (1), let F (·|x) and f(·|x) denote the CDF and PDF of
 conditioning on X = x, respectively, throughout the paper. Then, for any
x, we have F (0|x) = τ . For two sequences of real numbers f(n) and g(n), let
f(n) = Ω(g(n)) denote that f is bounded below by g (up to constant factor)
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asymptotically. For a set of random variables Xn and a corresponding set of
constants an, Xn = Op(an) means that Xn/an is stochastically bounded and
Xn = op(an) means that Xn/an converges to zero in probability as n goes
to infinity. For a real number c, we will use bcc to denote largest integer less
than or equal to c. Finally, denote the Euclidean norm for a vector x ∈ Rp
by ‖x‖2, and denote the spectral norm for a matrix X by ‖X‖.
2. Related works. The explosive growth of data presents new chal-
lenges for many classical statistical problems. In recent years, a large body
of literature has emerged on studying estimation and inference problems un-
der memory constraints or in distributed environments (please see the ref-
erences described below as well as other works such as Kleiner et al. (2014);
Wang and Dunson (2014); Wang et al. (2015)). Examples include but are
not limited to density parameter estimation (Li, Lin and Li, 2013), general-
ized linear regression with non-convex penalties (Chen and Xie, 2014), ker-
nel ridge regression (Zhang, Duchi and Wainwright, 2015), high-dimensional
sparse linear regression (Lee et al., 2017), high-dimensional generalized linear
models (Battey et al., 2018), semi-parametric partial linear models (Zhao,
Cheng and Liu, 2016), QR processes (Volgushev, Chao and Cheng, 2018),M -
estimators with cubic rate (Shi, Lu and Song, 2017), and some non-standard
problems where rates of convergence are slower than n1/2 and limit distri-
butions are non-Gaussian (Banerjee, Durot and Sen, 2018). All these results
rely on averaging, where the global estimator is the average of the local es-
timators computed on each batch of data. For the averaging estimators to
achieve the same asymptotic distribution for inference as pooling the data
together, it usually requires the number of batches (i.e., the number of ma-
chines) to be o(m) (i.e., n = o(m2)). However, in some applications such as
sensor networks and streaming data, the number of batches can be large.
To address the challenge, instead of using one-shot aggregation via av-
eraging, recent works by Jordan, Lee and Yang (2018) and Wang et al.
(2017) proposed iterative methods with multiple rounds of aggregations,
which relaxes the condition n = o(m2). These methods have been applied
to M -estimator and Bayesian inference. Their framework is based on an ap-
proximate Newton algorithm (Shamir, Srebro and Zhang, 2014) and thus
requires the twice-differentiability of the loss function. However, the QR
loss is non-differentiable and thus their approach cannot be utilized. More
detailed discussions on these two works will be provided in Remark 4.3.
Rajagopal, Wainwright and Varaiya (2006) proposed a multi-round decen-
tralized quantile estimation algorithm under a restrictive communication-
constrained setup. However, their method cannot be applied to solve QR
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problems.
There is a large body of literature on estimation and inference for QR and
its variant (e.g., censored QR). We will not be able to provide a detailed sur-
vey here and we refer the readers to Koenker (2005); Koenker et al. (2017) for
more background knowledge and recent development of QR. However, it is
worth noting that the smoothing idea in QR literature has been adopted for
developing our linear estimator for QR (LEQR in Section 3.1), which serves
as the cornerstone of our method. The idea of smoothing the non-smooth QR
objective goes back to Horowitz (1998), where he studied the bootstrap re-
finement in inference in quantile models. Since the smoothing idea overcomes
the difficulty in higher-order expansion of the scores associated with the QR
objective, it plays an important role in solving various QR problems. For
example, Wang, Stefanski and Zhu (2012) and Wu, Ma and Yin (2015) pro-
posed different smoothed objectives to determine the corrected scores under
the presence of covariate measurement errors for QR and censored QR. Gal-
vao and Kato (2016) proposed a fix-effects estimator for the smoothed QR
in linear panel data models and derived the corresponding limiting distri-
bution. Pang, Lu and Wang (2012) proposed an induced-smoothing idea for
estimating the variance of inverse-censoring-probability weighted estimator
in Bang and Tsiatis (2002). Whang (2006) considered the problem of infer-
ence using the empirical likelihood mehod for QR and demonstrated that
the smoothed empirical likelihood can help achieve higher-order refinements
(i.e., O(n−1) of the coverage error). The smoothing idea can also facilitate
the computation, especially for the first-order optimization methods (see,
e.g., Zheng (2011)). We also adopt the smoothing idea for constructing our
LEQR estimator (see Section 3.1), which heavily relies on the first-order op-
timality condition of the objective. Instead of using the smoothing technique
for computing a one-stage estimator as in existing literature, our use of the
smoothing technique enables successive refinement of the LEQR estimator
(see Propositions 4.1 and 4.2).
3. Methodology. In this section, we introduce the proposed method.
We start with a new linear type estimator for quantile regression, which
serves as an important building block for our inference approach.
3.1. A linear type estimator of quantile regression. We first propose a lin-
ear type estimator for quantile regression, which is named as LEQR (Linear
Estimator for Quantile Regression). Recall the classical quantile regression
estimator from (2). Note that for the quantile regression, the loss function
ρτ (x) = x(τ − I{x ≤ 0}) = x(I{x > 0} + τ − 1) is non-differentiable.
Using the smoothing idea (see the literature surveyed in Section 2), we ap-
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proximate the indicator factor I {x > 0} with a smooth function H(x/h),
where h → 0 is the bandwidth. With this approximation, we replace ρτ (x)
in quantile regression by Kh(x) = x(H(x/h) + τ − 1) and define
β̂h = arg min
β∈Rp+1
n∑
i=1
Kh(Yi −X ′iβ).(4)
Now the right hand side in (4) is differentiable and we note that dKh(x)dx =
H(x/h) + τ − 1 + (x/h)H ′(x/h). Here the function H(u) is a smooth ap-
proximation of the indicator factor I{x > 0} satisfying H(u) = 1 when
u ≥ 1 and H(u) = 0 when u ≤ −1 (see more details on the condition of
H(·) in Condition (C3) on page 13). For example, one may choose H(u)
for u ∈ [−1, 1] to be the integral of a smooth kernel function with support
on [−1, 1], e.g., a biweight (or quartic) kernel (see (25)). We further note
that (4) is a non-convex optimization and thus it is difficult to compute the
minimizer β̂h. However, it is not a concern since (4) is only introduced for
the motivation purpose. The proposed LEQR estimator, which is explicitly
defined in (7) below, does not require to solve (4).
Since H(·) is a smooth function, by the first-order optimality condition,
the solution β̂h in (4) satisfies (see Theorem 2.6 in Beck (2014))
(5)
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂h
h
)
+ τ − 1 + Yi −X
′
iβ̂h
h
H ′
(Yi −X ′iβ̂h
h
)}
= 0.
From (5) we can express β̂h by
β̂h =
(
n∑
i=1
XiX
′
i
1
h
H ′
(Yi −X ′iβ̂h
h
))−1
×(6) [
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂h
h
)
+ τ − 1 + Yi
h
H ′
(Yi −X ′iβ̂h
h
)}]
.
However, there is no closed-form expression of β̂h from this fixed point
equation. Instead of using β̂h on the right hand side of (6), we replace β̂h
by a consistent initial estimator β̂0, which leads to the proposed LEQR:
β̂ =
(
n∑
i=1
XiX
′
i
1
h
H ′
(Yi −X ′iβ̂0
h
))−1
×(7) [
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂0
h
)
+ τ − 1 + Yi
h
H ′
(Yi −X ′iβ̂0
h
)}]
.
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Allowing the choice of initial estimator β̂0 is crucial for our inference pro-
cedure under the memory constraint. While it is difficult to solve the fixed
point equation in (6) when all data cannot be loaded into memory, we are
still able to compute an initial estimator using only a batch of samples, e.g.,
D1. Given the initial estimator β̂0, the LEQR in (6) only depends on sums
of Xi and XiX
′
i, which can be easily implemented via a divide-and-conquer
scheme (see Section 3.2 for details). Comparing to the na¨ıve-DC method that
needs to solve N optimization problems on each batch of data, LEQR only
needs to solve one optimization, and thus is computationally more efficient.
Moreover, our estimator in (7) is essentially solving a linear equation system,
and we do not need to explicitly compute a matrix inversion. There are a
number of efficient methods for solving a linear system numerically, such as
conjugate gradient method (Hestenes and Stiefel, 1952) and stochastic vari-
ance reduced gradient method (Johnson and Zhang, 2013). In our simulation
studies, we use the conjugate gradient method, and due to space limitations,
more detailed explanations of this method are provided in Appendix B.
3.2. Divide-and-conquer LEQR. Based on LEQR, we now introduce a
divide-and-conquer LEQR for estimating β(τ). For each batch of data Dk
for 1 ≤ k ≤ N , let us define the following quantities.
Uk =
∑
i∈Hk
Xi
{
H
(
Yi −X ′iβ̂0
h
)
+ τ − 1 + Yi
h
H ′
(
Yi −X ′iβ̂0
h
)}
,(8)
Vk =
∑
i∈Hk
XiX
′
i
1
h
H ′
(
Yi −X ′iβ̂0
h
)
.
The inference procedure is presented in Algorithm 1. Using our theory
in Theorem 4.3 and 4.4, for the g-th iteration, we choose the bandwidth
h = hg = max(
√
p/n, (p/m)2
g−2
) for 1 ≤ g ≤ q.
Algorithm 1 can not only be used under the memory constraint, but also
be applied to distributed setting, to reduce computational cost for classical
quantile regression, and to deal with streaming data. We illustrate these
important applications as follows.
1. Quantile regression in large-scale sensor networks. Algorithm 1 is di-
rectly applicable to distributed sensor network with N sensors, where
each sensor collects a batch of data Dk (for k = 1, . . . , N). The base
station first broadcasts the initial estimator β̂0 computed on D1 in
(9) to all sensors (see Figure 1 for an illustration). Then each sen-
sor computes (Uk,Vk) locally, which will be transferred from bottom
to the base station. In particular, each sensor k only keeps the sum-
mation of (U·,V·) from all its children nodes and its own (Uk,Vk)
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Algorithm 1 Divide-and-conquer(DC) LEQR
Input: Data batches Dk for k = 1, . . . , N , the number of iterations/aggregations q,
quantile level τ , smooth function H, a sequence of bandwidths hg for g = 1, . . . , q.
1: for g = 1, 2 . . . , q do
2: if g = 1 then
3: Calculate the initial estimator (for the first iteration) based on D1:
β̂0 = arg min
β∈Rp+1
∑
i∈H1
ρτ (Yi −X ′iβ).(9)
4: else
5: Set the initial estimator to be the estimator from the previous iteration:
β̂0 = β̂
(g−1)
6: end if
7: for k = 1, . . . , N do
8: Swap data Dk into the memory and compute (Uk,Vk) according to (8) using the
bandwidth h := hg.
9: Compute and maintain the sums (
∑k
j=1Uj ,
∑k
j=1 Vj) in the memory (and delete
(Uk,Vk)).
10: end for
11: Compute the estimator β̂(g):
(10) β̂(g) =
( N∑
k=1
Vk
)−1( N∑
k=1
Uk
)
.
12: end for
Output: The final estimator β̂(q).
and then transfers the summed statistics to its parent. After receiving(∑N
k=1Uk,
∑N
k=1 Vk
)
, the base station will compute β̂(g) for g = 1 in
(10). Then this distributed procedure can be repeated for g = 2, . . . , q.
2. Computational reduction of quantile regression. Algorithm 1 can also
be utilized as an efficient solver for classical quantile regression on a
single machine. For the ease of illustration, let us assume the quantile
regression estimator in (2) (or (3)) is solved by the standard interior-
point method. Using the standard interior-point method, the initial es-
timator requires the computational complexityO(m1.25p3 logm) (Port-
noy and Koenker, 1997). The computation of
∑N
k=1Uk and
∑N
k=1 Vk
require O(np) and O(np2), respectively. Therefore, the computational
complexity for β̂(q) is at most O(m1.25p3 logm+np2+p3), where O(p3)
comes from the inversion of
∑N
k=1 Vk. This greatly saves the compu-
tational cost as compared to the interior-point method for computing
quantile regression estimator on the entire data, which requires a com-
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Algorithm 2 Online LEQR
Initialization: For the first m samples {Yi,Xi,−m+ 1 ≤ i ≤ 0}, compute the initial
standard quantile regression estimator β̂[0]. Then constructs the initial (U(0),V (0))
based on β̂[0] according to (8) with h = (p/m)1/2.
Parameter Setup: Define a2k−1 = 2k−1 + 1/2 and a2k = 2k−1 + 3/4 for k ≥ 1 and
a0 = −∞. Let sl = bmal−1c+ 1 and rl = bmalc for any l ≥ 1 and let r0 = 0. Define a
sequence of bandwidths h1 = (p/m)
1/2 and hl = (p/m
al−1)1/2 for l ≥ 2.
1: for each interval l = 1, 2 . . . , do
2: for indices in the interval l, j = sl, sl + 1, . . . , rl do
3: Receive an online sample (Yj ,Xj).
4: Compute
U˜(j) = Xj
{
H
(Yj −X ′jβ̂[rl−1])
hl
)
+ τ − 1 + Yj
hl
H ′
(Yj −X ′jβ̂[rl−1]
hl
)}
V˜ (j) = XjX
′
j
1
hl
H ′
(Yj −X ′jβ̂[rl−1]
hl
)
,
where β̂[rl−1] is the estimator computed upto the end of (l − 1)-th interval.
5: Update (U(j),V (j)) by
U(j) ,
j∑
i=sl
U˜(j) =
{
U˜(j) if j = sl
U(j − 1) + U˜(j) if j > sl
V (j) ,
j∑
i=sl
V˜ (j) =
{
V˜ (j) if j = sl
V (j − 1) + V˜ (j) if j > sl
6: Calculate (U(rl−1) +U(j),V (rl−1) + V (j)) and compute the online quantile
regression estimator at time j:
β̂[j] = (V (rl−1) + V (j))
−1(U(rl−1) +U(j)).(11)
7: Remove (U˜(j), V˜ (j)), (U(j − 1),V (j − 1)) from the memory.
8: end for
9: Remove (U(rl−1),V (rl−1)) from the memory and only keep β̂[rl], (U(rl),V (rl))
in the memory.
10: end for
plexity of O(n1.25p3 log n).
3. Online quantile regression for streaming data. To deal with online
streaming data, it is critical to design a one-pass algorithm since
streaming data are transient. To this end, based on Algorithm 1, we
develop a new one-pass algorithm (see Algorithm 2) that provides a
sequence of successively refined estimators.
For streaming data, we divide the data into intervals {(sl, rl)}∞l=1. The
starting and ending positions of the l-th interval are chosen as
sl = bmal−1c+ 1, and rl = bmalc
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for l ≥ 1 where a2k−1 = 2k−1 + 1/2 and a2k = 2k−1 + 3/4 for k ≥ 1
and a0 = −∞. The intervals are chosen to ensure that the sample
size of the l-th interval nl is approximately n
2
l−2. As we will show in
the proof of Theorem 4.5, if an initial estimator is computed from m
samples, there will be no improvement of the online LEQR estimator
after m2 fresh samples and this is the ending point of an interval where
we compute a new initial estimator.
In Algorithm 2, for each interval l and each j such that sl ≤ j ≤ rl,
the memory only maintains β̂[rl−1], (U(rl−1),V (rl−1)), (U(j),V (j)),
and β̂[j]. We note that (U(rl−1),V (rl−1)) are the weighted sums ofXi
and XiX
′
i for sl−1 ≤ i ≤ rl−1 and (U(j),V (j)) can be easily updated
from (U(j−1),V (j−1)) in an online fashion. Therefore, except for an
O(m) space for deriving the initial estimator β̂[0], the online LEQR
only requires O(p2) memory, which is independent on n.
In Theorem 4.5, we will show that the online LEQR algorithm achieves
the same statistical efficiency for any l and j as the standard quantile
regression estimator when merging all the streaming data together.
Also, the asymptotic normality of
√
m+ j(β̂[j]−β(τ)) holds uniformly
in 1 ≤ j ≤ mA for any constant A > 0 (note that m+ j is the sample
size until time j).
4. Theoretical results. In this section, we provide a Bahadur repre-
sentation of β̂(q), based on which we derive the asymptotic normality result
for DC LEQR β̂(q) and the online LEQR β̂[j]. We also discuss adaptive
choices of bandwidth and extensions to heterogeneous settings.
4.1. Asymptotics for DC LEQR. We note that (7) can be equivalently
written as:
(12) β̂ − β(τ) = D−1n,hAn,h,
where
An,h =
1
n
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂0
h
)
+ τ − 1 + i
h
H ′
(Yi −X ′iβ̂0
h
)}
,
Dn,h =
1
nh
n∑
i=1
XiX
′
iH
′
(Yi −X ′iβ̂0
h
)
.
We first state some regularity conditions for our theoretical development
and then give Propositions 4.1-4.2 on the expansions of An,h and Dn,h. We
assume the model (1) with n i.i.d. samples {(Xi, Yi)} (the non-i.i.d. case will
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be discussed in the next subsection). Let f(·|X) be the conditional density
function of the noise  given X. Further, we define D = E(XX ′f(0|X)).
(C1) The conditional density function f(·|X) is Lipschitz continuous (i.e.,
|f(x|X) − f(y|X)| ≤ L|x − y| for any x, y ∈ R and some constant
L > 0). Also, assume that 0 < c1 ≤ λmin(D) ≤ λmax(D) ≤ c2 < ∞
for some constants c1, c2.
(C2) Let the smoothing function H(·) satisfy H(u) = 1 if u ≥ 1 and H(u) =
0 if u ≤ −1. Further, suppose H(·) is twice differentiable and its second
derivative H(2)(·) is bounded. Moreover, we assume the bandwidth
h = o(1).
(C3) Assume that p = o (nh/(log n)) and sup‖θ‖2=1 Ee
η(θ′X)2 <∞ for some
η > 0.
(C3∗) Assume for some κ > 0, p = o
(
(n1−4κh/ log n)1/3
)
. Suppose that
supj E|X1,j |a <∞ for some a ≥ 2/κ and sup‖θ‖2=1 E(θ′X)4 <∞.
Condition (C1) contains a standard eigenvalue condition related to covari-
ates X and the smoothness of the conditional density function f . Condition
(C2) is a mild condition on H for smooth approximation.
Condition (C3) and (C3∗) illustrate the relationship between the dimen-
sion p and sample size n and the moment condition on covariates X. Ei-
ther one of them leads to our theoretical results in Propositions 4.1-4.2.
As compared to Condition (C3∗), Condition (C3) is weaker in terms of the
relationship of p and n, but requires a stronger moment condition on X.
Under these conditions, we have the following Proposition 4.1 and 4.2 for
the asymptotic behavior of An,h and Dn,h.
Proposition 4.1. Suppose we have an initial estimator β̂0 with ‖β̂0 −
β(τ)‖2 = OP(an) with an = O(h). Assume that (C1), (C2), and (C3) (or
(C3∗)) hold. We have
∥∥∥An,h − 1
n
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1)
∥∥∥
2
= OP
(√ph log n
n
+ a2n + h
2
)
.
Proposition 4.2. Suppose the conditions in Proposition 4.1 hold. We
have
‖Dn,h −D‖ = OP
(√p log n
nh
+ an + h
)
.
Combining Propositions 4.1 and 4.2 with (12) and with some algebraic
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manipulations, we have
β̂ − β(τ) = D
−1
n
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1) + rn(13)
with
‖rn‖2 = OP
(√p2 log n
n2h
+
√
ph log n
n
+ a2n + h
2
)
.(14)
By choosing the bandwidth h shrinking at an appropriate rate, the domi-
nating term of (14) is a2n, which means that one round of aggregation enables
a refinement of the estimator with its bias reducing from an to a
2
n (note that
‖β̂0 − β(τ)‖2 = OP(an)). Therefore, an iterative refinement of the initial
estimator will successively improve the estimation accuracy. The effect of
bias reduction is mainly due to the term Yih H
′
(
Yi−X′iβ̂0
h
)
in (7), which is
induced by the smoothing technique (please see more details in the proof of
Proposition 4.1).
The previous discussions only involve one round of aggregation. Now
we are ready to present the theoretical results for our DC LEQR β̂(q) in
Algorithm 1 with multiple rounds of aggregations. By a recursive argument
based on (13), we establish the following Bahadur representation.
Theorem 4.3. Assume the initial estimator β̂0 in (9) satisfies ‖β̂0 −
β(τ)‖2 = OP(
√
p/m). Let hg = max(
√
p/n, (p/m)2
g−2
) for 1 ≤ g ≤ q.
Assuming that (C1), (C2), and (C3) (or (C3∗)) hold with h = hq and p also
satisfies p = O(m/(log n)2), then we have
β̂(q) − β(τ) = D
−1
n
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1) + rn(15)
with
‖rn‖2 = OP
(√phq log n
n
+
( p
m
)2q−1)
.(16)
The classical initial estimator based on QR in (9) will satisfy ‖β̂0 −
β(τ)‖2 = OP(
√
p/m) under some regularity conditions; see He and Shao
(2000). According to our choice of bandwidth, we have h1 =
√
p/m and
thus the convergence rate of the initial estimator is O(h1), which satisfies
the condition in Proposition 4.1. Furthermore, we note that any initial esti-
mator β̂0 with ‖β̂0−β(τ)‖2 = OP(
√
p/m) can be used in the first iteration
and the same Bahadur representation in Theorem 4.3 holds.
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The condition p = O(m/(log n)2) in Theorem 4.3 ensures that
√
p/m =
o(1), which implies the consistency of the initial estimator (and the 1/(log n)2
factor is used for balancing the terms in ‖rn‖2 in (14)). This condition on p
cannot be implied by either (C3) or (C3∗); and we choose to present (C3) (or
(C3∗)) at the beginning since they are the minimum requirements to obtain
Propositions 4.1–4.2. On the other hand, the condition p = o(nhq/ log n) in
(C3) will be satisfied if p = o(n/(log n)2) since hq ≥
√
p/n. Therefore, we
can simply impose a stronger condition p = o(m/(log n)2) that unifies the
condition p = O(m/(log n)2) and that in (C3).
Remark 4.1 (Nearly optimal rate of the Bahadur remainder term). From
Theorem 4.3, as long as
(17) q ≥ 2 + log{log(
√
p/n)/ log(p/m)}/ log 2,
the bandwidth for the q-th iteration is hq =
√
p/n. Then the first term in the
right hand side of (16) is (p/n)3/4
√
log n and the second term is bounded by
p/n, which is dominated by the first term. Therefore, the Bahadur remainder
term rn of our method achieves a nearly optimal rate
(18) ‖rn‖2 = OP
(
(p/n)3/4(log n)1/2
)
.
In fact, for classical QR estimator β̂QR and fixed p, it is known that the
rate n−3/4 can not be improved except for a logn term (Koenker, 2005).
Note that in a common scenario when n = O(mA) and p = O(mδ) for some
constants A ≥ 1 and 0 < δ < 1, the right hand side of (17) is bounded
by a constant. Therefore, a constant number of rounds of aggregations is
sufficient to obtain a nearly optimal rate in Bahadur representation.
Applying the central limit theorem to Theorem 4.3, we obtain the asymp-
totic distribution of β̂(q) − β(τ) as follows.
Theorem 4.4. Suppose that all the conditions in Theorem 4.3 hold. Fur-
ther, assume that n = O(mA) for some constant A ≥ 1, p = o(min{n1/3/(log n)2/3,mδ})
for some 0 < δ < 1 and the number of iterations q satisfies (17). By choos-
ing the bandwidth sequence hg = max(
√
p/n, (p/m)2
g−2
) for 1 ≤ g ≤ q, for
any v ∈ Rp with v 6= 0,
(19)
n1/2v′
(
β̂(q) − β(τ)
)
√
v′D−1E[XX ′]D−1v
⇒ N(0, τ(1− τ))
as m,n→∞.
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Note that to establish central limit theorem, we need p = o(n1/3/(log n)2/3)
in Theorem 4.4, which ensures that ‖rn‖2 = o(1/
√
n) (see (16)). Therefore,
as the first term in (15) is an average of n i.i.d. zero-mean random vectors,
the reminder term rn is dominated by each coordinate of the first term in
(15). For the classical QR estimator β̂QR in (2) (assuming all data is pooled
together), the corresponding condition should be p = o(n1/3/(log n)2/3), see
He and Shao (2000). This is the same with our condition except for the
term mδ which is required for the consistency of the initial estimator in our
method. We also note that the conditions n = O(mA) and p = o(mδ) ensure
that the number of required iterations q from (17) is a constant (see Remark
4.1). Therefore, we only need to perform a constant number of aggregations
as m,n→∞.
Theorem 4.4 shows that β̂(q) achieves the same asymptotic efficiency
as β̂QR in (2) computed directly on all the samples. When p is fixed, as
compared to the na¨ıve-DC that also achieves (19) but under the condition
n = o(m2), our approach removes the restriction on the relationship of m
and n by applying multiple rounds of aggregations. It is also important to
note that the required number of rounds q in (17) is usually quite small even
with a large dimension p.
Given (19), we only need consistent estimators of D and E[XX ′] to con-
struct confidence interval of v′β(τ) for any given v. It is natural to use Dn,h
and 1n
∑n
i=1XiX
′
i to estimate D and E[XX ′], respectively. These estima-
tors can be easily implemented under memory constraint by averaging the
local sample estimators on each batch of data. The proofs of Propositions
4.1, 4.2 and Theorems 4.3, 4.4 are provided in Appendix A.
Remark 4.2 (Data-adaptive choices of bandwidth). In practice, one
could use the bandwidth hg = cg max(
√
p/n, (p/m)2
g−2
) with a scaling con-
stant cg to further improve the empirical performance. An intuitive data-
adaptive way of choosing cg is provided as follows. Given a set of candidate
choices for cg (e.g., {c1, . . . , cL}), we choose the best cg by minimizing
(20) S(c) :=
∥∥∥ 1
n
n∑
i=1
Xi(I{Yi −X ′iβ̂(g)c ≥ 0}+ τ − 1)
∥∥∥
2
,
where β̂
(g)
c denotes the estimator in the g-th round of aggregation with
the constant c in the bandwidth. That is, cg = arg minc∈{c1,...,cL} S(c). In a
distributed setting, the method only requires a small amount of communica-
tion. More specifically, given β̂
(g)
c , each machine k returns
∑
i∈HkXi(I{Yi−
X ′iβ̂
(g)
c ≥ 0} + τ − 1) (i.e., an O(p) vector) to the center for computing
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S(c). We also evaluate the performance of our algorithm with the use of
data-adaptive bandwidth in Section 5.3.
It is worthwhile noting that the bandwidth tuning is not a critical issue
for our algorithm (in contrast to many other smoothed QR estimators) since
our estimator is constructed via multiple rounds of aggregations. Even using
an inaccurate constant in bandwidth (as long as the bandwidths for differ-
ent rounds shrink at the right rate of (p/m)2
g−2
), our method can achieve
good performance by simply performing more rounds of aggregations. In
Section 5.3, we will provide simulation studies to show that our algorithm
is insensitive to the scaling constant in the bandwidth.
Remark 4.3 (Discussions with related literature). Note that our esti-
mator β̂ can be written as
β̂ = β̂0 +D
−1
n,h
[
1
n
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂0
h
)
+ τ − 1 + Yi −X
′
iβ̂0
h
H ′
(Yi −X ′iβ̂0
h
)}]
.
This formula is closely related to the estimator for quantile regression con-
sidered in Pang, Lu and Wang (2012), where they introduced the estimator
(non-censored version)
β̂PLW = β̂0 +A
−1
n
[
1
n
n∑
i=1
Xi
{
H
( Yi −X ′iβ̂0√
X ′iWXi
)
+ τ − 1
}]
,
where An =
1
n
n∑
i=1
XiX
′
i√
X′iWXi
H ′
(
Yi−X′iβ̂0√
X′iWXi
)
and W is a weight matrix with
order O(1/n). Pang, Lu and Wang (2012) applied the smoothing to the orig-
inal score function
∑n
i=1Xi(I{Yi−X ′iβ̂0 ≥ 0}+ τ − 1), while our estimator
comes from the smoothing to the loss function ρτ (·) and hence we have an
additional term
Yi−X′iβ̂0
h H
′
(
Yi−X′iβ̂0
h
)
. Note that this term plays a key role
in reducing the bias induced by the initial estimator β̂0 to ‖β̂0−β(τ)‖22. As
pointed above, this allows our estimator to have a successive improvement
on the estimation accuracy by iteratively updating the initial estimator.
Moreover, the recent work by Jordan, Lee and Yang (2018) and Wang
et al. (2017) also proposed iterative approaches in distributed setting for
successive refinement of an estimator. However, there are a few key dif-
ferences between our DC LEQR and their approaches. First, their results
require the loss function to have Lipschitz continuous second-order deriva-
tive, which is not satisfied by the original quantile loss function. Even if we
replace the indicator function I{x ≥ 0} in the quantile loss by the smoothed
version H(x/h), the second derivative of the loss function will not satisfy
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their conditions (e.g., Assumption PD in Jordan, Lee and Yang (2018) re-
quires that the “Lipschitz constant” of the second derivative has a uniform
upper bound). Furthermore, our results allow p→∞ in the inference prob-
lem without `1-regularization.
Remark 4.4 (General heterogenous case). We further consider a more
general heterogenous case where {Xi, i}’s are independent, but not iden-
tically distributed from the model (1). Due to space limitations, this het-
erogenous case is relegated to Appendix C.
4.2. Asymptotics for Online LEQR. The next theorem gives the limiting
behavior of the online LEQR in Algorithm 2.
Theorem 4.5. Suppose that (C1)-(C3) hold and p = o(m/(logm)2).
We have for any A > 0 and uniformly in 1 ≤ j ≤ mA,
β̂[j]− β(τ) = D
−1
m+ j
j∑
i=−m+1
Xi
(
I{i ≥ 0}+ τ − 1
)
+ rm,j ,(21)
where
‖rm,j‖2 = OP
(√ p
m+ j
{( p
m
)1/4√
logm+
√
p
m1/4
})
.(22)
Furthermore, when p = o(m1/4), we have for any v ∈ Rp with v 6= 0,
(23)
(m+ j)1/2v′
(
β̂[j]− β(τ)
)
√
v′D−1E[XX ′]D−1v
⇒ N(0, τ(1− τ))
as m→∞.
We note that m + j is the total number of used samples (including the
samples for initialization) up to time j. From (21), we have ‖β̂[j]−β(τ)‖2 =
OP(
√
p/(m+ j)) for any 1 ≤ j ≤ mA when rm,j is dominated by the first
term. By Theorem 1 in Siegmund (1969), we can further obtain ‖β̂[j] −
β(τ)‖2 = OP
(√
p log logm
m+j
)
uniformly for 1 ≤ j ≤ mA. To establish the
asymptotic distribution in (23), we need p = o(m1/4), which ensures that
‖rm,j‖2 = o(1/
√
m+ j) (see (22)).
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5. Simulations. In this section, we provide simulation studies to illus-
trate the performance of DC LEQR for constructing confidence intervals for
QR problems. We generate data from a linear regression model
(24) Yi = X
′
iβ + i, i = 1, 2, . . . , n,
where Xi = (1, Xi1, . . . , Xip)
′ ∈ Rp+1 is a random covariate vector. Here,
(Xi1, . . . , Xip)
′ follows a multivariate uniform distribution Unif([0, 1]p) with
Corr(Xij , Xik) = 0.5
|j−k| for 1 ≤ j 6= k ≤ p. Please refer to Falk (1999) for
the construction of such a multivariate uniform distribution. The regression
coefficient vector β = 1p+1. The errors i’s are generated independently from
the following three distributions:
(1) homoscedastic normal, i ∼ N(0, 1);
(2) heteroscedastic normal, i ∼ N(0, (1 + 0.3Xi1)2);
(3) exponential, i ∼ Exp(1).
For each quantile level τ , we compute the corresponding true QR coefficient
vector β(τ) in the QR model (1) by shifting i such that P(i ≤ 0|Xi) = τ :
(1) homoscedastic normal, β(τ) = β + Φ−1(τ)e1;
(2) heteroscedastic normal, β(τ) = β + Φ−1(τ)e1 + 0.3Φ−1(τ)e2;
(3) exponential, β(τ) = β + F−1exp(τ)e1;
Here Φ and Fexp are the cumulative distribution function of standard normal
distribution and exponential distribution with parameter 1. The vector ei
(for i = 1, . . . , p + 1) is the (p + 1)-dimensional canonical vector with the
i-th element being one and all the other elements being zero.
We use the integral of a biweight (or quartic) kernel as the smoothing
function H:
(25) H(v) =

0 if v ≤ −1,
1
2 +
15
16
(
v − 23v3 + 15v5
)
if |v| < 1,
1 if v ≥ 1.
It is easy to see that it satisfies Condition (C2).
5.1. Coverage rates. We compute the DC LEQR β̂(q) in (10) and mea-
sure the performance of β̂(q) in terms of the statistical inference. In partic-
ular, we report average coverage rates of the confidence interval of v′0β(τ),
where v0 = (p+ 1)
−1/21p+1. We set the nominal coverage probability 1−α0
to 95%. From Theorem 4.4, an oracle (1 − α0)-th confidence interval for
v′0β(τ) is given by
(26) v′0β̂
(q) ± n−1/2
√
τ(1− τ)v′0D−1E [XX ′]D−1v0zα0/2,
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Table 1
Coverage rates, bias, and variance of DC LEQR v.s. QR All and na¨ıve-DC when n
varies from m1.6 to m3. Noises i’s are generated from homoscedastic normal
distribution. Dimension p = 15. Batch size m = 100. Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 4 DC LEQR q = 5
τ = 0.1
1.6 0.954 0.38 20.81 0.953 0.26 21.14
2.0 0.956 0.13 3.04 0.953 0.09 3.05
2.4 0.946 -0.02 0.52 0.949 -0.02 0.52
3.0 0.942 0.00 0.04 0.943 0.00 0.03
τ = 0.5
1.6 0.943 0.00 12.07 0.938 0.03 12.01
2.0 0.947 0.02 1.81 0.947 0.02 1.81
2.4 0.944 0.00 0.29 0.945 0.00 0.29
3.0 0.951 0.00 0.02 0.952 0.00 0.02
τ = 0.9
1.6 0.938 -0.45 21.37 0.940 -0.36 21.77
2.0 0.942 -0.05 3.65 0.932 -0.02 3.65
2.4 0.960 -0.02 0.51 0.959 -0.02 0.51
3.0 0.952 0.00 0.04 0.955 0.00 0.03
QR All Na¨ıve-DC
τ = 0.1
1.6 0.948 0.15 23.04 0.638 7.86 13.82
2.0 0.949 0.04 3.21 0.000 7.96 1.93
2.4 0.952 0.03 0.50 0.000 7.97 0.31
3.0 0.953 0.01 0.03 0.000 7.95 0.02
τ = 0.5
1.6 0.954 -0.20 11.16 0.978 0.46 8.71
2.0 0.951 -0.01 1.68 0.968 0.40 1.32
2.4 0.950 0.02 0.28 0.916 0.36 0.21
3.0 0.930 0.00 0.02 0.222 0.35 0.01
τ = 0.9
1.6 0.942 -0.16 23.12 0.945 3.35 14.36
2.0 0.946 -0.04 3.30 0.531 3.46 2.20
2.4 0.947 0.02 0.52 0.000 3.45 0.35
3.0 0.944 0.00 0.03 0.000 3.41 0.02
where zα0/2 is the (1 − α0/2)-quantile of the standard normal distribution.
To construct the confidence interval, we estimate D and E [XX ′] by Dn,h
and 1n
∑n
i=1XiX
′
i, respectively. There are two major advantages of this
approach. First, since Dn,h has already been obtained in computing DC
LEQR, we estimate D without any extra computation. Second, both Dn,h
and 1n
∑n
i=1XiX
′
i are in the form of summation over n terms, which can be
easily computed in a distributed setting with little communication cost. As
we will show in Table 5, the proposed estimator is very close to the truth.
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Table 2
Coverage rates, bias, and variance of DC LEQR v.s. QR All and na¨ıve-DC when n
varies from m1.6 to m3. Noises i’s are generated from heteroscedastic normal
distribution. Dimension p = 15. Batch size m = 100. Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 4 DC LEQR q = 5
τ = 0.1
1.6 0.941 0.62 30.11 0.940 0.56 30.24
2.0 0.942 0.03 4.67 0.938 -0.04 4.79
2.4 0.947 0.01 0.72 0.947 0.00 0.70
3.0 0.952 0.00 0.06 0.950 0.00 0.05
τ = 0.5
1.6 0.941 -0.19 16.14 0.939 -0.18 16.22
2.0 0.946 0.02 2.48 0.944 0.02 2.48
2.4 0.940 0.01 0.40 0.940 0.01 0.40
3.0 0.947 0.00 0.03 0.947 0.00 0.02
τ = 0.9
1.6 0.925 -0.61 31.55 0.926 -0.48 31.46
2.0 0.943 -0.05 4.81 0.947 -0.01 4.73
2.4 0.955 -0.03 0.67 0.956 -0.02 0.67
3.0 0.953 -0.01 0.09 0.957 0.00 0.04
QR All Na¨ıve-DC
τ = 0.1
1.6 0.951 0.25 31.53 0.362 11.95 17.03
2.0 0.959 0.10 4.42 0.000 11.92 2.71
2.4 0.937 -0.01 0.79 0.000 11.88 0.44
3.0 0.954 0.01 0.04 0.000 11.91 0.02
τ = 0.5
1.6 0.950 -0.09 16.70 0.976 0.16 11.99
2.0 0.948 0.03 2.38 0.974 0.29 1.81
2.4 0.943 -0.03 0.40 0.944 0.33 0.28
3.0 0.960 0.00 0.02 0.320 0.36 0.02
τ = 0.9
1.6 0.942 -0.32 31.16 0.972 2.10 19.16
2.0 0.946 -0.13 4.68 0.882 2.00 2.94
2.4 0.954 0.00 0.72 0.303 1.99 0.45
3.0 0.946 0.00 0.05 0.000 2.01 0.03
The scaling constant in bandwidth is simply set to one (as in our theorems)
and more detailed experiments on the sensitivity analysis of the scaling con-
stant is provided in Section 5.3. We report empirical coverage rates as an
average of 1000 independent runs of the simulations.
In Tables 1–3, we present the empirical coverage rates of our DC LEQR
estimator, the na¨ıve-DC estimator, and the oracle QR estimator in (2) com-
puted on all data points (denoted as QR All) for three different noise mod-
els. More precisely, we generate the error from one of three distributions
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Table 3
Coverage rates, bias, and variance of DC LEQR v.s. QR All and na¨ıve-DC when n
varies from m1.6 to m3. Noises i’s are generated from exponential distribution.
Dimension p = 15. Batch size m = 100. Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 4 DC LEQR q = 5
τ = 0.1
1.6 0.880 0.71 1.19 0.916 0.45 0.90
2.0 0.920 0.05 0.42 0.942 0.02 0.22
2.4 0.915 0.00 0.13 0.931 0.02 0.09
3.0 0.907 0.04 0.33 0.931 -0.04 0.58
τ = 0.5
1.6 0.933 -0.12 7.76 0.931 -0.09 7.75
2.0 0.937 -0.05 1.59 0.939 -0.04 1.12
2.4 0.928 0.01 0.51 0.933 0.00 0.19
3.0 0.934 0.00 0.39 0.941 -0.01 0.04
τ = 0.9
1.6 0.931 -0.43 61.03 0.933 -0.21 58.31
2.0 0.908 0.00 10.75 0.916 0.12 10.37
2.4 0.906 -0.05 1.95 0.915 0.03 1.52
3.0 0.885 -0.02 0.15 0.917 0.01 0.10
QR All Na¨ıve-DC
τ = 0.1
1.6 0.945 0.14 0.87 0.422 1.98 1.11
2.0 0.957 0.02 0.12 0.001 1.99 0.16
2.4 0.958 0.00 0.02 0.000 1.99 0.03
3.0 0.944 0.00 0.00 0.000 2.00 0.00
τ = 0.5
1.6 0.959 0.11 7.16 0.799 3.49 5.32
2.0 0.944 0.02 1.15 0.070 3.46 0.93
2.4 0.948 0.01 0.18 0.000 3.46 0.15
3.0 0.953 0.00 0.01 0.000 3.45 0.01
τ = 0.9
1.6 0.952 0.07 65.66 0.798 11.20 36.00
2.0 0.944 0.16 10.14 0.010 11.66 5.76
2.4 0.953 0.00 1.59 0.000 11.68 0.96
3.0 0.948 0.02 0.10 0.000 11.69 0.06
(i.e., homoscedastic normal for Table 1, heteroscedastic normal for Table
2, and exponential for Table 3) and consider three different quantile levels
τ = 0.1, 0.5, 0.9. In our experiment, we set m = 100, p = 15 and vary n form
m1.6 to m3 (i.e., logm(n) from 1.6 to 3). From (17), it is easy to see that
we need number of aggregations q ≥ 4. Thus, we report the performance of
DC LEQR β̂(q) for q = 4 and q = 5. We also report the case of p = 3 in
Appendix E.1.
As one can see from Tables 1–3, for most of the settings, the coverage
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rates of our DC LEQR are close to the nominal level of 95% after 4 rounds
of aggregations (q = 4). The coverage performance becomes quite stable
for q = 5 iterations. On the other hand, for the na¨ıve-DC estimator, the
coverage rates are quite low in most settings, especially when n is larger
than m2.
Note that for na¨ıve-DC and QR All, we use the same estimator of the
limiting variance in (26) as in our DC LEQR when q = 4. More precisely,
we use Dn,h computed in the 4-th iteration to estimate D in (26) when
constructing the confidence intervals of na¨ıve-DC and QR All estimators.
We will show in Table 5 below that the proposed estimator of the limiting
variance performs well. In fact, we also use the true limiting variance to
construct the confidence interval and the coverage rates for all the methods
are almost the same.
In addition, we also report the simulation study with large dimension
(p = 1000). The results and analysis are relegated to Appendix E.3. From
the results, we can infer that the coverage rates get better as the iterative re-
finement proceeds. In particular, the coverage rates are close to the nominal
level 95% after 4 iterations when the dimension p = 1000. In summary, when
the dimension p is large, the proposed DC LEQR algorithm still achieves
desirable performance with a small number of iterations.
5.2. Bias and variance analysis. To see the improvement of DC LEQR
over na¨ıve-DC when n is excessively larger than the subset size m, we also
report the mean bias and variance of our proposed DC LEQR, na¨ıve-DC,
and QR All in Tables 1–3. The mean bias and variance of v′0β̂ are based on
1000 independent runs of simulations.
From Tables 1–3, the bias of our method is quite small while the na¨ıve-
DC approach has a much larger bias regardless of the sample size n. For
the variance, it decays with the rate 1/n as n goes large for all methods.
For most cases of using na¨ıve-DC, as logm(n) exceeding 2, the squared bias
becomes comparable or larger than the variance, which explains the reason
of the failure of na¨ıve-DC when n is large as compared to m. On the other
hand, the bias of our proposed DC LEQR is similar to that of QR All and
much smaller than that of na¨ıve-DC.
5.3. Sensitivity analysis and data-adaptive choice of the bandwidth. In
this section, we show the empirical performance of the data-adaptive choice
of bandwidth in Remark 4.2 and the sensitivity of the scaling constant in
bandwidth. Due to space limitations, we report τ = 0.1, homoscedastic nor-
mal noise case as an example. More noise cases (e.g., heteroscedastic normal
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Table 4
Coverage rates for DC LEQR with iterations q = 1, 2, 3, 4, 5 for different choices of the
scaling constant c. Noises i’s are generated from homoscedastic normal distribution.
Dimension p = 15. Batch size m = 100. Sample size n varies from m1.6 to m3. Quantile
level τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 0.642 0.909 0.949 0.954 0.953
2.0 0.311 0.911 0.956 0.956 0.953
2.4 0.077 0.427 0.877 0.946 0.949
3.0 0.000 0.231 0.611 0.942 0.943
c = 3
1.6 0.711 0.907 0.951 0.949 0.944
2.0 0.303 0.891 0.947 0.946 0.946
2.4 0.111 0.521 0.889 0.952 0.949
3.0 0.000 0.306 0.687 0.953 0.950
c = 5
1.6 0.644 0.900 0.959 0.950 0.950
2.0 0.196 0.849 0.942 0.952 0.951
2.4 0.079 0.469 0.815 0.944 0.944
3.0 0.000 0.120 0.588 0.947 0.949
c = 10
1.6 0.597 0.814 0.955 0.949 0.947
2.0 0.129 0.729 0.944 0.951 0.951
2.4 0.000 0.402 0.777 0.952 0.949
3.0 0.000 0.011 0.513 0.950 0.946
data-adaptive
1.6 0.724 0.929 0.946 0.949 0.948
2.0 0.336 0.914 0.947 0.954 0.949
2.4 0.187 0.564 0.912 0.941 0.944
3.0 0.000 0.385 0.710 0.954 0.951
and exponential cases) are relegated to Appendix E.2, and observations are
similar to the homoscedastic normal case.
Table 4 shows coverage rates of the DC LEQR with q = 1, 2, 3, 4, 5 itera-
tions. Similar to the setting in Tables 1–3, we choose m = 100, p = 15, and
n varies from m1.6 to m3. We report the performance of DC LEQR using
different fixed constants c = 1, 3, 5, 10 in bandwidth hg for 1 ≤ g ≤ q (us-
ing the same constant in all iterations) as well as our data-adaptive choice
of bandwidth. For the data-adaptive bandwidth, we choose the best scal-
ing constant from a list of 1000 equally spaced constants from a very small
number (0.1) to a large one (100) according to Remark 4.2. Note that differ-
ent scaling constants will be chosen for different iterations. As one can see,
for q = 1 and q = 2, the adaptive method indeed achieves better coverage
than other scaling constants. On the other hand, when q ≥ 3, all different
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Table 5
Square root of the ratio of the estimated variance and the true limiting variance using
different choices of the scaling constant c in bandwidths. Noises i’s are generated from
homoscedastic normal distribution. Dimension p = 15. Batch size m = 100. Sample size
n varies from m1.6 to m3. Quantile level τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 1.05 1.10 1.11 1.07 1.05
2.0 1.14 1.09 0.99 1.04 1.03
2.4 1.27 1.24 1.12 0.99 1.00
3.0 1.12 1.07 1.03 1.00 1.01
c = 3
1.6 1.14 1.01 0.99 0.99 1.00
2.0 1.06 1.04 1.02 1.00 1.01
2.4 1.08 1.03 1.03 1.01 1.01
3.0 1.04 1.00 0.99 0.99 0.99
c = 5
1.6 1.09 1.04 0.99 0.98 0.99
2.0 1.11 1.12 1.07 1.03 1.04
2.4 1.04 1.07 1.00 1.00 1.01
3.0 1.07 1.02 1.01 1.01 1.01
c = 10
1.6 0.74 0.84 0.89 0.94 0.96
2.0 0.86 0.86 0.92 0.96 0.99
2.4 0.90 0.91 0.96 0.99 1.01
3.0 0.88 0.90 0.98 1.00 1.00
data-adaptive
1.6 1.01 1.06 1.03 1.01 1.00
2.0 1.03 1.03 1.01 0.98 0.97
2.4 1.01 1.06 1.01 1.00 1.01
3.0 1.01 1.04 1.02 1.01 1.01
choices of scaling constants lead to coverage rates close to the nominal level
of 95%. This experiment suggests that for our proposed iterative aggrega-
tion approach, even when a sub-optimal scaling constant is used, one can
still achieve good performance by performing more iterations.
Moreover, to investigate the sensitivity of the scaling constant in terms
of variance estimation, we also present the square root of the ratio of the
estimated variance of our approach versus the true limiting variance, i.e.,
(27)
√
v′0D
−1
n,h
1
n
∑n
i=1 [XiX
′
i]D
−1
n,hv0√
v′0D−1E [XX ′]D−1v0
,
where Dn,h is computed for iterations q = 1, 2, 3, 4, 5 and for each fixed q,
the bandwidth hg = cmax(
√
p/n, (p/m)2
g−2
) for 1 ≤ g ≤ q. In Table 5, we
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Table 6
Bias (×10−2), variance (×10−4), coverage rates (nominal level 95%) and computation
time (×100 seconds) of DC LEQR for different q versus the standard QR estimator on
the entire data (QR All), and na¨ıve-DC. Noises i’s are generated from homoscedastic
normal distribution. Dimension p = 15. Quantile level τ = 0.1.
DC LEQR QR Na¨ıve
q = 1 q = 2 q = 3 q = 4 All DC
m = 100, n = 106
Bias 6.112 0.865 0.038 -0.020 -0.020 7.947
Variance 35.464 1.637 0.037 0.035 0.031 0.24
Coverage 0.001 0.314 0.940 0.942 0.942 0.000
Time 0.409 0.821 1.233 1.643 8.015 2.421
m = 500, n = 106
Bias 1.334 0.029 -0.008 -0.010 -0.009 0.214
Variance 0.642 0.042 0.029 0.029 0.029 0.029
Coverage 0.087 0.914 0.947 0.951 0.951 0.132
Time 0.499 0.993 1.488 1.982 7.909 2.549
m = 500, n = 107
Bias 1.171 0.046 -0.005 -0.005 -0.005 0.237
Variance 0.885 0.016 0.002 0.002 0.002 0.002
Coverage 0.024 0.642 0.943 0.948 0.947 0.000
Time 4.555 9.106 13.648 18.188 143.521 25.289
m = 1000, n = 107
Bias 0.786 0.016 -0.007 -0.007 -0.007 0.140
Variance 0.167 0.002 0.003 0.003 0.003 0.003
Coverage 0.014 0.897 0.952 0.947 0.947 0.013
Time 4.547 9.087 13.625 18.164 137.425 25.353
report the performance of the variance estimation with different choices of
the scaling constant c of the bandwidth h in constructing Dn,h .
From Table 5, the ratio is very close to 1 when q = 4 or 5. Therefore, when
q is large, the proposed variance estimator is a reliable one in the distributed
setting. Moreover, we notice that the ratio is very stable for different choices
of the scaling constant c, which illustrates the robustness of the estimator.
5.4. Computation efficiency. We further conduct experiments to illus-
trate the computation efficiency of our algorithm for different m and n with
τ = 0.1, p = 15 and i ∼ N(0, 1). We compare the computation time of DC
LEQR versus that of na¨ıve-DC as well as QR All in Table 6. We report the
bias and variance and the coverage rates for reference of the performance of
the estimators.
First of all, the computation time of DC LEQR is about as twice faster
than that of the QR All, especially when n is large. It is also faster than
the na¨ıve-DC and with a much better coverage when n is much larger than
m. Moreover, the time of our algorithm grows almost linearly in both n and
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q, which is consistent with the computation time analysis in Section 3.2. In
contrast, we observe that the time of QR grows faster than a linear function
in the sample size n. We also observe that, for each fixed n, the value m
has little effect on the computation time of DC LEQR. For na¨ıve-DC, the
squared bias in these cases dominate the variance, so the coverage rates are
far below the nominal level. In the meantime, DC LEQR has around 95%
coverage in all four cases after 2 iterations, and shows a similar behavior of
bias and variance as in Table 1.
Recently, researchers have developed new optimization techniques based
on alternating direction method of multiplier (ADMM) for solving QR prob-
lems (see, e.g., Yu, Lin and Wang (2017); Gu et al. (2018)). We further con-
duct comparisons to the ADMM approach and the details are provided in
Appendix E.4.
Finally, we also conduct simulation studies for online LEQR and the re-
sults are presented in Appendix E.5.
6. Conclusions and future works. In this paper, we propose a novel
inference approach for quantile regression under the memory constraint. The
proposed method achieves the same asymptotic efficiency as the quantile re-
gression estimator using all the data. Furthermore, it allows a weak condition
on the sample size n as a function of memory size m and is computation-
ally attractive. One key insight from this work is that na¨ıvely splitting data
and averaging local estimators could be sub-optimal. Instead, the iterative
refinement idea can lead to much improved performance for some inference
problems in distributed environments.
In some applications, one would expect a weaker assumption on the distri-
bution of data where the data could be correlated. It would be an interesting
future direction to study the problem of inference for correlated data in dis-
tributed settings. Moreover, for the online problem, it is also interesting to
consider the case where the model (e.g., β(τ)) is evolving over time. In this
case, some exponential decaying techniques to down weight historical data
might be useful.
In the future, we would also like to further explore this idea to other
QR problems under memory constraints or in a distributed setup, e.g., `1-
penalized high-dimensional quantile regression (see, e.g., Belloni and Cher-
nozhukov (2011); Wang, Wu and Li (2012); Fan, Xue and Zou (2016)) and
censored quantile regression (see, e.g., Wang and Wang (2009); Kong, Lin-
ton and Xia (2013); Volgushev et al. (2014); Leng and Tong (2014); Zheng
et al. (2018)).
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APPENDIX A: PROOF OF TECHNICAL RESULTS
A.1. Proof of Proposition 4.1. Let
Cn,h = An,h − 1
n
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1)
=
1
n
n∑
i=1
Xi
{
H
(
Yi −X ′iβ̂0
h
)
− I{i ≥ 0}+ i
h
H ′
(
Yi −X ′iβ̂0
h
)}
.
Note that ‖Cn,h‖2 = supv∈Rp,‖v‖2=1 |v′Cn,h|.
Let Sp−11/2 be a 1/2 net of the unit sphere S
p−1 in the Euclidean distance in
Rp. By the proof of Lemma 3 in Cai et al. (2010), we have dp :=Card(Sp−11/2 ) ≤
5p. Let v1, ...,vdp be the centers of the dp elements in the net. Therefore for
any v in Sp−1, we have ‖v − vj‖2 ≤ 1/2 for some j. Therefore, ‖Cn,h‖2 ≤
supj≤dp |v′jCn,h|+ ‖Cn,h‖2/2. That is, ‖Cn,h‖2 ≤ 2 supj≤dp |v′jCn,h|.
For α ∈ Rp, denote
Cn,h,j(α) =
1
n
n∑
i=1
v′jXi
{
H
(
Yi −X ′iα
h
)
− I{i ≥ 0}+ i
h
H ′
(
Yi −X ′iα
h
)}
=:
1
n
n∑
i=1
v′jXiHh(α).
When ‖β̂0−β(τ)‖2 ≤ an, we have ‖Cn,h‖2 ≤ 2 supj≤dp sup‖α−β(τ)‖2≤an |Cn,h,j(α)|.
Denote β(τ) = (β1, ..., βp)
′. For every i, we divide the interval [βi−an, βi+an]
into nM small subintervals and each has length 2an/n
M , where M is a large
positive number. Therefore, there exists a set of points in Rp, {αk, 1 ≤
k ≤ nMp}, such that for any α in the ball ‖α − β(τ)‖2 ≤ an, we have
‖α − αk‖2 ≤ 2√pan/nM for some 1 ≤ k ≤ nMp. Let ∆(α) = α − β(τ). We
have
i
h
H ′
(
Yi −X ′iα
h
)
=
i −X ′i∆(α)
h
H ′
(i −X ′i∆(α)
h
)
+
X ′i∆(α)
h
H ′
(i −X ′i∆(α)
h
)
.(28)
Note that xH ′(x) and H ′(x) are Lipschitz continuous and H ′(x) is bounded.
We have for ‖α− β(τ)‖2 ≤ an,∣∣∣i
h
H ′
(
Yi −X ′iα
h
)
− i
h
H ′
(
Yi −X ′iαk
h
) ∣∣∣
≤ Ch−1‖Xi‖2‖α− αk‖2 + Ch−2‖Xi‖22‖∆(α)‖2‖α− αk‖2
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≤ Ch−1√pann−M‖Xi‖2 + Ch−2√pa2nn−M‖Xi‖22.
Similarly,∣∣∣H (Yi −X ′iα
h
)
−H
(
Yi −X ′iαk
h
) ∣∣∣ ≤ Ch−1√pann−M‖Xi‖2.
Therefore, we have
sup
j
sup
‖α−β(τ)‖2≤an
|Cn,h,j(α)| − sup
j
sup
k
|Cn,h,j(αk)|
≤ C
√
pan
nM+1h
n∑
i=1
‖Xi‖22 + C
√
pa2n
nM+1h2
n∑
i=1
‖Xi‖32.
Since maxi,j E|Xi,j |3 <∞, by letting M large enough, we have
sup
j
sup
‖α−β‖2≤an
|Cn,h,j(α)| − sup
j
sup
k
|Cn,h,j(αk)| = OP(n−γ)(29)
for any γ > 0. It is enough to show that supj supk |Cn,h,j(αk)| satisfies the
bound in the proposition.
We first prove the proposition under (C3∗). Let Xi = (Xi,1, .., Xi,p)′,
X̂i,j = Xi,jI{|Xi,j | ≤ nκ} and X̂i = (X̂i,1, ..., X̂i,p)′. Then
sup
‖θ‖2=1
E(θ′X̂i)4 ≤ 8 sup
‖θ‖2=1
E(θ′Xi)4 + 8 sup
‖θ‖2=1
(
E
p∑
j=1
|θjXi,j |I{|Xi,j | ≥ nκ}
)4
≤ 8 sup
‖θ‖2=1
E(θ′Xi)4 + 8p
p∑
j=1
E(Xi,j)4I{|Xi,j | ≥ nκ} ≤ C.
Define
Ĉn,h,j(α) =
1
n
n∑
i=1
v′jX̂i
{
H
(i − X̂ ′i∆(α)
h
)
− I{i ≥ 0}+ i
h
H ′
(i − X̂ ′i∆(α)
h
)}
=:
1
n
n∑
i=1
v′jX̂iĤh(α).(30)
We have
P
(
sup
j
sup
k
|Cn,h,j(αk)| 6= sup
j
sup
k
|Ĉn,h,j(αk)|
)
≤
n∑
i=1
p∑
j=1
P(|Xi,j | ≥ nκ)
≤
n∑
i=1
p∑
j=1
E(|Xi,j |2/κ)
n2
= O(p/n) = o(1).(31)
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Let E∗(·) denote the conditional expectation given {Xi, 1 ≤ i ≤ n}. By
Condition (C1), since the conditional density function f(·|Xi) is Lipschitz
continuous, it is bounded. Also by Condition (C2) that H(x) is bounded
with support on [−1, 1], we have
E∗
[
H
(i − X̂ ′i∆(α)
h
)
− I{i ≥ 0}
]2
= h
∫ ∞
−∞
[
H(x)− I{x ≥ −X̂ ′i∆(α)/h}
]2
f(hx+ X̂ ′i∆(α)|Xi)dx
≤ Ch(|X̂ ′i∆(α)/h|+ 1)(32)
and
E∗
[i
h
H ′
(i − X̂ ′i∆(α)
h
)]2
= h
∫ ∞
−∞
{(x+ X̂ ′i∆(α)/h)H ′(x)}2f(hx+ X̂ ′i∆(α)|Xi)dx
≤ Ch(|X̂ ′i∆(α)/h|2 + 1).(33)
By (32), (33) and the definition of Ĥh(α) in (30), we have
E(v′jX̂iĤh(α))2 ≤ 2E(v′jX̂i)2
[
H
(i − X̂ ′i∆(α)
h
)
− I{i ≥ 0}
]2
+2E(v′jX̂i)2
[
i
h
H ′
(i − X̂ ′i∆(α)
h
)]2
≤ Ch
(
sup
‖θ‖2=1
E(θ′X̂i)2 + sup
‖θ‖2=1
E|θ′X̂i|3‖α− β(τ)‖2/h
+ sup
‖θ‖2=1
E(θ′X̂i)4‖α− β(τ)‖22/h2
)
≤ Ch
(
1 + ‖α− β(τ)‖2/h+ ‖α− β(τ)‖22/h2
)
,
where we used the inequalities that
sup
‖v‖=1,‖u‖=1
E{(v′X̂i)2|u′X̂i|} ≤ sup
‖θ‖=1
E|θ′X̂i|3 ≤ C,
sup
‖v‖=1,‖u‖=1
E{(v′X̂i)2(u′X̂i)2} ≤ sup
‖θ‖=1
E|θ′X̂i|4 ≤ C.
By (28), noting that H and xH ′(x) is bounded, we can obtain that
|v′jX̂iĤh(α)| ≤ C‖X̂i‖2(1 + ‖X̂i‖2‖α− β(τ)‖2/h)
≤ C√pnκ + Cpn2κ‖α− β(τ)‖2/h.
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By Condition (C3∗),
p log n = o
(√nph log n
pn2κ
)
.
By Bernstein’s inequality, we can get for any γ > 0, there exists a constant
C such that
sup
j
sup
k
P
(
|Ĉn,h,j(αk)− EĈn,h,j(αk)| ≥ C
√
ph log n
n
)
= O(n−γp).
This yields that
sup
j
sup
k
|Cn,h,j(αk)− ECn,h,j(αk)| = OP
(√ph log n
n
)
.(34)
It remains to give a bound for ECn,h,j(α). Let F (x|Xi) be the conditional
distribution of i given Xi. We have
E∗H
(i − X̂ ′i∆(α)
h
)
= h
∫ ∞
−∞
H(x)f(hx+ X̂ ′i∆(α)|Xi)dx
= −
∫ ∞
−∞
H(x)d(1− F (hx+ X̂ ′i∆(α)|Xi))
=
∫ 1
−1
(1− F (hx+ X̂ ′i∆(α)|Xi))H ′(x)dx
= 1− τ − f(0|Xi)
∫ 1
−1
(hx+ X̂ ′i∆(α))H
′(x)dx
+O(1)
∫ 1
−1
(hx+ X̂ ′i∆(α))
2|H ′(x)|dx
= 1− τ − f(0|Xi)
(
X̂ ′i∆(α) + h
∫ 1
−1
xH
′
(x)dx
)
+O(h2 + (X̂ ′i∆(α))
2).
Similarly,
E∗
[i
h
H ′
(i − X̂ ′i∆(α)
h
)]
= h
∫ 1
−1
(x+ X̂ ′i∆(α)/h)H
′(x)f(hx+ X̂ ′i∆(α)|Xi)dx
= f(0|Xi)
(
X̂ ′i∆(α) + h
∫ 1
−1
xH
′
(x)dx
)
+O(1)
∫ 1
−1
(hx+ X̂ ′i∆(α))
2|H ′(x)|dx
= f(0|Xi)
(
X̂ ′i∆(α) + h
∫ 1
−1
xH
′
(x)dx
)
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+O(h2 + (X̂ ′i∆(α))
2).
This implies that uniformly in α and j,
|ECn,h,j(α)| ≤ C(h2 + ‖α− β(τ)‖22).(35)
Hence supj supk |ECn,h,j(αk)| ≤ C(h2+a2n). Combining that with (29), (34),
this completes the proof of the proposition under Condition (C3∗).
We now prove the proposition under condition (C3). To bound Cn,h,j(αk)−
ECn,h,j(αk) under condition (C3), we introduce the following exponential in-
equality from Cai and Liu (2011).
Lemma 1 (Cai and Liu, 2011). Let ξ1, . . . , ξn be independent random
variables with mean zero. Suppose that there exists some t > 0 and Bn such
that
∑n
k=1 Eξ2ket|ξk| ≤ B
2
n. Then for 0 < x < Bn,
P
( n∑
k=1
ξk > CtBnx
) ≤ exp(−x2),
where Ct = t+ t
−1.
Note that, by an = O(h) and (28),
|v′jXiHh(α)| ≤ C|v′jXi|(1 + |(α− β(τ))′Xi|/‖α− β(τ)‖2) =: ξi,j
which implies that
E(|v′jXiHh(α)|)2eη1|v
′
jXiHh(α)| ≤ E(|v′jXiHh(α)|)2eη1ξi,j
≤ ChE
[
(v′jXi)
2eη1ξi,j (1 + |X ′i∆(α)/h|+ |X ′i∆(α)/h|2)
]
≤ Ch.
Let Bn = C
√
nh and x =
√
γp log n. By Lemma 1 (Cai and Liu, 2011)
and the fact that
√
p log n = o(
√
nh), we have for sufficiently large C,
sup
j
sup
k
P
(
|Cn,h,j(αk)− ECn,h,j(αk)| ≥ C
√
ph log n
n
)
= O(n−γp).
Combining that with (29) and (35), we complete the proof of the proposition
under condition (C3).
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A.2. Proof of Proposition 4.2. By the proof of Lemma 3 in Cai et al.
(2010), we have
‖Dn,h −D‖ ≤ 5 sup
j≤bp
|v′j(Dn,h −D)vj |,
where vi, 1 ≤ i ≤ bp, are some non-random vectors with ‖vi‖2 = 1 and
bp ≤ 5p. Now let
Dn,h,j(α) =
1
nh
n∑
i=1
(v′jXi)
2H ′
(
Yi −X ′iα
h
)
.
Therefore when ‖β̂0 − β(τ)‖2 ≤ an,
sup
j≤bp
|v′j(Dn,h −D)vj | ≤ sup
j≤bp
sup
|α−β(τ)|≤an
|Dn,h,j(α)− v′jDvj |.
Note that∣∣∣1
h
H ′
(
Yi −X ′iα
h
)
− 1
h
H ′
(
Yi −X ′iαk
h
) ∣∣∣ ≤ Ch−2|X ′(α− αk)|.
Therefore
sup
j
sup
‖α−β(τ)‖2≤an
|Dn,h,j(α)− v′jDvj | − sup
j
sup
k
|Dn,h,j(αk)− v′jDvj |
≤ C
√
pan
nM+1h2
n∑
i=1
‖Xi‖32.
Since maxi,j E|Xi,j |3 <∞, by letting M large enough, we have for any γ > 0,
sup
j
sup
‖α−β‖2≤an
|Dn,h,j(α)− v′jDvj | − sup
j
sup
k
|Dn,h,j(αk)− v′jDvj |
= OP(n
−γ).(36)
We now prove the proposition under under (C3∗). Similarly as in the proof of
Proposition 4.1, define X̂i,j = Xi,jI{|Xi,j | ≤ nκ} and X̂i = (X̂i,1, ..., X̂i,p)′,
and
D̂n,h,j(α) =
1
nh
n∑
i=1
(v′jX̂i)
2H ′
(i − X̂ ′i∆(α)
h
)
.
Therefore,
P
(
sup
j
sup
k
|Dn,h,j(αk)− v′jDvj | 6= sup
j
sup
k
|D̂n,h,j(αk)− v′jDvj |
)
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≤
n∑
i=1
p∑
j=1
P(|Xi,j | ≥ nκ) = o(1).
As the proof of (33), we have
sup
α
E∗
[
H ′
(i − X̂ ′i∆(α)
h
)]2
= O(h).
By condition (C3∗),
p log n = o
(√nhp log n
pn2κ
)
.
By Bernstein’s inequality, we can show that, for any γ > 0, there exists a
constant C such that
sup
j
sup
k
P
(
|D̂n,h,j(αk)− E(D̂n,h,j(αk))| ≥ C
√
p log n
nh
)
= O(n−γp).(37)
Moreover,
E∗
1
h
H ′
(i − X̂ ′i∆(α)
h
)
=
∫ ∞
−∞
H ′(x)f(hx+ X̂ ′i∆(α)|Xi)dx
= f(0|Xi) +O(h+ |X̂ ′i∆(α)|).
Therefore, we have
|E(D̂n,h,j(α))− v′jDvj |
≤ C max
i
E|(v′jXi)2 − (v′jX̂i)2|+ C(h+ ‖α− β(τ)‖2)
≤ C max
i
(
p∑
j=1
EX2i,jI{|Xi,j | ≥ nκ})1/2 + C max
i
p∑
j=1
EX2i,jI{|Xi,j | ≥ nκ}
+C(h+ ‖α− β(τ)‖2)
≤ C(h+ ‖α− β(τ)‖2).(38)
Combining (38) with (36) and (37), we can get the desired inequality under
under (C3∗).
We now prove the proposition under condition (C3). Let
ξij = (v
′
jXi)
2H ′
(i −X ′i∆(α)
h
)
.
We have
E(ξij)2eη1|ξij | ≤ E(ξij)2eCη1(v′jXi)2
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= E
[
eCη1(v
′
jXi)
2
(v′jXi)
2E∗
[
H ′
(i −X ′i∆(α)
h
)]2]
= O(h).
Let Bn = C
√
nh and x =
√
γp log n. By Lemma 1 (Cai and Liu, 2011) again,
we can obtain that
sup
j
sup
k
P
(
|Dn,h,j(αk)− E(Dn,h,j(αk))| ≥ C
√
p log n
nh
)
= O(n−γp).(39)
Combining (36), (38), and (39), we can get the desired inequality under
under (C3).
A.3. Proof of Theorems 4.3 and 4.4. For independent random vec-
tors {Xi, 1 ≤ i ≤ n} with supi,j E|Xij |3 = O(1), let
Sn =
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1).
To prove Theorems 4.3-4.5, we need the following lemma.
Lemma A.1. We have∥∥∥∥ 1nSn
∥∥∥∥
2
= OP
(√ p
n
)
(40)
and
E sup
n≥1
1
np log logn
‖Sn‖22 = O(1),(41)
where O(1) is uniformly in p.
Proof of Lemma A.1. We have E‖Sn‖2 = O(np). This proves (40). To
prove (41), we define
Snj =
n∑
i=1
Xij(I{i ≥ 0}+ τ − 1).
It is enough to show that
sup
j
E sup
n≥1
1
n log logn
|Snj |2 = O(1).
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Now, since supi,j E|Xij |3 = O(1), we have
∞∑
i=1
1
i log log i
EX2ijI{|Xij | ≥
√
i log log i} ≤ C
∞∑
i=1
1
(i log log i)3/2
<∞.
Similarly,
∞∑
i=1
1√
i log log i
E|Xij |I{|Xij | ≥
√
i log log i} ≤ C
∞∑
i=1
1
(i log log i)3/2
<∞.
The rest proof follows from that of Theorem 1 in Siegmund (1969).
Now let’s prove Theorem 4.3 and 4.4. First, by (40) and Propositions
4.1-4.2, it is easy to show that (13) holds.
For q = 1, note that we assume that ‖β̂0 − β(τ)‖2 = OP(
√
p/m). Then
let an =
√
p/m and it is easy to see Theorem 4.3 holds. Now suppose the
theorem holds for q = g−1 with some g ≥ 2. Noting that p = O(m/(log n)2),
we have
√
phg−1(log n)/n = O(
√
p/n). Then for q = g with initial estimator
β̂0 = β̂
(g−1), we have an = max(
√
p/n, (p/m)2
g−2
) = hg. By (13), we have
proved Theorem 4.3. Theorem 4.4 follows directly from Theorem 4.3 and
the Lindeberg-Feller central limit theorem.
A.4. Proof of Propsition C.1. The proof is identically same as proof
of Theorem 4.3 with replacing theD in Proposition 4.2 byD = 1n
∑n
i=1 EXiX ′ifi(0|Xi).
A.5. Proof of Theorem 4.5.
Proof. Define bma−1c = −m. Assume that ‖β̂(bmal−1c) − β(τ)‖2 =
OP(
√
p/(m+mal−1)). By Lemma 1 (Cai and Liu, 2011) and p = o(m/(logm)2),
we have uniformly in k, j and ‖α− β(τ)‖2 ≤ C
√
p/(m+mal−1),
P
(∣∣∣ k+j∑
i=k
v′[XiHhl(α)− EXiHhl(α)]
∣∣∣ ≥ C√phl max(j,m+mal−1) logm) = O(m−γp)
for any fixed l ≥ 1 and uniformly in bmal−1c+ 1 ≤ j ≤ bmalc. Therefore,
∥∥∥ 1
j − bmal−1c (U(j)− V (j)β(τ))−
1
j − bmal−1c
j∑
i=bmal−1c+1
Xi
(
I{i ≥ 0}+ τ − 1
)∥∥∥
2
= OP(1)
(√phl max(j,mal−1) logm
j − bmal−1c +
p
(m+mal−1)
)
,
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Therefore, uniformly in bmal−1c+ 1 ≤ j ≤ bmalc,∥∥∥ 1
j − bmal−2c(U(bm
al−1c) +U(j)− [V (bmal−1c) + V (j)]β(τ))
− 1
j − bmal−2c
j∑
i=bmal−2c+1
Xi
(
I{i ≥ 0}+ τ − 1
)∥∥∥
2
= OP(1)
(√ phl−1 logm
j − bmal−2c +
p(bmal−1c − bmal−2c)
(m+ |bmal−2c|)(j − bmal−2c) +
p
(m+mal−1)
)
.
Similarly, it is easy to show that, uniformly in bmal−1c+ 1 ≤ j ≤ bmalc,∥∥∥ 1
j − bmal−2c (V (bm
al−1c) + V (j))−D
∥∥∥
= OP(1)
(√ p logm
(j − bmal−2c)hzl +
√
p(bmal−1c − bmal−2c)√
m+ |bmal−2c|(j − bmal−2c) +
√
p
m+ bmal−1c
)
.
By the second argument in Lemma A.1, uniformly in bmal−1c + 1 ≤ j ≤
bmalc,
D−1
j − bmal−2c
∥∥∥ j∑
i=bmal−2c+1
Xi
(
I{i ≥ 0}+ τ − 1
)∥∥∥
2
= OP
(√ p logm
j − bmal−2c
)
.
This implies that, uniformly in bmal−1c+ 1 ≤ j ≤ bmalc,
∥∥∥β̂(j)− β(τ)− D−1
j − bmal−2c
j∑
i=bmal−2c+1
Xi
(
I{i ≥ 0}+ τ − 1
)∥∥∥
2
= OP(1)
(√ phl−1 logm
j − bmal−2c +
p(bmal−1c − bmal−2c)
(m+ |bmal−2c|)(j − bmal−2c) +
p logm
(m+mal−1)
)
.
By the definition of {al}, it is easy to show that
bmal−1c − bmal−2c
(m+ |bmal−2c|)(j − bmal−2c)1/2 +
√
j +m logm
(m+mal−1)
= O(m−1/4)
for l ≥ 1. This completes the proof.
APPENDIX B: CONJUGATE GRADIENT METHOD FOR SOLVING
LINEAR SYSTEMS
In our simulation study, we use the conjugate gradient method to effi-
ciently solve the linear system in the construction of LEQR β̂ in (7). To
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Algorithm 3 Conjugate Gradient Method for solving V β = U
Input: The matrix V ∈ Rp×p and the vector U ∈ Rp.
1: Initialize β0.
2: Set initial residual r0 = U − V β0.
3: Set initial direction d0 = r0.
4: Set k = 0.
5: repeat
6: Update k = k + 1.
7: Calculate αk =
r′k−1rk−1
d′k−1V dk−1
.
8: Update solution βk = βk−1 + αkdk−1.
9: Update residual rk = rk−1 − αkV dk−1.
10: Calculate γk =
r′krk
r′k−1rk−1
.
11: Update direction dk = rk + γkdk−1.
12: until ‖rk‖2 is sufficiently small.
Output: The final solution βk.
simplify our notation, we rewrite (7) as β̂ = V −1U , where
V =
1
n
n∑
i=1
XiX
′
i
1
h
H ′
(Yi −X ′iβ̂0
h
)
,
U =
1
n
n∑
i=1
Xi
{
H
(Yi −X ′iβ̂0
h
)
+ τ − 1 + Yi
h
H ′
(Yi −X ′iβ̂0
h
)}
.
Despite the form of β̂ = V −1U , there is no need to explicitly compute the
matrix inversion. Instead, it essentially solves a linear equation system V β̂ =
U . The Conjugate gradient method (Hestenes and Stiefel, 1952) is one of the
most popular iterative methods for solving a linear system. For the purpose
of completeness, we present the detailed algorithm in Algorithm 3. Please
refer to Chapter 5 in Nocedal and Wright (2006) for more explanations
of the algorithm. The time complexity of the conjugate gradient method
is O(sV
√
κ) where sV is the number of non-zero entries of V and κ is
its condition number. Since V is a p × p matrix so the complexity is at
most O(p2
√
κ). In our simulations for the large p case (see Section E.3
below), we use the R-package Mandal and Ma (2014) that implements the
conjugate gradient to compute β̂ = V −1U in LEQR. For reference, we
test the computation time for solving a linear system using the conjugate
gradient method on a standard desktop. A typical run only takes less than
0.05 seconds when p = 1000, less than 1 seconds when p = 5000, and less
than 5 seconds when p = 10, 000, respectively.
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APPENDIX C: A MORE GENERAL HETEROGENEOUS SETTING
Our algorithm can also be applied to the case that {Xi, i}’s are inde-
pendent, but not identically distributed from model (1). For example, in
sensor networks, sensors are placed at the different locations. Therefore, the
covariates Xi’s (e.g., climate factors) can be differently distributed across
different sensors. Note that the underlying true coefficient vector β(τ) must
be identical across different machines since otherwise the distributed infer-
ence problem is ill-defined. In order to obtain the Bahadur representation in
Theorem 4.3, we need to revise the conditions (C1), (C2), (C3) and (C3∗)
as the following,
(HC1) For each data 1 ≤ i ≤ n, the conditional density function fi(·|Xi) is
Lipschitz continuous with the Lipschitz constant Li bounded uniformly
by some positive constant L for all i. LetDn =
1
n
∑n
i=1 E[XiX ′ifi(0|Xi)].
We assume that 0 < c1 ≤ λmin(Dn) ≤ λmax(Dn) ≤ c2 < ∞ for some
constants c1, c2 uniformly in n.
(HC2) The same as (C2).
(HC3) Assume that p = o (nh/(log n)) and supi sup‖θ‖2=1 Ee
η(θ′Xi)2 <∞ for
some η > 0.
(HC3∗) Assume for some κ > 0, p = o
(
(n1−4κh/ log n)1/3
)
. Suppose that
supi,j E|Xi,j |a < ∞ for some a ≥ 2/κ and supi sup‖θ‖2=1 E(θ′Xi)4 <
∞.
The conditions (HC1), (HC3) and (HC3∗) are similar to those in Section 4.1
except that the conditions on covariates X are changed to uniform bounds.
Under these conditions, we present the Bahadur representation of β̂(q).
Proposition C.1. Assume the initial estimator β̂0 in (9) satisfies ‖β̂0−
β(τ)‖2 = OP(
√
p/m). Let hg = max(
√
p/n, (p/m)2
g−2
) for 1 ≤ g ≤ q.
Assuming that conditions (HC1), (HC2), and (HC3) (or (HC3∗)) hold with
h = hq and p = O(m/(log n)
2), we have that,
β̂(q) − β(τ) = D
−1
n
n∑
i=1
Xi(I{i ≥ 0}+ τ − 1) + rn
with
‖rn‖2 = OP
(√phq log n
n
+
( p
m
)2q−1)
.
The proof of Proposition C.1 is quite similar to the proof of Theorem 4.3
(since the proofs of our Propositions 4.1-4.2 do not use identically distributed
property), and we mainly need to replace D with 1n
∑n
i=1 E[XiX ′ifi(0|Xi)].
Furthermore, a similar central limit theorem holds as in Theorem 4.4.
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APPENDIX D: LIMITATION OF THE NAI¨VE-DC APPROACH
In this section, we demonstrate the limitation of the na¨ıve-DC approach.
In particular, on a special case of quantile regression problem with p = 0
(i.e., inference for quantile), we show that the na¨ıve-DC estimator fails when
n ≥ cm2.
In particular, let Y1, . . . , Yn be n i.i.d. samples from a population Y , which
has the density function f(y). Further, let β(τ) be the τ -th quantile of Y , i.e.,
P(Y ≤ β(τ)) = τ . Denote by β̂k the τ -th sample quantile computed on Dk.
There are different ways in the literature to define the τ -th sample quantiles
(see Hyndman and Fan (1996)), while most of them have the following form
β̂k = (1− γ)YHk,(j) + γ · YHk,(j+1),
where index j and γ depend on τ . Here YHk,(j), j = 1, 2, . . . ,m are the
order statistics of Dk = {Yi}i∈Hk . We use a popular choice of j and γ that
j = bτ(m+ 1)c and γ = τ(m+ 1)− j.
Denote by β̂ = 1N
∑N
k=1 β̂k the na¨ıve-DC estimator of τ -th quantile. We
have the following theorem for the asymptotic distribution of β̂.
Theorem D.1. Suppose the density function f(·) is positive and has
bounded third derivatives. We have, for n ≤ mA with some constant A > 0,
β̂ − β(τ) = 1
nf(β(τ))
n∑
i=1
(
τ − I{Yi ≤ β(τ)}
)
− τ(1− τ)f
′(β(τ))
2mf3(β(τ))
+OP
( logm√
nm1/4
+
(logm)2
m5/4
)
.
In particular:
(1) If n/m2 → 0, then
√
n(β̂ − β(τ))⇒ N
(
0,
τ(1− τ)
[f(β(τ))]2
)
, as n→∞.
(2) If n/m2 → c for some c > 0, then
√
n(β̂ − β(τ))−√cb⇒ N
(
0,
τ(1− τ)
[f(β(τ))]2
)
, as n→∞,
where b = − τ(1−τ)f ′(β(τ))
2f3(β(τ))
.
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(3) If n/m2 →∞, n ≤ mA for some A > 0, and b 6= 0, then we have
m(β̂ − β(τ))
b
→ 1
in probability.
Theorem D.1 shows that when n/m2 → ∞, the estimation accuracy of
β̂ only depends on m and increasing the sample size n in the na¨ıve-DC
method does not improve the estimation accuracy. Also, applying the na¨ıve-
DC method to streaming data requires Ω(
√
n) space to have the asymptotic
normality and optimal convergence rate.
D.1. Proof of Theorem D.1. Let F and Fk be the distribution of Y
and the empirical distribution on Dk. It follows directly from the proof in
Bahadur (1966) that, uniformly for 1 ≤ k ≤ N ,
(42) YHk,(j) − β(τ) =
1
mf(β(τ))
∑
i∈Hk
(
τ − I{Yi ≤ β(τ)}
)
+OP
(
logm
m3/4
)
,
where j = bτ(m+ 1)c, which in turn implies that max1≤k≤N |β̂k − β(τ)| =
OP(
√
(logm)/m).
For the simplicity of the proof, we denote by β = β(τ). Since F has
bounded third derivatives, for any k,
F (YHk,(j))− F (β) = f(β)(YHk,(j) − β) +
1
2
f ′(β)(YHk,(j) − β)2 +R,
where R ≤ C|YHk,(j) − β|3 for some constant C. Hence
(43) YHk,(j) − β =
F (YHk,(j))− F (β)
f(β)
− 1
2
f ′(β)
f(β)
(YHk,(j) − β)2 −
R
f(β)
.
Denote by C
(k)
1 = F (YHk,(j))−F (β)− [τ − Fk(β)]. By the proof of Lemma 1
in Bahadur (1966), we have, for any c1 > 0, there exists a sufficiently large
c1 > 0 such that
P
(
|C(k)1 | ≥ c1
logm
m3/4
)
= O(m−c2).
This implies that E(Ak1)2 = O(
(logm)2
m3/2
). Note that F (x) is an nondecreasing
function and F (Y ) is uniform in [0, 1]. We have EF (YHk,(j)) = j/(m + 1).
Therefore,
1
N
N∑
k=1
C
(k)
1 =
1
N
N∑
k=1
(C
(k)
1 − EC(k)1 ) + j/(m+ 1)− τ
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= OP
( logm√
nm1/4
)
+ j/(m+ 1)− τ.
By (42), it is easy to see
(YHk,(j) − β)2 =
1
m2f2(β)
[ ∑
i∈Hk
(
τ − I{Yi ≤ β}
)]2
+Op
(
(logm)2
m5/4
)
uniformly for 1 ≤ k ≤ N . Therefore
1
N
N∑
k=1
(YHk,(j) − β)2 =
τ(1− τ)
mf2(β(τ))
+Op
(
(logm)2
m5/4
)
.
Combining the above arguments, we obtain
YHk,(j) − β =
1
n
n∑
i=1
(τ − I{Yi ≤ β})− τ(1− τ)f
′(β)
2mf3(β)
+ j/(m+ 1)− τ
+OP
( logm√
nm1/4
+
(logm)2
m5/4
)
.
It is easy to see that the above equation also holds for YHk,(j+1). The proof
is complete.
APPENDIX E: ADDITIONAL SIMULATIONS
E.1. Coverage rates, bias and variance analysis when p = 3. In
Tables 7–9, we report the performance of our proposed DC LEQR, na¨ıve-
DC, and QR All when p = 3. The settings of batch size m, the total sample
size n, the quantile level τ , and the distribution of the noise remain the same
as in Tables 1–3. From (17), it is easy to see that now we need the number
of aggregations q ≥ 3. Consequently we report the performance of our DC
LEQR when q = 3 or q = 4. As one can see, na¨ıve-DC still fails when n is
large, while the coverage rates of our DC LEQR remain at the nominal level
(or similar to QR All) when q = 4.
E.2. Sensitivity analysis for other noise types. In this section, we
reproduce Tables 4–5 with the other two noise types (e.g., heteroscedastic
normal and exponential). The results are reported in Tables 10–13. Similar
to the case of homoscedastic normal, as long as the number of iterations
q ≥ 3, all different choices of scaling constants lead to coverage rates close
to the nominal level of 95%.
QUANTILE REGRESSION UNDER MEMORY CONSTRAINT 47
E.3. DC LEQR for large p. We generate the data from the model
in (24) and adopt the same setting described in Section 5. We consider two
types of noises: homoscedastic normal, i ∼ N(0, 1); and heteroscedastic
normal, i ∼ N(0, (1+0.3Xi1)2). The dimension p is set to 1000. We vary the
sample size n from 106 to 2×106 and the batch size m from 10, 000 to 20, 000.
We set the nominal level to be 95% and the quantile level τ = 0.1. In Tables
14–15, we report the coverage rates, bias and variance of the proposed DC
LEQR with number of iterations q = 4 and q = 8. For comparison, we also
report the performance of QR All (i.e., the QR estimator in (2) computed
on all data points) and na¨ıve-DC. All results reported are the average of
1000 independent runs.
From the results in Tables 14–15, the coverage rates of the proposed DC
LEQR are close to the nominal level 95% after q = 4 iterations. In contrast,
the coverage rates of the na¨ıve-DC estimator are lower than the nominal
level when the number of machines is large (i.e., either the batch size m is
small for a fixed sample size n or the sample size n is large for a fixed batch
size m). Similar to the bias and variance analysis in Tables 1–3, the bias of
na¨ıve-DC is much larger than the proposed DC LEQR and QR All, which
explains the reason of the failure of na¨ıve-DC in terms of inference. The
variance of the proposed DC LEQR decreases when the number of iterations
q increases. When q = 8, the variance of DC LEQR is very close to that of
the na¨ıve-DC as well as QR All. In summary, when the dimension p is large,
the proposed DC LEQR algorithm still achieves desirable performance with
a small number of iterations.
E.4. Comparison with ADMM. Recently, researchers have devel-
oped new optimization techniques based on alternating direction method of
multiplier (ADMM) for solving QR problems (see, e.g., Yu, Lin and Wang
(2017); Gu et al. (2018)). We refer the readers to Boyd et al. (2011) for
more details on ADMM. While their work mostly focuses on optimizing a
high-dimensional QR objective with penalization, the proposed method can
also be modified to optimizing un-regularized QR problems.
We provide a comparison between DC LEQR and ADMM-based QR es-
timator in Table 16. We conduct experiments for different m and n with
τ = 0.1, p = 15, and i ∼ N(0, 1). We report empirical coverage rates,
mean bias and variance of v′0β and computation time as an average of 1000
independent runs of the simulations.
Due to our limited computing resource, we implement the both methods
on a single machine but record the time as in a parallel setting. In partic-
ular, we separate the data to N subsets. For DC LEQR, we first compute
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the initial estimator and record the computation time T0. Next, for each
round g = 1, 2, . . . , q, we compute the local statistic for each batch of data
k for k = 1, 2, . . . , N and record the local computation time T
(g)
1,k . We take
the maximum of the local computation time for different batches of data
as an estimated time for this step (i.e.,
∑q
g=1 maxk T
(g)
1,k ). Then, we aggre-
gate the local statistics by solving a linear system in (10) and record the
aggregation time T
(g)
2 . The total computation time for LEQR is calculated
as T0 +
∑q
g=1 maxk T
(g)
1,k +
∑q
g=1 T
(g)
2 . For ADMM, denote by r = y −Xβ
where y = (y1, y2, . . . , yn)
′ and X = (X1,X2, . . . ,Xn)′. The primal update
of β can be divided into two steps that fit a parallel computing scheme as
suggested in Yu, Lin and Wang (2017). Following Yu, Lin and Wang (2017),
in the g-th iteration, each of the primal β-step, r-step, and the dual step can
all be updated separately for each batch of data by allowing the communi-
cation of the estimator of the (g − 1)-th iteration β̂(g−1). For each iteration
g and data batch k, we record the local computation time T˜
(g)
1,k and aggre-
gation time T˜
(g)
2 . The total computation time for ADMM is calculated as∑q1
g=1 maxk T˜
(g)
1,k +
∑q1
g=1 T˜
(g)
2 where q1 is the number of iterations.
The recorded computation time of the both methods is analogous to the
distributed setting despite that the communication time is neglected. On
the other hand, the communication time could vary a lot from one setting
to another depending on the communication protocol (e.g., communication
within a single machine, within a local area network, or on the internet).
Therefore, we will investigate the theoretical communication cost in the next
paragraph. Minimizing the communication time in practice under different
communication protocols is not the main focus of the paper and we would
like to leave it for future investigation.
In terms of total communication cost, our DC LEQR requiresO(qp2(n/m))
bits, where q is the number of iterations and n/m is the number of data
batches. Correspondingly, ADMM requires O(q1p(n/m)) bits, where q1 is
the number of iterations of ADMM, which depends on the condition num-
ber of the Hessian matrix (and may depend on p). Although the number
of iterations q has an explicit formula with dimension p (see Eq. (17)), we
can not find a precise relation between q1 and p in the existing literature on
quantile regression. Hence it is a bit hard to compare the communication
cost rigorously. In our simulation setup with p = 15, the ADMM algorithm
often stops within around 50 to 100 iterations. For example, a typical trail of
ADMM stops at 84, 88, 55, 57 iterations when (m,n) = (100, 106), (500, 106),
(500, 106), (1000, 106), respectively.
As one can see from Table 16, on one hand, since ADMM optimizes the
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QR objective on all the samples, the coverage rates of the obtained solution
are close to the nominal level of 95%. On the other hand, our method is still
faster than ADMM-based method.
E.5. Online LEQR. In addition, in Figure 2, we investigate the per-
formance of online LEQR. We fix the memory size m = 500 and choose
the dimensionality from p ∈ {3, 15}. We consider the homoscedastic normal
noises as described in the beginning of Section 5. The size of online stream-
ing data n (i.e., m+j in Theorem 4.5) varies from n = 104 to n = 106. From
Theorem 4.5, an oracle (1−α0)-th confidence interval for v′0β(τ) is given by
(44) v′0β̂[n−m]± n−1/2
√
τ(1− τ)v′0D−1E [XX ′]D−1v0zα0/2,
where zα0/2 is the (1 − α0/2)-quantile of the standard normal distribution.
Similarly as the DC LEQR,D and E [XX ′] are estimated by 1n−rl−2 (V (rl−1)+
V (n)) and 1n
∑n
i=1XiX
′
i, respectively. We report the empirical coverage rate
as an average of 1000 independent runs of the simulations. For all the set-
tings, the coverage rates are close to the nominal level 95% when the sample
size n is reasonably large (e.g., n ≥ 105). Note that for many emerging
internet applications involving online streaming data, the data sequence is
long.
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Table 7
Coverage rates, bias, and variance of DC LEQR v.s. QR All (i.e., the quantile regression
estimator in (2) computed on all data points) and na¨ıve-DC when n varies from m1.6 to
m3. Noises i’s are generated from homoscedastic normal distribution. Dimension p = 3.
Batch size m = 100. Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 3 DC LEQR q = 4
τ = 0.1
1.6 0.932 0.21 32.32 0.935 0.07 31.46
2.0 0.948 0.14 4.47 0.950 0.14 4.44
2.4 0.964 0.01 0.65 0.967 0.00 0.63
3.0 0.939 0.02 0.05 0.958 0.00 0.04
τ = 0.5
1.6 0.941 0.07 15.60 0.942 0.07 15.63
2.0 0.946 -0.05 2.25 0.945 -0.05 2.25
2.4 0.955 -0.01 0.38 0.955 -0.01 0.38
3.0 0.947 -0.01 0.02 0.947 -0.01 0.02
τ = 0.9
1.6 0.938 -0.38 30.70 0.936 -0.26 30.53
2.0 0.939 0.03 4.55 0.943 0.04 4.49
2.4 0.948 0.01 0.71 0.949 0.02 0.69
3.0 0.924 -0.03 0.07 0.956 -0.01 0.04
QR All Na¨ıve-DC
τ = 0.1
1.6 0.944 0.06 29.80 0.933 1.20 30.35
2.0 0.940 -0.05 4.48 0.913 1.19 4.39
2.4 0.951 0.02 0.71 0.687 1.20 0.71
3.0 0.948 -0.01 0.04 0.000 1.20 0.04
τ = 0.5
1.6 0.939 -0.04 16.44 0.947 -0.10 16.91
2.0 0.960 0.01 2.42 0.954 0.01 2.43
2.4 0.943 -0.03 0.39 0.933 -0.01 0.39
3.0 0.937 0.01 0.03 0.946 0.01 0.03
τ = 0.9
1.6 0.952 -0.17 30.36 0.948 -0.83 30.39
2.0 0.958 -0.01 4.06 0.938 -0.69 4.24
2.4 0.955 -0.05 0.72 0.871 -0.71 0.67
3.0 0.940 0.00 0.05 0.077 -0.70 0.04
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Table 8
Coverage rates, bias, and variance of DC LEQR v.s. QR All (i.e., the QR estimator in
(2) computed on all data points) and na¨ıve-DC when n varies from m1.6 to m3. Noises
i’s are generated from heteroscedastic normal distribution. Dimension p = 3. Batch size
m = 100. Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 3 DC LEQR q = 4
τ = 0.1
1.6 0.940 0.54 44.18 0.938 0.34 43.47
2.0 0.957 0.08 6.37 0.955 0.07 6.33
2.4 0.945 0.01 1.10 0.948 0.00 1.02
3.0 0.942 0.02 0.08 0.959 0.01 0.06
τ = 0.5
1.6 0.951 0.12 21.01 0.950 0.12 20.99
2.0 0.958 0.01 3.06 0.956 0.01 3.06
2.4 0.955 -0.02 0.54 0.955 -0.02 0.54
3.0 0.954 0.01 0.03 0.955 0.01 0.03
τ = 0.9
1.6 0.937 -0.33 41.89 0.939 -0.11 42.03
2.0 0.944 -0.01 6.32 0.946 0.01 6.13
2.4 0.950 0.00 1.05 0.956 0.01 0.97
3.0 0.934 -0.03 0.09 0.951 -0.01 0.06
QR All Na¨ıve-DC
τ = 0.1
1.6 0.937 0.27 45.19 0.921 2.40 40.71
2.0 0.953 0.15 6.44 0.834 2.47 6.21
2.4 0.952 0.03 0.96 0.345 2.37 0.93
3.0 0.938 0.00 0.06 0.000 2.34 0.06
τ = 0.5
1.6 0.957 -0.03 22.72 0.941 0.04 23.23
2.0 0.945 -0.01 3.59 0.946 -0.02 3.58
2.4 0.946 0.02 0.53 0.943 0.01 0.54
3.0 0.946 0.00 0.03 0.944 0.00 0.03
τ = 0.9
1.6 0.947 -0.22 42.49 0.961 -1.46 39.35
2.0 0.934 -0.04 6.28 0.911 -1.37 6.46
2.4 0.960 0.02 0.90 0.752 -1.30 0.95
3.0 0.957 0.01 0.06 0.001 -1.32 0.06
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Table 9
Coverage rates, bias, and variance of DC LEQR v.s. QR All (i.e., the QR estimator in
(2) computed on all data points) and na¨ıve-DC when n varies from m1.6 to m3. Noises
i’s are generated from exponential distribution. Dimension p = 3. Batch size m = 100.
Quantile level τ ∈ {0.1, 0.5, 0.9}.
logm(n) Coverage Bias Var Coverage Bias Var
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 3 DC LEQR q = 4
τ = 0.1
1.6 0.951 0.24 0.86 0.950 0.15 0.96
2.0 0.958 -0.01 0.17 0.956 -0.01 0.17
2.4 0.955 -0.01 0.03 0.944 0.00 0.03
3.0 0.954 0.00 0.00 0.941 0.00 0.00
τ = 0.5
1.6 0.941 -0.09 9.80 0.955 -0.06 9.84
2.0 0.936 0.02 1.64 0.943 0.02 1.64
2.4 0.949 -0.01 0.24 0.944 -0.01 0.24
3.0 0.950 0.00 0.02 0.953 0.00 0.02
τ = 0.9
1.6 0.941 -0.62 92.70 0.940 -0.25 85.62
2.0 0.936 0.04 14.32 0.937 0.11 13.44
2.4 0.949 -0.06 3.15 0.949 -0.01 2.30
3.0 0.950 -0.18 2.24 0.953 -0.01 0.30
QR All Na¨ıve-DC
τ = 0.1
1.6 0.947 0.09 1.10 0.835 1.00 1.28
2.0 0.956 0.02 0.16 0.324 1.00 0.19
2.4 0.941 0.00 0.03 0.001 0.98 0.03
3.0 0.951 0.00 0.00 0.000 0.99 0.00
τ = 0.5
1.6 0.937 0.14 11.10 0.930 1.12 11.00
2.0 0.952 0.04 1.45 0.856 1.04 1.59
2.4 0.950 -0.01 0.23 0.463 1.01 0.23
3.0 0.955 0.00 0.02 0.000 1.03 0.02
τ = 0.9
1.6 0.953 -0.27 86.11 0.945 1.79 83.42
2.0 0.958 -0.06 12.91 0.938 1.68 12.05
2.4 0.946 -0.04 2.22 0.766 1.75 2.12
3.0 0.958 -0.01 0.14 0.002 1.79 0.14
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Table 10
Coverage rates for DC LEQR with iterations q = 1, 2, 3, 4, 5 for different choices of the
scaling constant c. Noises i’s are generated from heteroscedastic normal distribution.
Dimension p = 15. Batch size m = 100. Sample size n varies from m1.6 to m3. Quantile
level τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 0.477 0.851 0.902 0.941 0.940
2.0 0.157 0.896 0.949 0.948 0.948
2.4 0.014 0.614 0.715 0.947 0.947
3.0 0.000 0.112 0.431 0.952 0.950
c = 3
1.6 0.562 0.910 0.939 0.944 0.946
2.0 0.249 0.932 0.951 0.952 0.949
2.4 0.003 0.681 0.751 0.947 0.947
3.0 0.000 0.171 0.529 0.934 0.942
c = 5
1.6 0.421 0.754 0.882 0.943 0.946
2.0 0.134 0.648 0.845 0.946 0.948
2.4 0.006 0.311 0.676 0.936 0.944
3.0 0.000 0.101 0.359 0.907 0.941
c = 10
1.6 0.348 0.719 0.842 0.946 0.951
2.0 0.106 0.684 0.820 0.955 0.952
2.4 0.000 0.218 0.421 0.954 0.950
3.0 0.000 0.008 0.328 0.884 0.919
data-adaptive
1.6 0.615 0.945 0.948 0.949 0.949
2.0 0.357 0.913 0.951 0.952 0.953
2.4 0.049 0.649 0.794 0.949 0.951
3.0 0.010 0.217 0.534 0.935 0.946
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Table 11
Coverage rates for DC LEQR with iterations q = 1, 2, 3, 4, 5 for different choices of the
scaling constant c. Noises i’s are generated from exponential distribution. Dimension
p = 15. Batch size m = 100. Sample size n varies from m1.6 to m3. Quantile level
τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 0.313 0.745 0.832 0.880 0.916
2.0 0.116 0.678 0.846 0.920 0.942
2.4 0.014 0.514 0.726 0.915 0.931
3.0 0.000 0.127 0.429 0.907 0.931
c = 3
1.6 0.363 0.754 0.864 0.921 0.944
2.0 0.145 0.715 0.869 0.907 0.929
2.4 0.079 0.528 0.758 0.912 0.943
3.0 0.000 0.184 0.541 0.938 0.946
c = 5
1.6 0.296 0.749 0.898 0.871 0.922
2.0 0.101 0.654 0.865 0.904 0.936
2.4 0.012 0.544 0.731 0.891 0.914
3.0 0.000 0.131 0.467 0.842 0.876
c = 10
1.6 0.216 0.698 0.812 0.896 0.917
2.0 0.031 0.610 0.764 0.889 0.914
2.4 0.002 0.419 0.713 0.876 0.897
3.0 0.000 0.006 0.308 0.812 0.844
data-adaptive
1.6 0.377 0.798 0.899 0.917 0.949
2.0 0.209 0.745 0.894 0.902 0.941
2.4 0.121 0.605 0.814 0.924 0.936
3.0 0.000 0.218 0.699 0.900 0.913
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Table 12
Square root of the ratio of the estimated variance and the true limiting variance using
different choices of the scaling constant c in bandwidths. Noises i’s are generated from
heteroscedastic normal distribution. Dimension p = 15. Batch size m = 100. Sample size
n varies from m1.6 to m3. Quantile level τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 1.15 1.10 1.08 1.06 1.02
2.0 1.42 1.19 1.12 1.08 1.03
2.4 1.23 1.14 1.06 1.04 1.01
3.0 1.06 1.04 0.99 0.98 0.97
c = 3
1.6 1.10 1.05 1.02 1.03 1.01
2.0 1.31 0.11 1.07 1.02 1.00
2.4 1.17 1.04 1.03 1.03 1.03
3.0 1.04 1.01 1.00 1.00 0.99
c = 5
1.6 1.12 1.01 1.03 1.03 1.03
2.0 1.37 1.21 1.10 1.07 1.01
2.4 1.22 1.15 1.05 1.04 1.04
3.0 1.14 1.09 1.02 1.02 1.01
c = 10
1.6 1.19 1.09 0.98 0.96 0.94
2.0 1.47 1.17 1.19 1.14 1.10
2.4 1.25 1.20 1.11 1.12 1.07
3.0 1.11 1.04 1.04 1.03 1.03
data-adaptive
1.6 1.04 1.07 0.99 1.03 1.05
2.0 1.06 1.05 1.03 1.02 1.02
2.4 1.07 1.04 1.00 1.01 1.03
3.0 1.06 1.01 0.94 0.97 0.98
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Table 13
Square root of the ratio of the estimated variance and the true limiting variance using
different choices of the scaling constant c in bandwidths. Noises i’s are generated from
exponential distribution. Dimension p = 15. Batch size m = 100. Sample size n varies
from m1.6 to m3. Quantile level τ = 0.1.
logm(n) q = 1 q = 2 q = 3 q = 4 q = 5
c = 1
1.6 1.29 1.18 1.06 1.04 1.04
2.0 1.16 1.08 1.02 1.00 0.01
2.4 1.14 1.12 1.07 1.06 1.04
3.0 1.06 1.04 1.02 1.02 1.02
c = 3
1.6 1.17 1.13 1.01 0.97 0.98
2.0 1.08 1.04 1.00 0.99 1.00
2.4 1.04 0.99 0.99 0.99 1.00
3.0 1.02 0.94 0.97 1.01 1.03
c = 5
1.6 1.24 1.11 1.09 1.11 1.09
2.0 1.15 1.01 1.08 1.07 1.07
2.4 1.06 1.04 1.04 1.01 1.01
3.0 1.03 1.01 1.02 1.01 1.01
c = 10
1.6 1.44 1.26 1.10 1.07 1.07
2.0 1.31 0.77 0.96 0.97 0.98
2.4 1.08 0.89 0.96 0.99 1.00
3.0 1.17 1.09 1.07 1.05 1.04
data-adaptive
1.6 1.12 1.04 1.03 1.00 1.01
2.0 1.04 0.96 0.97 1.01 1.02
2.4 1.03 0.99 1.00 1.00 1.01
3.0 1.01 0.96 0.99 1.00 0.98
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Table 14
Coverage rates, bias, and variance of DC LEQR v.s. QR All (i.e., the QR estimator in
(2) computed on all data points) and na¨ıve-DC when dimension p = 1000. Noises i’s are
generated from homoscedastic normal distribution. The batch size m ∈ {10, 000, 20, 000}
and the sample size n ∈ {106, 1.5× 106, 2× 106}. Note that the method QR All does not
depend on the batch size m and thus the reported numbers are the same for m = 10, 000
and 20, 000. The quantile level is τ = 0.1, and the nominal level is 95%.
n Coverage Bias Variance Coverage Bias Variance
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 4 DC LEQR q = 8
m = 10, 000
n = 106 0.950 0.21 68.65 0.955 0.52 37.95
n = 1.5× 106 0.964 -0.80 32.50 0.958 -0.27 18.17
n = 2× 106 0.967 -0.22 12.59 0.955 -0.34 11.73
m = 20, 000
n = 106 0.952 0.08 59.57 0.953 -0.25 25.34
n = 1.5× 106 0.961 -0.04 18.66 0.951 0.13 17.70
n = 2× 106 0.964 -0.25 11.86 0.956 -0.15 12.46
QR All Na¨ıve-DC
m = 10, 000
n = 106 0.948 0.59 21.66 0.797 5.13 36.90
n = 1.5× 106 0.952 -0.16 18.39 0.739 5.40 17.42
n = 2× 106 0.946 -0.11 9.36 0.768 4.48 14.98
m = 20, 000
n = 106 0.948 0.59 21.66 0.957 2.17 22.91
n = 1.5× 106 0.952 -0.16 18.39 0.913 1.83 18.84
n = 2× 106 0.946 -0.11 9.36 0.899 1.94 14.58
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Table 15
Coverage rates, bias, and variance of DC LEQR v.s. QR All (i.e., the QR estimator in
(2) computed on all data points) and na¨ıve-DC when dimension p = 1000. Noises i’s are
generated from heteroscedastic normal distribution. The batch size m ∈ {10, 000, 20, 000}
and the sample size n ∈ {106, 1.5× 106, 2× 106}. Note that the method QR All does not
depend on the batch size m and thus the reported numbers are the same for m = 10, 000
and 20, 000. The quantile level is τ = 0.1, and the nominal level is 95%.
n Coverage Bias Variance Coverage Bias Variance
Rate (×10−2) (×10−4) Rate (×10−2) (×10−4)
DC LEQR q = 4 DC LEQR q = 8
m = 10, 000
n = 106 0.895 0.88 61.30 0.928 -0.22 38.55
n = 1.5× 106 0.964 0.41 38.07 0.957 -0.51 23.24
n = 2× 106 0.961 -0.47 17.40 0.954 -0.58 15.61
m = 20, 000
n = 106 0.920 -1.21 54.29 0.926 0.95 35.07
n = 1.5× 106 0.960 0.08 32.54 0.953 0.08 21.67
n = 2× 106 0.966 -0.43 19.38 0.955 -0.48 18.20
QR All Na¨ıve-DC
m = 10, 000
n = 106 0.954 0.61 31.14 0.959 3.44 37.35
n = 1.5× 106 0.954 -0.34 21.80 0.945 3.41 21.72
n = 2× 106 0.947 0.31 14.71 0.808 3.30 22.53
m = 20, 000
n = 106 0.954 0.61 31.14 0.952 1.21 32.90
n = 1.5× 106 0.954 -0.34 21.80 0.945 1.26 26.15
n = 2× 106 0.947 0.31 14.71 0.904 0.50 18.97
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Table 16
Coverage rates (nominal level 95%), bias (×10−2), variance (×10−4), and computation
time (in seconds) of DC LEQR for different q versus the ADMM-based QR. Noises i’s
are generated from homoscedastic normal distribution. The quantile level is τ = 0.1.
Dimension p = 15.
DC LEQR ADMM
q = 1 q = 2 q = 3 q = 4 QR
m = 100, n = 106
Bias 6.112 0.865 0.038 -0.020 -0.021
Variance 35.464 1.637 0.037 0.027 0.029
Coverage 0.001 0.314 0.950 0.951 0.949
Time 0.379 0.632 0.861 1.102 1.596
m = 500, n = 106
Bias 1.334 0.029 -0.008 -0.010 -0.011
Variance 0.642 0.042 0.029 0.029 0.027
Coverage 0.087 0.914 0.947 0.951 0.951
Time 1.216 2.354 3.499 4.618 5.542
m = 500, n = 107
Bias 1.171 0.046 -0.005 -0.005 -0.005
Variance 0.885 0.016 0.002 0.002 0.002
Coverage 0.024 0.642 0.943 0.948 0.946
Time 1.429 2.604 3.767 4.891 5.779
m = 1000, n = 107
Bias 0.786 0.016 -0.007 -0.007 -0.007
Variance 0.167 0.002 0.003 0.003 0.003
Coverage 0.014 0.897 0.952 0.947 0.948
Time 3.454 5.233 7.119 9.344 11.423
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(a) p = 3, i ∼ N(0, 1) (b) p = 3, i ∼ exp(1)
(c) p = 15, i ∼ N(0, 1) (d) p = 15, i ∼ exp(1)
Fig 2. Coverage rates of online LEQR when m = 500.
