We study existence and uniqueness of a solution for stochastic differential equations driven by a maximal monotone operator and by a general semimartingale with jumps. Efficient methods of approximations of the solutions based on discretization of processes and the Yosida approximations of the monotone operator are considered in detail. Existence of a weak solution is also envisaged.
Introduction
Let A : R d → 2 R d be a maximal monotone multivalued operator on R d with the domain D(A) = {z ∈ R d : A(z) = ∅} and its graph Gr(A) = {(z, y) ∈ R 2d : z ∈ R d , y ∈ A(z)}.
Let Π : R d → D(A) be a generalized projection on D(A) (in the sense that Π (x) = x for all x ∈ D(A) and Π is a non-expansive map). We consider the following d-dimensional multivalued stochastic differential equation (SDE) driven by the operator A and associated to the projection Π:
where Z is a d-dimensional semimartingale with Z 0 = 0, H is a càdlàg adapted process with By a solution of (1) we understand a pair (X, K) of càdlàg adapted processes such that X t ∈ D(A) for any t ∈ R + , K is a locally bounded variation process with K 0 = 0 such that for any (α, β) ∈ Gr(A), t s X u − α, dK c u − β du ≥ 0, 0 ≤ s < t, s, t ∈ R + , where K c t := K t − s≤t ∆K s , t ∈ R + and if |∆K t | > 0 then X t = Π(X t− + ∆H t + f (X t− ), ∆Z t ), t ∈ R
+
(for the precise definition see Section 4). Particular cases of the above type of SDEs were considered earlier in many papers. For instance, the existence and uniqueness of solutions of (1) in the case of Itô diffusions was proved independently in E. Cépa [7] and A. Rȃşcanu [23] (in the infinite dimensional framework). SDEs with subdifferential operator (i.e., the maximal monotone operator is A = ∂ϕ, where ϕ is a proper convex and lower semicontinuous function; see Remark 1-a from the next section) were introduced by A. Rȃşcanu in [24] . More recently, L. Maticiuc et al. [5] obtained an extension to the non-convex setup by proving the existence and uniqueness results both for the Skorokhod problem and for the associated SDE driven by the Fréchet subdifferential ∂ − ϕ of a semiconvex function ϕ.
In the case of Itô diffusions, conditions ensuring existence, uniqueness and convergence of approximation schemes for such equations were given in I. Asiminoaei, A. Rȃşcanu [1] , V. Barbu, A. Rȃşcanu [2] , A. Bensoussan, A. Rȃşcanu [3] and R. Pettersson [20] . SDEs with subdifferential operator driven by general continuous semimartingale were considered in A. Storm [33] . It is worth pointing out that the authors of all the mentioned above papers restricted themselves to processes with continuous trajectories.
It is well known that for every nonempty closed convex set D ⊂ R d its indicator function ϕ = I D is a convex and proper lower semicontinuous function (see ). This implies that equations (1) are strongly connected with SDEs with reflecting boundary condition in convex domains. Such type of equations were introduced by A.V. Skorokhod [26, 27] in onedimensional case and D = R + . The case of reflecting Itô diffusions in convex domains D was studied in detail by T. Tanaka [34] and for generally, not necessary convex, domains by P-L. Lions, A.S. Sznitman [11] and Y. Saisho [25] . L. S lomiński [28, 30] and W. Laukajtys [12] considered SDEs with reflecting boundary conditions in convex domain driven by a semimartingale. Approximations of solutions of SDEs with reflecting boundary condition were studied in D. Lépingle [15] , J.L. Menaldi [17] , R. Pettersson [19] , L. S lomiński [29, 31] and W. Laukajtys, L. S lomiński [13, 14] . In all cited papers devoted to reflecting SDEs in convex domains the projection used is the classical one, i.e. if |∆K t | > 0 then
where Π D(A) denotes the classical projection on D(A) :
In the present paper we study existence, uniqueness and approximations of solutions of (1) driven by semimartingale with jumps, provided that Int (D(A)) = ∅ and the projections Π are non-expansive. Since we consider generalized projections, our results are new even in the case of SDEs with reflecting boundary condition in convex domains. Our results are based on the previous paper of the same authors [16] concerning the deterministic Skorokhod problem
associated to the maximal monotone operator A and the projection Π, with y a given càdlàg function such that y 0 ∈ D(A). The paper is organized as follows: in next Section we recall the deterministic results proved in L. Maticiuc et al. [16] which are essential in order to study the associated multivalued SDE. In Section 3 we present the existence and uniqueness result for the multivalued SDE with additive noise. Section 4 is devoted to the study of SDEs (1): we prove the existence and uniqueness of a solution for (1) and we propose two practical methods of their approximations. The first one is based on discrete approximations of processes H and Z and is constructed with the analogy to the Euler scheme. We prove its convergence in probability in the Skorokhod topology J 1 . The second method is a modification of the Yosida approximations and has a form
We prove that for any stopping time τ such that P(τ < +∞) = 1 and P(∆H τ = ∆Z τ = 0) = 1,
we have the convergence in probability X n τ − − → P X τ , where X is a solution of (1) associated to the maximal monotone operator A and the classical projection Π D(A) (X n need not to converge in probability in the Skorokhod topology J 1 ). We also show that a slightly modified Yosida type approximation converges to solutions of (1) with general non-expanding projections Π.
In the paper we use the following notations: 
where
If k is a function with locally bounded variation then k (t,T ] stands for its variation on (t, T ] and k 
Preliminaries. The Skorokhod problem
In this section we introduce the assumptions and we recall the main results from [16] (the deterministic case).
A set-valued operator A on R d is said to be monotone if
and A is said to be maximal monotone if the condition
Remark 1 (see [4] ) (a) Let ϕ : R d → R ∪ {+∞} be a proper convex and lower semicontinuous function. The subdifferential operator of ϕ is defined by
and it is a maximal monotone operator on R d . 
which implies that
Here N D (z) denotes the closed external cone normal to D at z ∈ Bd (D).
In the rest of the paper we will restrict our attention on (H 1 ) the maximal monotone operators A such that
(H 2 ) and on the generalized projections Π :
Π(z) = z, ∀z ∈ D(A) and
It is well known that D(A) is convex (see, e.g., [4] ). Let Π D(A) denotes the classical projection on D(A) with convention Π D(A) (z) = z, ∀z ∈ D(A). One can check that
and
which implies (5) .
There exist important examples of other non-expanding projections on D(A) connected with the elasticity condition (introduced in one-dimensional case in [6] and [32] ): let c ∈ [0, 1] and Π c :
and its compositions Π c,n :
It can be shown that (see [16, Proposition 9] ) there exists the limit
and Π c (z) is a generalized projection (satisfies (5)).
) is a solution of the Skorokhod problem (2) associated to y, the maximal monotone operator A and the projection Π (written for short (x, k) = SP(A, Π; y)) if
(ii) k is a function with locally bounded variation such that k 0 = 0 and, for any (α, β) ∈ Gr(A)
Remark 3 (a) Note that
Since x t− ∈ D(A) and Π is non-expansive, we have
. We will use the notation x = SP (1) (A, Π; y) and k = SP (2) (A, Π; y). If y is continuous then (x, k) is also continuous and does not depend on Π. In this case we will write (x, k) = SP(A; y) and x = SP (1) (A; y), k = SP (2) (A; y).
In Cépa [7] and Rȃşcanu [23] it is proved that for any continuous y such that y 0 ∈ D(A) there exists a unique solution SP(A, y). In particular, for any constant α ∈ D(A) there exists a unique solution SP(A, α) and therefore:
there exists a unique SP(A, Π; y). Moreover if y has the form
where 0 = t 0 < t 1 < . . . and lim k→∞ t k = +∞ then (x, k) = SP(A, Π; y) is given by
Proof. Of course x t = y t − k t ∈ D(A), t ∈ R + , and k is a function with locally bounded variation with k 0 = 0 and such that for any (α, β) ∈ Gr(A) 
II. If assumptions (H
Definition 7 1. We say that π = {t 0 , t 1 , t 2 , . . .} is a partition of R + if 0 = t 0 < t 1 < t 2 < . . . < t k < . . . and t k → +∞.
We write
The set of all partitions of R + will be denoted P R + .
where (x, k) = SP(A, Π; y).
Proof. (i) It is sufficient to observe that in this case
Chapter 3, Proposition 6.5]) and to apply Theorem 6-(ii).
(ii) From (i) we deduce that
which completes the proof.
Remark 9 ([16, Remark 24])
If y is continuous then the solution of the Skorokhod problem (x, k) = SP(A, Π; y) is also continuous and is not depending on projections Π. By Theorem 6-(ii) for any projection Π, if (x n , k n ) = SP(A, Π; y n ), n ∈ N and y n − y T → 0,
Stochastic models with additive noise
Let (Ω, F, P, {F t } t≥0 ) be a stochastic basis, i.e. (Ω, F, P) is a complete probability space and {F t } t≥0 is a filtration (an increasing collection of completed σ-algebras of F).
We point out some notions. Let X : Ω × R + → R d be a stochastic process.
• X is a continuous stochastic process (respectively càdlàg stochastic process) if the paths X (ω, .) :
• X is a locally bounded variation stochastic process if X (ω, .) :
• X is F t -adapted (adapted to the history
• X is a measurable stochastic process if X is (
• 
It is easy to prove that:
• every progressively measurable stochastic process is adapted.
• if X is an adapted right (or left) continuous stochastic process, then X is progressively measurable.
• if {X t } t≥0 is progressively measurable then{X t∧τ } t≥0 is progressively measurable for every τ : Ω → [0, ∞] a stopping time.
Let now Y be an F t -adapted and càdlàg stochastic process such that Y 0 ∈ D (A).
Definition 11
We say that a pair (X, K) of F t -adapted càdlàg stochastic processes is a solution of the SDE
associated to the maximal monotone operator A and the generalized projection Π (and will be denoted by (X,
From the deterministic part we deduce:
, then there exists a unique couple (X, K) of F t -adapted càdlàg stochastic processes which is solution of (9).
Proof. By Theorem 6 we deduce that for each ω ∈ Ω fixed there exists a unique cou-
It is left to show that (X, K) is adapted. Let π n = {0 = t n0 < t n1 < . . . < t nk < . . .}, n ∈N * , be a sequence of partitions of R + such that lim n→∞ π n = 0. Let Y (n) t := Y t nk , t ∈ [t nk , t n,k+1 ), k ∈ N, n ∈ N * denotes the sequence of discretizations of Y and X (n) = SP(A n , Π; Y (n) ). Observe now that by Lemma 5 X n is given by the following formula
and hence is F t -adapted. Since by Corollary 8-(i)
the limit process X is F t -adapted as well. Finally, K = Y − X is also F t -adapted.
SDEs with maximal monotone operators
Let (Ω, F, P, {F t } t≥0 ) be a stochastic basis. Throughout this section we will use assumptions (H 1 −H 2 ) and let
Let Y,Ŷ be two F t -adapted processes with trajectories in
, where H is an F t -adapted process with trajectories in D R + , R d , M ,M are F t -adapted local martingales and V,V are F t -adapted processes with bounded variation such that
Lemma 13 Let (X, K) = SP(A, Π; Y ) and (X,K) = SP(A, Π;Ŷ ). Then, for any p ∈ N * , there exists a constant C p > 0 such that, for every stopping time τ ,
Proof. (i) By Lemma 4-(ii),
Using equality
and the integration by parts formula
Hence, using equation (9), we see that
Inequality (11) becomes
therefore, for any p ∈ N * and any stopping time τ , there exists c p > 0 such that
By Burkholder-Davis-Gundy inequality, there exists c ′ p > 0 such that
.
Using now Young's inequality and Gronwall's inequality, we see that, for some C p > 0,
(ii) This inequality can be deduced using Metivier-Pellaumail inequality (see [18, Theorem 2] or [21, Theorem 2.1]) and the arguments used in the proof of (i).
Let H be an F t -adapted process with trajectories in D R + , R d and let Z be an F tadapted semimartingale such that H 0 ∈ D(A) and Z 0 = 0.
Definition 14 We say that a pair (X, K) of F t -adapted processes with trajectories in D R
Remark 15 Hence (X, K) = SP(A, Π; Y ) where
Theorem 16 Suppose that conditions (H 1 − H 3 ) are satisfied. Let H be an F t -adapted process with trajectories in D R + , R d such that H 0 ∈ D(A), and let Z be an F t -adapted semimartingale with Z 0 = 0. Then there exists a unique strong solution (X, K) of SDE (1).
Proof. We will assume without restrict our generality that |H t |, |Z t | ≤ c for some constant c > 0 (if not we consider stopping times τ c = inf{t > 0 : |H t | > c or |Z t | > c} and stopping processes H τ − , Z τ − and we prove existence first on interval [0, τ )).
Since |∆Z| ≤ 2c, from [22, Chapter III, Theorem 32] we see that Z is a special semimartingale and admits a unique decomposition Z t = M t + V t , t ∈ R + , where M is a local square-integrable martingale with |∆M | ≤ 4c and V is a predictable process with locally bounded variation with |∆V | ≤ 2c.
Let L, C 1 be constants from (H 3 ) and Lemma 13 respectively. Set τ ′ = inf{t :
In the first step of the proof we will show the existence and uniqueness of a solution of the SDE (1) on the interval [0, τ ), where
and define mapping Φ : S 2 −→ S 2 by putting Φ(Y ) to be the first coordinate of the solution of the Skorokhod problem associated with
We will show that Φ is a contraction mapping on S 2 . Let first remark that
Hence [Φ(Y ) − Φ(H 0 )] ∈ S 2 and consequently Φ(Y ) ∈ S 2 ; moreover we see that Φ : S 2 → S 2 is a contraction. Therefore, by the Banach contraction principle, there exists a fixed point X 1 , which is a unique solution of (1) on [0, τ ). Moreover, putting
we obtain a solution on [0, τ ]. Now, we define sequence of stopping times {τ k } by putting τ 1 = τ and
. Arguing as above, one can obtain a solution X k+1 of (1) on [τ k , τ k+1 ]. Since τ k ↑ +∞, we obtain a solution X on R + by putting together the solutions X k on [τ k , τ k+1 ], k ∈N * . Now, we will study approximations of solutions of the SDE (1). First, we will consider discrete approximation schemes, which are constructed with the natural analogy to the Euler scheme. Let π n = {0 = t n0 < t n1 < ... < t nk < ..} ∈ P R + , n ∈ N * be a sequence of partitions of R + such that π n → 0 (see Definition 7) . Set
Let (F n t ) denotes the discretization of (F t ), i.e., F n t := F t nk , if t ∈ [t nk , t n,k+1 ) and let
Theorem 17 Under the assumptions of Theorem 16,
(ii) for any T ∈ R + sup t≤T,t∈πn
(iii) for any t ∈ R + such that P(∆H t = ∆Z t = 0) = 1 or t ∈ lim inf n→+∞ π n
where (X, K) is a solution of stochastic differential equation (1).
Proof. (i) Set
Moreover, let (X n ,K n ) = SP(A, Π;Ŷ n ), wherê
By (14) and the theorem on functional convergence of stochastic integrals (see, e.g., [10,
Therefore, using Theorem 6,
Combining (14) with (15) implies that
Therefore, ||X n −X n || T − − → P 0 and ||K n −K n || T − − → P 0, ∀T ∈ R + , and in order to complete the proof of (i) it is sufficient to show that, for any T ∈ R + ,
The proof of (16) For all n ∈ N * and z ∈ R d let us define now
(A n is called the Yosida approximation of the operator A).
Remark 18
It is well known (see, e.g., [4] ) that A n is a maximal monotone operator such that for all z,
Since A n is Lipschitz continuous it is well known that there exists a unique solution
We will call X n the solution of the Yosida problem and we will denote for short by X n = YP(A n ; Y )), n ∈ N * . We remark that, in fact, YP(A n ; Y ) = SP (1) (A n ; Y ), since the domain of A n is R d and the generalized projection Π D(An) becomes the identity.
Lemma 19
Let Y,Ŷ be two processes admitting decompositions (10) and X n := YP(A n ; Y ) andX n = YP(A n ;Ŷ ), n ∈ N * . For any p ∈ N * there exists a constant C p > 0 such that for any stopping time τ and any n ∈ N * ,
The rest of the proof runs as in the proof of Lemma 13.
Theorem 20 Let {X n } be the solution of (3) . Under the assumptions of Theorem 16 the following assertions hold:
(i) for any stopping time τ such that P(τ < +∞) = 1,
and, in particular, X n τ − − → P X τ provided that P(∆H τ = ∆Z τ = 0) = 1.
(ii) for any
where (X, K) is a solution of the SDE (1) with Π = Π D(A) .
Proof. Set
LetX n = YP(A n ; Y ), n ∈ N * . By Theorem [16, Theorem 29] , (j) and (jjj), for any stopping time τ such that P(τ < +∞) = 1,
andX
In order to check that
without loss of the generality, we will assume that there is a constant c > 0 such that |Z t | ≤ c. Using notation from the proof of Theorem 16, Z = M + V , where M is a local square-integrable martingale with |∆M | ≤ 4c and V is a predictable process with locally bounded variation with |∆V | ≤ 2c, M 0 = V 0 = 0. For b > 0 let us denote
By Theorem [16, Theorem 30] -(i), for any T ∈ R + , the family {||X n || T } is bounded in probability, which implies that
By , with p = 1, we see that, for any stopping time σ n ,
Hence by Gronwall's Lemma,
Since (18) implies that ǫ n → 0 and (19) follows from (20) and the proof of (i) is complete.
(ii) By Theorem [16, Theorem 29] -(jj)
By the Lipschitz property of operator J n we deduce that
which, combined with (19) completes the proof. Now, we consider SDE of the form
and let
If we set σ 0 = 0 and
then, on every stochastic interval [σ k , σ k+1 ), X n satisfies the equation
Since f , A n are Lipschitz continuous, it is well known that there exists a unique solution of (21) and, if Y := H t + t 0 f (X n s− ), dZ s we shall denote X n = YP(A n , Π; Y ). Let Y,Ŷ be processes admitting decompositions (10) . Arguing as in the proof of Lemma 19 we obtain the following result:
Lemma 21 Let X n = YP(A n , Π; Y ) andX n = (A n , Π,Ŷ ), n ∈ N * . For any p ∈ N * there exists a constant C p > 0 such that for any stopping time τ and any n ∈ N * the estimates (i − ii) from Lemma 19 hold true.
Theorem 22 Let {X n } be a sequence of solutions of (21) . Under the assumptions of Theorem 16 we have
where (X, K) is a solution of the SDE (1).
Proof. Let
We remark now that similarly as in the proof of (19) from Theorem 20 (using Lemma 21-(ii) instead of Lemma 19-(ii)) it follows that
In the sequel we will replace assumption (H 3 ) with assumption (
and for any N ∈ N * there is K N > 0 such that
Corollary 23 Under the assumptions (H 1 − H 2 ) and (H 4 ), there exists a unique solution of the SDE (1).
Proof. Clearly, for any N ∈ N * there exists a Lipschitz continuous function f N satisfying (23) (24) and such that f N (x) = f (x), x ∈ B(0, N ) and f N (x) = 0, x ∈ B c (0, N + 1). By Theorem 16, for any N ∈ N * , there exists a unique strong solution of the equation of the form
Set γ 0 = 0 and
, t < γ N and γ N ≤ γ N +1 . In order to finish the proof it is sufficient to show that γ N ր +∞, P-a.s.
and to observe that the unique solution of (1) has the form
We assume w.r.g. that |Z t | ≤ c for some constant c > 0. Then |∆Z| ≤ 2c, Z is a special semimartingale and admits a unique decomposition Z t = M t + V t , t ∈ R + , where M is a local square-integrable martingale and V is a predictable process with locally bounded variation, such that |∆M | ≤ 4c, |∆V | ≤ 2c. Let (X ′ , K ′ ) denotes the solution of the Skorokhod problem
It is clear that
By Lemma 13-(ii) with p = 1, and by (23) for every stopping time σ
Therefore for every stopping time σ
Consequently, by Gronwall's lemma
which implies that for any k ∈ N * sup N E sup
Hence and by Chebyshev's inequality
and using (27) , condition (26) follows.
Corollary 24 Under the assumptions (H 1 − H 2 ) and (H 4 ) the conclusions of Theorems 17, 20 and 22 hold true.
Proof. It is sufficient to define γ N = inf{t : |X t | > N }, N ∈ N * and remark that from Theorems 17, 20 and 22, for any N ∈ N * , one can deduce the convergence of approximating sequences on all sets {T ≤ γ N }, T ∈ R + . Since γ N ր +∞, P-a.s., the result follows.
We say that SDE (1) has a weak solution if there exists a probability space ( Ω, F , ( F t ), P) and F t -adapted processes H, Z and ( X, K) such that L( H, Z) = L(H, Z) and ( X, K) is a solution of the Skorokhod problem associated with
Lemma 25 Let {Y n } be a given sequence of processes such that Y n 0 ∈ D(A), n ∈ N * and let {(X n , K n )} be a sequence of solutions of the Skorokhod problem associated with {Y n }.
(i) For any sequence of processes {Z n }, {H n } if
(ii) For any sequences of processes {Z n }, {H n }, if
where (X, K) is a solution of the Skorokhod problem associated with a process Y .
Proof. In the proof it suffices to combine the deterministic results given in Theorem [16, Theorem 34] with the Skorokhod representation theorem. Assume that there exists a subsequence {n ′ } ⊂ {n} such that (
By Lemma 25-(ii), X is a first coordinate of the solution of the Skorokhod problem associated with
which implies that X is a weak solution of the SDE (1).
