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Введение
Определение оптимальной цены на продаваемую продукцию являет-
ся одной из важных задач в деятельности каждой компании. Современный
рынок отличается высокой конкуренцией среди продавцов, которые борют-
ся за каждого покупателя. От правильности определения цены зависит ко-
личество клиентов, готовых купить данный товар, и прибыль, полученная
от реализации продукции, а эти два фактора являются основными состав-
ляющими успеха компании.
Для выбора цены обычно проводится маркетинговое исследование с
привлечением внешних специалистов и полным изучением рынка. Однако,
у такого подхода есть несколько недостатков. Во-первых, это цена иссле-
дования. Проведение анализа может стоить слишком большую сумму для
малого бизнеса. Во-вторых, при высокой волатильности рынка, большом
числе постоянно меняющихся факторов проведения однократного анализа
может быть недостаточно: исследование необходимо проводить постоян-
но. Даже при условии привлечения специалиста или трудоустройства его
в компании крайне затруднительно учитывать все существенно влияющие
на цену признаки и обновлять прогноз согласно актуальному положению
рынка.
Различные подходы по автоматической оптимизации цены условно
возможно разделить на две группы. В первую можно отнести такие ме-
тоды как ARIMA, ARFIMA [1], GARCH[2], скрытые марковские модели
[3], а во вторую группу - методы машинного обучения. Алгоритмы первой
группы могут показывать приемлемые результаты и в каких-то случаях,
возможно, даже демонстрировать лучшие показатели, чем методы второй
группы. Однако, большинство из них предназначены для работы только с
временными рядами, это сильно ограничивает и затрудняет работу с боль-
шим количеством признаков. Поэтому в данной работе в качестве основных
были выбраны методы машинного обучения.
Машинное обучение - направление анализа данных, которое позволя-
ет автоматизировать построение моделей. Это ветвь науки об искусствен-
ном интеллекте, основанная на идее того, что системы могут обучаться на
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данных, обнаруживать структуры с минимальным вмешательством иссле-
дователя. Алгоритмы машинного обучения показывают высокие результа-
ты на реальных задачах, поэтому в последние годы стали широко приме-
няться в бизнесе и науке.
Различают два типа обучения:
1. Обучение с учителем (supervised learning) - способ машинного обуче-
ния, в ходе которого алгоритм обучается на основе размеченных дан-
ных. В качестве исходных данных выступает множество примеров с
известными метками. Необходимо обучить алгоритм таким образом,
чтобы на новых, неразмеченных данных, он смог бы предсказывать
эту метку, т .е. относить пример к какому-либо классу (задача клас-
сификации) или предсказать скалярное значение целевой переменной
(задача регрессии).
2. Обучение без учителя (unsupervised learning) - способ машинного обу-
чения, при котором на вход алгоритму подаются неразмеченные дан-
ные. Как правило обучение без учителя применяется для задач кла-
стеризации и обнаружения аномалий.
В данной работе рассматриваются различные алгоритмы обучения с
учителем, так как были доступны размеченные данные.
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Постановка задачи
Целью выпускной квалификационной работы является решение за-
дачи определения оптимальных цен на спортивное мероприятие до старта
продаж.
Данная задача имеет ряд особенностей, однако возможно перенести
полученные выводы и на другие, смежные области.
Оптимальной назовём такую цену Pi, что при определённом спросеQi
на товар i максимальная возможная выручка TRi достигается при цене Pi.
Предположим, что из всех факторов, которые влияют на Qi, есть возмож-
ность менять только Pi. Таким образом, чтобы определить оптимальную
цену, необходимо предсказать спрос на товар i при различных ценах Pi и
выбрать ту, при которой TRi становится максимальной.
Общая схема подхода к решению данной задачи представлена на
Рис. 1.
Рис. 1: Схема решения задачи
Из схемы очевидно, что самым трудоёмким и сложным элементом
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является предсказание спроса (посещаемости). Именно эту проблему воз-
можно решить с помощью машинного обучения.
Поставленную задачу можно решать как задачу классификации, так
и как задачу регрессии. В первом случае необходимо научить алгоритм
определять будет ли куплен конкретный товар (конкретное место на ста-
дионе) или нет (задача бинарной классификации). С другой стороны так-
же можно предсказывать какое количество товара определенной категории
будет продано (какова будет заполняемость сектора), это задача регрессии.
Задача предсказания спроса выглядит следующим образом:





, где xi =(




- обучающие признаки, di - значение целевой переменной. di ∈
{0, 1} в задаче классификации и di ∈ R, di ≥ 0 в задаче регрессии. Необхо-
димо обучить такой алгоритм a, что L(di, yi) → min, где L - функция
потерь, yi - результаты работы алгоритма a.
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Обзор литературы
Хотя задача оптимизации цены является одной из базовых в экономи-
ке, а машинное обучение в последнее время применяется практически в лю-
бой области науки, существует не так много научных работ, посвящённых
этой проблеме. Однако, существующие показывают эффективность при-
менения машинного обучения в похожих задачах. Например, в [4] успешно
решается задача оптимизации цены в оффлайн-ритейле в полу-люкс сег-
менте.
Факторы, влияющие на спрос в спортивной индустрии описаны в ста-
тье [5]
Общий обзор современных методов машинного обучения представлен
в книге "Pattern recognition and machine learning" [16]. В том числе там рас-
смотрены такие базовые алгоритмы как линейная регрессия [6] и машина
опорных векторов [7].
Также для решения поставленной задачи необходимо было ознако-
миться с более продвинутыми алгоритмами, такими как случайный лес [8]
и градиентный бустинг [9]. В качестве современной реализации градиент-
ного бустинга был выбран Catboost [10], одной из основных особенностей
которого является способность более эффективно работать с категориаль-
ными переменными.
Алгоритм, используемый в библиотеке auto-sklearn подробно рассмот-
рен в [11]. Основной особенностью данного подхода является эффективная
оптимизация гиперпараметров за счёт мета-обучения, а также автомати-
ческое построение ансамблей из применённых методов.
Теория по используемым в работе свёрточным нейронным сетям по-
дробно описана в [12] и [13].
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Глава 1. Работа с данными
1.1 Исходные данные
Для обучения был доступен корпус с историей транзакций по преды-
дущим 30 матчам. Данные содержали информацию о каждом проданном
билете. Напрямую с такими данными работать весьма затруднительно, по-
этому они были предобработаны с помощью библиотеки Pandas. Был по-




Клуб Турнир Дата Время
А101 600 0,89 Челси АПЛ 01.01 16:30
Таблица 1: Обработанные данные
Однако, этих признаков может быть недостаточно для предсказания
спроса. На спрос на спортивное мероприятие влияет множество факторов.
Основываясь на [5] и после проведения нескольких опытов были отобраны
внешние факторы, представленные в Таблице 2.
Признак Пример
Рейтинг команды
соперника x ∈ [0, 1]
Результат
предыдущего матча x ∈ {0, 1, 2}
Положение в
турнирной таблице




выходной день x ∈ {0, 1}
Нововведения в
команде x ∈ {0, 1}
Погода за несколько
дней до матча
x ∈ {0, 1, 2}
(cолнечно, пасмурно,
осадки)
Таблица 2: Дополнительные факторы
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1.2 Обработка данных
Поскольку практически все алгоритмы требуют, чтобы на входе в
данных отсутствовали нечисловые значения, их необходимо предобрабо-
тать. Самый простой способ имеет название Label Encoding. Он заключа-
ется в кодировании данных напрямую (т. е. присвоении следующего поряд-
кового номера каждому новому значению в колонке в порядке встречи в
данных). Однако, при таком подходе возникает сразу несколько серьёзных
проблем. Во-первых, новое значение для той категории, которая впервые
в данных встретилась позднее, окажется больше, чем то, которое встрети-
лось раньше, т. к. кодирование напрямую зависит от того, в каком порядке
данные будут даны кодировщику. Из-за этого алгоритм может переобу-
читься и найти зависимости в данных, которых на самом деле нет. Во-
вторых, при такой кодировке будет отсутствовать какая-либо информация
о зависимости признака с целевым значением. Для решения этих проблем
были использованы более продвинутые кодировщики. О них подробнее бу-
дет рассказано ниже.
1.3 One-hot encoding
One-hot encoding (унитарное кодирование) - способ кодировки дан-
ных, при котором категориальная переменная бинаризируется. После ко-
дировки этим методом на выходе получается матрица M × N , где M -
количество примеров, N - количество различных значений переменной.
Каждый новый столбец (признак) 1 . . . N соответствует одному из значе-
ний категориальной переменной. Столбец x принимает значения x ∈ {0, 1}.
Значение 1 принимается в той строке (примере), где изначально было со-
ответствующее этому столбцу значение категориальной переменной и 0 в
другом случае. Соответственно, в каждой строке полученной матрицы мо-
жет присутствовать только одно значение xi = 1.
Плюсы данного подхода по сравнению с Label Encoding:




• Все ещё не решается проблема с отсутствием какой-либо зависимости
кодировки от целевой переменной;
• В случае, если переменная принимает очень много значений, мат-
рица может получиться слишком большой и будет занимать много
места в памяти. Эта проблема частично решается хранением в виде
разреженной матрицы, однако не все реализации алгоритмов поддер-
живают работу с таким типом данных;
• Проблематично добавлять новое значение категориальной перемен-
ной. Зачастую изначально добавляется лишний столбец и, в случае
если появляется дополнительное значение (например, новая катего-
рия в тестовых данных), то 1 появляется именно в этом столбце. Но
если добавляется сразу много новых значений, которых не было в
обучающей выборке, то они будут просто объединяться в одну кате-
горию, что в некоторых случаях может быть совершенно неприемле-
мо.
1.4 Target encoding
Target encoding - способ кодирования данных, в котором значение ка-
тегориальной переменной заменяется средним значением целевой перемен-
ной для каждой категории. Предположим, что есть категориальная пере-
менная x и целевая y (может быть как бинарной, так и иметь неограничен-
ное число принимаемых значений). Для каждого принимаемого перемен-
ной x значения высчитывается среднее y для всех примеров, содержащих
рассматриваемое значение x. После чего x в примерах, содержащих рас-
смотренное значение, заменяются полученным средним. Рассмотрим при-














Таблица 3: Пример. Исходные данные
Заменим значения переменных x0 и x1 средними значениями y по












Таблица 4: Пример. Закодированные данные
Плюсы данного подхода по сравнению с Label Encoding:
• Решается проблема с наличием зависимости от порядка, в котором
данные подаются кодировщику;
• Также, появляется корреляция между значением категориальной пе-
ременной и целевой. Это может сильно помочь некоторым алгорит-
мам найти зависимости в данных;
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• Данные довольно просто закодировать данным способом. Не возни-
кает никаких новых столбцов, а также размер занимаемого места в
памяти компьютера не увеличивается.
Основным минусом данного подхода является опасность переобуче-
ния в случае, если классы несбалансированны или количество примеров
некоторых классов слишком мало. Так, в примере выше можно увидеть,
что значение d у переменной x1 заменяется на 0, так как в данных присут-
ствовал лишь один пример с таким значением. Однако, нельзя утверждать,
что 0 является действительно средним целевой переменной для данного
значения, поэтому есть большой риск переобучиться при таком кодирова-
нии.
Существует несколько способов бороться с данной проблемой. Самый
простой - использовать кросс-валидацию и считать среднее на каждом фол-
де. Но все же это также не всегда может помочь. Даже во всей доступной
выборке может присутствовать слишком мало значений для какой-то од-
ной категории. В таком случае используется ещё один способ - аддитивное
(Лапласово) сглаживание. Идея этого метода заключается в том, чтобы
использовать в вычислении среднего также среднее по всей выборке. Это
можно выразить в следующей формуле:
µ =




• µ - среднее, которое должно быть вычислено,
• n - количество значений, которые присутствуют в выборке,
• x̄ - среднее, вычисленное обычным образом, оценочное среднее,
• m - гиперпараметр, «вес», который даётся общему среднему в данной
формуле,
• ω - общее среднее.
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Здесь с помощью параметра m есть возможность контролировать,
насколько сильно следует учитывать среднее по всей выборке. Так, приме-
нив данную формулу с параметром m, равным 10, получается результат,












Таблица 5: Пример. Закодированные данные модифицированным способом
При таком подходе закодированные значения лежат намного ближе
к среднему значению по выборке (оно в данном случае равно 0.5), а также
отсутствуют выбросы.
1.5 Дополнительная обработка данных
Помимо описанных выше кодировщиков к некоторым признакам бы-
ли также применены другие. Порядковый кодировщик был применен для
таких признаков как время начала мероприятия, дата (данные кодируются
согласно порядку от меньшего к большему). Также для бинарных призна-
ков была применена бинарная кодировка.
С помощью инструмента Pipeline из библиотеки scikit-learn было так-
же проведено скалирование и трансформация данных бы с выбросами.
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Код преобразований представлен ниже.
P ip e l i n e ( s t ep s = [
( ’ f e a tu r e_proce s s ing ’ ,
ColumnTransformer ( t rans fo rmer s = [
# n u m e r i c
( ’ numeric ’ , P i p e l i n e ( [
( ’ impute ’ , SimpleImputer (
miss ing_values=np . nan ,
s t r a t e gy=’mean ’ ) ) ,
( ’ s c a l e ’ , RobustScaler ( ) ) ,
( ’ t rans form ’ , Quanti leTransformer (
output_di s t r ibut ion=’ normal ’ ) ) ,
( ’ eng inee r ’ , PolynomialFeatures ( ) ) ] ) ,
numer ica l_features ) ,
# c a t e g o r i c a l
( ’ c a t e g o r i c a l ’ , P i p e l i n e ( [
( ’ impute ’ , SimpleImputer (
miss ing_values=np . nan ,
s t r a t e gy=’ constant ’ ,
f i l l _ v a l u e =0)) ,
( ’ onehot ’ , OneHotEncoder (
handle_unknown=’ i gno r e ’ ,
spa r s e=False ) ) ] ) ,
c a t e g o r i c a l_ f e a t u r e s ) ,
] ) ) , ]
)
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Глава 2. Алгоритмы машинного обучения
Как говорилось ранее, задачу предсказания спроса на спортивное ме-
роприятие можно представить как в виде задачи регрессии, так и в виде
задачи бинарной классификации. Поэтому ниже будут описаны исполь-
зованные алгоритмы для обеих задач. Для алгоритмов регрессии данные
группируются по секторам стадиона, а в целевой переменной хранится по-
сещаемость соответствующего сектора. Задача алгоритма - предсказать по-
сещаемость сектора при наличии всех остальных признаков, в том числе и
цены.
Для алгоритмов классификации задача ставится в следующем фор-
мате. Обучающие примеры составляются из всех выше описанных призна-
ков, однако целевая переменная y принимает значения {0, 1}, где y = 1
означает, что место было продано, y = 0, что нет. Очевидно, что в точ-
ности предсказать, какие именно места продадутся, невозможно, однако,
различные места имеют различную привлекательность для посетителей.
Поэтому, например, места на задних рядах с меньшей вероятностью будут
проданы на игру с меньшим спросом. Для сравнения результатов с алго-
ритмами регресcии полученные предсказания группируются по секторам.
Перейдём к рассмотрению использованных алгоритмов.
2.1 Линейная регрессия
В качестве базового алгоритма была выбрана линейная регрессия [6].
Линейная регрессия — метод восстановления зависимости между двумя
переменными.
Для заданного множества пар (xi, yi) , i = 1, . . . ,m значений сво-
бодной и зависимой переменной требуется построить зависимость. Пред-
ставлена линейная модель yi = f (ω, xi) + εi c аддитивной случайной ве-
личиной ε. Переменные x, y принимают значения на числовой прямой R.
Предполагается, что случайная величина распределена нормально с нуле-
вым матожиданием и фиксированной дисперсией σ2, которая не зависит от
переменных x, y. При таких предположениях параметры w регрессионной
модели вычисляются с помощью метода наименьших квадратов.
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Данный алгоритм не способен находить сложные зависимости в дан-
ных, поэтому используется лишь в качестве базового.
2.2 Алгоритм случайного леса
Дерево принятия решений [8] - средство поддержки принятия реше-
ний. Суть алгоритма заключается в построении структуры типа дерево на
основе входных данных. Структура дерева включает в себя листья и ветви
(рёбра). На рёбрах записаны атрибуты, на которых основывается целевая
функция. В листьях хранятся значения целевой функции. В остальных
узлах - атрибуты, по которым различаются случаи. Для использования
построенного дерева необходимо согласно правилам спуститься до какого-
либо листа и получить соответствующее значение.
Плюсы решающего дерева:
• Интерпретируемость построенного дерева,
• Быстрое вычисление
• Может работать с категориальными переменными
Минусы:
• Склонность к переобучению
• Длительность обучения очень высока.
Для борьбы с переобучением используются ансамбли решающих де-
ревьев - случайный лес. Основная идея заключается в переобучении несколь-
ких решающих деревьев, а затем в объединении полученных результатов.
Общий алгоритм классификации с помощью случайного леса выгля-
дит следующим образом:
Обозначим за N - размер обучающей выборки, за M - количество
обучающих примеров. Выберем m случайных признаков (в задаче класси-
фикации обычно выбирается m ≈
√
M , в задаче регрессии m ≈ [M/3]).
Наиболее распространённый способ построения деревьев это бэггинг:
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1. Выбирается случайная подвыборка с повторениями из всех обучаю-
щих примеров.
2. Строится решающее дерево, которое классифицирует объекты этой
подвыборки. Оно строится на основеm признаков. Для выбора следу-
ющего признака может использоваться стандартный критерий Джи-
ни или какой-либо другой критерий.
3. Дерево строится до самого конца, т. е. пока не закончатся все приме-
ры подвыборки. Также, оно не подвергается отсечению, т. е. исклю-
чается любая борьба с переобучением для отдельно взятого дерева.
Чтобы в итоге классифицировать объект на основе построенного де-
рева проводится процедура голосования. Каждое дерево относит пример к
одному из классов, выбирается тот класс, за который проголосовало боль-
шинство деревьев.
2.3 Алгоритм градиентного бустинга
Алгоритм случайного леса имеет 2 основные проблемы:
• Вычислительная сложность в случае большой выборки или большого
числа признаков. При этом нельзя эти деревья упрощать, в таком
случае эффективность алгоритма падает;
• Процесс построения деревьев ненаправленный: все деревья строят-
ся случайно, и для действительно хороших результатов в некоторых
случаях необходимо построить очень большое число деревьев.
Именно эти проблемы призван решить алгоритм градиентного бу-
стинга [9]. Бустинг - подход к построению композиций, основными осо-
бенностями которого является тот факт, что базовые алгоритмы строятся
последовательно, один за другим. Неформально можно описать, что за-
дача каждого последующего алгоритма - исправить ошибки предыдущего.
Таким образом, построение композиций направлено. Здесь в отличие от ал-
горитма случайных деревьев наоборот используются неглубокие деревья.
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Функция потерь может быть выбрана следующим образом:
• Среднеквадратичная ошибка (для задачи регрессии):
L(y, z) = (y − z)2
• Логистическая функция потерь (для задачи классификации):
L(y, z) = log(1 + exp(−yz))
Базовые алгоритмы строятся последовательно. Нужно уменьшить ошиб-
ку на обучающей выборке. Необходимо найти такой вектор сдвигов s =





L(yi, aN−1(xi) + si)→ min
Вектор s должен быть таким, при котором бы минимизировалась
функция F(s). Направление наискорейшего убывания функции задаётся
направлением антиградиента, отсюда следует следующее выражение:







Таким образом, на каждом шаге необходимо минимизировать не исходную
функцию потерь, а «исправлять» ошибки алгоритма на предыдущем шаге.
Тогда общий алгоритм градиентного бустинга выглядит следующим
образом:
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Алгоритм 1 Градиентный бустинг
Инициализация a0(x) = b0(x)
for t = 1 . . . N do












Алгоритм bn(x) добавляется в композицию с «весом» η, т. е.
aN(x) = aN−1(x) + ηbN(x)
end for
Важно, что на последнем шаге новый алгоритм добавляется в ком-
позицию с определённой длиной шага η. Если этого не делать, то есть
большой риск, что градиентный бустинг уйдёт в случайное блуждание и
произойдёт переобучение. Ограничивая влияние каждого нового элемента
в композиции, можно избавиться от нежелательного эффекта, заключаю-
щегося в том, что алгоритм не может верно аппроксимировать функцию.
Действие этого коэффициента продемонстрировано на Рис. 2:
Рис. 2: Качество градиентного бустинга на обучающей (синий) и контрольной выбор-
ке(красный)
Существует много различных реализаций градиентного бустинга со
своими особенностями. Одной из них является библиотека Catboost [10].
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Отличием этой библиотеки можно назвать модифицированный подход борь-
бы с переобучением: использование упорядоченного бустинга, использова-
ние "забывчивых"(oblivious) деревьев в алгоритме. Основное отличие этих
деревьев от обычных заключается в том, что один и тот же критерий ис-
пользуется во всех узлах на одном уровне. Такие деревья сбалансированы,
менее склонны к переобучению, работают быстрее во время тестирования
построенного алгоритма. Этот подход особенно хорошо позволяет бороться
с переобучением на небольших корпусах данных.
Также важной особенностью алгоритма Catboost является улучшен-
ная работа с категориальными признаками. Здесь используется подход, ос-
нованный на выше упомянутом Target Encoding. Однако среднее значение
целевой переменной высчитывается для каждого объекта на основе истори-
ческих данных, т.е. лишь на тех данных, которые уже «видел» алгоритм.
Данные постоянно случайно перемешиваются. Также в Catboost исполь-
зуется стандартный подход для создания новых признаков: комбинации
существующих. Однако, они создаются жадным образом, что позволяет
бороться с экспоненциальным ростом количества признаков.
Именно эта библиотека была использована для экспериментов, т. к.
в задаче предсказания спроса присутствует довольно большое количество
категориальных переменных, а также исторических данных для обучения
доступно не очень много.
2.4 AutoML подход
В последнее время стали популярны различные алгоритмы, которые
можно объединить под термином AutoML. Основная их идея заключается в
подборе решающих функций, а также их гиперпараметров автоматически,
без участия либо с минимальным участием исследователя. Этот подход мо-
жет работать на простых выборках, с простейшими зависимостями, однако
на более сложных данных результаты как правило не удовлетворительны.
Но этот метод может быть полезен в качестве одного из элементов фи-
нальной композиции (ансамбля). К тому же, качественная предобработка
данных совместно с AutoML может показать высокие результаты.
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В качестве реализации была выбрана библиотека [11]. Её особенно-
стью является использование Байесовской оптимизации для подбора пара-
метров. Опишем задачу AutoML более формально:
Пусть A =
{
A(1), . . . , A(R)
}
- набор алгоритмов, а Λ(j) - пространство


















таких что D(i)train = Dtrain\D
(i)











значение функции потерь, которое алгоритм Aj достигает на D(i)valid будучи
натренированным на D(i)train с гиперпараметрами λ. Задача AutoML - найти
набор алгоритмов и значения их гиперпараметров такие, что минимизиру-
ется функция потерь L:










Схема решения этой проблемы представлена на Рис. 3.
Рис. 3: AutoML подход (auto-sklearn)
Особенностями данного подхода можно назвать использование Бай-
есовской оптимизации (Глава 3) для подбора оптимальных параметров, а
также мета-обучение. С помощью мета-обучения решается проблема вы-
бора начального приближения для поиска оптимальных гиперпараметров.
Суть подхода заключается в следующем:
• Для набора известных датасетов (например, из репозитория OpenML
[15]) подбираются оптимальные алгоритмы и их гиперпараметры. Так-
же высчитываются мета-характеристики датасета.
• Подобранные параметры сохраняются для дальнейшего использова-
ния
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• Затем для нового корпусаD высчитываются его мета-характеристики.
Все обработанные ранее датасеты ранжируются согласно расстоянию
L1 до датасета D в пространстве мета-характеристик и выбирается
k = 25 ближайших датасетов. Их оптимальные параметры исполь-
зуются в качестве начального приближения для старта Байесовской
оптимизации.
Под мета-характеристиками датасета могут пониматься такие вели-
чины, как количество признаков, коэффициент ассиметрии, энтропия це-
левой переменной и т. д.
2.5 Нейронные сети
Одним из самых популярных разделов машинного обучения по праву
являются нейронные сети.
Построение свёрточных нейронных сетей является одним из совре-
менных направлений в развитии нейронных сетей. Свёрточные нейронные
сети состоят из набора свёрточных слоёв и слоёв пулинга. В качестве клас-
сификатора используется несколько полносвязных слоёв после свёрточных.
Свёрточные нейронные сети могут использоваться как самостоятельно, так
и в качестве одного из элементов большей нейронной сети. Теория свёрточ-
ных нейронных сетей подробно изложена в [12] и [13].
Одной из популярных библиотек для построения нейронных сетей яв-
ляется PyTorch [19]. Одной из причин, почему эта библиотека становится
всё популярнее является наличие динамического вычислительного графа.
Также, API данной библиотеки многими исследователями признаётся наи-
более удобным для работы.
Выбранная архитектура нейронной сети представлена на Рис. 4.
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Рис. 4: Архитектура свёрточной нейронной сети
Архитектура взята не самая сложная, т. к. обучающих данных при-
сутствовало не очень много, и в случае добавления дополнительных сло-
ёв или выбора совершенно другой архитектуры (например, рекуррентных
нейронных сетей), сети не хватало обучающих примеров, чтобы показать
удовлетворительную метрику даже на тренировочных данных.
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Глава 3. Байесовская оптимизация
Важным аспектом качественной работы алгоритма машинного обу-
чения являются правильно подобранные гиперпараметры. Есть несколько
возможных подходов работы с параметрами различных алгоритмов:
• Ручной подбор параметров. Конечно, всегда можно подобрать опти-
мальные параметры вручную, однако этот процесс весьма трудоём-
кий, и его результативность существенно зависит от квалификации
исследователя;
• Подбор параметров по сетке. Вручную задаются параметры сетки. В
случае большого числа гиперпараметров может работать очень долго;
• Байесовская оптимизация;
• Другие методы оптимизации.
Байесовская оптимизация [17] - это последовательная стратегия про-
ектирования глобальной оптимизации функции типа «чёрный ящик», не
требующая взятия производных.
Определение 2. Гауссовский случайный процесс.
Последовательность {yt}t∈T называется гауссовским случайным процес-
сом, если для любого конечного множества {t1, t2, . . . , tn} случайные ве-
личины {yt1, yt2, . . . , ytn} имеют совместное многомерное нормальное рас-
пределение.
Задача состоит не в том, чтобы найти саму функцию (что зачастую
практически невозможно), а лишь найти аргумент доставляющий наиболь-
шее значение. Необходимо ввести функцию выгоды (acquisition function),
чтобы определить, какое значение необходимо выбрать далее.
Вероятность улучшения (Probability of Improvement):
PI(x) = Φ
(
µ(x)− µ+ − ε
σ(x)
)
где µ+ - лучшее рассмотренное значение, ε ∼ N(0, ν)
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Тогда функция a (функция выгоды) будет иметь следующий вид:





Также можно использовать функцию ожидаемого улучшения (Expected
Improvement)
Тогда алгоритм Байесовской оптимизации выглядит следующим об-
разом:
На вход подается функция f(·), функция выгоды a(·), максимальное ко-
личество вычислений функции T , начальное множество значений D =
{xi, yi}ki=1
Алгоритм 2 Байесовская оптимизация
for t = 1 . . . T do
xt = argmaxxa(x;D)
yt = f(xt)
D ← D ∪ {xt, yt}
end for
На Рис. 5, Рис. 6, Рис. 7 продемонстрированы результаты работы при
t = 2, t = 3 и t = 4 соответственно.







Глава 4. Программные средства
Для проведения экспериментов использовался язык программирова-
ния Python и следующие библиотеки:
• scikit-learn версии 0.20.1 для тестирования линейной регрессии и ал-
горитма случайного леса, а также оценивания результатов работы
алгоритмов
• pandas-profiling для удобного анализа входных данных и нахождения
сильно скореллированных между собой признаков
• catboost для тестирования градиентного бустинга
• PyTorch для работы с нейронными сетями
• bayesian-optimization для Байесовской оптимизации параметров
• hiddenlayer для визуализации модели нейронной сети
Глава 5. Анализ экспериментов
5.1 Сравнение алгоритмов
Для сравнения алгоритмов необходимо выбрать соответствующие мет-
рики. Для задачи регрессии были выбраны 2 метрики:
• RMSE. Стандартной метрикой для сравнения различных алгоритмов







• Также для более понятной человеческой интерпретации используется
метрика R2 (коэффициент детерминации). Это доля дисперсии зави-
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симой переменной, объясняемая рассматриваемой моделью.





V (y|x) = σ2 - условная (по факторам x) дисперсия зависимой пере-
менной (дисперсия случайной ошибки модели)
Для алгоритмов классификации использовались следующие метрики:
• Accuracy - доля правильных ответов. Однако данной метрики может
быть недостаточно, так как нет гарантии сбалансированности клас-
сов.
• ROC-AUC - величина площади под кривой ROC (receiver operating
characteristic)
Размер тренировочной выборки в задаче регресии составляет 941 при-
мер. Тестовой выборки - 314 примеров.
Вначале было проведено сравнение базовых алгоритмов регрессии на






Таблица 6: Сравнение алгоритмов регрессии на тренировочной выборке








Таблица 7: Сравнение алгоритмов регрессии на тестовой выборке
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Из полученных результатов видно, что линейная регрессия переобу-
чилась, поэтому можно отвергнуть гипотезу о линейной зависимости. Ал-
горитм случайного леса также не показал приемлемых результатов.
Также было проведено сравнение результатов более продвинутых ал-











Таблица 8: Сравнение алгоритмов регрессии на тренировочной выборке











Таблица 9: Сравнение алгоритмов регрессии на тестовой выборке
Размер тренировочной выборки - 637296 примеров, тестовой - 212432.
При разбиении применялась стратификация. Также, необходимо понимать,
что каждый пример - отдельно взятое место, поэтому в данных присутству-
ет значительное число крайне похожих друг над друга примеров.
Результаты работы алгоритмов классификации на тренировочной вы-

















Таблица 10: Сравнение алгоритмов классификации на тренировочной выборке
















Таблица 11: Сравнение алгоритмов классификации на тестовой выборке
Из приведённых выше результатов можно сделать вывод, что все ал-
горитмы, кроме линейной регрессии, так или иначе применимы к данной
задаче. Причём с точки зрения борьбы с переобучением лучше всего себя
показал AutoML подход, так как ошибка на Dtest и на Dtrain значительно
не отличается.
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Для сравнения алгоритмов классификации и регрессии полученные
результаты алгоритмов классификации группировались по секторам по-
сле чего получался формат, который использовался в задачах регрессии.











Таблица 12: Представление результатов алгоритмов классификации в формате дан-
ных, используемых для решения задачи регрессии
Таким образом, алгоритмы классификации (кроме градиентного бу-
стинга) для поставленной задачи классификации отработали лучше. Так
произошло, скорее всего, из-за того, что в формате данных для классифи-
кации, где 1 примеру соответствует одно место, получается больше обуча-
ющих примеров.
5.2 Ансамблирование
Так как многие алгоритмы допускают ошибки в разных категориях,
то имеет смысл провести ансамблирование лучших из них. Ансамблирова-
ние (ансамбль методов) - подход в машинном обучении, при котором ис-
пользуется несколько обучающих алгоритмов для получения лучшей пред-
сказательной способности.
Существует несколько различных техник ансамблирования:
• Бэггинг. Такой же принцип применяется в алгоритме случайного ле-
са;
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• Бустинг. Этот принцип исплоьзуется в алгоритме градиентного бу-
стинга. Строится ансамбль последовательными приращениями моде-
ли;
• Байесовский оптимальный классификатор. Каждой гипотезе даётся
голос, который пропорционален вероятности того, что тренировочные
данные будут выбраны из системы, если гипотеза была бы верна.





P (cj|hi)P (T |hi)P (hi)
y - предсказанный класс, C - множество всех возможных классов, H
- класс гипотез, T - тренировочные данные.
Так как на практике разница в приросте точности между подходами
получается не сильно большой, а задачи увеличить метрику на доли про-
цента не стоит, то была выбрана самая простая в реализации техника ан-
самблирования - бэггинг. Она была применена для задачи классификации.
На тестовых данных были получены результаты немного лучше достигну-
тых ранее. Эти результаты представлены в Таблице 13.






Таблица 13: Результаты ансамблирования
Глава 6. Оптимизация цены на основе предсказанного
спроса
После предсказания спроса необходимо вычислить оптимальную це-
ну. В случае, если возможных значений цены не так много (выборка дис-
кретна), то можно просто провести полный перебор всех цен и выбрать ту,
которая устраивает исследователя.
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Поскольку цена на билеты на спортивные мероприятия имеет сильно
ограниченный набор значений (разница между возможными ценами око-
ло 100 рублей), то в данном случае есть возможность провести поиск по
сетке с целью найти оптимальную цену. Соответственно, для любой же-
лаемой посещаемости можно выбрать оптимальную цену, чтобы получить
максимальную выручку.
В таком случае график зависимости посещаемости от выручки будет
выглядеть следующим образом:
Рис. 8: Зависимость посещаемости от выручки
На первый взгляд полученный результат может смутить, однако он
соответствует результатам анализа, проведённого в [5]: чем выше цены, тем
ниже посещаемость и выше выручка. Однако, спортивный клуб заинтере-
сован не только в повышении выручки от продажи билетов, но и в том,
чтобы посещаемость преодолевала определённый порог, т. к. значительная




Зачастую, многие исследователи пренебрегают использованием раз-
личных алгоритмов машинного обучения и делают выбор сразу в пользу
нейронных сетей. Однако, на примере данной задачи стало очевидно, что
хоть нейронные сети и показали сравнимый или, возможно, даже немного
более качественный результат, в случае необходимости можно было обой-
тись без их применения.
Проанализировав результаты, можно прийти к выводу, что с помо-
щью алгоритмов машинного обучения возможно довольно точно предска-
зать спрос на спортивное мероприятие, а затем использовать полученные
результаты для оптимизации цен. При этом подход, в котором эта задача
формулируется как задача бинарной классификации оказался более под-
ходящим по следующим причинам:
• Он показывает сравнимые результаты с алгоритмами регрессии, при
этом обработка исходных данных требует меньших трудозатрат
• Результаты работы алгоритма позволяют предсказывать не только
спрос, но и использовать их для анализа смежных проблем. Напри-
мер, в примере с спортивным мероприятием, можно оценить, какие
именно небольшие группы мест будут пользоваться наибольшим спро-
сом. С помощью такой информации можно, например, выбирать не
одну цену на всём секторе, а варьировать её в зависимости от кон-
кретного места.
• Практически каждая реализация алгоритма машинного обучения поз-
воляет предсказывать вероятность отнесения объекта к тому или ино-
му классу (в нейронных сетях необходимо заменить последний слой
на Softmax). Таким образом, результаты работы алгоритма можно
использовать для ручного анализа, например, если известно, что на
конкретный матч по какой-то причине, которую не мог учесть ал-
горитм, будет больший спрос. Необходимо просто «сдвинуть» порог,
при котором считается, что место будет куплено.
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Важной характеристикой достигнутых результатов является то, что
гиперпараметры были подобраны не вручную, а с помощью Байесовской
оптимизации. Таким образом, можно утверждать, что как минимум неко-
торые алгоритмы показали близкие к возможной границе результаты.
Также довольно важно было обработать исходные данные. Как и в
практически любых реальных данных в них присутствовало довольно мно-




В результате выполнения данной выпускной квалификационной ра-
боты были достигнуты следующие результаты:
• Рассмотрены различные способы предобработки данных;
• Опробованы разные алгоритмы от самых простейших, таких как ли-
нейная регрессия, до нейронных сетей;
• Проведено сравнение результатов алгоритмов между собой;
• Построен ансамбль алгоритмов;
• Проведена оптимизация цен на основе предсказанного спроса.
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