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Abstract
Convergence is proved for solutions un of Dirichlet problems in re-
gions with many small excluded sets (holes), as the holes become smaller
and more numerous. The problem is formulated in the context of Markov
processes associated with general Dirichlet forms, for random and nonran-
dom excluded sets. Sufficient conditions are given in Theorem 2.1 under
which the sequence of entrance times or hitting times of the excluded sets
converges in the stable topology. Convergence in the stable topology is
a strengthened form of convergence in distribution, introduced by Re´nyi.
Stable convergence of the entrance times implies convergence of the so-
lutions un of the corresponding Dirichlet problems. Theorem 2.1 applies
to Dirichlet forms such that the Markov process associated with the form
has continuous paths and satisfies an absolute continuity condition for
occupation time measures (equation (2.4)). Conditions for convergence
are formulated in terms of the sum of the expectations of the equilibrium
measures for the excluded sets. The proof of convergence uses the fact
that any martingale with respect to the natural filtration of the process
must be continuous. In the case that the excluded sets are iid random,
Theorem 2.1 strengthens previous results in the classical Brownian motion
setting.
Mathematics classification numbers 60J45, 60K37, 35J25
1 Introduction
Let X be a Markov process and let U be an open subset of its state space E.
The probabilistic solution v of the Dirichlet problem on U , with killing rate
α ∈ [0,∞), source term f and boundary value function ϕ, is given by
v(x) = Ex
[∫ σ
0
e−αtf (Xt) dt
]
+Ex
[
e−ασϕ (Xσ)
]
. (1.1)
Here σ is the exit time of U , f is a measurable function on U , and ϕ is a
measurable function on E −U . The solution v(x) is given for those x ∈ U such
that Ex
[∫ σ
0 e
−αtf (Xt) dt
]
and Ex [e
−ασϕ (Xσ)] exist, and ϕ is defined to be
1
zero at the cemetery point ∂ of the process. In some applications it is natural to
consider the limit of a sequence of solutions un for which a subset Λ (n) of the
region U is excluded for each n, so un solves a Dirichlet problem on U − Λ (n).
Typically Λ (n) is the union of many small sets Λj (n), which become smaller
and more numerous as n → ∞, and in this case U − Λ (n) is often referred to
as a region with many small holes. Define un(x) on U by
un(x) = Ex
[∫ τn∧σ
0
e−αtf (Xt) dt
]
+Ex
[
e−ατn∧σϕ (Xτn∧σ)
]
, (1.2)
where τn is the entrance time of Λ (n) and x is such that the expected values
exist. We study conditions under which the solutions un converge to a limit u,
which could then be considered as an approximation to un when the holes are
small. Analytical formulations of (1.2) can of course be given, as in Lemma 6.2)
below, and there are many approaches to this problem. In the classical case
of Brownian motion and α = 0, where −∆un = f holds in U − Λ (n), the size
of each small set Λj (n) as a target for Brownian motion is measured by its
capacity. When convergence holds in this setting, the limit u often satisfies
the equation −∆u + qu = f in U , where q is an appropriate limiting density
for the capacities of the holes Λj (n). Convergence problems in regions with
many small holes have been considered for many classes of equations, both
linear and nonlinear, using a variety of techniques. Early results in this area
include [20], [19], [28], and [27]. In the setting of Dirichlet forms, convergence
properties for sequences of solutions of Dirichlet problems have been studied
using variational methods (cf. [8], [12], [9], [23]), extending a similar approach
for elliptic equations (cf. [14], [11], [13]). The present paper uses a probabilistic
approach based on [4], applied to the Markov process X which is associated
with a Dirichlet form. Theorem 2.1 gives conditions on a sequence of random
sets Λ (n) under which the stopping times τn in (1.2) converge with respect
to the stable topology introduced by Re´nyi [29]. This implies convergence for
the corresponding solutions of the Dirichlet problem (Lemmas 6.1 and 6.2).
Theorem 2.1 holds for a wide class of Dirichlet forms, and also strengthens
earlier results in the Brownian motion case. Precise statements are given in
Section 2. For definitions and results concerning Dirichlet forms we will refer
to [22], but some of the facts which are needed are discussed in Section 9.
Properties of stable convergence are given in Section 3.
2 Main results
The main theorem is given below in Section 2.4, after some preliminary defini-
tions.
2.1 Stable convergence definitions
Stable convergence was defined by Re´nyi in [29], as a stronger form of con-
vergence in distribution. A general treatment of stable convergence of random
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variables is given in [18]. Here we consider stable convergence of randomized
stopping times, as in [3], [15], [24]). By definition, a randomized stopping time τ
with respect to a filtration (Ft)t≥0 on a probability space (Ω,F ,P), is simply a
stopping time on (Ω× (0, 1),F × B∗,P× λ∗), where λ∗ is Lebesgue measure on
the Borel sets B∗ of (0, 1), and we use the enriched filtration (Ft × B∗)t≥0 on the
randomized space (Ω× (0, 1),F × B∗,P× λ∗). An ordinary stopping time on
(Ω,F ,P) can be regarded as defined on Ω× (0, 1), and so an ordinary stopping
time is a special case of a randomized one. In this setting, stable convergence
for randomized stopping times is defined as follows. Let G be a sub-σ-field
of F . Let τn, τ be randomized stopping times, or more generally let τn, τ be any
F × B∗-measurable maps from Ω × (0, 1) to [0,∞]. Then τn → τ , P,G-stably,
if for every set G ∈ G with P (G) > 0,
τn
∣∣
G× (0, 1) =⇒ τ
∣∣
G× (0, 1) in distribution (2.1)
with respect to the conditional probability measure P×λ∗ ( · |G× (0, 1)). Here
τn
∣∣
G× (0, 1) denotes the restriction of τn to the set G × (0, 1). When G is
known from the context we may simply write τn → τ , P-stably. The space
of randomized stopping times associated with a given filtration is closed and
compact with respect to stable convergence ([3], [24]). When stopping times
for a Markov process (Xt) are considered, unless otherwise stated G will be
σ (F0, Xt, 0 ≤ t <∞). A sequence τn may converge stably with respect to one
probability measure P and not converge with respect to another probability
measure Q, although convergence is preserved if Q << P for enough sets,
which can be useful when Girsanov’s theorem is applicable. Other properties
of stable convergence are stated in Section 3. If, as in the present paper, G
is countably generated modulo sets of P-measure zero, the topology for stable
convergence with respect to P is metrizable.
For any randomized stopping time τ with respect to the filtration (Ft × B∗)t≥0
on Ω × (0, 1), let F τt = E
[
1{τ≤t}
∣∣F × {∅, (0, 1)}] for t ∈ [0,∞], where here
the conditional expectation is with respect to the probability measure P × λ∗.
A version of F τ will always be chosen such that t 7→ F τt (ω) nondecreasing and
right continuous for each ω and such that F τt is Ft-measurable. The randomized
stopping time τ can be chosen so that τ(ω, ·) is left-continuous and nondecreas-
ing on (0, 1), and we will always use such a version. For convenience in stating
formulas, we also define Sτt = 1−F τt . Sτ and F τ describe the observable prop-
erties of τ . For ω ∈ Ω, Sτt (ω) can be thought of as the fraction of ω which is
not yet stopped at time t. In the case of an ordinary stopping time, Sτt is either
zero or one for each t. It is easy to check that for any randomized stopping time
τ ,
τ(ω, r) = inf {u : u ∈ [0,∞], Sτu(ω) ≤ 1− r} . (2.2)
Also, τ is an (Ft × B∗)-stopping time if and only if τ(·, u) is a (Ft)-stopping
time for each u ∈ (0, 1).
3
2.2 Rate measures for randomized stopping times
We are interested in stopping times in the setting of a Markov process. Let E be
a separable metric space with Borel σ-algebra B. Let
(
Ω,F , (Ft)t≥0 , (Xt)t∈[0,∞] ,Pz
)
,
z ∈ E∂ , be a Hunt process with state space E, cemetery point ∂ and lifetime ζ.
Unless otherwise stated Ft is the natural filtration for X , that is, an appropriate
closure of the filtration generated by X , and F = F∞. Let Λ (n) be a sequence
of closed subsets of E, and let τn be the entrance time DΛ(n) of Λ (n) or the
hitting time TΛ(n) of Λ (n). Sufficient conditions will be given under which sta-
ble convergence holds for the stopping time sequence τn. In the cases studied
here, convergence will be proved for situations in which the sets Λ (n) are sparse
enough that τn can converge to a randomized stopping time τ which is associ-
ated with a rate of stopping. The rate of stopping is expressed by Sτt = e
−At for
t ∈ [0,∞), where A is a positive continuous additive functional. For a path ω
and t ∈ [0,∞), the probability that the path has not yet stopped by time t is
equal to e−At(ω). If there is a nonnegative Borel function h on the state space E
such that At =
∫ t
0 h (Xs) ds, then one can say that the stopping time τ results
from stopping at a rate h(x) when the process X is near the point x. More
generally, let m be a fixed σ-finite excessive measure on E. Any positive con-
tinuous additive functional A for X is associated with a Revuz measure µA on
E with respect to m (cf. Theorem A.3.5 in [10]). We will refer to the Revuz
measure µA as the rate measure for the stopping time.
2.3 Assumptions on X
Unless otherwise stated, from now on it is assumed that the Hunt process X
is properly associated with a quasi-regular Dirichlet form (E , D (E)) on L2 (m),
not necessarily symmetric, as defined in IV.1.13 and IV.2.5 of [22]. Here m
is a σ-finite measure on E. E is assumed to be a metrizable Lusin space,
which is defined to be the continuous one-to-one image of a Polish space, or,
equivalently, a space which is homeomorphic to a Borel subset of a compact
metric space. Unless otherwise stated, E is assumed to have the local property,
so that Px (t 7→ Xt is continuous on [0, ζ)) = 1 for E-q.e. x. The special case
in which (E , D (E)) is a regular Dirichlet form on a locally compact separable
metric space (cf. IV.4.3(a) in [22]) will be referred to as the regular case. Our
main interest is in the regular case, and the transfer method (Chapter VI in [22])
allows one to obtain proofs in the quasi-regular case from results in the regular
case. However, the proofs here for the regular case do not seem significantly
easier, so direct proofs will be given under the general quasi-regular conditions.
Let Eˆ be the form defined by by Eˆ (x, y) = E (y, x). There is a special
standard Markov process Xˆ properly associated with Eˆ . For any α > 0 the
form Eα is defined by Eα (u, v) = E (u, v) + α (u, v), where (, ) is the usual
inner product on L2 (m). The set D (E) with the symmetric inner product
E˜α = (1/2)
(
Eα + Eˆα
)
is a Hilbert space. Let ‖·‖E,α be the norm on this Hilbert
space, so that ‖u‖E,α = E˜α (u, u)1/2 = Eα (u, u)1/2. Clearly all the norms ‖·‖E,α,
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α > 0, are equivalent. Let Kα denote a continuity constant for the weak sector
condition (equation I.2.(2.3) in [22]), so that |Eα (u, v)| ≤ Kα ‖u‖E,α ‖v‖E,α for
all u, v ∈ D (E). We will say that a sequence un ∈ D (E) converges E-weakly
to u if it converges weakly in the Hilbert space D (E) with inner product E˜α.
The arguments used in proving I.2.12 in [22] show that a sequence un converges
E-weakly to u if and only if Eα (un, v)→ Eα (u, v) for every v ∈ D (E).
The bounded and nonnegative B-measurable functions on E will be denoted
by bB and B+, respectively. Let Rα, pt and Rˆα, pˆt be the resolvents and Markov
operators associated with X and Xˆ. E-exceptional sets, E-quasi-everywhere
properties, and E-quasi-continuity are defined in III.2.1 and III.3.2 of [22].
A finite measure is said to be smooth if it does not charge E-exceptional sets.
Conversely, one can show that a set is E-exceptional if every smooth measure
gives it measure zero. General smooth measures are defined in VI.2.3 of [22], and
by VI.2.4 in [22], for any smooth measure µ there is a unique positive continuous
additive functional A such that µ is the Revuz measure for A. For a smooth
probability measure µ, any martingale with respect to the natural filtration of
X has continuous paths Pµ-almost surely (Proposition 4.4). This property is
used in proving convergence of stopping times.
The potentials Gα and Gˆα for the forms E and Eˆ are defined in I.2.8 of [22]
and satisfy Rα f = Gα f , Rˆα f = Gˆα f , E-q.e., for all f ∈ L2 (m), by IV.2.9 and
IV.3.3 of [22]. E-quasi-continuity is defined in II.3 of [22]. Each u ∈ D (E) has
E-quasi-continuous versions, any of which is denoted by u˜. A σ-finite measure µ
on B will be said to have finite energy if µ does not charge E-exceptional sets
and the map u 7→ ∫ u˜ dµ is bounded on D (E) with respect to ‖·‖E,α-norm for
some (and hence all) α > 0. This condition only depends on the symmetric
part of E . By I.2.7 in [22], there exist unique elements v, w ∈ D (E) such that
Eα (v, u) =
∫
u˜ dµ = Eα (u,w) for all u ∈ D (E). Gα µ, Gˆα µ are defined to be
v, w respectively. The new definition for potentials is consistent with the old,
in the sense that if a measure µ has a density f ∈ L2 (m) with respect to m,
then µ has finite energy, and Gα µ = Gα f . We will choose E-quasi-continuous
versions of Gα µ, Gˆα µ whenever pointwise values are needed. By VI.2.1 in [22],
the measure µ is uniquely determined by Gα µ. When µ and ν are measures
with finite energy,
Eα (Gα ν,Gα µ) =
∫
(Gα µ) dν = Eα
(
Gα µ, Gˆα ν
)
=
∫ (
Gˆα ν
)
dµ. (2.3)
The definitions imply that the resolvent equation holds for potentials of mea-
sures, so that in particular Gα and Gβ commute.
The α-equilibrium measure for a closed set B is defined as the unique mea-
sure γ such that Gα γ = 1 holds E-q.e. on B and γ (Bc) = 0, when such a
measure exists. The α-equilibrium measure for B will exist if there is an E-quasi-
continuous v ∈ D (E) such that v ≥ 1 holds E-q.e. on B (see Section 9). Define
the α-capacity of B by Capα (B) = γ(B) = Eα (Gα γ,Gα γ) =
∫
(Gα γ) dγ. The
collection of closed sets which have α-equilibrium measures will be denoted by
C. When E is a regular Dirichlet form all compact sets are in C.
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2.4 A convergence theorem for random holes
The main convergence result, Theorem 2.1, deals with random sets of the follow-
ing sort. Let κn, n = 1, 2, . . . be a sequence of positive integers with κn ր ∞,
and for each n let Λj (n), j = 1, . . . , κn be an independent sequence of random
variables (not necessarily identically distributed), whose values are compact sets
in C. Since identical distributions are not assumed, nonrandom sets are included
as a special case.
The Λj (n) are assumed to be measurable as maps into the space F (E) of
compact subsets of E, equipped with the Hausdorff metric and its Borel σ-
algebra. Let Λ (n) = Λ1 (n) ∪ · · · ∪ Λκn (n). Each random set Λ (n) provides a
random environment for the Markov process X . Let P˜n and E˜n denote prob-
ability and expectation for the probability space Ω˜n on which Λ (n) is defined.
The probability space for the environment can depend on n, but for convenience
in stating results, we will usually assume that the Λ (n) are all defined on the
same space Ω˜, and write P˜n and E˜n as P˜ and E˜. For any probability measure
π on E, it will be assumed that the entrance time DΛ(n) and hitting time TΛ(n)
are measurable as maps from the sample space to the space of randomized stop-
ping times, when the space of randomized stopping times is given the topology
of stable convergence with respect to Pπ . This measurability will hold auto-
matically in the regular case, since in the regular case B 7→ DB is a pointwise
limit of certain maps Gk, where each Gk is constant on the sets of a measurable
partition of F (E).
Fix α ∈ (0,∞). For each n and each j, let γnj be the α-equilibrium measure
for Λj (n), as defined in Section 9. It is assumed that γ
n
j (A) is a measurable func-
tion of the random environment for each A ∈ B, and that ∫ (Gα γnj ) (Gα γni ) dm
is measurable for all i, j. In the regular case this is automatically true. For each
n, j, define the averaged measure γ¯nj by γ¯
n
j (A) = E˜
[
γnj (A)
]
for each A ∈ B.
Then E˜
[∫
f dγnj
]
=
∫
f dγ¯nj , for all n, j and f ∈ bB ∪ B+. Let γn =
∑
j γ
n
j and
γ¯n =
∑
j γ¯
n
j .
It is assumed that
∥∥γnj ∥∥tv ≤ χn for all j = 1, . . . , κn, where χn is a de-
terministic sequence of numbers with χn → 0, and that supn ‖γ¯n‖tv < ∞,
where ‖γ¯n‖tv = γ¯n (E) is the total variation norm of γ¯n. Since
∥∥Gα γnj ∥∥2E,α =∫ (
Gα γ
n
j
)
dγnj =
∥∥γnj ∥∥tv ≤ χn, ∣∣∫ v dγ¯nj ∣∣ = ∣∣∣E˜ [∫ v dγnj ]∣∣∣ ≤ Kα ‖v‖E,α√χn for
any v ∈ D (E). Hence γ¯nj has finite energy.
Theorem 2.1 Suppose that for α ∈ (0,∞),
δxRα << m for m-a.e. x. (2.4)
Let η be a finite measure with finite energy, such that Gα γ¯
n → Gα η, E-weakly,
and let A be the positive continuous additive functional with Revuz measure η.
Let τn be the entrance time DΛ(n) or the hitting time TΛ(n) for Λ (n). If
lim sup
n→∞
∑
i6=j
∫ (
Gα γ¯
n
j
)
dγ¯ni ≤
∫
(Gα η) dη, (2.5)
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then for any smooth probability π, the sequence τn∧ζ converges Pπ-stably to τ∧ζ
in P˜-probability, where τ denotes the randomized stopping time with Sτt = e
−At .
If with P˜-probability one all the sets Λ (n) are contained in a single compact
subset of E, τn converges Pπ-stably to τ in P˜-probability.
In the statement of the theorem, stable convergence in P˜-probability means con-
vergence in P˜-probability with respect to any metric for Pπ-stable convergence.
Theorem 2.1 is proved in Section 5.
Stable convergence of τn ∧ ζ implies convergence of the solutions of the
corresponding Dirichlet problems. This is discussed in more detail in Section 6.
It follows from the resolvent equation that (2.4) implies that δxRα << m
for E-q.e. x, and thus is similar to condition (AC)′ of Definition A.2.16 in [10].
Condition (2.5) was introduced in [27] for deterministic sets Λi (n), in the
Brownian motion case. This condition ensures that the sets Λj (n) are rather
evenly distributed. The proof of Theorem 2.1 shows that even when (2.5) is
not satisfied, (τn ∧ τ) ∧ ζ converges Pπ-stably to τ ∧ ζ in P˜-probability, and
τn ∧ τ → τ when all the sets Λ (n) are contained in a compact set. Thus
asymptotically τn ≥ τ , verifying the physical intuition that when the sets Λj (n)
are allowed to clump together, some of their capacity may be wasted. When
γ¯n (E) → 0, so that A = 0, the same limit shows that the bodies Λ (n) have a
negligible stopping effect for large n.
In the regular case, the assumption that Gα γ¯
n → Gα η, E-weakly, will hold
whenever supn ‖Gα γ¯n‖E,α <∞ and γ¯n converges vaguely to η as a sequence of
measures (Lemma 9.6).
Most of the assumptions on γn in Theorem 2.1 only involve the average
measure γ¯n. This simplifies applications, especially in the iid case.
Corollary 2.2 Suppose that (2.4) holds, and that the sequences Λj (n), j =
1, . . . , κn, are iid for each n. Assume as above that
∥∥γnj ∥∥tv ≤ χn and supn ‖γ¯n‖tv <∞. Let η be a finite measure with finite energy such that for some α, limn→∞ ‖Gα γ¯n −Gα η‖E,α =
0. Then the hypotheses of Theorem 2.1 are satisfied.
Proof ClearlyGα γ¯
n → Gα η, E-weakly, and γ¯nj = (1/κn)γ¯n. Thus
∑
i6=j
∫ (
Gα γ¯
n
j
)
dγ¯ni =
(1− 1/κn) ‖Gα γ¯n‖2E,α → ‖Gα η‖2E,α, so (2.5) holds.
In the setting of the classical Dirichlet problem with iid random holes in
a subset of Rd, Corollary 2.2 gives a more general form of Theorem 4.2 of [1]
(Section 8), and similarly extends Theorem 4.2 of [2], on the Dirichlet problem
for the Laplace-Beltrami operator on a compact Riemannian manifold.
The proof of Theorem 2.1 is given in Section 5, based on a more general
convergence criterion, Theorem 4.2. Details of the proofs for Proposition 4.4
and the examples in Section 8 are given in [7]. Transformations which simplify
applying Theorem 2.1 are discussed in Section 7. In particular one can use
Girsanov’s theorem to deal with a drift term.
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2.5 Relaxed Dirichlet problems
In the setting of Dirichlet forms, the solution u of a Dirichlet problem can be
defined by specifying the boundary values for u and requiring that the equation
Eα (u, v) =
∫
vf dm must hold for all v, where f represents the source term
in the equation, and v lies in a suitable class of test functions. More gener-
ally, u is said to solve a relaxed Dirichlet problem, with penalty measure η, if
Eα (u, v) +
∫
uv dη =
∫
vf dm for suitable v, where the penalty measure η is
a measure which does not charge sets of capacity zero, but may be infinite on
some sets. Any ordinary Dirichlet problem on a region U can be represented as
a relaxed Dirichlet problem using a suitable infinite penalty measure η, so that
convergence for solutions of ordinary Dirichlet problems can be formulated as a
special case of convergence of solutions of relaxed Dirichlet problems. General
properties of relaxed Dirichlet problems in the setting of Dirichlet forms have
been studied in a number of papers, including [11], [8], [12], [9], [23]. These
papers deal with a class of Dirichlet forms which have certain extra regularity
properties. A Dirichlet form E in this class is regular and strongly local, and
satisfies some additional assumptions, in particular that a Poincare´ inequality
holds for E and m has a doubling property. [23] proves some results for non-
symmetric Dirichlet forms, while the other references study symmetric forms.
In the present paper the extra regularity assumptions are replaced by (2.4). For
symmetric forms satisfying the extra regularity assumptions, (2.4) holds, since
it follows from equation (1.10) of [8], using the arguments of Theorem 4.2.7 in
[16]. We do not know if equation (2.4) always holds for nonsymmetric forms
under the assumptions in [23].
The results in [11], [8], [12], [9], [23] include some necessary and sufficient
conditions for convergence of solutions of general nonrandom relaxed Dirichlet
problems. Thus these results are relevant to the problems considered here.
However, further arguments would be needed in order to verify the hypotheses
of these results and obtain convergence in that way. Such an approach was used
in the papers [1] and [2] mentioned earlier, dealing with the Laplacian operator
and the Laplace-Beltrami operator.
3 Stable convergence facts
Let B∞ denote the Borel sets on [0,∞], and for any randomized stopping time
τ , let Φτ = Φτω be the random measure on B∞ such that Φτω ((t,∞]) = Sτt (ω).
The Functional Monotone Class Theorem shows that for any bounded F ×B∞-
measurable Y ,∫ ∫ 1
0
Y (ω, τ(ω, u)) duP (dω) =
∫ ∫ ∞
0
Y (ω, s) Φτω (ds)P (dω) . (3.1)
Lemma 3.1 Let (Gt)t≥0 be a filtration on a probability space (Ω,G,P), with
Gt ⊂ G. Let τn, τ be randomized (Gt)-stopping times on Ω × (0, 1), such that
τn → τ , P,G-stably. Let λ∗ denote Lebesgue measure on (0, 1).
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(i) Let Y be a real-valued process on Ω × [0,∞] which is G × B∞-measurable,
where B∞ is the collection of Borel subsets of [0,∞]. Let Z be a non-
negative random variable with E [Z] < ∞, and such that for P-a.e. ω,
|Y (ω, t)| ≤ Z(ω) for all t. Let A ∈ G × B∞, such that A contains all
pairs (ω, u) for which the map: t 7→ Y (ω, t) is discontinuous at u. If
P× λ∗ ({(ω, s) : (ω, τ(ω, s)) ∈ A}) = 0, then
lim
n→∞
∫
Yτn dP dλ
∗ =
∫
Yτ dP dλ
∗
(ii) Let ξ : Ω × [0,∞] → [−∞,∞] be G × B∞-measurable, ca`dla`g and quasi-
left continuous with respect to P on the closed interval [0,∞]. Let H ∈
L1 (G,P) be such that E [|H | supt |ξt|] <∞. Then
lim
n→∞
∫
Hξτn dP dλ
∗ =
∫
Hξτ dP dλ
∗. (3.2)
Statement (i) of Lemma 3.1 follows from the Corollary to Theorem 7 in [24].
Statement (ii) follows from Theorem (1.10) in [3] or Theorem 5 in [24]. State-
ment (i) is the main tool in applying stable convergence. The next two lemmas
are simple observations based on the definitions.
Lemma 3.2 Let (Ω,G,P) be a probability space. Let τn, τ, σ be randomized
times, meaning F × B∗-measurable maps from Ω× (0, 1) to [0,∞].
(a) Suppose that τn → τ , P,G-stably. Then τn ∧ σ → τ ∧ σ, P,G-stably.
(b) Let σk be a sequence of randomized times such that σk ր σ and τn ∧ σk →
τ∧σk, P,G-stably as n→∞, for each k. Then τn∧σ → τ∧σ, P,G-stably.
Proof (i) follows at once from Lemma 3.1 and the definitions (see the corollary
to Lemma 3.1 in [5]). To prove (ii), by choosing a subsequence we may assume
that τn converges stably to some limit ψ. By (i), τn∧σ converges stably to ψ∧σ,
and also τn ∧ σk converges stably to ψ ∧ σk for each k. Hence ψ ∧ σk = τ ∧ σk
for all k, and so ψ ∧ σ = τ ∧ σ, independent of the choice of subsequence.
It is usually sufficient to have convergence for τn ∧ ζ rather than for τn, as
in Lemma 6.1. The two forms of convergence are sometimes equivalent, as the
next result shows.
Lemma 3.3 Let τn, τ be randomized (Gt)-stopping times. Suppose that for any
P,G-stable limit point τ of the sequence τn, P×λ∗ ({ζ ≤ τ <∞}) = 0. Suppose
also that there is a randomized stopping time σ such that τn ∧ ζ → σ ∧ ζ, P,G-
stably. Then τn converges P,G-stably to the randomized stopping time τˆ defined
by τˆ = σ if σ < ζ, τˆ =∞ otherwise.
Proof Suppose τnk → τ , P,G-stably. By Lemma 3.2 (a), τnk ∧ ζ → τ ∧ ζ, so
τ ∧ ζ = σ ∧ ζ modulo P×λ∗. Hence modulo P×λ∗ we have τ = σ if τ ∧ ζ < ζ,
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and if τ ∧ ζ ≥ ζ, then τ ≥ ζ, so τ = ∞ modulo P × λ∗. Thus τ = τˆ modulo
P× λ∗.
The final lemma in this section is only used in proving analytical conse-
quences of stable convergence (Lemma 6.1).
Lemma 3.4 Let X be a Markov process satisfying the assumptions of Sec-
tion 2.3. Let G be a σ-algebra with Ft ⊂ G for all t. Let At be a positive
continuous additive functional, and let τ be the randomized stopping time with
Sτt = e
−At . Let σ be a terminal time, and let τn be a sequence of terminal
times, such that τn ∧ σ → τ ∧ σ, Pπ,G-stably for some probability measure π.
Suppose that for π-a.e. x, τn → τ , Pµ,G-stably for µ with µ << δxRα-stably.
(This last condition will be true, for example, if π is smooth and τn∧σ → τ ∧σ,
Pµ,G-stably whenever µ << m.) Then there exists a subsequence nk such that
for π-a.e x, τnk ∧ σ → τ ∧ σ, Px,G-stably.
This follows from the proof of Theorem 7.1 in [25], and holds for the general
case of stopping times such that Sτnt and τ are multiplicative functionals. For
Brownian motion a different proof was given in Theorem 1.3 of [6].
4 A convergence criterion
Theorem 2.1 will be derived from a more general convergence result, given below
as Theorem 4.2. The conditions for convergence in this theorem are motivated
by the intuitive idea that the limiting rate of hitting Λ (n) within a neighborhood
of a point should be determined by the size (i.e. capacity) of that part of the
Λ (n) which lies the neighborhood (cf. [4], [6] for the Brownian motion case).
Expressing this picture in terms of potentials leads to the following.
Definition 4.1 Let η be a measure with finite energy. Let α ∈ (0,∞). For any
sequence γn of measures with finite energy, we will write γn
E∼ η if Gα γn →
Gα η, E-weakly, and also limn→∞
∫
h |Gα γn −Gα η| dm = 0 for all h ∈ L2 (m).
Let Λ (n) be a closed set, n = 1, 2, . . .. Let τn = DΛ(n), the entrance
time of Λ (n). Let νn be a sequence of measures with finite energy, such that
supn νn (E) <∞, and νn E∼ η. If
lim
n→∞
Eπ0
[
e−ατn (1 +Gα η (Xτn)−Gα νn (Xτn))+
]
= 0 (4.1)
for every smooth probability measure π, then we will say that η is α-bounded
from above, for the sequence (Λ (n)), and νn will be called an α-upper sequence
for Λ (n) , η.
If there exists a sequence of measures µn with finite energy, with supn µn (E) <
∞ and µn (Λ (n)c) = 0 for all n, such that µn E∼ η and
lim
n→∞
Eπ
[
e−ατn (1 +Gα η (Xτn)−Gα µn (Xτn))−
]
= 0 (4.2)
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for every smooth probability measure π, then η will be said to be α-bounded from
below for the sequence (Λ (n)), and µn will be called an α-lower sequence for
Λ (n) , η.
If (2.4) holds, Lemma 9.7 shows that γn
E∼ η automatically holds whenever
Gα γn → Gα η, E-weakly.
The proof of Theorem 2.1 in Section 5 will show that in the setting of that
theorem the conditions in Definition 4.1 are satisfied in the nonrandom case,
with Λ (n) equal to the union of many small bodies Λi (n), and νn, µn each
approximately equal to the sum of the α-equilibrium measures of the Λi (n).
The same is true in the general case with probability one for a subsequence.
Theorem 4.2 Let Λ (n) be a closed set, n = 1, 2, . . .. Let α ∈ (0,∞), and let η
be α-bounded from above for (Λ (n)). Let τ be the randomized stopping time with
rate measure η. Let τn = DΛ(n) or τn = TΛ(n), and let π be a smooth probability
measure. Then τn ∧ τ ∧ ζ → τ ∧ ζ, Pπ-stably. In the case that all the sets Λ (n)
are contained in a single compact subset of E, τn ∧ τ → τ , Pπ-stably.
Suppose η is also α-bounded from below for (Λ (n)). Then τn∧ζ → τ∧ζ, Pπ-
stably. If the sets Λ (n) are contained in a single compact subset of E, τn → τ ,
Pπ-stably.
Although Theorem 4.2 does not require the absolute continuity condition (2.4),
it may not be easy to show that the hypotheses are satisfied without using
condition (2.4). Before proving the theorem a few auxiliary facts are needed.
Lemma 4.3 Let Λ (n) be a closed set, n = 1, 2, . . ., and let τn = DΛ(n). Let
α ∈ (0,∞), and let π be a smooth probability measure. Let η be α-bounded from
above for (Λ (n)). Let A be the positive continuous additive functional with
Revuz measure η. Let τ be a randomized stopping time on Ω× (0, 1) which is a
Pπ-stable limit point of the sequence (τn). Then Pπ (τ = 0) = 0. Furthermore,
for any a, b ∈ [0,∞) with a < b, and any bounded Ga-measurable function H,∫
H1{a<τ≤b}e
−ατ dPπ dλ
∗ ≤
∫
H1{a<τ}
∫
(a,τ∧b]
e−αr dAr dPπ dλ
∗. (4.3)
If η is α-bounded from below for (Λ (n)), then equality holds in (4.3).
Proof By approximating π, we may assume that π has finite energy.
Let νn be a π, α-upper sequence for η,Λ (n).
We may assume that the random variable H in (4.3) satisfies 0 ≤ H ≤ 1,
and also, by passing to a subsequence and relabelling, that τn → τ , Pπ-
stably. For t ∈ [0,∞), let us say that t is good if Pπ × λ∗ (τ = t) = 0
and also limn→∞
∫ |Gα νn −Gα η| d (π pt) = 0. Since π has finite energy it
is easy to show from the definitions that π Rα has a density with respect to
m which is in L2 (m). Hence limn→∞
∫ |Gα νn −Gα η| d (π Rα) = 0. Thus
limn→∞
∫∞
0 e
−αt
∫ |Gα νn −Gα η| d (π pt) λ(dt) = 0, where λ be Lebesgue mea-
sure on R. Replacing νn by a suitable subsequence, we may assume that λ-a.e.
t ∈ [0,∞) is good.
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Let a, b be given. For the moment assume that b is good and that either a
is good or a = 0.
Let Yn = Eπ
[
H1{a≤τn}e
−ατn∧bGα νn (Xτn∧b)
]
,Kn = Eπ
[
H1{a≤τn}e
−αaGα νn (Xa)
]
for n = 1, 2, . . .. By 9.2, e−αtGα νn (Xt) is a supermartingale, and so Yn ≤ Kn.
Let Vn = Eπ
[
H1{a≤τn}e
−αaGα η (Xa)
]
, for n = 1, 2, . . ., V∞ =
∫
H1{a≤τ}e
−αaGα η (Xa) dPπ dλ
∗.
If a is good, so that Pπ × λ∗ (τ = a) = 0, limn→∞ Vn = V∞, by Lemma 3.1 (i).
If a = 0, Vn = V∞ for all n.
Let γ be the distribution of X0 with respect to HPπ, so that for a = 0
we have Kn =
∫
(Gα νn) dγ = Eα
(
Gα νn, Gˆα γ
)
and Vn =
∫
(Gα η) dγ =
Eα
(
Gα η, Gˆα γ
)
. Then limn→∞ (Kn − Vn) = 0 if a = 0 since νn E∼ η, and
the same limit holds by the definition of good if a is good. By (9.1) and the ad-
ditive functional property, V∞ =
∫
H1{a≤τ}e
−αaEXa
[∫∞
0
e−αsdAs
]
dPπ dλ
∗ =∫
H1{a≤τ}
∫∞
a
e−αrdAr dPπ dλ
∗.
For n = 1, 2, . . ., let Zn = Eπ
[
H1{a≤τn}e
−ατn∧bGα η (Xτn∧b)
]
= Eπ
[
H1{a≤τn}
∫∞
τn∧b
e−αr dAr
]
,
where the second equality follows from (9.1) and the additive functional prop-
erty. We have
∫∞
τn∧b
e−αv dAv ≤
∫∞
0 e
−αv dAv for all n, and Eπ
[∫∞
0 e
−αr dAr
]
=∫
(Gα η) dπ = Eα
(
Gα η, Gˆα π
)
< ∞. Thus Lemma 3.1 (i) is applicable and
limn→∞ Zn =
∫
H1{a≤τ}
∫∞
τ∧b
e−αr dAr dPπ dλ
∗ ≡ Z∞.
LetWn = Eπ
[
H1{a≤τn≤b}e
−ατn
]
, for n = 1, 2, . . .,W∞ =
∫
H1{a≤τ≤b}e
−ατ dPπ dλ
∗.
By Lemma 3.1 (i), limn→∞Wn =W∞. For n = 1, 2, . . . we have
Wn + Zn − Yn = Eπ
[
H1{a≤τn≤b}e
−ατn (1 +Gα η −Gα νn) (Xτn)
]
+Eπ
[
H1{a≤τn}e
−αb1{τn>b} (Gα η −Gα νn) (Xb)
]
≤ Eπ
[
e−ατn (1 +Gα η −Gα νn)+ (Xτn)
]
+
∫
|Gα η −Gα νn| d (π pb) .
By (4.1) and the fact that b is good, lim supn→∞ (Wn + Zn − Yn) ≤ 0. Hence
lim supn→∞ (Wn + Zn −Kn) ≤ 0, so W∞ ≤ V∞ − Z∞. Taking a = 0 and H =
1 gives
∫
1{τ≤b}e
−ατ dPπ dλ
∗ ≤ ∫ ∫ τ∧b
0
e−αrdAr dPπ dλ
∗ ≤ Eπ
[∫ b
0
e−αrdAr
]
.
Letting b ց 0 gives Pπ × λ∗ (τ = 0) = 0. For general H and good a, b, W∞ ≤
V∞−Z∞ gives (4.3). Both sides of (4.3) are right continuous in a and b, so (4.3)
holds for all a, b.
If η is α-bounded from below, let µn be an α-lower sequence. Define quanti-
ties Yn,Kn, Vn, Zn,Wn as above, except with νn replaced by µn. By Lemma 9.3,
e−αt∧τnGα µn (Xt∧τn) is a martingale, so now Yn = Kn. All the remaining ar-
guments work as before, with inequalities reversed. This gives (4.3) with the
inequality reversed, so the equality case of (4.3) holds when η is also α-bounded
from below for (Λ (n)).
Proposition 4.4 Let Gt = σ (Xs, s ≤ t). There exists an exceptional set K ∈ B
such that for any probability measure π on E with π (K) = 0, if M = (Mt)t∈[0,∞)
is a right continuous (Gt)-martingale with respect to Pπ, then
Pπ (t 7→Mt is continuous on [0, ζ)) = 1.
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The proof of Proposition 4.4 is similar to the proof for the Brownian motion
case. Let V denote the set of all Y ∈ L1 (π), such that there exists a right
continuous (Ft)-martingale NYt with NYt = Eπ [Y | Ft] for each t ∈ [0,∞), and
such that with Pπ-probability one, t 7→ NYt is continuous on [0, ζ). One can
show that V is closed in L1 (π) and contains a dense class, consisting of all
Y = Rα h (Xu), where α, u ∈ R with α > 0, u ≥ 0. Thus V = L1(π), and this
implies the result. Details of the proof are given in [7].
Lemma 4.5 Let (Ω,G,P) be a probability space and let (Gt)t≥0 be a filtration
with Gt ⊂ G for all t. Let E be a set and let ∂ be a point not in E, and
assume that E ∪ {∂} has a metrizable topology. Let (Xt)t∈[0,∞] be any G ×B∞-
measurable process with Xt ∈ E for t ∈ [0,∞) and X∞ = ∂. Assume that X
is ca`dla`g and quasi-left continuous on [0,∞) with respect to P. Let τn, τ be
randomized (Gt)-stopping times. Let F ⊂ E be closed in E∂ and let BF ∈ G
be such that P× λ∗ ({Xτn /∈ F, τn <∞} ∩ (BF × (0, 1))) = 0 for each n, where
λ∗ is Lebesgue measure on (0, 1). Then for any P,G-stable limit point τ of the
sequence τn, P× λ∗ ({Xτ /∈ F, τ <∞} ∩ (BF × (0, 1))) = 0.
Proof τnk → τ , P,G-stably, for some nk. Let s ∈ (0,∞). Let ϕ be a con-
tinuous function on E∂ such that 0 ≤ ϕ ≤ 1E∂−F , and let ψ be a contin-
uous function on [0,∞] such that 0 ≤ ψ ≤ 1[0,s]. Let ξt = ϕ (Xt)ψ(t) on
BF , ξ = 0 otherwise. Since ξ is ca`dla`g and quasi-left continuous on [0,∞],
limk→∞
∫
1BFϕ
(
Xτnk
)
ψ (τnk) dP dλ
∗ =
∫
1BFϕ (Xτ )ψ (τ) dP dλ
∗ by Lemma 3.1 (ii).∫
1BFϕ
(
Xτnk
)
ψ (τnk) dP dλ
∗ = 0 for all k, so
∫
1BFϕ (Xτ )ψ (τ) dP dλ
∗ = 0
for all ϕ, ψ, which gives P× λ∗ ({Xτ /∈ F, τ <∞} ∩ (BF × (0, 1))) = 0.
Proof of Theorem 4.2
Suppose τn = DΛ(n). Let α ∈ (0,∞). Let η be α-bounded from above for
for (Λ (n)).
Let σ be any randomized stopping time which is a Pπ-stable limit point
of a subsequence τni . Let π be a smooth probability measure. We will show
that with Pπ-probability one, S
σ
t ≥ e−At for t ∈ [0, ζ). By relabelling we may
assume that the full sequence τn converges Pπ-stably to σ.
Applying Lemma 4.3 shows that (4.3) holds. Let Φσ be the random measure
on [0,∞] such that Φσ((t,∞]) = Sσt . The left side of (4.3) isEπ
[
H
∫
(a,b]
e−αuΦσ(du)
]
.
The right side of (4.3) is:
Eπ
[
H
∫ ∫
1{(a,∞)}(z)1(a,z∧b](u)e
−αu dAu Φ
σ(dz)
]
= Eπ
[
H
∫ ∫
1(a,b](u)e
−αu1[u,∞)(z)Φ
σ(dz) dAu
]
= Eπ
[
H
∫
(a,b]
e−αuSσu dAu
]
.
Hence by (4.3), for all a, b ∈ [0,∞) with a ≤ b,
Eπ
[
H
∫
(a,b]
e−αuΦσ(du)
]
≤ Eπ
[
H
∫
(a,b]
e−αuSσu dAu
]
(4.4)
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for any bounded Ga-measurable functionH . ThenNt ≡
∫
(0,t]
e−αu (Φσ(du)− SσudAu)
is a Gt-supermartingale.
Let F be a compact subset of E, and as usual let DE∂−F be the entrance
time of E∂ − F . Then by Lemma 4.5, with BF = {DE∂−F ≥ ζ},∫
{DE∂−F≥ζ}
Φσ([ζ,∞)) dPπ = 0. (4.5)
Let NFt = Nt∧DE∂−F . It is easy to check using equation (9.1) that N
F is of
class (DL), so by Doob-Meyer, NFt = Mt −Gt, where M is a right continuous
martingale and G is a natural right-continuous increasing process, and M and
G are unique. Thus Mt =Mt∧DE∂−F and Gt = Gt∧DE∂−F . Also M = N
F +G.
By Proposition 4.4, t 7→Mt is continuous on [0, ζ) with probability one.
The formula for N shows that the only discontinuities in the paths of N and
NF occur in the form of positive jumps. The same is true for G, so if a positive
jump for NF· (ω) occurs at time t then a positive jump for M·(ω) must also
occur at time t. With probability one, since M has continuous paths on [0, ζ),
NF must also have continuous paths on [0, ζ). Hence t 7→ NFt is continuous on
[0,∞) for Pπ-a.e. path in {ζ =∞} ∪ {DE∂−F < ζ}, and also for Pπ-a.e. path
in {DE∂−F ≥ ζ} ∩ {ζ <∞}, by (4.5). Hence t 7→ NFt is continuous on [0,∞)
with probability one. Since NF is continuous, Mζ− −Mζ = Gζ − Gζ− ≥ 0.
Since G is natural, Eπ [(Mζ− −Mζ) (Gζ −Gζ−)] = 0, so t 7→ Mt is continuous
at ζ, and M is continuous on [0,∞). Since the paths ofM have finite variation,
they are constant on [0,∞) with probability one. Hence t 7→ NFt is continuous
and monotonic decreasing with probability one. Thus t 7→ Nt is continuous and
monotonic decreasing on [0, DE∂−F ) with probability one.
Let (Fk) be an E-nest, with Fk compact for each k = 1, 2, . . .. By IV.5.30 in
[22], Pπ (limk→∞DE∂−Fk < ζ) = 0. It follows that with probability one, t 7→ Nt
is continuous and monotonic decreasing on [0, ζ), i.e. Φσ(dt) − Sσt dAt ≤ 0 on
[0, ζ). By Lemma 4.3, Pπ (S
σ
0 = 1) = 1. Multiplying by e
At shows d
(
eAtSσt
) ≥ 0
on [0, ζ), and so with Pπ-probability one, S
σ
t ≥ e−At for t ∈ [0, ζ). By (2.2),
if σ(ω, r) < c < ζ(ω) then there exists u such that Sσu ≤ 1 − r. But then
eAu ≤ 1 − r, so τ(ω, r) < c by (2.2). It follows that σ ∧ ζ ≥ τ ∧ ζ with Pπ-
probability one, and hence σ ∧ τ ∧ ζ = τ ∧ ζ. Since this is true for any stable
limit point σ, and compactness holds for stable convergence, we have proved
that τn ∧ τ ∧ ζ → τ ∧ ζ, Pπ-stably.
In the special case that for some compact set F we have Λ (n) ⊂ F for
all n, P × λ∗ ({Xσ /∈ F, σ <∞}) = 0 by Lemma 4.5 with BF = Ω. Obviously
P × λ∗ ({Xσ ∈ F, ζ ≤ σ <∞}) = 0. Hence
∫
E Φ
σ([ζ,∞)) dPπ = 0, so with
probability one t 7→ Sσt is constant on [ζ,∞) and has no discontinuity at t = ζ.
Hence with Pπ-probability one, S
σ
t ≥ e−At for t ∈ [0,∞). Using (2.2) now
shows that σ ≥ τ , so σ ∧ τ = τ , and hence τn ∧ τ → τ , Pπ-stably.
Up to this point we have assumed that η is α-bounded from above. Now
let η be α-bounded from below for (Λ (n)) as well, and let σ be a Pπ-stable
limit point. Lemma 4.3 now gives the equality case of (4.3), and we can re-
peat the same arguments as before, replacing inequalities by equalities at each
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step. Thus the process N is now a martingale. As before, but omitting the
Doob-Meyer decomposition step, one obtains Sσt = e
−At for all t ∈ [0, ζ), or
Sσt = e
−At for all t ∈ [0,∞) if all the sets Λ (n) are contained in some compact
set. By (2.2), τ ∧ζ = σ∧ζ, and τ = σ if all the sets Λ (n) are contained in some
compact set. Since σ was any limit point, it follows that the full sequences τn∧ζ
and τn converge as claimed. This completes the proof of the convergence state-
ments in the case that τn = DΛ(n). We know by right continuity of the process
that Pπ (ζ = 0) = 0. Thus lim supn→∞ π (Λ (n)) ≤ lim supn→∞Pπ (τn = 0) ≤
lim supn→∞Pπ (τn ∧ ζ = 0) ≤ Pπ × λ∗ (τ ∧ ζ = 0) = 0, by what has already
been proved. Consequently Pπ
(
DΛ(n) 6= TΛ(n)
) → 0, so the conclusion of the
theorem remains true when τn = TΛ(n).
5 Proof of Theorem 2.1
Let all the assumptions for Theorem 2.1 other than (2.5) hold.
We can choose our sample space for the random variables Λj (n) to be a
product space. That is, for each n, j let Λj (n) be defined as a random variable
on some probability space
(
Ω˜nj , q
n
j
)
. Let
Ω˜n =
κn∏
j=1
Ω˜nj , q
n =
κn∏
j=1
qnj .
For convenience, also let Ω˜ =
∏∞
n=1 Ω˜
n, P˜ =
∏∞
n=1 q
n. We will regard the
random variables Λj (n) as defined on either Ω˜
n or Ω˜ when it seems helpful. By
definition γ¯nj (A) =
∫
γnj (A) dq
n
j for A ∈ B. It is straightforward to show that∫
f dγnj is measurable for f ∈ bB ∪ B+. It is straightforward to show that γ¯nj is
a measure, that∫ (∫
f dγnj
)
dqnj =
∫
f dγ¯nj , (5.1)
for all n, j and each f ∈ bB ∪ B+. For nonnegative bounded f ∈ L1 (m),
E˜
[∫
f
(
Gα γ
n
j
)
dm
]
= E˜
[∫ (
Gˆα f
)
dγnj
]
=
∫ (
Gˆα f
)
dγ¯nj =
∫
f
(
Gα γ¯
n
j
)
dm,
so
∫
f
(
Gα γ¯
n
j
)
dm ≤ ∫ f dm. and it follows that Gα γ¯nj ≤ 1, m-a.e. Hence
Gα γ¯
n
j ≤ 1, E-q.e., by IV.3.3 of [22], and
∥∥Gα γ¯nj ∥∥2E,α = ∫ (Gα γ¯nj ) dγ¯nj ≤ χn.
For any x such that δxRα << m, and for each β > 0, let gβ (x, ·) be a density
for δxRα with respect to m. Otherwise let gα (x, ·) = 0. Since (2.4) is assumed
to hold, we can choose gβ (x, ·) (for example, via the martingale theorem) so
that gβ (x, y) is jointly measurable in x and y. For any h ∈ L2 (m),
Gβ h(x) =
∫
gβ (x, y)h(y)m(dy) (5.2)
for m-a.e. x. It follows that also Gˆβ h(y) =
∫
gβ (x, y)h(x)m(dx) for m-a.e. y.
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Lemma 5.1 Let the assumptions for Theorem 2.1 other than (2.5) hold. Let
a subsequence (ni) be given. Then a further subsequence (niℓ) can be chosen,
such that with P˜-probability one, γniℓ
E∼ η in the sense of Definition 4.1.
Proof Since
∥∥γnj ∥∥tv ≤ χn, ∑j ∥∥γnj ∥∥2tv ≤ χn∑j ∥∥γnj ∥∥tv. Using independence,
E˜
[
(‖γn‖tv − ‖γ¯n‖tv)2
]
=
κn∑
j=1
E˜
[(∥∥γnj ∥∥tv − ∥∥γ¯nj ∥∥tv)2
]
≤ 4
κn∑
j=1
E˜
[∥∥γnj ∥∥2tv] ≤ 4χn ‖γ¯n‖tv → 0.
Let the subsequence (ni) be given. Using Borel-Cantelli we can choose niℓ so
that (‖γniℓ‖tv − ‖γ¯niℓ‖tv) → 0, P˜-a.e. Since supn ‖γ¯n‖tv < ∞, ‖γniℓ‖tv is
bounded in ℓ, P˜-a.e.
By independence, for i 6= j we have
E˜
[∫ (
Gα γ
n
j
)
dγni
]
= E˜
[∫ (
Gα γ
n
j
)
dγ¯ni
]
= E˜
[∫ (
Gˆα γ¯
n
i
)
dγnj
]
=
∫ (
Gˆα γ¯
n
i
)
dγ¯nj =
∫ (
Gα γ¯
n
j
)
dγ¯ni . (5.3)
If γni 6= 0, we have, using Jensen and the fact that Gα γnj ≤ 1, E-q.e., that(∫ (
Gα γ
n
j
)
dγni
)2
= ‖γni ‖2tv
(∫ (
Gα γ
n
j
)
d
γni
‖γni ‖tv
)2
≤ ‖γni ‖2tv
(∫ (
Gα γ
n
j
)2
d
γni
‖γni ‖tv
)
≤ χn
∫ (
Gα γ
n
j
)
dγni .
When i 6= j, (5.3) gives
E˜
[(∫ (
Gα γ
n
j
)
dγni
)2]
≤ χn
∫ (
Gα γ¯
n
j
)
dγ¯ni . (5.4)
Using Jensen, the same bound holds if γni is replaced by γ¯
n
i and/or γ
n
j is replaced
by γ¯nj .
For each n and each i, j ∈ {1, . . . , κn}, let
Yij(n) =
∫ (
Gα γ
n
j −Gα γ¯nj
)
d (γni − γ¯ni ) =
∫ (
Gˆα γ
n
i − Gˆα γ¯ni
)
d
(
γnj − γ¯nj
)
.
Using (5.1),
∫
Yij(n) dq
n
j = 0 =
∫
Yij(n) dq
n
i . Let Z(n) =
∑
i6=j Yij(n). Then
∫
Z(n)2 dqn =
∫ ∑
i6=j
∑
k 6=ℓ
Yij(n)Ykℓ(n)
 dqn
=
∑
i6=j
∫ (
Yij(n)
2 + YijYji
)
dqn +
∑
i6=j
∑
k,ℓ
∗
∫
Yij(n)Ykℓ(n) dq
n,
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where
∑∗
k,ℓ is the sum over all k 6= ℓ such that either k is different from i
and j or ℓ is different from i and j. Consider a term
∫
Yij(n)Ykℓ(n) dq
n where k
is different from i and j. Evaluating the integral as an iterated integral, and
integrating with respect to qnk first, the value is zero. Thus∫
Z(n)2 dqn =
∑
i6=j
∫ (
Yij(n)
2 + YijYji
)
dqn.
Using (5.4),
∑
i6=j
∫
Yij(n)
2 dqn ≤ 4χn
∫
Gα γ¯
n dγ¯n. Since
∫
(Gα γ¯
n) dγ¯n is
bounded in n, it follows that
∫
Z(n)2 dqn → 0 as n→∞. We have ∫ (Gα γnj ) dγni ≤
Yij +
∫ (
Gα γ
n
j
)
dγ¯ni +
∫ (
Gα γ¯
n
j
)
dγni ≤ Yij + ‖γ¯ni ‖tv + ‖γni ‖tv.∫
(Gα γ
n) dγn =
κn∑
i=1
‖γni ‖tv+
∑
i6=j
∫ (
Gα γ
n
j
)
dγni ≤ γn(E)+Z(n)+γ¯n(E)+γn(E).
Hence we can refine the subsequence niℓ to ensure that with P˜-probability one,∫
(Gα γ
niℓ ) dγniℓ is bounded in ℓ.
By IV.3.3 in [22], there exists a countable dense subset Γ of D (E). By I.4.17
of [22] , we may choose the functions in Γ to be bounded, and we will also choose
them to be E-quasi continuous. For any fixed v ∈ Γ, let Vn =
∫
v dγn, so that
E˜ [Vn] =
∫
v dγ¯n = Eα (Gα γ¯n, v) → Eα (Gα η, v) =
∫
v dη. Let Vn,j =
∫
v dγnj .
Using independence,
V˜ar (Vn) =
κn∑
j=1
V˜ar (Vn,j) ≤ 4
κn∑
j=1
E˜
[
V 2n,j
] ≤ 4 κn∑
j=1
‖v‖2sup E˜
[∥∥γnj ∥∥2tv] ≤ 4 ‖v‖2sup χn ‖γ¯n‖tv → 0.
Hence we can refine the subsequence niℓ so that with P˜-probability one,
∫
v dγniℓ →∫
v dη for each v ∈ Γ. Then with P˜-probability one, Gα γniℓ → Gα η, E-weakly.
By Lemma 9.6, γ¯niℓ
E∼ η.
Lemma 5.2 Let the assumptions for Theorem 2.1 other than (2.5) hold. Let a
subsequence (niℓ) be given. Let a particular environment ω˜ ∈ Ω˜ be such that the
corresponding sequence of measures γniℓ has the properties stated in Lemma 5.1.
Then η is α-bounded from above for (Λ (niℓ) (ω˜)), in the sense of Definition 4.1.
Proof By assumption γniℓ
E∼ η. Let π be a smooth probability measure. By
approximating π we may assume that π has finite energy. We must verify (4.1).
Let ε > 0 be given. For any β ∈ (0,∞), letH(β) = {βGβ+αGα η + ε ≥ Gα η}.
Since
∫ (
Gˆα π
)
dη < ∞ and ∫ (Gˆα η) dη < ∞, (9.2) tells us that for all suffi-
ciently large β we have
∫
H(β)c
(
Gˆα π
)
dη < ε and
∫
H(β)c
(
Gˆα η
)
dη < ε. Choose
such a β, and let ψ1ε = 1H(β)cη. Then
∫ (
Gˆα π
)
dψ1ε < ε and
∫ (
Gˆα η
)
dψ1ε < ε.
By the domination principle ( Lemma 9.4), βGβ+αGα η+ε ≥ Gα
(
η − ψ1ε
)
holds
E-q.e. on E. Thus βGβ+αGα η + ε+Gα ψ1ε ≥ Gα η, E-q.e.
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Since
∫ (
Gˆα π
)
(Gα η) dm <∞, by (9.2) we have limλ→∞
∫ (
Gˆα π
)
(Gα η − λGλ+αGα η) dm =
0. Choose λ ≥ α such that β ∫ (Gˆα π) (Gα η − λGλ+αGα η) dm < ε and
β
∫ (
Gˆα η
)
(Gα η − λGλ+αGα η) dm < ε. Let ψ2ε = β (Gα η − λGλ+αGα η) m.
Then
∫ (
Gˆα π
)
dψ2ε < ε and
∫ (
Gˆα η
)
dψ2ε < ε. AlsoGβ+α ψ
2
ε = βGβ+αGα η−
βλGβ+αGλ+αGα η, so βGβ+αGα η = βλGβ+αGλ+αGα η + Gβ+α ψ
2
ε . Hence
βλGβ+αGλ+αGα η + ε+Gα
(
ψ1ε + ψ
2
ε
) ≥ Gα η, E-q.e.
For any A ∈ B with m (A) <∞, and any number c > 0, for any h ∈ L2 (m)
let
MA,ch(x) =
∫
1A(x)1A(y)(c ∧ (λgλ+α (x, y)))h(y)m(dy).
As A ր E and c ր ∞, MA,cGα η ր λGλ+αGα η ≤ Gα η, m-a.e. We can
chooseA = Aε and c = cε such that β
∫ (
Gˆα π
)
(λGλ+αGα η −MA,cGα η) dm <
ε and β
∫ (
Gˆα η
)
(λGλ+αGα η −MA,cGα η) dm < ε.
Let ψ3ε = β (λGλ+αGα η −MA,cGα η) m. Then
∫ (
Gˆα π
)
dψ3ε < ε and∫ (
Gˆα η
)
dψ3ε < ε. Also Gβ+α ψ
3
ε = βλGβ+αGλ+αGα η−βGβ+αMA,cGα η, so
βλGβ+αGλ+αGα η = βGβ+αMA,cGα η +Gβ+α ψ
3
ε . Hence βGβ+αMA,cGα η +
ε+Gα
(
ψ1ε + ψ
2
ε + ψ
3
ε
) ≥ Gα η, E-q.e. Let ψε = ψ1ε+ψ2ε+ψ3ε , so that βGβ+αMA,cGα η+
ε+Gα ψε ≥ Gα η, E-q.e., where∫ (
Gˆα π
)
dψε < 3ε,
∫ (
Gˆα η
)
dψε < 3ε. (5.5)
Since ‖MA,c (Gα γn −Gα η)‖sup ≤ c
∫
A
|Gα γn −Gα η| dm, we have ‖βGβ+αMA,c (Gα γn −Gα η)‖sup =
‖βRβ+αMA,c (Gα γn −Gα η)‖sup ≤ c
∫
A |Gα γn −Gα η| dm, E-q.e. Hence
βGβ+αMA,cGα γ
n + c
∫
A
|Gα γn −Gα η| dm+ ε+Gα ψε ≥ Gα η, E-q.e..
For any j = 1, . . . , κn,∫
1A
(
Gα γ
n
j
)
dm =
∫ (
Gˆα 1A
)
dγnj =
∫ (
Rˆα 1A
)
dγnj ≤
∥∥γnj ∥∥tv
α
≤ χn
α
.
ThusMA,cGα γ
n
j ≤ cχn/α everywhere and hence βGβ+αMA,cGα γnj = βRβ+αMA,cGα γnj ≤
cχn/α, E-q.e.
For j = 1, . . . , κn, let γ˘
n
j =
∑
r 6=j γ
n
r . ThenGα γ˘
n
j +
cχn
α ≥ βλGβ+αGλ+αGα γ˘nj +
cχn
α ≥ βGβ+αMA,cGα γ˘nj + cχnα ≥ βGβ+αMA,cGα γn, E-q.e. It follows that
Gα γ˘
n
j +
cεχn
α
+ cε
∫
A
|Gα γn −Gα η| dm+ ε+Gα ψε ≥ Gα η E-q.e. (5.6)
On Λj (n), Gα γ
n = Gα γ˘
n
j + 1, E-q.e., and so on every Λj (n),
Gα γ
n−1+ cεχn
α
+cε
∫
A
|Gα γn −Gα η| dm+ε+Gα ψε ≥ Gα η, E-q.e. (5.7)
18
By (5.7), (1 +Gα η −Gα γniℓ )+ ≤ 2ε+Gα ψε, E-q.e. on Λ (n), for large ℓ.
It is not hard to show that e−αtGα ψε (Xt) is a supermartingale with respect
toPπ. Hence Eπ [Gα ψε (X0)] ≥ Eπ
[
e
−ατniℓGα ψε
(
Xτniℓ
)]
, soEπ
[
e
−ατniℓGα ψε
(
Xτniℓ
)]
≤∫
(Gα ψε) dπ < 3ε by (5.5). It follows that (4.1) holds with n replaced by niℓ
and νn replaced by γ
niℓ , so η is a α-bounded from above for the sets Λ (niℓ).
Proof of Theorem 2.1
Lemma 5.2 and Theorem 4.2 prove the statements of Theorem 2.1 for which (2.5)
is not assumed to hold. Suppose now that (2.5) holds, along with the other as-
sumptions for Theorem 2.1.
Let a subsequence (ni) be given. By Lemma 5.1 we can choose niℓ so
that with P˜-probability one, supℓ ‖γniℓ‖tv < ∞ and γniℓ
E∼ η. In particular,∫
(Gα η) dγ¯
n → ∫ (Gα η) dη. Thus by (2.5),
lim sup
n→∞
∑
r 6=j
∫
(Gα γ¯
n
r ) dγ¯
n
j −
∫
(Gα η) dγ¯
n
 ≤ 0.
We have E˜
[∫
(Gα η) dγ
n
]
=
∫
(Gα η) dγ¯
n. Using that and (5.3),
lim sup
n→∞
E˜
∑
r 6=j
∫
(Gα γ
n
s ) dγ
n
j −
∫
(Gα η) dγ
n
 ≤ 0.
Let ε > 0 be given. Let ψε be the measure defined in the proof of Lemma 5.2,
so that (5.6) holds. Let Aǫ, cε be the quantities A, c appearing in (5.6). Let
eǫ(n) =
cεχn
α + cε
∫
Aε
|Gα γn −Gα η| dm+ ε. Then Gα γ˘nj + eε (niℓ) +Gα ψε ≥
Gα η, E-q.e., so
E˜
∑
j
∫ (
Gα γ˘
niℓ
j −Gα η
)+
dγ
niℓ
j

= E˜
∑
j
∫ (
Gα γ˘
niℓ
j + eε (niℓ) +Gα ψε −Gα η − eε (niℓ)−Gα ψε
)+
dγnj

≤ E˜
∑
j
∫ ((
Gα γ˘
niℓ
j + eε (ni) +Gα ψε −Gα η
)
+ eε (niℓ) +Gα ψε
)
dγnj

≤ E˜
∑
r 6=j
∫
(Gα γ
n
s ) dγ
n
j −
∫
(Gα η) dγ
n
+2eε (niℓ) ‖γ¯n‖tv+2 ∫ (Gα ψε) dγ¯n
Since lim supℓ→∞ eε (niℓ) ≤ ε, and
∫
(Gα ψε) dγ¯
n → ∫ (Gα ψε) dη, (5.5) gives
lim sup
ℓ→∞
E˜
∑
j
∫ (
Gα γ˘
niℓ
j −Gα η
)+
dγ
niℓ
j
 ≤ 2ε sup
n
‖γ¯n‖tv + 6ε.
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Since ε > 0 is arbitrary, limℓ→∞ E˜
[∑
j
∫ (
Gα γ˘
niℓ
j −Gα η
)+
dγ
niℓ
j
]
= 0. That
is, limℓ→∞ E˜
[∫
(Gα γ
niℓ − 1−Gα η)+ dγniℓ
]
= 0. By Borel-Cantelli, we can
refine the subsequence niℓ to ensure that
∫
(Gα γ
niℓ − 1−Gα η)+ dγniℓ → 0
holds with P˜-probability one. From now on we deal with an environment ω˜
such that
∫
(Gα γ
niℓ − 1−Gα η)+ dγniℓ → 0. We will show that η is α-bounded
from below for Λ (niℓ).
Let Hℓ =
{
(Gα γ
niℓ − 1−Gα η)+ ≤ δℓ
}
, where δℓ → 0 is chosen so that
γniℓ (Hcℓ )→ 0. Let µ′ℓ = 1Hℓγniℓ , so that we have Gα µ′ℓ ≤ 1+Gα η+δℓ, µ′ℓ-a.e.
By the domination principle, Gα µ
′
ℓ ≤ 1 + Gα η + δℓ holds E-q.e. on E. Since
γniℓ
E∼ η and ‖γniℓ − µ′ℓ‖tv → 0, it is easy to check from the definition that
µ′ℓ
E∼ η.
Let τn = DΛ(n). Let π be any smooth probability measure. Since
Eπ
[
e
−ατniℓ
(
Gα µ
′
ℓ
(
Xτniℓ
)
−Gα η
(
Xτniℓ
)
− 1
)+]
≤ δℓπ (E)→ 0,
(4.2) holds, with µn in that equation replaced by µ
′
ℓ. Thus with P˜-probability
one, η is α-bounded from below for the sequence Λ (niℓ). By Lemma 5.2, we al-
ready know that η is a α-bounded from above for Λ (niℓ) (ω˜) with P˜-probability
one, so Theorem 4.2 applies.
6 Dirichlet problems
Let X be a right Markov process with state space E, cemetery point ∂ and
lifetime ζ. As in Section 1, let U be an open subset of E and σ = DE∂−U , the
entrance time of E∂ − U . Let α ∈ [0,∞), let ϕ a B-measurable function on
E and f a B-measurable function on U . Let Λ (n) be a closed subset of E for
n = 1, 2, . . .. If α = 0 and ϕ 6= 0, assume that Λ (n) is such that Pπ (σ =∞) = 0.
Let π be a probability measure on E such that Eπ
[∫ σ
0 e
−αt |f | (Xt) dt
]
<∞ and
Eπ [e
−ατn∧σ |ϕ| ◦Xτn∧σ] < ∞ for each n. Let un be the probabilistic solution
of the Dirichlet problem on U − Λ (n), given by (1.2) for π-a.e. x, where τn =
DΛ(n). The following lemma gives conditions under which stable convergence
of stopping times implies convergence for the corresponding solutions of the
Dirichlet problem. Similar facts were proved in [4] for the Brownian motion
case.
Lemma 6.1 Suppose that there exists a randomized stopping time τ such that
τ has a rate measure and τn ∧ ζ → τ ∧ ζ, Pπ-stably. Let u be defined by
u(x) =
∫ ∫ τ∧σ
0
e−αtf (Xt) dt dPx dλ
∗+
∫
e−ατ∧σϕ (Xτ∧σ) dPx dλ
∗. (6.1)
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Assume that Eπ
[
sup0≤t<σ e
−αt |ϕ| ◦Xt
]
<∞, and Pπ (t 7→ ϕ ◦Xt is continuous on [0, σ)) =
1. If ϕ is nonzero and ζ is not identically equal to ∞, assume that the cemetery
point ∂ is not a limit of points in
⋃
n Λ (n). Then un converges weakly to u, in
the sense that
∫
ung dπ →
∫
ug dπ for any g ∈ L2 (π).
If the Markov process X and π are such that δxRα << π for π-a.e. x then
un → u in π-measure.
Proof Let Yt = g (X0)
∫ t
0 e
−αrf (Xr) dr, Zt = g (X0) e
−αtϕ (Xt∧σ), so that∫
Yτn∧σ dPµ dλ
∗+
∫
Zτn dPµ dλ
∗ =
∫
ung dπ. By Lemma 3.1(i), we have imme-
diately that
∫
Yτn∧σ dPµ dλ
∗ → ∫ Yτ∧σ dPµ dλ∗. Suppose ϕ 6= 0 and ζ is not
identically equal to∞. Let τ∗ be anyPπ-stable limit point. Let F be the closure
of
⋃
n Λ (n). By Lemma 4.5 with BF = Ω, P × λ∗ ({Xτ∗ /∈ F, τ∗ <∞}) = 0.
Thus P × λ∗ (ζ ≤ τ∗ <∞) = 0. Also, since τ has a rate measure, Pπ ×
λ∗ (ζ ≤ τ <∞) = 0. Hence by Lemma 3.3, τn → τ , Pπ-stably. It is easy
to check that t 7→ Zt has the continuity required by Lemma 3.1(i) at all times
except for t = σ < ∞ when α > 0, and at all times except for t = σ when
α = 0. Since τ has a rate measure it follows Pπ (τ = σ <∞) = 0, and if
α = 0 it is assumed that Pπ (σ =∞) = 0. Thus Lemma 3.1(i) applies, so∫
Zτn dPµ dλ
∗ → ∫ Zτ dPµ dλ∗. The same conclusion holds more easily when
ζ =∞. This proves the weak convergence.
If δxRα << π, then by Lemma 3.4 there exists a subsequence nk such that
τnk ∧ ζ → τ ∧ ζ, Px-stably, for π-a.e. x. By what has already been proved,
unk(x) → u(x) for π-a.e. x. Since nk could be chosen as a subsequence from
any other subsequence, it follows that un → u in π-measure.
The conclusion of Lemma 6.1 holds for any limit τ such that Sτt is a multi-
plicative functional, with the same proof. We note that the lemma requires no
smoothness or continuity for ϕ on E − U . Also, when ϕ = 0 the proof of weak
convergence is valid for any limit τ .
Lemma 6.1 deals with the convergence of un to u when un and u are defined
probabilistically on an open subset U of E, for a general Markov process X .
Suppose now that X is properly associated with a Dirichlet form E . Let ϕ
be an E-quasi-continuous function in D (E). The next lemma gives analytical
characterizations of un and u in terms of E , for α > 0 and f ∈ L2 (m). It
follows that the probabilistic solutions for the Dirichlet problem agree with the
analytical solutions which were studied in [8], [12], [9], [23]. The case of α = 0
can be dealt with similarly in situations where an inequality of Poincare´ type
holds.
Lemma 6.2 Let τn = DΛ(n). Let α > 0, f ∈ L2 (m), and let ϕ be an E-
quasi-continuous function in D (E). If ϕ is nonzero, assume for each n that
the cemetery point ∂ is not both a limit of points in U − Λ (n) and a limit of
points in (E − U) ∪ Λ (n). Let un be defined by (1.2), for all x ∈ E such that
the expected values exist. Then un is defined E-q.e.
For n = 1, 2, . . . let Vn denote the set of all v ∈ D (E) such that v is E-quasi-
continuous and v = 0 holds E-q.e. on U c ∪ Λ (n). Then un is the E-q.e. unique
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element in D (E) such that un is E-quasi-continuous, un = ϕ holds E-q.e. on
U c ∪ Λ (n) and
Eα (un, v) =
∫
fv dm (6.2)
for all v ∈ Vn. Furthermore ‖un‖E,α is bounded in n.
Let η be a measure with finite energy, and let τ be the randomized stopping
time with rate measure η. Let V be the set of E-quasi-continuous elements v in
D (E) ∩ L2 (η) such that v = 0 holds E-q.e. on U c. Assume that ∫U ϕ2 dη < ∞
and ϕ1Uη has finite energy. Let u be defined by (6.1), for all x ∈ E such that
the expected values exist. Then u is defined E-q.e. and u is the E-q.e. unique
element in D (E) with ∫U u2 dη < ∞ such that u is E-quasi-continuous, u = ϕ
holds E-q.e. on U c and
Eα (u, v) +
∫
uv dη =
∫
fv dm+
∫
ϕv dη (6.3)
for all v ∈ V . The space V can be replaced by the space V ′ consisting of all
functions in V which vanish E-q.e. on the complement of a compact subset of U ,
or in the regular case by the space V ′′ of functions in V ∩ C0 (E) with compact
support in U .
Now assume that the absolute continuity condition (2.4) holds, and that for
some probability measure π with m << π on U , τn ∧ ζ → τ ∧ ζ, Pπ-stably. If
ϕ is nonzero assume that m(U) < ∞. Then ‖un − u‖L2(m) → 0 and un → u,
E-weakly.
Proof We may assume ϕ ≥ 0. By equation (9.4), Ez [e−ατn∧σϕ (Xτn∧σ)] =
ϕ′Uc∪Λ(n),α for E-q.e. z. Also Rα |f | is E-quasi-continuous, and hence finite
E-q.e.
Let wn = un−ϕ′Uc∪Λ(n),α. By equation (1.2), wn = Ex
[∫ τn∧σ
0 e
−αtf (Xt) dt
]
.
Also by equation (9.4) and the strongMarkov property, wn = Gα f−(Gα f)′Uc∪Λ(n),α.
It follows that un ∈ D (E). By definition un = ϕ on U c ∪ Λ (n), and by equa-
tion (9.3), Eα (un, v) = Eα (Gα f, v) =
∫
fv dm for any v ∈ V . This proves
equation (6.2). If un, u
′
n are solution of equation (6.2) for the same ϕ then
un − u′n ∈ V , and hence ‖un − u′n‖E,α = 0 by equation (6.2), so the solution is
unique.
Since
∥∥∥(Gα f)′Uc∪Λ(n),α∥∥∥
E,α
≤ Kα ‖Gα f‖E,α and
∥∥∥ϕ′Uc∪Λ(n),α∥∥∥
E,α
≤ Kα ‖ϕ‖E,α,
‖un‖E,α ≤ (1 +Kα) ‖Gα f‖E,α +Kα ‖ϕ‖E,α (6.4)
for all n.
In considering (6.1), since replacing η by 1Uη leaves τ ∧ σ unchanged, we
may assume without loss of generality that η(U c) = 0, i.e. η = 1Uη. Let (At)
be the positive continuous additive functional with Revuz measure η and let Φτ
be the random measure on [0,∞] such that Φτ ((t,∞]) = e−At . Then for each t,
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∫
e−αt1{τ>t}f (Xt) dPx dλ
∗ = Ex
[
e−αte−Atf (Xt)
]
by equation (3.1) with Yt =
e−αtf (Xt). Also by taking Yt = e
−α(t∧σ)ϕ (Xt∧σ) in equation (3.1) we have∫
e−ατ∧σϕ (Xτ∧σ) dPx dλ
∗ = Ex
[∫ σ
0
e−αte−Atϕ (Xt) dAt + e
−ασe−Aσϕ (Xσ)
]
.
Then equation (6.1) implies
u(x) = Ex
[∫ σ
0
e−αt−Atf (Xt) dt+
∫ σ
0
e−αt−Atϕ (Xt) dAt + e
−ασ−Aσϕ (Xσ)
]
.
(6.5)
Let w(x) = Ex
[∫ σ
0
e−αt−Atf (Xt) dt
]
, g(x) = Ex
[∫ σ
0
e−αt−Atϕ (Xt) dAt
]
,
h(x) = Ex
[
e−ασ−Aσϕ (Xσ)
]
, so that u = w + g + h. Clearly u = ϕ holds on Λ.
We will show that each of the functions w, g, h satisfies an equation similar to
equation (6.3). First we will deal with g. Since ϕη has finite energy, g ≤ Gα (ϕη)
by equation (9.4). It is easy to check that if ξ is a bounded function then
ξη has finite energy. Let Hj = {ϕ ≤ j, Gα (ϕη) ≤ j}, for j = 1, 2, . . .. Let
ϕj = 1Hjϕ. By the domination principle, Gα (ϕjη) ≤ j holds E-q.e. Let gj =
Ex
[∫ σ
0
e−αt−Atϕj (Xt) dAt
]
. By equation (9.1) we know that gj ≤ Gα (ϕjη),
and hence gj(x) ≤ j for E-q.e. x. Also gj ր g, E-q.e., by III.3.5 of [22].
Similarly to equation (4.1.7) in [10], one can show that Ex
[∫ σ
0
e−αtϕj (Xt) dAt
]
=
gj +Ex
[∫ σ
0 e
−αtgj (Xt) dAt
]
for E-q.e. x.
Using equation (9.4), (9.1) and the strong Markov property, we then have
Gα (ϕjη)−(Gα (ϕjη))′Λ,α = gj+Gα (gjη)−(Gα (gjη))′Λ,α. Hence gj = Gα (ϕjη)−
(Gα (ϕjη))
′
Λ,α −Gα (gjη) + (Gα (gjη))′Λ,α.
Let v ∈ V . Then Eα (Gα (gjη) , v) =
∫
gjv dη, Eα (Gα (ϕjη), v) =
∫
ϕjv dη,
and Eα
(
v1
′
Λ,α, v
)
= 0 for any v1 ∈ D (E). It follows that Eα (gj, v) =
∫
ϕjv dη−∫
gjv dη, so Eα (gj, v) +
∫
gjv dη =
∫
ϕjv dη. Since gj ∈ V , we have Eα (gj , gj)+∫
g2j dη ≤
∫
ϕjgj dη ≤ ϕg dη ≤
∫
(Gα (ϕη))ϕdη = Eα (Gα (ϕη) , Gα (ϕη)) <∞
for all j. Letting j ր ∞, using this equation and I.2.12 in [22], it follows that
g ∈ D (E) ∩ L2 (η) and Eα (g, v) +
∫
gv dη =
∫
ϕv dη.
The same arguments show that w ∈ D (E)∩L2 (η) and Eα (w, v)+
∫
wv dη =∫
fv dm, for all v ∈ V .
Let hj(x) = Ex
[
e−ασ−Aσϕ ∧ j (Xσ)
]
. One can show thatEx [e
−ασϕ ∧ j (Xσ)] =
hj + Ex
[∫ σ
0 e
−αthj (Xt) dAt
]
, which says that (ϕ ∧ j)′Λ,α = hj + Gα (hjη) −
(Gα (hjη))
′
Λ,α. Thus Eα (hj , ) v+
∫
hjv dη = 0 for any v ∈ V . Clearly ‖ϕ ∧ j‖E,α ≤
‖ϕ‖E,α, and since hj ≤ h we have ‖Gα (hjη)‖E,α ≤ ‖Gα (hη)‖E,α. Thus ‖hj‖E,α
is bounded in j. Hence by I.1.12 of [22], h ∈ D (E) and Eα (hj , v) → Eα (h, v).
Since ϕ ∧ j − hj ∈ V , Eα (hj , ϕ ∧ j − hj) +
∫
hj (ϕ ∧ j − hj) dη = 0, and hence∫
h2j dη ≤ cj +
(∫
h2j dη
)1/2 (∫
ϕ2 dη
)1/2
, where cj is bounded. It follows that∫
h2j dη is bounded, and hence that
∫
h2 dη <∞. Hence Eα (h, v)+
∫
hv dη = 0.
Adding the equations for w, g, h gives equation (6.3). If u, u′ are solu-
tions of equation (6.3) for the same ϕ then for any v ∈ V , Eα (u− u′, v) +∫
(u− u′) v dη = 0 by equation (6.3). Since u−u′ ∈ V , u = u′, and the solution
is unique.
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Using I.2.12 in [22], it is straightforward to show that V ′ is dense in V with
respect to ‖·‖E,α-norm, and that when E is regular, V ′′ is dense.
Since ϕ is E-quasi-continuous, t 7→ ϕ ◦Xt is continuous with Pπ-probability
one on [0, σ) for every smooth π. Assume π << m and that τn ∧ ζ → τ ∧ ζ, Pπ-
stably. If ϕ is nonzero assume that m(U) <∞. In proving the final statement
of the lemma we may assume using (6.4) and IV.4.17 of [22] that ϕ is bounded.
By Lemma 6.1, un → u in m-measure. By (1.2), un(x) ≤ Gα |f |+ a constant,
so ‖un − u‖L2(m) → 0 by dominated convergence. Hence also un → u, E-weakly,
by I.2.12 in [22].
Comparing (6.2) with (6.3), we see that the Dirichlet boundary condition
on Λ (n) has been replaced by a penalty term associated with the measure η,
together with an additional source term if ϕ does not vanish on Λ (n). For
any measure η, not necessarily finite, which does not charge E-exceptional sets,
equation (6.3) with ϕ = 0 is said to describe the relaxed Dirichlet problem for u
with zero boundary conditions, having penalty measure η. The function un
defined by (6.2) with ϕ = 0 can also be regarded as the solution of a relaxed
Dirichlet problem, namely
Eα (un, v) +
∫
unv˜ dηn =
∫
fv dm, (6.6)
where the measure ηn is infinite on all subsets of Λ (n) which have positive
capacity, and is zero otherwise. This is the setting in which the convergence
of un to u has been studied as a special case of convergence for solutions of
relaxed Dirichlet problems, in the analytical papers cited in Section 2.4. General
relaxed Dirichlet problems are not considered in the present paper, although a
probabilistic representation of the solution of a general relaxed Dirichlet problem
has been given in [17].
7 Transformations
7.1 Using Girsanov’s Theorem
In order to prove stable convergence of stopping times, it may be possible to use
a Girsanov transformation (cf. 7.6.4 in [21]) to reduce the problem to the case
of a simpler process. Let X,Y be processes which can be defined on the same
sample space Ω. Let P and Q be probabilities on Ω for X and Y respectively.
Let Gt be σ (Xs, s ≤ t), G = σ (Xs, s ∈ [0,∞)). Let τn be a sequence of
(Gt)-stopping times, and let τ be a randomized stopping time. Assume that it
has been shown, by any method, that τn → τ , Q,G-stably. If P can be obtained
by a Girsanov transformation from Q, then P << Q on Gt for each t. In this
case, since
⋃
t Gt is P-dense in G, it follows that τn → τ , P,G-stably.
7.2 Time changes
A time change can be used to change the measurem for the L2-space containing
D (E).
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Lemma 7.1 Assume that E is regular and symmetric. Let De (E) denote the
extended Dirichlet space associated with E, and let Ee be the extension of E to
De (E), as defined after Definition 1.1.4 and Theorem 1.1.5 of [10]. Let b be
a locally bounded function in B+ with b > 0 everywhere, and define the posi-
tive continuous additive functional B by Bt =
∫ t
0 b (Xs) ds. Define the partial
inverse κt on [0,∞] by κt = inf {s : Bs > t} for t < Bζ− and κt = ∞ for
t ≥ Bζ−. Let Xˇt = Xκt . Then Xˇ is a Markov process on Ω with lifetime
ζˇ = Bζ−, which is properly associated with the Dirichlet form
(Eˇ , D (Eˇ)), where
D
(Eˇ) = De (E) ∩ L2 (E, bm) and Eˇ (f, g) = Ee (f, g) for all f, g in D (Eˇ). A
subset of E is Eˇ-exceptional if and only if it is E-exceptional.
Let Λ (n) be a sequence of Borel sets. Let τn be the entrance or hitting time
of Λ (n) by X, and correspondingly let τˇn be the entrance or hitting time of
Λ (n) by Xˇ. Then there is a E-exceptional set N such that if x /∈ N , then
with Px-probability one we have τˇn = Bτn if τn < ζ, τˇn = ∞ otherwise. Let
ν be a probability measure such that ν(N) = 0. If τn ∧ ζ converges Pν-stably
to τ ∧ ζ, for some randomized stopping time τ , let τˇ = Bτ for τ < ζ, τˇ =
∞ otherwise. Then τˇn ∧ ζˇ converges Pν-stably to τˇ ∧ ζˇ. If Sτt = e−At for
some positive continuous additive functional A, then S τˇt = e
−Aˇt , where Aˇ is
the positive continuous additive functional defined by Aˇt = Aκt−. The Revuz
measure µAˇ for Aˇ with respect to Xˇ is equal to the Revuz measure µA for A
with respect to X.
Proof Theorem 5.2.2 of [10] shows that Xˇ is the Markov process associated
with Eˇ . By Theorem 5.2.8 of [10], a subset of E is Eˇ-exceptional if and only if it
is E-exceptional. It follows from the definitions that τˇn = Bτn if τn < ζ, τˇn =∞
otherwise. Let Ct = Bt− for t ∈ [0,∞]. On a defining set for B, Ct = Bt for
t <∞. τˇn ∧ ζˇ = Cτn∧ζ , τˇ ∧ ζˇ = Cτ∧ζ , and t 7→ Ct(ω) is continuous on [0,∞] for
ω in a defining set for B. Lemma 3.1 (i) implies that τˇn∧ ζˇ converges Pν -stably
to τˇ ∧ ζˇ.
It is easy to check that Sσt (ω) = 1− sup ({r : r ∈ (0, 1), σ(ω, r) ≤ t} ∪ {0}),
for any randomized stopping time σ. Applying this formula to σ = τˇ shows that
S τˇt = e
−Aˇt . By Lemma 6.2.8 of [16], µAˇ = µA.
Lemma 7.1 is applied in the proofs of Lemmas 8.2 and 8.3, to reduce the
convergence argument to the case in which m is Lebesgue measure λd.
7.3 Localization
Lemma 7.2 Let X be a Hunt process. Let U be an open subset of E such that
the cemetery point ∂ is not in the closure of U . Let mU be the restriction of m
to the measurable subsets of U . Let V be the set of f ∈ D (E) such that f = 0
holds E-q.e. on U c. Let VU be the set of functions hU on U , where hU is the
restriction to U of a function h in V. Let EU be the form with domain VU such
that EU (hU , gU) = E (h, g) for all h, g ∈ V. Let ζU be the first exit time for U ,
i.e. ζU = DE∂−U . Let X
U be the process defined by XUt = Xt for t < ζ
U ,
XUt = ∂ otherwise, with filtration
(FUt ) equal to the closure of the natural
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filtration associated with XU . Then:
(EU , D (EU)) is a quasi-regular Dirichlet
form on L2
(
U,mU
)
, and XU is a special standard process with lifetime ζU ,
which is properly associated with
(EU , D (EU)). With an appropriate topology on
U∪{∂}, XU is a Hunt process. Let C be the set of functions gU , where g ∈ D (E)
is such that g = 0 holds E-q.e. on the complement of a compact subset of U .
Then C is dense in D
(EU). Any E-exceptional subset of U is EU -exceptional.
If GUα denotes the potential operator for EU , then for any f ∈ L2 (m) such that
f = 0 on U c,
GUα f
U = Gα f − (Gα f)Uc,α, (7.1)
and for any measure ν on E with finite energy, such that ν = 0 on all subsets
of U c, if νU denotes the restriction of ν to subsets of U then νU has finite
EU -energy and
GUα ν
U = Gα ν − (Gα ν)Uc,α, (7.2)
Furthermore, if (At)t≥0 is a positive continuous additive functional for X with
Revuz measure µ, then
(
At∧ζU
)
is the positive continuous additive functional
for XU with Revuz measure µU , where µU is the restriction of µ to subsets
of U .
The proof is omitted. It follows from the definitions and the properties given
in [22] and Section 9. We will refer to the Dirichlet form
(EU , D (EU)) described
in this lemma as the restriction of (E , D (E)) to U . The process XU has the
same sample space as X , with an appropriate change in the shift operator.
Combining localizations. When stable convergence can be proved for a
large enough class of localized versions of a process, global convergence can
be obtained by combining restrictions, as in the following lemma.
Lemma 7.3 Let X be a Hunt process on a separable metric space such that
for E-q.e. x, t 7→ Xt is continuous on [0, ζ) with Px-probability one. Let Uℓ,
ℓ = 1, 2, . . . be a locally finite open cover for E. Let ζℓ be the first exit time for
Uℓ, i.e. ζ
ℓ = DE∂−Uℓ . Let X
Uℓ
t = Xt for t < ζ
ℓ, XUℓt = ∂ otherwise. Suppose
that the absolute continuity condition (2.4) holds.
Let τn be a terminal time for each n. Let η be a smooth measure on E. For
each ℓ, let ηℓ be the restriction of η to Uℓ. Suppose that for each ℓ and any
smooth probability measure πℓ on U ℓ, τn ∧ ζℓ converges Pπℓ-stably to τ ℓ ∧ ζℓ,
where τ ℓ is the randomized stopping time which has rate measure ηℓ for XUℓ.
Let τ be the randomized stopping time with rate measure η. Then for any
smooth probability measure π on E, τn ∧ ζ → τ ∧ ζ, Pπ-stably.
The proof is omitted. The idea of the proof is the following. By piecing
together the stopping times ζℓ one obtains a sequence of stopping times σk
such that σk ր ζ. Using Lemmas 3.1 and 3.4 one can show by induction that
τn ∧ σk → τ ∧ σk, Pπ-stably as n→∞, and Lemma 3.2 then gives the result.
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8 Examples
Details for proofs of most of the statements in this section, and other examples,
are given in [7].
Let E be regular. Let
(
Ω˜1, P˜1
)
be a probability space. For each x ∈ E
and n = 1, 2, . . ., let Γxn be a map from Ω˜1 to the collection of closed subsets of
E. Let F (E) be the space of compact subsets of E with Hausdorff metric. It
is assumed that for any K ∈ F (E), the map (x, ω˜1) 7→ Γxn (ω˜1) ∩ K is jointly
measurable from E × Ω˜1 into F (E). The case that Ω˜1 is a one-point space, so
that Γxn is nonrandom, is an important special case.
Let µ be a probability measure on E ∪ {∂}, where ∂ is the cemetery point.
For each n, let ξ1(n, µ), . . . , ξκn(n, µ) be iid random variables with distribution
µ, defined on some probability space
(
Ω˜2, P˜µ
)
, where limn→∞ κn = ∞. Let(
Ω˜, P˜
)
=
(
Ω1 × Ω2, P˜1 × P˜µ
)
, and let Λµi (n) be the random set Γ
ξi(n,µ)
n , where
we define Γ∂n = ∅. The family Λµi (n) will be said to be the random center model
associated with (Γxn) , µ. The terminology is intended to suggest that Λ
µ
i (n)
could be randomly chosen by first selecting the random “center” x = ξi(n, µ)
and then choosing a possibly random set Γxn near x. Let Λ
µ (n) =
⋃
i Λ
µ
i (n). We
are interested in random center models such that DΛµ(n) and TΛµ(n) converge
Pπ-stably in P˜-probability. Random center models were studied in [19], [28],
[27], [1], [2].
Let Br(x) denote the open metric ball in E with center x and radius r. It
is assumed that the sets Γxn become small, meaning that there exists a nonran-
dom sequence ̺n ∈ (0,∞) such that ̺n → 0 and such that for µ-a.e. x ∈ E,
P˜1 (Γ
x
n ⊂ B̺n(x)) = 1.
Lemma 8.1 Let µ be a probability measure on E ∪ {∂}. Suppose that for each
n there is a constant χn ∈ [0,∞) such that
sup
n
κnχn <∞ and P˜1 (Capα (Γxn) ≤ χn) = 1 for µ-a.e. x. (8.1)
Let Bℓ ∈ B be nondecreasing and such that µ (E −Bℓ) → 0. Let µℓ be the
probability measure on E ∪{∂} such that µℓ (K) = µ (K ∩Bℓ) for every K ∈ B.
Let τn = DΛµ(n) or τn = TΛµ(n), and let τ
ℓ
n = DΛµℓ (n) if τn = DΛµ(n), τ
ℓ
n =
TΛµℓ (n) if τn = TΛµ(n). Let π be a smooth probability measure on E, such that
for each ℓ, τ ℓn converges Pπ-stably in P˜-probability to a randomized stopping
time τ ℓ. Then τ ℓ decreases to a limit τ , Pπ-a.e., and τn converges Pπ-stably in
P˜-probability to τ as n→∞. If ηℓ is a rate measure for τ ℓ, and η is a smooth
measure such that ηℓ ր η, then η is a rate measure for τ .
The proof is straightforward, and is given in [7]. Condition (8.1) gives a
uniform bound on the total capacity of the sets Λj (n). When µ is a smooth
measure such that (8.1) holds, and we wish to prove convergence for DΛµ(n) or
TΛµ(n), Lemma 8.1 allows us to assume that the measure µ has finite energy
and compact support in E.
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We now consider particular random center models for which E is an open
subset U of Rd, d ≥ 2. Let bij , i, j = 1, . . . , d, be bounded measurable func-
tions on U , d ≥ 2, with bij = bji, such that for some constant e0 > 0,∑
ij wibij(x)w
j ≥ e0
∑
iw
2
i for all x ∈ U , w ∈ Rd. We will denote the ma-
trix function (bij) by b. Let σ be a positive function on U which is mea-
surable, bounded and bounded away from zero. Let Eb,σ,U be the Dirichlet
form on L2 (U, σλd) such that Eb,σ,U (f, g) =
∫
U
∑
ij bij (∂if) (∂jg) dλd for any
smooth functions f, g on U which have compact support in U , where λd denotes
Lebesgue measure on Rd and D
(Eb,σ,U) is the closure of the space of such func-
tions. Eb,σ,U exists by II.2 in [22]. Let X = Xb,σ,U be the Markov process with
lifetime ζ and cemetery point ∂ which is properly associated with Eb,σ,U .
When studying X , it will be convenient to consider to extend bij and σ to all
of Rd, in such a way that bij is bounded on R
d and
∑
ij wibij(x)w
j ≥ e0
∑
iw
2
i
for all x,w ∈ Rd and σ is bounded and bounded away from zero on Rd. We
can define the Dirichlet form Eb,σ,V for any open subset V of Rd analogously
to Eb,σ,U . Let Xb,σ,V be the process associated with Eb,σ,V . By Lemma 7.2, we
may assume that the process X = Xb,σ,U is the restriction of Xb,σ,R
d
to U , so
that ζ is the exit time of U by Xb,σ,R
d
, and Xt = X
b,σ,Rd
t when t < ζ, Xt = ∂
if t ≥ ζ. We will use this version of X in what follows.
It will be assumed from now on that Γxn is compact with P˜1-probability
one for µ-a.e. x. If Γxn is not compact, redefine Γ
x
n = ∅, and also extend Γxn
to all x ∈ Rd by setting Γxn = ∅ for x ∈ U c. For any open subset V of Rd
and any x ∈ V , let ψx,b,σ,Vn,α denote the α-equilibrium measure for Γxn using
Eb,σ,V . The map (x, ω˜1) 7→
∫
f dψx,b,σ,Vn,α is jointly measurable on V × Ω˜1 for any
f ∈ bB, by regularity. Similarly the map (x, ω˜1) 7→
∫ (
Gα ψ
x,b,σ,V
n,α
)
dψx,b,σ,Vn,α
is jointly measurable. Define the average measure ψ¯x,b,σ,Vn,α by ψ¯
x,b,σ,V
n,α (W ) =
E˜1
[
ψx,b,σ,Vn,α (W )
]
. Using the notation of Theorem 2.1, for X = Xb,σ,U , we have
γnj = ψ
ξj(n,µ)
n,α and
γ¯n = κn
∫
ψ¯x,b,σ,Un,α µ(dx). (8.2)
We first consider the translation-invariant case. By translation-invariance
we mean here that b is constant on U , and the distribution of the sets Γxn−x is the
same for µ-a.e. x. Translation-invariant models in the Brownian motion setting
were considered in [19], [28], [27], [1], with the sets Γxn equal to nonrandom
scaled translates of a fixed compact set. The next lemma differs from earlier
results in some technical aspects, since µ is only required to be smooth, the sets
Γxn are allowed to be random with different shapes for each n, and the rate at
which the sets shrink is only constrained by (8.1). It seems of interest as an
example for Corollary 2.2 because of the simplicity of the proof.
Lemma 8.2 Let µ be a smooth probability measure on U . Suppose that the
random center model for U associated with (Γxn) , µ is translation-invariant.
Then ‖γ¯n‖
tv
= κn
∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
for µ-a.e. x. Suppose that (8.1) holds and
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limn→∞ ‖γ¯n‖tv = c ∈ [0,∞). Let τn = DΛ(n) or τn = TΛ(n), using the process
X = Xb,σ,U . For any smooth probability measure π on U , τn → τ , Pπ-stably in
P˜-probability, where τ is the randomized stopping time with rate measure cµ.
Proof By the definition of translation-invariance, for each n there is a measure
πn such that ψ¯
b,1,Rd
n,α (W ) = πn(W − x) for µ-a.e. x. By (8.2), κn ‖πn‖tv =
‖γ¯n‖tv → c.
By Lemma 7.3 we may assume without loss of generality that U = Rd. By
Lemma 7.1 we may then assume that σ = 1. Then X = Xb,1,R
d
is essentially
Brownian motion, and the absolute continuity condition (2.4) holds.
By Lemma 8.1, we can assume that µ has finite energy and has compact
support, so that with P˜-probability one all the sets Λ (n) are contained in a
compact set. Since ̺n → 0, κnπn → cδ0 weakly as a sequence of measures.
Since γ¯n = κnπn ∗ µ, γ¯n → cµ weakly as a sequence of measures. Let µx be
the translated measure defined by µx(B) = µ(B − x). We have
κ2nEα (Gα πn ∗ µ,Gα πn ∗ µ) = κ2n
∫
(Gα (πn ∗ µ)) d (µ ∗ πn) = κ2n
∫
(Gα (πn ∗ µ)) dµx πn(dx)
= κ2n
∫
(Gα µ
x) d (πn ∗ µ) πn(dx) = κ2n
∫
(Gα µ
x) dµy πn(dy)πn(dx)
≤ κ2n
∫
‖Gα µ‖2E,α πn(dy)πn(dx) = κ2n ‖Gα µ‖2E,α ‖πn‖2tv .
Hence lim supn κ
2
nEα (Gα (πn ∗ µ) , Gα (πn ∗ µ)) ≤ c2 ‖Gα µ‖2E,α = Eα (Gα (cµ) , Gα (cµ)).
Since ‖κnGα (πn ∗ µ)‖E,α is bounded, κnGα (πn ∗ µ) → Gα (cµ), E-weakly, by
Lemma 9.6. Hence also lim infn κ
2
nEα (Gα (πn ∗ µ) , Gα (πn ∗ µ)) ≥ Eα (Gα (cµ) , Gα (cµ)),
so κnGα (πn ∗ µ) → Gα (cµ) in energy norm. Thus Corollary 2.2 applies and
gives convergence.
From a physical standpoint, one can think of the holes Λi (n) is representing
fixed defects in some material, but one might also consider the case of moving
obstacles in a fluid medium (“dust particles” in [19]). These moving holes
would presumably travel slowly in comparison to Brownian motion, but if their
movement is considered it would at least affect the formula for the limit of
the stopping times τn. It seems to be an interesting problem to actually prove
convergence of τn in the Brownian motion case when the holes are moving.
When all holes move with identical velocity v(t), Girsanov’s theorem can be
applied to show that if convergence holds without the movement of the holes,
then convergence holds for the moving case also. It is more reasonable physically
to consider the case in which the holes Λi (n), i = 1, . . . , κn, move independently.
In this case it is plausible that the τn would still converge in probability under
suitable conditions. We have no result of this sort, however.
One can measure the asymptotic capacity of the sets Γxn in various ways. For
any sequences tn, un of nonzero numbers, let tn ∼ un mean that limn→∞ tn/un =
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1. It is not hard to show using the estimates in [30] that for any open subset V
of Rd with x ∈ V and any α, β ∈ (0,∞),∥∥ψx,b,σ,Vn,α ∥∥tv ∼ ∥∥∥ψx,b,1,Rdn,β ∥∥∥tv , (8.3)
with a corresponding asymptotic equivalence for the averagemeasures
∥∥ψ¯x,b,σ,Vn,α ∥∥tv
and
∥∥∥ψ¯x,b,1,Rdn,β ∥∥∥
tv
. Equation (8.3) holds whether or not the model is translation-
invariant. In particular it shows that the constant c in Lemma 8.2 can be
expressed in terms of α-equilibrium measures with respect to Eb,σ,U if desired,
although these measures may not be as easy to compute.
The same arguments used to show (8.3) also show that for general coefficients
bij satisfying the stated assumptions, α-capacity with respect to Eb,σ,V is locally
comparable to classical capacity. That is, given any compact subsetK of V there
exists a constant c′ such that when ̺n < 1, for all x such that B̺n(x) ⊂ K and
all n,∥∥ψx,b,σ,Vn,α ∥∥tv ≤ c′̺d−2n if d > 2, ∥∥ψx,b,σ,Vn,α ∥∥tv ≤ c′/ (− log ̺n) if d = 2. (8.4)
When V = Rd, (8.4) holds for all x ∈ Rd. If the coefficients bij happen to be
continuous on U , using (8.3) and equation (9.5) one also finds easily that for
x ∈ V ,∥∥ψx,b,σ,Vn,α ∥∥tv ∼ ∥∥∥ψx,bx,1,Rdn,α ∥∥∥tv , (8.5)
where bx is the constant matrix function equal to b(x) everywhere. Following
an idea in [1] and [2] one can then relate
∥∥ψx,b,σ,Un,α ∥∥tv to the classical capacity
of the sets Γxn. For a compact subset K of R
d, let Qcld (K) be the classical
capacity of K, where the classical capacity is calculated using the potential
kernel ℘d (y, z) = 1/
(
|z − y|d−2 (d− 2)ωd
)
if d > 2, ℘d (y, z) = − log |z − y| /ω2
if d = 2, and ωd here denotes the surface area of the unit hypersphere in R
d, so
that for example ω3 = 4π. Then∥∥ψx,b,σ,Un,α ∥∥tv ∼ (√det b(x))Qcld (b(x)−1/2Γxn) , (8.6)
where b(x)−1/2 is the inverse of the positive square root of the matrix b(x)
and b(x)−1/2Γxn denotes the set of points b(x)
−1/2z, z ∈ Γxn. Also, when U is
bounded, one can show that∥∥ψx,b,σ,Un,α ∥∥tv ∼ (√det b(x))QU (b(x)−1/2Γxn) , (8.7)
where we defineQU (K) = inf
{EI,1,U (f, f) : f ∈ D (EI,1,U) , f ≥ 1 q.e. on K},
for any compact subset K of U , and I is the d× d identity matrix.
Given Lemma 8.2, one would naturally hope that convergence holds for a
more general case of the random center model for subsets of Rd. However, the
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easy proof of Lemma 8.2 used the translation-invariance of ψ¯xn,α heavily. A
similar proof, using the analog of translation-invariance, is applicable when E is
associated with the Laplace-Beltrami operator on a homogeneous Riemannian
manifold. In the general case a proof can be given by strengthening the bound
in (8.1), as in (8.8) below.
Lemma 8.3 Let µ be a smooth probability measure on U ∪{∂}. In the random
center model for U associated with (Γxn) and µ, let qn(x) =
∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
, for
µ-a.e. x, and let νn = qnµ. Assume that there exists ̺n ∈ [0,∞) with ̺n ց 0,
such that P˜1 (Γ
x
n ⊂ B̺n(x)) = 1 for µ-a.e. x, and
sup
n
κn̺
d−2
n <∞ if d > 2, sup
n
κn/ |log ̺n| <∞ if d = 2. (8.8)
Let τn = DΛ(n) or τn = TΛ(n), using the process X = X
b,σ,U . Assume that νn
converges weakly as a sequence of measures to a finite measure η. Then for any
smooth probability measure π on U , τn → τ , Pπ-stably in P˜-probability, where
τ is the randomized stopping time with rate measure η. The same conclusion
holds using qn(x) =
∥∥ψ¯x,b,σ,Un,α ∥∥tv.
Girsanov’s theorem can be used to extend Lemma 8.3 to examples with drift.
Assumption (8.8) is a uniform smallness condition on the sets Γxn, and is
satisfied by the iid models in [19], [28], [27], [1], [2]. This condition is equivalent
to the statement that supn κn
∥∥ψ¯x,b,σ,Un,α ∥∥tv <∞ for some point x ∈ U . By (8.4),
(8.8) implies that χn exists such that (8.1) holds. Equations (8.3) and (8.4) and
Lemma 8.1 show that the conclusion of Lemma 8.3 also holds if qn is defined by
qn(x) =
∥∥ψ¯x,b,σ,Un,α ∥∥tv.
The proof of Lemma 8.3 uses that fact that when U = Rd and σ = 1, a nice
potential kernel exists ([30]). Lemmas 7.2 and 7.1 are again used to reduce the
proof to that setting.
When the state space is a manifold rather than a subset of Rd, convergence
should still be determined by local behavior. Thus Lemma 7.3 allows one to
extend Lemma 8.3 to the case of a diffusion on a d-dimensional Riemannian
manifold, d ≥ 2, whose topology has a countable base. This gives a more general
form of Theorem 4.2 of [2], which deals with the Laplace-Beltrami operator on
a compact Riemannian manifold with boundary, when the sets Λ (n) are unions
of iid random geodesic balls.
9 Dirichlet form properties
Here we summarize facts which are used, with references or proofs. X is assumed
to be as in Section 2.3. Smooth measures were defined in that section. The proof
of Theorem 2.3.15 in [10] gives:
Lemma 9.1 For any finite smooth measure µ and any ε > 0 there exists F ∈ B
such that µ (E − F ) < ε and 1Fµ has finite energy.
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Let η be a smooth measure which is the Revuz measure for the positive con-
tinuous additive functional (At), i.e. for any f ∈ B+, limt↓0 1tEm
[∫ t
0 f (Xs) dAs
]
=∫
fdη. The proof of Theorem 4.1.1 in [10] or Theorem 4.1.13 in [26] shows
that this equation holds if and only if for all α ∈ (0,∞) and all f, h ∈ B+,
Ehm
[∫∞
0
e−αtf (Xt) dAt
]
=
∫
f
(
Rˆα h
)
dη. It follows that when fη has finite
energy, for E-q.e. x we have
Ex
[∫ ∞
0
e−αtf (Xt) dAt
]
= Gα (fη) (x). (9.1)
α-excessive functions are defined in III.1.1 of [22]. By III.1.2(iii), Gα µ is α-
excessive for any measure µ with finite energy. Let u be a function with u ≥ 0
and e−αtpt u ≤ u, m-a.e., for all t > 0. Suppose also that u has an E-quasi-
continuous version u˜. Then e−αtpt u ≤ u˜ holds E-q.e. on E by IV.3.3 (iii) of
[22], since pt u is E-quasi-continuous by IV.2.9 of [22]. By the right continuity
of t 7→ u˜ ◦Xt we have for E-q.e. x that lim inftց0 e−αtpt u(x) ≥ u˜(x). Similar
facts hold for βRβ+α u. Thus for E-q.e. x,
e−αtpt u(x)ր u˜(x) as tց 0, βRβ+α u(x)ր u˜(x) as β ր∞. (9.2)
It is also easy to prove the following.
Lemma 9.2 Let v ≥ 0 be E-quasi-continuous and such that e−αtpt v ≤ v holds
E-q.e. for each t (for example, let ν be α-excessive and E-quasi-continuous).
Then t 7→ e−αtv (Xt) is a supermartingale with respect to Px for E-q.e. x.
For A ⊂ E, by solving III.3.10 of [22] we can define reduced functions on A, as
follows. For any function f on E which has an E-quasi-continuous version f˜ , let
Lf,A denote the set of all w ∈ D (E) such that w˜ ≥ f˜ holds E-quasi-everywhere
on A. Assuming that Lf,A 6= ∅, let g be the unique element in Lf,A such that
Eα (g, w) ≥ Eα (g, g) for all w ∈ Lf,A. The function g is an α-excessive member
of D (E), and
Eα (g, v) = 0 for every v ∈ D (E) such that v = 0 holds E-q.e. on A (9.3)
We denote any E-quasi-continuous version of g by fA,α, and refer to fA,α as the
E , α-reduced function for f on A. If h∧ fA,α is an α-excessive member of D (E)
(in particular if h itself is an α-excessive member of D (E)), and h ≥ f holds
E-q.e. on A, then h ≥ fA,α, E-q.e. on E. If f ∧ fA,α is an α-excessive member
of D (E) then taking h = f ∧ fA,α shows fA,α = f holds E-q.e. on A.
For any f ∈ D (E), α ∈ (0,∞) and any set A, let f ′A,α be the unique
g ∈ D (E) such that f˜ = g˜ holds E-q.e. on A and equation (9.3) holds. An E-
quasi-continuous version of f ′A,α is used whenever pointwise values are needed.
It is easy to check from the definitions that
∥∥f ′A,α∥∥E,α ≤ Kα ‖f‖E,α. Also, if
f ∧ fA,α is an α-excessive member of D (E) then f ′A,α = fA,α, and so f ′A,α is an
α-excessive element of D (E).
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Let A be a closed subset of E such that the cemetery point ∂ is not in the
closure of both A and E −A. Let u ∈ D (E). Then
u′A,α(z) = Ez
[
e−αDA u˜ (XDA)
]
= Ez
[
e−αTA u˜ (XTA)
]
(9.4)
holds for E-q.e. z. To prove equation (9.4), we note that since X is a Hunt
process, there exist open sets Uk with Uk ց A and DUk ր DA, Pz-a.e. It
is enough to prove equation (9.4) when u is bounded. The first equality can
be obtained by applying V.1.6 of [22] to the open sets Uk, and then using a
convergence argument. The second equality can be derived from the first since
u˜ and u′A,α are E-quasi-continuous and ε+DA ◦ θε → TA as εց 0.
Lemma 9.3 Let µ a measure with finite energy. Then e−αtGα µ (Xt) is a
supermartingale with respect to Px for E-q.e. x. Let A be a closed set with
µ (Ac) = 0. Then (Gα µ)A,α = Gα µ. If A is also such that ∂ is not in the clo-
sure of both A and E−A, then Gα µ(x) = Ex
[
e−αDAGα µ (XDA)
]
for E-q.e. x,
and e−αt∧DAGα µ (Xt∧DA) is a martingale with respect to Px for E-q.e. x.
Proof By Lemma 9.2, e−αtGα µ (Xt) is a supermartingale with respect to Px
for E-q.e. x.
Let A be a closed set with µ (Ac) = 0. Using equation (2.3) and equa-
tion (9.3) one has Eα
(
Gα µ− (Gα µ)A,α, Gα µ− (Gα µ)A,α
)
= 0, and hence
(Gα µ)A,α = Gα µ. Assume A is also such that ∂ is not in the closure of
both A and E − A. By equation (9.4) with u′A,α = u = Gα µ, Gα µ(x) =
Ex
[
e−αDAGα µ (XDA)
]
for E-q.e. x. Since e−αtGα µ (Xt) is a supermartingale
with respect to Px for E-q.e. x, it follows that that e−αt∧DAGα µ (Xt∧DA) is a
martingale with respect to Px for E-q.e. x.
For α ∈ (0,∞) and any α-excessive u ∈ D (E), by VI.2.1 of [22] there
exists a measure µ with finite energy such that u = Gα µ. If u ≤ Gα ν, then
µ (E) ≤ ν (E) by Lemma 9.5 below.
Let C be the collection of all closed sets A with L1,A 6= ∅. Let A ∈ C.
Since 1A,α is an α-excessive member of D (E), 1A,α ∧ 1 is also an α-excessive
member of L1,A, and so 1A,α = 1 holds E-q.e. on A. The unique measure γ with
finite energy such that 1A,α = Gα γ will be referred to as the α-equilibrium
measure for the set A, and 1A,α will be called the α-equilibrium potential for A.
Then Eα (1A,α, 1A,α) =
∫
(Gα γ) dγ =
∫
1 dγ = γ (E), γ, so γ is a finite measure.
Because A is closed, γ (Ac) = 0, and γ is the unique measure such that Gα γ = 1
holds E-q.e. on A and γ (Ac) = 0. Define the α-capacity of A, denoted by
Capα (A), to be γ(E).
For symmetric E , w ∈ L1,A implies Eα (w,w) = Eα (w − 1A,α, w − 1A,α) +
2Eα (1A,α, w − 1A,α) + Eα (1A,α, 1A,α) ≥ Eα (1A,α, 1A,α), using the definition of
reduction. Hence in the symmetric case,
Capα (K) = Eα (1A,α, 1A,α) = inf
w∈L1,K
Eα (w,w) . (9.5)
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We can prove that α-capacity is monotone, in the sense that if A1, A2 ∈ C with
A1 ⊂ A2, then Capα (A1) ≤ Capα (A2). Hence it is convenient to to extend
the definition of capacity. If W is a closed set which is a countable union of
sets in C, define Capα (W ) = sup {Capα (B) : B ∈ C, B ⊂W}. Capacities for
the nonsymmetric case are defined differently in III.2.8 of [22], but have similar
properties. The proof that α-capacity is monotone follows easily from (9.5) in
the symmetric case, and in general by the next lemma, which is known as the
domination principle, together with Lemma 9.5.
Lemma 9.4 Let v ≥ 0 be E-quasi-continuous and such that e−αtpt v ≤ v holds
E-q.e. for each t. Let µ be a finite measure with finite energy such that Gα µ ≤ v
holds µ-a.e. on E. Then Gα µ ≤ v holds E-q.e. on E.
Proof Let f ∈ L2 (m), f ≥ 0. There exists a nondecreasing sequence of com-
pact subsets An of E, such that Gα µ ≤ v everywhere on An, and such that∫
An
(
Gˆα f
)
dµ ր ∫ (Gˆα f) dµ. Let µn = 1An µ, so that µn (Acn) = 0. Let
Wt = e
−αt∧DAn v
(
Xt∧DAn
)
. By Lemma 9.2, W is a supermartingale with re-
spect toPx for E-q.e. x, soEx [W0] ≥ Ex
[
e−αDAnWDAn
] ≥ Ex [e−αDAnGα µn (XDAn )].
By Lemma 9.3, Gα µn(x) = Ex
[
e−αDAnGα µn
(
XDAn
)]
for E-q.e. x. Hence
v(x) ≥ Gα µn(x) for E-q.e. x. Also
∫
f (Gα µn) dm =
∫ (
Gˆα f
)
dµn =
∫
An
(
Gˆα f
)
dµր∫ (
Gˆα f
)
dµ =
∫
f (Gα µ) dm. Thus
∫
f (Gα µ) dm ≤
∫
fv dm. Since this is
true for every nonnegative f ∈ L2 (m), Gα µ ≤ v holds m-a.e., and so by IV.3.3
of [22], Gα µ ≤ v holds E-q.e.
Lemma 9.5 Let µ, ν be finite measures with finite energy, and α ∈ (0,∞) such
that Gα µ ≤ Gα ν holds m-a.e. Then µ (E) ≤ ν (E).
Proof By V.1.7 there exists an E-quasi-continuous f ∈ D (E) with f > 0,
E-q.e. on E. Then Gˆα f = Rˆα f > 0, E-q.e. on E. Let un =
(
nGˆα f
)
∧1. Since
un is α-coexcessive, Eα (Gα µ, un) ≤ Eα (Gα ν, un) by III.1.2(iii) of [22]. Hence∫
un dµ ≤
∫
un dν and un ր 1 E-q.e.
Lemma 9.6 Let E be regular. Let µn, n = 1, 2, . . . be finite measures with finite
energy, and let µ be a finite smooth measure. Suppose supn ‖Gα µn‖E,α < ∞
and µn → µ vaguely as a sequence of measures. Then µ has finite energy and
Gα µn → Gα µ, E-weakly.
Proof Let v be E-quasi-continuous and let w ∈ D (E) such that 0 ≤ v ≤ w˜
holds E-q.e. Let (Fk) be an E-nest such that Fk is compact and the restric-
tion of v to Fk is nonnegative and continuous for each k. Let vk(x) = v(x)
for x ∈ Fk, vk(x) = 0 otherwise. Then vk is the limit of a decreasing se-
quence of functions in C0 (E). Hence lim supn→∞
∫
vk dµn ≤
∫
vk dµ ≤
∫
v dµ.
Let zk ∈ D (E) be such that zk = 0 holds E-q.e. on F ck and ‖w − zk‖E,α →
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0. Then ‖|w − zk|‖E,α → 0. Let c = supn ‖Gα µn‖E,α.
∫ |w˜ − z˜k| dµn =
Eα (Gα µn, |w − zk|) ≤ Kαc ‖|w − zk|‖E,α ≤ Kαc ‖w − zk‖E,α. Hence
∣∣∫ v dµn − ∫ vk dµn∣∣ =∫
F c
k
v dµn ≤
∫
F c
k
w˜ dµn =
∫
F c
k
(w˜ − z˜k) dµn ≤ Kαc ‖w − zk‖E,α, and so lim supn→∞
∫
v dµn ≤∫
v dµ. Suppose that limn→∞
∫
w˜ dµn =
∫
w˜ dµ. Applying what has been shown
for v to w˜ − v, lim supn→∞
∫
(w˜ − v) dµn ≤
∫
(w˜ − v) dµ, so limn→∞
∫
v dµn =∫
v dµ.
Now let v be any E-quasi-continuous function with v ≥ 0. Let f ∈ C0 (E)
with f ≥ 0. Then f∧v is nonnegative and E-quasi-continuous. Since E is regular,
there exists w ∈ D (E) ∩ C0 (E) with f ≤ w. Since limn→∞
∫
w dµn =
∫
w dµ,
limn→∞
∫
(f ∧ v) dµn =
∫
(f ∧ v) dµ. Assume that v ∈ D (E). We have ∫ (f ∧
v) dµ ≤ lim supn→∞
∫
v dµn ≤ Kαc ‖v‖E,α. It follows that
∫
v dµ ≤ Kαc ‖v‖E,α
for every v ∈ D (E) with v ≥ 0. Hence for every v ∈ D (E), ∣∣∫ v˜ dµ∣∣ ≤ ∫ |v˜| dµ ≤
c ‖ |v| ‖E,α ≤ c ‖v‖E,α, so µ has finite energy.
Since E is regular, D (E) ∩ C0 (E) is dense in D (E) with respect to ‖·‖E,α-
norm. By vague convergence, for v ∈ D (E)∩C0 (E) we have limn→∞
∫
v dµn =∫
v dµ, i.e. Eα (Gα µn, v) → Eα (Gα µ, v). Since supn ‖Gα µn‖E,α < ∞, this
convergence holds for all v ∈ D (E) by a 3ε argument.
Lemma 9.7 Let α > 0, and let B = {x : δxRα << m}. Let un, u be non-
negative E-quasi-continuous functions in D (E) such that un → u, E-weakly.
Assume for each n that βRα+β un ≤ un holds E-q.e. on B for all β > 0. Then
lim infn→∞ un ≥ u holds E-q.e. on B.
If (2.4) holds then limn→∞
∫ |un − u|h dm = 0 for all h ∈ L2 (m).
Proof limn→∞
∫
unh dm = Eα
(
un, Gˆα h
)
→ Eα
(
u, Gˆα h
)
=
∫
uh dm for ev-
ery h ∈ L2 (m). If x ∈ B and β > 0, let fx,β be a density for δxRα+β
with respect to m. For each x ∈ B and all c, β > 0, let hcx,β = βfx,α+β ∧
c. Then for x ∈ B, ∫ unhcx,β dm ≤ ∫ unβfx,α+β dm = ∫ unβ d (δxRα+β) =
βRα+β un(x). Also βRα+β un(x) ≤ un(x), E-q.e. Thus for E-q.e. x ∈ B,
lim infn→∞ un(x) ≥ limn→∞
∫
unh
c
x,β dm =
∫
uhcx,β dm for all c > 0, β > 0.
Letting c → ∞, lim infn→∞ un(x) ≥ βRα+β u(x) = Ex
[∫∞
0 βe
−(α+β)tu (Xt)
]
.
Letting β ↑ ∞, by Fatou we have lim infn→∞ un ≥ u, E-q.e. on B. Now sup-
pose that (2.4) holds. Then lim infn→∞ un ≥ u, m-a.e. Let h ∈ L2 (m). Then
limn→∞
∫
h (un − u)− dm = 0 by dominated convergence. Since limn→∞
∫
h (un − u) dm =
0, limn→∞
∫
h (un − u)+ dm = 0 as well.
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Abstract
Proofs are given here for some results in [3], mainly dealing with ran-
dom center models for regions with many small holes. There is also a
result on continuity of martingales.
1 Background
For convenience we restate results from [3] that will be referred to here.
1.1 Stable convergence
The definitions and properties for stable convergence of stopping times needed
here are given in [3]. We will need the following facts about stable convergence.
For any randomized stopping time τ , equation (2.2) of [3] holds:
τ(ω, r) = inf {u : u ∈ [0,∞], Sτu(ω) ≤ 1− r} . (1.1)
Also
Lemma 1.1 (Lemma 3.2 of [3]) Let (Ω,G,P) be a probability space. Let
τn, τ, σ be randomized times, meaning F × B∗-measurable maps from Ω× (0, 1)
to [0,∞].
(a) Suppose that τn → τ , P,G-stably. Then τn ∧ σ → τ ∧ σ, P,G-stably.
(b) Let σk be a sequence of randomized times such that σk ր σ and τn ∧ σk →
τ∧σk, P,G-stably as n→∞, for each k. Then τn∧σ → τ∧σ, P,G-stably.
1.2 Random sets
The general setting in [3] is the following.
Let κn, n = 1, 2, . . . be a sequence of positive integers with κn ր∞, and for
each n let Λj (n), j = 1, . . . , κn be an independent sequence of random variables
(not necessarily identically distributed), whose values are compact sets. Since
identical distributions are not assumed, nonrandom sets are included as a special
case.
1
The Λj (n) are assumed to be measurable as maps into the space F (E) of
compact subsets of E, equipped with the Hausdorff metric and its Borel σ-
algebra. Let Λ (n) = Λ1 (n) ∪ · · · ∪ Λκn (n). Each random set Λ (n) provides a
random environment for the Markov process X . Let P˜n and E˜n denote prob-
ability and expectation for the probability space Ω˜n on which Λ (n) is defined.
The probability space for the environment can depend on n, but for convenience
in stating results, we will usually assume that the Λ (n) are all defined on the
same space Ω˜, and write P˜n and E˜n as P˜ and E˜. For any probability measure
π on E, the entrance time DΛ(n) and hitting time TΛ(n) are assumed to be
measurable as maps from the sample space to the space of randomized stopping
times, when the space of randomized stopping times is given the topology of
stable convergence with respect to Pπ. This measurability is automatically true
in the regular case.
Fix α ∈ (0,∞). For each n and each j, let γnj be the α-equilibrium measure
for Λj (n), as defined in [3]. γ
n
j (A) is a measurable function of the random
environment for each A ∈ B, and ∫ (Gα γnj ) (Gα γni ) dm is measurable for all
i, j. For each n, j, define the averaged measure γ¯nj by γ¯
n
j (A) = E˜
[
γnj (A)
]
for
each A ∈ B. Then E˜ [∫ f dγnj ] = ∫ f dγ¯nj , for all n, j and f ∈ bB ∪ B+. Let
γn =
∑
j γ
n
j and γ¯
n =
∑
j γ¯
n
j .
It is assumed that
∥∥γnj ∥∥tv ≤ χn for all j = 1, . . . , κn, where χn is a de-
terministic sequence of numbers with χn → 0, and that supn ‖γ¯n‖tv < ∞,
where ‖γ¯n‖tv = γ¯n (E) is the total variation norm of γ¯n. Since
∥∥Gα γnj ∥∥2E,α =∫ (
Gα γ
n
j
)
dγnj =
∥∥γnj ∥∥tv ≤ χn, ∣∣∫ v dγ¯nj ∣∣ = ∣∣∣E˜ [∫ v dγnj ]∣∣∣ ≤ Kα ‖v‖E,α√χn for
any v ∈ D (E). Hence γ¯nj has finite energy.
We will use the following convergence result in this setting.
Corollary 1.2 (Corollary 2.2 in [3]) Suppose that for α ∈ (0,∞),
δxRα << m for m-a.e. x. (1.2)
Let η be a finite measure with finite energy, such that for some α, limn→∞ ‖Gα γ¯n −Gα η‖E,α =
0. Let A be the positive continuous additive functional with Revuz measure η.
Let τn be the entrance time DΛ(n) or the hitting time TΛ(n) for Λ (n).
If the sequence Λ1 (n) , . . . ,Λκn (n) is iid for each n, then for any smooth
probability π, the sequence τn ∧ ζ converges Pπ-stably to τ ∧ ζ in P˜-probability,
where τ denotes the randomized stopping time with Sτt = e
−At . If with P˜-
probability one all the sets Λ (n) are contained in a single compact subset of E,
τn converges Pπ-stably to τ in P˜-probability.
Here stable convergence in P˜-probability means convergence in P˜-probability
with respect to any metric for Pπ-stable convergence.
1.3 Time changes
Lemma 1.3 (Lemma 7.1 of [3]) Assume that E is regular and symmetric.
Let De (E) denote the extended Dirichlet space associated with E, and let Ee be
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the extension of E to De (E), as defined after Definition 1.1.4 and Theorem 1.1.5
of [4]. Let b be a locally bounded function in B+ with b > 0 everywhere, and
define the positive continuous additive functional B by Bt =
∫ t
0 b (Xs) ds. Define
the partial inverse κt on [0,∞] by κt = inf {s : Bs > t} for t < Bζ− and κt =∞
for t ≥ Bζ−. Let Xˇt = Xκt . Then Xˇ is a Markov process on Ω with lifetime
ζˇ = Bζ−, which is properly associated with the Dirichlet form
(Eˇ , D (Eˇ)), where
D
(Eˇ) = De (E) ∩ L2 (E, bm) and Eˇ (f, g) = Ee (f, g) for all f, g in D (Eˇ). A
subset of E is Eˇ-exceptional if and only if it is E-exceptional.
Let Λ (n) be a sequence of Borel sets. Let τn be the entrance or hitting time
of Λ (n) by X, and correspondingly let τˇn be the entrance or hitting time of
Λ (n) by Xˇ. Then there is a E-exceptional set N such that if x /∈ N , then
with Px-probability one we have τˇn = Bτn if τn < ζ, τˇn = ∞ otherwise. Let
ν be a probability measure such that ν(N) = 0. If τn ∧ ζ converges Pν-stably
to τ ∧ ζ, for some randomized stopping time τ , let τˇ = Bτ for τ < ζ, τˇ =
∞ otherwise. Then τˇn ∧ ζˇ converges Pν-stably to τˇ ∧ ζˇ. If Sτt = e−At for
some positive continuous additive functional A, then S τˇt = e
−Aˇt , where Aˇ is
the positive continuous additive functional defined by Aˇt = Aκt−. The Revuz
measure µAˇ for Aˇ with respect to Xˇ is equal to the Revuz measure µA for A
with respect to X.
1.4 Localization
Lemma 1.4 (Lemma 7.2 of [3]) Let X be a Hunt process. Let U be an open
subset of E such that the cemetery point ∂ is not in the closure of U . Let mU
be the restriction of m to the measurable subsets of U . Let V be the set of
f ∈ D (E) such that f = 0 holds E-q.e. on U c. Let VU be the set of functions hU
on U , where hU is the restriction to U of a function h in V. Let EU be the
form with domain VU such that EU (hU , gU) = E (h, g) for all h, g ∈ V. Let ζU
be the first exit time for U , i.e. ζU = DE∂−U . Let X
U be the process defined
by XUt = Xt for t < ζ
U , XUt = ∂ otherwise, with filtration
(FUt ) equal to
the closure of the natural filtration associated with XU . Then:
(EU , D (EU))
is a quasi-regular Dirichlet form on L2
(
U,mU
)
, and XU is a special standard
process with lifetime ζU , which is properly associated with
(EU , D (EU)). With
an appropriate topology on U ∪ {∂}, XU is a Hunt process. Let C be the set of
functions gU , where g ∈ D (E) is such that g = 0 holds E-q.e. on the complement
of a compact subset of U . Then C is dense in D
(EU). Any E-exceptional subset
of U is EU -exceptional. If GUα denotes the potential operator for EU , then for
any f ∈ L2 (m) such that f = 0 on U c,
GUα f
U = Gα f − (Gα f)Uc,α, (1.3)
and for any measure ν on E with finite energy, such that ν = 0 on all subsets
of U c, if νU denotes the restriction of ν to subsets of U then νU has finite
EU -energy and
GUα ν
U = Gα ν − (Gα ν)Uc,α, (1.4)
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Furthermore, if (At)t≥0 is a positive continuous additive functional for X with
Revuz measure µ, then
(
At∧ζU
)
is the positive continuous additive functional
for XU with Revuz measure µU , where µU is the restriction of µ to subsets
of U .
We will refer to the Dirichlet form
(EU , D (EU)) described in this lemma as
the restriction of (E , D (E)) to U .
Lemma 1.5 (Lemma 7.3 in [3]) Let X be a Hunt process on a separable
metric space such that for E-q.e. x, t 7→ Xt is continuous on [0, ζ) with Px-
probability one. Let Uℓ, ℓ = 1, 2, . . . be a locally finite open cover for E. Let
ζℓ be the first exit time for Uℓ, i.e. ζ
ℓ = DE∂−Uℓ . Let X
Uℓ
t = Xt for t < ζ
ℓ,
XUℓt = ∂ otherwise. Suppose that the absolute continuity condition (1.2) holds.
Let τn be a terminal time for each n. Let η be a smooth measure on E. For
each ℓ, let ηℓ be the restriction of η to Uℓ. Suppose that for each ℓ and any
smooth probability measure πℓ on U ℓ, τn ∧ ζℓ converges Pπℓ-stably to τ ℓ ∧ ζℓ,
where τ ℓ is the randomized stopping time which has rate measure ηℓ for XUℓ.
Let τ be the randomized stopping time with rate measure η. Then for any
smooth probability measure π on E, τn ∧ ζ → τ ∧ ζ, Pπ-stably.
1.5 Dirichlet form properties
We will need properties for Dirichlet forms which are given in [6], together
definitions and results in Sections 1 and 9 of [3]. Some facts from [3] are repeated
here for reference.
Lemma 1.6 (Lemma 9.1 of [3]) For any finite smooth measure µ and any
ε > 0 there exists F ∈ B such that µ (E − F ) < ε and 1Fµ has finite energy.
Lemma 1.7 (Domination principle: Lemma 9.4 of [3]) Let v ≥ 0 be E-
quasi-continuous and such that e−αtpt v ≤ v holds E-q.e. for each t. Let µ be a
finite measure with finite energy such that Gα µ ≤ v holds µ-a.e. on E. Then
Gα µ ≤ v holds E-q.e. on E.
Lemma 1.8 (Lemma 9.5 of [3]) Let µ, ν be finite measures with finite en-
ergy, and α ∈ (0,∞) such that Gα µ ≤ Gα ν holds m-a.e. Then µ (E) ≤ ν (E).
Lemma 1.9 (Lemma 9.6 of [3]) Let E be regular. Let µn, n = 1, 2, . . . be
finite measures with finite energy, and let µ be a finite smooth measure. Suppose
supn ‖Gα µn‖E,α <∞ and µn → µ vaguely as a sequence of measures. Then µ
has finite energy and Gα µn → Gα µ, E-weakly.
Here E-weak convergence means weak convergence in the Hilbert space D (E)
with inner product E˜α.
For A ⊂ E, let L1,A denote the set of all w ∈ D (E) such that w˜ ≥ 1 holds
E-quasi-everywhere on A, where w˜ denotes an E-quasi-continuous version of w.
Let C be the collection of all closed sets A with L1,A 6= ∅. Let A ∈ C. The unique
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measure γ with finite energy such that 1A,α = Gα γ will be referred to as the
α-equilibrium measure for the set A, and 1A,α will be called the α-equilibrium
potential for A. γ is the unique measure such that Gα γ = 1 holds E-q.e. on A
and γ (Ac) = 0. The α-capacity of A, denoted by Capα (A), is defined to be
γ(E). When E is symmetric,
Capα (K) = Eα (1A,α, 1A,α) = inf
w∈L1,K
Eα (w,w) . (1.5)
This is equation (9.5) of [3].
2 Random center models
2.1 Definition of a random center model
We recall the definition from [3]. Let E be regular. Let
(
Ω˜1, P˜1
)
be a probability
space. For each x ∈ E and n = 1, 2, . . ., let Γxn be a map from Ω˜1 to the
collection of closed subsets of E. Let F (E) be the space of compact subsets
of E with Hausdorff metric. It is assumed that for any K ∈ F (E), the map
(x, ω˜1) 7→ Γxn (ω˜1) ∩K is jointly measurable from E × Ω˜1 into F (E).
Let µ be a probability measure on E ∪ {∂}, where ∂ is the cemetery point.
For each n, let ξ1(n, µ), . . . , ξκn(n, µ) be iid random variables with distribution
µ, defined on some probability space
(
Ω˜2, P˜µ
)
, where limn→∞ κn = ∞. Let(
Ω˜, P˜
)
=
(
Ω1 × Ω2, P˜1 × P˜µ
)
, and let Λµi (n) be the random set Γ
ξi(n,µ)
n , where
we define Γ∂n = ∅. The family Λµi (n) will be said to be the random center model
associated with (Γxn) , µ.
Let Br(x) denote the open metric ball in E with center x and radius r. It
is assumed that the sets Γxn become small, meaning that there exists a nonran-
dom sequence ̺n ∈ (0,∞) such that ̺n → 0 and such that for µ-a.e. x ∈ E,
P˜1 (Γ
x
n ⊂ B̺n(x)) = 1.
Lemma 2.1 (Lemma 8.1 of [3]) Let µ be a probability measure on E ∪ {∂}.
Suppose that for each n there is a constant χn ∈ [0,∞) such that
sup
n
κnχn <∞ and P˜1 (Capα (Γxn) ≤ χn) = 1 for µ-a.e. x. (2.1)
Let Bℓ ∈ B be nondecreasing and such that µ (E −Bℓ) → 0. Let µℓ be the
probability measure on E ∪{∂} such that µℓ (K) = µ (K ∩Bℓ) for every K ∈ B.
Let τn = DΛµ(n) or τn = TΛµ(n), and let τ
ℓ
n = DΛµℓ (n) if τn = DΛµ(n), τ
ℓ
n =
TΛµℓ (n) if τn = TΛµ(n). Let π be a smooth probability measure on E, such that
for each ℓ, τ ℓn converges Pπ-stably in P˜-probability to a randomized stopping
time τ ℓ. Then τ ℓ decreases to a limit τ , Pπ-a.e., and τn converges Pπ-stably in
P˜-probability to τ as n→∞. If ηℓ is a rate measure for τ ℓ, and η is a smooth
measure such that ηℓ ր η, then η is a rate measure for τ .
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Proof Before starting the proof of the lemma, we note a standard connection
between capacity and entrance probability. Suppose π is a probability measure
with finite energy. We can estimate the chance of entering a closed set W
starting from π. Suppose L1,W 6= ∅. Let γ be the α-equilibrium measure for W ,
and let N be an E-exceptional set such that Gα γ = 1 holds on E−N . By IV.6.5
of [6], Eπ
[
e−αDW 1{DW<∞}
]
= Eπ
[
e−αDWGα γ (XDW )
] ≤ Eπ [Gα γ (X0)] =∫ (
Gˆα π
)
dγ. Thus for any b ∈ [0,∞),
Pπ (DW ≤ b) ≤ eαb
∥∥∥Gˆα π∥∥∥
sup
Capα (W ) . (2.2)
If L1,W = ∅, let Wj be a sequence of compact sets such that Wj րW . By what
has already been shown, Eπ
[
1{DWj<∞}e
−αDWj
]
≤
∥∥∥Gˆα π∥∥∥
sup
Capα (Wj) for
each j. Let σ = limj DWj . Clearly σ ≥ DW , so σ = DW if DW =∞. If DW <
∞, then XDW ∈ Wj for some j, so DW ≥ DWj ≥ σ. Hence σ = DW . Thus
Eπ
[
1{DW<∞}e
−αDW
]
= limj Eπ
[
1{DWj<∞}e
−αDWj
]
≤
∥∥∥Gˆα π∥∥∥
sup
Capα (W )
holds in this case also, and so again (2.2) holds.
Now we return to the proof of the lemma.
Λµi (n) is the random set Γ
ξi(n,µ)
n . Let Γx,ℓn = Γ
x
n for x ∈ Bℓ, Γx,ℓn = ∅
otherwise. Then the family of sets
(
Γ
ξi(n,µℓ)
n
)
is identical in distribution the
family of sets
(
Γ
ξi(n,µ),ℓ
n
)
. Let Λℓ (n) =
⋃
i Γ
ξi(n,µ),ℓ
n , so that
(
Λℓ (n)
)
has
the same distribution as (Λµℓ (n)). It will be convenient to use Λℓ (n) rather
than Λµℓ (n), since all the sets Λℓ (n) are defined on the same probability space(
Ω1 × Ω2, P˜1 × P˜µ
)
.
Since Λℓ+1 (n) ⊂ Λℓ (n), τ ℓ+1n ≥ τnℓ. Hence we can choose versions of τ ℓ
such that τ ℓ decreases to a limit τ . Since the filtration is right continuous, τ is
a randomized stopping time.
Let fi, i = 1, 2, . . . be continuous functions on [0,∞] which are uniformly
dense in the set of all continuous functions on [0,∞]. Let Aj ∈ B, j = 1, 2, . . .
be dense in symmetric difference metric with respect to π. For any randomized
stopping times σ1, σ2, let
ρ (σ1, σ2) =
∑
i,j
1
2i+j
1
‖fi‖sup∣∣∣∣∫ ∫ 1Aj(ω)fi (σ1(ω, r)) drPπ (dω)− ∫ ∫ 1Aj (ω)fi (σ2(ω, r)) drPπ (dω)∣∣∣∣ .
Then ρ is a metric for stable convergence such that ρ
(
τ ℓ, τ
)→ 0. Also, for any
stopping times σ1, σ2, ρ (σ1, σ2) ≤ Pπ × λ∗ (σ1 6= σ2). We will use this metric ρ
from now on.
For each i, P˜µ (ξi(n, µ) ∈ Bcℓ ) = µ (Bcℓ ) → 0 as n → ∞. Let Y ℓn (ω˜2) be
the number of indices i such that ξi(n, µ) (ω˜2) ∈ Bcℓ , so Y ℓn is the number of
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successes in n independent trials, when the probability of success is µ (Bcℓ ). Let
ε > 0 be given. Let Hℓ,n =
{
ω˜2 : Y
ℓ
n (ω˜2) > εκn
}
. By the weak law of large
numbers, for any sufficiently large ℓ0, there exists n0 such that for all n ≥ n0,
P˜
(
Hℓ0,n
)
< ε. (2.3)
Using Lemma 1.6, and the domination principle ( Lemma 1.7), we can ap-
proximate π in total variation norm by measures which have finite energy and
are such that Gˆα π is bounded. Hence without loss of generality we assume from
now on that π has finite energy and there is c1 ∈ [0,∞) such that Gˆα π ≤ c1
holds E-q.e. on E.
Let b ∈ [0,∞). It is easy to check from the definition that ρ (b ∧ τ ℓ, b ∧ τ)→
0, P˜-a.e. Let M ℓ =
{
ρ
(
b ∧ τ ℓ, b ∧ τ) > ε}. We will choose ℓ0 large enough so
that
P˜
(
M ℓ0
)
< ε. (2.4)
By assumption, τ ℓ0n converges Pπ-stably in P˜-probability to τ
ℓ0 as n→ ∞.
Then a subsequence τ ℓ0nk converges Pπ-stably to τ
ℓ0 with P˜-probability one, and
so by Lemma 1.1, b ∧ τ ℓ0nk converges Pπ-stably to b ∧ τ ℓ0 with P˜-probability
one. Since one can select such a subsequence from any given subsequence,
it follows that b ∧ τ ℓ0n converges Pπ-stably in P˜-probability to b ∧ τ ℓ0 . Thus
P˜
(
ρ
(
b ∧ τ ℓ0n , b ∧ τ ℓ0
)
> ε
)→ 0. Let Jℓn = {ρ (b ∧ τ ℓn, b ∧ τ ℓ) > ε}. There exists
n1 such that for all n ≥ n1,
P˜
(
Jℓ0n
)
< ε. (2.5)
It follows from the domination principle (Lemma 1.7) and Lemma 1.8 that
capacity is subadditive.
Let Wn (ω˜2) =
⋃∗
i Λ
ℓ0
i (n) (ω˜2), where the union
⋃∗
is over all indices i such
that ξi(n) (ω˜2) ∈ Bcℓ . Suppose that ω˜2 is in the complement of Hℓ,n. Then
Capα (Wn) ≤ εc2, where c2 = supn κnχn. A path ω cannot distinguish between
Λℓ0 (n) and Λ (n) until it reachesWn (ω˜2). ThenPπ
(
b ∧ τn (ω˜2) 6= b ∧ τ ℓ0n (ω˜2)
) ≤
Pπ
(
DWn(ω˜2) < b
) ≤ eαbεc1c2, by (2.2). Hence ρ (b ∧ τn (ω˜2) , b ∧ τ ℓ0n (ω˜2)) ≤
eαbεc1c2. Hence for n ≥ n0,
P˜
(
ρ
(
b ∧ τn, b ∧ τ ℓ0n
)
> eαbεc1c2
) ≤ P˜ (Hℓ0,n) < ε.
Thus for n ≥ max (n0, n1),
P˜
(
ρ (b ∧ τn, τ) > 2ε+ eαbεc1c2
) ≤ P˜ (M ℓ0)+ P˜1 (Jℓ0n )+ P˜ (Hℓ0,n) < 3ε.
We have shown that b∧τn → b∧τ , Pπ-stably in P˜-probability for each b. From
any subsequence nk, we can choose a further subsequence nki such that for each
j = 1, 2, . . ., j ∧ τnki → j ∧ τ , Pπ-stably as i → ∞, with P˜-probability one.
By Lemma 3.2 of [3], τnki → τ , Pπ-stably as i → ∞, with P˜-probability one.
Hence τn → τ , Pπ-stably in P˜-probability.
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Now suppose that ηℓ is a rate measure for τ ℓ, and η is a smooth measure such
that ηℓ ր η. Let A be the positive continuous additive functional whose Revuz
measure is η. Then ηℓ = fjη for fj ∈ bB such that fj ր 1, and so Sτℓt = e−A
ℓ
t ,
where Aℓt =
∫ t
0
fj (Xs) dAs, so that A
ℓ
t ր At. Let σ be the randomized stopping
time with Sσt = e
−At . By (1.1), σ(ω, r) = inf {u : u ∈ [0,∞], Sσu (ω) ≤ 1− r} =
sup {u : u ∈ [0,∞], Sσu (ω) > 1− r} ∪ {0}. Since Aℓu ր Au for every u,
σ(ω, r) = sup
ℓ
sup
{
u : u ∈ [0,∞], e−Aℓu(ω) ≤ 1− r
}
∪ {0}
= sup
ℓ
τ ℓ(ω, r) = τ(ω, r).

2.2 Random center models in Rd
Recalling the setting of [3], let U be an open subset of Rd, d ≥ 2. Let bij , i, j =
1, . . . , d, be bounded measurable functions on U , d ≥ 2, with bij = bji, such that
for some constant e0 > 0,
∑
ij wibij(x)w
j ≥ e0
∑
iw
2
i for all x ∈ U , w ∈ Rd.
We will denote the matrix function (bij) by b. Let σ be a positive function on U
which is measurable, bounded and bounded away from zero. Let Eb,σ,U be the
Dirichlet form on L2 (U, σλd) such that Eb,σ,U (f, g) =
∫
U
∑
ij bij (∂if) (∂jg) dλd
for any smooth functions f, g on U which have compact support in U , where
λd denotes Lebesgue measure on R
d and D
(Eb,σ,U) is the closure of the space
of such functions. Eb,σ,U exists by II.2 in [6]. Let X = Xb,σ,U be the Markov
process with lifetime ζ and cemetery point ∂ which is properly associated with
Eb,σ,U .
Extend bij and σ to all of R
d, in such a way that bij is bounded on R
d and∑
ij wibij(x)w
j ≥ e0
∑
i w
2
i for all x,w ∈ Rd and σ is bounded and bounded
away from zero on Rd. Define the Dirichlet form Eb,σ,V for any open subset V
of Rd analogously to Eb,σ,U . Let Xb,σ,V be the process associated with Eb,σ,V .
For any compact subset W of V , let Capb,σ,Vα (W ) be the α-capacity of W with
respect to Eb,σ,V . By Lemma 1.4, we may assume that the process X = Xb,σ,U
is the restriction of Xb,σ,R
d
to U , so that ζ is the exit time of U by Xb,σ,R
d
, and
Xt = X
b,σ,Rd
t when t < ζ, Xt = ∂ if t ≥ ζ.
It will be assumed from now on that Γxn is compact with P˜1-probability
one for µ-a.e. x. If Γxn is not compact, redefine Γ
x
n = ∅, and also extend Γxn
to all x ∈ Rd by setting Γxn = ∅ for x ∈ U c. For any open subset V of Rd
and any x ∈ V , let ψx,b,σ,Vn,α denote the α-equilibrium measure for Γxn using
Eb,σ,V , so that Capb,σ,Vα (Γxn) =
∥∥ψb,σ,Vn,α ∥∥tv. The map (x, ω˜1) 7→ ∫ f dψx,b,σ,Vn,α
is jointly measurable on V × Ω˜1 for any f ∈ bB, by regularity. Similarly the
map (x, ω˜1) 7→
∫ (
Gα ψ
x,b,σ,V
n,α
)
dψx,b,σ,Vn,α jointly measurable. Define the average
measure ψ¯x,b,σ,Vn,α by ψ¯
x,b,σ,V
n,α (W ) = E˜1
[
ψx,b,σ,Vn,α (W )
]
. Using the notation of
Corollary 1.2, for X = Xb,σ,U , we have γnj = ψ
ξj(n,µ)
n,α . The following holds
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(equation (8.2) in [3])
γ¯n = κn
∫
ψ¯x,b,σ,Un,α µ(dx). (2.6)
Lemma 2.2 (Translation-invariant case: Lemma 8.2 in [3]) Let µ be a
smooth probability measure on U . Suppose that the random center model for U
associated with (Γxn) , µ is translation-invariant. Then ‖γ¯n‖tv = κn
∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
for µ-a.e. x. Suppose that (2.1) holds and limn→∞ ‖γ¯n‖tv = c ∈ [0,∞). Let
τn = DΛ(n) or τn = TΛ(n), using the process X = X
b,σ,U . For any smooth
probability measure π on U , τn → τ , Pπ-stably in P˜-probability, where τ is the
randomized stopping time with rate measure cµ.
2.3 Asymptotic capacity formulas
For any sequences tn, un of nonzero numbers, let tn ∼ un mean that limn→∞ tn/un =
1. We claim that equation (8.3) of [3] holds, namely for any open subset V of
R
d with x ∈ V and any α, β ∈ (0,∞),∥∥ψx,b,σ,Vn,α ∥∥tv ∼ ∥∥∥ψx,b,1,Rdn,β ∥∥∥tv , (2.7)
To prove (2.7) we first study the process Xb,1R
d
. Theorem II.3.1 of [7] shows
that a jointly continuous transition density function pt(x, y) for X
b,1Rd exists,
for t ∈ (0,∞), x, y ∈ Rd. For any α > 0, define gα (x, y) =
∫∞
0 e
−αtpt(x, y) dt.
Using inequality (I.0.10) of [7], it is straightforward to show that (i) For any
s > 0 there exists c0 > 0 such that
∫∞
s
e−αtpt(y, z) dt < c0 for all y, z, (ii)
lim|x−y|→0 gβ (x, y) =∞, and (iii) gα (x, y) is bounded on {|x− y| > r} for any
r > 0.
For any ε > 0, in using (i) we can choose s such that eαs < 1 + ε. Then for
any β > 0, gα (y, z) ≤ (1+ ε)gβ (y, z)+ c0 for all y, z. Combining this inequality
with (ii) there exists r > 0, depending on β, such that gα (y, z) ≤ (1+2ε)gβ (y, z)
for all y, z with |y − z| < r. Thus when n is large enough that 2̺n < r,
Gα ψ
x,b,1,Rd
n,β ≤ (1 + 2ε)Gβ ψx,b,1,R
d
n,β = (1 + 2ε)Gα ψ
x,b,1,Rd
n,α holds E-q.e. on Γxn.
Using the domination principle (Lemma 1.7) and Lemma 1.8 it follows that∥∥∥ψx,b,1,Rdn,β ∥∥∥
tv
≤ (1+2ε)
∥∥∥ψx,b,1,Rdn,α ∥∥∥
tv
for large n. A similar inequality holds with
α and β reversed, so
∥∥∥ψ¯x,b,1,Rdn,β ∥∥∥
tv
∼
∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
.
By (iii), gα (x, y) is bounded on {|x− y| > r} for any r > 0. Since also
lim|x−y|→0 gα (x, y) =∞, one can show using equation (1.4) that for any x ∈ U
and any ε > 0, there exists r > 0 such that Br(x) ⊂ U , and such that
for any measure µ which has finite energy with µ (Br(x)
c) = 0, Gb,1,R
d
α µ ≤
(1 + ε)Gb,1,Uα µ holds everywhere on Br(x). Hence G
b,1,Rd
α ψ
x,b,1,U
n,α ≤ (1 +
ε)Gb,1,Uα ψ
x,b,1,U
n,α = (1 + ε) = (1 + ε)G
b,,1
α ψ
x,b,1,Rd
n,α R
d, ψx,b,1,Un,α -a.e. holds for
P˜1-a.e. Γ
x
n for n such that 2̺n < r. The domination principle and Lemma 1.8
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then show that
∥∥ψx,b,1,Un,α ∥∥tv ≤ (1 + ε)∥∥∥ψx,b,1,Rd∥∥∥tv holds for P˜1-a.e. Γxn for
n such that 2̺n < r. Thus
∥∥ψ¯x,b,1,Un,α ∥∥tv ≤ (1 + ε)∥∥∥ψ¯x,b,1,Rd∥∥∥tv holds for
large n. A similar but simpler argument proves the reverse inequality, so∥∥ψ¯x,b,1,Un,α ∥∥tv ∼ ∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥tv.
Suppose β ≤ ασ ≤ γ. Let V be an open subset of Rd. We have
∥∥∥ψ¯x,b,1,Vn,β ∥∥∥
tv
≤∥∥ψ¯x,b,σ,Vn,α ∥∥tv ≤ ∥∥ψ¯x,b,1,Vn,γ ∥∥tv, using equation (1.5). Since ∥∥∥ψ¯x,b,1,Vn,β ∥∥∥tv ∼ ∥∥ψ¯x,b,1,Vn,γ ∥∥tv,∥∥∥ψ¯x,b,1,Vn,β ∥∥∥
tv
∼ ∥∥ψ¯x,b,σ,Vn,α ∥∥tv. Combining this with previous facts shows that (2.7)
holds.
A similar proof shows that equation (8.4) of [3] holds, namely∥∥ψx,b,σ,Vn,α ∥∥tv ≤ c′̺d−2n if d > 2, ∥∥ψx,b,σ,Vn,α ∥∥tv ≤ c′/ (− log ̺n) if d = 2. (2.8)
If b is continuous, for x ∈ V ,∥∥ψx,b,σ,Vn,α ∥∥tv ∼ ∥∥∥ψx,bx,1,Rdn,α ∥∥∥tv , (2.9)
where bx is the constant matrix function equal to b(x) everywhere. This is
equation (8.5) of [3], and follows using equation (1.5) and equation (2.7).
For a compact subset K of Rd, as in [3] let Qcld (K) be the classical capac-
ity of K, where the classical capacity is calculated using the potential kernel
℘d (y, z) = 1/
(
|z − y|d−2 (d− 2)ωd
)
if d > 2, ℘d (y, z) = − log |z − y| /ω2 if
d = 2, and ωd here denotes the surface area of the unit hypersphere in R
d.
Equation (8.6) of [3] says that∥∥ψx,b,σ,Un,α ∥∥tv ∼ (√det b(x))Qcld (b(x)−1/2Γxn) , (2.10)
where b(x)−1/2 is the inverse of the positive square root of the matrix b(x) and
b(x)−1/2Γxn denotes the set of points b(x)
−1/2z, z ∈ Γxn. This follows from (2.9)
and (2.7), since one can compare the α-capacity defined using Ebx,1,Rd with
classical capacity using similar arguments to the proof of (2.7).
Much the same argument also gives equation (8.7) of [3].
2.4 Convergence without translation-invariance
Lemma 2.3 (Lemma 8.3 of [3]) Let µ be a smooth probability measure on
U ∪ {∂}. In the random center model for U associated with (Γxn) and µ, let
qn(x) =
∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
, for µ-a.e. x, and let νn = qnµ. Assume that there exists
̺n ∈ [0,∞) with ̺n ց 0, such that P˜1 (Γxn ⊂ B̺n(x)) = 1 for µ-a.e. x, and
sup
n
κn̺
d−2
n <∞ if d > 2, sup
n
κn/ |log ̺n| <∞ if d = 2. (2.11)
Let τn = DΛ(n) or τn = TΛ(n), using the process X = X
b,σ,U . Assume that νn
converges weakly as a sequence of measures to a finite measure η. Then for any
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smooth probability measure π on U , τn → τ , Pπ-stably in P˜-probability, where
τ is the randomized stopping time with rate measure η. The same conclusion
holds using qn(x) =
∥∥ψ¯x,b,σ,Un,α ∥∥tv.
Before proving Lemma 2.3, some other sufficient conditions for convergence
will be obtained.
Suppose that there exists a nonnegative jointly continuous function gα :
E × E → [0,∞] such that∫
(Gα µ) dν =
∫ ∫
gα (x, y) µ(dy) ν(dx). (2.12)
for any finite measures µ, ν with finite energy. Then we will say that gα is a
continuous α-kernel for the potential of the process.
Lemma 2.4 Let E be a regular form on a state space E. For some α > 0,
suppose that a continuous α-kernel gα exists. Suppose that the sequences Λj (n),
j = 1, . . . , κn, are iid for each n. Let γ¯
n be defined as in Corollary 1.2, and
let η be a finite measure such that γ¯n → η weakly as a sequence of measures.
Suppose that uniform integrability holds, in the following sense. For every ε > 0
there exists c ∈ [0,∞) such that
lim sup
n→∞
∫
{(z,w): gα(z,w)>c}
gα (x, y) γ¯
n(dx) γ¯n(dy) < ε. (2.13)
Then η has finite energy, and the assumptions of Corollary 1.2 are satisfied.
Proof It follows from equation (2.13) that supn ‖Gα γ¯n‖E,α < ∞. Then by
Lemma 1.9, η has finite energy andGα γ¯
n → Gα η, E-weakly. Then Eα (Gα γ¯n, v)→
Eα (Gα η, v) and Eα (v,Gα γ¯n)→ Eα (v,Gα η) for all v ∈ D (E). Since γ¯n× γ¯n →
η × η weakly as a sequence of measures, ∫ (gα (x, y) ∧ c) γ¯n (dx) γ¯n (dy) →∫
(gα (x, y) ∧ c) η (dx) η (dy) for each c. (2.13) then shows that Eα (Gα γ¯n, Gα γ¯n)→
Eα (Gα η,Gα η). 
Lemma 2.5 Let E be a regular form on a state space E. For some α ∈ (0,∞),
suppose that a continuous α-kernel gα exists. Let the system Λi (n) be a ran-
dom center model associated with some (Γxn) , µ, where µ is smooth. Let ̺n > 0
be a sequence of numbers with ̺n → 0, such that for µ-a.e. x, with proba-
bility one each set Γxn is contained in the metric ball B̺n(x) of radius ̺n and
center x. Suppose that there is a positive constant Υ such that for µ-a.e. w,
κnGα ψ¯
w
n,α(x) ≤ Υgα (x,w) for E-q.e. x, and also for µ-a.e. z, κnGˆα ψ¯zn,α(y) ≤
Υgα (z, y) for E-q.e. y. Let Λ (n) be the union of the Λj (n), and let τn be the
first entrance time of Λ (n) by X. Let γ¯n be defined as in Corollary 1.2. Sup-
pose that γ¯n → η weakly as a sequence of measures, where η is a finite smooth
measure. Then for any smooth measure π, τn → τ , Pπ-stably in probability,
where τ is the randomized stopping time with rate measure η.
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Proof Using Lemma 2.1, it is not hard to show that we can assume without
loss of generality that µ has finite energy and is supported on a compact subset
of E. Then there is a fixed compact set K such that for large n, with probability
one, Λ (n) ⊂ K. For any c ∈ [0,∞] and any r ∈ (0,∞), let Vc be the closed set
{(x, y) : gα (x, y) ≥ c}, and let Vc,r be the set of (z, w) such that there exists
(x, y) ∈ Vr with |x− z| < r and |y − w| < r. Using equation (2.6) we have∫
Vc
gα (x, y) γ¯
n(dx) γ¯n(dy) = κ2n
∫
1{(x,y)∈Vc}gα (x, y) ψ¯
z
n,α(dx) ψ¯
w
n,α(dy)µ(dz)µ(dw)
= κ2n
∫
1{(x,y)∈Vc}gα (x, y)1B̺n (z)(x)1B̺n (w)(y) ψ¯
z
n,α(dx) ψ¯
w
n,α(dy)µ(dz)µ(dw)
≤ κ2n
∫
1{(z,w)∈Vc,̺n}gα (x, y) ψ¯
z
n,α(dx) ψ¯
w
n,α(dy)µ(dz)µ(dw)
= κ2n
∫
1{(z,w)∈Vc,̺n}
(
Gˆα ψ¯
z
n,α
)
(y) ψ¯wn,α(dy)µ(dz)µ(dw)
≤ κnΥ
∫
1{(z,w)∈Vc,̺n}gα (z, y) ψ¯
w
n,α(dy)µ(dz)µ(dw)
= κnΥ
∫
1{(z,w)∈Vc,̺n}
(
Gα ψ¯
w
n,α
)
(z)µ(dz)µ(dw)
≤ Υ2
∫
1{(z,w)∈Vc,̺n}gα (z, w) µ(dz)µ(dw).
Since
∫
gα (z, w) µ(dz)µ(dw) <∞ and 1Vc,̺n → 1Vc ,
lim sup
n→∞
∫
Vc
gα (x, y) γ¯
n(dx) γ¯n(dy) ≤ Υ2
∫
Vc
gα (z, w) µ(dz)µ(dw).
Since
∫
gα (z, w) µ(dz)µ(dw) < ∞, µ × µ (V∞) = 0. Since Vc ց V∞ as c ր
∞, ∫Vc gα (z, w) µ(dz)µ(dw) → 0 as c ր ∞. Hence equation (2.13) holds, so
Lemma 2.4 applies. 
Finishing the proof of Lemma 2.3 Using Lemmas 1.4, 1.3, and 2.1 we
may assume without loss of generality that U = Rd, σ = 1, and µ has finite
energy. As already noted, Theorem II.3.1 of [7] shows that a jointly continuous
transition density function pt(x, y) exists for t ∈ (0,∞), x, y ∈ Rd. For any
α > 0, again define gα (x, y) =
∫∞
0 e
−αtpt(x, y) dt. Using inequality (I.0.10)
of [7], it is straightforward to show that gα (x, y) is a continuous α-kernel, as
defined above, and furthermore that there exist positive constants c′, c′′ such
that for |x− w| ≤ 1/2, c′℘d (x,w) ≤ gα (x,w) ≤ c′′℘d (x,w), where ℘d (x,w)
is the classical potential kernel defined earlier. It follows from equation (2.11)
that there is some constant Υ such that for large n, κn ≤ Υgα (x,w) for all
x ∈ B̺n(w). By the domination principle (Lemma 1.7) with v(x) = Υgα (x,w)),
κnGα ψ¯
w
n,α(x) ≤ Υgα (x,w) holds for q.e. x.
Since ̺n → 0, it is easy to show that for any bounded continuous function f ,∣∣∣∫ f dψ¯x,b,1,Rdn,α − ∥∥∥ψ¯x,b,1,Rdn,α ∥∥∥
tv
f(x)
∣∣∣ → 0. It follows that γ¯n → η weakly as a
sequence of measures.
Lemma 2.5 then gives convergence. 
12
2.5 Convergence in the Riemannian manifold setting
To illustrate Lemma 1.5, following [2] one might consider a d-dimensional Rie-
mannian manifold E, d ≥ 2, whose topology has a countable base. Let a be the
metric tensor for E. Let σ, ρ be positive measurable functions on E which are
bounded and bounded away from zero on every compact subset of E. Let m be
the measure on E which has a density σ with respect to volume measure on E.
Let a be the inverse of a, and let E be a regular Dirichlet form on L2 (m) such
that for smooth f, g on E with compact support, E (f, g) = ∫
E
a(df, dg) ρdvol,
where vol denotes volume measure on E. Such a Dirichlet form exists by II.2.3
in [6]. Let X be the Markov process properly associated with E .
For any open subset H of E, let EH be the restriction of E to U .
If (V, ϕ) is any chart for the manifold, and H is an open subset of V , then(
H,ϕ
∣∣
H
)
is also a chart, where ϕ
∣∣
H denotes the restriction of ϕ to H . To avoid
clutter we will write
(
H,ϕ
∣∣
H
)
as (H,ϕ). If H has compact closure contained
in V we will say that (H,ϕ) is a good chart, and say that the set H is a good
set.
Suppose that a compact Γxn is given for each x ∈ E and n = 1, 2, . . ., such
that x 7→ Γxn is measurable into the space of compact sets with Hausdorff metric.
Let µ be a smooth probability measure on E, and let Λj (n), j = 1, . . . , κn be
the random center model associated with (Γxn) , µ. For any B ∈ B, let µB be
the restriction of µ to measurable subsets of B. Let H be an open subset of E
and α ∈ [0,∞). For each x ∈ H , let ψx,Hn,α be the α-equilibrium measure of the
random set Γxn with respect to EH . Let ψ¯x,Hn,α be the average of the measures
ψx,Hn,α at x. Let q
H
n (x) = κn
∥∥ψ¯x,Hn,α ∥∥tv for x ∈ H . If qHn µH converges weakly
as a sequence of measures to a measure νH , we will say that the model has
convergent average capacities on H , with limit νH .
Lemma 2.6 For any r > 0, let Br(x) denote the metric ball in E with center x,
using any chosen metric for the topology on E. For any compact subset K of E,
assume that there exists ̺n ∈ [0,∞) with ̺n ց 0, such that P˜1 (Γxn ⊂ B̺n(x)) =
1 for µ-a.e. x ∈ K, and (2.11) holds.
Assume that there exists a locally finite covering of E by good charts (Hℓ, ϕℓ),
ℓ = 1, 2, . . ., such that for each ℓ, the model has convergent average capacities on
Hℓ with limit νℓ. Then for any open subset B of Hℓ, the model has convergent
average capacities on B with limit νBℓ , and there exists a smooth measure η on
E such that ηHℓ = νℓ for each ℓ.
Let τn = DΛ(n) or τn = TΛ(n), using the process X. Then for any smooth
probability measure π on U , τn ∧ ζ → τ ∧ ζ, Pπ-stably in P˜-probability, where τ
is the randomized stopping time with rate measure η.
Proof
Let (H,ϕ) be a good chart. Let a
(H,ϕ)
ij and a
ij
(H,ϕ) be the components of a,
a in this chart. Let J (H,ϕ) be the determinant of the matrix
(
a
(H,ϕ)
ij
)
. For any
z ∈ ϕ (H), let bij(H,ϕ)(z) = aij(H,ϕ)(z)ρ ◦ ϕ−1(z)
√∣∣J (H,ϕ)(z)∣∣.
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Let λd be Lebesgue measure on R
d. Let K(H,ϕ) be the regular Dirichlet form
on L2
(
ϕℓ (H) , σ ◦ ϕ−1
√∣∣J (H,ϕ)∣∣λd) such that for smooth u, v with compact
support in ϕ (H),
K(H,ϕ) (u, v) =
∫
ϕ(H)
d∑
i,j=1
bij(H,ϕ) (∂iu) (∂jv) dλd. (2.14)
For smooth f, g onE with compact support contained inH , E (f, g) = K(H,ϕ)f ◦ ϕ−1g ◦ ϕ−1.
Let Y
(H,ϕ)
t = ϕ
(
XHt
)
when t is less than the exit time of H , Y
(H,ϕ)
t = ∆
otherwise. It is easy to check that Y (H,ϕ) is properly associated with K(H,ϕ).
Let x ∈ H . We can choose the coordinate map ϕ so that bij(H,ϕ) (ϕ(x)) is the
identity matrix, and in this case we will say that the chart is normalized at x.
Since EH is isomorphic to K(H,ϕ), it follows using (2.10) that when the chart is
normalized at x and ρ is continuous we have
κn
∥∥ψx,Hn,α ∥∥tv ∼ κnρ(x)Qcld (ϕ (Γxn)) , (2.15)
which could be used to estimate
∥∥ψx,Hn,α ∥∥tv in some cases. In all cases, using (2.7)
it is straightforward to verify that for any open subset B of Hℓ, the model has
convergent average capacities on B with limit νBℓ . It follows that ν
B
ℓ = ν
B
j on
measurable subsets of Hℓ ∩ Hj . Hence there exists a single smooth measure η
on E such that ηHℓ = νℓ for each ℓ.
Since E is locally compact we can choose an open cover Uℓ for E such that
Uℓ is a compact subset of Hℓ.
For each ℓ, let Γxn (ℓ) = Γ
x
n if Γ
x
n ⊂ Hℓ, Γxn (ℓ) = ∅ otherwise. Let Λj (n)ℓ =
Γ
ξj(n)
n (ℓ), let Λ (n)
ℓ
be the union of the Λj (n)
ℓ
. Let ζUℓ be the exit time of Uℓ,
ζHℓ the exit time of Hℓ. Let τ
ℓ
n = DΛ(n)ℓ if τn = DΛ(n) and let τ
ℓ
n = TΛ(n)ℓ if
τn = TΛ(n). For large n, Γ
x
n (ℓ) ∩ Uℓ = Γxn ∩ Uℓ, and hence τ ℓn ∧ ζUℓ = τn ∧ ζUℓ
It is not hard to show that the model for (Γxn (ℓ)) , µ has convergent average
capacities on Hℓ with limit η
Hℓ . Since EHℓ is isomorphic to K(Hℓ,ϕ), Lemma 2.3
is applicable, and shows that τ ℓn ∧ ζHℓ converges Pπ-stably to τ ℓ ∧ ζHℓ , where
τ ℓ has rate measure equal to ηHℓ . Hence τ ∧ζUℓ = τ ℓn∧ζUℓ converges Pπ-stably
to τ ℓ ∧ ζUℓ , where τ ℓ has rate measure equal to ηUℓ , by Lemma 3.2 [3] and
Lemma 1.4. Convergence then follows from Lemma 1.5. 
In the random center model considered in Theorem 4.2 of [2], ρ = 1 = σ
and there is a sequence of numbers rn ∈ [0,∞) such that Γxn = Brn(x) for all
x, where the metric of geodesic distance is used in defining the ball Brn(x). In
this case the measure η in Lemma 2.6 is given by η = cµ. The constant c can
be evaluated using (2.15), since for a chart (H,ϕ) which is normalized at x the
set ϕ (Γxn) is closely approximated from above and below by Euclidean balls as
n→∞.
2.6 Schro¨dinger equations with random potentials
A slightly different example of stopping time methods can be given in connection
with Theorem 5.2 of [1]. Let U be an open subset of Rd, d ≥ 2. Let α ∈ [0,∞)
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and cn ∈ (0,∞) for each n = 1, 2 . . .. Theorem 5.2 of [1] proves convergence for
solutions un of the equation −∆un + qnun + αun = f on U for α ≥ 0, where
qn = cn1Λ(n), Λ (n) =
⋃
i Λi (n) and Λi (n) is a random center model. The sets
Λi (n) are iid balls of fixed radius rn, and it is assumed that the hypotheses of
Lemma 2.2 are satisfied, and that limn→∞ cnr
2
n =∞.
One can understand the convergence of these solutions un probabilistically,
using the Brownian motion X with generator ∆. We will only consider the case
α > 0 here, using Lemma 6.2 of [3]. A slightly modified version of that lemma
can be used to deal with the case α = 0 on a bounded open set U , in the same
way. Let σ be the exit time of U and let ϕn be the randomized stopping time
with Sϕnt = e
−Ant , where Ant =
∫ t
0
qn (Xs) ds. By Lemma 6.2 of [3], with u in
that lemma equal to the present un, un(x) = Ex
[∫ ϕn∧σ
0 e
−αtf (Xt) dt
]
, and
Lemma 2.2 shows that the convergence given by Theorem 5.2 of [1] will follow
if one can prove the next lemma.
Lemma 2.7 For π << λd, ϕn converges Pπ-stably in probability to the ran-
domized stopping time τ with rate measure cµ, where µ is the distribution of
centers of the balls Λi (n), and c is defined as in Lemma 2.2, so that, for exam-
ple, c = limn→∞ κnQ
cl
d (Brn(x)).
Proof Let τn be the entrance time of Λ (n). We already know by Lemma 2.2
that τn → τ , Pπ-stably in P˜-probability. Thus instead of carrying out a separate
proof of convergence in the Schro¨dinger equation case, it is sufficient to show
that ϕn is close to τn in the limit.
From the definitions ϕn ≥ τn, and we will obtain an inequality in the other
direction. For κ ∈ (0, 1), let Λκi (n) be the ball with the same center as Λi (n)
and radius equal to κrn. Let τ
κ
n be the entrance time for Λ
κ (n) =
⋃
i Λ
κ
i (n).
Applying Lemma 2.2, one finds that τκn converges stably to the randomized
stopping time τκ with rate measure κd−2cµ. This convergence property for τκ
gives what is needed, since we will show that asymptotically ϕn ≤ τκn holds.
Thus asymptotically ϕn is trapped between τn and τ
κ
n , and κ can be chosen
arbitrarily close to 1.
To show that asymptotically ϕn ≤ τκn , we will estimate the time for X to
leave Λi (n). For large n, it turns out that ϕn is likely to occur during this short
time period, since it is assumed that limn→∞ cnr
2
n = ∞. An estimate for the
time can be obtained from the fact that X2t − 2t is a martingale, without other
analysis. We omit the details.
The same argument works if instead of balls one takes the sets Γxn to be
scaled translates of a fixed set K, where K is such that the capacity of K is
equal to the supremum of capacities of compact subsets of the interior of K.
3 Continuity of martingales
For any probability measure µ on E and Y ∈ L1 (Pµ), let us say that Y is µ-good
if there exists a right continuous (Ft)-martingale NYt with NYt = Eµ [Y | Ft],
15
Pµ-a.e., for each t ∈ [0,∞), such that with Pµ-probability one, t 7→ NYt is
continuous on [0, ζ). If every function Y ∈ L1 (Pµ) is µ-good, we will say that
the measure µ is good.
Let M = (Mt)t∈[0,∞) be a right continuous (Gt)-martingale with respect to
Pµ. If µ is good then taking Y =Mu shows thatPµ (t 7→Mt is continuous on [0, u] ∩ [0, ζ)) =
1, for each u. Thus Proposition 4.1 of [3] follows from the next lemma.
Lemma 3.1 There exists B ∈ B such that Bc is E-exceptional, and such that
if µ is a probability measure on E with µ (Bc) = 0 then µ is good.
Proof We will follow the pattern of the proof of 2.VII.4 in [5].
It follows easily from the submartingale maximal inequality that the set of
µ-good random variables is closed with respect to L1 (Pµ)-norm. Hence to prove
that a probability measure µ is good it is sufficient to prove that µ-good random
variables are dense in L1 (Pµ).
Let B0 ∈ B be such that for all x ∈ E, Px (t 7→ Xt is continuous on [0, ζ)) =
1, and Bc0 is exceptional. Assume from now on that µ (B
c
0) = 0.
Let h ∈ bB and let α, u ∈ R with α > 0, u ≥ 0. Let Y = Rα h (Xu), where
Rα is the resolvent associated with X . We claim that Y is µ-good.
Let Nt = Rα pu−t h (Xt) for t ∈ [0, u], Nt = Nu for t > u. In particular
Nu = Y .
For t ∈ [0, u], Rα pu−t h = pu−tRα h, so Nt = EXt [Rα h (Xu−t)]. Hence
Nt = Eµ [Y | Ft]. Y is Fu-measurable and Nt = Nu = Y for t > u, , so we have
shown that Nt = Eµ [Y | Ft] for all t. To prove that Y is µ-good, as claimed, it
remains to show that with Pµ-probability one, t 7→ Nt is continuous on [0, ζ).
Let S be a countable dense subset of [0, u]. By IV.2.9 and IV.5.30 of [6],
there is a measurable subset A of the sample space such that Pµ (A) = 1 and
such that for every ω ∈ A and each s ∈ S, the map v 7→ Rα pu−sh (Xv(ω)) is
continuous on [0, ζ (ω)).
We claim that for every ω ∈ A, t 7→ Nt (ω) is continuous on [0, u]∩ [0, ζ (ω)).
If u ∧ ζ(ω) = 0 this is obvious, so assume u ∧ ζ(ω) > 0.
Fix ω ∈ A. If u < ζ(ω), let r = u. If u ≥ ζ(ω), choose any r ∈ [0, ζ(ω)).
Define f : [0, r] × [0, r] → R by f(s, v) = e−α(u−s)Rα pu−s h (Xv (ω)). By the
definition of A the map v 7→ f(s, v) is continuous for each s ∈ S ∩ [0, r]. On the
other hand,
f(s, v) =
∫ ∞
u−s
e−αypy h (Xv(ω)) dy.
Thus for s1, s2 ∈ [0, r] with s1 ≤ s2 we have
|f(s1, v)− f(s2, v)| =
∣∣∣∣∫ u−s1
u−s2
e−αypy h (Xv(ω)) dy
∣∣∣∣ ≤ |s1 − s2| ‖h‖sup ,
so s 7→ f(s, ·) is continuous from [0, r] to C ([0, r]), using the sup-norm metric on
C ([0, r]). Since S is dense in [0, r], uniform convergence shows that v 7→ f(s, v)
is continuous on [0, r] for each s ∈ [0, r]. A simple argument then shows that f
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is jointly continuous on [0, r]× [0, r]. Hence (s, v) 7→ Rα pu−s h (Xv (ω)) is also
jointly continuous. Composing this map with the map t 7→ (t, t) shows that
t 7→ Nt(ω) is continuous on [0, r].
If u < ζ(ω), we have shown that t 7→ Nt(ω) is continuous on [0, u], and
so, since t 7→ Nt(ω) is constant on [u,∞), t 7→ Nt(ω) is continuous on [0,∞).
If u ≥ ζ(ω), we have shown that t 7→ Nt(ω) is continuous on [0, r] for any
r ∈ [0, ζ(ω)), and so t 7→ Nt(ω) is continuous on [0, ζ(ω)). It follows that Y is
µ-good, as claimed.
Let h ∈ bB, such that h is E-quasi-continuous. Then limℓ→∞ ℓRℓ h(x) = h(x)
for E-q.e. x. Let A = {x : limℓ→∞ ℓRα h(x) = h(x)}. By IV.6.5 in [6], there
exists B1 ∈ B such that Bc1 is E-exceptional and for any x ∈ B1, Px (Xu ∈ A) =
1 for all u. Assume from now on that µ ((B0 ∩B1)c) = 0. Since the set of
µ-good random variables is closed in L1 (Pµ), h (Xu) is µ-good.
By IV.3.2 (iv) of [6], there is a E-exceptional set K such that bounded E-
quasi-continuous functions h ∈ D (E), together with 1K , generate all functions
in bB which vanish on K. By IV.6.5 in [6], there exists B2 ∈ B such that Bc2 is
E-exceptional and for any x ∈ B2, Px (Xu ∈ K) = 0 for all u. Assume from now
on that µ ((B0 ∩B1 ∩B2)c) = 0. Given h ∈ bB, let g = h1Kc . Let u ∈ [0,∞).
By the Functional Monotone Class Theorem, there exists E-quasi-continuous
functions hn ∈ D (E) such that hn → g, µ pu-a.e. Hence for any function h ∈ bB
and any u ∈ [0,∞), h can be approximated in L1 (µ pu) by bounded E-quasi-
continuous functions hn. Hence for any h ∈ bB and any u ∈ [0,∞), h (Xu) is
µ-good.
Let h1, . . . , hk ∈ bB, and let u1, . . . , uk ∈ R with 0 ≤ u1 < . . . < uk.
Let Y j = hj
(
Xuj
)
. By what has been shown already, each Y j is µ-good.
We claim that for each j = 1, . . . , k, the product Y1 · · ·Yj is µ-good. The
statement is clearly true for j = 1. Suppose that it holds for some j < k. Let
Y˜j = puj+1−uj hj+1
(
Xuj
)
. Since hjpuj+1−uj hj+1 ∈ bB, Y j Y˜ j is µ-good. By the
inductive assumption on j, Y 1 · · ·Y j Y˜ j is µ-good.
Let Z be the product Y 1 · · ·Y j Y˜ j and let M be a right continuous (Ft)-
martingale associated with Z, so that Mt = Eµ [Z | Ft], Pµ-a.e., for each t ∈
[0,∞), and such that with Pµ-probability one, t 7→Mt is continuous on [0, ζ).
Let N j+1 be a right continuous (Ft)-martingale associated with Y j+1, so
that N j+1t = Eµ
[
Y j+1
∣∣Ft], Pµ-a.e., for each t, and such that with Pµ-
probability one, t 7→ N j+1t is continuous on [0, ζ). Also, N j+1uj = Eµ
[
Y j+1
∣∣Fuj ] =
puj+1−uj hj+1
(
Xuj
)
= Y˜ j with Pµ-probability one.
Define Wt = Mt for t ≤ uj , Wt = Y 1 · · ·Y jN j+1t for t > uj. By def-
inition t 7→ Mt is continuous on [0, uj] ∩ [0, ζ). Also Muj = Eµ [Z | Ft] =
Z = Y 1 · · ·Y j Y˜ j = Y 1 · · ·Y jN j+1uj , with Pµ-probability one. Thus Wt =
Y 1 · · ·Y jN j+1t on [uj,∞), and so t 7→Wt is continuous on [uj,∞) ∩ [0, ζ) with
Pµ-probability one. Hence t 7→ Wt is continuous on [0, ζ) with Pµ-probability
one. Also, by considering the cases t ≤ uj and t > uj , it is easy to check that
Wt = Eµ
[
Y 1 · · ·Y j+1 ∣∣Ft], Pµ-a.e., for each t. Thus Y 1 · · ·Y j+1 is µ-good. It
follows by induction that Y 1 · · ·Y k is µ-good.
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Applying the Functional Monotone Class Theorem, random variables that
are µ-good are L1 (Pµ)-dense.

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