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One of the crucial steps in building a scalable quantum computer is to identify the noise sources
which lead to errors in the process of quantum evolution. Different implementations come with
multiple hardware-dependent sources of noise and decoherence making the problem of their de-
tection manyfoldly more complex. We develop a randomized benchmarking algorithm which uses
Weyl unitaries to efficiently identify and learn a mixture of error models which occur during the
computation. We provide an efficiently computable estimate of the overhead required to compute
expectation values on outputs of the noisy circuit. The overhead decreases with the noise rate and
this enables us to compute analytic noise thresholds that imply efficient classical simulability. We
apply our methods to ansatz circuits that appear in the Variational Quantum Eigensolver and es-
tablish an upper bound on classical simulation complexity as a function of noise, identifying regimes
when they become classically efficiently simulatable.
Any device designed to take advantage of quantum-
mechanical features is susceptible to noise which accom-
panies the underlying physical realization. Reliable er-
ror correction is one of the major challenges which pre-
vents us from building scalable hardware. The resource
overhead to implement even the simplest error-correcting
schemes that underpin fault-tolerant computation are
currently prohibitively costly. This motivated a flurry
of research into quantum algorithms [1] that work on
quantum computers with small, but non-negligible, er-
ror rates and take advantage of quantum information
processing protocols before the era of universal, error-
corrected quantum computers. One of the key challenges
is to precisely understand and characterize the noise and
decoherence effects affecting these devices and to investi-
gate how the noise affects the complexity of their classical
simulation.
Successful error mitigation relies on correctly iden-
tifying the parameters of the underlying error models.
The latter are constructed by employing gate-dependent
benchmarking suites [2–4] which aim to characterise the
singular sources of noise. One way to use the acquired
knowledge about the noise in quantum computing scenar-
ios is to introduce a quantitative measure such as quan-
tum volume [5, 6]. The latter requires to compute the
largest achievable depth of a model (random) quantum
circuit that can be executed on quantum hardware by
estimating the number of ‘heavy’ output strings it gener-
ates. While this may give some insight into the reliability
of quantum computer, it has several apparent limitations.
First, it utilizes Haar-random circuits and thus does
not provide means to understand hardware performance
when implementing a given quantum circuit. For exam-
ple, VQE with ansatz states made up of random unitary
gates are highly likely to get stuck in ‘barren plateau’,
leading to exponential convergence times of the algo-
rithm [7], whereas for a large number of problems, VQE
with an ansatz circuit which adequately encodes system
connectivity and symmetries of the problem convergences
quickly [8]. Second, estimating quantum volume has an
unfavourable scaling with a system size because the un-
derlying heavy output generation problem scales expo-
nentially with a number of qubits [9].
In our work, we introduce an approach to random-
ized benchmarking and classical simulation of quantum
circuits that relies on Weyl unitaries. It enables us
to identify a number of error models and demonstrates
favourable scaling with the system size which works both
for qubit and higher dimensional systems. In particular,
we can identify and detect mixtures of channels such as
depolarizing and dephasing channels affecting the imple-
mentation of a given gate. Having access to noiseless
Clifford gates, we can also identify the parameters of
other noise models including over-rotations. Moreover,
our protocol is robust to the so-called state preparation
and measurement (SPAM) errors and scalable under a
natural assumption that the noise is local.
Second, we find a surprising connection between bench-
marking protocols in the Weyl basis and the ability to
simulate outputs of quantum circuits on a classical com-
puter. For a given quantum circuit with the established
noise profile, we provide an analytic bound on the suffi-
cient number of samples required to classically estimate
the circuit output up to a given precision using a Feyn-
man path-like algorithm. Thus, our methods can be used
to give an upper bound on the computational power of
the noisy quantum device with a clear operational in-
terpretation: we can establish a non-trivial computable
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2bound on the gate noise that needs to be added to each
gate in the circuit in order to render it classically effi-
ciently simulatable. Our tools do not depend on the ge-
ometry of the circuit, which provides an advantage over
the state of the art tensor network methods which clas-
sically simulate quantum circuits by contracting a tensor
network with cost exponential in the treewidth of the
graph induced by the circuit [10].
The algorithm scales particularly well for estimating
the expectation value of Pauli observables on the output
of local, low-depth circuits. As this is the main subrou-
tine in quantum algorithms for near-term devices [11–13],
our tools can be readily used to bound the classical sim-
ulation complexity of a wide range of quantum devices
used for example in the VQE regime.
Weyl randomized benchmarking (WRB). Our protocol
makes use of Weyl-Heisenberg unitaries {W(a,b)}d−1a,b=0,
which present the generalization of the Pauli matrices
higher dimensions. They are defined as W(a,b) = ZaXb,
where X is the shift unitary X ∈ U(d), which acts on the
computational basis mapping |j〉 7→ |j + 1 mod d〉, and
Z ∈ U(d) is the phase unitary mapping |j〉 7→ ei 2jpid |j〉,
j = 0, . . . , d − 1. These unitaries have a number of use-
ful properties: they are orthogonal with respect to the
Hilbert-Schmidt scalar product, they form an orthogonal
basis forMd(C) and they are a (projective) representa-
tion of Zd × Zd. Therefore, any quantum channel Φ :
Md →Md can be expressed as a d2×d2 matrix with en-
tries Φ((a1, b1), (a2, b2)) = d−1 tr
(
W †(a1,b1)T (W(a2,b2))
)
.
When describing a system consisting of n qudits, then
W(a1,b1)⊗W(a2,b2)⊗ · · ·⊗W(an,bn) is a basis of the space
Mdn . We will usually denote these matrices by W(a,b),
where (a,b) ∈ (Zd)2n. Further properties of this basis
are given in Sec. B of the Supplemental Material. An
important feature of the Weyl operators is that many
practically relevant noise models, such as (local) dephas-
ing or (local) depolarizing channels, are diagonal in the
Weyl operator basis. We will refer to such channels as
Weyl diagonal channels. It turns out that for d = 2 they
coincide with mixed Pauli channels and for d > 2 corre-
spond to convex combinations of conjugations with the
Weyl operators [14, Chapter 4].
Thus, given their ubiquity and the fact that random-
ized compiling protocols can even bring arbitrary noise
to this form [15], the goal of our protocol will be to learn
the parameters of a Weyl-diagonal channel that models
the noise affecting a unitary through randomized bench-
marking protocols [16–18].
When implementing a known unitary U acting on n
qudits, the resulting transformation, due to noise effects,
is described by the quantum channel T ◦ U , where U is
the channel which corresponds to conjugation with U and
T is a Weyl diagonal channel. Our goal is to learn the
parameters of T , i.e. its diagonal elements in the Weyl
basis.
To implement the protocol we make the following as-
sumptions about the noise: a) one can implement Weyl
unitaries with negligible error, and b) successive imple-
mentations of U are followed by the same error channel
T . We discuss how to relax the first assumption in Sec. B
of the Supplemental Material. The protocol consists of
the following steps:
Weyl randomized benchmarking (WRB) protocol
1. Fix (a,b) ∈ (Zd)2n corresponding to the di-
agonal element we wish to learn and a se-
quence length m.
2. Fix an initial state ρ on n qudits.
3. Draw a random (a0,b0) ∈ (Zd)2n, apply
W(a0,b0) followed by
a sequence W¯ = (W(a1,b1), . . . ,W(am,bm)) of
uniformly random local Weyl unitaries on
the n qudits interspersed with the (noisy)
unitary U .
4. Apply W¯ †.
5. Measure the state with a POVM {E,1−E}.
6. When E is measured, output
χ(a,b)(a0,b0) = exp(i 2pid 〈(b,−a), (a0,b0)〉)
Else, output 0.
The function χ(a,b) is the character of a representation
of the group (Zd)2n and it ensures that we project the
initial state to W(a,b). More precisely, it follows from
standard representation theory that for any operator Y ∈
Mdn :
d−2n
∑
(a0,b0)∈(Z)2n
χ(a,b)(a0,b0)W(a0,b0)YW
†
(a0,b0) =
1
dn
tr
(
W †a,bY
)
W(a,b).
This forces the expectation value for a fixed sequence
length m to be given by
d−2n tr
(
W †(a,b)T ◦ U
(
W(a,b)
))m
tr
(
W †(a,b)ρ
)
tr
(
EW(a,b)
)
.
(See Section A for an introduction of core ideas behind
of character randomized benchmarking and Section B of
Supplemental Material for the justification of the above).
Our protocol is related to character randomized bench-
marking of [3], with the distinction that we wish to deter-
mine the noise affecting a specific unitary assuming that
the noise affecting Weyl operators is negligible.
By selecting different sequence lengths and performing
an exponential fitting one gets an estimate of the diag-
onal in the Weyl basis of T ◦ U . The maximal sequence
length is determined by the spectral gap λ of the quantum
channel T . For symmetric (i.e. T = T ∗) Weyl-diagonal
channels, this reduces to 1−λ2, where λ2 is second largest
eigenvalue, and is a natural measure of the noisiness of
the channel.
3Theorem 1. Let T :Mdn →Mdn be a symmetric (i.e.
T = T ∗) Weyl-diagonal channel, U : Mdn → Mdn a
unitary channel, , δ > 0 be given error parameters, and
let λ be the spectral gap of T ◦ U . Then we can find an
estimate µˆ((a, b)) of
µ(a, b) = d−n tr
(
W †(a,b) (T ◦ U)W(a,b)
)
satisfying
|µ(a, b)− µˆ(a, b)| ≤ O (|1− |µ(a, b)|2|)
with probability at least δ by performing
N = O(−2 log(1− λ)−1 log(δ−1 log(1− λ)−1))
randomized benchmarking experiments each containing at
most mmax = O
(
log((1− λ)−1)) gates in the sequence.
Proof of the Theorem is located in Section D of the
Supplemental Material and is based on extending the re-
sults of [19] to our setting. We note that in the case of
qubits the underlying channels are always symmetric and
many other relevant examples such as dephasing or depo-
larizing channel belong to this class. Knowledge about
µ(a,b) and the fact that T is Weyl diagonal makes it
sufficient to estimate µ(a,b) to estimate the noise pa-
rameters because in this case:
µ(a,b) =
1
d2n
tr
(
W †(a,b)U(W(a,b))
)
tr
(
W †(a,b)T (W(a,b))
)
.
We thus completely characterize T as long as the di-
agonal of the unitary is nonzero. It turns out that a sim-
ple enhancement of the above protocol with a suitable
noiseless Clifford gate allows one to analyze noise models
with any off-diagonal contributions. Consider an element
T ((a1,b1), (a2,b2)) of T in the Weyl basis which we want
to estimate and assume we can implement a noiseless
Clifford that acts as CW(a1,b1)C
† = eiφW(a2,b2). Such
unitary always exists and can be easily identified (as long
as none of the Weyl operators involved are the identity, as
explained in Section B 3 of the Supplemental Material).
Applying C after the target unitary gate in the random-
ized benchmarking experiment gives access to the desired
off-diagonal entry:
µ(a1,b1) = tr
(
W †(a1,b1) (C ◦ T ◦ U)W(a1,b1)
)
=
e−iφ tr
(
W †(a2,b2) (T ◦ U)W(a1,b1)
)
.
The output of the algorithm is an estimate of
T ((a1,b1), (a2,b2)) as per Theorem 1. We detail the
analysis of this case in Section B of the Supplemental
Material. This method can also be used to learn any
number of matrix elements of T ◦U by conjugating it with
Pauli matrices, interpolating between a constant number
of learnable noise parameters analysed in [20] and full
process tomography [21, 22].
To estimate Weyl-diagonal channels one requires
O(d2n) parameters, which remains practical only for
small systems. However, assuming locality of the noise
it is possible to learn it efficiently. For example, suppose
that that the unitary U is the product of 2-qudit gates
followed by Weyl-diagonal noise acting on the same qu-
dits. Let the noise on the first qudit be completely char-
acterized by the diagonals w.r.t. Weyl operators with
(a,b) = (a1, a2, 0, . . . , 0, b1, b2, 0, . . . , 0). This gives a to-
tal of O(nd4) parameters to learn, rendering the protocol
efficient. We discuss the extension to more complex local
noise models in Sections B and C of the Supplemental
Material.
Theorem 1 extends the results of [23, 24] in two dis-
tinct ways. First, our techniques are not qubit-specific
and work for systems of arbitrary dimension. Secondly,
we are able to naturally incorporate gate-dependent noise
(as long as we as make assumptions about how it af-
fects the Weyl operators). Thus, we relax the assump-
tion whereby the Weyl operators all being affected by the
same, known Weyl diagonal (noise) channel.
Classical simulation of noisy quantum circuits. Work-
ing with Weyl unitaries brings forth the importance of
using compact yet rich representation space for study-
ing quantum processes. In this setting we go beyond
standard benchmarking and make use of the information
about noise in the circuit to bound its classical simulation
complexity.
As mentioned before, normalized Weyl operators form
an orthonormal basis. Thus, any state ρ can be repre-
sented as a vector w.r.t. this basis by setting ρ(a,b) =
d−n/2 tr
(
W †(a,b)ρ
)
. The same holds for observables, and
quantum channels. Consider a (noisy) circuit CB =
ΦN . . .Φ1, where the Φ : Mdn → Mdn are quantum
channels, acting on a product input ρ = ρ1 ⊗ . . . ⊗ ρn.
For a given observable E, we can classically simulate CB
if we can estimate tr (σE) classically up to an additive
error  > 0, where σ = CB(ρ) (This is also known as the
weak simulation).
We will make use of the `p-norms of matrices w.r.t. to
this basis, denoted by ‖ · ‖`p(which is just the `p norm of
ρ when regarded as a vector). This is not to be confused
with the usual Schatten norms.
Let Φ(a,b) be the (a,b)-th column of the channel. Then
‖Φ(a,b)‖`1 =
∑
(a,b)∈Z2nd
|Φ((a′,b′), (a,b))|, and ‖Φ‖`1→`1
is the maximum over all (a,b). Our algorithm is based on
`1 sampling of matrices and vectors. We will assume that
given quantum channels Φk in our (noisy) circuit, one can
get the sample corresponding to its action on an input
basis element (a,b). That is, we assume we can sample
from pk(a′,b′|a,b) = |Φk((a,b), (a′,b′))|/‖Φk(a,b)‖`1 and
from p0(a,b) = |ρ(a,b)|/‖ρ‖`1 . As highlighted in [25]
(and discussed in detail in the Section E of the Supple-
mental Material), it is sometimes convenient to work in
the Heisenberg picture, which requires replacing ρ with
4E in the equation above. For simplicity, we present the
algorithm in the Schrödinger picture.
Circuit sampling algorithm
1. Sample (a0,b0) from the distribution p0.
2. For k = 1, . . . , N : Sample (ak,bk) from
pk(ak+1,bk+1|ak,bk)
3. Output x given by
x = sign(ρ(a0,b0))‖ρ‖`1E((an,bn)×
n∏
k=1
‖Φ(ak,bk)‖`1 sign(Φk((ak,bk), (ak+1,bk+1))))
Where sign() function denotes the phase pre-factor.
Variations of this algorithm have recently and indepen-
dently been discussed in other contexts [25, 26]. The fol-
lowing theorem proves the correctness of the algorithm
by showing that it samples from the true distribution:
Theorem 2. The output of the circuit sampling algo-
rithm satisfies E(x) = tr (σE). Taking 12NB log
(
1
δ
)
many samples, where
NB =
(
‖ρ‖`1‖E‖`∞
N∏
i=1
‖Φk‖`1→`1
)2
(1)
suffices to guarantee that with probability at least 1 − δ
an empirical average x¯ of the samples satisfies |x¯ −
tr (σE) | ≤ .
Proof. The probability of a fixed sequence (i0, . . . , in) is
given by:
|ρˆ((a0,b0))|
‖ρˆ‖`1
n∏
k=1
|Φk((ak,bk), (ak+1,bk+1))|
‖Φk(ak,bk)‖`1
. (2)
Forming a product of the probability for a given sequence
in (2) and the corresponding output of the algorithm we
get its expectation value:
tr (σE) =∑
(ak,bk)
E(aN ,bN )Φ
N ((aN ,bN ), (aN−1,bN−1)) . . . (3)
ΦN ((a0,b0), (a1,b1))ρ(a0,b0).
The bound on the necessary number of samples fol-
lows from Hoeffding’s inequality [27] after observing that
the absolute of the output in the algorithm is at most
‖ρˆ‖`1‖Eˆ‖∞
n∏
k=1
‖Φk‖`1→`1 .
Note that the proof only relies on the linearity of the
evolution and not any property of the basis or under-
lying maps and vectors. Therefore, it can be easily re-
expressed in the Heisenberg picture, i.e. by replacing
sampling from ρ with sampling from E and (Φk)∗ in re-
verse order. This becomes useful in the case when ‖E‖`1
is smaller than ‖ρ‖`1 or when we estimate averages of
strings of Pauli operators. This sampling routine is re-
markably versatile: we extend our sampling algorithm to
the case of quantum circuits that made up of quantum
channels of the form etL, where L is a Lindbladian in
Section G of the Supplemental Material. In addition, it
also applies to unitary evolutions defined by Hamiltonian
dynamics.
Our circuit sampling algorithm extends that of [28] in
several ways. Firstly, we show that one can use the results
of the randomized benchmarking experiments to bound
the complexity of a given noisy device in the Weyl basis.
Second, it works for noisy quantum circuits in continu-
ous and discrete time and evolutions in the Heisenberg
picture. We present a range of different bases for these
in Section F of the Supplemental Material.
Applications. Local quantum circuits. When the
quantum noise channels in the circuit are local and the
initial state and observable are product, then the com-
plexity of our sampling algorithm scales polynomially. To
achieve this one requires efficient estimation of the tran-
sition probabilities and sampling and/or access to entries
of either the state or observable in the basis. We restrict
our discussion to the Weyl basis, but the argument works
for any product basis.
Suppose that each quantum channel acts on at most
m = O(1) qubits. If we have a product basis and Φk is
local, then Φk((a1,b1), (a2,b2)) = 0 if the strings differ
outside of the support of Φk. This is because the action of
Φk does not change that element of the string and, thus,
the output of (a1,b1) remains orthogonal to the other
string. Thus, given some (a1,b1) as input, it suffices
to only compute Φk((a1,b1), (a2,b2)) for (a2,b2) that
coincides with the input on the support of Φk to get the
elements with nonzero probability under pk(·|(a1,b1)).
As there are only d2m = O(1) many of these, computing
the associated quantities such as the normalization and
signs can be done in polynomial time, resulting in the
efficient routine to which produces samples. It remains
to estimate NB to determine a bound on the required
number of samples. Note that
‖Φ1 ⊗ Φ2‖`1→`1 = ‖Φ1‖`1→`1‖Φ2‖`1→`1 (4)
in the case of a product basis. Moreover, the `1 → `1
norm is submultiplicative as a matrix norm induced by
a vector norm, i.e. ‖Φ1Φ2‖`1→`1 ≤ ‖Φ1‖`1→`1‖Φ2‖`1→`1 .
We combine the above properties to produce an esti-
mate of NB as follows. First we make use of the multi-
plicativity of the `1 → `1 norm given by equation (4) for
subsequences of the circuit consisting of quantum chan-
nels that do not overlap. Each individual `1 → `1 norm
can be computed efficiently and the multiplicativity im-
plies that the overall `1 → `1 norm of this sequence of
operations is just the product of each one. Then, when-
ever two quantum channels have a nontrivial overlap,
5we may use the submultiplicativity of the norms and
computing the norm for subsequences consisting of non-
overlapping quantum channels. In short, we see that if
ΦN ◦ ΦN−1 ◦ · · · ◦ Φ1 is a sequence of local, noisy gates
that describe the circuit, then
NB ≤ ‖ρ‖2`1‖E‖2∞
N∏
k=1
‖Φk‖2`1→`1 .
Thus we can sample efficiently in the Weyl basis from
circuits consisting only of local quantum channels. The
only property of the Weyl operators we used is that they
form a basis with tensor product structure and any other
basis with this structure would give rise to efficient sam-
pling. Historically, the phase space basis is the canonical
choice for studying the efficacy of such simulations, but
the Weyl basis has many attractive features to simulate
algorithms on near-term quantum hardware and study-
ing the effects of noise.
First, Clifford gates represented in this basis do not
increase the sample complexity of the algorithm: they
act as signed permutations in the Weyl basis and, thus,
‖C‖`1→`1 = 1 for any Clifford gate C. Secondly, (as de-
tailed in Sec. E fo the Supplemental Material), if the
initial state is product and the target observable is lo-
cal or is a Pauli string, then we can also achieve that
‖E‖`1‖ρ‖`∞ = O(1) by simulating the evolution in the
Heisenberg picture.
Simulating VQE ansatze. The simplicity of represen-
tation of Clifford gates as well as Pauli observables makes
this method suitable for classically simulating quantum
circuits that appear in the VQE algorithm. We ap-
ply out tools to the problem of solving MaxCut on a
graph with n vertices using the VQE algorithm [8]. The
problem is encoded in the ground state of the follow-
ing Hamiltonian H =
∑n
1=i<j wijσ
z
i ⊗ σzj , where wij ∈
R. The ansatz circuit used in this case for the state
preparation has the form |ψ(θ)〉 = [U(θ)Uent]D |ψ(0)〉,
θ = {θi,k}i,k, 1 ≤ i ≤ n, 1 ≤ k ≤ D where the
k-th application of parametrized unitary is given by
U(θ) = ⊗ni=1Y (θi,k), Y (θi,k) = exp (−i θi,k2 σYi ), and
Uent = ⊗n/2−1i=1 CNOT2i,2i+1. The VQE algorithm works
by iteratively preparing states |ψ(θ)〉 which are the ap-
proximations of the ground state of H, where θ in each
iteration are determined by a suitable classical optimiza-
tion algorithm.
Now assume we performed the randomized benchmark-
ing protocol and estimated that each CNOT gate in
the ansatz experiences a two-local depolarizing noise pC
and the single-qubit rotations suffer from one local de-
polarizing noise with rate pY . We assume this rate to
be independent of θ for simplicity. CNOT gate is a
Clifford gate, but the Y (θ) are in general non-Clifford
gates. Taking into account the noise, the process of
state evolution in the Weyl basis can be represented as
ρ(θ)W = Φ
D
ent ◦ ΦNY ◦ · · · ◦ Φ1ent ◦ Φ1Y |ψ(0)W 〉. Note that
both the noise and the gates are unital, i.e. map the
identity to itself. To sample from the circuit we turn
to Theorem 2. As discussed before, the Clifford uni-
taries act as signed permutations and, thus have `1 → `1
norm equal to 1. Thus, we get better bounds if we
also incorporate the noise affecting the Clifford gates
in the rotations: we assume that the CNOTs are noise-
less, while each pair of rotations is preceded by 2-local
depolarizing noise TpC and proceeded by 1-local depo-
larizing noise SpY . After representing this evolution in
the Pauli basis, a simple computation shows that for
TpC ◦ Y (θ)⊗ Y (θ′) ◦ (SpY ⊗ SpY ) we have:
‖TpC ◦ Y (θ)⊗ Y (θ′) ◦ (SpY ⊗ SpY ) ‖`1→`1 =
max{1, p2ypCφ(θ)φ(θ′), pypCφ(θ), pypCφ(θ′)},
where φ(θ) = | cos(θ)|+ | sin(θ)| ≤ √2.
Thus, in order to sample the energy values with re-
spect to H which contains at most n2 two-body Pauli
observables with accuracy  we require at most N =
O(−2n2 (pCp2Y 2)2nD) samples for pY ≥ 2−1/2.
Discussion. It is interesting to investigate the per-
formance of our approach on quantum algorithms that
are realizable for the noisy intermediate-scale quantum
devices, in particular those which could execute other
classes of hybrid quantum optimization algorithms. The
bounds derived in our work rest on the minimal possible
set of assumptions: they do not take into account any
special features of the circuit besides locality. Bounds
for the noise range when classical simulability is possible
can be improved if we incorporate geometric properties
of the above circuits. For instance, one may use past-
causal cone techniques to improve the maximal NB for
local observables [29–31].
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SUPPLEMENTARY INFORMATION
Appendix A: Character randomized benchmarking
Any randomized benchmarking protocol is defined
with respect to a given, discrete collection of gates, called
the gateset G. The procedure relies on randomly sam-
pling a sequence of gates from the set G with the goal of
estimating its average fidelity. The sequence of gates is
applied to an initial state, which is followed by a global in-
version gate. In the ideal situation, when noise is absent,
the system returns to the initial configuration. However,
this is not the case in practice. In this case, we compute
the overlap between the output and the input state by
measuring with two-component POVM {E,1− E}. Re-
peating this for a large number of sequences of different
lengths m gives us a list of so-called survival probabilities
{pm}m. If the gate set consists of the elements from the
Clifford group, and the noise is gate independent, points
{pm}m can be fitted to a single exponential decay curve
of the form
p(m,E, ρ) ≈ A+Bfm. (A1)
Constants A,B depend on the quality of the state ρ
preparation and measurement; and the parameter f in-
forms us how well the gates are implemented.
In the general case, when the gate set is not the multi-
qubit Clifford group the fitting relation (A1) does not
7hold and it must be replaced by a more general form:
p(m,E, ρ) ≈
∑
α
Cαf
m
α . (A2)
Parameters fα depend only on the quality of implemen-
tation of the gates, prefactors Cα depend only on how
well the initial state ρ is prepared and measured.
In particular, when a given gate set forms a group G,
we can isolate numbers fmα given in (A2) using the so-
called character randomized benchmarking protocol in-
troduced in [20]. According to the original notation by
G we denote a unitary gate from the gateset G. By writ-
ing G(ρ) we denote an action GρG†. For a general ran-
domized benchmarking procedure over a given group G
introduced in [17], we can write numbers p(m,E, ρ) as
p(m,E, ρ) = tr
[
E
(
1
|G|
∑
G∈G
G†G˜
)m
(ρ)
]
. (A3)
Here G˜ is a noisy implementation of the action of G(ρ).
Applying Schur’s lemma [32] we simplify above expres-
sion to
p(m,E, ρ) =
∑
α
tr (EPα(ρ)) fmα , (A4)
where Pα is the projector onto representation space of
irreducible component φα. Finally denoting the char-
acter function of the representation φα′ as χα′ , assign-
ing to every element G ∈ G a complex number we can
write down modified randomized benchmarking protocol
(keeping the original sequence):
1. Sample ~G = G1, . . . , Gm uniformly at ran-
dom from G.
2. Sample Gˆ uniformly at random from G.
3. Prepare a quantum state ρ and apply the
gates (G1Gˆ), G2, . . . , Gm.
4. Compute the inverse Ginv = (Gm · · ·G1)†
and apply it.
5. Estimate the weighted survival probability
kαˆ
′
m (~G, Gˆ) = tr(Pαˆ′)χαˆ′(Gˆ)×
× tr
[
QG˜invG˜m · · · (˜G1Gˆ)(ρ)
]
.
(A5)
6. Repeat for many Gˆ ∈ Gˆ and estimate the
average
kαˆ
′
m = EGˆ
(
kαˆ
′
m (~G, Gˆ)
)
. (A6)
7. Repeat for many ~G and estimate the average
km = E~G(k
αˆ′
m (
~G)). (A7)
8. Repeat for many different m.
Using the above and properties of irreducible charac-
ters one can rewrite Eqn. (A2) as
km = tr [EPα′(ρ)] fmα′ , (A8)
so we are able to isolate each parameter. We then have
to choose POVM E and the initial state ρ to maximize
tr [EPα′(ρ)] and repeat the procedure for different choices
of α, α˜′.
Appendix B: Randomized Benchmarking for Weyl
group
We will now specialize statements of the previous sec-
tion to the case where G is the group (Zd × Zd)n with
the (projective) representation given by the Weyl opera-
tors. Here we will discuss basic facts related to the Weyl
matrices, randomized benchmarking in the Weyl basis
and quantum channels that are covariant with respect to
Weyl group that are needed for our protocol.
1. Projections onto Weyl matrices
Let us review basic facts about the Weyl operators on
Md. It is easy to see that they satisfy the relations
W(a1,b1)W(a2,b2) = ν
b1+a2W(a1+a2,b1+b2),
where ν = e
2pi
d is the d-th root of unity. This implies
that they form a projective representation of Zd × Zd
and several other useful relations follow from the formula
above, such as
W(a1,b1)W(a2,b2)W
†
(a1,b1)
= νb1a2−a1b2W(a2,b2). (B1)
It also follows that the conjugate action of the Weyl op-
erators inMd gives a representation of Zd × Zd.
We know from standard representation theory [33] that
we can decomposeMd into irreducible subspaces with re-
spect to this representation of Zd × Zd. Let us now dis-
cuss this decomposition into irreducible representations
and the projections onto them in the case of Weyl op-
erators. A simple consequence of Eq. (B1) that all the
subspaces Wa,b = span{W(a,b)} are invariant under this
representation. Thus, each one of these subspaces is an
irreducible subspace with respect to this representation.
As we have d2 such subspaces and the underlying space
has dimension d2, we conclude these are all irreducible
subspaces.
Let us now discuss in more detail the projections onto
each one ofWa,b, denoted by P(a,b). It is well-known that
the projector onto irreducible subspaces are of the form
P(a,b)(X) = 1
d2
∑
(f,g)∈Zd×Zd
χ(a′,b′)(f, g)W(f,g)XW
†
(f,g),
(B2)
8where χ(a′,b′) corresponds to the character of some ir-
reducible representation of Zd × Zd. In the case of the
group Zd × Zd, it is well-known that all the characters
are of the form
χ(a′,b′)(f, g) = exp
(
2pii
d
(a′f + b′g)
)
. (B3)
We now show how to pick a′, b′ in order to get the projec-
tion ontoW(a,b) with the help of the conjugation formula
in Eq. (B1). For the projection we have:
W(a,b) = P(a,b)(W(a,b)) =
1
d2
∑
(f,g)∈Zd×Zd
χ(a′,b′)(f, g)W(f,g)W(a,b)W
†
(f,g) =
W(a,b)
d2
∑
(f,g)∈Zd×Zd
χ(a′,b′)(f, g)ν
gb−fa.
Thus, the equation is satisfied whenever χ(a′,b′)(f, g) =
νfa−gb. It then easily follows from Eq. (B3) that picking
(a′, b′) = (b,−a) ensures that we get the correct projec-
tion. Moreover, as the set {d− 12W(a,b)} is an orthonormal
basis, we also have that
P(a,b)(X) = d−1 tr
(
W †(a,b)X
)
W(a,b). (B4)
It is easy to see that the same results carry over when
we consider tensor products of Weyl operators as rep-
resentations of (Zd × Zd)n in Mdn and we have for
(a,b) ∈ (Zd × Zd)n
P(a,b)(X) = d−n tr
(
W †(a,b)X
)
W(a,b) =
1
d2n
∑
(f ,g)∈(Zd×Zd)n
χ(b,−a)(f ,g)W(f,g)XW
†
(f ,g),
where
χ(b,−a) =
n∏
i=1
χ(bi,−ai).
In particular, if we pick a uniformly random element of
(f ,g) ∈ (Zd × Zd)n and consider the random linear map
P ′(a,b)(X) = χ(b,−a)(f ,g)W(f ,g)XW †(f ,g),
then
E
[
P ′(a,b)
]
= P(a,b),
which is the crux of character randomized benchmark-
ing [34].
2. Weyl-Covariant channels
We now turn to studying the structure of quantum
channels that are covariant with respect to the Weyl
unitaries in more detail. Recall that a quantum chan-
nel Φ :Md →Md is covariant with respect to a unitary
representation φ of a group G, φ : g 7→ Ug if for all g ∈ G
we have:
Ug ◦ Φ ◦ Ug−1 = Φ.
Recall the characterization of the Weyl-diagonal chan-
nels:
Proposition B.1. Let Φ : Mdn → Mdn be a quantum
channel. Then the following are equivalent:
1. Φ is covariant with respect to the representation of
(Zd × Zd)n given by the Weyl operators.
2. Φ is Weyl diagonal.
3. Φ is a mixed Weyl channel, that is, there is a prob-
ability distribution p on (Zd × Zd)n such that
Φ(X) =
∑
(a,b)
p(a,b)W(a,b)XW
†
(a,b).
Proof. The equivalence between 2 and 3 is proved e.g.
in [14, Chapter 4]. The equivalence between 1 and 2
follows by a simple direct inspection.
From this, we get:
Proposition B.2. Let T : Mdn → Mdn be a quan-
tum channel and let {W(a,b)} be the Heisenberg-Weyl
matrices, with (a, b) ∈ (Zd × Zd)n. Moreover, define
µ(a, b) = d−n tr
(
W ∗a,bT (Wa,b)
)
. Then, for X ∈Md:
1
d2n
∑
(a,b)∈(Zd×Zd)n
W †(a,b)T (W(a,b)XW
†
(a,b))W(a,b) = T˜ (X),
(B5)
where
T˜ (X) =
∑
(a,b)∈(Zd×Zd)n
µ(a, b)d−n tr
(
W †(a,b)X
)
W(a,b).
Proof. The map T 7→ T˜ defined in (B.2) is called the
twirling of the quantum channel with respect to to the
Weyl group [35]. This is a linear projection map. Note
that T˜ is a covariant quantum channel with respect to the
Weyl group. As the (normalized) Weyl operators form an
orthonormal basis forMdn , we may expand any quantum
channel T as a linear combination of maps of the form
X 7→ d−n tr
(
W †(a1,b1)X
)
W(a2,b2),
9i.e. they also form a basis for the set of linear maps
Mdn → Mdn . By the linearity of the twirling opera-
tion, it suffices to analyse the effect of twirling on this
basis. From (B1) we see that the maps are invariant un-
der twirling in the case (a1,b1) = (a2,b2). Moreover,
by Prop. B.1 that these also span the space of Weyl-
covariant maps. Thus, it follows that the maps with
(a1,b1) 6= (a2,b2) are mapped to 0, as twirling is a pro-
jection. This can also be easily seen by direct inspection.
Expanding the quantum channel with respect to the Weyl
basis concludes the proof.
3. Expectation values of the Weyl randomized
benchmarking protocol
With the help of the following theorem, we can relate
the measurement statistics of the protocol to the diago-
nals of the quantum channel in the Weyl basis.
Theorem 3. Let U ∈Mn be a unitary and T :Mdn →
Mdn be a quantum channel that encodes the noise after
implementing U . Then, for a given (a, b) ∈ (Zd × Zd)n
and sequence length m, initial state ρ and POVM E of
the WRB protocol the output X satisfies:
E(X) = µ((a, b))m tr
(
W †(a,b)ρ
)
d−n tr
(
EW(a,b)
)
, (B6)
where
µ (a, b) = d−n tr
(
W †a,b [T ◦ U ] (Wa,b)
)
. (B7)
Proof. It follows from [36, Corollary 14] that the expected
channel at every step given by S = T˜ ◦ U , where this is
the quantum channel produced by twirling the channel
T ◦U with respect to to the Weyl group. Using Prop. B.2
the channel we implement at each step of the randomized
benchmarking protocol is given by:
S(X) =
∑
(a,b)∈(Zd×Zd)n
µ(a,b)d−n tr
(
W †(a,b)X
)
W(a,b).
This channel is diagonal, and the m-fold application of
S has the form
Sm(X) =
∑
(a,b)∈(Zd×Zd)n
µ(a,b)md−n tr
(
W †(a,b)X
)
W(a,b).
The initial random gate is W(a0,b0), and the probability
of observing the outcome E is given by
p (a0,b0) = tr
(
ESm(W(a0,b0)ρW
†
(a0,b0))
)
.
Thus, the expected value of X is given by
E(X) =
d−2n
∑
(a,b)∈(Zd×Zd)n
χ(−b,a) (a0,b0) p (a0,b0) =
tr
(
ESm(P(a,b)(ρ))
)
, (B8)
where we used Eq. (B2). Now, from Eq. (B4) we know
that
P(a,b)(ρ) = d−n tr
(
W †(a,b)ρ
)
W(a,b),
Inserting this into (B8) proves the claim.
Thus, using the character randomized benchmarking
trick [20], we may isolate each one of the diagonal ele-
ments and do the exponential fitting of one element at a
time, this leads to increased numerical stability and al-
lows for a clean analysis of the sample complexity of the
protocol.
Finally, let us now show how assuming access to addi-
tional noiseless Clifford gates as a resource we can also
access off-diagonal elements of the channel through a ran-
domized benchmarking experiment:
Corollary B.1. Let U ∈ Mn be a unitary and T :
Mdn → Mdn be a quantum channel that describes the
noise after implementing U . Suppose that after imple-
menting U we implement a noiseless Clifford gate C and
that for a given (a1, b1) ∈ (Zd × Zd)n we have
C†W †(a1,b1)C = e
iφW(a2,b2). (B9)
for some φ ∈ R. Then, for a given sequence length m,
initial state ρ and POVM E of the WRB protocol the
output X satisfies:
E(X) =
µ((a1, b1) , (a2, b2))m tr
(
W †(a1,b1)ρ
)
d−n tr
(
EW(a1,b1)
)
,
where
µ((a1, b1) , (a2, b2)) =
eiφd−n tr
(
W ∗(a2,b2) [T ◦ U ] (W(a1,b1))
)
.
Proof. Using Theorem 3 that the expectation value of the
protocol is given by:
E(X) = µ((a,b))m tr
(
W †(a,b)ρ
)
d−n tr
(
EW(a,b)
)
,
where
µ((a,b)) = d−n tr
(
W †a,b [C ◦ T ◦ U ] (Wa,b)
)
=
d−n tr
(
C†W †a,bC [T ◦ U ] (Wa,b)
)
.
Inserting Eq. (B9) into the equation above yields the
claim.
Thus, having access to noiseless Clifford gates, it is
possible to access any off-diagonal entry of the chan-
nel through Weyl randomized benchmarking experiments
and, in principle, do complete tomography of the channel
T ◦ U .
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The above results came with the caveat that we as-
sumed that we can implement Weyl unitaries noiselessly.
We will relax this assumption and show that the protocol
still gives us valuable information as long as we assume
that the application of each Weyl operator is followed by
the same Weyl-diagonal channel TW .
Lemma B.1. Suppose that we run RWB where all uni-
tary gates corresponding to Weyl operators are followed
by the same Weyl diagonal channel TW : Mdn → Mdn .
That is, instead of implementing W(a,b) we implement
TW ◦W(a,b). Then (using the same setting and notation
as in Theorem 3), we have:
E(X) = µ((a, b))mµW ((a, b))2m×
tr
(
W †(a,b)ρ
)
d−n tr
(
EW(a,b)
)
with
µW ((a, b)) = d−n tr
(
W †a,bTW (Wa,b)
)
.
Proof. Under the above assumptions, when we aim to im-
plement the gate sequence W(a2,b2), U,W(a1,b1), we actu-
ally implement the noisy sequence of channels given by
TW ◦W(a2,b2) ◦ T ◦ U ◦ TW ◦W(a1,b1). (B10)
We know that Weyl diagonal channels are covariant with
respect to the Weyl group:
TW ◦W(a,b) =W(a,b) ◦ TW .
Using this property in Eq. (B10), we see that:
TW ◦W(a2,b2) ◦ T ◦ U ◦ TW ◦W(a1,b1) =
W(a2,b2) ◦ TW ◦ T ◦ U ◦ TW ◦W(a1,b1).
Performing the protocol with the noisy Weyl operators
gives rise to the same statistics as before, but with the
channel TW ◦ T ◦ U ◦ TW instead of T ◦ U before. More
precisely:
E(X) = tr
(
W †(a,b)ρ
)
d−n tr
(
EW(a,b)
)×
d−n tr
(
W †a,b [TW ◦ T ◦ U ◦ TW ] (Wa,b)
)m
.
Using the property that TW is Weyl diagonal we get:
tr
(
W †a,b [TW ◦ T ◦ U ◦ TW ] (Wa,b)
)
= µW ((a,b))µ((a,b)).
As long as the noise affecting Weyl operators is known
and uniform, then we can also use the same protocol and
extract the information from the diagonals. We note that
the same conclusion also holds for the protocol with an
extra Clifford gate: the expectation in the statement of
Corollary B.1 is replaced with
E(X) = µW (a1,b1)2mµ((a1,b1) , (a2,b2))m×
tr
(
W †(a1,b1)ρ
)
d−n tr
(
EW(a1,b1)
)
.
4. Examples: Dephasing and depolarizing noise
To illustrate how our protocol handles different types
of noise, we look at four important cases of local depolar-
izing or dephasing noise with parameters p1 and p2 and
global dephasing or depolarising noise with parameter p
acting on 2 qudits. The action of the above channels
on the elements of Weyl basis are presented in Table B 4
below.
Channels W0,0W0,1 W0,1W1,1 W1,1W0,1 W1,1W1,1
Local dephasing 1 p2 p1 p1p2
Local dephasing 1 p p p
Local depolarising p2 p1p2 p1p2 p1p2
Global depolarising p p p p
TABLE I. The action of local depolarizing, dephasing noise
with parameters p1, p2, together with global dephasing and
depolarizing noise with parameter p acting on two qudits.
Appendix C: Making Weyl randomized
benchmarking efficient
Weyl randomized benchmarking allows to identify a
variety of experimentally relevant noise models that af-
fect each layer of a general unitary circuit. However, the
number of parameters to be estimated in a Weyl random-
ized benchmarking experiment on n-qudits is d2n which is
not feasible even for a moderate number of qudits. Thus,
it becomes necessary to make further restrictions on the
noise models to render this protocol efficient. In this sec-
tion we will discuss how assumptions on the locality of
the noise can be used to achieve this goal and render the
protocol practical.
1. Local noise models
We now turn to restricted noise models by imposing
certain locality structure. We will model this this situ-
ation, we start from a physically motivated hypergraph
G = (V,E). The hyperedges in E encode the interac-
tions between the subsystems and by extension – the lo-
cality of the noise. Given a hyperedge e ∈ E, we denote
fe : Zd × Zd → C to be a function that fe(a,b) only
depends on the value of (a,b) for the substring on e. We
then have:
Definition C.1 (Local Weyl channel). Given a hyper-
graph G = (V,E) with |V | = n, we call a Weyl diagonal
quantum channel T : Mdn → Mdn physically local with
respect to to G if we can write T as:
T (W(a,b)) =
∑
e∈E
fe(a, b)W(a,b).
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To illustrate this definition, consider the following ex-
ample:
Example C.1. Suppose that our system consists of 4
qudits and our hypergraph G is a circle. Denote by R(i,j)
a channel that conjugates qudits i, j with W(1,0) ⊗W(1,0)
and acts as the identity on the rest. An example of a
local Weyl diagonal channel with respect to this graph is
then:
T = 1
4
(R(1,2) +R(2,3) +R(3,4) +R(4,1)) .
More generally, a convex combination of unitary chan-
nels consisting of Weyl conjugations only acting on qubits
connected by an edge give rise to physically local Weyl-
channels.
Example C.2. Suppose that we have a system consisting
of 4 qubits. Denote R(i,j) as in Example 1, but pick the
hypergraph to be a complete graph on 4 vertices. This
induces the following diagonal channel:
T = 1
6
(T(1,2) + T(2,3) + T(3,4) + T(4,1) + T(2,4) + T(1,3)) .
Note that this channel is not local with respect to the cir-
cle hypergraph, as its spectrum depends on Weyl opera-
tors in, say, (1, 3), which were not an edge in the previous
hypergraph.
Example C.3. One could also be agnostic with respect
to locality of the errors and assume that the noise can
act on at most k < n qudits at a time. The underlying
hypergraph would then be the complete hypergraph with
hyperedges of size k. The number of parameters neces-
sary to describe such a quantum channel then scales like(
n
k
)
d2k.
Imposing natural restrictions on such noise models may
significantly reduce the number of parameters one needs
to fit. This is because the noise model is completely
determined by fe. As each of these functions depends
only on Weyl operators in the subsystems included in e,
and each of these functions has d2|e| parameters the total
number of parameters to fit is∑
e∈E
d2|e|. (C1)
We will now discuss how to extract the functions fe
from the randomized benchmarking experiment, as they
completely characterize the channels that are local with
respect to a hypergraph.
2. Fitting of the parameters for local noise
The first step is to relate the noise parameters to the
results of the randomized benchmarking.
Proposition C.1 (Expectation values of local Weyl di-
agonal channels). Let T be a local Weyl diagonal channel
with respect to a hypergraph G = (V,E). Then for a Weyl
operator W(a,b) we have:
tr
(
W †(a,b)T U(W(a,b))
)
=
tr
(
W †(a,b)U(W(a,b))
)
×
(∑
e∈E
fe(a, b)
)
.
Proof. This follows from expanding T (W(a,b)) in the
Weyl basis, and using the action of T on each element of
the Weyl basis
T (W(a,b)) =
∑
e∈E
fe(a,b)W(a,b).
The last proposition enables us to relate the results of
the randomized benchmarking experiments to the eigen-
values of the Weyl diagonal quantum channels. The
randomized benchmarking experiment gives us access to
tr
(
W †(a,b)T U(W(a,b))
)
. Thus, using last proposition to-
gether with the results of the randomized benchmarking
experiment with knowledge of tr
(
W †(a,b)U(W(a,b))
)
we
get a linear equation for the eigenvalues of the local noise
channels.
Moreover, note that as T is a quantum channel, we get∑
e
fe(0,0) = 1.
Given a hypergraph, the number of parameters we need
to fit is given in Eq. (C1). This is also a number of
linearly independent randomized benchmarking results
required to completely determine the parameters of the
functions fe by solving a linear system of equations or, if
more data is available, performing linear regression.
We will discuss the stability of this procedure and the
necessary number of samples in the next section.
Appendix D: Statistical and stability analysis of the
RB protocol
The results of the last section raise several technical
questions: 1) what is the number of samples required
to get to a given level of confidence about the range of
the parameters in a given the noise model 2) how to pick
the parameters of the randomized benchmarking protocol
and how robust it is. The goal of this section is to answer
these questions in a rigorous way.
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1. Length of the test sequences
We present the generalized approach of [24] for this
randomized benchmarking procedure, with the main
technical difference being that the decay rate µ(a, b) may
be complex. As discussed before, the goal of the random-
ized benchmarking protocol is to estimate the diagonal
elements of the evolution with respect to the Weyl ba-
sis, as these can be related to the noise parameters. We
will first discuss how to pick the length of the sequence
of gates to get good estimates. As remarked in [24], it
is highly desirable to get multiplicative bounds instead
of additive ones on the diagonals. To illustrate why this
is important, consider an example of a system suffering
from global depolarizing at rate p. Moreover, note that
the number of samples required to estimate the expecta-
tion value of random variable up to an additive error 
usually scales like −2. Current state of the art imple-
mentations have p ' 1 − 10−4, which implies that order
108 runs of the experiment would be necessary to get an
additive error of the same order as the actual parameter,
which is too costly. Thus, it is desirable to have bounds
which are multiplicative, i.e., scale in 1−p instead of just
having an additive error. To see how this issue relates to
the length of the sequence of gates and multiplicative
bounds, note that if p is of order 1 − 10−3, then after
a sequence of length 100, the probability of success for
the randomized benchmarking experiment will have re-
duced to roughly 1 − 10−2, while performing the same
experiment for p of order 1− 10−2 will have reduced the
success probability to roughly 0.37. We see that in this
case, we are able to tell these two scenarios apart with
an additive error of order 10−1 on the estimates. On the
other hand, if the gate sequence is too long, then in both
cases the success probability will be too small and it will
not be possible to tell them apart reliably. This indicates
that the sequence length should be chosen in a way that
ensures that the survival probability is of constant order
 0, so that a (not too small) additive error is enough
to ensure that the estimate is reliable. Let us formalize
this intuition.
As mentioned before, our setting presents some addi-
tional challenges when compared to that of [24] because
the diagonal elements we want to estimate can also be
complex. Thus, we will discuss how to estimate the abso-
lute value of the diagonal elements and the corresponding
phase separately.
As seen in Theorem 3, if we perform the randomized
benchmarking experiment with an initial state ρ and
measure the POVM E for the group element (a,b) ∈
(Zd × Zd)n, then the weighted survival probability at se-
quence length m will have the expectation value:
q(a,b,m) = C(a,b)µ(a,b)m,
where µ is defined as in Eq. (B7) and
C(a,b) = tr
(
W †(a,b)ρ
)
d−n tr
(
EW(a,b)
)
.
As noted before, µ(a,b) is in general a complex number.
On the other hand, C(a,b) is a real number. This is
because the map P(a,b) is hermiticity preserving, as noted
in [36] and
C(a,b) = tr
(
EP(a,b)(ρ)
)
.
We will assume that |C(a,b)|  0. This can be achieved
by picking e.g. ρ = 12dn
(
21+W(a,b) +W
†
(a,b)
)
. We
will now drop the (a,b) subscripts and arguments, as
we will assume them to be fixed throughout the rest of
this subsection. We will focus on estimating |µ| with a
multiplicative error first. The following lemma provides a
bound on a number of samples required to get an additive
error estimate of |q(m)|2 for a given sequence length
Lemma D.1. Let m be fixed and , δ > 0 be given.
Suppose we repeat the character randomized benchmark-
ing experiment for 2l random sequences of gates, each of
lengthm. Let sk(m) be the observed outcome for sequence
k and define the random variable Xk for 1 ≤ k ≤ l as:
Xk = Re (sk(m)s¯k+l(m)) .
Then, for l = O(−2 log (δ−1)) with probability at least
1− δ we get: ∣∣∣∣∣1l
l∑
k=1
Xk − |q(m)|2
∣∣∣∣∣ ≤ .
Proof. From the above description
E[sk(m)] = q(m).
Thus, as sk and E[sk] are independent random variables
and by the linearity of expectation values, we have:
E[Xk] = E[sk]E[s¯k+l] = |q(m)|2.
And:
E[ReXk] = ReE[Xk].
Also note that |Xk| ≤ 1, as the output of the random-
ized benchmarking protocol is either a phase or 0 and,
thus, |sk(m)sk+l(m)| ≤ 1. The claim then follows from
Hoeffding’s inequality.
The empirical average of the Xk provides an estimator
for |q(m)|m. We then pick the length as in Lemma D.1.
and adapt the results of [24] to show that the output
of the procedure in Fig. D 1 satisfies:
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1. Set m1 = 1. Produce an estimate |qˆ(1)|2 of
|q(1)|2 up to additive error |µ|2C2.
2. While |qˆ(mi)|2 > |qˆ(1)|2/3:
• Set mi := 2i + 1.
• Estimate |q(mi)|2 up to an additive error
|µ|2C2 and set it to |qˆ(mi)|2.
3. Output |µˆ| =
(
qˆ(mi)
qˆ(m1)
) 1
2mi .
FIG. 1. The method of computing the estimator |µ| described
in Proposition D.1.
Proposition D.1 (Multiplicative estimates for absolute
value of diagonal). The estimate |µˆ| outputted by the al-
gorithm above satisfies:
||µ| − |µˆ| = O((1− |µ|)). (D1)
Proof. Let m be the sequence length of the output. From
the assumptions on the error of the estimates of q(mi) we
have: (
C2|µ|2m+2 − |µ|2C2
C2|µ|2 + |µ|2C2
)
≤
(
qˆ(mi)
qˆ(m1)
) 1
2m
,(
qˆ(mi)
qˆ(m1)
) 1
2m
≤
(
C2|µ|2m+2 + |µ|2C2
C2|µ|2 − |µ|2C2
)
.
Simplifying the expressions above we see that:(
qˆ(mi)
qˆ(m1)
) 1
2m
≤ |µ|
(
1 + |µ|−2m
1− 
) 1
2m
. (D2)
When the condition in the while loop is true, we have
C2|µ|m+1 + C2|µ|2 ≥ 1
3
(
C2|µ|2 + C2|mu|2) ,
as the previous step tom had sequence length (m−1)/2+
1 by construction. Simplifying and squaring the inequal-
ity we get:
|µ|2m+1 ≥ 1
9
(1− 17) .
Note that for quantum channels we have |µ| ≤ 1 and,
thus:
|µ|2m ≥ 1
9
(1− 17) .
Inserting the inequality above into Eq. (D2) we get:(
qˆ(mi)
qˆ(m1)
) 1
2m
≤ |µ|
(
1 + 9 (1− 17)−1
1− 
) 1
2m
=
|µ| (1 +O()) 12m . (D3)
Again, by our stopping criterion:
m = Θ(log(|µ|−1)−1),
which gives that m−1 = O(1 − |µ|), as log(x) ≥ 1 − 1/x
for x > 0. Thus, we see that
(1 +O()) 12m = exp
(
log(1 +O())
2m
)
≤
exp (O((1− |µ|)) = (1 +O[(1− |µ|)]) .
Combining the bound above with Eq. (D3) we get that
|µˆ| − |µ| = O((1− |µ|)).
The bound in the other direction follows analogously.
Thus, as long as the estimator terminates, we get an
estimate with multiplicative error of |µ|. It remains to
compute the sequence length and the required number of
samples after the procedure terminates. This is the con-
tent of the next theorem. To simplify our derivations,
we introduce the concept of the Weyl spectral gap – the
largest diagonal entry with respect to the Weyl basis (ex-
cluding the identity):
Definition D.1 (Weyl spectral gap). Let T : Mdn →
Mdn be a quantum channel. Its Weyl spectral gap λ is
given by
1− λ = max
(a,b)∈(Zd×Zd)n),(a,b)6=0
| tr
(
W †(a,b)T
(
W(a,b)
)) |.
Theorem 4. Let T be a quantum channel with Weyl
spectral gap λ,  > 0 be a given error parameter satisfying
 ≤ 200−1C2|µ|2 and 1 − δ > 0 be a failure probability.
Then the procedure above outputs an estimate |µˆ| of µ
satisfying Eq. (D1) with probability at least 1− δ using
O(−2(Cµ)−4 log(1− λ)−1 log(δ−1 log(1− λ)−1))
samples and largest sequence length mmax
mmax = O(log(1− λ)−1).
Proof. The fact that the output satisfies Eq. (D1) follows
from Lemma D.1 after procedure terminates. Thus, it
only remains to show how many samples are required to
ensure that all estimates are correct until the algorithm
terminates and the number of steps after which it termi-
nates. First, let us estimate the expected sequence length
which results in the termination. The termination crite-
rion is |qˆ(mi)|2 ≤ 13 |qˆ(m1)|2. As in the previous lemma,
as long as all the estimates are correct up to an additive
error  (Cµ)2 the procedure terminates whenever
C2|µ|2m + C2|µ|2 ≤ 1
3
(
C2|µ|2 + C2|mu|2) .
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We assumed that  satisfies  ≤ 1200 |µ|2C2, and from the
above equation we get
m = O(log(µ)−1).
By our assumption on the gap |µ|2mi−1 ≤ (1− λ)2mi−1,
thus picking
mmax = O
(
log(µ−1)−1
)
is enough to ensure that the termination condition is
satisfied. By the definition of the Weyl spectral gap
we have µ ≤ 1 − λ, which yields the estimate on
the largest sequence length. It now remains to com-
pute the number of samples required to ensure that
all estimates have the required precision with the de-
sired failure probability. Recall that we set mi =
2i + 1. Thus, it follows from our estimate on mmax
that the total number of iterations required by the
algorithm is imax = O
(
log
(
log((1− λ)−1))). Thus,
we need to estimate |q(mi)|2 correctly, i.e. up to
an additive error of (C2|µ|2), for imax many differ-
ent sequence lengths. It follows from Lemma D.1 that
O(−2 (C|µ|)−4 log(δ−1imax) many samples for each it-
eration suffice to ensure an additive error C2|µ|2 and
failure probability at most δi−1max for every iteration. By
the union bound, we see that the probability that all es-
timates are correct up to an additive error C2|µ|2 is at
least 1− δ. Thus, we conclude that a total of
O(imax (C|µ|)−4 −2 log(δ−1imax)) =
O(−2 (C|µ|)−4 log(1− λ)−1 log(δ−1 log(1− λ)−1)).
samples suffice to reach the desired accuracy.
This theorem establishes the number of samples re-
quired to get a multiplicative estimate on |µ| and the
maximum sequence length. First, note that in the setting
of our protocol T = T ◦ U , when U is the target unitary
and µ the desired diagonal of this channel with respect to
the Weyl basis. Note that even in the case when T is the
identity, it can be the case that µ is very small or zero.
This is the case if the corresponding diagonal element of
the unitary is small. Thus, the procedure is only effec-
tive if the diagonal element of the noiseless unitary also
has constant order. Otherwise we can use the noiseless
Clifford trick discussed in Cor. B.1 to access off-diagonal
elements. This also has to be taken into account when
choosing the desired precision. More precisely, suppose
as usual that the channel T is Weyl diagonal with corre-
sponding eigenvalues λ(a,b). Then we have:
|µ(a,b)| = |λ(a,b)d−n tr (W ∗a,bU(Wa,b)) |.
Thus, in order to estimate |λ(a,b)|, the desired param-
eter, we need to know the diagonal of the unitary. The
error gets rescaled by |d−n tr
(
W ∗a,bU(Wa,b)
)
|−1, after
we multiply our estimate on |µ| to estimate |λ(a,b)|. We
conclude that:
Corollary D.1. Let T = T ◦ U be a quantum channel
for a known unitary U and T is a Weyl diagonal channel.
Denote by u(a, b) the diagonal elements of U , i.e.
u(a, b) = d−n tr
(
W ∗a,bU(Wa,b)
)
and similarly by λ(a, b) those of T . Consider the setting
of Theorem 4 with a given error parameter ′; pick  =
′|u(a, b)−1|, where we further assume |u(a, b)−1| > 0.
Then |λˆ(a, b))| = |µu(a, b)−1| satisfies:
||λ(a, b))| − |λˆ(a, b))|| ≤ O((1− |µ|).
Proof. The claim follows from the discussion above com-
bined with Theorem 4 and Proposition D.1.
Thus, as long as we can compute the diagonal elements
of the unitary and they are not too small, we are able to
recover the absolute value of the diagonals of the cor-
responding Weyl channel from them. Note that this is
all the information required to estimate the ‖ · ‖`1 norms
underlying the complexity of the negativity algorithm.
We now show how one can to learn the phase of the
corresponding diagonal elements and thus to completely
characterize the noise.
Proposition D.2. Consider fixed , δ > 0, and θ ∈
(−pi2 ,−pi2 ). Suppose we repeat the character random-
ized benchmarking experiment for 2l random sequences
of gates of length m. Let sk(m) be the observed outcome
for sequence k and define the random variables Ym, Zm:
Ym =
1
l
l∑
k=1
Re (sk(m)) , Zm =
1
l
l∑
k=1
Im (sk(m)) .
Then, for l = O(−2 log (δ−1)) with probability at least
1− δ we get:∣∣∣∣arctan(ZmYm
)
−mθ
∣∣∣∣ ≤ (O(|µ|)−m |C|),
where mθ is taken modulo 2pi.
Proof. Note that
E(Im (sk(m))) = |µ|mC sin(mθ)
and
E(Re (sk(m))) = |µ|mC cos(mθ).
Using Hoeffding’s inequality, l many samples suffice to
ensure that:
|Ym − |µ|mC cos(mθ)| ≤ ,
|Zm − |µ|mC sin(mθ)| ≤ .
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Let Rm = |µ|mC cos(mθ) and Im = |µ|mC sin(mθ). Us-
ing a Taylor expansion we see that:
arctan
(
Rm + δ1
Im + δ2
)
= arctan
(
Rm
Im
)
− Rm
R2m + I
2
m
δ2
− Im
R2m + I
2
m
δ1 +O(δ21 + δ22 + δ1δ2).
Thus, if we have an estimate of Rm and Im up to an
error , we get∣∣∣∣mθ − arctan(ZmYm
)∣∣∣∣ ≤ O(|µ|−m|C|−1).
The last proposition tells us how to obtain an additive
approximation of mθ. It is then possible to get additive
approximations for several different values of m and per-
form a linear fitting to further improve the accuracy of
the estimate. The assumption that θ ∈ (−pi2 , pi2 ) might
seem restrictive at first, but note that if θ does not lie in
this interval, we can add pi2 to the estimate we obtained.
Checking which is the case can be done by looking at
the sign of Ym; if it is positive, we make a guess that
θ ∈ (−pi/2, pi/2), otherwise θ ∈ (pi/2, 3pi/2). We will
make the right guess as long as | cos(θ)µC| ≥ , i.e. the
spectrum is not close to being strictly imaginary. How-
ever, it is natural to make the following assumption on
the underlying Weyl-diagonal channel:
Definition D.2 (Symmetric Diagonal Weyl-Channel).
A Weyl-diagonal quantum channel T : Mdn → Mdn is
symmetric if T = T ∗.
For a diagonal Weyl channel given as mixture of uni-
taries, symmetry is equivalent to p(a,b) = p(−a,−b), as
can be readily checked. In particular, this implies that if
the underlying systems are qubits, the resulting channel
will always be symmetric, as (a,b) = (−a,−b). More-
over, many relevant noise models, such as depolarizing
and dephasing channels satisfy this assumption.
One simple corollary of this property is that all eigen-
values of the channel are real because it is a symmet-
ric operator with respect to the Hilbert-Schmidt scalar
product. This property makes the task of estimating the
phases significantly easier: with the assumption that the
noise model is symmetric and Weyl diagonal, we have
µ(a,b) = λ(a,b)d−n tr
(
W †a,bU (Wa,b)
)
,
where λ(a,b) is a real number. If θ′ is the known phase
of tr
(
W †(a,b)U
(
W(a,b)
))
, correctly identifying the phase
of µa,b boils down to determining if θ = θ′+ pi or θ = θ′.
This can be done by examining the signs of Yl and Zl.
Thus, we conclude that in the symmetric case we can
estimate all diagonal entries with multiplicative preci-
sion.
2. Stability of the linear fitting
In the previous section we showed how to obtain a
multiplicative estimate on the diagonal entries of the
noisy unitaries. However, in order to get an efficient
description of noise we then need to fit these diagonal
elements to a noise model. Let µˆ ∈ Cm be the vec-
tor with our (noisy) estimates from m different random-
ized benchmarking experiments, µ be the true values and
(a1,b1), . . . , (am,bm) be the Weyl operators correspond-
ing to the data. We want to fit this data to a noise model
given by a hypergraph G = (V,E) describing the noise
structure. We thus need to solve the system of linear
equations given by:(∑
e∈E
fe(ai,bi)
)
d−n tr
(
W †a,bU (Wai,bi)
)
= µˆ(a,b),
(D4)
for 1 ≤ i ≤ m in order to learn the parameters of fe.
Let A be the matrix that describes the linear system of
equations from (D4).
Theorem 5. Let A be the matrix defined above. Let
µ, µˆ ∈ Cm be the values and estimates of the experiment,
respectively. Suppose that they satisfy:
‖µ− µˆ‖`∞ = O(|1− ‖µ‖`∞ |2)
for some  > 0. Let fˆ be the resulting vector with param-
eters after solving the linear regression problem:
min
f
‖Af − µˆ‖2
where f the true value of the parameters. Then:
‖f − fˆ‖∞ = O(|1− ‖µ‖∞|2‖(A†A)−1A‖∞→∞),
where ‖·‖∞→∞ is the maximum sum of the absolute value
of entries of a column.
Proof. We may write:
fˆ = (A†A)−1Aµˆ, f = (A†A)−1Aµ.
Therefore,
‖f − fˆ‖∞ = ‖(A†A)−1A(µ− µˆ)‖∞ ≤
‖A†A)−1A‖∞→∞‖µ− µˆ‖∞ ≤
O(‖A†A)−1A‖∞→∞|1− ‖µ‖∞|2),
where in the last step we used our assumption on ‖µ −
µˆ‖∞.
Thus, given a noise model, we are able to determine the
matrix A and compute what is the required precision to
obtain an estimate on the parameters of the noise. With
this we complete the statistical and stability analysis of
our randomized benchmarking protocol.
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Appendix E: Simulating noisy VQE
The variational quantum eigensolver or the quantum
approximate optimization algorithm are two examples
of hybrid quantum algorithms that have the potential
to surpass classical methods when solving optimization
problems [8] on near-term quantum hardware. Quantify-
ing how noise affects the complexity of classically simu-
lating a noisy quantum computer running VQE provides
a valuable benchmark for validation and verification of
these algorithms.
We will now show how one may use the results of our
randomized benchmarking experiment for this purpose
to devise sampling algorithms in the Weyl basis. More
specifically, we will show that if noise is sufficiently local
and we learned its classical description, then it is possi-
ble to upper bound the classical complexity of estimating
local expectation values of outputs of the circuit. This
is one of the key tasks accomplished on a quantum com-
puter which runs VQE-like algorithms and this bound
indicates when our classical simulation methods are effi-
cient in this case.
The VQE can be broadly described as follows: given
a Hamiltonian H =
∑
iHi on n qudits such that each
Hi consists of tensor products of local observables, the
goal is to approximate the ground state of this Hamil-
tonian. This is done by starting with a fixed state, say
|0〉〈0|⊗n, and applying a (local) circuits of depth m to
the state. The quantum computer is used to execute the
transformation and subsequently measure the energy of
the current state by estimating the expectation value of
the corresponding local observables. This information is
then used to update the circuit in order to generate the
state that will be in lower energy space. Our algorithm
is well-suited for simulating this task by identifying prac-
tical regimes when samples can be generated efficiently.
In general, depending on the strength (and locality) of
the noise and the circuit considered, the number of sam-
ples required to obtain constant precision is exponential
in n. We will focus on simulating the noisy quantum
computer in the Heisenberg picture, as this will give a
better scaling of the sample complexity. First, we need
to find sampling oracles for the initial observables, for
the quantum channels describing the noisy evolution and
for the entries of the initial state in the Weyl basis. To
estimate the classical sampling complexity, we then need
to compute the relevant norms.
We will make use of gauge freedom in the Weyl rep-
resentation of the state and of the operators. More pre-
cisely, define the vector representation of a local observ-
able O to be
Oˆ(a,b) = d
−n tr
(
W †(a,b)O
)
.
and of the state to be
ρˆ(a,b) = tr
(
W †(a,b)ρ
)
.
We moved the d−n/2 prefactor from the representation
of ρ into O. This is done to get a natural scaling for the
relevant norms.
We start by estimating the relevant quantities for local
observables:
Lemma E.1 (Sampling oracles for local observables).
Let O = O1 ⊗ O2 ⊗ . . . ⊗ On/k be a product of k-local
observables on n qudits, where we assume for convenience
that k divides n. Define
Oˆ(a,b) = d
−n tr
(
W †(a,b)O
)
.
Then we can obtain a `1 sampling oracle with respect to
Oˆ in time O(nk−1d4k) and:
‖O‖`1 =
n/k∏
i=0
‖Oi‖`1 . (E1)
Proof. Note that O is a tensor product of k local observ-
ables, and we can compute the linear map that changes
basis from the matrix entries to Weyl in timeO(d6k). Ap-
plying this map to each of the Oi to compute their repre-
sentation in the Weyl basis takes time O(d4). There are
n/k operators which brings the total time toO(nk−1d4k).
Now note that the resulting vector in the Weyl basis is
still a tensor product of k vectors and we can obtain
sampling oracles for each one of the in time O(d2k). We
then obtain a sampling oracle for Oˆ by taking indepen-
dent samples of each of the product vectors. Eq. (E1)
also follows from the observation that each one of the
observables will still be of product form.
The norm Eq. (E1) can scale exponentially with the
number of qubits. But in many physically relevant sce-
narios it is O(1). Examples include Pauli string observ-
ables on qubits and physically local observables, that is,
those that only differ from the identity at a fixed number
of sites. To see the latter, note that the Pauli matrices are
themselves part of the basis and for a Pauli observable P
we have with our choice of normalization that ‖P‖`1 = 1.
For the physically local observables, ‖1‖`1 = 1, thus only
a small number of terms in Eq. (E1) will be different from
1.
The following lemma shows how to obtain oracles for
the initial state. In this case, we need oracles for the
entries of the state with respect to the Weyl basis.
Lemma E.2 (Representations of states are bounded in
the Weyl basis). Let ρ ∈ Mdn be a product state on n
qudits. Define ρˆ as
ρˆ(a,b) = tr
(
W †(a,b)ρ
)
. (E2)
Then ‖ρˆ‖`∞ ≤ 1 and, given (a, b), we can compute ρˆ(a,b)
in time O(nd2).
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Proof. We apply Hölder’s inequality
tr
(
W †(a,b)ρ
)
≤ ‖W(a,b)‖∞‖ρ‖1 = 1,
which gives (E2). To see the complexity of computing an
entry, note that as ρ is assumed to be product andW(a,b)
is product as well, the trace factorizes and we only need
to compute n traces of the product of d×d matrices.
Note that variations of the statements above also hold
for other choices of local, product bases for the set of
matrices.
Using these estimates it is then easy to use information
about the noise to upper-bound the complexity needed
to estimate the expectation of a local observable on a
quantum circuit. For instance, let us assume that our
circuit consists of a sequence of T gates Ui acting on at
most 2-qudits followed by Weyl-diagonal noise Ti acting
on the same qudits as the gate. Furthermore, we assume
that the initial state is product and we measure a Pauli
string observable. Using our randomized benchmarking
procedure we can efficiently learn the diagonals of Ti.
Moreover, as we showed in Sec. D of the Supplemental
Material, learning the absolute value of the diagonal el-
ements is particularly efficient. This information is suffi-
cient to estimate ‖Ti ◦ Ui‖`1→`1 . If we only have 2−local
(noisy) gates, we can estimate this norm efficiently and
T∏
i=i
‖Ti ◦ Ui‖2`1→`1
is the required classical overhead for the number of sam-
ples required to estimate the expectation value.
To illustrate this, consider circuits consisting of noisy
Clifford and noisy T gates:
Proposition E.1 (Local observables in noisy Clifford+T
circuits). Consider a circuit on n qudits consisting of nC
two qudit Clifford gates followed by a two-local depolariz-
ing noise with depolarizing parameter pC and nT T gates
followed by one-local depolarizing noise with parameter
pT . Suppose that the initial state is a product state and
denote by ρ the output state of the circuit. Let O be an
observable supported on k = O(1) qudits or a Pauli string
observable. Then, with probability of success at least 1−δ,
we can estimate tr (ρO) up to an additive error  > 0 in
time O(poly(n) (pT√2)2nT p2nCC −2 log(δ−1)).
Proof. Using lemmas E.1 and E.2, we know that we can
get sampling oracles for O, and the initial state takes
poly(n) time to generate a sample. Given that the gates
in the circuit are local, we can also sample from the inter-
mediate steps in time poly(n). Threfore, the complexity
of generating a sample is poly(n). By the above lem-
mas simulating the circuit in the Heisenberg picture we
get ‖ρ‖`∞‖O‖`1 = O(1). It only remains to estimate the
negativity generated by the gates to obtain the finite es-
timate. As discussed in the main text, this is at most
(
pT
√
2
)nT
pnCC . Thus, O(poly(n)
(
pT
√
2
)2nT
p2nCC 
−2)
many samples suffice to obtain an estimate with the re-
quired precision.
It is possible to generalize the statement of the Propo-
sition by considering the same bound in the phase space
basis or considering other gates and noise models.
Thus, we conclude that our protocol gives rise to an ef-
ficient way of measuring the power of the quantum com-
puter with a clear operational interpretation: it gives an
upper bound on the complexity of classical simulation
circuits used for the VQE.
Appendix F: Bases for sampling
We will now show that we may sample and estimate
NB from Theorem 2 efficiently for a range of product
bases. Given an orthonormal set of matrices with respect
to the Hilbert-Schmidt scalar product {Bl}d2l=1 ofMd, we
may define an orthonormal basis ofMdn by just taking
tensor products of the basis elements. We will call a basis
ofMdn a product basis if it is of this form. Here are some
examples:
Example F.1 (Standard basis). One example of a prod-
uct basis of Mdn is {|i〉〈j|}di,j=1, where |i〉 , |j〉 are just
elements of the computational basis. This basis is a
good choice if operations in the circuit are dominated by
measurements in the computational basis, and the state
preparation is adaptive, i.e., it is close to a classical
Markov chain. It is also a natural choice when simu-
lating the evolution of sparse Hamiltonians.
Example F.2 (Weyl basis). For prime values of d, an-
other useful basis is that given by the normalized Weyl
unitaries
√
d
−1
Wi,j. As we saw before, many noise mod-
els are diagonal and have a particularly simple descrip-
tion in this basis. Moreover, this basis is also a good
choice for circuits that are dominated by Clifford gates.
To see why this is the case, let UC be the conjugation
with a Clifford unitary C. By definition, C is an element
of the normalizer of the Weyl group. The matrix TˆC is a
monomial unitary matrix in the Weyl representation and,
thus, that ‖TˆC‖`1→`1 = 1.
Example F.3 (Phase space basis). Another important
example is given by the phase basis [26, 37–40]. It gives
another choice of basis for which Clifford circuit elements
can be simulated efficiently and has an extra feature that
states are quasiprobability distributions in it, that is, we
have the extra property that
∑
i ρˆ(i) = 1.
There are two main features desirable from a ’good’
basis: (a) it is possible to obtain samples efficiently, (2)
the constant NB (which is referred to as negativity in the
discrete phase space literature [26, 37–40]) is small.
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General noisy circuits. Suppose we performed our
randomized benchmarking for a sequence of noisy gates
Tt ◦ Ut, where we assume that each U acts on at most
2-qubits and the noise has the same locality as U . From
Theorem 1, we know that this can be done efficiently.
We can also compute ‖Tt ◦ Ut‖`1→`1 efficiently using the
results of the randomized benchmarking experiment for
the Weyl basis. Thus, for a circuit of nG noisy gates
nG∏
t=1
‖T t ◦ U t‖2`1→`1
gives an upper bound on the classical complexity of es-
timating the output of the circuit on Pauli observables.
Thus, by combining our protocol with the algorithm for
noisy simulation of quantum computers and assuming
some structure on the noise, it is possible to efficiently
compute a bound on the number of samples required to
sample the output of the quantum device.
Appendix G: Lindbladian evolution and computing
matrix exponentials
There are scenarios when it is more natural to express
the evolution in continuous time, as opposed to using the
circuit model. Such evolution is described by a Lindbla-
dian. We now show how to adapt our framework to this
setting.
As mentioned in the main text, our method is also
suited to compute exponentials of matrices for short evo-
lution times. This extends our methods to simulating
sparse Lindbladians, which again encompass both Hamil-
tonian dynamics and dissipative evolutions. Here we
show how to compute exponentials of Lindbladians based
on our algorithm.
Consider the Lindbladian L ∈Md with operator norm
‖Lk‖ ≤ 1. Assume that we have access to `1 samples of
rows. That is, given some row i of Lk, we can draw
samples from the distribution of the entries given by
pk(j|i) = |Lˆ
k(i, j)|
‖Lˆki ‖`1
. (G1)
Where Lˆk is the representation of Lk in some product
basis. We showed earlier that this can be done efficiently
if we we impose locality constraints on L. Also note that
this can be done efficiently if we have the promise that
each row of Lˆ contains only s nonzero entries and we
are in the sparse input model, i.e., for each row i we are
given a list of the indices of the s nonzero entries. Then
the algorithm to compute tr
(
etnL
n ◦ · · · ◦ et1L1(ρ)E
)
is
as follows:
1. Sample i0 from the distribution p0(i0) =
|ρˆ(i0)|
‖ρˆ‖`1 .
2. For l = 1, . . . , n:
(a) Draw ql from a Poisson distribution
with parameter tl.
(b) Set s0,l = il
(c) For m = 1, . . . , ql − 1:
• Sample sm+1,l from pl(·|sm,l).
3. Output x given by
x = et sign(ρˆ(i0))‖ρˆ‖`1×
n∏
l=1
kl∏
m=1
‖Lˆjsm,l‖`1 sign(Lˆj(sm,l, sm+1,l))Eˆ(in),
where t =
∑
i ti.
We then have:
Theorem 6. The expectation value of the output of the
algorithm above is
tr
(
etnLn ◦ · · · ◦ et1L1(ρ)E) .
Its variance σ2 satisfies:
σ2 ≤ exp
(
n∑
i=1
ti(‖Lˆi‖2`1→`1 + 1)
)
‖ρ‖2`1‖E‖2`∞
Proof. Note that by conditioning on the values of
k1, . . . , kl we see that the algorithm above coincides with
the one we described for classical circuits before with the
sequence of evolutions given by
Lkn ◦ · · · ◦ Lk1 .
Thus, the expectation value conditioned on k1, . . . , kl is
et tr
(Lkn ◦ · · · ◦ Lk1(ρ)E) .
The probability of observing each outcome is:
n∏
i=1
e−ti
ki!
.
Thus, the expectation value of the output is:
et
∞∑
k1,...,kn=0
n∏
i=1
e−ti
ki!
tr
(Lkn ◦ · · · ◦ Lk1(ρ)E) =
tr
(
etnLn ◦ · · · ◦ et1L1(ρ)E) .
It now remains to bound the variance of the output. Con-
ditioned on k1, . . . , kn, the output of the algorithm is
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bounded by
et‖E‖∞‖ρ‖`1
n∏
i=1
‖Lˆki‖`1→`1 ≤
et‖E‖∞‖ρ‖`1
n∏
i=1
‖Lˆ‖ki`1→`1 .
We bound the second moment of the output by:
∞∑
k1,...,kn=0
n∏
i=1
e−ti
ki!
(
et‖E‖∞‖ρ‖`1
n∏
i=1
‖Lˆ‖ki`1→`1
)2
=
e2t‖E‖2∞‖ρ‖2`1
n∏
i=1
( ∞∑
k=0
e−tie2 log ‖Lˆ
i‖`1→`1k t
k
k!
)
.
Now note that( ∞∑
k=0
e−tie2 log ‖Lˆ‖`1→`1k
tk
k!
)
= E
(
e2 log(‖Lˆ‖1→1),k
)
where we are taking the expectation value with respect to
a Poisson distribution with parameters ti. This is just the
moment generating function of the Poisson distribution
with parameter t1 at 2 log(‖Lˆi‖1→1). Thus:( ∞∑
k=0
e−tie2 log ‖Lˆ‖`1→`1k
tk
k!
)
= eti(2‖Lˆ
i‖1→1),
where we used that the moment generating function of
the Poisson distribution with parameter t at c is given
by exp (t(ec − 1)). We conclude that the variance is
bounded by:
σ2 ≤ e
n∑
i=1
ti(‖Lˆi‖2`1→`1+1)‖ρ‖`1‖E‖`∞ .
It follows from Chebyshev’s inequality that
e
n∑
i=1
ti(‖Lˆi‖2`1→`1+1)‖ρ‖2`1‖E‖2`∞
samples suffice to estimate the scalar product up to and
additive error  with constant probability of success.
Putting everything together, we get:
Theorem 7. Let 0 ≤ t1, . . . , tn, L1, . . . ,Ln ∈ Md be
a sequence of Lindbladians, ρ a state and E a POVM
element. Assuming `1 sampling for L1, . . . ,Ln ∈ Md
and ρ we can estimate
tr
(
etnLn ◦ · · · ◦ et1L1(ρ)E)
up to an error  > 0 with probability of success at least
2/3 in expected time
O
(
‖ρˆ‖`1‖Eˆ‖`∞ttot
n∏
i=1
e
1
2 ti(‖Lˆ‖2`1→`1+1)
)
,
where ttot =
∑
i=1
ti.
Using the above, it is straightforward to adapt the
remaining statements regarding classical simulability to
continuous time evolutions.
