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Introduction
Sources de ce me´moire.
Ce me´moire pre´sente une se´lection des travaux mene´s au sein du LIP (ENS Lyon) depuis ma the`se. Tous
ont trait a` la the´orie des syste`mes concurrents, et, plus pre´cise´ment, a` l’e´tude des calculs de processus.
Pour organiser la pre´sentation, certains re´sultats ont e´te´ laisse´s de coˆte´ – les articles correspondants sont
mentionne´s a` l’annexe B. On se focalise ici surtout sur les e´tudes mene´es durant la the`se d’E´tienne Lozes
(2001-2004), et sur des travaux plus re´cents, en collaboration avec Damien Pous. L’objectif en faisant ce
choix est de mettre en perspective ces deux axes de recherche, avec l’espoir que se de´gage, ce faisant, un
certain angle sur l’e´tude des calculs de processus. La description des re´sultats ne suit d’ailleurs pas l’ordre
chronologique dans lequel ils ont e´te´ obtenus.
Il va sans dire les travaux qui ne sont pas aborde´s, s’ils sont en arrie`re-plan de ce document, ne sont
pas moins importants pour moi. Ils s’agit principalement des travaux mene´s en collaboration avec David
Teller durant sa the`se (2001-2004), qui a porte´ sur des syste`mes de types pour le controˆle des ressources,
et de l’e´tude de syste`mes de types pour la terminaison dans un contexte concurrent, que nous menons avec
Romain Demangeon dans le cadre de sa the`se (2006-pre´sent), en cours. On peut d’ailleurs se dire qu’il
aurait e´galement e´te´ possible de ‘raconter une histoire’ de´crivant un cheminement suivant ces deux lignes de
travaux. N’oublions pas non plus un travail effectue´ avec Arnaud Carayol (stage de M2), qui a e´te´ l’occasion
d’une collaboration tre`s agre´able.
Contenu : observation et inspection, l’oreille et la main.
Les travaux que l’on de´crit ici s’inscrivent dans le domaine de la the´orie des syste`mes concurrents, et, plus
pre´cise´ment, de l’e´tude des calculs de processus. Le point de vue est ope´rationnel : on de´crit des syste`mes
concurrents, au sens ou` ils peuvent interagir avec d’autres entite´s, en se donnant une syntaxe, et en munissant
cette syntaxe d’une se´mantique ope´rationnelle de´crivant comment les interactions sont mises en œuvre.
L’e´tude qui est pre´sente´e porte, de manie`re tre`s ge´ne´rale, sur la connaissance des processus : de quelle
manie`re, et dans quelle mesure, on peut e´tablir des proprie´te´s portant sur un processus donne´. Pour ce faire,
on exploite et l’on met en relation des informations de deux sortes sur le processus, que l’on peut illustrer
par le biais d’une analogie sensorielle. On se trouve dans une pie`ce obscure en pre´sence d’une (ou plusieurs ?)
cre´ature myste´rieuse, on discute avec elle et on la touche. A` partir de ses re´ponses et de ce que l’on sent sous
ses doigts, on se fabrique une ide´e de la cre´ature.
S’adresser a` la cre´ature et e´couter ce qu’elle a a` dire, c’est communiquer, interagir. On peut baˆtir des
expe´riences permettant de de´tecter ce qu’elle est capable d’exprimer — on parlera d’observation, en re´fe´rence
notamment aux e´quivalences observationnelles usuellement e´tudie´es en se´mantique de la concurrence. Tou-
cher, c’est acque´rir des informations d’un autre type sur la cre´ature, d’ordre anatomique : si l’on est face a` une
seule cre´ature ou a` un troupeau, si certains e´le´ments peuvent eˆtre isole´s, etc. On parlera alors d’inspection.
Ces deux formes d’acquisition de l’information s’entremeˆlent au cours du temps, au fur et a` mesure que
l’on construit la connaissance du processus que l’on a devant soi. On organise ensuite la connaissance que l’on
acquiert en recoupant les informations, en classifiant. Une partie importante des re´sultats que l’on pre´sente
dans ce document porte sur l’e´tude des classes de processus que l’on fabrique ainsi : qu’obtient-on si l’on
s’abstient de toucher ? peut-on faire le tour de la question en un seul test, ou bien a-t-on besoin de multiples
expe´riences ? est-il possible d’e´crire des e´quations qui caracte´risent les classes que l’on a obtenues ?
Organisation : plan du me´moire.
La pre´sentation des travaux est structure´e en quatre parties, apre`s cette partie introductive.
1. On de´crit sommairement le cadre ge´ne´ral, en introduisant les notions qui seront utiles pour de´velopper
le discours dans la suite : processus (CCS et le π-calcul), comportements, e´quivalences, logiques, axio-
matisations.
2. On se focalise d’abord sur la notion d’e´quivalence comportementale, qui exploite des observations des
processus. On pre´sente deux caracte´risations de la bisimilarite´ pour le π-calcul sans ope´rateur de choix.
La premie`re est e´tablie a` l’aide d’une logique modale, la seconde est e´quationnelle.
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3. On s’inte´resse ensuite a` des observations plus fines, portant sur la structure des processus. Apre`s avoir
de´crit comment on de´finit ces inspections, on s’inte´resse aux e´quivalences que celles-ci induisent, en les
comparant notamment aux e´quivalences comportementales.
4. Dans la partie 4, on pre´sente des travaux qui s’inscrivent dans le prolongement de ce qui pre´ce`de, mais
qui portent sur des calculs de processus plus riches, dans la mesure ou` ceux-ci comportent une notion
de localite´ explicite.
Comme il a e´te´ dit plus haut, l’ordre dans lequel les re´sultats sont expose´s ne correspond pas toujours
a` la chronologie ; en particulier, une fraction importante de la quatrie`me partie de´crit des travaux qui ont
pre´ce´de´ les autres. Le style adopte´ pour la pre´sentation n’est pas formel ; on fournira des pointeurs vers les
articles correspondants, ou` sont donne´s des de´veloppements rigoureux. On pourra aussi se reporter a` [86]
et [113] s’agissant de CCS et du π-calcul, respectivement.
1 Interactions, observations
1.1 Des processus aux comportements
Alge`bres de processus canal historique : transitions e´tiquete´es. L’approche traditionnelle pour
la spe´cification des processus consiste a` conside´rer qu’un syste`me paralle`le est de´crit par son syste`me de
transitions e´tiquete´es (LTS, pour Labelled Transition System). Il s’agit d’un graphe ou` les nœuds de´notent
les e´tats qui peuvent eˆtre atteints, et un arc correspond a` une transition entre e´tats. Les transitions sont des
triplets, note´s P
µ
−→ P ′, pour signifier que le syste`me peut passer de l’e´tat P a` l’e´tat P ′ en effectuant l’action
µ. Lorsque l’on spe´cifie des processus pouvant interagir entre eux, µ repre´sente une offre d’interaction : en
CCS ou en π-calcul, une e´mission ou une re´ception sur un canal.
Lorsque P
µ
−→ P ′, un observateur peut susciter la transition menant de P a` P ′ (tout du moins lorsque µ
repre´sente effectivement une interaction avec le contexte — on revient sur ce point plus bas). De`s lors, dans
une situation ou` P offre une interaction µ que ne peut fournir Q, l’observateur a le pouvoir de distinguer ces
deux processus, et il paraˆıt alors naturel de conside´rer que P et Q n’expriment pas le meˆme comportement.
Autour de ce sce´nario e´le´mentaire, une grande varie´te´ d’e´quivalences comportementales peut eˆtre de´finie,
chaque e´quivalence correspondant a` un ensemble de conditions selon lesquelles deux processus de´finissent le
meˆme comportement. Les re`gles du jeu de´finissant ces e´quivalences sont fonction de ce que l’on juge comme
observable, comment les processus jouent le jeu de l’e´quivalence, a` quel moment chaque processus joue, etc.
(cf. notamment les travaux de van Glabbeek [120, 121], qui font re´fe´rence a` des machines diverses, munies
de voyants et autres boutons, pour se faire l’e´cho du bestiaire d’e´quivalences existant dans la litte´rature).
Nous nous inte´ressons ici principalement a` la bisimilarite´, qui est, parmi les e´quivalences comportemen-
tales ge´ne´ralement e´tudie´es, la plus discriminante, et qui be´ne´ficie de bonnes proprie´te´s mathe´matiques.
De´finition 1 (Bisimulation, bisimilarite´ — version e´tiquete´e) Une relation R entre processus est une
bisimulation ssi de`s que PRQ et P
µ
−→ P ′, il existe Q′ tel que Q
µ
−→ Q′ et P ′RQ′, et syme´triquement pour
les transitions de Q :
P R Q
µ ↓ ↓ µ
P ′ R Q′
La relation de bisimilarite´, note´e ∼, est la plus grande bisimulation.
La bisimilarite´ est en particulier adopte´e dans l’ouvrage de re´fe´rence sur CCS [86] pour de´crire, spe´cifier
et analyser les syste`mes concurrents. Suivant que les observations P
µ
−→ P ′ se font modulo les transitions
internes (qui ne font pas intervenir le contexte) ou pas, on de´finit de la sorte les versions faible et forte de
la bisimilarite´. [111] pre´sente une mise en perspective historique de la bisimilarite´ et de la coinduction, ainsi
que de leurs utilisations en informatique.
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De´finir un nouveau calcul de processus, afin par exemple de mode´liser des e´le´ments issus d’un domaine
d’application, c’est donner une syntaxe et la se´mantique ope´rationnelle associe´e [40]. Ce que de´note un
processus donne´ de´coule le plus souvent aussi d’une de´finition ope´rationnelle : on associe a` un processus
sa classe pour l’e´quivalence comportementale associe´e. La bisimilarite´ permet donc de de´duire de manie`re
syste´matique une notion de comportement a` partir d’une de´finition de LTS.
Logiques modales et observations partielles. L’e´quivalence comportementale est de´finie par une re`gle
du jeu, qui permet de distinguer deux processus (s’il existe une partie qui se termine sur une offre a` laquelle
on ne peut re´pondre) ou de les identifier (si toutes les parties me`nent a` l’impossibilite´ de distinguer).
Plutoˆt que de comparer un processus que l’on veut analyser a` un autre processus, qui joue ainsi, en
quelque sorte, le roˆle de spe´cification du premier, on peut choisir de faire passer des tests au processus que
l’on examine. C’est l’approche des logiques modales, et en particulier de la logique de Hennessy-Milner [59],
que nous e´voquons ici. Les tests sont de´crits par des formules de la logique, et on note P  A pour dire que
le processus P satisfait la formule A (ou passe le test A).
Les formules de la logique de Hennessy-Milner sont donne´es par la grammaire suivante :
A ::= ⊤
∣∣ ¬A ∣∣ A1 ∧ A2 ∣∣ 〈µ〉A .
On a toujours P  ⊤ ; P  ¬A est ve´rifie´ si P  A ne l’est pas, P satisfait A1 ∧A2 s’il satisfait A1 et A2, et
on a
P  〈µ〉A si et seulement si P
µ
−→ A ,
autrement dit, s’il existe P ′ tel que P
µ
−→ P ′ et P ′  A. On pose [µ]A
def
= ¬〈µ〉¬A : on a P  [µ]A si et
seulement si pour toute transition de P suivant µ, le processus re´sultant de la transition satisfait A.
On remplace de la sorte des observations globales (P ∼ Q signifie que P exprime exactement le meˆme
comportement que Q) par des observations partielles (P  A ne garantit que l’une des proprie´te´s de P , celle
qu’exprime A). Par exemple, on sait d’un processus satisfaisant la formule 〈a〉⊤ ∧ [b]⊥ (ou` ⊥
def
= ¬⊤) qu’il
peut faire une transition suivant a et ne peut en faire suivant b.
Le re´sultat fondamental sur la logique de Hennessy-Milner dit qu’en rassemblant tous les tests exprime´s
par la logique, on atteint le meˆme pouvoir discriminant que l’e´quivalence comportementale :
The´ore`me 2 On note P =HM Q si pour tout A, P  A ssi Q  A.
Alors, si la relation
µ
−→ est a` branchement fini pour tout µ, on a P =HM Q si et seulement si P ∼ Q.
E´crire les processus – Axiomatisations. Dans ce qui a e´te´ pre´sente´ jusqu’ici, on se fonde sur un LTS
pour la spe´cification d’un syste`me : le LTS de´termine la de´finition a` la fois de l’e´quivalence comportementale
(∼), et des tests de la logique de Hennessy-Milner.
L’e´quivalence comportementale peut eˆtre mise en e´quations. Il faut pour cela que les processus (les
e´tats du LTS) soient de´crits par une syntaxe. On s’inte´resse alors a` de´terminer quelles lois entre processus
sont valides pour l’e´quivalence comportementale, et, au-dela`, si cette dernie`re peut eˆtre caracte´rise´e par un
ensemble d’e´quations.
Le Calculus of Communicating Systems (CCS, [86]) est un calcul de processus que l’on peut de´crire de
la manie`re suivante. On se donne un ensemble infini de noms, qui seront note´s par des lettres minuscules.
La grammaire des processus, note´s avec des lettres majuscules, est donne´e par :
P ::= 0
∣∣ P1|P2 ∣∣ (νa)P ∣∣ P1 + P2 ∣∣ a.P ∣∣ a.P .
Dans le LTS associe´ a` cet ensemble de processus, chaque nom a de´termine deux actions, la re´ception sur
a, note´e aussi a, et l’e´mission sur a, note´e a. Une action spe´ciale, appele´e τ , est utilise´e pour de´noter la
synchronisation interne (le pre´fixe τ sera ajoute´ a` la syntaxe, lorsque l’on e´crira le the´ore`me d’expansion).
On utilise µ comme me´tavariable pour les actions.
3
Les re`gles de se´mantique ope´rationnelle sont les suivantes (on omet les versions syme´triques des re`gles
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On est alors en mesure de pre´senter une axiomatisation de la bisimilarite´ sur CCS, dont l’e´le´ment central
est le the´ore`me d’expansion (parfois appele´ loi d’expansion1), qui est pre´sente´ sur la figure 1 (on utilise la
notation
∑




αi.Pi et Q =
∑
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Fig. 1 – Le the´ore`me d’expansion pour CCS
Proposition 3 (Axiomatisation sur CCS) Le the´ore`me d’expansion, associe´ aux lois ci-dessous pour la
somme et la restriction, fournit une axiomatisation comple`te de la bisimilarite´ forte sur CCS.
P +Q = Q+ P P + (Q+R) = (P +Q) +R P + 0 = P P + P = P
(νa) (P |Q) = P | (νa)Q si a /∈ fn(P ) (νa)(νb)P = (νb)(νa)P (νa)P = (νb)P [b/a] si b frais
(νa)µ.P = 0 si µ ∈ {a, a} (νa)µ.P = µ.(νa)P si µ /∈ {a, a} (νa) (P +Q) = (νa)P + (νa)Q
Le the´ore`me d’expansion, lu de gauche a` droite, permet d’e´liminer l’ope´rateur de composition paralle`le
en re´e´crivant un processus comme une somme, autrement dit, en en explicitant le comportement. Ce faisant,
on re´duit la concurrence au non-de´terminisme. Cette transformation induit une notion de forme normale des
processus, qui est au cœur de la preuve de comple´tude de l’axiomatisation.
Une instance simple de la loi d’expansion est donne´e par a | b = a.b+ b.a, la devise inscrite au fronton de
la se´mantique a` entrelacement : la composition paralle`le agit intuitivement comme un ordonnanceur, qui ne
permet de faire qu’une seule action a` la fois. De`s lors que l’on remplace a par b (par exemple), le terme de
gauche peut faire une synchronisation que ne permet pas le terme de droite, et cette e´galite´ n’est plus valide.
Nous revenons sur ce point a` la section 2.2.
1.2 Se´mantique re´ductionnelle et contextes
Ce qui a e´te´ pre´sente´ de´finit la me´thode des alge`bres de processus : on de´crit un calcul et sa se´mantique
ope´rationnelle par un LTS, qui de´termine une notion d’interaction. Ces de´finitions s’accompagnent ge´ne´rale-
ment de la description de liens escompte´s avec un domaine d’application/de spe´cification (pour CCS : des
syste`mes paralle`les, ou` les entite´s se synchronisent ; pour le π-calcul : on introduit la mobilite´, sous forme de
liens dont la connectivite´ e´volue au cours du calcul ; pour les Mobile Ambients et d’autres calculs avec des
localite´s explicites : on repre´sente la mobilite´ de code, qui s’appuie sur une structuration de l’espace).
1Il est plus approprie´ de parler de the´ore`me d’expansion, dans la mesure ou` l’on de´crit une famille d’e´galite´s. On prendra
ne´anmoins la liberte´ de parler de loi d’expansion, et on fera de meˆme plus loin pour la loi de distribution.
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Dans les anne´es 90, une manie`re alternative de pre´senter la se´mantique ope´rationnelle des calculs de
processus s’est affirme´e, fonde´e sur une pre´sentation a` deux e´tages [9]. L’ide´e est de s’appuyer sur une notion
relaˆche´e d’e´tat du systeme (exprime´e par la relation de congruence structurelle) pour de´finir une relation
de re´duction entre ‘e´tats relaˆche´s’. Suivant cette approche, on abandonne le LTS et sa manie`re de de´crire
les constituants de l’interaction par le biais d’e´tiquettes ‘visibles’, au profit d’un syste`me de re´e´criture de
processus, de´fini par les re`gles de re´duction (qui correspondent, via ce qu’on appelle ge´ne´ralement le lemme
d’harmonie, aux e´tiquettes τ du LTS). La de´finition de la congruence structurelle, ≡, et de la re´duction, −→,
sont standard dans le cas de CCS et ne sont pas rappele´es ici.
Pour de´finir une notion d’e´quivalence comportementale dans ce cadre, on s’appuie alors sur la notion de
barbele´ (on opte parfois pour la terminologie des barbes), qui donne lieu a` l’introduction de la congruence
barbele´e.
De´finition 4 (Congruence barbele´e en CCS)
Le processus P exhibe le barbele´ a si P ≡ (ν b˜) (a.P1 |P2) pour certains b˜, P1, P2, avec a /∈ b˜. On note
alors P ↓ a. On de´finit similairement P ↓ a.
On dit qu’une relation R entre processus
1. pre´serve les barbele´s si, de`s que PRQ, on a (P ↓ a ssi Q ↓ a) et (P ↓ a ssi Q ↓ a) pour tout a ;
2. est close par re´duction ssi, de`s que PRQ et P −→ P ′, on a Q −→ Q′ et P ′RQ′ pour un certain Q′,
et syme´triquement pour les re´duits de Q.
3. est close par contexte paralle`le ssi PRQ implique P |T R Q|T pour tout processus T .
≃, la congruence barbele´e, est la plus grande relation sur les processus CCS satisfaisant les trois conditions
ci-dessus.
A` noter que la troisie`me clause est ge´ne´ralement e´nonce´e de manie`re plus ge´ne´rale, puisqu’on pre´fe`re
opter pour une cloˆture par tout contexte.
En CCS, il y a co¨ıncidence entre les pre´sentations e´tiquete´e et barbele´e de l’e´quivalence :
The´ore`me 5 (Correspondance LTS - se´mantique re´ductionnelle)
Pour tous processus P,Q de CCS P ∼ Q si et seulement si P ≃ Q.
Origines et contexte. Plusieurs observations permettent de mettre en perspective l’e´mergence de la
se´mantique barbele´e pour les alge`bres de processus, qui remonte a` [93].
Parente´s.
Les ingre´dients sur lesquels se fonde la se´mantique barbele´e de [93] peuvent eˆtre trouve´s dans des travaux
ante´rieurs. La se´mantique chimique de´veloppe´e dans [9] met en avant une relation de re´duction (a` l’image de la
β-re´duction en λ-calcul) pour la pre´sentation de la se´mantique ope´rationnelle. Les relations de re´chauffement
et de refroidissement jouent dans ce travail le roˆle de la congruence structurelle. La bisimulation applicative,
de´veloppe´e par Abramsky pour le λ-calcul dans [3], exploite une relation de re´duction non e´tiquete´e. Enfin,
on peut faire le rapprochement entre les barbele´s et les diverses notions d’observation e´le´mentaire mises en
avant pour de´finir les e´quivalences de test (voir a` ce sujet les travaux de van Glabbeek [120] mentionne´s plus
haut).
Des mode`les plus complique´s, des e´tiquettes plus complique´es.
Alors que la se´mantique ope´rationnelle de CCS s’exprime naturellement a` l’aide d’un LTS, le π-calcul a
vu le jour dans [91, 92] avec deux LTS, appele´s pre´coce et tardif, sans que l’on sache s’il y en a un ‘qui est le
bon’ (les se´mantiques pre´coce et tardive se distinguent essentiellement par le traitement de la substitution,
en lien avec le passage de noms, qui est l’ingre´dient en plus en π-calcul par rapport a` CCS). La pre´sentation
barbele´e de la bisimilarite´, apparue plus tard, semble arbitrer en faveur de la se´mantique pre´coce, avec
laquelle elle co¨ıncide (the´ore`me 2.2.29 dans [113]). D’un autre coˆte´, une troisie`me version de la se´mantique,
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dite ouverte, s’ave`re plus inte´ressante pour de´finir des me´thodes pour la ve´rification de la bisimulation. La
situation est donc moins claire pour le π-calcul que pour CCS, ou` un LTS fait re´fe´rence.
L’introduction de la se´mantique barbele´e a e´te´ motive´e par l’e´tude du π-calcul d’ordre supe´rieur [109],
ou` les substitutions font intervenir le remplacement d’une variable par un processus. Dans ce formalisme, les
e´tiquettes pour l’e´mission doivent a priori contenir des processus, ce qui rend la notion d’un LTS ‘canonique’
d’autant plus difficile a` cerner.
Dans le meˆme ordre d’ide´es, apre`s le π-calcul et le π-calcul d’ordre supe´rieur, un certain nombre de calculs
de processus offrant des primitives de haut niveau tre`s expressives (typiquement, pour rendre compte de la
distribution, de la mobilite´ de code) ont e´te´ propose´s. Dans ces travaux, la pre´sentation barbele´e a pris le
pas sur la version e´tiquete´e ; une raison en est sans doute que dans ces formalismes riches, ou` il est question
de localite´s, de localite´s imbrique´es, de code actif en mouvement, il peut eˆtre difficile de formuler d’emble´e
des transitions e´tiquete´es qui induisent une notion sense´e d’e´quivalence entre processus.
L’exemple le plus frappant en la matie`re est donne´ par les Mobile Ambients de Cardelli et Gordon [34] :
alors que les ope´rations e´le´mentaires d’entre´e, sortie, et ouverture d’un ambient se spe´cifient facilement a`
l’aide de re`gles de re´duction (cf. partie 4.2), il a fallu attendre quelques anne´es avant de trouver un syste`me
de transitions e´tiquete´es qui aille de pair avec la se´mantique re´ductionnelle [85]. Les e´tiquettes du LTS
correspondant sont d’ailleurs loin d’eˆtre simples. De fait, contrairement au cas de CCS, il ne paraˆıt pas
raisonnable de voir le LTS pour les Mobile Ambients comme une de´finition ope´rationnelle du calcul ; il
s’agit plutoˆt d’un outil technique en vue de la construction de preuves d’e´quivalences, selon une approche
coinductive.
Vers la canonicite´. La pre´sentation re´ductionnelle des calculs de processus a e´te´ volontiers adopte´e depuis
son introduction, en particulier du fait de la facilite´ d’exposition qu’elle permet. Divers aspects lie´s a` cette
approche ont fait l’objet de questionnements, avec notamment l’objectif de de´gager une me´thode, que l’on
souhaite aussi syste´matique que possible, pour la pre´sentation et l’e´tude de nouveaux formalismes.
Un ensemble de travaux se focalise sur la manie`re dont on de´finit l’e´quivalence comportementale. En
particulier, le choix des barbele´s, observations statiques e´le´mentaires (clause 1 de la de´finition 4), paraˆıt a
priori assez arbitraire. Dans [74], Honda et Yoshida mettent en avant la notion de processus insensible, qui,
par sa ge´ne´ralite´, a vocation a` remplacer l’observation des barbele´s. Dans le meˆme ordre d’ide´es, Rathke,
Sassone et Soboc´ınski de´crivent dans [104] une me´thode, fonde´e sur la biorthogonalite´, ou` l’on de´rive les
barbele´s a` partir des re`gles de re´duction du calcul. Par ailleurs, plus ponctuellement, Sangiorgi dans [109]
(dans le cas fort), puis Amadio dans [6] (dans le cas faible) pre´conisent de re´duire la notion de barbele´ a`
l’observation de la convergence d’un processus.
Le traitement de la cloˆture par contextes a e´galement e´te´ questionne´. La de´finition originelle de [93]
introduit l’e´quivalence barbele´e, qui est la plus grande congruence incluse dans la plus grande relation qui
satisfait les clauses 1 et 2 de la de´finition 4. Autrement dit, alors que dans ≃ (qui vient de [74]), la cloˆture
a lieu a` tous les pas du jeu de bisimulation, on plonge ici les processus que l’on compare dans un meˆme
contexte avant de tenter de les se´parer en jouant sur les barbele´s et sur la re´duction. [52] et [112] ont e´tudie´
en de´tail les diffe´rences entre ces de´finitions, dans le cas du π-calcul et du π-calcul asynchrone. Il se trouve
que dans le cas des e´quivalences fortes sur CCS, qui nous pre´occupe ici, ces deux notions co¨ıncident.
Un autre axe d’e´tude a pour objectif de syste´matiser l’obtention de re´sultats tels que le the´ore`me 5.
L’objectif, formule´ dans un cadre cate´gorique, est de de´duire le LTS a` partir de la relation de re´duction sur
les processus, de manie`re a` ce que les deux e´quivalences comportementales induites co¨ıncident. Intuitivement,
les e´tiquettes du LTS ainsi construit correspondent a` des fragments de contexte minimaux susceptibles de
provoquer une transition. Initie´e par P. Sewell [115], cette direction d’e´tude a e´te´ de´veloppe´e notamment
par R. Milner, J. Leifer, P. Soboc´ınski, et V. Sassone [79, 114, 77]. Les bigraphes [88] s’inscrivent dans cette
de´marche, et ont vocation a` fournir un formalisme ge´ne´rique pour la de´finition de calculs tels que CCS, le
λ-calcul, le π-calcul, ou les Mobile Ambients. L’approche de [106] poursuit des objectifs similaires, suivant
une me´thode davantage axe´e sur la description ope´rationnelle des calculs.
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En arrie`re-plan de ces e´tudes se trouve aussi la volonte´ de revisiter la the´orie des calculs de processus,
d’une part afin de mieux en comprendre les fondements, et, d’autre part, en re´action a` une tendance qui
s’est manifeste´e dans les anne´es 90, ou` l’on a vu apparaˆıtre un foisonnement de calculs nouveaux, traitant de
proble´matiques similaires, et pour lesquels la question de la le´gitimite´ e´tait difficile ne serait-ce qu’a` formuler.
Remarque 6 (Terminologie) On a mentionne´ ci-dessus les deux approches pour clore par les contextes
dans la de´finition de ≃. La de´finition originelle [93] est en deux e´tapes : on requiert la cloˆture apre`s avoir
de´fini la plus grande relation qui pre´serve les barbele´s et soit pre´serve´e par re´duction. Dans la seconde version,
appele´e dynamique dans [104] et close par re´duction dans [78], la cloˆture par contextes est incluse d’emble´e
dans la de´finition de l’e´quivalence comportementale, et peut eˆtre faite ‘a` chaque e´tape’ (Sangiorgi et Walker
utilisent ‘open barbed bisimilarity’ pour la version dynamique de la barbed bisimilarity dans [112]).
La de´finition 4, telle qu’elle est formule´e, entre en conflit avec certains usages. D’une part, on ne
s’inte´resse a` la cloˆture que par composition paralle`le, et non par tous les contextes : cela suffit pour CCS, et il
en sera de meˆme pour π0, le calcul e´tudie´ a` la partie 2. Dans le cas ge´ne´ral, ≃ est de´finie en fermant par tous
les contextes du langage e´tudie´. D’autre part, ‘barbed congruence’ est utilise´ dans [113] pour une de´finition
en deux e´tapes, alors que la noˆtre adopte le style dynamique. Ce proble`me se retrouve dans la litte´rature,
dans la mesure ou` l’appellation barbed congruence est utilise´e dans [52] ou [105] comme nous le faisons ici,
alors que barbed equivalence est utilise´ pour l’approche en deux e´tapes.
2 E´quivalences comportementales :
caracte´risation logique, axiomatisation et congruence
Cette partie porte sur le π-calcul fini, que l’on note π0 :
De´finition 7 (Calcul π0) π0 est le fragment du π-calcul de´fini par la grammaire suivante :
P ::= 0
∣∣ P1|P2 ∣∣ (νn)P ∣∣ m(n).P ∣∣ m〈n〉.P .
On s’appuie sur la pre´sentation re´ductionnelle de π0, que l’on ne rappelle pas – [113], par exemple, peut
servir de re´fe´rence.
On a expose´ a` la partie 1.1 trois points de vue sur la bisimilarite´ : sa de´finition fonde´e sur la se´mantique
e´tiquete´e, suivie par ses caracte´risations logique et alge´brique. Lorsque l’on remplace les transitions e´tiquete´es
par la pre´sentation re´ductionnelle de la se´mantique ope´rationnelle (partie 1.2), l’e´quivalence comportementale
que l’on obtient est la congruence barbele´e, qui offre une nouvelle caracte´risation de ∼. C’est le the´ore`me 5
vu plus haut, qui se de´cline ainsi pour π0 (∼ de´signe la bisimilarite´ pre´coce – voir aussi la note de bas de
page place´e avant l’e´nonce´ du the´ore`me 10) :
The´ore`me 8 Pour tous processus P,Q de π0 P ∼ Q si et seulement si P ≃ Q.
Dans la pre´sentation re´ductionnelle, la caracte´risation e´quationnelle de l’e´quivalence est la meˆme, puisque
celle-ci ne fait pas re´fe´rence a` la de´finition de la se´mantique ope´rationnelle. La situation est moins claire en
revanche pour ce qui est de la caracte´risation logique (the´ore`me 2), dans la mesure ou` la logique de Hennessy-
Milner est de´finie a` partir des transitions du LTS, et ‘colle’ a` la se´mantique e´tiquete´e. La partie 2.1 expose
ce qui peut eˆtre vu comme le pendant, du coˆte´ de la se´mantique re´ductionnelle, du the´ore`me 2.
Une autre question, celle de la proprie´te´ de congruence pour la bisimilarite´ en π-calcul, est traite´e dans la
partie 2.2. Les re´sultats que l’on y expose soulignent l’influence de la substitution sur les e´quivalences entre
processus (du π-calcul et de CCS).
2.1 LE, une logique extensionnelle [61]
La contribution de [61] se situe dans le domaine des logiques modales pour la concurrence, et plus
pre´cise´ment des logiques spatiales. Les processus de π0 sont analyse´s par l’interme´diaire de la logique LE,
de´finie comme suit.
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De´finition 9 (Logique extensionnelle) Les formules de la logique extensionnelle, LE, sont de´finies par
la grammaire suivante :
A ::= ⊤
∣∣ ¬A ∣∣ A1 ∧ A2 ∣∣ ♦A ∣∣ A1 ⊲A2 ∣∣ A; n ∣∣ In.A .
On note =E l’e´quivalence logique induite par LE : P =E Q si et seulement si pour toute formule A de LE,
P  A ssi Q  A.
La relation de satisfaction pour LE s’appuie sur la se´mantique re´ductionnelle du π-calcul. En premier
lieu, on a
P  ♦A si et seulement si P −→ A
(a` noter que, pour ne pas surcharger la pre´sentation, on re´utilise ici l’ope´rateur , comme pour la satisfaction
des formules de la logique de Hennessy-Milner).
On voit que ♦A joue le roˆle du 〈τ〉A de la logique de Hennessy-Milner (on abordera aussi plus loin
l’interpre´tation faible de l’ope´rateur ♦, ou` l’on requiert P −→∗  A, en notant −→∗ la cloˆture re´flexive et
transitive de −→). Les constructions ⊲, ; et I sont moins classiques ; elles ont e´te´ mises en avant dans les
travaux sur les logiques spatiales, dont il sera question en de´tail plus loin. La relation de satisfaction est
de´finie de la manie`re suivante pour ces connecteurs :
- P  A1 ⊲A2 si et seulement si pour tout Q tel que Q  A1, on a P |Q  A2 ;
- P  A; n si et seulement si (νn)P  A ;
- P  In.A si et seulement si pour tout nom m qui est frais a` la fois pour P et pour A, P  A[m/n].
Le roˆle de ⊲ et ; est de plonger le processus que l’on examine dans un contexte, en appliquant respective-
ment la composition paralle`le et la restriction. ⊲ exprime une reque`te de type fonctionnel sur un processus :
satisfaire A2 en pre´sence d’un processus satisfaisant A1. ; est l’ope´rateur de dissimulation, puisqu’il a pour
effet de cacher un nom sous une restriction. L’ide´e est d’utiliser ces constructions pour mettre en place un
‘contexte expe´rimental’ dans lequel observer un processus. Le quantificateur frais, I, sert a` e´viter les conflits
de noms lorsque l’on construit de la sorte une expe´rience (on dit que m est frais pour P et A si m n’ap-
paraˆıt ni dans P ni dans A). Il est issu des travaux de Gabbay et Pitts [54] sur la liaison. A` noter que la
pre´sence de I n’est pas strictement ne´cessaire pour obtenir les re´sultats de [61], mais simplifie grandement
la pre´sentation.
Nous revenons a` la partie 3 sur ces ope´rateurs et sur leurs origines. On peut constater que les seules
constructions syntaxiques auxquelles il est fait re´fe´rence dans la de´finition de la relation de satisfaction pour
LE sont | et ν, pour les ope´rateurs ⊲ et ; respectivement. Un langage d’assertions comme LE peut par
conse´quent eˆtre utilise´ comme point de de´part pour raisonner sur une alge`bre de processus plus ou moins
arbitraire, du moment qu’elle fournit composition paralle`le et restriction : un tel point de vue est adopte´ a`
la partie 3.2.1.
Par ailleurs, on peut remarquer que LE ne fait pas re´fe´rence aux actions d’e´mission et de re´ception comme
c’est le cas dans la logique de Hennessy-Milner. On retrouve en revanche dans LE (et dans les autres logiques
spatiales qui sont examine´es aux parties 3 et 4) certains e´le´ments qui font e´cho a` une de´finition comme celle
de ≃ (de´finition 4) :
(i) La clause 2, sur la cloˆture par re´duction, a sa contrepartie dans LE avec l’ope´rateur ♦.
(ii) La clause 3, de cloˆture par contexte, e´voque l’ope´rateur ⊲ : une spe´cification de la forme A1 ⊲A2 peut
eˆtre utilise´e pour placer les deux processus que l’on compare en paralle`le avec un processus testeur
(satisfaisant A1).
En revanche, rien a priori ne permet de faire le lien entre la clause 1 (sur les barbele´s) et LE.
En lien avec le point (ii) ci-dessus, on peut revenir sur la comparaison entre les transitions e´tiquete´es et
la pre´sentation re´ductionnelle de la se´mantique. Les e´tiquettes de´crivent les interactions entre le processus
observe´ et son contexte, qui est en quelque sorte ‘hors champ’. Au contraire, en version re´ductionnelle, la
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troisie`me clause de la de´finition de ≃ est utilise´e pour re´ifier le contexte — le faire entrer en sce`ne, et,
ce faisant, susciter des re´ductions. Ainsi, le point de vue de ≃ (et de LE) de´compose l’observation d’une
transition en, d’une part, la possibilite´ d’une interaction (le barbele´), et, d’autre part, l’e´volution du syste`me
en interne. Si le premier aspect n’est pas pre´sent dans les constructeurs de LE, qui n’autorise pas directement
d’observation des potentialite´s d’interaction, cette articulation entre observations statiques et dynamiques
est au cœur des logiques spatiales pour la concurrence ; elle les distingue des formalismes comme la logique
de Hennessy-Milner.
Le principal re´sultat qui est e´tabli dans [61] est le suivant2 :
The´ore`me 10 (Extensionalite´ – [61, The´ore`mes 3 et 4])
Pour tous P et Q de π0, P =E Q si et seulement si P ∼ Q.
Plutoˆt que de de´crire fide`lement la preuve telle qu’elle est faite dans [61], on pre´sente ici une approche
le´ge`rement diffe´rente et plus intuitive, sugge´re´e par P.-L. Curien. D’un point de vue technique, le cœur de
la preuve repose sur des raisonnements qui sont expose´s a` la partie 3.2.2, et qui sont inchange´s entre la
pre´sentation que l’on fait ci-dessous et la preuve de [61].
L’ide´e ge´ne´rale est de montrer que l’e´quivalence logique co¨ıncide avec la congruence barbele´e, qui a` son
tour, d’apre`s le the´ore`me 8, co¨ıncide avec ∼, la bisimilarite´ pre´coce.
On commence par e´tablir que deux processus e´quivalents pour ≃ satisfont les meˆmes formules. Ceci est
une conse´quence imme´diate, pour les ope´rateurs ♦ et ⊲, des clauses de fermeture par re´duction et par contexte
paralle`le de´finissant ≃. La cloˆture par restriction, qui correspond a` l’ope´rateur ;, fait e´galement partie de
la de´finition standard de ≃ (comme on l’a indique´ plus haut, elle est omise de la de´finition 4 pour simplifier
l’expose´, et peut s’obtenir, dans les cas qui nous pre´occupent ici, comme conse´quence de la de´finition). On
obtient ainsi
≃ ⊆ =E .
On souhaite ensuite e´tablir l’inclusion inverse. L’enjeu de cette partie de la de´monstration est d’utiliser
les connecteurs logiques pour exprimer les observations qui de´finissent ≃. Comme on l’a dit, la clause 2 de la
de´finition 4, sur la cloˆture par re´duction, a sa contrepartie dans LE avec l’ope´rateur ♦. Manquent en revanche
les observables (clause 1), puisque LE n’a pas de construction qui permette de de´tecter statiquement une
proprie´te´ des processus ayant trait a` l’interaction.
Quant a` la clause 3 de cloˆture par contexte, l’ope´rateur ⊲ s’en rapproche : une spe´cification de la forme
A1 ⊲ A2 peut eˆtre utilise´e pour placer les deux processus que l’on compare dans un meˆme contexte, donne´
par un processus place´ en paralle`le. Intuitivement, on exploite pour cela les ope´rateurs | et ν, afin de spe´cifier
des ‘contextes d’expe´rience’, suivant une strate´gie qui est exploite´e intensivement dans les parties 3 et 4.1 :
on inse`re le processus dans un contexte avec lequel il est sense´ interagir, on fait mijoter (via ♦), puis on
observe le re´sultat.
Dans ses grandes lignes, cette partie de la de´monstration est a` rapprocher des preuves de caracte´risation de
∼ via une e´quivalence barbele´e, pour le sens ≃ ⊆ ∼ : il s’agit de montrer que les contextes sont suffisamment
discriminants pour ‘provoquer’ des transitions au sens du LTS. Cependant, une spe´cifite´ importante du cadre
dans lequel on se place est que dans une formule de la forme A1 ⊲A2, A1 ne donne a priori qu’une description
partielle du processus testeur, alors que dans la de´finition 4 on a la possibilite´ de choisir individuellement le
processus testeur. En ce sens, les possibilite´s d’observation des processus sur lesquelles se fonde LE sont une
forme relaˆche´e de ce que prescrit la de´finition 4, et l’enjeu est de montrer que la logique est suffisamment
pre´cise pour pouvoir de´crire des scenarii de tests a` meˆme de jouer le roˆle de la clause de cloˆture par contextes
(on revient sur ce point ci-dessous).
Dans [61], on montre l’inclusion =E ⊆ ≃
p, ou` ≃p est de´finie en replac¸ant la clause 3 de la de´finition 4 par
3′. PRQ implique que pour tous T, T ′ tels que T est public et T ∼ T ′, P |T R Q|T ′.
2Dans l’e´nonce´ de ce the´ore`me, ∼ de´signe la bisimilarite´ dans sa version pre´coce pour pi0. Mais le the´ore`me 11 ci-dessous a
pour conse´quence que les bisimilarite´s pre´coce, tardive et ground co¨ıncident sur pi0 : ceci nous dispense de pre´ciser davantage
la de´finition de ∼ pour pi0.
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(un processus est dit public s’il s’e´crit sans occurrence de l’ope´rateur de restriction — a` noter qu’un processus
bisimilaire a` un processus public n’est pas ne´cessairement public). Il est aise´ de montrer que ≃ = ≃p.
On s’appuie alors sur la de´finition de formules logiques qui sont des formules caracte´ristiques vis-a`-vis
de ∼ pour les processus publics : si T est un processus public, on de´finit une formule FT telle que (P  FT )
si et seulement si (P ∼ T ). Ceci permet de montrer =E ⊆ ≃
p. Comme ≃p ⊆ ≃, on aboutit finalement a`
=E = ≃ = ∼.
On conclut cette exposition volontairement sommaire par quelques remarques.
- E´quivalence et congruence barbele´es. L’expose´ qui vient d’eˆtre fait ne correspond pas comple`tement a`
la preuve qui est pre´sente´e dans [61], dans la mesure ou` l’on y travaille avec l’e´quivalence barbele´e au
lieu de la congruence barbele´e (voir la discussion avant la remarque 6). Ces deux relations co¨ıncident
sur π0 ; ≃ a e´te´ privile´gie´e ici car elle paraˆıt plus naturelle pour la comparaison avec LE.
- Contextes : comment clore ? On peut constater que la correspondance entre LE et la de´finition de ≃ est
moins e´troite que dans le cas de la logique de Hennessy-Milner : outre l’absence de formules primitives
pour observer les barbele´s, la cloˆture par contextes paralle`les (clause 3) se fait de manie`re moins pre´cise
dans LE.
Comme on l’a vu, alors que, selon ≃, l’expe´rience a` laquelle a acce`s l’observateur consiste a` faire
interagir les deux processus que l’on compare avec un meˆme processus testeur, on ne peut a priori
choisir individuellement dans LE un terme a` ajouter en paralle`le : on a acce`s avec la meˆme pre´cision
aux processus testeurs et aux processus teste´s. Cette constatation sugge`re une variante de la de´finition
de l’e´quivalence comportementale,
◦
≃, que l’on de´finirait comme suit :
Soit
◦
≃ la plus grande relation syme´trique R entre processus satisfaisant les conditions
suivantes, de`s que PRQ :
1. P ↓ a implique Q ↓ a et P ↓ a implique Q ↓ a ;
2. P −→ P ′ implique Q −→ Q′ et P ′RQ′ pour un certain Q′, et syme´triquement lorsque
Q −→ Q′ ;
3. pour tout T , il existe T ′ tel que TRT ′ et P |T R Q|T ′.
L’intuition est ici que l’on choisit T et T ′ ‘a` R pre`s’ pour observer le comportement de P et Q plonge´s
dans un contexte. La proprie´te´ de cloˆture par contexte paralle`le que l’on impose ainsi se rapproche
davantage du type d’observations que permet une logique telle que LE.
Comme on l’a dit plus haut, on e´tablit dans [61] l’existence de formules caracte´ristiques pour ∼, ce
qui nous permet de prendre T et T ′ dans la meˆme classe de bisimilarite´ dans la clause 3 ci-dessus, et
d’obtenir la co¨ıncidence de
◦
≃ avec ≃. Il serait inte´ressant d’e´tudier l’existence de conditions garantissant
qu’une de´finition comme celle de
◦
≃ induit une e´quivalence connue.
- La logique sans ;. Si l’on supprimait l’ope´rateur ; de la logique (et donc aussi I, qui n’a du coup
plus de raison d’eˆtre), l’e´quivalence induite serait moins pre´cise que ∼. Celle-ci serait alors anonyme,
au sens ou` elle ne pourrait distinguer deux processus qui diffe`rent d’une substitution injective sur les
noms : par exemple, on ne saurait distinguer a(x).b〈n〉.0 de u(x).v〈n〉.0, mais on saurait distinguer ce
deux processus de a(x).a〈n〉.0. On peut conjecturer que l’e´quivalence logique induite serait donne´e par
la relation ∼ quotiente´e par l’application de substitutions injectives sur les noms.
- E´quivalences faibles. Il paraˆıt naturel de chercher a` obtenir une caracte´risation de la bisimilarite´ faible
(ou` l’on traite les transitions
τ
−→ comme non observables) a` l’aide d’une logique proche de LE. Si l’on
voulait pour cela adapter l’approche de [61], la difficulte´ principale re´siderait en la de´finition de formules
suffisamment pre´cises, qui, dans le contexte d’une se´mantique faible, sont plus difficiles a` de´river (voir
a` ce sujet la partie 4.2).
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2.2 La substitution comme observation [68]
2.2.1 Congruence de ∼ en π-calcul
Les re´sultats e´tablis dans [68] (initialement parus dans [67]) mettent en avant l’influence de la substi-
tution de noms sur le comportement. On appelle substitution une application des noms vers les noms, les
substitutions e´tant note´es avec σ. On notera Pσ le re´sultat de l’application de σ au processus P en respectant
l’alpha conversion (σ n’agit que sur les noms libres de P , et ne rend pas lie´ un nom qui est libre).
Si l’on sait P ∼ Q, a-t-on Pσ ∼ Qσ ? Il apparaˆıt que lorsque l’on enrichit le jeu comportemental habituel
de la bisimilarite´ avec la possibilite´ de remplacer certains noms par d’autres dans les processus examine´s, la
notion d’e´quivalence peut s’en trouver modifie´e. Cette question est centrale dans le cas du π-calcul, puisque
la synchronisation entre deux processus s’accompagne d’une substitution de noms. Du fait de la pre´sence
du pre´fixe de re´ception, pour que l’e´quivalence comportementale soit une congruence en π-calcul, il faut
qu’elle soit close par substitution. Ainsi, les e´quivalences pre´coce et tardive initialement introduites pour le
π-calcul ne sont pas des congruences, alors que la bisimilarite´ ouverte, par son traitement particulier de la
substitution, satisfait cette proprie´te´ (cf. [113]).
Alors que c’est le pre´fixe de re´ception du π-calcul qui introduit la substitution, c’est le pre´fixe d’e´mission
qui semble eˆtre au cœur de la proprie´te´ de congruence de l’e´quivalence comportementale. En effet, si l’on bride
le pre´fixe d’e´mission m〈n〉.P , les trois e´quivalences susmentionne´es (pre´coce, tardive, ouverte) co¨ıncident
et sont des congruences. C’est le cas pour les sous-calculs Aπ et Pπ, les π-calculs asynchrone et prive´
respectivement : en Aπ, la seule continuation possible a` l’e´mission est 0, tandis qu’en Pπ, on n’e´met que des
noms frais (prive´s) [113].
[68] e´tablit le re´sultat suivant pour le calcul π0 (introduit a` la de´finition 7).
The´ore`me 11 ∼ est une congruence sur π0.
Ce re´sultat cloˆt un proble`me mentionne´ comme ouvert dans [113] (et existant au moins depuis [11]). Il
met en avant π0 comme le seul fragment connu du π-calcul contenant le pre´fixe d’e´mission dans toute sa
splendeur pour lequel ∼ est une congruence. A` noter qu’il n’est pas plus fort que les re´sultats connus sur Aπ
et Pπ, puisqu’il porte sur un calcul fini – on discute de l’extension au cas infini a` la partie 2.2.4.
2.2.2 Preuve : utilisation d’une axiomatisation
Pour e´tablir le the´ore`me 11, on montre que la relation ∼ est close par substitution dans π0. On s’appuie
pour cela dans [68] sur une preuve de la meˆme proprie´te´ dans un fragment de CCS, un re´sultat de transfert
permettant ensuite de conclure pour π0.
Appliquer des substitutions de noms aux processus n’est pas tre`s naturel en CCS, et, a` notre connaissance,
la proprie´te´ de cloˆture par substitution de ∼ n’est pas mentionne´e dans les travaux existants sur CCS. La
raison en est que la substitution n’intervient pas dans le me´canisme de simple synchronisation qui re´git ce
mode`le (en CCS avec passage de valeurs [86], une substitution est a` l’œuvre, mais elle n’influe pas directement
sur l’interaction entre les processus).
On se focalise sur un sous-calcul minimal de CCS, nomme´ µCCS, qui ne comporte que pre´fixe, composition
paralle`le, et communication :
De´finition 12 (µCCS) Les processus de µCCS sont de´finis par la grammaire suivante :
P ::= 0
∣∣ η.P ∣∣ P1|P2 η ::= a ∣∣ a
Axiomatisation. On pre´sente dans [68] une axiomatisation de ∼ sur µCCS. On e´tablit que ∼ est ca-
racte´rise´e par les lois de mono¨ıde commutatif pour | et la loi suivante, appele´e loi de distribution :
η.(P | η.P | . . . | η.P ) = η.P | η.P | . . . | η.P
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η de´signe ici un pre´fixe, de la forme a ou a, et il y a autant d’occurrences de η a` gauche de l’e´galite´ qu’a`
droite.
La loi de distribution suffit ainsi a` exprimer les e´galite´s comportementales sur µCCS. Par le biais des
trois petits points, ce sche´ma e´quationnel de´crit en re´alite´ une infinite´ de lois. On montre dans [68] qu’il
n’existe pas d’axiomatisation finie de ∼. Pour comprendre pourquoi il en est ainsi, on peut s’inte´resser a`
l’instance de la loi de distribution au rang six, qui s’e´crit η.(P | (η.P )5) = (η.P )6 — la notation Qk, de´signe
la composition paralle`le de k copies du processus Q. En partant du membre droit de cette e´galite´, on peut
effectuer la suite d’e´tapes de re´e´criture suivantes :
(η.P )6 = (η.(P |η.P ))3 3 fois la loi de distribution au rang 2
= η.
(
P |η.P | (η.(P |η.P ))2
)
la loi de distribution au rang 3
= η.(P | (η.P )5) 2 fois la loi de distribution au rang 2
Ainsi, la loi de distribution au rang six peut se de´river a` partir des lois aux rangs deux et trois. Mais la seule
manie`re d’avoir la loi de distribution a` un rang premier est de l’inclure dans l’axiomatisation, ce qui permet
de conclure sur le caracte`re non fini de l’axiomatisation. Une formulation de´taille´e de ces conside´rations est
donne´e dans [68, The´ore`me 3.2].
La loi de distribution, lue de droite a` gauche, exprime une sorte d’ordonnancement e´le´mentaire pour une
composition paralle`le de plusieurs copies d’un processus pre´fixe´ : la premie`re chose que ce processus peut
faire est offrir l’interaction correspondant au pre´fixe en question. C’est cependant plutoˆt dans le sens inverse,
celui d’une distribution, que l’on oriente cette loi dans [68], ce qui permet de de´finir une notion de ‘forme
normale distribue´e’ pour les processus de µCCS.
Une fois qu’un processus est re´e´crit en sa forme normale, il est ‘paralle`le au possible’, comme l’exprime
la proprie´te´ suivante de de´composition en facteurs premiers, due a` Milner et Moller :
Proposition 13 (De´composition unique en processus premiers [90])
Un processus P ≁ 0 est dit premier si P ∼ Q1|Q2 implique Q1 ∼ 0 ou Q2 ∼ 0. On dit que (P1, . . . , Pk)
est une de´composition premie`re de P si les Pi sont premiers et P ∼ P1| . . . |Pk.
Pour tout processus P de µCCS, il existe une de´composition premie`re (P1, . . . , Pk) de P . De plus, pour
toute autre de´composition premie`re (Q1, . . . , Qk′) de P , on a k
′ = k et Pi ∼ Qρ(i), ou` ρ est une permutation
de l’intervalle [1, .., k].
La caracte´risation que l’on a obtenue explicite ce re´sultat de Milner et Moller dans [90], ou` l’existence
d’une de´composition en facteurs premiers est e´tablie, mais la preuve ne de´bouche pas sur une notion de
forme normale obtenue par re´e´criture de termes (voir aussi [42], dont la pre´sentation est plus proche de notre
e´tude, sans toutefois que la loi de distribution n’apparaisse explicitement).
Il a e´te´ montre´ par la suite dans [78] que la loi de distribution permet e´galement d’axiomatiser ∼ sur le
π-calcul d’ordre supe´rieur sans restriction.
Transfert de µCCS a` π0. On peut remarquer que la loi de distribution est close par substitution, ce qui
entraˆıne, du fait de l’axiomatisation de´crite plus haut :
Corollaire 14 Dans µCCS, si P ∼ Q, alors pour toute substitution σ, Pσ ∼ Qσ.
Pour de´duire la meˆme proprie´te´ pour π0 (re´sultat qui a` son tour me`ne a` la congruence de ∼ dans π0), on
proce`de dans [68] par l’absurde, en montrant que si ∼ n’e´tait pas close par substitution dans π0, alors il en
serait de meˆme dans µCCS. Cela se fait en exploitant une proprie´te´ de transfert, fonde´e sur la ‘projection’
d’un processus de π0 en un processus de µCCS (Proposition 5.5 dans [68] – nous n’entrons pas plus dans les
de´tails ici).
Cela conduit finalement au the´ore`me 11 (congruence de ∼ sur π0).
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2.2.3 Observer les substitutions, le roˆle de la composition paralle`le
Nous pre´sentons ici un certain nombre de remarques sur l’approche qui a e´te´ suivie dans [68], notamment
en lien avec le traitement que l’on y fait de l’ope´rateur de composition paralle`le.
En π-calcul, la cloˆture de la bisimilarite´ vis-a`-vis des substitutions survient comme condition ne´cessaire
pour que cette relation soit une congruence. On peut vouloir s’inte´resser a` cette proprie´te´ de cloˆture en tant
que telle, en cherchant a` caracte´riser la plus grande relation contenue dans ∼ qui soit close par substitution,
et ceci e´galement pour des formalismes diffe´rents du π-calcul.
L’inte´reˆt d’une telle approche est avant tout the´orique : c’est un angle pour e´valuer la robustesse d’une
e´quivalence, et mieux en comprendre l’expressivite´. L’ide´e ce faisant est de traiter l’application d’une substitu-
tion comme une ope´ration a` laquelle a acce`s l’observateur, pour faire e´ventuellement e´merger des diffe´rences
entre des processus qu’il compare. On peut s’interroger sur le sens qu’a, en π-calcul par exemple, le fait
d’analyser les effets d’une substitution que l’on applique sur un processus actif. La substitution apparaˆıt en
π-calcul en lien avec l’ope´ration de re´ception : au moment ou` a(x).P rec¸oit un message sur a, x est substitue´
avant que la continuation P ne commence a` s’exe´cuter. Demander a` ce que l’e´quivalence comportementale
soit close par substitution revient a` s’autoriser, dans un sce´nario de test du type de celui de la congruence
barbele´e, a` remplacer des noms par d’autres, ce que l’on peut voir comme une manie`re pour l’observateur de
rediriger certaines interactions : ce qui passait par le canal a passe de´sormais par le canal a′, ou encore, telle
ressource qui e´tait accessible en c doit maintenant eˆtre interroge´e en d. Ainsi, une forme de ‘mise a` jour du
routage’ pourrait eˆtre le pendant intuitif, concret, de l’application d’une substitution, au meˆme titre que l’on
associe une ide´e d’expe´rience aux autres constituants de la congruence barbele´e : la sensibilite´ a` un barbele´,
le plongement dans un contexte, ou l’e´volution par re´duction.
Demander a` ce que l’e´quivalence soit stable par substitution impose une forme de robustesse en lien avec
les transitions internes (
τ
−→) des processus. En identifiant deux noms, une substitution peut en effet rendre
possibles certaines interactions qui ne l’e´taient pas avant : c’est le cas par exemple en CCS pour a.P | b.Q
si la substitution associe la meˆme image a` a et b. Plus ge´ne´ralement, dans les calculs de processus dont il a
e´te´ question jusqu’ici (CCS, π-calcul), la composition paralle`le est en quelque sorte le lieu de l’interaction.
On peut d’ailleurs observer que dans la pre´sentation re´ductionnelle de ces calculs, les re`gles qui ne sont pas
des re`gles de congruence (vis-a`-vis des contextes, ou de ≡) mentionnent l’ope´rateur | . En se propageant sur
P |Q, une substitution peut donc de´clencher des transitions re´sultant d’interactions entre P et Q. Il est ainsi
pertinent, dans cette optique, de s’inte´resser aux e´quivalences ‘local-global’ de la forme P = Q1|Q2, ou` P
ne s’e´crit pas comme une composition paralle`le : la question est alors de savoir si Q1σ |Q2σ peut faire des
transitions que ne peut offrir Pσ.
Ces observations nous ame`nent a` comparer le the´ore`me d’expansion (partie 1.1) et la loi de distribution
(partie 2.2.2). Ces deux sche´mas permettent de de´river des e´quivalences ‘local-global’. D’un coˆte´, pour la
loi de distribution, la substitution est anodine, car tous les processus commencent par le meˆme pre´fixe dans
η.P | . . . |η.P . De l’autre, en revanche, le the´ore`me d’expansion permet de de´river par exemple a.b+ b.a ∼ a|b,
e´quivalence qui cesse d’eˆtre vraie de`s que l’on remplace b par a (dit autrement, l’ensemble d’indices i, j pour
lesquels αi = βj , qui intervient dans la troisie`me somme de la figure 1, n’est pas invariant par substitution
des αi, βj). Ainsi, puisque la loi de distribution caracte´rise la bisimilarite´ sur µCCS, la relation ∼ est close
par substitution sur ce calcul ; elle ne l’est pas sur CCS, qui contient l’ope´rateur +, et ou` la loi d’expansion
tient3.
De plus, le the´ore`me d’expansion et la loi de distribution vont ‘a` l’envers’ l’une de l’autre pour ce qui
est du traitement de la composition paralle`le. Comme indique´ plus haut, la loi de distribution est utilise´e
dans [68] pour calculer une forme normale qui exprime le degre´ maximal de paralle´lisme que peut manifester
un processus. A` l’inverse (cf. partie 1.1), en pre´sence de l’ope´rateur de somme, la composition paralle`le est
e´limine´e, au profit de +, via le the´ore`me d’expansion. En se re´fe´rant a` la me´taphore chimique de [9], on peut
3On peut en passant mentionner [71], qui pre´sente une e´tude tre`s comple`te des situations ou` l’on a e´quivalence entre un terme
pre´fixe´ et une composition paralle`le, dans le cadre de l’alge`bre de processus PA (PA offre une forme ge´ne´ralise´e de composition
se´quentielle, de la forme P ;Q). Une e´galite´ proche de la loi de distribution apparaˆıt de´ja` dans ce travail.
13
dire qu’on obtient ainsi une forme ‘desse´che´e’ des processus, sur laquelle sont lisibles tous les entrelacements
possibles de transitions.
La litte´rature est riche de travaux proposant une caracte´risation alge´brique de ∼, sur diffe´rents langages,
et ou` le cœur du proble`me consiste a` de´composer la composition paralle`le. L’article [4] dresse un panorama
des re´sultats existants ; dans son re´sume´, il est notamment dit
“The paper also highlights the role that auxiliary operators, such as Bergstra and Klop’s left
and communication merge and Hennessy’s merge operator, play in the search for a finite, equatio-
nal axiomatization of parallel composition both for classic process algebras and for their real-time
extensions.”
A` l’inverse, l’objectif serait dans notre cas, pour prolonger l’e´tude de [68], de s’inte´resser pre´cise´ment a` des
formalismes ou` la composition paralle`le ne peut eˆtre re´duite de la sorte. On pourrait ainsi mieux comprendre
les proprie´te´s, notamment alge´briques, de cet ope´rateur, que l’on ne voit alors pas comme un outil pour com-
poser des comportements, mais plutoˆt comme une construction ‘spatiale’, ou ‘structurelle’ (point de vue qui
est amplement de´veloppe´ dans la suite de ce document). On pre´sente ci-dessous les premie`res investigations
que l’on a entreprises dans cette direction.
Remarquons enfin que les travaux sur l’encodage du choix en π-calcul [96, 100, 95] partent d’un point de
vue qui rejoint e´galement ces observations, puisque ceux-ci e´tudient dans quelle mesure le choix peut eˆtre
vu comme un ope´rateur non primitif. Ceci va a` rebours du the´ore`me d’expansion (Proposition 3) : alors que
traditionnellement on exprime | a` l’aide de + en CCS, on a plutoˆt tendance a` vouloir programmer + a` l’aide
de | en π-calcul.
2.2.4 Prolongements [69]
La question de la cloˆture de ∼ vis-a`-vis des substitutions, qui a e´te´ entame´e dans [68], peut eˆtre appro-
fondie de plusieurs manie`res.
Comple´ter le tableau : proprie´te´s alge´briques de la re´plication. Comme on l’a indique´ plus haut, un
angle que l’on souhaite continuer a` de´velopper est celui de l’e´tude des proprie´te´s alge´briques de la bisimilarite´,
dans des formalismes qui n’incluent pas l’ope´rateur de choix. Ceci devrait en particulier permettre d’analyser
la question de la cloˆture vis-a`-vis des substitutions de ∼. On a vu en effet que dans les cas qui ont e´te´ e´tudie´s,
la bisimilarite´ n’est pas close par substitution en pre´sence de +.
En π-calcul, depuis [87], les comportements infinis s’obtiennent volontiers par l’interme´diaire de l’ope´rateur
de re´plication, note´ !, qui fournit une forme de ‘re´cursion spatiale’. Il est re´gi par les lois de congruence struc-
turelle suivantes :
!P ≡ !P |P !(P |Q) ≡ !P | !Q !!P ≡ !P !0 ≡ 0
On peut re´sumer comme suit les proprie´te´s connues s’agissant de la cloˆture vis-a`-vis des substitutions en
π-calcul (et donc de la congruence de la bisimilarite´), de`s lors que l’on inclut le pre´fixe d’e´mission :
restriction sans re´plication : oui [68]
re´plication sans restriction : ? [69]
restriction et re´plication : non [11]
Fig. 2 – Congruence de ∼ en pre´sence d’e´missions synchrones
Dans les calculs sans ope´rateur de choix, la cloˆture par substitution e´choue de`s que l’on inclut les
ope´rateurs de restriction et de re´plication [11]. Pour le π-calcul, on l’a dit, on peut re´tablir cette proprie´te´ en
restreignant l’ope´rateur d’e´mission, dans les versions asynchrone et localise´e du calcul [113, calculs Aπ et Lπ
– a` noter que dans le cas de Lπ on a affaire a` une classe restreinte de substitutions]. On a montre´ ci-dessus
que lorsque l’e´mission synchrone est incluse dans le calcul, la cloˆture par substitutions tient en l’absence de
re´plication.
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La question se pose donc pour le cas d’un calcul sans restriction, mais avec des comportements infinis.
On choisit d’inclure l’ope´rateur de re´plication plutoˆt que des de´finitions re´cursives, avec l’ide´e qu’il est plus
simple d’exprimer des proprie´te´s alge´briques dans ce cadre. De plus, la re´plication apparaˆıt comme un choix
naturel, dans la mesure ou` elle peut eˆtre vue comme une version infinitaire de la composition paralle`le,
ope´rateur qui est au cœur de notre e´tude.
Nous avons commence´ a` analyser les proprie´te´s alge´briques de la bisimilarite´ lorsque l’on ajoute la
re´plication a` µCCS. Dans [69], on e´tudie le cas ou` les re´plications ne sont applique´es que sur des pre´fixes,
et sont actives, au sens ou` elles n’apparaissent pas sous des pre´fixes. La premie`re limitation est anodine,
puisque l’on travaille dans un calcul sans restriction : les lois mentionne´es ci-dessus pour ≡ pourraient eˆtre
ajoute´es sans difficulte´ afin de la lever. La seconde est plus de´terminante, car, comme on l’e´voque plus bas, le
traitement des re´plications enfouies (apparaissant sous un pre´fixe) introduit des difficulte´s supple´mentaires.
Le calcul avec lequel on travaille est donc de´fini par une grammaire a` deux e´tages, pour les processus finis
et les processus (Figure 3 — comme pre´ce´demment, on se focalise sur un fragment de CCS, pour ensuite
e´tendre les re´sultats au π-calcul).
F ::= 0
∣∣ η.F ∣∣ F |F P ::= !η.F ∣∣ F ∣∣ P |P
Fig. 3 – Extension de µCCS avec re´plications actives
Dans ce calcul, la loi de distribution vue plus haut est bien suˆr toujours valide, et doit eˆtre prise en
compte pour caracte´riser ∼. Il s’agit, au-dela` de cette observation, d’exprimer les proprie´te´s de la re´plication
vis-a`-vis de la bisimilarite´. Un point de de´part possible, dans cette optique, est donne´ par les lois classiques
suivantes :
!η.P | !η.P =!η.P !η.P | η.P =!η.P .
On montre dans [69] que la premie`re loi ci-dessus peut eˆtre adopte´e telle quelle, alors qu’il faut ge´ne´raliser
la seconde pour capturer ∼. Une premie`re ge´ne´ralisation est donne´e par
!η.P |C[η.P ] =!η.P |C[0] .
Ici C[] de´signe un contexte, qui est de´fini comme un processus avec un trou ; C[Q] est le processus que l’on
obtient en inse´rant Q a` la place du trou dans C[]. Intuitivement, cette loi dit qu’un processus re´plique´ peut
absorber une copie de lui-meˆme non seulement en position active (autrement dit, en paralle`le), mais aussi
n’importe ou` dans un terme. On a par exemple !a.b | d.(e|a.b) ∼ !a.b | d.e (mais !a.b | d.a.b.c ≁ !a.b | d.c).
Cela n’est toutefois pas suffisant : une premie`re remarque est qu’un processus peut se re´pliquer a` l’inte´rieur
de lui-meˆme : !η.C[η.C[0]] =!η.C[0] (par exemple, !a.(b|a.b) ∼ !a.b). Plus ge´ne´ralement, k processus re´plique´s
peuvent se recopier les uns dans les autres ‘simultane´ment’, sans que cela re´sulte d’une se´quence d’applications
des lois que l’on a mentionne´es jusqu’ici. On a par exemple l’e´quivalence
!a.a′ | !b.b′ | !c.c′ ∼ !a.(b.b′|a′) | !b.(c.c′|b′) | !c.(a.a′|c′) ,
que l’on obtient en recopiant chaque processus re´plique´ chez son voisin de gauche, circulairement.
Nous nous contentons ici de cette esquisse des proprie´te´s alge´briques de ∼ dans le calcul avec re´plications
actives. Intuitivement, il suffit, pour caracte´riser ∼, de rendre compte du type d’e´galite´s que l’on vient
d’e´voquer. Il paraˆıt hors d’atteinte d’e´crire une loi qui de´crive de manie`re raisonnablement concise et lisible
le phe´nome`ne de ‘copies mutuelles’ que l’on vient d’e´voquer. Dans [69], on de´finit une proce´dure de re´e´criture
des processus s’appuyant sur les lois ci-dessus, dont on de´montre qu’elle induit une notion de forme normale
pour la bisimilarite´. Plus pre´cise´ment, cette proce´dure permet de calculer, e´tant donne´ un processus P , un
processus S de taille minimale tel que P ∼ S (la taille e´tant de´finie comme le nombre de pre´fixes d’un terme).
Ce proce´de´ de normalisation des processus par re´e´criture a donne´ lieu a` une imple´mentation prototype [44].
Cette caracte´risation permet de conclure a` la cloˆture par substitutions de la bisimilarite´ sur le sous-calcul
de CCS sans restriction et avec re´plications actives :
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The´ore`me 15 ([69]) Soient P,Q deux processus du sous-calcul de CCS calcul de´crit a` la Figure 3.
Si P ∼ Q, alors pour toute substitution σ, Pσ ∼ Qσ.
On s’appuie sur ce re´sultat pour e´tablir une nouvelle proprie´te´ de congruence pour la bisimilarite´ en π-calcul,
pour le calcul correspondant :
The´ore`me 16 ([69, Corollary 36]) La bisimilarite´ forte, de´finie sur le sous-calcul du π-calcul induit par
la syntaxe de la Figure 3, ou` η fait re´fe´rence aux pre´fixes du π-calcul (e´mission a(x) et re´ception a〈v〉), est
une congruence.
L’e´tape suivante est de s’inte´resser a` un calcul avec re´plications enfouies. On commence pour ce faire par
travailler dans le cadre d’un calcul ou` l’on autorise les re´plications enfouies, mais on interdit les re´plications
imbrique´es (pas de re´plication apparaissant sous une re´plication). On voit alors que la loi
η.(!η.F |F ) =!η.F
fait son apparition ; cette e´galite´ peut eˆtre vue comme une version infinitaire de la loi de distribution.
La notion de forme canonique des processus pour ∼ est assez subtile a` de´finir dans ce cadre. Ainsi, si l’on
reprend l’ide´e de la forme canonique comme processus bisimilaire de taille minimale, on s’attend a` ce que la
forme normale de !a.b | c.(!b.a | d.b.a) soit !a.b | c.(!b|d). Intuitivement, lorsque le pre´fixe c est consomme´, !a.b
et !b.a se retrouvent en parall`le, ce qui leur permet de se ‘simplifier’ en !a|!b, ce qui de´clenche de nouvelles
simplifications — simplifications qui ne sont valables que lorsque c a e´te´ consomme´, ce qui justifie le fait que
l’on garde !a.b en position active dans la forme canonique : on ne peut pas encore effacer le second pre´fixe
b. On ne sait pas dire pour le moment si la loi ci-dessus est suffisante pour caracte´riser ∼ en pre´sence de
re´plications enfouies.
Plus ge´ne´ralement, il apparaˆıt que plusieurs e´tapes restent encore a` franchir avant d’avoir une vision
de´taille´e des proprie´te´s alge´briques de | (et de !) qui entrent en jeu dans la caracte´risation de la bisimilarite´
forte en l’absence d’ope´rateur de choix. En particulier, le cas des re´plications imbrique´es ne semble pas
pouvoir se traiter de manie`re imme´diate dans le prolongement de l’e´tude sur les re´plications enfouies non
imbrique´es. Il serait inte´ressant, au fur et a` mesure que se dessine une compre´hension plus de´taille´e de ces
questions, de de´gager une vision ge´ne´rale des lois re´gissant ∼, avec l’ambition de pouvoir traiter, a` partir de
cette connaissance, d’autres formalismes, plus riches que les calculs que l’on a e´voque´s jusqu’ici.
E´quivalences plus fines. Une autre manie`re d’analyser la question de la coˆture vis-a`-vis des substitutions
est de jouer sur l’e´quivalence comportementale que l’on adopte : lorsque ∼ n’est pas assez discriminante,
comment raffiner cette relation pour obtenir la cloˆture vis-a`-vis des substitutions ? Un re´sultat de ce type
est e´tabli dans [68] pour le calcul µCCS+, dont la syntaxe est la suivante :
S ::= 0
∣∣ η.P ∣∣ S1 + S2 P ::= S ∣∣ P1|P2
(η de´signe ci-dessus un pre´fixe CCS, de la forme a, a ou τ). µCCS+ est l’extension de µCCS avec des sommes
de termes pre´fixe´s. On note ∼d l’adaptation a` µCCS
+ de la bisimilarite´ distribue´e de [39]. Informellement,
les coups dans le jeu de bisimulation pour ∼d sont des transitions de la forme P
µ
−→ 〈P1, P2〉, ou` P2 est le
processus re´sultant de l’e´volution de P selon µ, et P1 correspond au re´sidu de la composante qui a bouge´ dans
P ; par exemple, a.T | b.U
b
−→ 〈a.T |U, U〉. Sans entrer davantage dans les de´tails techniques de la de´finition
de ∼d, il s’agit d’une e´quivalence strictement plus discriminante que ∼, qui prend en compte les phe´nome`nes
de causalite´ (∼d est non entrelac¸ante – voir aussi a` ce sujet le de´but de la partie 4.1). En particulier, a.a et
a | a sont distincts pour ∼d. On a alors :
Proposition 17 (Proposition 4.10 dans [68]) ∼d est close par substitution sur µCCS
+.
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On peut remarquer d’une part que ∼ n’est bien suˆr pas close par substitution en µCCS+ (puisque le
the´ore`me d’expansion vaut pour ∼), alors que ∼ et ∼d le sont en µCCS.
Une e´quivalence comme ∼d met en avant la structure des processus, en e´tant plus fine que la bisimilarite´.
Ce point de vue est de´veloppe´ abondamment dans les parties qui suivent, dans la mesure ou` les logiques
spatiales e´tudie´es se fondent sur des la prise en compte de proprie´t´es intensionnelles, qui rejoignent la
de´finition de ∼d.
3 Inspections et e´quivalences intensionnelles
Les de´veloppements pre´ce´dents ont porte´ sur l’analyse du comportement des processus, et de la notion
d’e´quivalence qui lui est associe´e. Dans cette partie, nous nous inte´ressons a` des proprie´te´s de la structure des
processus. Outre la possibilite´ de reconnaˆıtre un comportement, on veut e´galement eˆtre sensible a` comment
celui-ci est ‘code´’ — a` partir de quels composants il s’obtient. Pour prendre une me´taphore the´aˆtrale, on
ne s’inte´resse pas uniquement a` l’intrigue de la pie`ce, mais aussi a` sa mise en sce`ne. Ce type d’analyse a
une connotation intensionnelle : on obtient des informations portant sur la constitution des processus, plus
que sur leur comportement (auquel on attache le caracte`re extensionnel). L’articulation entre intensionalite´
et extensionalite´ pour les logiques spatiales est discute´e, au vu des re´sultats que l’on a pu obtenir, a` la
partie 3.2.3.
Un roˆle central dans ce qui suit est joue´ par l’ope´rateur de conjonction spatiale, que nous pre´sentons
pour commencer. On verra comment cet ope´rateur peut eˆtre employe´ dans divers scenarii, qui ne se can-
tonnent pas a` l’analyse des processus concurrents ; on verra aussi comment on lui adjoint, suivant les cas,
d’autres me´canismes d’analyse pour donner sens a` l’exploration de ce que l’on nomme de manie`re ge´ne´rique
une structure. On s’attachera ensuite a` confronter inspections et interactions, autrement dit, a` e´tablir une
comparaison entre le pouvoir expressif et discriminant fourni par les analyses spatiales (les inspections) et
les observations que permet la bisimilarite´.
3.1 Observations spatiales
3.1.1 Conjonction spatiale : de´couper
De´composer les processus
Pour illustrer le point de vue que l’on souhaite de´velopper dans cette partie, on peut partir de la question
suivante : est-ce qu’un comportement que l’on observe peut s’obtenir comme combinaison de deux compor-
tements plus simples, ou bien est-il premier ? En ce sens, le processus P = a.b.a est premier, puisque la
seule manie`re de le de´composer est d’e´crire quelque chose comme P |0, qui peut eˆtre conside´re´ comme une
de´composition triviale, au meˆme titre que lorsque l’on e´crit 19 = 19 × 1 (cette ide´e est a` rapprocher de la
proposition 13).
On introduit pour cela la conjonction spatiale, note´e |, comme la composition paralle`le. Cette observation
va en quelque sorte a` rebours de la composition paralle`le : alors que | (sur les processus) combine deux
processus, | (sur les formules ou les observations) de´compose un processus.
La conjonction spatiale correspond a` une perception statique, de l’e´tat que de´finit un terme : on se fonde
pour ce faire sur une vision plus ‘textuelle’ que ce que propose la bisimilarite´, tout en s’e´loignant de l’arbre
syntaxique. La congruence structurelle correspond ge´ne´ralement a` cette notion d’e´tat, ce qui conduit a` la
de´finition suivante pour la satisfaction d’une conjonction spatiale :
P  A1|A2 si et seulement si ∃P1, P2. P ≡ P1|P2 et Pi  Ai, i = 1, 2 .
On peut faire trois remarques a` propos de cette de´finition.
– Combinatoire. Etant donne´ que la satisfaction de A1|A2 est de´finie modulo ≡, on est imme´diatement
confronte´ a` une difficulte´ combinatoire si l’on s’inte´resse a` la question du model checking, c’est-a`-
dire si l’on cherche a` savoir si un processus P satisfait A1|A2. Cet aspect combinatoire se ressent
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en re´fle´chissant a` l’interpre´tation de l’ope´rateur dit dual de |, note´ ||, introduit dans [35], et de´fini
par A || B
def
= ¬(¬A |¬B) — on laisse au lecteur le soin de de´duire cette interpre´tation4. Comme
le montre [7], l’un des enjeux dans la conception d’un logiciel comme Smallfoot est de maˆıtriser les
utilisations de la conjonction spatiale, afin de limiter l’explosion combinatoire. L’algorithme de model
checking de´crit dans [17] est lui relativement na¨ıf, dans la mesure ou` il traite la satisfaction d’une
formule A1|A2 dans le cas ge´ne´ral, en parcourant toutes les de´compositions possibles d’un processus
(Lemme 4.1 de [17]).
– Origines. L’ide´e de concevoir des logiques modales permettant d’inspecter la structure des configura-
tions dans des calculs de processus comme le π-calcul ou les Mobile Ambients apparaˆıt dans [24, 35].
Pour autant, la volonte´ de s’appuyer sur la composition paralle`le pour raisonner de manie`re composi-
tionnelle sur les syste`mes concurrents est plus ancienne. La partie 3.2.4 rassemble des re´fe´rences (pour
la plupart datant des anne´es 80) dans lesquelles on trouve des ide´es qui sont mises en avant plus tard
dans les travaux sur les logiques spatiales pour la concurrence.
– Une observation e´le´mentaire. La conjonction spatiale est une observation de se´paration statique. Il est
ne´cessaire de l’associer a` d’autres formes d’analyse des processus, afin de de´couvrir les proprie´te´s des
processus re´sultant de cette inspection (on a en particulier vu ci-dessus qu’un processus P peut toujours
eˆtre de´coupe´, de fac¸on triviale, en P |0). Ce dernier aspect est de´veloppe´ dans la suite de cette partie.
3.1.2 Observer ce qui a e´te´ se´pare´
La conjonction spatiale apparaˆıt dans divers travaux, qui n’ont pas uniquement trait a` la the´orie de
la concurrence. Elle est associe´e a` diffe´rentes formes d’observations e´le´mentaires, qui varient suivant les
formalismes, et que nous de´crivons ci-dessous.
Observations statiques.
Le ne´ant.
L’observation ‘radicalement e´le´mentaire’ consiste a` de´tecter la pre´sence (ou l’absence) de l’espace observe´.
L’assertion correspondante est incluse dans la logique de se´paration (dont il est question ci-dessous), et aussi
dans les logiques spatiales pour la concurrence [33, 20]. La formule 0 de´note l’absence d’espace :
P  0 si et seulement si P ≡ 0
(ne pas confondre le processus inactif, 0, et la formule 0).
Puisque l’on peut e´crire tout processus P comme P compose´ avec un nombre quelconque de copies de 0,
il n’est a priori pas tre`s inte´ressant d’utiliser la formule 0 en conjonction avec |. En revanche, la ne´gation de
0 permet de compter les composantes paralle`les d’un processus, de la manie`re suivante :
⌈1⌉
def
= ¬0 ∧ ¬(¬0|¬0) ⌈k⌉
def
= ⌈1⌉| . . . |⌈1⌉︸ ︷︷ ︸
k fois
, k ≥ 2
Un processus inse´cable est un processus qui n’est pas rien et qui n’est pas se´parable en deux processus qui ne
sont pas rien : c’est la formule ⌈1⌉, a` l’aide de laquelle on peut exprimer le fait qu’un processus se de´compose
en k sous-processus inse´cables.
Les ope´rateurs des logiques spatiales permettent de ‘compter’ dans les structures que les logiques ob-
servent : intuitivement, on peut de´crire des ensembles d’entiers naturels, | servant a` faire des sommes, et
l’adjoint ⊲ (cf. partie 3.1.3) servant a` faire des soustractions. Ce point de vue est de´veloppe´ en particulier
dans [45], ou` les auteurs e´tudient le fragment statique de la logique des Ambients (LA, partie 4.2), fragment
qui peut eˆtre vu comme une logique pour raisonner sur des arbres (par exemple, des donne´es au format
XML). Une contribution importante de ce travail est de montrer que le proble`me du model checking pour
cette logique peut eˆtre mis en relation avec la satisfaction de contraintes sur des vecteurs d’entiers, exprime´es
sous forme de contraintes dans l’arithme´tique de Presburger.
4Re´ponse : P  A ||B si et seulement si pour toute e´criture P ≡ P1|P2, soit P1  A, soit P2  B.
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Programmes manipulant des pointeurs.
La logique de se´paration (Separation Logic, voir [107]) sert a` raisonner sur les programmes manipulant des
pointeurs. Un tel programme, en s’exe´cutant, lit et modifie l’e´tat de la me´moire. En logique de se´paration,
une observation e´le´mentaire (autre que 0, qui dit qu’aucune cellule n’est alloue´e dans la me´moire) est de
la forme x →֒ 19, pour de´noter que la variable x du programme pointe vers une cellule me´moire contenant
la valeur 19. La logique permet en particulier d’exprimer des proprie´te´s lie´es aux phe´nome`nes de partage
dans la me´moire. Ainsi, la formule x →֒ 27 ∧ y →֒ 27 dit que les variables x et y pointent vers une case
me´moire contenant la valeur 27, mais elle n’empeˆche pas x et y d’eˆtre des alias. Au contraire, la formule
x →֒ 27 | y →֒ 27, qui utilise la conjonction spatiale, impose que les deux sous-formules soient ve´rifie´es par
deux portions disjointes de la me´moire, ce qui force x et y a` pointer vers deux cases distinctes (en logique
de se´paration, l’ope´rateur | est ge´ne´ralement note´ ∗).
En logique de se´paration, les assertions exprimant des proprie´te´s de l’e´tat de la me´moire sont utilise´es,
dans le prolongement de la logique de Floyd-Hoare, pour spe´cifier des pre´- et post-conditions a` l’exe´cution
des programmes. On s’appuie sur la conjonction spatiale pour e´tablir qu’un programme n’est pas sujet a` des
phe´nome`nes d’interfe´rence.
La logique de se´paration se preˆte naturellement a` l’e´tude de programmes s´equentiels de bas niveau. Elle a
donne´ lieu a` des me´canisations pour raisonner sur machine, que ce soit via des me´thodes comple`tement auto-
matiques, comme dans l’outil Smallfoot [8], ou dans le cadre d’assistants de preuve — voir par exemple [73],
qui pre´sente une mise en œuvre de la logique de se´paration concurrente.
Une extension de la logique de se´paration pour raisonner sur des programmes concurrents a en effet e´te´
propose´e [98]. Le tas reste le meˆme, et plusieurs taˆches y acce`dent simultane´ment, selon le mode`le classique
de la me´moire partage´e. Dans cette approche, les assertions sur le tas rendent compte de l’acce`s exclusif a`
une ressource partage´e pour une taˆche donne´e. On a donc affaire a` un sce´nario ou` donne´es et programmes
sont distingue´s ; en particulier, les assertions ne portent que sur les donne´es, et les formules de la logique sont
utilise´es pour de´couper le tas, par le biais de la conjonction spatiale, en des ‘zones d’influence’ sur lesquelles
les taˆches agissent en l’absence d’interfe´rences. Contrairement au cas des calculs de processus, la structure
sur laquelle on raisonne a` l’aide des formules de la logique de se´paration est comple`tement passive.
L’article [72] de´finit une logique spatiale, apparente´e a` la logique de se´paration, pour les processus CSP.
En un certain sens, cette approche se situe a` la convergence entre les logiques pour la me´moire, issues
de la logique de se´paration, et les logiques pour les processus, dont il est question dans ce document. Il
serait particulie`rement inte´ressant, dans la ligne´e de cette proposition, de pouvoir appliquer les me´thodes
qui ont e´te´ de´finies et imple´mente´es dans le cadre de la logique de se´paration (re`gles d’infe´rence, ve´rification
automatise´e) afin de raisonner sur les processus. L’article [123] repre´sente une avance´e prometteuse dans
cette direction : les techniques de la logique de se´paration sont a` l’œuvre pour raisonner sur des processus
interagissant par passage de messages, les assertions sur le tas e´tant utilise´es pour de´crire le transfert des
messages. Un prolongement naturel de ce travail serait de faire la transition entre la granularite´ fine que met
en avant la logique de se´paration dans son analyse de la concurrence et des mode`les de plus haut niveau, ou`
certains aspects de l’exe´cution des processus peuvent eˆtre abstraits.
La restriction (et la fraˆıcheur).
L’ope´rateur de restriction, par le biais de la notion de porte´e qui lui est associe´e, a une connotation
spatiale : une restriction sur un nom a de´termine une zone ou` a est connu et peut eˆtre utilise´, ce nom e´tant
inconnu du reste du processus (et du contexte). L’article [36] e´tudie comment de´finir une forme d’inspec-
tion qui puisse eˆtre associe´e a` l’ope´rateur de restriction. Ceci se fait par l’interme´diaire d’un ope´rateur de
re´ve´lation, note´ r, dont la satisfaction est de´finie comme suit :
P  nrA si et seulement si ∃P ′. P ≡ (νn)P ′ ∧ P ′  A .
Puisque la satisfaction d’une formule de la forme nrA se fait modulo ≡, il n’y a pas moyen de spe´cifier
quelle restriction est re´ve´le´e lors de cette inspection, car les restrictions ‘flottent’ dans un processus, notam-
ment du fait de la loi d’extrusion pour ≡. Cette forme d’incertitude quant au nom que l’on re´ve`le rappelle
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la combinatoire lie´e a` la satisfaction d’une formule de la forme A1|A2, pour laquelle on ne sait ‘ou` on coupe’
dans le processus. On peut ainsi en particulier re´ve´ler une restriction inutile, c’est-a`-dire qui ne porte pas
sur un nom utilise´ dans le processus qui est observe´. La seule contrainte est que nrA ne peut eˆtre satisfaite
par un processus ou` le nom n a une occurrence libre — de ce fait, la formule ¬(nr⊤) exprime que le nom
n a une occurrence libre dans le processus observe´.
L’ope´rateur r seul n’est pas suffisant pour traduire dans la logique le comportement de l’ope´rateur de
restriction : il faut pouvoir exprimer le fait que le nom que l’on re´ve`le au moment de l’ouverture de la res-
triction est inconnu (ou frais) vis-a`-vis de tout observateur. Ceci se fait par l’interme´diaire du quantificateur
de fraˆıcheur I, qui a e´te´ pre´sente´ a` la partie 2.1 :
P  In.A si et seulement si pour m frais pour P et A, P  A{m/n} .
Comme il a de´ja` e´te´ mentionne´, la de´finition (et la notation) de l’ope´rateur I est issue des travaux
de A. Pitts et J. Gabbay sur les lieurs [54]. La quantification sur les noms cache´s, qui permet d’exprimer
une proprie´te´ portant sur un processus que l’on de´couvre en passant sous une restriction, peut alors eˆtre
introduite de la manie`re suivante : Hn.A
def
= In. nrA. Cet ope´rateur de´rive´ H, pendant du coˆte´ logique de
ν, est mis en avant dans [33] ; il est utilise´ dans des travaux ulte´rieurs comme [20, 84].
Localite´s.
Comme on le verra a` la partie 4.2, les logiques spatiales sont volontiers utilise´es pour raisonner sur
des calculs de processus comportant une notion primitive de localite´. A` une telle construction correspond
naturellement une inspection e´lementaire, qui consiste a` entrer dans une localite´ pour observer le processus
qui s’y exe´cute. Les localite´s jouent en quelque sorte le roˆle des adresses en me´moire dans la logique se´parante,
a` ceci pre`s qu’alors que des valeurs sont stocke´es en me´moire dans les programmes manipulant des pointeurs,
c’est un processus, c’est-a`-dire une entite´ active, qui s’exe´cute en une localite´.
Observations dynamiques. La conjonction spatiale, de meˆme que les inspections dont il vient d’eˆtre
question, observent une structure ‘au repos’. Ce qui est propre aux logiques spatiales pour la concurrence
est le caracte`re dynamique du syste`me observe´ : les observations spatiales et temporelles interagissent et
coope`rent pour analyser les e´volutions des processus.
Le temps.
On a de´ja` vu plus haut le connecteur ♦, qui sert a` faire e´voluer le processus observe´. Si  de´signe la
relation de re´duction des processus, on de´finit
P  ♦A si et seulement si P   A .
En pratique, la relation est instancie´e par −→, ou par −→∗, la cloˆture re´flexive et transitive de −→, ce qui
de´termine les interpre´tations forte et faible, respectivement, de l’ope´rateur ♦. La formule ♦0, par exemple,
suivant que l’on se place dans l’interpre´tation forte ou faible, a des significations diffe´rentes. Dans le cas fort,
un processus satisfaisant ♦0 est un processus qui peut se re´duire en un pas pour devenir le processus 0 : en
µCCS, cette formule caracte´rise les processus de la forme a|a (a` ≡ pre`s) pour un certain a.
Avec l’interpre´tation faible de ♦, la formule exprime que le processus peut se re´duire (en ze´ro ou plusieurs
pas) vers le processus 0. C’est le cas, en µCCS, par exemple pour a.b | a.c | a | c.(a | b), processus qui
satisfait e´galement la formule ♦¬0. La formule ¬♦¬0, souvent note´e 0, exprime le fait qu’un processus ne
peut qu’e´voluer vers un processus satisfaisant 0 : toujours avec l’interpre´tation faible, ce n’est meˆme pas le
cas pour a|a, qui peut faire ze´ro transition vers lui-meˆme ! L’interpre´tation de la formule ♦0 paraˆıt plus
sense´e : quelle que soit l’e´volution du processus observe´, on pourra toujours continuer a` se re´duire vers un
processus satisfaisant 0.
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Interactions : les modalite´s a` la Hennessy-Milner.
L’introduction de modalite´s a` la Hennessy-Milner (voir partie 1.1) dans la logique fournit a priori davan-
tage de pouvoir d’observation au contexte que lorsqu’on se contente de l’ope´rateur ♦ pour observer l’e´volution
des processus. La logique de [17], sur laquelle on revient plus bas, inclut de telles modalite´s, afin de permettre
la combinaison d’observations comportementales et spatiales.
La logique de Hennessy-Milner, e´tendue avec des inspections spatiales, induit une e´quivalence plus fine
que la bisimilarite´. Si l’on ajoute 0 et |, on obtient un pouvoir discriminant tre`s fort, et on s’attend a` ce que
l’e´quivalence logique co¨ıncide avec la congruence structurelle (ceci est notamment sugge´re´ par les re´sultats
expose´s a` la partie 4.2, ainsi que par [17]).
Si l’on n’ajoute que la conjonction spatiale, la situation est a priori moins claire. Lorsque le calcul
sous-jacent ne comporte pas l’ope´rateur de restriction, les observations permises par la logique semblent se
rapprocher fortement de la de´finition de la bisimilarite´ distribue´e (qui a e´te´ e´voque´e a` la partie 2.2.4). On
peut alors conjecturer que l’e´quivalence logique co¨ıncide avec cette e´quivalence (qui a` son tour devrait eˆtre
e´gale a` ≡). Il paraˆıt plus difficile d’e´noncer un re´sultat de ce type lorsque le calcul contient la restriction
— la notion meˆme de bisimilarite´ distribue´e en pre´sence de restriction n’est pas totalement claire, comme
l’indique [38].
Les transitions localise´es de [12] sont e´galement a` mettre en relation avec ces conside´rations : des modalite´s




A` l’ope´rateur |, qui est une forme de conjonction, on associe l’ope´rateur d’implication spatiale, appele´
souvent ope´rateur de garantie, et note´ ⊲. Alors que | inspecte le processus en en de´composant la structure,
⊲ ‘s’en e´loigne’ en plongeant le processus dans un contexte :
P  A1 ⊲A2 ssi pour tout T tel que T  A1, on a P |T  A2 .
Tout processus satisfaisant (A1|A2) ⊲ B satisfait A1 ⊲ (A2 ⊲ B), et inversement : en ce sens, | et ⊲ sont des
ope´rateurs adjoints. On utilise souvent dans les preuves l’ope´rateur de´rive´ ◮, que l’on de´finit en posant
A1 ◮ A2 = ¬(A1 ⊲¬A2) : on exprime l’existence d’un processus satisfaisant A1 en pre´sence duquel A2 est
satisfaite.
Le processus T est un testeur : en pre´sence d’un testeur (ou intrus) satisfaisant A1, on garantit le
comportement A2 (la terminologie “guarantee” est aussi utilise´e en re´fe´rence aux spe´cifications assume-
guarantee [76] – voir aussi la partie 3.2.4 a` ce sujet). En d’autres termes, ⊲ permet a` l’observateur d’interagir
avec le processus, en lui donnant la possibilite´ d’‘incarner’ une partie du contexte.
La quantification universelle que contient la de´finition de  pour ⊲ confe`re un tre`s grand pouvoir expressif
a` cet ope´rateur. Par exemple, on peut re´duire la validite´ au model checking : la formule A ⊲⊥ exprime que
la formule A n’a pas de mode`le, et, si l’on sait de´cider si 0  A ⊲ ⊥, on sait de´cider si A a un mode`le. Du
fait de ce grand pouvoir expressif, les outils existants pour les logiques spatiales n’incluent pas ⊲ : c’est le
cas de l’imple´mentation prototype d’un model checker pour la logique spatiale de´crite dans [122] (en amont,
la logique spatiale pour le π-calcul de´crite dans [17] inclut des modalite´s a` la Hennessy-Milner, mais pas ⊲,
afin d’avoir la de´cidabilite´ du model checking). C’est e´galement le cas de Smallfoot [8, 7], un outil pour la
ve´rification de programmes manipulant des pointeurs, qui repose sur une version de la logique de se´paration
dont (l’ope´rateur correspondant a`) ⊲ est exclu.
Dissimulation.
Sur le mode`le de ⊲ pour |, on introduit l’ope´rateur ;, qui est la contrepartie de r :
P  A; n si et seulement si (νn)P  A .
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Il est facile d’associer une intution a` l’utilisation de ; : l’observateur renonce a` interagir sur un nom
donne´. Dans LE, en particulier, ; est le seul ope´rateur de la logique qui mentionne les noms, et c’est graˆce
a` lui que l’on peut de´finir des formules distinguant par exemple a(x).0 de b(x).0.
Situation.
Similairement, a` l’ope´rateur n[·] vu plus haut correspond ·@n :
P  A@n si et seulement si n[P ]  A .
3.1.4 Logiques pour les processus : propositions
On e´voque ici plusieurs logiques spatiales pour la concurrence ayant e´te´ e´tudie´es dans la litte´rature. Ces
formalismes combinent les ope´rateurs que l’on vient de de´crire, pour raisonner sur divers calculs de processus.
La logique spatiale pour les Mobile Ambients (voir partie suivante) est de´crite dans [35] par L. Cardelli et
A. Gordon. Certaines des ide´es qui sous-tendent ce formalisme e´taient de´ja` pre´sentes dans la logique propose´e
par L. Caires et L. Monteiro dans [24] pour raisonner sur une extension du π-calcul avec des ide´es lie´es a`
la programmation logique. Caires et Cardelli ont de´veloppe´ ensuite une logique spatiale pour le π-calcul,
pre´sente´e dans [20, 21] : celle-ci he´rite des ide´es de [35], en y ajoutant des ope´rateurs de point fixe pour
exprimer des proprie´te´s de´finies de manie`re (co)inductive sur les processus.
[17] analyse une logique apparente´e pour le π-calcul, pour laquelle un re´sultat de de´cidabilite´ du model-
checking est e´tabli. Un point essentiel pour obtenir ce re´sultat est que l’implication spatiale (⊲) n’est pas
incluse dans la logique. En plus des ope´rateurs permettant des inspections de la structure des processus (0, |,
r), des modalite´s a` la Hennessy-Milner primitives permettent de spe´cifier des proprie´te´s comportementales
des processus.
A` la suite de ces travaux, d’autres propositions ont vu le jour pour raisonner sur des formalismes appa-
rente´s. [41] pre´sente une logique pour exprimer des proprie´te´s statiques sur les bigraphes [88]. Cette logique
comporte deux ope´rateurs, qui correspondent aux deux formes de composition pre´sentes dans les bigraphes :
l’une consiste a` mettre deux bigraphes coˆte aˆ coˆte, l’autre a` inse´rer un bigraphe dans un autre. A` chacun
de ces ope´rateurs de composition sont associe´es deux formes d’implication (qui, pour la seconde forme de
composition, collapsent en une seule lorsque cette ope´ration est commutative).
E´. Lozes et D. Villard e´tudient dans [84] une logique pour le π-calcul applique´ [1], une version du π-calcul
ou` les processus s’e´changent des termes. Un processus est compose´ d’une part de sa partie active (le ‘code’), et
d’autre part d’un environnement consistant en un ensemble de substitutions actives, qui associent des termes
a` des noms de variables. La logique spatiale de [84] comporte deux couples d’ope´rateurs de conjonction et
implication spatiale, pour inspecter et analyser chacune des composantes, le processus et l’environnement.
Les ide´es sous-tendant les logiques spatiales ont filtre´ vers les syste`mes de types, suscitant l’introduction
de syste`mes de types spatiaux. C’est le cas notamment dans l’article [19], qui pre´sente un calcul d’objets
distribue´s muni d’un syste`mes de types permettant de controˆler l’acce`s aux ressources : l’ope´rateur de
conjonction spatiale (de´fini sur les types) exprime la non interfe´rence entre acce`s aux ressources.
Enfin, on peut mentionner l’article [18] de L. Caires, qui pre´sente un survol des logiques spatiales pour la
concurrence, ainsi que la the`se d’E´tienne Lozes [82], ou` sont pre´sente´s de nombreux re´sultats sur ces logiques
(dont une partie est expose´e a` la partie 4.2).
3.2 Logiques spatiales pour la concurrence : expressivite´, pouvoir se´parant
3.2.1 LG, une logique spatiale ge´ne´rique [65] – capacite´s
L’article [65] analyse le pouvoir expressif de LG, un langage que l’on peut voir comme le ‘cœur’ des
logiques spatiales pour la concurrence (logique des Ambients, logiques spatiales pour le π-calcul).
Les formules de la logique LG sont de´crites par la grammaire suivante :
A ::= A1 ∧ A2
∣∣ ¬A ∣∣ ♦A ∣∣ In.A ∣∣ 0 ∣∣ A1|A2 ∣∣ nrA ∣∣ A1 ⊲A2 .
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Le constructeur ♦ est utilise´ pour les observations temporelles. Le quantificateur frais est e´galement inclus
dans la logique. Les observations spatiales dont on dispose sont restreintes, puisque l’on ne pre´suppose
l’existence que de la composition paralle`le et de la restriction. En ce sens, LG repre´sente le socle commun
a` plusieurs logiques ; ses formules peuvent en effet eˆtre interpre´te´es par des ensembles de processus du π-
calcul (synchrone ou asynchrone), ou de CCS, mais aussi par des Mobile Ambients. Ce qui diffe´rencie les
mode`les sur lesquels on peut raisonner en utilisant cette logique, c’est la forme d’interaction : communication
synchrone ou asynchrone en π-calcul, mouvement pour les Ambients.
A` noter que l’adjoint de l’ope´rateur de re´ve´lation (;) n’est pas inclus dans LG, car il n’est pas ne´cessaire
pour obtenir les re´sultats expose´s dans l’article.
La principale contribution de [65] est d’e´tablir que sur diffe´rents mode`les (π-calcul, π-calcul asynchrone,
Mobile Ambients), certaines ‘briques e´le´mentaires d’interaction’ peuvent eˆtre exprime´es a` l’aide des primi-
tives d’inspection fournies par LG, ce que l’on peut re´sumer par le slogan “spatial implique comportemental”.
Puisque par ailleurs la logique LG permet d’inspecter les processus, et en particulier de compter (cf. sec-
tion 3.1.2, partie “le ne´ant”), on peut eˆtre plus pre´cis que des modalite´s a` la Hennessy-Milner : LG permet
de de´river des formules caracte´risant les capacite´s propres a` un calcul donne´ — en l’occurrence, les pre´fixes
qui servent a` programmer l’interaction.
L’article [65] e´tablit les re´sultats suivants pour le π-calcul dans ses versions synchrone et asynchrone
(auxquelles correspondent les relations de satisfaction S et A, respectivement) :
The´ore`me 18 ([65], Thm. 1, π-calcul synchrone) Pour toute formule A de LG et pour tous noms m,n,
avec m 6= n, il existe une formule inS(m,n).A telle que P S inS(m,n).A ssi P ≡ m(n
′).P ′ pour un certain
P ′ et un certain n′ /∈ fn(A), avec P ′ S A[n
′/n].
Pour toute formule A de LG et pour tous noms m,n, il existe une formule outS(m,n).A telle que
P S outS(m,n).A ssi P ≡ m〈n〉.P
′ pour un certain P ′, avec P ′ S A.
The´ore`me 19 ([65], Thm. 3, π-calcul asynchrone) Pour toute formule A de LG et pour tous noms
m,n, avec m 6= n, il existe une formule inA(m,n).A telle que P A inA(m,n).A ssi P ≡ m(n
′).P ′ pour un
certain P ′ et un certain n′ /∈ fn(A), avec P ′ A A[n
′/n].
Pour tous noms m,n, il existe une formule outA(m,n) telle que P A outA(m,n) ssi P ≡ m〈n〉.
Il faut remarquer que bien que les π-calculs synchrone et asynchrone soient assez proches (le second
s’obtient a` partir du premier en imposant la continuation 0 apre`s les e´missions), les de´monstrations des
the´ore`mes 18 et 19 sont inde´pendantes, puisque l’interpre´tation d’une formule est fortement lie´e au mode`le
sous-jacent. Ceci vaut particulie`rement pour les formules qui comportent ⊲, puisque le pouvoir discriminant
des contextes change suivant le calcul. Les preuves des the´ore`mes 18 et 19 sont pre´sente´es succintement
ci-dessous, a` la partie 3.2.2.
Les re´sultats e´nonce´s ci-dessus sont ne´anmoins relativement robustes, dans la mesure ou` l’on peut les
adapter (a` travers des preuves plus complexes) au cas faible (the´ore`mes 2 et 4 de [65]). On peut e´galement
e´tablir des re´sultats analogues en appliquant la logique LG au calcul des Mobile Ambients, modulo l’ajout
d’une construction supple´mentaire, l’adjoint de la localite´ (@, cf. section 4.2 — il est fait re´fe´rence ci-dessous
aux capacite´s du calcul des Ambients, qui sont e´galement introduites plus loin ; ici M de´signe la relation de
satisfaction pour les Mobile Ambients).
The´ore`me 20 ([65], Thm. 5, Mobile Ambients) Pour toute formule A, et pour tout nom n :
– il existe une formule amb(n).A telle que P M amb(n).A ssi P ≡ n[P
′] pour un certain P ′, avec
P ′ M A ;
– il existe une formule open(n).A telle que P M open(n).A ssi P ≡ openn.P
′ pour un certain P ′,
avec P ′ M A ;
– il existe une formule in(n).A telle que P M in(n).A ssi P ≡ inn.P
′ pour un certain P ′, avec P ′ M A ;
– il existe une formule out(n).A telle que P M out(n).A ssi P ≡ outn.P
′ pour un certain P ′, avec
P ′ M A.
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3.2.2 Raisonnements spatiaux – construire des sche´mas d’expe´rience
L’analyse des logiques spatiales pour la concurrence telle qu’elle a e´te´ mene´e dans [65, 61] met en e´vidence
des proprie´te´s d’expressivite´ de ces logiques. En de´crivant la me´thode qui sous-tend les preuves de ces re´sultats
(me´thode que l’on retrouve d’ailleurs a` l’œuvre plus loin, a` la partie 4.2), on peut illustrer cette expressivite´,
et donner une ide´e du roˆle des diverses constructions propres a` ces logiques. Tout n’est pas explicite´ dans les
preuves que l’on de´crit ci-dessous, et certains aspects sont simplifie´s pour faciliter l’expose´. On se re´fe`rera
a` [65, 61] pour davantage de de´tails.
On commence par s’inte´resser a` la construction de la formule inS(m,n).A, dont il est question au
the´ore`me 18. Celle-ci est donne´e par
inS(m,n).A
def
= single ∧ In. (test(m,n) ◮ ♦A)
La sous-formule single exprime le fait que le processus observe´ commence par un pre´fixe : son roˆle est
de restreindre l’espace des possibles. La seconde sous-formule est plus inte´ressante. La formule test(m,n)
est satisfaite par exactement deux processus, m〈n〉 et n〈m〉 (on omet a` chaque fois la continuation 0 ;
l’interpre´tation de single et test(m,n) se fait bien entendu a` ≡ pre`s, par de´finition de S). Le processus
observe´ est mis en pre´sence (construction ◮) d’un processus de cette forme, ou` de plus le nom n est frais
(quantification In). On demande que le syste`me re´sultant e´volue en un pas (construction ♦) vers un processus
satisfaisant A.
Pour que le sce´nario ainsi de´crit puisse se concre´tiser, il faut ne´cessairement que le processus initialement
observe´ commence par une re´ception, car il doit pouvoir re´agir en pre´sence d’une simple e´mission. De plus,
le processus qu’on lui adjoint en paralle`le est de la forme m〈n〉 : puisque n est frais, l’interaction avec n〈m〉
est impossible. Lorsque l’interaction entre le processus inital et m〈n〉 a eu lieu, on est passe´ a` la continuation
du processus initial, a` laquelle il est demande´ de satisfaire A, comme spe´cifie´ au the´ore`me 18.
Reste a` comprendre comment sont de´finies les formules single et test(m,n). Pour single, de simples
proprie´te´s spatiales suffisent : sans entrer dans le de´tail, on exprime que le processus ne contient pas de
restriction non triviale (i.e., portant sur un nom ayant des occurrences libres dans le processus) en teˆte, qu’il
ne peut eˆtre de´compose´ en composantes paralle`les non triviales, et qu’il est distinct de 0. Seuls les processus
pre´fixe´s satisfont ces proprie´te´s.
Pour isoler les processus qui satisfont test(m,n) (rappelons qu’il s’agit de n〈m〉 et m〈n〉), on s’appuie
sur un scenario du meˆme acabit que ce qui a e´te´ expose´ ci-dessus. On peut commencer par remarquer que
la formule
single ∧ (single ◮ ♦0)
est satisfaite par tous les processus qui comportent un seul pre´fixe ; de plus, le pre´fixe doit mettre en œuvre
une interaction sur un nom qui n’est pas restreint, afin de rendre la re´duction possible. C’est le cas notam-
ment de a(x).0, m〈n〉.0 et (νn)m〈n〉.0. La formule test(m,n) s’appuie sur un raffinement de cette ide´e.
Informellement, les processus qui satisfont cette formule sont astreints a` avoir des occurrences libres de m et
n, et a` admettre l’existence d’un processus satisfaisant single en pre´sence duquel ils peuvent se re´duire en
un pas en 0 (on se re´fe`rera a` [65] pour les de´tails – en particulier, la construction de test(m,n) n’est valide
que lorsque n 6= m).
L’approche que l’on vient d’e´voquer est de´cline´e, a` quelques variations pre`s, pour e´tablir les the´ore`mes
de [65] cite´s plus haut.
Les formules pour LE [61].
La caracte´risation du pouvoir se´parant de la logique LE expose´e dans [61] utilise une de´marche similaire
a` ce qui vient d’eˆtre pre´sente´. Il est a` noter cependant que la logique LE est moins riche que LG, ce qui rend
la taˆche a priori plus difficile. La question qui se pose dans LE est de de´finir des scenarii de test en disposant
d’un pouvoir discriminant plus faible.
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Comme il a e´te´ dit a` la partie 2.1, la difficulte´ pour e´tablir que =E, l’e´quivalence induite par LE sur
π0, co¨ıncide avec ∼, re´side dans la preuve de l’inclusion =E ⊆ ∼. Pour ce faire, on de´finit des formules
caracte´risant des modalite´s a` la Hennessy-Milner dans LE. Une premie`re ide´e pour cela est de de´finir une
formule 〈µ〉A par
µ ⊲ ♦A ,
a` condition d’avoir pu de´finir une formule µ caracte´risant les processus qui offrent l’interaction comple´mentaire
de µ. Cette proposition n’est pas satisfaisante, car une re´duction peut tre`s bien avoir lieu sans qu’il y ait
interaction avec le processus qui offre µ, et du coup on ne teste pas ne´cessairement la possibilite´ d’interagir
selon µ. En effet, contrairement au cas des formules pour les capacite´s, ou` l’on commence par isoler une
composante inse´cable du processus observe´, on observe ici le processus dans sa totalite´.
Envisageons donc une de´finition plus complexe. Si l’on avait droit a` la conjonction spatiale, on pourrait
de´finir 〈µ〉A comme suit :
Iη.
(




– d’ajouter en paralle`le un processus proposant l’interaction conjugue´e de µ,
– de de´tecter le de´clenchement de cette interaction a` l’aide d’un marqueur, susceptible de faire une
interaction ‘ine´dite’ η, puis
– d’identifier le marqueur apre`s que la re´action a eu lieu en le se´parant du reste du processus (auquel il
est demande´ de satisfaire la formule A).
Comme plus haut, il nous faut pouvoir de´finir une formule caracte´risant les processus qui font la se´quence
de transitions µ.η. Le marqueur sert alors a` de´tecter que c’est la bonne interaction qui a eu lieu, et non une
autre re´action, interne au processus observe´.
Un scenario de ce type est utilise´ pour de´finir la formule outS(m,n).A du the´ore`me 18. Dans LE, toutefois,
puisque la conjonction spatiale n’est pas pre´sente, il faut trouver un moyen de marquer diffe´remment le
processus testeur que l’on ajoute en paralle`le, de manie`re a` s’assurer a` la fois que la bonne re´action ait
lieu, et que la continuation du processus observe´ satisfasse A. Dans [61], on remplace l’observation statique
rendue possible par la conjonction spatiale par des formules pour les barbele´s. On de´finit 〈µ〉A par
Iη. µ.η ⊲ ♦
(
η↓ ∧ ♦(¬ η↓ ∧ A)
)
.
La formule η↓ signifie que le processus observe´ offre l’interaction η imme´diatement : c’est une observation
statique, qui correspond a` la notion de barbele´ (de´finition 4). Le sce´nario ci-dessus impose au processus
observe´ d’effectuer deux pas de re´duction, lorsqu’il est mis en pre´sence de µ.η : le premier pour re´ve´ler le
barbele´ η (ainsi on sait qu’une transition selon µ a e´te´ effectue´e), le second pour e´liminer le barbele´ η (ainsi
l’artefact utilise´ pour le test ne ‘pollue’ plus l’observation du processus).
On a donc re´solu le proble`me consistant a` de´finir 〈µ〉A sans utiliser la conjonction spatiale, a` condition
d’avoir une formule pour η↓. L’ide´e utilise´e dans [61] pour de´tecter la possibilite´ d’interagir imme´diatement
suivant η, qui intervient aussi dans les travaux de L. Caires et E´. Lozes [22, 23], est plutoˆt technique, et
exploite de manie`re de´terminante le fait que l’on travaille avec une se´mantique forte pour ♦ (intuitivement,
on baˆtit un sce´nario ou` la consommation du barbele´ annule la possibilite´ d’effectuer une se´quence ‘tre`s
longue’ de re´ductions).
D’un point de vue technique, on peut remarquer que le fait de caracte´riser =E en exploitant la possibilite´
qu’a un processus de renoncer a` un certain comportement est un point de passage classique. On retrouve en
particulier cette ide´e dans les analyses des e´quivalences barbele´es (voir a` ce sujet les remarques qui suivent
le the´ore`me 2.2.9 dans [113]).
Les e´le´ments que l’on a esquisse´s ci-dessus sont utilise´s pour construire de la sorte des formules de LE dont
on montre qu’elles s’interpre`tent comme des modalite´s de Hennessy-Milner. Plus ge´ne´ralement, l’ensemble
des constructions que l’on a de´crites indiquent l’importance, dans les logiques spatiales pour la concurrence,
du me´canisme d’observation des processus mis en œuvre a` l’aide du couple d’ope´rateurs (⊲,♦).
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3.2.3 Intensionalite´, extensionalite´
En relation avec ce qui vient d’eˆtre pre´sente´, on peut revenir sur le re´sultat principal de [61], qui a e´te´
introduit a` la section 2.1. La logique LE s’obtient a` partir de LG en supprimant les ope´rateurs d’inspection
0, | et r, et en ajoutant ;. Comme il a de´ja` e´te´ mentionne´, ; pourrait eˆtre inclus dans LG sans affecter les
re´sultats de [65].
On a vu ci-dessus que LG permet d’exprimer les capacite´s ; on peut aussi y repre´senter les modalite´s
a` la Hennessy-Milner (du moins pour le π-calcul), ce qui a pour conse´quence que la logique est au moins
aussi discriminante que l’e´quivalence comportementale. S’agissant de LE, le re´sultat de [61] montre que
dans le cas du π-calcul synchrone, on obtient exactement le pouvoir discriminant associe´ aux modalite´s a`
la Hennessy-Milner en renonc¸ant aux ope´rateurs d’inspection (puisqu’alors l’e´quivalence logique co¨ıncide
avec la bisimilarite´). Ceci sugge`re de factoriser les ope´rateurs propres aux logiques spatiales en un fragment
extensionnel, donne´ par les ope´rateurs adjoints ⊲ et ;, et un fragment intensionnel, correspondant aux
ope´rateurs d’inspection.
Le fragment purement intensionnel, correspondant a` la logique LG prive´e de ⊲, ne paraˆıt pas tre`s
inte´ressant. L’e´quivalence induite est un raffinement de la reduction bisimulation de [93], qui correspond
a` la relation que l’on obtient en omettant la clause 2 dans la de´finition 4. Elle est intuitivement bien moins
discriminante que la congruence barbele´e, du fait de l’absence de cloˆture par contextes. Contrairement la
reduction bisimulation, cette e´quivalence distingue 0 de a.0 en CCS, mais, comme elle, elle ne distingue pas
a.P de b.Q, quels que soient P et Q.
Lorsque l’on ajoute les ope´rateurs d’inspection a` LE, cela donne LG, et on obtient le pouvoir discriminant
de ≡, la congruence structurelle : c’est le re´sultat qui est prouve´ pour la logique des Ambients dans [64]
(cf. partie 4.2). Il semble fort probable que le meˆme re´sultat soit valable pour la logique LG dans le cas des
π-calculs synchrone et asynchrone.
Ainsi, les logiques spatiales sont intensionnelles, au sens ou` elles permettent d’observer la structure des
processus de la manie`re la plus fine possible : puisque la satisfaction est de´finie modulo ≡, on ne peut espe´rer
avoir une e´quivalence induite plus discriminante que la congruence structurelle.
Le diagramme suivant rassemble les conside´rations qui ont e´te´ faites ci-dessus :










Rappelons que les logiques anonymes sont obtenues en e´liminant les ope´rateurs qui mentionnent les noms
(voir a` ce sujet les commentaires a` la fin de la partie 2.1).
Les logiques statiques sont obtenues en e´liminant l’ope´rateur ♦. Il s’agit en particulier des logiques per-
mettant de de´crire des arbres, ou des graphes. E´. Lozes e´tablit dans sa the`se [82] des proprie´te´s d’expressivite´
pour certaines logiques statiques (e´limination des adjoints, notamment).
Remarquons pour finir que la distinction entre ope´rateurs d’inspection, qui apportent le caracte`re inten-
sionnel de la logique, et adjoints, dont le roˆle est de rendre possible des observations dont le caracte`re est
perc¸u comme e´tant extensionnel, n’est toutefois pas toujours si nette. Elle est remise en cause de`s lors que
l’e´quivalence comportementale est sensible a` des proprie´te´s que l’on peut constater en inspectant les proces-
sus. Afin d’illustrer cela, Caires et Vieira e´tudient dans [25] une extension de CCS avec des localite´s explicites
(mais anonymes). Dans ce formalisme, les processus peuvent migrer entre sites, et les localite´s peuvent eˆtre
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sujettes a` des pannes. Le re´sultat principal de cet article est une caracte´risation de l’e´quivalence observation-
nelle a` l’aide d’une logique spatiale. Alors que l’ope´rateur de conjonction spatiale est pre´sent dans la logique,
l’e´quivalence comportementale est de´finie sans qu’il soit fait re´fe´rence a` la de´composition des processus ob-
serve´s. La co¨ıncidence entre les deux e´quivalences dit donc que les contextes ont un pouvoir d’observation
suffisamment grand pour pouvoir de´celer la structure des processus. En ce sens, les inspections permises par
la conjonction spatiale sont, dans ce cas pre´cis, extensionnelles.
3.2.4 Bibliographie : au sujet de | et ⊲
Nous pre´sentons ici quelques travaux, ante´rieurs a` ceux que l’on a mentionne´s plus haut, ou` figurent des
ide´es que l’on retrouve a` l’œuvre dans les logiques spatiales. La filiation n’est pas imme´diate, au point que
certains de ces travaux ne sont pas cite´s dans les articles sur les logiques spatiales. Il apparaˆıt ne´anmoins
que, de manie`re assez naturelle, certaines ide´es mises en avant dans ces logiques ont de´ja` fait l’objet d’e´tudes
ante´rieures.
On ne s’attarde pas ici sur les logiques relevantes, et BI, la logique des “bunched implications” [99]. Ces
logiques ont sous-tendu le de´veloppement de la logique de se´paration, dont il a e´te´ question plus haut. L’ar-
ticle [107] repre´sente un point de convergence dans l’e´volution de la logique BI vers les langages d’assertions
pour raisonner sur les pointeurs. Tout en e´tant porteuses d’ide´es similaires, il semble que les logiques pour
la me´moire et les logiques pour les processus se soient de´veloppe´es de manie`re assez inde´pendante. Nous
approfondissons ici les origines du coˆte´ des syste`mes concurrents (nous avons e´voque´ plus haut les points de
ralliement potentiels entre les deux familles de logiques spatiales).
L’ide´e commune aux approches que nous pre´sentons est la compositionalite´ : on souhaite pouvoir raisonner
de manie`re modulaire sur les syste`mes paralle`les, et pouvoir mettre ensemble des raisonnements que l’on a
tenus sur des e´le´ments distincts d’un syste`me.
Les spe´cifications assume-guarantee [2].
M. Abadi et G. Plotkin s’inte´ressent dans [2] a` la ve´rification de proprie´te´s de suˆrete´, en se plac¸ant dans
un cadre abstrait ou` les syste`mes sont de´crits par des ensembles de transitions entre e´tats. L’objectif de ce
travail est de voir les principes importants dans l’approche assume-guarantee [75] que sont la composition
et le raffinement de spe´cifications sous un angle logique.
Les formules de´notent des ensembles de comportements ou de processus : un processus est un ensemble
de se´quences de transitions s → s′, ou` s et s′ font re´fe´rence a` un e´tat global du syste`me ; un comporte-
ment requiert de plus que les transitions s’enchaˆınent : l’e´tat initial d’une transition termine la transition
pre´ce´dente ; de plus, un nom d’agent de´core chaque transition dans le cas d’un comportement. Des pro-
prie´te´s supple´mentaires sont impose´es sur les de´notations des formules, et l’article [2] s’attache a` e´tudier les
ope´rations entre spe´cifications que l’on peut faire e´merger dans ce cadre.
Dans le cas des comportements, on a affaire a` une logique intuitionniste, qui valide un principe de
composition de la forme
(M2 →M1) ∧ (M1 →M2) ⊢ M1 ∧M2 ,
a` condition que les formules M1 et M2 fassent re´fe´rence a` des ensembles d’agents µ1 et µ2 disjoints (en
un sens qui est de´fini formellement). Les auteurs signalent que l’on souhaite typiquement raisonner avec
seulement deux agents, le syste`me qui est observe´ et son environnement.
La proprie´te´ de se´paration que l’on de´ce`le ainsi apparaˆıt plutoˆt comme un ‘effet de bord’ de l’e´tude. Dans
ce cadre, d’ailleurs, la conjonction ne permet pas de se´parer les processus : la composition paralle`le de deux
processus satisfaisant M1 et M2 respectivement satisfait M1 ∧M2, mais un processus satisfaisant ces deux
proprie´te´s a` la fois satisfait e´galement M1 ∧M2.
En plus des connecteurs intuitionnistes, on peut e´galement exprimer des connecteurs line´aires dans le cas
des processus. On de´finit sur les processus une ope´ration de composition paralle`le, note´e ||, qui entremeˆle
les transitions de ses arguments, et qui va de pair avec la conjonction multiplicative, note´e ⊗ : un processus
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satisfait M1⊗M2 si et seulement s’il re´sulte de la composition paralle`le de deux processus satisfaisant M1 et
M2 respectivement. A` noter qu’on ne peut pas vraiment associer de connotation spatiale a` ⊗ dans ce cadre.
L’implication associe´e, note´e −◦, ve´rifie
M1 −◦M2 = {u
∣∣ ({u}||M1) ⊆M2} .
Les auteurs remarquent cependant que ce connecteur ne se preˆte pas bien a` l’expression de conditions de
type assume-guarantee, car ces dernie`res portent sur un syste`me dans sa totalite´, alors que la proprie´te´
ci-dessus permet un raisonnement localise´, ou` l’environnement n’est pas comple`tement spe´cifie´ : vu des
logiques spatiales, ce point de vue est singulier, le fait de raisonner localement e´tant plutoˆt conside´re´ comme
avantageux. Ceci ame`ne Abadi et Plotkin a` introduire une forme de´rive´e d’implication, note´e M1−⋄M2, ou`
l’on impose que le processus satisfaisant M1 ‘comple`te’ le processus observe´, donnant lieu via la composition
a` un processus dont l’exe´cution se de´roule sans intervention de l’environnement. Des principes de composition
peuvent alors eˆtre de´rive´s.
Dans l’ensemble, on voit que l’ide´e d’associer une construction logique a` la composition paralle`le des
processus est pre´sente dans [2], en lien avec les interpre´tations logiques des processus et des comportements.
Cependant, contrairement a` l’approche des logiques spatiales, la de´composition des processus se fait suivant
une approche guide´e par le comportement des processus plutoˆt que par leur structure.
Calculs de processus, logiques modales — associer une formule a` la composition paralle`le.
La question de la compositionalite´ a e´galement e´te´ e´tudie´e dans la tradition de calculs de processus
comme CCS et de la logique de Hennessy-Milner, dans un contexte ou` l’on se fonde sur la syntaxe d’un
calcul de processus pour de´crire la manie`re dont les syste`mes observe´s sont constitue´s.
Axiomatiser la relation de satisfaction [116].
Dans [116], C. Stirling e´tudie l’axiomatisation de logiques modales issues de la logique de Hennessy-
Milner. En particulier, au-dela` de l’axiomatisation de la validite´, qui est e´tablie pour un LTS quelconque,
on s’inte´resse a` l’axiomatisation de la relation de satisfaction en tirant parti de la structure des processus.
On souhaite, autrement dit, fournir des re`gles d’infe´rence avec lesquelles de´river des jugements de la forme
P  A, ou` P est un processus et A une formule — les cas de CCS et de sa version synchrone, SCCS, sont
traite´s dans cette e´tude.
De`s l’introduction de l’article, l’auteur signale
“there is little hope of finding a uniform binary function ∗ on arbitrary formulas which will
licence a rule of the form
P  A Q  B
P |Q  A ∗ B
”
(on adapte tre`s le´ge`rement les notations de [116] pour privile´gier la cohe´rence avec le reste de l’expose´), et
fait le lien entre cette difficulte´ et la complexite´ inhe´rente au raisonnement compositionnel dans un cadre
concurrent.
La solution qu’apporte [116], pour le cas de CCS, adopte la re`gle d’infe´rence suivante
P  A A,B ⊢ C Q  B
P |Q  C
,
ou` A,B ⊢ C fait re´fe´rence a` son tour a` l’axiomatisation d’une relation ternaire entre formules, note´e A,B  C,
et de´finie par
A,B  C si et seulement si, pour tous P,Q tels que P  A et Q  B, on a P |Q  C.
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On est en face d’une forme de ‘se´paration modulo ⊢’ : la se´paration s’appuie sur la de´rivation d’un jugement,
plutoˆt que de se faire a` l’aide d’un ope´rateur.
A` noter que l’ope´rateur de restriction est e´galement pris en compte dans [116] : l’axiomatisation men-
tionne´e ci-dessus exploite en re´alite´ une version relativise´e des relations susmentionne´es : si c est un nom,
P c A de´signe ce que l’on noterait P  A ; c, et l’on s’inte´resse a` l’axiomatisation de la relation c˜, ou` c˜
de´signe un ensemble de noms.
Meˆler observations statiques et dynamiques [46].
L’article [46] fonde son approche sur la volonte´ d’utiliser les connecteurs des logiques line´aire et rele-
vante pour rendre compte de la structure des processus. On s’appuie pour ce faire sur une utilisation de
la composition paralle`le qui permet d’interpreˆter l’implication comme on le fait pour ⊲ dans les logiques
spatiales :
P  A B si et seulement si pour tout Q tel que Q  A, P |Q  B.
Ici de´signe l’implication. M. Dam s’appuie sur la proprie´te´ (⊢ A B  C ssi ⊢ A◦B  C), pour associer
une interpre´tation a` l’ope´rateur de conjonction correspondant a` , note´ ◦. Cette approche est applique´e a` des
calculs de processus, en ajoutant a` ces ope´rateurs structurels des connecteurs (en particulier, des modalite´s
a` la Hennessy-Milner) pour analyser les e´volutions des processus.
Alors que les ingre´dients essentiels des logiques spatiales telles que nous les avons pre´sente´es semblent tous
re´unis, le cadre pre´sente´ dans [46] s’en e´loigne. La raison essentielle est la volonte´ de l’auteur de retomber
sur une logique extensionnelle, c’est-a`-dire pour laquelle l’e´quivalence logique co¨ıncide avec la bisimilarite´.
Pour ce faire, la satisfaction d’une formule construite a` l’aide de la conjonction spatiale est de´finie modulo
bisimilarite´ : P  A1 ◦ A2 si et seulement si P ∼ P1|P2 avec Pi  Ai, pour i = 1, 2. On renonce ainsi a`
l’inspection directe de la structure d’un terme.
Un autre aspect propre a` [46] est le fait que l’on e´tudie SCCS, une version synchrone de CCS. Ce choix
convient bien a` l’approche, dans la mesure ou` l’interpre´tation qui est faite de l’ope´rateur de composition
paralle`le se marie bien avec une e´volution synchrone des processus. L’extension a` CCS est mentionne´e comme
piste pour les travaux futurs dans [46].
Les travaux que l’on vient d’e´voquer ont en commun de s’inte´resser a` la de´composition des comportements,
en s’appuyant e´ventuellement sur la composition paralle`le pour ce faire. Le pas franchi par les logiques
spatiales est d’‘oser’ de´composer la structure des processus, en donnant une connotation spatiale a` cette
de´composition — autrement dit, pour reprendre la terminologie employe´e dans l’introduction de ce me´moire,
on passe d’observation a` inspection.
4 Calculs avec localite´s
4.1 Interaction localise´e, mouvement
Des se´mantiques localisantes aux syntaxes localise´es. Plusieurs approches ont e´te´ de´veloppe´es du-
rant les anne´es 80 pour rendre compte, dans la se´mantique ope´rationnelle des processus, de phe´nome`nes
de localisation ; [38] expose un panorama de l’ensemble de ces travaux. On a e´voque´, dans ce cadre, la bi-
simulation distribue´e de [39] a` la partie 2.2. Cette vision me`ne ge´ne´ralement a` des se´mantiques plus fines
que les pre´sentations habituelles, car non entrelac¸antes : dans le cas de CCS, par exemple, on distingue les
processus a | a et a.a, car le premier offre davantage de paralle´lisme que le second. D’autres outils permettent
de rendre compte de phe´nome`nes de causalite´ dans les mode`les du paralle´lisme. C’est le cas notamment
des structures d’e´ve´nements [97], qui ont re´cemment e´te´ utilise´es pour analyser le π-calcul [43]. Les calculs
de processus re´versibles, de´veloppe´s par J. Krivine et V. Danos [47], rejoignent e´galement ce point de vue,
dans la mesure ou` l’analyse de la reversibilite´ permet de rendre manifeste la causalite´ entre actions. On peut
d’ailleurs constater, comme le met en avant [124], que la pertinence des se´mantiques non entrelac¸antes s’est
vue renouvele´e re´cemment, en liaison avec diffe´rents domaines d’application (le calcul re´parti, mais aussi les
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mode`les pour la biologie, l’analyse des transactions en re´seau, et le raisonnement sur des mode`les de me´moire
faiblement cohe´rents [13]).
Les e´quivalences telles que la bisimulation distribue´e ont e´te´ de´veloppe´es autour de CCS. Elles permettent
surtout d’expliquer comment associer une se´mantique localise´e a` des processus ‘usuels’, ou, en d’autres
termes, comment une spe´cification concurrente peut s’implanter dans un contexte distribue´.
Avec le de´veloppement de l’e´tude du π-calcul dans les anne´es 90, des calculs de processus de´rive´s de
manie`re plus ou moins directe de ce formalisme ont vu le jour, qui adoptent un traitement explicite de la
distribution. Pour ce faire, on dispose d’une notion de localite´, et l’on note le plus souvent a[P ] un terme
repre´sentant le processus P qui s’exe´cute en la localite´ a (suivant les cas, on utilise deux ensembles distincts
de noms pour les localite´s et pour les canaux, ou on ne fait pas de distinction). Ajouter a[P ] a` la grammaire
des processus du π-calcul (ou d’un calcul de´rive´, comme le π-calcul asynchrone pour Dπ [58], ou le join calcul
pour la version distribue´e de join [53]) permet d’e´crire des termes tels que
a[P ] | b[Q] ,
ou` l’on peut voir P et Q comme des processus s’exe´cutant en des localite´s a et b, potentiellement distantes.
On peut aussi, dans certains formalismes, autoriser les localite´s a` contenir des sous-localite´s. Ainsi, dans
a
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b et c sont contenues dans a. A` noter que rien n’impose, lorsque l’on e´crit ce terme, que les processus P
et Q s’exe´cutent physiquement sur la meˆme machine. On peut penser cependant que P et Q partagent la
ressource R, offerte par a. De son coˆte´, T tourne ailleurs, dans d.
Interpre´tations de la localite´. On peut lire dans le de´veloppement de ces syntaxes localise´es, qui a eu
lieu vers la fin des anne´es 90, l’accroissement de l’attention porte´e aux phe´nome`nes de distribution et de
mobilite´, et, plus ge´ne´ralement, le souci de de´crire un calcul qui se de´ploie sur des sites distants, ou entre
agents situe´s dans des espaces distincts (pour des raisons lie´es a` la distance physique, a` la se´curite´, etc.).
Comme illustre´ par exemple dans [30], la construction de localite´ peut eˆtre employe´e pour interpre´ter de
nombreux objets que l’on trouve dans les de´veloppements de l’informatique a` grande e´chelle et en re´seau :
machine distante, sous-re´seau, agent mobile, etc. Une autre interpre´tation naturelle est celle d’entite´ de calcul
(typiquement, un module) dans un langage pour la programmation distribue´e — on revient sur ce point a`
la partie 4.3.
Structurer et nommer l’espace, pour agir dessus. L’ajout de localite´s explicites dans le calcul a pour
effet de structurer l’espace entre les processus. En π-calcul, sans localite´s, c’est la connectivite´ qui de´termine
les potentialite´s d’interaction, au sens ou` si deux sous-termes connaissent un canal c, on peut les estimer relie´s
via c, et proches en ce sens. En revanche, l’espace qui se´pare les processus est morne, sans structure : plusieurs
processus pre´fixe´s peuvent eˆtre mis en paralle`le, sans que cela dise si certains sont plus a` meˆme d’interagir
que d’autres. Remarquons qu’il est possible d’attribuer a` l’ope´rateur de restriction une connotation ‘spatiale’,
dans la mesure ou` ν de´termine un dedans et un dehors, via sa porte´e. Mais l’extrusion de noms, qui permet
a` la porte´e d’e´voluer (tout en respectant la liaison), rend cette notion de frontie`re volatile.
Au contraire, la construction a[P ] est spatiale, et de´finit une frontie`re : elle distingue ce qui est l’espace
propre a` P de ce qui lui est barbare. Ainsi, comme en π-calcul on nomme les canaux, la pre´sence de localite´s
permet de nommer l’espace, et d’exercer une forme de controˆle sur les communications. On se donne ainsi la
possibilite´ d’introduire des me´canismes de haut niveau, que l’on peut voir comme des structures de controˆle
pour manipuler l’espace, et qui ont pour roˆle d’agir sur la manie`re dont l’interaction a lieu, en fonction de
la fac¸on dont les localite´s sont organise´es : on ‘programme la distribution’.
Parmi les nombreux travaux sur les calculs de processus qui empruntent cette voie, [94, 5, 108] jouent un
roˆle pre´curseur. En particulier, le calcul Dπ [58], de´veloppe´ par M. Hennessy et ses collaborateurs, propose
30
une combinaison assez simple de primitives. En Dπ, la communication de noms est locale : la synchronisation
sur c ne peut avoir lieu dans la configuration
m[c〈v〉.P ] | n[c(x).Q] ,
car e´metteur et re´cepteur sont situe´s dans des espaces distincts. Une instruction de migration goto peut eˆtre
utilise´e par un processus pour se de´placer vers une localite´ donne´e, suivant la re`gle de re´duction
m[goto n.P ] −→ n[P ]
(on ‘triche’ un peu ici avec Dπ, en adaptant la pre´sentation au cadre de cet expose´ – le point essentiel ici
est d’illustrer des me´canismes pour l’‘interaction localise´e’, plutoˆt que de rendre compte exactement d’un
formalisme en particulier). A` noter que les termes n[P ] |n[Q] et n[P |Q] sont e´quivalents en Dπ.
En Dπ, la mobilite´ se traduit syntaxiquement par le renommage d’une localite´. C’est le cas e´galement
en Nomadic Pict [119], une extension du langage de programmation Pict [102], fonde´ sur le π-calcul. Parmi
les calculs de processus avec localite´s explicites, ces deux formalismes ont fait l’objet des e´tudes les plus
approfondies : la the´orie de Dπ, pre´sente´e dans [58], est la plus fouille´e (e´quivalences comportementales,
syste`mes de types) ; les projets mene´s a` partir des versions distribue´es de Join et de Pict (DJoin, Nomadic
Pict, puis Acute) ont donne´ lieu aux implantations probablement les plus abouties.
Au-dela` des calculs de processus que l’on vient de mentionner, une autre famille de formalismes se fonde
sur une structure spatiale ou` les localite´s peuvent eˆtre imbrique´es. Les Ambients [34], les Seals [37], Djoin [53]
d’une part, Homer [60] et les Kells [10] d’autre part, permettent ainsi aux processus des manipulations
plus puissantes des localite´s : migration au sein d’une hie´rarchie de sites pour les premiers, passivation et
duplication de processus actifs pour les seconds (voir a` ce sujet les parties 4.2 et 4.3).
En particulier, le point de vue mis en avant dans les Mobile Ambients est d’une certaine manie`re le
plus e´pure´, dans la mesure ou` il consiste a` mettre la notion de mouvement au cœur meˆme du formalisme,
plutoˆt que d’adjoindre des primitives permettant de faire migrer des processus a` un calcul fonde´ sur le
passage de messages. C’est sur cette approche, ou` la dimension ‘spatiale’ du calcul est mise en avant de
manie`re pre´ponde´rante, que nous nous penchons ci-dessous, dans le contexte des logiques spatiales pour la
concurrence.
Mentionnons pour finir les bigraphes, introduits par R. Milner [89]. Les bigraphes sont un formalisme
fonde´ sur des outils cate´goriques, dont l’un des objectifs est de faire la synthe`se de cette tour de Babel de
calculs de processus que l’on vient d’e´voquer. Comme son pre´fixe l’indique, ce mode`le est constitue´ de deux
composantes : une moitie´ du formalisme traite de la connectivite´, telle qu’elle est a` l’œuvre en π-calcul,
et l’autre moitie´ s’articule autour de la notion d’inclusion spatiale (le pendant des localite´s structure´es).
Les bigraphes se veulent un cadre formel ge´ne´ral, propre a` la repre´sentation de formes tre`s diversifie´es de
syste`mes interagissant a` l’inte´rieur d’un espace structure´ — il ne s’agit plus uniquement de programmation
distribue´e, mais aussi, potentiellement, d’humains qui interagissent, ou de cellules biologiques he´bergeant
des re´actions chimiques.
4.2 Expressivite´ et pouvoir se´parant de la logique des Ambients
Calcul des Mobile Ambients.
On s’inte´resse a` une version simplifie´e du calcul des Mobile Ambients, de´crite par la syntaxe suivante :
P ::= 0
∣∣ P1|P2 ∣∣ a[P ] ∣∣ !P ∣∣ cap.P cap ::= in a ∣∣ out a ∣∣ open a
Dans le calcul que nous pre´sentons, les lois pour ≡ sont les meˆmes qu’en π-calcul (en particulier, il n’y
a pas d’e´galite´ faisant intervenir les processus pre´fixe´s — ni d’ailleurs les processus localise´s, du fait de
l’absence de restriction). La figure 4 donne les re`gles de re´duction de´finissant la se´mantique ope´rationnelle.
Graˆce a` la re´plication, le calcul peut exprimer des comportements infinis – la partie 6 de [83] pre´sente un
encodage des machines de Turing dans un sous-calcul des Mobile Ambients.
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a[ in b.P | Q ] | b[R] −→ b[ a[P | Q ] | R ] a[ b[ out a.P | Q ] | R ] −→ a[R] | b[P | Q ]
open a.P | a[Q] −→ P | Q
P −→ P ′
a[P ] −→ a[P ′]
P −→ P ′
P | Q −→ P ′ | Q
P1 ≡ P P −→ P




Fig. 4 – Mobile Ambients : re´duction
Ni restriction, ni communication. Il est a` noter que l’on s’appuie ici sur deux simplifications majeures
du calcul pre´sente´ dans [34]. La premie`re simplification est l’omission de l’ope´rateur de restriction : la logique
des Ambients a vu le jour [35] pour un calcul public, sans cet ope´rateur. L’article [36] e´tudie comment
de´finir des constructions logiques correspondant aux proprie´te´s de l’ope´rateur de restriction. De`s lors que
le calcul sous-jacent inclut les ope´rateurs de re´plication et de restriction, l’e´tude de la logique se complique
conside´rablement (nous revenons sur ce point plus bas).
La seconde simplification consiste a` omettre les communications, qui en Mobile Ambients sont locales a`
un site. Dans
a[ 〈m〉 | (x)P ] | b[Q | 〈m′〉 ] ,
le processus re´cepteur (x)P est susceptible d’accepter le message 〈m〉, mais n’a pas acce`s au message 〈m′〉,
qui est local a` l’ambient b. Les communications locales sont prises en compte dans [64, 66, 83], et leur pre´sence
n’affecte pas les re´sultats qui sont discute´s ci-dessous. On les omet pour simplifier la pre´sentation.
Le calcul e´tudie´ se re´sume donc a` un ensemble restreint de primitives, qui sont centre´es sur l’ide´e de
mouvement comme unique forme d’interaction. Il n’est pas clair qu’une simplification si drastique rende ce
calcul cre´dible en tant que mode`le formel pour la programmation re´partie ou les e´changes en re´seau. C’est
ne´anmoins un bon cadre pour e´tudier une forme de´pouille´e de ‘raisonnement spatial’, tel que la logique des
Ambients le permet, en particulier parce que la configuration spatiale des processus de´finit la notion d’e´tat en
Ambients. Comme on le voit dans ce qui suit, les ide´es que l’on a expose´es plus haut pour les logiques LE ou
LG se retrouvent dans la logique spatiale pour les Ambients. Elles sous-tendent aussi l’introduction d’autres
logiques pour raisonner sur des structures arborescentes, ou plus complexes, qui ge´neralisent la logique des
Ambients. C’est le cas, par exemple, du langage de reque`tes pour les documents XML de [32], de la logique
des graphes de [31], ainsi que de la logique des contextes de [26, 27]
Logique des Ambients, LA.
Pour analyser les processus des Mobile Ambients, et raisonner sur leurs proprie´te´s, plusieurs approches ont
e´te´ envisage´es. Un certain nombre de syste`mes de types ont e´te´ de´finis ; la plupart d’entre eux visent a` garantir
que certaines situations ne se pre´sentent pas (tel ambient ne sera jamais ouvert, tel autre est immobile, etc.).
La logique des Ambients permet d’exprimer un e´ventail plus large de spe´cifications, portant en particulier
sur des questions de distribution ou de non-interfe´rence. Des travaux poste´rieurs a` l’introduction de cette
logique, sur l’e´quivalence comportementale en Mobile Ambients, et sur sa caracte´risation coinductive, ont
montre´ que la the´orie comportementale est relativement pauvre : peu de lois alge´briques non triviales ont
pu eˆtre montre´es5. La raison intuitive de cet e´tat de fait est que le contexte a trop de pouvoir pour observer
les processus, et il est pratiquement impossible de ‘programmer’ un comportement donne´ en se mettant a`
l’abri des interfe´rences dans le mode`le originel des Mobile Ambients. Ceci peut eˆtre vu comme un e´le´ment
‘a` charge’ s’agissant du calcul des Mobile Ambients : il est tre`s difficile de garantir des proprie´te´s sur le
comportement des processus, du fait, essentiellement, du caracte`re fortement asynchrone de l’interaction.
5A` l’exception d’une loi de pare-feu parfait : (νn)n[P ] est e´quivalent a` 0 si P ne mentionne pas le nom n.
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En premie`re approche tout du moins, cette constatation sugge`re que pour analyser les proprie´te´s des
Ambients, des observations partielles, telles que la logique les permet, sont plus pertinentes qu’un point de
vue fonde´ sur l’e´quivalence comportementale. Comme il apparaˆıt plus loin, cependant, la logique permet
dans certains cas d’exprimer en une formule une classe d’e´quivalence pour l’e´quivalence induite.
La syntaxe de LA, la logique des Ambients, telle qu’elle est introduite dans [35], est la suivante :
A ::= A1 ∧ A2
∣∣ ¬A ∣∣ ♦A ∣∣ ∀n.A ∣∣ 0 ∣∣ A1|A2 ∣∣ n[A] ∣∣ A1 ⊲A2 ∣∣ A@n .
On remarque la pre´sence d’ope´rateurs de localite´ n[·] et de situation @, pour lesquels la relation de
satisfaction est e´tendue comme suit :
P  n[A] ssi P ≡ n[P ′] et P ′  A pour un certain P ′ ;
P  A@n ssi n[P ]  A .
L’ope´rateur de localite´ est un ope´rateur permettant d’inspecter la structure d’un Ambient (“la ve´rite´
d’une formule spatiale de´pend de sa localisation”, suivant la formule de L. Cardelli [29]). L’adjoint de cet
ope´rateur est @, qui permet de localiser un processus pour l’observer.
Dans LA, on adopte une interpre´tation faible de l’ope´rateur ♦ :
P  ♦A ssi P −→∗  A .
Ce choix a e´te´ fait de`s l’article [35]. Il s’ave`re, comme il est montre´ ci-dessous, qu’il n’empeˆche pas la logique
d’inspecter les processus de manie`re tre`s fine. Lorsque l’on passe des Ambients finis de [35] a` un calcul avec
re´plication, ou` peuvent eˆtre programme´s des comportements infinis, l’interpre´tation faible de ♦ est d’autant
plus pertinente, car elle permet d’observer un futur arbitrairement lointain d’un processus.
Enfin, la quantification sur les noms est universelle, l’utilisation de la quantification fraˆıche (avec I) ayant
e´te´ adopte´e dans des travaux poste´rieurs a` [35]. La plupart des re´sultats que l’on obtient pour la logique
LA sont valables en remplac¸ant ∀ par I (c’est notamment le cas pour les formules caracte´ristiques e´voque´es
plus loin).
La suite de cette partie 4.2 est consacre´e a` un expose´ des re´sultats sur la logique des Ambients. A` l’image
de ce qui a e´te´ pre´sente´ a` la partie 3.2, ces re´sultats se de´clinent en proprie´te´s d’expressivite´ et de se´parabilite´.
Dans leur ensemble, ces preuves suivent une approche similaire a` ce qui a e´te´ pre´sente´ pre´ce´demment, bien
que la logique qui est a` l’œuvre, LA, soit plus riche que LG ou LE, et que les mode`les sous-jacents soient
diffe´rents (les Ambients remplacent le π-calcul).
4.2.1 Re´sultats d’expressivite´ [66]
L’e´tude de l’expressivite´ de LA met en e´vidence un certain nombre de spe´cificite´s par rapport a` ce qui a
e´te´ expose´ pour LE et LG. Du fait notamment de la possibilite´ de programmer des re´ductions infinies dans
le calcul, et de l’interpre´tation faible du connecteur ♦ du coˆte´ des formules, on s’attend a priori a` ce que
l’analyse des processus soit moins fine en LA que dans les situations examine´es plus haut. Tel n’est pas le
cas, puisque la logique offre un regard pre´cis sur les processus, comme on l’illustre dans ce qui suit.
La finitude.
Le caracte`re non fini du calcul e´tudie´ constitue une originalite´ par rapport au cadre envisage´ a` la partie 3.2.
Il s’ave`re que LA permet de rendre compte de la (non-)finitude.
Un processus re´plique´ est en effet persistant : quels que soient P,Q,R, si !P |Q −→∗ R, alors R ≡ !P |P ′
pour un certain P ′. Cette proprie´te´ peut eˆtre mise a` profit pour capturer la finitude des processus a` l’aide
de LA : on dit que P est fini s’il existe P
′ n’ayant pas d’occurrence de ! dans son e´criture syntaxique tel que










caracte´rise alors les processus finis. Suivant le scenario de´crit par cette formule, P est fini si on peut exhiber
deux testeurs Q et R, et un nom n tels que Q | n[P |R ] puisse se re´duire a` 0. Autrement dit, un processus
fini est un processus que le contexte peut consommer comple`tement.
Il est a` noter que cette formule ne peut pas eˆtre adapte´e facilement lorsque la restriction est pre´sente dans
le calcul : intuitivement, la restriction permet de prote´ger certains processus vis-a`-vis du contexte, qui ne
peut les consommer. Il n’est a priori pas clair jusqu’a` quel point les re´sultats essentiels de [66, 83] (formules
caracte´ristiques, caracte´risation du pouvoir se´parant de la logique) tiendraient en pre´sence des ope´rateurs
de re´plication et restriction dans le calcul — c’est essentiellement la possibilite´ d’engendrer une infinite´ de
noms frais, autrement dit les occurrences de la restriction sous une re´plication, qui pose proble`me.
Capacite´s : be´gaiements.
On peut e´tablir pour LA des formules analogues a` celles que l’on a de´crites a` la partie 3.2.1 pour LG,
afin d’isoler les capacite´s du langage, ici interpre´te´es comme les pre´fixes du calcul des Ambients (in , out
et open ). On observe alors que les formules que l’on peut de´finir pour les capacite´s de mouvement (entre´e,
sortie), tire´es de [110], s’interpre`tent a` be´gaiement pre`s. Ainsi, un processus qui satisfait la formule in(n).A,
qui a pour roˆle d’isoler la capacite´ d’entre´e, est bien susceptible de faire entrer la localite´ ou` il se trouve dans
n, mais celle-ci peut auparavant entrer et sortir de n un certain nombre de fois. Une interpre´tation similaire
s’applique dans le cas de la capacite´ de sortie.
Cette perte de pre´cision dans l’observation des capacite´s est due a` l’interpre´tation faible de l’ope´rateur
♦ : lorsque l’on baˆtit un ‘sce´nario d’expe´rience’ du type de ceux qui ont e´te´ esquisse´s a` la partie 3.2.1, on
perd la faculte´ d’observer le processus a` l’instant suivant.
“Concentrer l’expressivite´” : formules caracte´ristiques.
Le pouvoir expressif de la logique LA est mis en e´vidence de manie`re frappante par la possibilite´ de de´finir
des formules caracte´ristiques : pour tout processus P , il est possible de de´finir une formule qui capture la
classe d’e´quivalence de P vis-a`-vis de l’e´quivalence induite par la logique — on note =L l’e´quivalence induite
par LA sur le calcul des Mobile Ambients. Du fait de l’interpre´tation faible de ♦, ce re´sultat n’est valable
que sur un sous-ensemble du calcul des Ambients, appele´ MAIF dans [66].
La de´finition de MAIF repose sur un certain nombre de notations. On e´crit P
cap
−→ P ′ lorsque P ≡ cap.P1|P2
et P ′ = P1|P2, ou` cap est une capacite´ des Ambients (entre´e, sortie, ouverture). Similairement, on e´crit
P
cap
=⇒ P ′ lorsque P −→∗
cap
−→−→∗ P ′. A` tout terme de la forme cap.P ′ des Mobile Ambients, on associe un
ensemble E〈cap.P ′〉
def
= {P ′′. P ′
cap
=⇒ P ′′}.
Un processus P est dit a` branchement fini si, pour tout sous-terme de P de la forme cap.P ′, l’ensemble
E〈cap.P ′〉, quotiente´ par =L, est fini
6. MAIF est alors de´fini comme l’ensemble des processus des Mobile
Ambients a` branchement fini.








T a en effet une transition (au sens de
inn
=⇒ ) vers tout processus de la forme T | a[0] | . . . | a[0]︸ ︷︷ ︸
k fois
, pour k ≥ 1.
La de´finition de MAIF ne fournit pas une me´thode permettant de savoir si un processus appartient a`
MAIF. [83] propose un autre sous-calcul, dont la de´finition repose sur une restriction syntaxique, et qui ne
contient que des processus a` branchement fini.
The´ore`me 21 (Formules caracte´ristiques, Corollary 5.4 dans [66]) Pour tout processus P de MAIF,
il existe une formule FP telle que pour tout Q dans MAIF, (Q  FP ) ssi (P =L Q).
6En re´alite´, on quotiente dans [66] par une autre relation, la bisimilarite´ intensionnelle, pour de´finir cette notion. On montre
que cette relation co¨ıncide avec =L, l’e´quivalence logique, sur MAIF.
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Comme il a e´te´ dit plus haut, la preuve du the´ore`me 21 repose sur des re´sultats d’expressivite´ de la logique
similaires dans l’esprit aux constructions qui sont utilise´es pour raisonner sur LE et LG. Pour de´finir FP , on
montre qu’il est possible d’associer une construction logique a` chaque ope´rateur du calcul. Les ope´rateurs
0, n[·] et | e´tant pre´sents d’emble´e dans la logique, il s’agit donc d’exprimer les capacite´s (pre´fixes), et
le pendant de la re´plication au niveau logique. Ce dernier aspect est le plus complexe, techniquement,
la de´finition et l’interpre´tation d’une formule !A n’e´tant possible que sous certaines conditions sur A. A`
noter que la contrainte de branchement fini apparaˆıt dans la construction des formules pour les capacite´s,
intuitivement parce qu’il faut pouvoir de´crire l’ensemble des continuations possibles a` l’aide d’une formule.
On renvoie a` [66] pour le de´tail des constructions.
Extension aux communications.
Comme il a e´te´ indique´ plus haut, le calcul originel des Mobile Ambients comprend des primitives per-
mettant des communications a` l’inte´rieur d’une localite´. Il est possible, au prix de constructions du type
de celles qui ont e´te´ e´voque´es a` la partie 3.2, de de´finir des formules qui expriment les capacite´s d’e´mission
et de re´ception. Comme c’est le cas pour les capacite´s de mouvement, on est confronte´ a` un phe´nome`ne de
be´gaiement pour le pre´fixe de re´ception : la formule correspondante ne permet pas de distinguer un processus
qui rec¸oit un message du processus qui rec¸oit, e´met a` nouveau, et ceci un certain nombre de fois, jusqu’a`
finalement recevoir ledit message.
4.2.2 Pouvoir se´parant [83]
L’article [83] pre´sente une e´tude de =L, l’e´quivalence induite par LA sur les Mobile Ambients. Cette
relation est caracte´rise´e par le biais d’une bisimilarite´ intensionnelle, dont la de´finition repose, en plus des
transitions correspondant aux capacite´s du calcul (mouvement, ouverture, communications), sur des clauses
imitant les observations structurelles permises par la logique. Cette approche pour l’analyse des logiques
spatiales pour la concurrence a e´te´ introduite dans [110].
Plus pre´cise´ment, pour qu’une relation R soit une bisimulation intensionnelle, il faut en particulier qu’elle
satisfasse, de`s que PRQ, les proprie´te´s suivantes :
– si P ≡ P1|P2, alors il existe Q1, Q2 tels que Q ≡ Q1|Q2 et PiRQi pour i = 1, 2 ;
– si P ≡ 0, alors Q ≡ 0 ;
– si P ≡ n[P ′], alors Q ≡ n[Q′] avec P ′RQ′.
La bisimilarite´ intensionnelle, note´e ≃int, est la plus grande bisimulation intensionnelle.
L’e´quivalence ≃int est correcte vis-a`-vis de =L : ceci s’e´tablit aise´ment, par induction sur la formule de
LA. La proprie´te´ re´ciproque, de comple´tude, est prouve´e en s’appuyant sur une stratification de ≃int. Dans
le cas ge´ne´ral, traite´ dans [64, 83], ou` l’on prend en compte l’ope´rateur de re´plication, on ne peut s’appuyer
sur la proprie´te´ de branchement fini, qui est usuellement ne´cessaire, et qui est ve´rifie´e dans [110]. On s’appuie
alors sur une caracte´risation inductive de ≃int, a` partir de laquelle on peut e´tablir l’existence de formules
caracte´ristiques locales pour LA : A est une formule caracte´ristique (locale) pour P sur un ensemble E de
processus si P  A et, pour tout Q ∈ E , on a P ≃int Q de`s que Q  A. Les proprie´te´s d’expressivite´ de LA
e´voque´es plus haut sont utilise´es pour e´tablir l’existence de telles formules. On e´tablit alors la comple´tude de
la bisimilarite´ intensionnelle en supposant P 6≃int Q et en raisonnant sur une formule caracte´ristique locale
pour un ensemble bien choisi contenant Q.
4.3 Espace avec ressources, la modularite´
On expose ici des travaux portant sur l’utilisation de calculs de processus avec localite´s pour l’e´tude de lan-
gages de programmation distribue´e. La hie´rarchie arborescente des localite´s repre´sente, dans cette approche,
une organisation a` la fois logicielle (modules et sous-modules) et mate´rielle (un module, ainsi e´ventuellement
que ses sous-modules, peut eˆtre associe´ a` une localite´ physique) du code. On analyse des me´canismes ayant
trait a` la manipulation des modules au moment de l’exe´cution ; plus pre´cise´ment, on s’inte´resse a` l’ope´rateur
de passivation, qui permet de figer l’exe´cution d’un processus localise´. Les travaux dont il est question ici
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portent avant tout sur des questions lie´es a` l’expressivite´ du formalisme et a` l’imple´mentation distribue´e
d’un langage fonde´ sur un calcul de processus avec localite´s.
Modules et passivation. Dans les formalismes qui ont e´te´ e´voque´s plus haut, les capacite´s agissant sur
les processus ont pour roˆle de mettre en œuvre des formes diverses de mobilite´.
Ainsi, comme on l’a vu, la mobilite´ (de code) en Dπ se manifeste a` travers le de´placement d’une taˆche,
par le biais d’une re´duction de la forme
m[goto n.P ] | m[Q] −→ n[P ] | m[Q] ,
alors qu’en Ambients, c’est une localite´ entie`re qui se de´place :
m[in n.P |Q] | n[R] −→ n[R |m[P |Q]] .
Dans les deux cas, l’e´volution fait intervenir une forme de line´arite´, dans la mesure ou` le processus qui bouge
n’est ni duplique´, ni efface´. En outre, le code est actif imme´diatement apre`s le mouvement. La situation est
le´ge`rement diffe´rente dans le π-calcul d’ordre supe´rieur : rien n’empeˆche de manipuler les processus qui sont
transmis de manie`re non line´aire, a` ceci pre`s que ces processus sont constitue´s de code fige´, dont l’exe´cution
n’a pas encore de´marre´.
Dans le contexte de l’e´tude de certains aspects de la programmation distribue´e, nous nous sommes
inte´resse´s a` la passivation des localite´s. Cette ope´ration permet d’agir sur des processus localise´s (vus comme
des modules d’un langage de programmation) au cours de leur exe´cution.
La passivation, note´e n{X} ⊲ P , est une ope´ration locale : il faut eˆtre au meˆme endroit qu’une localite´ n
pour passiver n. L’e´tape de re´duction correspondante s’e´crit alors
n{X} ⊲ P | n[Q] −→ P [Q/X]
(ici n[Q] est un processus localise´, alors que P [Q/X] de´signe le re´sultat de l’application d’une substitution
a` P ).
Passiver une localite´ peut permettre d’en changer le nom
n{X} ⊲ m[X] ,
ou bien de dupliquer le code qui s’y exe´cute
n{X} ⊲
(
n[X] | (νp) (p[X] | c〈p〉)
)
(on relance l’exe´cution en n, tout en renvoyant l’adresse de la nouvelle localite´ sur c), de changer la hie´rarchie
des modules dans le code
n{X} ⊲ m{Y } ⊲ n[X |m[Y ] ] ou n{X} ⊲ m{Y } ⊲ p[X |Y ] ,
ou encore de transmettre le code du module, fige´, dans un message :
n{X} ⊲ a〈X〉 .
La passivation apparaˆıt donc comme un me´canisme e´le´mentaire expressif, qui permet de mettre en œuvre
diffe´rentes formes de ce que l’on a appele´ dans [62] lamodularite´ dynamique : mettre a` jour dynamiquement un
module, dupliquer un module auquel plusieurs processus font re´fe´rence, interrompre l’exe´cution d’un module
pour le transmettre vers un autre espace d’exe´cution, faire disparaˆıtre un module. Ce type de me´canisme est
volontiers a` l’œuvre dans la programmation a` base de composants, qui se trouve en arrie`re-plan des travaux
dont il est question ici.
On constate sur les exemples ci-dessus que lorsqu’un module a e´te´ passive´, rien n’impose d’utiliser le
re´sultat de la passivation de manie`re line´aire. Le langage Homer (pour Higher-Order Mobile Embedded
Resources) contient un me´canisme semblable a` la passivation, auquel il est fait re´fe´rence dans [16] sous le
nom de ‘non-linear active process mobility’. L’ope´rateur de passivation est e´galement pre´sent dans le langage
des Kells [10, 63], qui a servi de point de de´part aux travaux dont il est question ici.
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Ajouter la passivation au π-calcul – imple´mentation, machines [62].
Nous avons introduit dans [62] (qui prolonge [63]) une extension du π-calcul avec des localite´s et l’ope´rateur
de passivation. Dans ce calcul, nomme´ kπ, la communication sur les canaux se fait de manie`re transparente
a` travers les localite´s, mais en meˆme temps l’extrusion de noms est limite´e par les localite´s. Ainsi, en kπ, un
processus localise´ est vu comme un module, et les restrictions de noms sont interpre´te´es comme des ressources
he´berge´es par le module dans lequel elles ont e´te´ cre´e´es. Passiver un module signifie donc re´cupe´rer le contenu
d’une localite´, qui est constitue´ d’un processus (potentiellement compose´ de plusieurs taˆches s’exe´cutant en
paralle`le) et d’un certain nombre de ressources. Par rapport au cadre des calculs e´voque´s a` la partie 4.1, on
enrichit ainsi la notion de localite´ : au-dela` de la notion d’espace, on y rattache l’ide´e de ressource, et de
limitation de l’acce`s a` une ressource.
On se focalise dans [62] sur des questions lie´es a` l’utilisation de la passivation comme primitive de pro-
grammation : comment celle-ci interagit avec les constructions habituelles des calculs de processus (localite´s,
passage de messages, restriction), et dans quelle mesure elle peut eˆtre imple´mente´e dans un contexte distribue´.
Depuis l’introduction du π-calcul, un certain nombre de travaux on analyse´ la question de l’imple´mentation
(distribue´e ou non) des primitives des calculs de processus pour la mobilite´. Ainsi, le passage de noms, tel
qu’il est a` l’œuvre en π-calcul, ou dans des formalismes apparente´s, a fait l’objet d’e´tudes diverses – on
peut mentionner le langage Pict [102], Join [51], les Fusions explicites [55], et les forwarders line´aires [56].
L’introduction du calcul des Mobile Ambients, avec ses primitives de haut niveau pour le mouvement, a
e´galement suscite´ des travaux visant a` comprendre dans quelle mesure celles-ci peuvent eˆtre imple´mente´es
de manie`re raisonnablement efficace et naturelle. Des machines abstraites pour l’exe´cution distribue´e des
Ambients, ou de calculs de´rive´s, ont e´te´ propose´es et analyse´es dans [57, 101, 70].
On donne dans [62] la de´finition d’une machine abstraite distribue´e qui imple´mente un me´canisme tre`s
ge´ne´ral ayant pour but d’effectuer les ope´rations de passivation et d’envoi de messages de manie`re cohe´rente
vis-a`-vis de la se´mantique ope´rationnelle de kπ. Ce me´canisme est de´crit par le biais d’un ensemble relative-
ment complexe de protocoles faisant intervenir des messages asynchrones de bas niveau, qui sont e´change´s
entre les structures de donne´es servant a` imple´menter les localite´s. Le parti pris, ce faisant, est d’adopter
une approche tre`s ge´ne´rale, dans laquelle aucune hypothe`se n’est faite au sujet du de´ploiement des localite´s
logiques (celles qui apparaissent dans la syntaxe des termes de kπ) sur les localite´s physiques. Ainsi, les
communications sont toutes a priori distantes, et la passivation d’un module peut de´clencher des passiva-
tions de sous-modules dont l’exe´cution a lieu sur une autre machine. Ceci entraˆıne la ne´cessite´ de prendre
en compte des formes varie´es d’interfe´rences entre les protocoles mettant en œuvre la communication et la
passivation. En cela, l’e´tude de [62] se de´marque de la machine abstraite pour les Kells propose´e dans [10],
qui est conside´rablement plus simple dans sa conception, car elle exploite une contrainte permettant a` la
passivation d’eˆtre atomique : on ne passive que des modules dont tous les sous-modules sont ‘co-localise´s’,
au sens ou` ils s’exe´cutent sur la meˆme localite´ physique.
On renvoie le lecteur a` [62] pour une description formelle de la machine abstraite pour kπ. Ce travail peut
eˆtre vu comme une premie`re e´tude de la mise en œuvre effective de l’ope´rateur de passivation. Il a permis
en particulier de faire apparaˆıtre diverses questions en lien avec cette proble´matique.
Une premie`re piste concerne la possibilite´ de garantir statiquement l’absence de ‘communications fauti-
ves’ : au-dela` des questions standard ayant trait a` l’utilisation cohe´rente des canaux de communication (pas
d’envoi de triplets sur un canal ou` l’on s’attend a` e´changer des couples), on impose en kπ que les communi-
cations n’entraˆınent pas d’extrusion de noms au-dela` des frontie`res de localite´s. Nous avons travaille´ sur un
syste`me de types qui assure cette proprie´te´, en exploitant des informations sur la localisation des restrictions
au sein de la hie´rarchie des processus. Ce type d’approche permet de remplacer des ve´rifications a` l’exe´cution
par une analyse statique en amont.
Une seconde question souleve´e par l’e´tude de [62] est celle de la preuve de correction de la machine
abstraite. Il s’agit d’e´tablir une e´quivalence comportementale entre la machine et le calcul qu’elle est sense´e
imple´menter. Dans [70], l’expe´rience acquise sur la validation d’une machine abstraite optimise´e pour les Safe
Ambients (les Safe Ambients sont un raffinement des Mobile Ambients visant a` en rendre l’imple´mentation
plus aise´e et controˆlable) a mis en e´vidence la ne´cessite´ de disposer d’outils permettant d’affronter des preuves
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de grande taille, notamment en les rendant modulaires — ceci a constitue´ le cœur de la the`se de Damien
Pous [103], qui a porte´ sur l’e´tude des techniques modulo (ou up-to) pour la bisimulation. Il apparaˆıt que la
preuve de correction de la machine pour kπ est au moins un ordre de grandeur plus conse´quente qu’une preuve
telle que celle de [70]. Cette preuve n’a d’ailleurs pas e´te´ mene´e a` bien dans [62]. L’analyse du comportement
de la machine abstraite fait intervenir une notion d’e´tat bien forme´ (intuitivement, un e´tat bien forme´ est un
e´tat pouvant eˆtre atteint a` partir d’une configuration initiale), et une e´tape de ‘de´compilation’ permettant
d’associer un processus kπ a` un e´tat bien forme´. Ce travail est conside´rable, du fait du nombre important de
re`gles de´finissant la machine, et des interfe´rences que celles-ci engendrent. Pour plusieurs raisons, on rechigne
a` entreprendre une taˆche si colossale : d’une part, le caracte`re fastidieux de la chose rend le de´veloppement
de la preuve sur papier fragile, car des erreurs se glissent facilement dans la multitude des cas a` traiter.
D’autre part, une preuve de correction e´nonce´e d’un trait est d’un inte´reˆt limite´. Il serait bien plus utile de
pouvoir construire une preuve de manie`re modulaire, afin d’en rendre certaines parties re´utilisables, pour
l’analyse de modifications de la machine, ou la validation d’optimisations. Si des principes permettant d’aller
dans ce sens sont disponibles s’agissant du de´veloppement d’une imple´mentation (en l’occurrence, la machine
prototype pour kπ, de´veloppe´e en OCaml par D. Pous, est modulaire, et s’appuie sur une librairie ge´ne´rique
pour l’exe´cution de processus distribue´s et mobiles), on ne dispose pas encore d’outils suffisamment puissants
pour de´composer et rendre modulaire une preuve telle que celle de la machine de [70]. Qu’il s’agisse de preuve
sur papier, ou sur machine (dans un assistant de preuve), il paraˆıt inte´ressant et pertinent d’œuvrer a` se
doter de tels outils, afin de contribuer a` ce que les techniques de programmation distribue´e soient a` porte´e de
la preuve formelle. C’est dans cette direction que s’inscrivent les travaux re´cents de D. Pous et T. Braibant
dans le syste`me Coq [14, 15].
E´quivalences et passivation.
La construction de passivation est source d’un pouvoir expressif conside´rable. Elle affecte en particulier
de manie`re non triviale la the´orie comportementale des processus, comme le montre [81]. Meˆme dans des
cas simples, les techniques employe´es pour l’e´tude du π-calcul d’ordre supe´rieur [109, 113], en particulier, ne
peuvent eˆtre adapte´es de fac¸on imme´diate.
La raison intuitive en est que la passivation donne acce`s a` des observations ine´dites de la part du contexte.
L’observateur peut de´sactiver certains composants du processus avec lequel il est en train d’interagir, ou
meˆme en stocker une copie, pour la re´activer plus tard. En un certain sens, la passivation donne au contexte
le pouvoir d’inspecter la structure spatiale des processus de kπ— il semblerait d’ailleurs naturel qu’une
logique modale extensionnelle pour ce formalisme contienne des ope´rateurs qui soient sensibles a` la pre´sence
de localite´s.
Les travaux de S. Lenglet et al. [81, 80] proposent de premie`res contributions a` l’e´tude des e´quivalences
comportementales dans des calculs contenant l’ope´rateur de passivation, en e´tudiant la question de la ca-
racte´risation coinductive de la congruence barbele´e.
5 Conclusion
Sur ce qui a e´te´ pre´sente´.
Pour re´sumer de manie`re exage´re´ment concise le contenu de ce me´moire, on peut dire que les re´sultats
que l’on a pre´sente´s ont en commun de mettre en avant l’ope´rateur de composition paralle`le. C’est sur la
composition paralle`le que l’on se focalise pour construire les axiomatisations de la partie 2.2, c’est | qui est
la brique e´le´mentaire dans la structuration de l’espace telle qu’elle est examine´e par le biais des logiques
spatiales (parties 3 et 4.2). Par ailleurs, comme on l’a e´voque´, on a vu s’accroˆıtre, ces dernie`res anne´es,
l’importance de la connotation spatiale de l’interaction dans le domaine des calculs de processus, en lien
avec l’accent mis sur les phe´nome`nes de mobilite´ et de distribution. Cette e´volution se refle`te dans une
partie des travaux que l’on a pre´sente´s — notamment a` la partie 4. Suivant ce point de vue, ‘traverser la
composition paralle`le’ (pour se synchroniser, pour e´changer des messages, pour faire migrer du code) est
loin d’eˆtre anodin, et ce d’autant plus lorsque des frontie`res, repre´sente´es sous forme de localite´s explicites,
interviennent e´galement.
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La the´orie de la concurrence, et en particulier l’e´tude des calculs de processus, est un domaine suscitant de
nombreux questionnements, d’ordre me´thodologique, en son sein : quelles sont les bonnes primitives pour un
calcul, et comment s’en convainc-t-on ? pre´fe`re-t-on les se´mantiques entrelac¸antes a` celles qui ne le sont pas ?
l’e´quivalence de traces suffit-elle pour rendre compte des comportements concurrents, ou bien doit-on plutoˆt
che´rir la finesse de la bisimulation ? comment se formule une proprie´te´ d’expressivite´ (ou de non-expressivite´) ?
Le moins que l’on puisse dire est qu’il n’y a pas d’ide´ologie commune´ment admise au sein de la communaute´.
De surcroˆıt, les formes diverses, sans cesse renouvele´es et e´tendues (en lien notamment avec les e´volutions
technologiques de l’informatique distribue´e), que peut prendre la notion d’interaction dans un contexte
concurrent sont source de stimulations pour le domaine. Cela est l’occasion de questionnements nouveaux,
d’extensions, et de remises en cause de l’existant. Cela peut repre´senter, en meˆme temps, un obstacle a` la
stabilisation et a` la maturation du domaine autour d’un certain nombre de concepts fondamentaux. Il peut
e´galement arriver, comme on l’a montre´ dans ce qui pre´ce`de, que certaines branches de la the´orie soient
‘rede´couvertes’.
Face a` de telles sources de de´se´quilibre et de fragilite´, il importe de cultiver un certain recul. C’est, je
l’espe`re, un souci que l’on peut lire dans les travaux que l’on a pre´sente´s. Le fait meˆme d’e´tudier l’e´quivalence
comportementale induite sur un calcul, afin de se mettre a` distance vis-a`-vis des aspects ‘textuels’, est une
de´marche habituelle, qui rele`ve de cette approche. Essayer d’e´tablir des re´sultats qui valent pour plusieurs
calculs de processus, ou plusieurs variantes de logiques spatiales, ou, similairement, focaliser son attention
sur des formalismes (calculs, logiques) minimaux, se rattache e´galement a` ce souci.
On peut s’attendre a` ce que la the´orie de la concurrence continue a` progresser en maintenant un e´quilibre
entre d’un coˆte´ l’inspiration renouvele´e qu’apporte le foisonnement de nouveaux modes d’interaction concur-
rente, et de l’autre un souci d’assimiler et de´canter les nouveaute´s. S’agissant du renforcement du second
aspect, certaines e´volutions relativement re´centes sont encourageantes : on peut e´voquer le de´veloppement
d’approches pour une compre´hension unifie´e des calculs de processus, ou encore de multiples points de
contact avec des domaines mathe´matiquement plus muˆrs, comme le λ-calcul ou, plus re´cemment, la the´orie
de la de´monstration, ce qui est l’occasion d’importer des notions et des techniques. Dans leur ensemble, ces
travaux germent sur un terreau constitue´ de quelques notions cle´s, qui s’incarnent dans des objets comme
CCS ou le π-calcul. Un certain nombre de pistes pour des de´veloppements futurs autour de ces notions ont
e´te´ e´voque´es dans le corps du document. Au-dela` de ces propositions, on espe`re plus ge´ne´ralement contribuer
au de´veloppement et a` la maturation de la the´orie de la concurrence.
E´tudiants.
Depuis que j’ai rejoint l’ENS Lyon, pratiquement tous les travaux de recherche que j’ai mene´s l’ont e´te´
en collaboration avec des e´tudiants (stagiaires de L3, M1, M2, et doctorants). Je les mentionne ici, pour les
remercier.
Avec Luca Petrosino, nous avons e´tudie´ l’adaptation d’ide´es de H. Xi a` la CuCh machine de´veloppe´e par
Corrado Bo¨hm et son e´quipe.
Romain Kervarc a imple´mente´ un algorithme de de´cision pour la congruence structurelle dans le calcul
des Mobile Ambients.
La the`se d’E´tienne Lozes a porte´ sur les logiques spatiales, en se focalisant surtout sur des questions
d’expressivite´ et de de´cidabilite´.
David Teller a, durant sa the`se, de´veloppe´ des me´thodes pour garantir des bornes sur l’usage de ressources
dans un cadre concurrent.
Samuel Mimram a e´tudie´ des proprie´te´s de la de´duction pour une logique spatiale pour la concurrence
(E´. Lozes a co-encadre´ ce stage).
Ste´phane Gimenez a de´veloppe´ un syste`me de types pour le controˆle des ressources en π-calcul.
Ce´line Coma a e´tudie´ une imple´mentation de la logique de se´paration.
Durant sa the`se, Damien Pous a de´veloppe´ des techniques de preuve pour la bisimulation, et les a
applique´es a` l’e´tude de machines abstraites distribue´es.
Thomas Braibant a participe´ a` un travail sur la formalisation d’une machine pour l’exe´cution distribue´e
d’un calcul de processus avec localite´s et passivation.
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Romain Demangeon travaille durant sa the`se sur la terminaison des syste`mes concurrents.
Ioana Cristescu, a` l’occasion d’un stage d’e´te´, a travaille´ sur l’imple´mentation et la formalisation de
proce´dures de de´cision pour la bisimilarite´ dans des sous-calculs de CCS, a` partir de re´sultats obtenus avec
D. Pous (qui a co-encadre´ le stage).
Enfin, c’est pour moi un privile`ge d’avoir travaille´ durant ces anne´es avec Davide Sangiorgi, dans une
forme de collaboration ou` je me conside`re comme un e´tudiant de Davide. Grazie di tutto.
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Nous mentionnons ici les articles qui ont e´te´ mentionne´s dans le texte de ce me´moire. Ils sont sont a`
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– partie 2.2
[68] D. Hirschkoff and D. Pous. A Distribution Law for CCS and a New Congruence
Result for the pi-Calculus. Logical Methods in Computer Science, 4(2), 2008.
[69] D. Hirschkoff and D. Pous. On characterising strong bisimilarity in a fragment of
CCS with replication. CoRR, abs/0810.2061, 2008.
– partie 3.2.1
[65] D. Hirschkoff, E´. Lozes, and D. Sangiorgi. Minimality results for the spatial logics.
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