Abstract-This paper presents a new method for the simulation of electromagnetic transients on transmission lines. Instead of usmg Lonvolutions of the input vanables only, we perform short Lonvolutions with both mput and output variables The result is a method of Two-sided Recursions (TSR). which is comparable in efficiency with the existmg recursive convolutions or with theu equivalent state vanable formulations It is. however, conceptually wnpler and a n be applied. in addition to fast modal-dommn 5olutions. to the duect phase-domain calculation of transmission line transients with very accurate results Keywords. Transmission h e transients. Phase-domam. Recursions, Convolutions
I. LUTRODUCTION
This paper descnbes a new. highly efficient and accurate. methodology for the calculation of electromagnetic transients on transmission lines with frequency dependent parameters. The particular advantage of the method is its applicability to the direct phase-domain computation of the transients. It is based on TwoSided Recursions (TSR). or short convolutions. as opposed to umventional convolutions which is the basis of probably all computational methods used at present.
It is well known that the basic data for computation of transients. the transmission line parameters. are initially defined in the frequency-domain and are frequency dependent. Therefore, basic input/output relations appear at first in the frequency-domain in the form:
y = H u (1)
Their time-domain equivalent could he wntten using a convolution with u ( f ) as input. The notation here and in the following corresponds to vectors and matnces in the general case of phasedomain calculations. but could represent scalars in the case of individual modes. Because H (s) is a transcendental matrix or scalar function of s. such convolutions are "long". A first significant simplification was obtained when a recursive scheme was devised [ l ] for the fast evaluation of such convolutions. Recursive convolutions are equivalent (see the appendix of [ 11) to a state vanable approach. They require. however. an approximation of the unit step response of H (s) by a small nuniber of exponential functions. In the frequencydomain. this is equivalent to a rational approximation of H (s), whereby (1) Here. D (s) and N (s) are polynomial matrix or scalar functions of s = j o [ 2 ] . High accuracy of this procedure was achieved subsequently, as reported in [ 3 ) . All computations were performed using modes because rational fitting is very difficult for the matrix problem (1). i.e., for direct phase-domain calculations. However, phase-to-mode transformations are themselves frequency dependent and using a single, real. transformation matrix for time-domain calculations is just an approximation. albeit fully satisfactory for overhead lines [4]. In the case of cables the problem is, however, much more difficult [5] .
The new method overcomes the above difficulties. Its main idea was inspired by [6] for scalar conditions. However, (1) and ( 2 ) . to which it is related. may also be viewed as vector-matnx relations, and ( 2 ) can take the following form:
In its time-domain interpretation. (3) suggests two convolutions, rather than just one as for (I), but these are now short for the following reason: both D (s) and N (s) are polynomials in s and the equivalent of s in the time-domain is a derivative or a finite difference. In other words, each power of s requires one past value for the corresponding variable. If the polynomial is of order n, then n past values are requued. Thus, low order polynomials lead to short convolutions, i.e.. efficient computations. By this simple line of thoughts, we have ended up with the approach of difference equations or Two-sided Recursions (TSR) and the corresponding formula where r indicates the current or present time as it progresses, and k is a backward count for a small number n of past values. Equation (4) can be written as a current-output to current-input relation as follows: The dynamic input/output relation (4) can be taken as sparse (i.e.. some of the TSR coefficients can be assumed to be zero) thus increasing the dynamic order without additional computational burden.
0885-8977/95/S04.00 0 1994 IEEE Equation (4) suggests that it has a z-domain equivalent to which it is related via a z-transform. Reference [9] covers this topic in great detail. We note. however. that our approach is only conceptually related to the existence of a z-domain representation, which we never calculate. smce (4) is in our approach the equation from where the entire process stark
The primary application of the new method is the sunulation of transients directly in the phase-domain. Here, accuracy is our ultimate goal so that the obtained simulations may even serve as a basis of comparison for results obtained using modes. The procedure may also be used for the calculation of transients in the modaldomain. Then, our goal is speed and efficiency, as ultimate accuracy cannot be obtained due to the limitations inherent in modal transformations.
METHODOLOGY
In this section we first present the general methodology, which basically reflects the approach implemented in the EMTP (ElectroMagnetic Transients Program). for the calculation of transients in transmission lines. It serves to mdicate at which place the Two-sided Recursions (TSR) should he used. Then we discuss the problem of the identification of the TSR coefficients needed for the implementation of the method. Finally, we show how the results of the identification are validated in order to assure accurate transient simulations.
Simulation of Transmission Line Transients

Phase-Domain Equalions
The nodal voltage and the current flowing into a transmission line are given by the frequency-domam (vector) relations
where prime and double-prime quantities denote incident and reflected waves, respectively. The current-voltage relations are given by
where H , is the characteristic admittance transfer mamx. defined in Appendix A. The port-to-pon relations are given by v' = Hp+, v;
where HPV and H p , are the voltage and current wave propagation transfer matrices. defined in Appendix A. and the subscriptfdenotes the far end of the line. Eliminating the reflected wave variables from (6) -(9), yields:
Equations (11) and (12) (1) is (4) . where the TSR coefficients Ak and Bk are suitably identified by a procedure o u t h e d m the next subsection. It is then applied to the (matrix-vector) multiplications in ( I l ) a n d ( l 2 ) .
In the case of the propagation relation (11 
Norton Equivalents
Equation (13) 
Modal-Domain Equalions
Equations (6)- (12) can also be written in the modal-domain. using modal voltages, currents and transformation matrices. as defined in Appendix A. Since the modal transfer functions are scalar, the twosided recursions of (1 1) and (12) can be performed individually for each mode. Although these calculations can be done in the modaldomrun. switching operations always take place in the phase-domain. This dictates the interface of the transmission line with other lines or power system components, i.e., equation (13), to be in the phasedomain. Consequently, a voltage and current transformation from the phase-domain to the modal-domain, ' and vice-versa is required at every step of the simulation. usmg the modal transformation matrices defined in Appendix A. In reality, these matrices are complex and frequency-dependent. However, their vanation with frequency is not significant. especially in the case of single-circuit overhead transmission lines. Therefore, for the purpose of overhead transmission line transient simulations, these matrices can be approximated by the real part of the corresponding matrices calculated for a specific frequency. The latter is suitably selected depending on the particular transient study.
Identification of TSR Coefficients
The most direct approach for the identification of the TSR coefficients in (4) is, of course, using (4) itself in the time-domain. with a sufficiently large number of given values for the inputs U , and outputs yr. These can be generated by (a) startmg with a periodical signal U ( [ ) , (b) obtaining by fast Fourier transform (FFT) its frequency spectrum U (w), then (c) calculating y (0) from (1) where
is given in the first place, and, finally, (d) obtaining via inverse FFT the output y ( 1 ) . We note that (4) is a set of linear homogeneous equations in the elements of AI and Bk. Therefore, some of these elements must be normahzed, i.e., set to some constant values, to obtain a standard least-squares problem. Details about its solution are given, for instance, in [7] .
A second altemative for the identification of the TSR coefficients is using frequency-domain fitting. This has the following advantages:
0
The initial data for the problem is the given transfer function in the frequency-domain. Therefore, the Fourier transformations, discussed above, are not needed. The fitting can be done over a very wide range of frequencies. While an FFT operates over linearly-spaced samples, the direct frequency-domain Etting can use (for example) logarithmically-spaced data and thus cover with few samples a very wide frequency range. Our experience has conlirmed the above advantages of frequencydomain fitting. Therefore, we give below more details about this procedure.
Frequency-Dotruin Fitting
The TSR coefficients of (4) are identified by the least-squares solution of an over-determined system of weighted linear equations. obtained by writting (1) for different frequencies, referred to as fitting frequencies. First we note that (4) is in the discrete time-domain. If the input is of a given frequency 0, then it must have a multiplier eJw and samples of t are to be taken at intervals At. Moreover, smce the input is a vector quantity, we have to choose vectors spanning the entue corresponding linear space: a good choice for this is to take the input vectors as the standard basis, i.e., the columns of the identity matrix I. Thus the chosen inputs are the columns of leJw.
Correspondingly, the outputs, according to (l), will be the columns of H ( jw)eJuy. With these sets of input and output vectors, (4) yields:
" "
SimplifLing and rearranging (15), yields where the right-hand-side is a matrix of zeros. Multiplying (16) with suitable weighting factors and decomposing it in real and imaginary parts, the set of these equations for all fitting frequencies yields:
where C is a matrix of known quantities, and X is a matrix composed of the TSR coefficients, as follows:
(18) Because of a normalization. not all entries of X are unknown, and can be moved to the right-hand-side in (17). The normalization used was to set A O equal to the identity matrix. Equation (17) is an overdetermined system that is solved for X using a least-squares approach.
Back-Winding
As seen in relation with the two-sided recursion of (ll), the propagation time delay is taken into account by past-shifting the input. Therefore, in the identification of the TSR coefficients for the propagation transfer matrix, we use the "back-wound'' transfer matrix, defined as follows:
We refer to this operation as back-winding because it removes the spirals of HP( jw) on the complex plane [l] .
Spursity
The method allows for "sparse" TSR coefficients. That is, some of the coefficient matnces in (4) may be zero. The algorithmic implications are minimal, but the advantage is that a high-order model may have only a few coefficients.
Sf ability
The stability of equation (4) must be examined. The identification process does not necessarily lead to a stable model. The model is stable when, in the absence of input, i.e., u ( t ) = O , the output y ( t ) remains bounded. Thus, from (4), for any set of initial values
must give a stable solution y r for r 2 n . This problem, at least for the scalar case, is discussed in the literature in relation with the stability of difference-equations [ 101. The coefficients are stable when the magnitude of all the roots of the characteristic matrix polynomial
1s less than unity. The roots are the eigenvalues of the corresponding companion matrix, as shown in Appendix B.
We note that in the above stability analysis we have assumed u ( l ) to be the input. This resulted in condition (21), involving the TSR coefficients Ak. However, (4) is a symmetrical relation and y (f) could have been chosen as input. Then a relation analogous to (21) would have been obtained for Bk. In some cases, such as that of the propagation matrix HP in (10) or (11). there is no doubt which variable is the true input, so that no ambiguity can result. However, in the case of H , in (12) either v or i can be the input (termination in a voltage or current source, respectively) or, more generally, a relation between v and i is imposed by the connected load. In that case. equation (21) should be replaced by a more complex polynomial with coefficients in terms of both Ak and Bk. Details are given in Appendix C.
The stability of the TSR coefficients is affected by the selection of the fitting frequencies as well a s the weighting factors at each frequency. The inclusion of a steady-state constraint in the leastsquares solution of (17), significantly facilitates the calculation of stable coefficients. The constraint we use is equation (16) employed for identification, hut for zero frequency, i.e., which is equivalent to enforcing zero frequency in (17) by an infinite weighting factor.
Parameters of Identification
The identification of TSR coefficients is a delicate design procedure that depends on the following input parameters: 1)
The time step, At. This is usually a trade-off affected by the highest observable frequency and the time horizon of the transient sim dation. The order of the model, n. A higher order model is more accurate, but it results in more TSR coefficient matrices, thereby increasing the computational effort dunng the transient simulation. The fitting frequencies. These span the frequency range where the model is intended to be accurate. For a narrow frequency range, a low-order model is most of the times satisfactory whereas a wide range requires a higher-order model. The weighting factors. These are useful for the fine tuning of the model, for enforcing high accuracy at specific frequencies, e.g., the power frequency, and for achieving stability. The sparsity of the model. In some cases, for the same number of coefficients, a sparse model is more stable.
2)
3 )
4)
) Modal Identification
Modal identification is a simpler case since each mode is treated separately and the TSR coefficients are scalars. Individual modal identification allows for very flexible models where the parameters of the identification process can be different for each mode.
Validation of TSR Coefficients
Frequency-Domain Validaion
The frequency-domain validation of the TSR coefficients is very simple. From equation (16) 
Time-Domain Validation
The time-domain validation of the TSR coefficients is not as straightforward. A periodic signal is used as input, and the response of the model is compared to the response calculated using FFT pairs:
The input signal chosen was a square-wave between -1 and 1, so that the output looks somewhat like the unit-step response, but it is periodic. The length of the period depends on the lowest observable frequency. The transition between the values -1 and 1 is smoothed (it takes a few time steps) since the model is not validated for very high frequencies near the theoretical limit of 1/2Af. s were used in all simulatlons.
TSR Coefficient Identification and Validation
Phase-Domain
For models in the phase-domam, our ultimate goal was accuracy. For overall errors below 2%. a 7th order model was necessary for the propagation transfer matru and a 5th order model for the characteristic admittance transfer matrix. stabhty of high order models for the characteristic admittance transfer matru., prompted by the presence of parasitic oscillations in large numbers of dense coefficients.
Modal-Domain
For models in the modal-domam. our ultimate goal was speed. A 2nd order model was necessary for all propagation modes. For the characteristic admittance. a 1 st order model was sufficient for the two line modes, whereas the ground mode required a 3rd order model. respectively. This permitted very low order models with reasonable accuracy. Figure 3 shows the square-wave response of the ground-mode
propagation model and Figure 4 shows the same response of the pmode propagation model. Curve 1 is again calculated by FFT pairs while Curve 2 is the TSR approximation. The error in the modaldomam models is of course greater than that in the phase-domain models. but it is still very small. Sparsity proved to be very useful in high order models for the ground mode. However, the need of high order models to achieve accuracy for that mode is hardly justified because of the uncertainty in the data involving the ground-return path.
Transmission Line Model Validation
The propagation and charactenstic admittance models were validated separately, as shown previously, by frequency and time-domain calculations. The complete transmission line model is validated by comparmg periodic waveforms to results obtained by FFT pairs. Our test-system is composed of the transmission line with a source at one end and a load at the other. The source is a square-wave voltage consider the opencircuited case where the period and timing of the square-wave input is such that the negative switching occurs at the instant when the wave retums to the source end. We refer to this situation as the "resonance case". Figure 5 shows the voltage of phase a at the open-circuited end for ground-mode excitation; that is for three synchronized squarewave inputs, one at each phase. Figure 6 shows the same voltage for P-mode excitation. that is for two opposite square-wave inputs on phases a and c, while phase b is not energized. The period of the input is 20ms. Curve 1 is obtained by FFT pairs using the A, B , C, and D parameters of the line, as calculated in Appendix A. Curve 2 is the TSR approximation using the phasedomain model and Curve 3 is the TSR approximation using the modal-domain models. For the modal-domain models, the frequency of l O W z was selected for the calculation of the modal transformation matrices.
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The high voltage peaks in Figure 5 and Figure 6 are caused by the resonance phenomenon of the voltage source amplifying the traveling waves on the transmission line. We can see that the phasedomain model is very accurate in both cases. The modal-domain models are accurate for the line-mode excitation, but there is a considerable error when the ground mode is excited. The reason is that the frequency dependence of the ground mode is much greater than that of the line modes. This also requires higher-order models for the ground mode. However, as mentioned earlier, a larger error tolerance is acceptable for the ground mode.
Transient Simulations
The transient simulation program is general enough to handle complete networks with several transmission lines and loads. For the purpose of demonstration and discussion. we will consider the sunple case of single-line power-frequency simultaneous energization. The line is energized in open-circuit from a three-phase 50Hz positive sequence voltage source at the peak voltage of phase a.
Figure7 shows the voltage of phase a at the open end and Figure 8 shows the charging current of the same phase at the source end. Curve 1 is the'TSR simulation using the phase-domain model and Curve 2 corresponds to the modal-domain models. Again, the modal-domain models show some difference with respect to the phasedomain model since the simultaneous energization partly excites the ground mode.
Traditional Approach Simulations
For the purpose of comparison, the above simulation was also performed in the traditional way, using rational fitting approxlmation of the modal transfer matrices and the state variable approach. The The modal TSR method and the traditional approach, for models of the same order, require roughly similar computational effort. The phase-domrun TSR method. on the other hand, although it does not involve phase-to-mode hack and forth transformations, requires greater computational effort than a low-order traditional approach because of the higher-order matrix-vector models used to achieve the desired accuracy.
frequency open-circuit energization.
CONCLUSIONS
The methodology developed in this paper for the direct phase-domain calculation of transmission h e transients is based on the realization of matrix transfer funchons H ( s ) in the form of two-sided recursions (TSR) with matrix coefficients Ai, B,, relating inputs to outputs. The TSR coefficients are identified directly from H ( s j over a wide range of frequencies without any intermediate procedures, such as rational approximation. that could be very complex in the multi-input/output case.
While the approach described is generally applicable to a multitude of engineermg problems and in particular in power system nnalysis, the application presented here is appropnate to demonstrate both its feasibility and accuracy. In the direct simulation of transients in the phase-domain, the use of TSR gives accurate results even if the modal transformation matnces are frequency dependent. While this is not of serious concem in the case of overhead lines, it could produce great difficulties in the case of cables. This problem is now open for investigation usmg the TSR approach.
The new method is eminently appropriate for direct phasedomain simulations. However, it could also be used in the modaldomain as an alternative to the highly successful traditional methods based on modal decompositions. [5] [6] [8] [9] 
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APPENDICES Appendix A. Transmission Line Transfer Matrices
Phase Domain Tramfer Matrices
The voltage and current waves on an overhead transmission line are given by The characteristic admittance transfer matrix is given by It can be proved that HY is symmetric.
Modal Decomposition
Modal decomposition of the matrix product Z Y and its transpose yields: z Y = T, AT,? ('4.7) Y Z = T , A T ; ' (A.8) where A is the diagonal matrix of eigenvalues, and T, and T, are the matrices of right and left eigenvectors of Z Y , respectively, with T: =T;'. They are also referred to as modal transformation matrices because of the following definition of modal voltage v, and modal current i,:
Substituting (A.9) in (A.l) and using (A.7), the wave propagation modal transfer matrix is obtained as follows:
It is, of course, diagonal. Similarly, the characteristic admittance modal transfer matrix is given by 
Appendix C. Stability Analysis for H,
The polynomial for the stability analysis of HY can be obtained from (4) in a similar way as (1 6) Nevertheless, ((2.3) can be used directly when He, is constant. Since He, can take on any value, (C.3) can be decomposed into two polynomial equations, PA@) = 0 (corresponding to (21)), and a similar one in B,, P,(h)=O. In the particular case of zero input, U ( t ) = 0, i.e., He&) + -, P&) of (C.3) reduces to PA@) of (21), as expected.
In fact, although we tested the stability of P,(h) for completeness in all our simulations, this proved to be unnecessary as the stability test for PA@) was sufficient.
Appendix D. Rational Fitting and State Variable Approach
The scalar transfer function is approximated with a rational fitting of the form:
Similarly to the identification of TSR coefficients, the polynomial coefficients in ( Integrating (D.4) using for instance the trapezoidal rule, yields an input/output relation of the form of (5). (Member, IEEE) Real( Hp(o) ) and h a g ( Hp(w)} may contain numerous oscillations, and the front portion of the elements of Hp(t) may get a complicated shape. The identification of TSR coefficients is in the paper based on the real and imaginary parts of Hp(w) (eq. (15)- (18)). In the calculation example (section 3), the high frequency time delay of the aerial modes (G p) and the ground mode (0) are almost identical (200, 201 and 210 time steps, respectively) . This time delay could therefore easily be removed by multiplying Hp(w) with a single term exp(iwz), as was done by the authors, and the frequency domain oscillations of Real{Hp(w)} and Imag{Hp(w)} were consequently removed.
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However, it will not be possible to apply this simple procedure to elements of Hp that are composed of individual modes having very different time delays. This may happen in case of overhead lines (slow ground mode, fast aerial modes), and in particular in some cases of cable transients calculations where all modes need to be taken into account (e.g. crossbonded cables). In these cases, the real and imaginary parts of Hp(w) will remain oscillatoric after multiplication with the term exp(ion).
I therefore think that the identification of the TSR coefficients may in some cases be considerably more difficult than for the example shown in the paper. Also, I think that the number of TSR coefficients (model order) will in such cases be higher than for the calculation example, due to the complicated shape of the front portion of Hp(t) . I wonder if an increased number of TSR coefficients would make it more difficult to obtain a stable model.
A possible way of circumventing the above problems could be as follows: split the time domain responses of Hp into a front portion and a tail portion where the tail portion contains the smooth part of the response. Identify the TSR coefficients for the tail portion only (in time domain), and take the front portion into account using ordinary numerical convolution. This splitting technique has been successfully applied in [A].
I would appreciate very much the authors comments on the above discussion. Because the impulse responses of the propagation constant and the characteristic admittance are rather oscillatory in the phase domain, recursive convolution was not applied. But the authors now seem to have successfully applied recursive convolution to the phase-domain components. For this, accuracy of the curve fitting is essential. What method is being used? In Fig. 1 , the frequency response is shown only through 100 KHz. But for typical transients measured in microseconds, response through several MHz is required. How accurate is the proposed approximation above 100 KHz?
The FFT, a discrete Fourier transform, is notorious for its poor accuracy /Cl, in general, and its need for a large sample size, and substantial memory. The information about the number of samples N, the frequency increment Af, the time step At, and the maximum observation time Tmax for Figs. 2 through 8 is useful.
In Figs. 2 through 4 Ametani for their interest in our paper and for their thoughtful remarks. It is an indication of the fact that direct phase domain calculations are of significance in a number of practical applications.
We agree with the discussers' concem regarding the application of the Two-sided Recursion methodology for both double-circuit vertical transmission lines and cables. In these cases, the frequency dependence of the transfer functions may present a more difficult problem for fitting. Therefore, as suggested, a higher order TSR may be needed for achieving good accuracy. This, however, does not necessarily create. stability problems. In our experience, problems of stability may arise primarily due to spurious modes produced when the order of the TSR is increased to achieve very high accuracy. When a higher order fitting is prompted by the shape of the curve to be approximated, the problem is well-conditioned and instability is not likely to occur. In the following we shall address the individual issues raised by the discussers.
Dr. Gustuvsen presents interesting curves in the frequency and time domain. His Figure 1 shows the strongly oscillatory nature of the propagation transfer function HP. This is due to the fact that HP has not been smoothed by backwinding (multiplication by do').
Otherwise it would appear similar to the upper part of Figure 1 in the paper. The oscillations that would still remain correspond to the additional time delays at the front of the related step response, shown in Figure 2 of the discussion. There is no particular difficulty in fitting the smoothed curve of the transfer function.
Professor Ametani refers to the irregularities in impulse responses and the related difficulty of using recursive convolutions. This is indeed so. We would like at this point to emphasize that TSR is not a convolution (full or recursive) with the input only, but with both input and output. It is equivalent to the discretized form in the course of solving ordinary differential equations (say, with the trapezoidal rule or some multi-step algorithm). Thus, using TSR is a more powerful procedure than that of recursive convolutions, with better capabilities for fitting irregularities in the underlying curves.
Regarding the accuracy of the identification at higher frequencies, we note that in the case of Figure 1 we did not strive to obtain accurate results beyond 100 kHz because the time step was 5 ps. We could have gone to higher frequencies for simulations performed with smaller time step.
In order to obtain good accuracy with the FFT for validation purposes, we have used 8192 samples but 4096 is quite satisfactory.
We have noticed, too late, the plotting misprint in Figures The paper we have presented introduces a new methodology for the computation of transients. We believe that future work will prove its usefulness for solving the type of practical problems raised by the discussers.
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