Appendix B: Additional details on the Monte Carlo design Appendix B.1 Probit and Tobit results for the outcome equations

Appendix B.2: Wald tests
Based on sample of size 500'000. DGP numbers are generated as follows: 1st digit: C=correctly specified p-score, M=misspecified p-score; 2nd and 3rd digit: % treated, 4th digit N=normal selection, R=random selection, S=strong selection. Information is independent of trimming level, because no trimming occurs for a sample size of 500'000.
control pool. The same simulation procedures that are applied to the sample sizes used in the Monte Carlos study are applied to this very large sample. The two selection processes with large shares of treated and strong selection lead to very thin tails in the control population.
Nevertheless, the expected number of controls at each quantile of the treated is always positive (although very, very small for C22 leading to 0 observations for the 95% quantile of the treated in this particular draw; see also Figure Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . 4800 observations, correctly specified p-score, 10% treated, random selection
Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) .
Figure C.3: Densities of propensity scores of treated and control observations:
4800 observations, correctly specified p-score, 10% treated, strong selection
Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . 4800 observations, correctly specified p-score, 50% treated, normal selection
Figure C.5: Densities of propensity scores of treated and control observations:
4800 observations, correctly specified p-score, 50% treated, random selection
Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) .
Figure C.7: Densities of propensity scores of treated and control observations:
4800 observations, correctly specified p-score, 90% treated, normal selection
Figure C.9: Densities of propensity scores of treated and control observations:
4800 observations, correctly specified p-score, 90% treated, strong selection
Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986). Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986) . Drawn from a sample of size 500000. Densities are based on kernel density estimation with the Gaussian kernel (with the bandwidth chosen according to the rule of thumb) and boundary correction using the reflection method, see Silverman (1986). Means over all simulations. DGP numbers are generated as follows: 1st four digits: sample size, C=correctly specified p-score, M=misspecified p-score; 6-7th digit % treated, N=normal selection, R=random selection, S=strong selection. 'in support' / 'out of support' denote treated that have smaller / larger values than the largest p-score of any nontreated observation remaining after trimming. Means over all simulations. DGP numbers are generated as follows: 1st four digits: sample size, C=correctly specified p-score, M=misspecified p-score; 6-7th digit % treated, N=normal selection, R=random selection, S=strong selection. 'in support' / 'out of support' denote treated that have smaller / larger values than the largest p-score of any nontreated observation remaining after trimming. Best estimator among those considered in Table 5 .3. Inverse probability tilting (IPT) and OLS DR are not considered for this table. Best estimator among those considered in Table 5 .3. Inverse probability tilting (IPT) and OLS DR are not considered for this table. Best estimator among those considered in Table 5 .3. Inverse probability tilting (IPT) and OLS DR are not considered for this table.
Appendix D.1: Effect heterogeneity
Effect heterogeneity is modelled is modelled stochastically. For employment, the effect is such that if an individual is employed without the programme, there is a probability that she might not be employed with the programme. This probability is declining in the propensity score. If an individual is not employed without the programme there is probability that she will be employed with the programme. This probability is increasing in the propensity score.
Therefore, the programme effect, which is around 10%-points on average, is increasing in the propensity score. For earnings, the first part of the effect comes directly from modelling employment. For those who turn out to be employed with the programme, a random share of mean earnings of the observed earnings distribution is added.
Note that the differences that appear in Tables D.1 to D.3 for the cases of effect heterogeneity and homogeneity are due to the impact of the trimming rule (which uses a cut-off value of 4% in this case). The latter changes the bias term for all estimators in the same direction by the same amount, because it affects the treated always in the same way. However, the impact of this shift on the squared biases coming from treated and controls is ambiguous. %)  79  47  14  68  76  72  71  58  62  82  27  70  Number of observations  36  108  108  144  432  432  540  1620  1620  108  324  324 Note: Dependent variable: Standard deviation. The estimation sample consists of the results of all simulations (all DGPs and all estimators) within the specified class of estimators and sample size. For the smallest sample size only simulations with 50% treated have been run. All coefficients are in %. Coefficients that are not significant at the 5% level (conventional OLS standard errors), appear in brackets. 
Appendix D.2: Absolute bias and standard deviation of estimators
E.1 More flexible specification of propensity score
We also consider flexible data-driven parametric estimation, which may be regarded as a basic implementation of sieve regression, see for instance Chen (2007) . We adapt the probit and OLS models to the sample size by selectively adding higher order and interaction terms in order to minimize the corrected Akaike information criterion (AIC). 1 The latter is defined as
where ln( ) L denotes the log-likelihood function of the model (for OLS, standard normally distributed errors are assumed), k is the dimension of the regressors, interactions, and higher order terms, and 0 N is the number of nontreated observations used for the estimation.
The leading terms 2 2 ln( ) k L − , which constitute the uncorrected AIC, imply that the criterion both increases and declines in the dimension due to the penalty 2k and the improvement of the likelihood function, respectively. Adding the correction term 0 2 ( 1) 1
ameliorates the finite sample properties (see Hurvich and Tsai, 1989) , as this additional penalty reduces the probability of undersmoothing in small data sets.
Note that when considering scenarios with misspecified propensity scores, we here induce potential misspecification by excluding any interaction terms in the models assessed by the corrected AIC, while higher order terms are allowed. In contrast, in scenarios with correct propensity score specification, both interaction and higher order terms may be flexibly combined. All in all, we consider more than 180 different model specifications. In our simulations however, standard probit and OLS dominate flexible estimation based on the corrected AIC in terms of RMSE. Therefore, the results for the latter are not reported in the main text, but are provided in Tables E.1 to E.3 for selected DGPs under 4% trimming. E.2 Different ways to deal with the common support Table E .4 shows variations of the trimming rules used in this paper. These variations concern the way how the control observations are handled. As the impact of trimming and common support routines are expected to be largest for the case with an extreme treatment control ratio and strong selection, it shows the case of 90% treated and strong selection (not available for N = 300).
The middle panel present the results for the baseline procedure used in this paper, i.e.
controls are removed according to their weights. Next, if any control observation has been removed, then the value of the p-score that corresponds to the smallest p-score of the removed observations is computed and all treated with a p-score larger than this value are removed as well.
The upper panels show the case without removing any treated, while the lower panels show the case in which treated with a p-score larger than the largest remaining control observation are removed as well.
The results clearly show that in this rather extreme DGP not enforcing the support condition among the treated leads to considerable additional bias, while using an even stronger criterion seems to lead to some further improvements for all estimators but the tilting estimator. RelRMSE: Difference in relative root mean squared error in % compared to best estimator. Bias and standard deviation for employment is given in %. All results based on relative trimming level of 4%. *The best estimator is this estimator with 6% trimming.
E.3 Including 'too many' covariates in the propensity score
In this section, we investigate the behaviour of the estimators when the specification of the propensity score is more flexibly specified than required by the parametric model used to simulate the treated in the Monte Carlo study. This has been implemented by including additionally squares of the seven continuous variables of the true model. RelRMSE: Difference in relative root mean squared error in % compared to best estimator. Bias and standard deviation for employment is given in %. All results based on relative trimming level of 4%. *The best estimator is this estimator with 6% trimming. **The best estimator is this estimator without trimming.
