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We study transitionless quantum driving in an infinite-range many-body system described by the Lipkin-
Meshkov-Glick model. Despite the correlation length being always infinite the closing of the gap at the critical
point makes the driving Hamiltonian of increasing complexity also in this case. To this aim we develop a
hybrid strategy combining shortcut to adiabaticity and optimal control that allows us to achieve remarkably
good performance in suppressing the defect production across the phase transition.
The dynamical evolution of a quantum system has often to
be tailored so that a given initial state is transformed into a
suitably chosen target one. In cases such as this, the use of
techniques for quantum optimal control can be key in engi-
neering an efficient protocol. Over the years, formal control
methods have been devised, both in the classical and quantum
scenario [1]. To date, optimal control has been proven benefi-
cial in a multitude of fields, ranging from molecular physics to
quantum information processing or high precision measure-
ments [2]. Only very recently, however, this framework has
been extended so as to cope with the rich phenomenology and
complexity of quantum many-body systems [3, 4]. In this con-
text, quantum optimal control has been shown to be crucial
for the design of schemes for the preparation of many-body
quantum states [3, 5, 6], the exploration of the experimentally
achievable limits in quantum interferometry [7] and the cool-
ing of quantum systems [8].
Needless to say, quantum optimal control is not the only
way to design the dynamical evolution of a quantum system,
and one could consider simpler (sub-optimal) ways to drive
the desired dynamics. For instance, using the adiabatic theo-
rem we are able to constrain a quantum system to remain in
an eigenstate during any evolution. However, in order for such
a technique to be accurate, it should operate on a rather long
timescale. Unwanted transitions between the state we would
like to confine the system into and other ones in its spectrum,
which are induced by the unavoidably finite-speed nature of
an evolution and ultimately limit the precision of the adiabatic
dynamics, can be suppressed by adding suitable corrections
to the Hamiltonian guiding the evolution [9, 10]. This form
of quantum control, named Shortcut To Adiabaticity (STA),
has been considered in a variety of different situations, and
recently reviewed in Ref. [11]. An experimental implementa-
tion using cold atomic gases has been reported in Ref. [12].
Recently, the idea of STA has been extended to quantum
many-body systems, a context where it can be potentially very
beneficial. STA has been first employed in the suppression
of defects produced when crossing a quantum phase transi-
tion in the paradigm model embodied by the one-dimensional
Ising model [13]. Despite such potential, a crucial feature that
emerges from the use of STA in many-body scenarios is the
inherent complexity of the (driving) Hamiltonian terms that
should be engineered to enable the desired adiabatic process.
In fact, it is the case that the range of the interactions involved
in the driving corrections far exceeds that of the model that
we aim at controlling: even N-particle models involving two-
body interactions (such as the above-mentioned Ising one) re-
quire N-body driving terms to be run in a fully adiabatic fash-
ion through STA. This obviously makes the implementation
of STA in many-body systems quite challenging.
A possible interpretation for the evident complex nature of
STA driving terms comes from considering that, close to a
critical point of quantum many-body system, the fluctuations
of relevant operators of the system, and in turn the correla-
tion length of the model, increase to cover a range far larger
than the actual extent of the physical coupling among the par-
ticles of the system. Therefore, in order to cancel transitions
induced close to the critical point, an N-body driving term
would be necessary. Notwithstanding the plausible nature of
such interpretation, the actual relation between the complex-
ity of the control of a quantum system close to a critical point
and the correspondingly diverging correlation length remains
yet to be clarified. In this work we take a first, significant
step towards the understanding of this important point by con-
sidering an infinite range model which undergoes a quantum
phase transition. Here the correlation length (which is always
infinite) cannot play any role, which would let emerge more
neatly the way the peculiarities of a system close to a phase
transition manifest in the STA.
From a pragmatic viewpoint, the complexity of the STA
terms often hinder the intuition of the actual mechanism that
determines them. Is it possible to design alternative strategies
to gather insight into the driving Hamiltonian that realizes the
STA? By designing a new approach that combines STA with
elements of quantum optimal control inspired from Ref. [3], in
this work we address the problem of achieving the effectively
adiabatic crossing of a critical point in a long-range model.
To accomplish our goals, we study the Lipkin-Meshkov-
Glick (LMG) model [14–17] that was originally posed to
study shape phase transitions in nuclei and has found fertile
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2application across many fields of physics as a paradigm of an
infinitely coordinated model. It describes the infinite-range
interaction of a set of spin-1/2 particles exposed to the ef-
fects of an external magnetic field. It encompasses the Dicke
model, which exhibits a super radiant phase transition, and the
Bose-Hubbard model as particular limiting cases (we remark
achieving STA for the Bose-Hubbard through a different ap-
proach was recently studied in Ref. [18] and the adiabatic dy-
namics of the LMG model was examined in Ref. [19]). Sim-
ulations of the LMG model have been proposed in systems of
circuit quantum electrodynamics [20], single-molecule mag-
nets [21] and, very recently, a toroidal Bose-Einstein conden-
sate subjected to the suitable spatial modulation of an exter-
nal potential [22]. The latter implementation, in particular, is
endowed with sufficient flexibility to implement some of the
driving terms that are proposed in this paper.
As we will discuss in details, our hybrid approach provides,
in general, driving terms that differ from the prescriptions of
STA. Yet, we show that we achieve a remarkably good per-
formance when interested in the superadiabatic driving of the
LMG model across a quantum phase transition and provide
a fully constructive method to build corrections for any finite
value of N, thus going beyond the current state of the art in
superadiabatic driving of this model [23]. Remarkably, our
method does not need full information on the spectrum of the
model nor complicated driving potentials, thus lowering the
requirements for the construction of a STA that approximates
accurately the performance of the ideal protocol. Demonstrat-
ing the possibility for a fully adiabatic crossing of the critical
point in such a complex model, which encompasses somehow
a ‘worst-case scenario’ in light of the infinite range of the in-
teractions being involved, thus demonstrates the full effective-
ness of our new approach.
Preliminaries. The ferromagnetic LMG model is described
by the HamiltonianH0(t) = − 1N
(∑
i< j σ
i
x ⊗ σ jx + γσiy ⊗ σ jy
)
−
h(t)
∑
i σ
i
z with σx,y,z the Pauli spin-operators, h(t) the time-
dependent magnetic field strength, and γ the anisotropy pa-
rameter. For simplicity, in our simulations we will set γ = 0.
However our results are qualitatively unaffected by taking
any other value. By considering the collective spin operators
S α =
∑
i σ
i
α/2 with α = {x, y, z}, the model can be written
as [15, 16]
H0(t) = − 2N
(
S 2x + γS
2
y
)
− 2h(t)S z, (1)
where we have neglected a constant energy shift. The ground
state phase diagram consists of two distinct regions and ex-
hibits a second order quantum phase transition when h(t) =
1 [16, 24]. In the limit of weak interaction, the LMG model
can be solved exactly by mapping it to N bosons in a dou-
ble well, while in the thermodynamic limit, N → ∞, it can
be solved through the Holstein-Primakoff (HP) transforma-
tion [15, 25, 26]. The latter approach is also a good approxi-
mation for N  1, although with some limitations [27], and
in Ref. [28] we illustrate this mapping explicitly.
Following Ref. [9] the correction term is calculated from
the spectrum of the original Hamiltonian and, as will be in
our case, there is a choice of phase such that it reads
H1(t) = i
∑
n
|∂tψn(t)〉 〈ψn(t)| , (2)
where |ψn(t)〉 are the instantaneous eigenstates of H0. From
now on, we omit the time dependence of the parameters and
eigenstates. We will assess the performance based on the fi-
delity F = | 〈ψG |ψ〉|2 of the evolved state |ψ〉 = e−i(H0+H1)t |ψi〉
with the instantaneous ground state |ψG〉 of H0. We remark
that for small h, |ψG〉 is not unique as the ground state is de-
generate. However, as we are attempting to track the adiabatic
dynamics, when we are in this situation we choose one of the
two degenerate states as our ground state. This sets our anal-
ysis apart from that of Ref. [18], where the model considered
was closely related to the antiferromagnetic LMG and no such
degeneracy occurs.
Approach 1: Direct calculation. For small N we can readily
calculate the correction term. Working in the basis of max-
imum angular momentum (which is a constant of motion)
and using the eigenstates of S z labelled as |0〉 , . . . |N〉, we
can diagonalize Eq. (S-1) and find the corresponding eigen-
states. For N = 2 these are |ψ1〉 = sin θ |2〉 + cos θ |0〉,
|ψ2〉 = |1〉, and |ψ3〉 = cos θ |2〉 − sin θ |0〉, with θ a func-
tion of h and γ. Clearly we have 2 distinct subspaces that
are never mixed, meaning that our correction term is effec-
tively that of a single two-level system [29]. In terms of the
collective spin operators we find H1 = θ˙ (S xS y + S yS x). Go-
ing on, for N = 3 we can analytically determine the shortcut,
once again observing that the Hamiltonian establishes two dis-
tinct subspaces, each spanned by two eigenstates. The correc-
tion term is then effectively that of two independent two level
systems. In terms of collective spin operators, its expression
can be found following the method described in Ref. [28] as
H1 = [2(θ˙1 + θ˙2)B1 + (θ˙1 − θ˙2)B2]/
√
3 with B1 = S xS y +S yS x
and B2 = S xS yS z + S zS yS x. When written in terms of the
single-spin operators, B1,2 describe two and three-body cou-
plings among the particles of the system. Physically, it is
straightforward to check that B1,2 conserve the parity of the
spin-system state, that is [B1,2,Πe,o] = 0 with Πe (Πo) the
projector onto the subspace with an even (odd) number of ex-
citations. Despite such symmetry, the analytic assessment of
Eq. (2) becomes intractable for N > 3. However, by address-
ing numerically the cases of N = 4, .., 10 it is possible to ex-
trapolate the following general form (which we conjecture to
be valid for any size of the system)
H1 = i

0 0 −x1,1 0 −x2,1 0 −x3,1 . . .
0 0 0 −x1,2 0 −x2,2 0
x1,1 0 0 0 −x1,3 0 −x2,3
...
. . .
 . (3)
Here, the coefficients xi, j’s stand for the coefficients of the de-
composition of the jth eigenstate ofH0 over the chosen basis.
On one hand, this implies that the construction of H1 would
require the knowledge of the whole spectrum of the model
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FIG. 1: (Color online) (a) Fidelity of the evolved states with the
instantaneous ground state for the full numerically calculated correc-
tion term [topmost, black line], the truncated version [dashed red
line], the harmonic oscillator correction [gray line], and the bare
Hamiltonian for a linear ramp [blue line], for h(t) = 0.75 + 0.5t.
The dashed vertical line at t = 0.5 corresponds to the critical point
h = 1. (b) Energy difference, Ed, between the ground and first ex-
cited [right-most black curve], second and third excited [middle red
curve], and fourth and fifth excited [left most blue curve] energy lev-
els of H0 against field strength, h. For large h we see the energy
levels are distinct, however as h is decreased they become pairwise
degenerate. In both panels N = 100 and γ = 0.
under scrutiny. On the other hand, the correction term for an
N-spin problem would require coupling operators involving
up to N spins. The engineering of such driving term thus ap-
pears to be daunting. Upon inspection, the set {x1, j} is found to
be orders of magnitude larger than the other elements entering
Eq. (3). This leads us to conjecture that x1, j’s are dominant in
the correction. By forcefully suppressing all other elements,
the fidelity with the instantaneous ground state using this ap-
proach, when we vary the magnetic field as h(t) = 0.75 + 0.5t
(here t is a dimensionless time) for N = 100, is shown by the
dashed red curve in Fig. 1 (a). This is a change of the mag-
netic field strength (fast with respect to the natural evolution
time of the system, which would be of the order of N), that
takes the system across its critical point at h = 1. Similar con-
clusions are reached for other forms of the ramping magnetic
field strengths, in [28] we examine some further examples.
The performance of these approximate shortcuts can be
well understood by considering the energy spectrum of
Eq. (S-1). In Fig. 1 (b) we examine the lowest six energy
levels. When h is large all energy levels are uniquely de-
fined. However, below a threshold value (that approaches
1 for N → ∞), the spectrum becomes pairwise degenerate.
Starting from the ground state for h < 1, as is the case in
Fig. 1 (a), we are in a region where the energy levels are de-
generate. This entails that, without the full correction term,
transitions are likely to occur quickly due to the vanishing gap
between levels. Starting from the opposite phase, i.e. h > 1,
we find that all approaches (including the bare Hamiltonian)
perform significantly better until we approach the degeneracy
point [28].
Approach 2: Ansatz optimization. Based on our analytical
and numerical results we can deduce that while for full STA
we require a complete knowledge of the spectrum, even us-
ing suboptimal approaches can give significant improvements
over the bare Hamiltonian. Based on the analysis in the pre-
vious Section, we now know that regardless of system size
the correction term populates diagonal ‘bands’, the leading of
which closely resembles S xS y + S yS x. As the previous Sec-
tion clearly showed, a driving term populating only these el-
ements can lead to a dramatic increase in performance over
a simple linear ramp. However, while the truncated Hamil-
tonian would appear simpler, determining the corresponding
elements in principle still requires the knowledge of all the
eigenstates of H0. We thus turn our attention to the antic-
ipated hybrid approach involving STA and optimal control-
type techniques. In essence, we aim to achieve the best pos-
sible performance without requiring the complete knowledge
of the spectrum of the original Hamiltonian. We achieve this
by assuming that our driving Hamiltonian is populated in di-
agonal bands, similarly to Eq. (3), as
H ′1 = i

0 0 −x1 0 −x2 0 −x3 . . .
0 0 0 −x1 0 −x2 0
x1 0 0 0 −x1 0 −x2
...
. . .
 . (4)
Noticeably, this conjectured form of the driving term
still belongs to the class of parity-preserving Hamiltoni-
ans. We can then solve the system’s Schro¨dinger equation
i 〈k| ∂t |ψ(t, {xi})〉 = 〈k| H0 +H ′1 |ψ(t, {xi})〉 with k running over
the eigenstates of S z and the initial condition |ψ(0, {xi})〉 =
|ψG〉. The corresponding solutions can then be optimized
to find the values of {xi} that maximize F at all instants of
time. In Fig. 2 we show the performance for N = 80 with
h(t) = 0.75 + 0.5t. The lowest curve is when only the first
band is considered, and each successively higher curve corre-
sponds to an additional band being included. Quite remark-
ably with a single band we find a significant increase in the
performance over all previous approaches and including just
four is sufficient to achieve a fidelity of F > 0.92.
Focusing on the first band, in Fig. 3 we see how this ap-
proach scales as we increase N. For small systems, N ∼ 10,
this technique maintains a fidelity of F > 0.99. Increasing N
we still maintain fidelities much larger than the bare Hamil-
tonian, however bigger systems will require more bands to be
included as we go through the transition point to maintain a
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FIG. 2: (Color online) Fidelity of the evolved state using the ‘band’
structured correction term Eq. (4) including the first one, two, three
and four bands going from bottom to top. We consider the same
linear ramp as for Fig. 1 and take γ = 0 and N = 80.
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FIG. 3: (Color online) (a) Fidelity of evolved state with instanta-
neous ground state for N = 10, 20, 40, 80, and 100, top to bottom
respectively, when only the first band in Eq. (4) is considered for the
linear ramp h(t) = 0.75 + 0.5t. (b) The light solid curves are the
numerically optimized values of x1 for N increasing from bottom to
top. The dashed curves are the results of the harmonic fits x f1 . In both
panels γ = 0.
high performance due to the significant increase in the Hilbert
space. In Fig. 3 (b) the solid curves correspond to the numer-
ically optimized values for x1, while the dashed lines are the
harmonic series fit x f1 =
∑3
m=1 am sin(ωmt + φm). Including
only three harmonics is already sufficient to closely approx-
imate the optimized x1, and the quantitative difference in F
by using this functional form is negligible [28]. This suggests
that this hybrid approach is quite robust to small fluctuations
in the pulse shape, as is clear on examination of Fig. 3 (b) [30].
While the decomposition of Eq. (3) in terms of physical
operators appears extremely difficult, we can find a decom-
position for each band that allows us to build up the full cor-
rection term. Indeed, from the previous analysis we know the
first band is dominant, as indicated by the biggest increase in
fidelity over the bare Hamiltonian. For any finite N we can
construct it asH x11 =
∑N−1
i=1
∑N−2
j=0 x1,i βi, j B j, where
B j =
S
j
2
z (S xS y + S yS x)S
j
2
z j even,
S
j−1
2
z S xS yS
j+1
2
z + S
j+1
2
z S yS xS
j−1
2
z j odd.
(5)
with the coefficients βi, j being directly calculated (cf.
Ref. [28]). Including more bands is somewhat more involved,
although we have been able to devise a constructive method
to build them, as illustrated in Ref. [28]. This allows us to
clearly see the physical resources necessary to implement the
full shortcut in Eq. (3) and the band structured version of
Eq. (4). In particular, we note from Eqs. (5) that all terms are
constructed based on (S xS y + S yS x). We see that our method
allows us to increase the performance to a desired level while
keeping the necessary resources as simple (comparative to the
complexity of the original Hamiltonian) as possible.
Comparison with Holstein-Primakoff mapping. We now com-
pare the results achieved through our hybrid approach to what
is gathered in the large N limit by exploiting the HP transfor-
mation. Regardless of the phase the system is in, we find that
we can map it to a harmonic oscillator as
Hho =
2
√
(h − 1)(h − γ)
(
b†b + 12
)
− h(N + 1), h > 1,
2
√
(1 − h2)(1 − γ)
(
b†b + 12
)
− 1+h22 N − 1−γ2 , h ∈ (0, 1).
(6)
In [31] the corresponding correction term for the simple har-
monic oscillator with time dependent frequency, ω(t), was
calculated, Hho = i~[∂t lnω(t)](b2 − b†2 )/4, with b (b†) the
annihilation (creation) operators for the harmonic oscillator
mode, and leads us to the following driving Hamiltonian
H˜1 = f (h, γ)(S xS y + S yS x) with f (h, γ) given in Ref. [28].
However, this correction term is not freed from issues: it is
not defined at the transition point h = 1 and is exact only
when N → ∞. Therefore, for any finite value of N we can ex-
pect some unwanted transitions to occur. In Fig. 1 (a) the gray
curve corresponds to the fidelity of the evolved state using this
shortcut with the instantaneous ground state when we linearly
vary the field as h(t) = 0.75 + 0.5t for N = 100. The discon-
tinuity at t = 0.5 is due to H˜1 not being defined at this point,
therefore we simply assume the correction term is ‘switched
off’ as it transitions into the new phase. Although we do not
achieve perfect STA, we see a remarkable increase in the val-
ues taken by the fidelity compared to the bare Hamiltonian
evolution (lowest blue curve). The sub-optimal performance
of this shortcut can be traced back to the fact that for any finite
N the HP transformation gives only an approximation.
Conclusions. We have examined the conditions to achieve
full transitionless quantum driving for the LMG model. When
dealing with finite N > 3 we found we must explicitly calcu-
late the correction term numerically. By examining the struc-
ture of the resulting Hamiltonian we were able to develop a
hybrid approach to achieve remarkably good performance by
employing optimization to an ansatz constructed by examin-
ing the numerical and analytical forms calculated previously.
Even for large systems this allows for a significant simplifica-
tion on the requirements for achieving near perfect STA by not
necessitating the complete knowledge of the spectrum. The
complexity in the control of a system close to a phase transi-
tion thus goes beyond the fact that the range of the correlation
is diverging. In our opinion, our work on the STA in the LMG
clearly identifies this point showing that it is the critical slow-
ing down (and the related closing of the gap) the source of
complexity in implementing STA in critical systems. In the
limit of N → ∞, the model can be mapped to a harmonic os-
cillator through the Holstein-Primakoff transformation and we
found the corresponding correction term takes a simple form
proportional to B1 regardless of the phase, however this cor-
rection term is not defined at the critical point. Additionally,
due to the limitations on the validity of the HP transformation
for large (but finite N) the harmonic oscillator approximation
fails to achieve a high performance. This approach holds the
potential to fruitful applications in situations of high phys-
ical relevance based on the physics of quantum many-body
systems. As an interesting example, it could be employed to
devise low-entropy protocols for the extraction of work from
quantum spin systems driven out of equilibrium without (or
5with significantly quenched) concomitant friction, which is a
key transformation in micro- and nanoscale machines [32], or
to achieve highly entangled multiparticle ground states with
effectively adiabatic protocols operating at finite time and lim-
ited entropic byproducts.
The main challenge in the context of the proposal put for-
ward here is the physical implementation of the driving term
that would guarantee the STA-like dynamics of the system.
While this is a characteristic that is common to STA-based
protocols in quantum many-body systems [33], we believe
that the approach discussed here will be key in achieving an
experimental proof-of-principle. A seemingly potential candi-
date system could be the one put forward in Ref. [22], where
Hamiltonian terms of the form of B1,2 for instance can be en-
gineered.
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SUPPLEMENTARY MATERIAL
MAPPING TO THE HARMONIC OSCILLATOR
In this section we outline solving the LMG model, as con-
sidered previously in [15, 26]. Starting from Eq. (1) in the
main text (including the constant energy shift for consistency
with the literature)
H0 = − 2N
(
S 2x + γS
2
y
)
− 2hS z + λ(1 + γ)2 . (S-1)
For N → ∞, the model can be solved through the Holstein-
Primakoff (HP) transformation that allows us to map the spin
model to an equivalent harmonic oscillator. Care must be
taken however, depending on the phase, the HP transforma-
tion must be taken along the direction that the classical angu-
lar momentum,
S =
N
2
(sinϕ cos φ, sinϕ sin φ, cosϕ), (S-2)
points. For h > 1 we find this is always along the z-axis.
Neglecting terms higher than O(N) the HP transformation in
this limit is
S + =
√
Na, S − =
√
Na†, S z =
N
2
− a†a, (S-3)
with
S x =
1
2
(S + + S −) and S y =
1
2i
(S + − S −). (S-4)
This results in the mapped Hamiltonian in terms of bosonic
creation and annihilation operators
Hb = −1 − γ2
(
a2 + a† 2
)
+ (2h − 1 − γ)a†a − hN, (S-5)
which can then be written in diagonal form by performing the
following Bogoliubov transformation
a = sinh
(
α
2
)
b† + cosh
(
α
2
)
b, (S-6)
a† = sinh
(
α
2
)
b + cosh
(
α
2
)
b†, (S-7)
and taking
tanhα =
1 − γ
2h − 1 − γ , (S-8)
we finally obtain the harmonic oscillator equivalent for our
Eq. (S-1)
Hho = 2
√
(h − 1)(h − γ)
(
b†b +
1
2
)
−h(N +1)+ 1 + γ
2
. (S-9)
For 0 < h < 1 this classical vector moves as h is var-
ied. Therefore before performing the HP transformation the
Hamiltonian must be rotated to be inline with the direction of
the classical angular momentum, or equivalently we must take
the HP transformation along the direction this vector points
for a given value of h. We shall take the latter approach.
For clarity, let us look at the slightly simpler case of γ = 0.
In this case the classical vector moves between pointing along
the x-axis (h = 0) and pointing along the z-axis (h = 1) ac-
cording to ϕ = arccos h. Therefore, we take the HP transfor-
mation along this new direction
Hϕ = −
(
2
N
) (
S ϕx
)2 − 2hS ϕz + 1 + γ2 ,
S ϕx = S x cosϕ − S z sinϕ,
S ϕz = S z cosϕ + S x sinϕ.
We now use the same operators as in Eqs. (S-3) and (S-4) and
therefore we have no need to perform any inverse rotations
after the mapping is complete. Doing this results in a different
bosonic representation,
Hb = −12h
2
(
a2 + a† 2
)
+
(
2 − h2
)
a†a −
(
h2N
2
+
h
2
+
N
2
)
+
1
2
.
(S-10)
Taking
tanhα =
h2
2 − h2 , (S-11)
in the Bogoliubov operators, we obtain the harmonic oscillator
equivalent for γ = 0
Hho = 2
√
(1 − h2)
(
b†b +
1
2
)
− 1 + h
2
2
N − 1
2
. (S-12)
When considering arbitrary γ, the calculation is slightly more
involved. However the final form achieved is
Hho = 2
√
(1 − h2)(1 − γ)
(
b†b +
1
2
)
− 1 + h
2
2
N − 1 − γ
2
.
(S-13)
6DRIVING HAMILTONIAN FOR N → ∞
Here we give the explicit form of the correction term when
N → ∞. From [31], for the ‘standard’ harmonic oscillator
O0 = ~ω
(
b†b +
1
2
)
(S-14)
the driving Hamiltonian is
O1 = i~ ω˙4ω
(
b2 − b†2
)
. (S-15)
For our purposes, working in units of ~ = 1, we take the ef-
fective frequency term appearing in Eqs. (S-9) and (S-13) as
ω, i.e.
ω =
2
√
(h − 1)(h − γ), h > 1,
2
√
(1 − h2)(1 − γ), 0 < h < 1, (S-16)
remembering that h is time dependent. Given that
(
a2 − a†2
)
=(
b2 − b†2
)
, and returning to the collective spin operators, we
can then determine the correction term to be
H1 =
 2h−1−γ4N(h−1)(h−γ)
(
S xS y + S yS x
)
, h > 1,
2h(γ−1)
4N(1−h2)(1−γ)
(
S xS y + S yS x
)
, 0 < h < 1.
(S-17)
FINITE N DRIVING HAMILTONIAN IN TERMS OF
COLLECTIVE SPIN OPERATORS
In this section we examine the structure of the driving
Hamiltonian for finite N in terms of the physical operators
required to construct it. The correction for N = 3 is given by
H1 = i

0 0 −θ˙1 0
0 0 0 −θ˙2
θ˙1 0 0 0
0 θ˙2 0 0
 . (S-18)
We can express this in terms of the collective spin operators
using Eqs. (6) and H˜1 from the main text. Taking N = 3 and
noting that x1,i = θ˙i, Eq (6) becomes
H1 = θ˙1 (β1,0B0 + β1,1B1) + θ˙2 (β2,0B0 + β2,1B1) , (S-19)
with
B0 = S xS y + S yS x,
B1 = S xS yS z + S zS yS x.
We can then determine βi, j by equating H˜1 with
0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0
 , (S-20)
finding
β1,0 = β2,0 =
1
2
√
3
, β1,1 = −β2,1 = 1√
3
. (S-21)
We thus have
H1 = θ˙1
2
√
3
[
(S xS y + S yS x) + 2(S xS yS z + S zS yS x)
]
+
θ˙2
2
√
3
[
(S xS y + S yS x) − 2(S xS yS z + S zS yS x)
]
.
(S-22)
This approach can be applied verbatim for any N to determine
the first band in terms of the collective spin operators. Indeed,
for N = 4, from Eq. (4) we know that the driving Hamiltonian
takes the form
H1 = i

0 0 −x1,1 0 −x2,1
0 0 0 −x1,2 0
x1,1 0 0 0 −x1,3
0 x1,2 0 0 0
x2,1 0 x1,3 0 0
 , (S-23)
which can be expressed in terms of the collective spin opera-
tors as
H1 = x1,1 + x1,3
2
√
6
(
S xS y + S yS x
)
+
x1,1 − x1,3
2
√
6
(
S xS yS z + S zS yS x
)
+
(
x1,1 + x1,3
2
√
6
− x1,2
3
) (
S zS xS yS z + S zS yS xS z
)
+
ix2,1
24
(
S 4− − S 4+
)
.
(S-24)
We see that the recipe for constructing the first band is the
same as described for N = 3. The second band is found be
noticing that for band b, the terms populated are proportional
to i
(
S 2b− − S 2b+
)
. By employing similar techniques that lead
to Eqs. (6) and H˜1 of the main text, we can determine their
explicit form as well.
PERFORMANCE OF CORRECTION TERMS:
ADDITIONAL EXAMPLES
To illustrate more completely the behavior of the various
approaches we include additional examples. In Fig. 4 (a) we
examine the performance of the full, truncated, harmonic ap-
proximation, and bare hamiltonian for a different linear ramp,
h(t) = 0.55 + 0.3t. In this case we do not go through the
transition, and remain in the pairwise degenerate phase of the
model. As clearly demonstrated, while all approaches surpass
the bare hamiltonian we see, the truncated form performs sig-
nificantly better than the harmonic approximation. In panel
(b) we reverse the direction of the ramp used in the main text:
h(t) = 1.25 − 0.5t. Now a number of features are apparent,
notice all correction terms perform significantly better until t
approaches 0.5 (i.e. h → 1). This increased performance is
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FIG. 4: In all panels we examine the fidelity with the instanta-
neous ground state for the full shortcut [topmost, black line], trun-
cated correction [dashed, red curve], harmonic approximation [gray
curve], and bare hamiltonian [blue curve] when N = 100 for vari-
ous different ramps. (a) Linearly varying h(t) = 0.55 + 0.3t there-
fore restricting to one phase of the model. (b) Linearly varying
h(t) = 1.25 − 0.5t, i.e. ramping h exactly contrary to that in the
main text. (c) Quadratically varying h(t) = 0.75 + 0.5t2 (d) Varying
the field as h(t) = 0.75 + 0.5 tanh(5t). The dashed vertical lines in
panels (b)-(d) correspond to the values of t when the ramp reaches
the critical point h = 1.
due to the large gap between the ground and excited states,
meaning unwanted transitions are less likely occur. Addition-
ally, we now see the harmonic approximation is consistently
poorer than the bare Hamiltonian. This is again, in part, due
to the increased separation between energy levels initially: the
greater difference in energy implies that doing nothing, i.e.
bare hamiltonian, is in fact quite close to optimal, while the
harmonic approximation correction causes more significant
changes to the evolution. Finally, in panel (c) we quadrati-
cally vary the field strength h(t) = 0.75 + 0.5t2 and in (d)
h(t) = 0.75 + 0.5 tanh(5t). In both these examples we see that
the qualitative behavior is largely unaffected by changing the
way in which the variation in the field is performed, with the
performance achieved though our proposal providing substan-
tial improvements over the bare dynamics.
SCALING OF THE FIDELITY WITH THE NUMBER OF
HARMONICS
Here we examine how accurate the harmonic series expan-
sion is with the numerically optimized pulses. As stated in the
main text, the harmonic fit is given by x f1 =
∑c
m=1 am sin(ωmt+
φm). Table I shows the maximum discrepancy between the fi-
delity when the optimized value of x1 is taken with the fidelity
when the harmonic series fit value is used,
(
i.e. Fx1 − Fx f1
)
.
Already for two harmonics the difference is of the order of
10−3, and for larger systems three harmonics approximate the
ideal behavior excellently. Furthermore, the small differences
observed in F clearly show that even with small fluctuations
in the shape of the applied pulse, we still achieve a consistent
performance.
N c = 1 c = 2 c = 3
10 0.005 0.002 0.002
40 0.024 0.008 0.003
70 0.112 0.002 0.0003
TABLE I: Difference between the fidelity calculated using the nu-
merically optimized values of x1 and the values of F obtained using
a decomposition in c harmonics according to the series fit.
[1] V. F. Krotov, Global methods in optimal control theory, M.
Dekker Inc., New York (1996).
[2] I. Walmsley and H. Rabitz, Phys. Today 56, No. 8, 43 (2003).
[3] P. Doria, T. Calarco, and S. Montangero, Phys. Rev. Lett. 106,
190501 (2011).
[4] S. Lloyd and S. Montangero, Phys. Rev. Lett. 113, 010502
(2014).
[5] T. Caneva, T. Calarco, R. Fazio, G. E. Santoro, and S. Mon-
tangero, Phys. Rev. A 84, 012312(R) (2011).
[6] S. Rosi, A. Bernard, N. Fabbri, L. Fallani, C. Fort, M. Inguscio,
T. Calarco, and S. Montangero, Phys. Rev. A 88, 021601(R)
(2013).
[7] S. van Frank, A. Negretti, T. Berrada, R. Bu¨cker, S. Mon-
tangero, J.-F. Schaff, T. Schumm, T. Calarco, and J. Schmied-
mayer, Nat. Commun. 5, 4009 (2014).
[8] A. Rahmani, T. Kitagawa, E. Demler, and C. Chamon, Phys.
Rev. A 87, 043607 (2013).
[9] M. V. Berry, J. Phys. A 42, 365303 (2009).
[10] M. Demirplak and S. A. Rice, J. Phys. Chem. A 107, 9937
(2003); M. Demirplak and S. A. Rice, J. Phys. Chem. B 109,
6838 (2005).
[11] E. Torrontegui, S. Iba´n˜ez, S. Martı´nez-Garaot, M. Modugno, A.
del Campo, D. Gue´ry-Odelin, A. Ruschhaupt, X. Chen, and J.
G. Muga, Adv. At. Mol. Opt. Phys. 62, 117 (2013).
[12] M. G. Bason, M. Viteau, N. Malossi, P. Huillery, E. Arimondo,
D. Ciampini, R. Fazio, V. Giovannetti, R. Mannella, and O.
Morsch1, Nat. Phys. 8, 147 (2012).
[13] A. del Campo, M. M. Rams, and W. H. Zurek, Phys. Rev. Lett.
109, 115703 (2012).
[14] H. J. Lipkin, N. Meshkov, and A. J. Glick, Nucl. Phys. 62, 188
(1965).
[15] S. Dusuel and J. Vidal, Phys. Rev. Lett. 93, 237204 (2004);
Phys. Rev. B 71, 224420 (2005).
[16] P. Ribeiro, J. Vidal, and R. Mosseri, Phys. Rev. Lett. 99, 050402
(2007); Phys. Rev. E 78, 021106 (2008).
[17] O. Castan˜os, R. Lo´pez-Pen˜a, J. G. Hirsch, and E. Lo´pez-
Moreno, Phys. Rev. B 74, 104118 (2006).
[18] A. Yuste, B. Julia´-Dı´az, E. Torrontegui, J. Martorell, J. G.
Muga, and A. Polls, Phys. Rev. A 88, 043647 (2013).
[19] T. Caneva, R. Fazio, and G. E. Santoro, Phys. Rev. B 78, 104426
(2008).
[20] J. Larson, Europhys. Lett. 90, 54001 (2010).
[21] J. A. Campos, and J. G. Hirsch, Rev. Mex. Fis. 57, 56 (2011).
[22] T. Opatrny´, M. Kola´rˇ, and K. Das, arXiv:1409.6089 (2014).
[23] K. Takahashi, Phys. Rev. E 87, 062117 (2013).
8[24] R. Botet, and R. Jullien, Phys. Rev. B 28, 3955 (1983).
[25] T. Holstein and H. Primakoff, Phys. Rev. 58, 1098 (1940).
[26] H.-M. Kwok, W.-Q. Ning, S.-J. Gu, and H.-Q. Lin, Phys. Rev.
E 78, 032103 (2008).
[27] J. G. Hirsch, O. Castan˜os, R. Lo´pez-Pen˜a, and E. Nahmad-
Achar, Phys. Scr. 87, 038106 (2013).
[28] See Supplementary Information available at XXX where addi-
tional analysis is available.
[29] X. Chen, I. Lizuain, A. Ruschhaupt, D. Gue´ry-Odelin, and J. G.
Muga, Phys. Rev. Lett. 105, 123003 (2010).
[30] See for example S. Montangero, T. Calarco, and R. Fazio, Phys.
Rev. Lett. 99, 170501 (2007) for an analysis of the robustness
of optimal quantum control to fluctuations.
[31] J. G. Muga, X. Chen, S. Iba´n˜ez, I. Lizuain and A. Ruschhaupt,
J. Phys. B: At. Mol. Opt. Phys. 43, 085509 (2010).
[32] C. Jarzynski, Phys. Rev. A 88, 040101(R) (2013); J. Deng, Q.-h.
Wang, Z. Liu, P. Ha¨nggi, and J. Gong, Phys. Rev. E 88, 062122
(2013); A. del Campo, J. Goold, and M. Paternostro, Sci. Rep.
4, 6208 (2014).
[33] H. Saberi, T. Opatrny`, K. Mølmer, and A. del Campo, Phys.
Rev. A 90, 060301(R) (2014).
