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Abstract
We give the general solution to the classical master equation (S,S)=0
for reducible gauge theories. To this aim, we construct a new coordi-
nate system in the extended configuration space and transform the
equation by changing variables. Then it can be solved by an iterative
method.
1 Introduction
The classical master equation [1, 2, 3] arises in the Lagrangian approach to
gauge theories within the BRST formalism [4, 5]. It reads
(S, S) = 0, (1)
where S is an extended action, and (. , .) is an antibracket (for a review of
reducible gauge theories see refs. [6, 7] and references therein). The action
S also satisfies certain boundary conditions. The general solution to this
equation for irreducible gauge theories was described in [8, 9]. A similar
equation arises in the Hamiltonian approach to the classical BRST charge.
In both the Lagrangian and Hamiltonian formalisms an important role is
played by the Koszul-Tate differential operator δ. The existence theorem for
the BRST charge [10] is based on nilpotency and acyclicity of δ. By using
the results of [10], an existence proof of solutions to (1) for arbitrary gauge
theories was given in [11]. The authors of ref. [12] reviewed existence and
uniqueness proofs for the extended action in the reducible case and obtained
new ones.
In this paper we present the general solution to the master equation for
reducible gauge theories. Our construction is based on a special representa-
tion of δ. We find the coordinates in the space of fields and antifields which
1
bring δ to a standard form. With respect to the new variables the master
equation is simplified and can be solved by an iterative method.
A similar coordinate system was used for reducing the Koszul-Tate op-
erator and computing cohomology groups of the BRST differential operator
in irreducible gauge theories of the Yang-Mills type [13].
The paper is organized as follows. In section 2, we introduce notations
and derive an auxiliary equation. In section 3, we construct new coordinates
and transform the operator δ to a standard form. The general solution to the
master equation is given in section 4. Some examples of reducible theories
are discussed in section 5.
In what follows the Grassmann parity and ghost number of a function
X are denoted by ǫ(X) and gh(X), respectively.
2 The classical master equation
Let S0(φ
a0) be an action depending on m0 fields φ
a0 of Grassmann parity
ǫa0 . The action is assumed to be gauge invariant
S0,a0(φ
b0)Ra0a1(φ
b0) = 0, a0, b0 = 1, . . . ,m0, a1 = 1, . . . ,m1. (2)
The set of generators Ra0a1 forms an algebra,
Ra0b1, b0R
b0
a1
− (−)ǫa1ǫb1Ra0a1, b0R
b0
b1
= −Ra0c1F
c1
a1b1
− S0,b0E
a0b0
a1b1
.
Here ǫa1 is the Grassmann parity of the gauge parameter associated with
the index a1.
We shall consider a reducible theory of L-th order. That is, there exist
functions
Rakak+1(φ
b0), k = 0, . . . , L, ak = 1, . . . ,mk,
such that at each stage the R’s form a complete set,
Rakak+1λ
ak+1 ≈ 0⇔ λak+1 ≈ R
ak+1
ak+2ν
ak+2 , k = 0, . . . , L− 1,
RaLaL+1λ
aL+1 ≈ 0⇔ λaL+1 ≈ 0,
Rakak+1R
ak+1
ak+2 = V
aka0
ak+2
S0,a0 , k = 0, . . . , L− 1. (3)
Here V a0b0a2 = −(−1)
ǫa0 ǫb0V b0a0a2 . The weak equality ≈ means equality on the
stationary surface
Σ: S0,a0(φ
b0) = 0.
The configuration space of the theory is extended by adding the ghost
fields C = (φa1 , φa2 , . . . , φaL+1), and the antifields φ∗ = (φ∗a0 , φ
∗
a1
, . . . , φ∗aL+1),
gh(φak) = k, gh(φ∗ak ) = −gh(φ
ak)− 1, ǫ(φ∗ak) = ǫ(φ
ak) + 1.
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We shall seek the extended action S = S(φ, φ∗), φ = (φa0 , C), in the form
of expansions in power series of the ghost fields. The antibracket is defined
by
(X,Y ) =
L+1∑
k=0
(
δX
δφak
δY
δφ∗ak
− (−)(ǫ(X)+1)(ǫ(Y )+1)(X ↔ Y )
)
.
Derivatives with respect to antifields are always understood as left, while
with respect to fields as right.
Eq. (1) is supplied by the following conditions
ǫ(S) = 0, gh(S) = 0, (4)
S|C=φ∗=0 = S0,
δ2S
δφ∗ak−1δφ
ak
∣∣∣∣∣
C=φ∗=0
= R
ak−1
ak , k = 1, . . . , L+ 1.
We assume that S is a local functional.
One can write
S = S0 + S1 +K, K =
∑
n≥2
Sn, Sn ∼ C
n, (5)
S1 =
L+1∑
k=1
(
φ∗ak−1R
ak−1
ak +Mak
)
φak , (6)
where Mak =Mak(φ
a0 , φ∗a1 , . . . , φ
∗
ak−2
). Eq. (4) implies that
Mak |φ∗=0 = 0, K|φ∗=0 = 0.
Let V be the space of the local functionals depending on (φ, φ∗) which
vanish on Σ at φ∗ = 0. It is easily verified that Sn, n ≥ 1, as well as (S, S),
belong to V.
Substituting (5) in (1) one obtains
δS1 = 0, (7)
δK = D, (8)
where
δ = S0,a0
δ
δφ∗a0
+
L+1∑
k=1
(
φ∗ak−1R
ak−1
ak +Mak
) δ
δφ∗ak
, (9)
−D = B +AK +
1
2
(K,K), B = S1,a0R
a0
a1
φa1 ,
3
and the operator A is defined by
AX = S1,a0
δX
δφ∗a0
+ (−1)ǫ(X)
L+1∑
k=0
δX
δφak
δS1
δφ∗ak
.
Eq. (7) is equivalent to
δ2 = 0. (10)
Assume that (7) holds. Then (S, S) = G, where G is the difference
between the left-hand and right-hand sides of (8),
G = δK +B +AK +
1
2
(K,K).
From the Jacobi identity (S, (S, S)) = 0 it follows that (S,G) = 0, or equiv-
alently
δG +AG+ (K,G) = 0. (11)
3 Reduction of δ
For k = L eq. (3) reads
R
aL−1
a′
L
R
a′
L
a
L+1
+R
aL−1
a′′
L
R
a′′
L
a
L+1
≈ 0, (12)
where a′L, a
′′
L are index sets, such that a
′
L ∪ a
′′
L = aL, |a
′
L| = |aL+1|, and
rank R
a′L
a
L+1
∣∣∣
Σ
= |aL+1|.
1 It follows from (12) that
rank R
aL−1
a
L
∣∣∣
Σ
= rank R
aL−1
a′′
L
∣∣∣
Σ
= |a′′L|.
One can split the index set aL−1 as aL−1 = a
′
L−1 ∪ a
′′
L−1, such that
|a′L−1| = |a
′′
L| and rank R
a′
L−1
a′′
L
∣∣∣
Σ
= |a′′L|. For k = L− 1 eq. (3) implies
R
aL−2
a′
L−1
R
a′L−1
a′′
L
+R
aL−2
a′′
L−1
R
a′′L−1
a′′
L
≈ 0.
From this it follows that
rank R
aL−2
a
L−1
∣∣∣
Σ
= rank R
aL−2
a′′
L−1
∣∣∣
Σ
= |a′′L−1|.
Using induction on k, one can obtain a set of matrices R
ak−1
a′′
k
, k = 1, . . . , L+ 1,
satisfying
rank R
ak−1
a′′
k
∣∣∣
Σ
= rank R
ak−1
a
k
∣∣∣
Σ
= |a′′k|,
1
For an index set i = {i1, i2, . . . , in}, |i| = n.
4
and a set of nonsingular matrices R
a′
k−1
a′′
k
, k = 1, . . . , L+1, where a′k∪ a
′′
k = ak.
Eq. (2) implies
S0,b0a
′
0
R
a′0
a′′1
+ S0,b0a′′0R
a′′0
a′′1
≈ 0,
and therefore
rank S0,b0a0
∣∣∣
Σ
= rank S0,b0a′′0
∣∣∣
Σ
= |a′′0 |.
For a′′k+1 ⊂ ak+1, k = 0, . . . , L−1, we define an embedding f(a
′′
k+1) = a
′′
k+1 ⊂ ak,
f(a′′L+1) = aL+1 ⊂ aL. Thus, for example, (φ
∗
f(a′′
k+1)
) ⊂ (φ∗ak ). Let αk, k = 0, . . . , L,
be defined by ak = f(a
′′
k+1) ∪ αk. One can write αk = g(a
′′
k) for some func-
tion g, since |a′′k| = |αk|.
Lemma. The nilpotent operator δ is reducible to the form
δ = φ′a′′0
δ
δφ∗′
g(a′′0 )
+
L+1∑
k=1
φ∗′f(a′′
k
)
δ
δφ∗′
g(a′′
k
)
,
by the change of variables: (φa0 , φ∗)→
(
φ′a0 , φ
∗′
)
,
φ′a′′0
= S0,a′′0 , φ
′
a′0
= φa
′
0 ,
φ∗′f(a′′
k+1)
= φ∗akR
ak
a′′
k+1
+Ma′′
k+1
, φ∗′αk = φ
∗
g(−1)(αk)
, (13)
φ∗′aL+1 = φ
∗
aL+1
,
where k = 0, . . . , L, g(a′′L+1) = aL+1.
To prove this statement we first observe that the matrices (S˜a0b0) = (S0,a′′0 b′′0 , δa′0b′0),
(R˜bkak) = (R
bk
f(a′′
k+1)
, δbkαk), k = 0, . . . , L, are invertible, and therefore transfor-
mation (13) is nonsingular. For 0 ≤ s ≤ L
δ
δφ∗a′s
=
L∑
k=0
δ(δφ∗
a′′
k+1
)
δφ∗a′s
δ
δφ∗′
f(a′′
k+1)
,
δ
δφ∗a′′s
=
L∑
k=0
δ(δφ∗
a′′
k+1
)
δφ∗a′′s
δ
δφ∗′
f(a′′
k+1)
+
δ
δφ∗′
g(a′′s )
.
Substituting this in (9), we get
δ =
L∑
k=0
(
δ2φ∗a′′
k+1
δ
δφ∗′
f(a′′
k+1)
+ δφ∗a′′
k
δ
δφ∗′
g(a′′
k
)
)
+ δφ∗aL+1
δ
δφ∗′aL+1
.
The result then follows from (10) and (13).
Eqs. (13) are solvable with respect to the original variables and can be
represented as
φa0 = φa0(φ′b0), φ
∗
ak
= φ∗ak(φ
′
a0
, φ∗′a0 , . . . , φ
∗′
ak
), k = 0, . . . , L+ 1.
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Here we have used the fact that the φ∗ak depends only on the functions φ
∗′
as
with s ≤ k. Assume that the functions φa0(φ′b0) have been constructed. Then
from (13)
φ∗a′
k
= (φ∗′f(a′′
k+1)
− φ∗′g(a′′
k
)R
′a′′
k
a′′
k+1
−M ′
a′′
k+1
)(R′(−1))
a′′
k+1
a′
k
, φ∗a′′
k
= φ∗′g(a′′
k
),
φ∗aL+1 = φ
′∗
aL+1
, (14)
where k = 0, . . . , L,
R′akak+1(φ
′
a0
) = Rakak+1(φ
a0), M ′ak(φ
′
a0
, φ∗′a0 , . . . , φ
∗′
ak−2
) =Mak (φ
a0 , φ∗a0 , . . . , φ
∗
ak−2
).
With respect to the new coordinate system the condition X ∈ V implies
X|φ′
a′′
0
=φ∗′=0 = 0.
For X ′i(φ
′
a0
, φ∗′, C), i = 1, 2, we define
(X ′1,X
′
2)
′ = (X1,X2),
where
Xi(φ
a0 , φ∗, C) = X ′i(φ
′
a0
, φ∗′, C).
Notice that the variables φ′
a′′0
, φ∗′
g(a′′0 )
, φ∗′
f(a′′1 )
, φ∗′
g(a′′1 )
, . . . , φ∗′
f(a′′
L+1)
, φ∗′
g(a′′
L+1)
are
independent.
4 The extended action
Solution of the equation δ2 = 0. Eq. (10) is equivalent to the recurrent
relations Ma1 = 0,
δMak = −(φ
∗
ak−2
R
ak−2
ak−1 +Mak−1)R
ak−1
ak , k = 2, . . . , L+ 1. (15)
One can replace δ by δk,
δk = S0, a0
δ
δφ∗a0
+
k−2∑
s=1
(
φ∗as−1R
as−1
as +Mas
) δ
δφ∗as
,
sinceMak does not depend on φ
∗
as
, s > k−2. The operator δk and right-hand
side of (15) only involves the functions Mas with s < k.
Assume that the functionsMas , s < k, have been constructed. Changing
variables in (15) (φa0 , φ∗a0 , . . . , φ
∗
ak−2
)→ (φ′a0 , φ
∗′
a0
, . . . , φ∗′ak−2), we get
δkM
′
ak
= D′ak , (16)
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where
δk = φ
′
a′′0
δ
δφ∗′
g(a′′0 )
+
k−2∑
s=1
φ∗′f(a′′s )
δ
δφ∗′
g(a′′s )
, D′ak = −(φ
∗
ak−2
R
′ak−2
ak−1 +M
′
ak−1
)R
′ak−1
ak ,
φ∗ak−2 = φ
∗
ak−2
(φ′a0 , φ
∗′
a0
, . . . , φ∗′ak−2).
Let nk be the counting operator
nk = φ
′
a′′0
δ
δφ′
a′′0
+ φ∗′g(a′′0 )
δ
δφ∗′
g(a′′0 )
+
k−2∑
s=1
(
φ∗′f(a′′s )
δ
δφ∗′
f(a′′s )
+ φ∗′g(a′′s )
δ
δφ∗′
g(a′′s )
)
,
and let
σk = φ
∗′
g(a′′0 )
δ
δφ′
a′′0
+
k−2∑
s=1
φ∗′g(a′′s )
δ
δφ∗′
f(a′′s )
.
One can directly verify that
δ2k = σ
2
k = 0, δkσk + σkδk = nk, nkδk = δknk, nkσk = σknk.(17)
Let Vk, 2 ≤ k ≤ L + 3, be the subspace of V which consists of the
functionals depending only on (φ′a0 , φ
∗′
a0
, . . . , φ∗′ak−2). Notice that VL+3 = V.
The space Vk splits as
Vk = V
(0)
k ⊕ V˜k, V˜k = V
(1)
k ⊕ V
(2)
k ⊕ . . . ,
with nkX = nX for X ∈ V
(n)
k . It is clear that
V
(0)
k = {Φ ∈ Vk |Φ = Φ(φ
′
a′0
, φ∗′f(a′′
k−1)
)}, k 6= L+ 3, V
(0)
L+3 = 0. (18)
We define n+k : Vk → Vk by
n+kX =
{
n
(−1)
k X, X ∈ V˜k;
0, X ∈ V
(0)
k .
where n
(−1)
k : V˜k → V˜k is given by
n
(−1)
k X =
1
n
X, X ∈ V
(n)
k , n > 0.
Then δ+k = σkn
+
k is a generalized inverse of δk:
δkδ
+
k δk = δk, δ
+
k δkδ
+
k = δ
+
k . (19)
We shall denote δ+ = δ+L+3.
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Eq. (3) takes the form
R′akak+1R
′ak+1
ak+2 = V
′aka
′
0
ak+2 S
′
a′0
+ V
′aka
′′
0
ak+2 φ
′
a′′0
, k = 0, . . . , L− 1,
where
V ′a0b0a2 (φ
′
a0
) = V a0b0a2 (φ
a0), S′b′0
(φ′a0) = S0, b′0(φ
a0).
It follows from (2) that
S′a′0
= −φ′a′′0
U
′a′′0
a′0
, U
′a′′0
a′0
= R
′a′′0
a′′1
(R′(−1))
a′′1
a′0
,
and hence
R′akak+1R
′ak+1
ak+2 ∈ V˜2. (20)
We assume that M ′as ∈ V˜s, s < k. Then, by (20), D
′
ak
∈ V˜k. One can
directly verify that δkD
′
ak
= 0, or equivalently δkδ
+
k D
′
ak
= D′ak . Then the
general solution to (16) for 2 ≤ k ≤ L is given by
M ′ak = Y
′
ak
+ δ+k D
′
ak
, (21)
where Y ′ak ∈ V˜k is an arbitrary cocycle, δkY
′
ak
= 0, subject only to the
restrictions
ǫ(Y ′ak) = ǫ(M
′
ak
), gh(Y ′ak) = gh(M
′
ak
). (22)
By its construction, M ′ak ∈ V˜k. The function M
′
aL+1
is given by (21), (22),
where the cocycle Y ′aL+1 belongs to VL+1.
Higher orders. Consider eq. (8). Changing variables (φa0 , φ∗)→ (φ′a0 , φ
∗′),
we get
δK ′ = D′, (23)
where
−D′ = B′ +AK ′ +
1
2
(K ′,K ′)′
B′(φ′, φ∗′, C) = B(φ, φ∗), K ′(φ′, φ∗′, C) = K(φ, φ∗).
Applying δδ+ to eq. (23) and using (19) we have
δK ′ = δδ+D′,
from which it follows that
K ′ = Y ′ + δ+D′, (24)
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Y ′ ∈ V, δY ′ = 0, ǫ(Y ′) = 0, gh(Y ) = 0. (25)
Let 〈. , .〉 : V2 → V be defined by
〈X ′1,X
′
2〉 = −
1
2
(I + δ+A)−1δ+
(
(X ′1,X
′
2)
′ + (X ′2,X
′
1)
′
)
,
where I is the identity map, and
(I + δ+A)−1 =
∑
m≥0
(−1)m(δ+A)m.
One can rewrite (24) as
K ′ = K ′0 +
1
2
〈K ′,K ′〉, (26)
where
K ′0 = (I + δ
+A)−1
(
Y ′ − δ+B′
)
,
Eq. (26) can be iteratively solved as:
K ′ = K ′0 +
1
2
〈K ′0,K
′
0〉+ . . . (27)
To prove that the solution to eq. (24) satisfies (23) we shall use the
approach of ref. [14]. From (17) and the second relation of (18) it follows
that for any X ∈ V,
X = δ+δX + δδ+X. (28)
Changing variables in (11) from (φa0 , φ∗) to (φ′a0 , φ
∗′), we get
δG′ +AG′ + (K ′, G′)′ = 0, (29)
where
G′ = δK ′ +B′ +AK ′ +
1
2
(K ′,K ′)′. (30)
Consider eq. (29) and the condition
δ+G′ = 0, (31)
where K ′ is the solution to (24). Applying δ+ to eq. (29) and using (31) we
get
G′ = −δ+(AG′ + (K ′, G′)′), (32)
since G′ ∈ V. From (32) it follows that G′ = 0.
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The solution to (24) satisfies the condition
δ+K ′ = δ+Y ′,
since (δ+)2 = 0. By using (28), we have
K ′ = δ+δK ′ + δδ+Y ′.
From this, (28) and (25) it follows that
K ′ = δ+δK ′ + Y ′. (33)
To check (31), we have
δ+G′ = δ+δK ′ + δ+(B′ +AK ′ +
1
2
(K ′,K ′)′),
and therefore by (33) and (24), δ+G′ = 0.
Changing variables in (21) and (27) from (φ′a0 , φ
∗′) to (φa0 , φ∗), one can
obtain S1(φ, φ
∗) and K(φ, φ∗). The construction of the inverse transforma-
tion may be problematic in a field theory. It should be noted, however,
that the extended action can be computed by using formal expressions (14),
because the result does not depend on the choice of an auxiliary coordinate
system.
5 Reducible abelian gauge theories
In this section we discuss a class of reducible bosonic theories including, in
particular, the antisymmetric tensor and abelian p-form gauge theories.
It follows from (26) that if δ+B′ = Y ′ then K = 0, and therefore
S = S0 + S1. (34)
Let us consider the case of B′ = 0, Y ′ = 0. The equation B = 0 is equivalent
to the relations
Ra0b1,b0R
b0
a1
−Ra0a1,b0R
b0
b1
= 0, (35)
R
ak−1
ak ,b0
Rb0a1 = 0, k = 2, . . . , L+ 1, (36)
Mak,a0R
a0
a1
= 0. (37)
Eq. (35) tells us that the gauge algebra is abelian.
Let us consider the case of reducible abelian gauge theories of the first
order. The reducibility identities read
Ra0a1R
a1
a2
= V a0b0a2 S0, b0 , V
a0b0
a2
= −V b0a0a2 . (38)
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We assume that V a0b0a2 are constants, and (36) is satisfied.
It is easily verified that for k = 2 the general solution to (15) is given by
Ma2 = Ya2 +
1
2
φ∗a0V
a0b0
a2
φ∗b0 , (39)
where Ya2 = Ya2(φ
a0 , φ∗a0) is a cocycle. If Ya2,a0R
a0
a1
= 0, then Ma2 satisfies
(37). We can set Ya2 = 0. Then
S = S0 + φ
∗
a0
Ra0a1φ
a1 + (φ∗a1R
a1
a2
+
1
2
φ∗a0V
a0b0
a2
φ∗b0)φ
a2 .
An example of such a theory is the antisymmetric tensor gauge theory
[15] whose dynamics is described by the action
S0 =
∫
d4x
(
1
2
AaµA
aµ −
1
2
BaµνF
aµν
)
, (40)
where F aµν = ∂µA
a
ν − ∂νA
a
µ − f
a
bcA
b
µA
c
ν , f
a
bc are the structure constants of a
semi-simple compact Lie algebra.
The action is invariant under the gauge transformations
δBaµν = Raµνbλ ξ
b
σ, δA
a
µ = 0, (41)
where
R
aµν
bλ = ε
µνρσησλ∇
a
ρb, ∇
a
µb = ∂µδ
a
b − f
a
cbA
c
µ,
ησλ = diag(−1, 1, 1, 1). It is easily seen that the gauge algebra is abelian.
The equations of motion are
δS0
δBaµν
= −Faµν = 0,
δS0
δAaµ
= Aaµ +∇
νa
b B
b
νµ = 0. (42)
This theory is on-shell first stage reducible, since
R
cµν
bλ R
bλ
a =
1
2
εµνρσf cabF
b
ρσ , (43)
and Rbλa = ∇
λb
a are independent. It is easily seen that (36) holds.
We have
φa0 = (Baµν(x), A
b
λ(y)), a0 = (a, µ, ν, x) ∪ (b, λ, y), µ < ν,
a′0 = (a, i, j, x), a
′′
0 = (a, k, 3, x) ∪ (b, λ, y), 0 ≤ i, j, k ≤ 2, i < j,
φa1 = caµ(x), a1 = (a, µ, x), a
′
1 = (a, 3, x), a
′′
1 = (a, i, x),
11
φa2 = ca(x), a2 = (a, x),
φ∗a0 = (B
∗a
µν(x), A
∗b
λ (y)), φ
∗
a1
= c∗aµ (x), φ
∗
a2
= c∗a(x).
Let ∇
(−1)a
b
(x, y) denote an inverse of ∇abδ(x− y), ∇
a
b = ∇
a
3b,
∇ac (x)∇
(−1)c
b
(x, y) = δab δ(x− y).
We impose the boundary conditions that all the fields and antifields vanish
at x3 → −∞. Then the inverse ∇
(−1)a
b
(x, y) is unique. It can be obtained
by iterating the equation
∇
(−1)a
b
(x, y) = δab (δ
3θ)(x− y)− (δ3θHac∇
(−1)c
b
)(x, y),
where
(δ3θ)(x) = δ(x0)δ(x1)δ(x2)θ(x3), H
a
b (x, y) = f
a
cbA
c
3(x)δ(x − y),
θ(x3) = 1 if x3 ≥ 0 and θ(x3) = 0 otherwise.
The operator
R
a′1
a2 = R
b3
a = ∇
b
a
is invertible. Here and in what follows we omit space-time indexes. It is
easily verified that
R
a′0
a′′1
= Raijbk = ε
lijηlk∇
a
b , i < j,
is also invertible.
In accordance with (13), (42) the substitution (Baµν , A
b
λ) → (B
′a
µν , A
′b
λ )
looks like
B′ai3 = −F
a
i3, A
′a
ν = A
a
ν +∇
µa
b B
b
µν , B
′a
ij = B
a
ij .
Solving these equations with respect to (Baµν , A
b
λ), we get
Baij = B
′a
ij , A
a
3 = A
′a
3 , A
a
i = ∇
′(−1)a
b
(∂iA
′b
3 +B
′b
i3),
Baj3 = ∇
′(−1)a
b
(Abj −A
′b
j +∇
′ib
c B
′c
ij).
Here
Aaj = A
a
j (A
′b
3 , B
′c
i3), ∇
′a
µb(A
′c
ν ) = ∇
a
µb(A
c
µ).
Let us now consider the substitution (B∗aµν , A
∗b
λ )→ (B
∗′a
µν , A
∗′b
λ ) :
B∗′f(a,i) = B
∗
bµνε
µνλjηji∇
b
λa, B
∗′a
j3 = B
∗a
j3 , A
∗′a
µ = A
∗a
µ , (44)
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where
f (−1)(a, i, j) = (a, |εij0|+
∑
k>0
|εijkk|), i < j.
From (44) it follows that
B∗aj3 = B
∗′a
j3 , A
∗a
µ = A
∗′a
µ ,
B∗aij = (B
∗′
ci3∇
c
jb −B
∗′
cj3∇
c
ib −
1
2
εlijη
lkB∗′f(b,k))∇
(−1)b
a
.
Let us derive an expression for Ma2 = Ma from (21). By using (43), we
get
δ+2 D
′
a = n
(−1)
2 N
′
a, N
′
a = −
1
4
σ2(B˜
∗
cµνε
µνρσf cabF
′b
ρσ), (45)
where
B˜∗aµν = B
∗
aµν(B
′, A′, B∗′, A∗′), F ′aµν(A
′) = F aµν(A), (46)
B′ = (B′aµν), A
′ = (A′aµ ), B
∗′ = (B∗′aµν ), A
∗′ = (A∗′aµ ). The operators n2, σ2, δ2
are given by
n2 = B
′a
i3
δ
δB′ai3
+A′aµ
δ
δA′aµ
+B∗′ai3
δ
δB∗′ai3
+A∗′aµ
δ
δA∗′aµ
,
σ2 = B
∗′a
i3
δ
δB′ai3
+A∗′aµ
δ
δA′aµ
, δ2 = B
′a
i3
δ
δB∗′ai3
+A′aµ
δ
δA∗′aµ
.
One can write
N ′a = −
1
8
n2(B˜
∗
cµνε
µνρσf cabB˜
∗b
ρσ) +W
′
a,
where
W ′a =
1
8
n2(B˜
∗
cµνε
µνρσf cabB˜
∗b
ρσ)−
1
4
σ2(B˜
∗
cµνε
µνρσf cabF
′b
ρσ).
Then it follows from (21) and (45) that
M ′a = Y˜
′
a −
1
8
B˜∗cµνε
µνρσf cabB˜
∗b
ρσ, (47)
where
Y˜ ′a = Y
′
a + Z
′
a, Z
′
a = n
(−1)
2 W
′
a.
Changing variables in (47) from (B′, A′, B∗′, A∗′) to (B,A,B∗, A∗), we get
Ma = Ya −
1
8
B∗cµνε
µνρσf cabB
∗b
ρσ, (48)
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where
Ya(B,A,B
∗, A∗) = Y˜ ′a(B
′, A′, B∗′, A∗′).
It remains to check that δZ ′a = 0. By the definition of δB
∗a
µν and (46),
δ2B˜
∗a
µν = −F
′a
µν ,
and therefore by (17),
Z ′a = δ2δ
+
2 X
′
a = δδ
+X ′a,
where
X ′a =
1
8
B˜∗cµνε
µνρσf cabB˜
∗b
ρσ.
Substituting (48) with Ya = 0 in (34), we get the extended action for
(40)
S = S0 +
∫
d4x
(
1
2
B∗aµνε
µνρλ∇aρbc
b
λ + c
∗
µa∇
µa
b c
b +
1
8
B∗cµνε
µνρσf cabB
∗b
ρσc
a
)
in agreement with that of [16].
Let us consider an example of an abelian L-th stage reducible theory.
We assume that Rakak+1 , k = 0, . . . , L, are constants and
Rakak+1R
ak+1
ak+2 = 0, k = 0, . . . , L− 1. (49)
It is clear that (35) and (36) hold. One sees that (15) and (37) are satisfied
by
Mak = 0, k = 1, . . . , L+ 1.
In this case the extended action is given by
S = S0 +
L+1∑
k=1
φ∗ak−1R
ak−1
ak φ
ak .
The off-shell conditions (49) hold in abelian (L + 1)-form gauge theories.
The extended action for these theories is described in [7].
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