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ABSTRACT
This thesis describes the development of several small signal analysis methods for the
modelling of power electronic converters. The methods are written generally and are
intended to be able to be applied to all converter classes. In the penultimate chapter these
general models are used to model the capacitor commutated converter.
All the contained methods are based around a time domain small signal model. This time
domain small model is a linearization of a power electronic system of passive components
and ideal switches described as a hybrid system. The key problem in the derivation of the
small signal model is the correct determination and description of the linearized effect of
switching instant variation.
Three analysis methods based upon the small signal model are advanced in this thesis,
these are; time domain sensitivity matrices for use in a Newton determination of the cyclic
steady state of a power electronic converter, partial waveform construction of harmonic
sensitivity matrices for studying sensitivity of converters to harmonic disturbances, and
harmonic state space models also for the construction of harmonic sensitivity matrices
and for study of dynamic systems. Each modelling technique is applied to the more
common converter topologies of the Buck-Boost converter and the Graetz Bridge before
being finally applied to the capacitor commutated converter. Each technique is compared
to PSCAD-EMTDC simulations for verification.
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AC Alternating Current
CCC Capacitor Commutated Converter
CSS Cyclic Steady State
DC Direct Current
DE Differential Equation
EMP Exponential Modulate Periodic (system)
FSCI Fourier Series Coefficient Integral
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HSM Harmonic Sensitivity Matrix
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HVdc High Voltage Direct Current
I/O Input Output
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STM State Transition Matrix
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Chapter 1
INTRODUCTION
The main motivation of this thesis is the the development of analysis techniques that can
be applied to a general power electronic circuit. This kind of general technique is lacking
in power electronic analysis with the only technique time-domain simulation being truly
general.
In a time-domain simulation, the digital computer with its program instructions and mem-
ory registers is used to mimic the behavior of a power electronic circuit using the laws of
circuit theory. This mimicking of one physically real system with another, even one buried
deep with a computer, is the essence of simulation and it is a powerful and general tech-
nique that can model complex and detailed topologies. Unfortunately, in some cases it
does not provide the insights or the form required for tasks such as controller design, filter
design and stability analysis. Additionally the computational effort required to perform
a simulation can be great, especially the mass simulations needed for a contingency style
analysis.
The alternatives to time-domain simulation developed so far in the study of power elec-
tronic devices are very case specific often taking advantages of peculiarities of specific
topologies. For example s-domain models have been constructed for both DC:DC style
converters [1] and separately for HVdc converters [2], [3], and [4], but how to apply the
techniques developed for one converter class (DC:DC or HVdc) to another is not readily
apparent. When new topologies such as the capacitor commutated converter come into
vogue then alternatives to time domain simulation are unavailable. It is the intention of
the work in this thesis to not only build alternative analysis techniques for the study of
Capacitor Commutated converters, but to outline their construction in such a way that
the techniques can be applied to any converter topography.
The alternative analysis methods advanced in this thesis are all based on the premise that
in studying the response of a system to small perturbations the effect can be extrapolated
to larger perturbations. This notion is called linearization, or the small signal model, and
as the name suggests works best for those systems that are either highly linear[5] or in the
study of small disturbances. In this thesis small signal techniques are developed for three
sorts of models; time domain sensitivity matrices for a Newton’s solution to the cyclic
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steady state problem, harmonic sensitivity matrices, and s-domain dynamic models using
the harmonic state space (HSS).
1.1 PRELIMINARIES :DOMAINS
In this thesis, already several domains have been referred to; Time Domain, Frequency
Domain, Harmonic Domain and the s-domain. As each of these domains have crucial
importance in this thesis, some time is taken here to describe exactly what each domain
is.
Time Domain In the Time Domain all signals are functions of time, f(t), where t is
time.
Discrete Time Domain In the Discrete Time Domain all signals are functions of
discrete (or event) time, f(k), where k is a discrete (or event) time point.
Complex Frequency or s-Domain In the s-domain all signals are functions of com-
plex frequency f(s), where s is a complex frequency σ + jω.
Frequency Domain In the Frequency Domain all signals are functions of frequency
f(ω), where ω is frequency.
The frequency domain is a subset of the s-domain. Using the s-plane (the plane of complex
numbers) the frequency domain lies on the imaginary axis. If a frequency domain signal
is shown in the s-plane it will appear at two points, (+jω,−jω).
Harmonic Domain Harmonic domain signals are signals which are functions of the
harmonic frequencies of the pumping frequency, f(ω1k), where k is an integer, and ω1 is
the pumping frequency.
The harmonic domain is a subset of the frequency domain, and consequently a subset
of the s-domain. In this thesis harmonic domain signals are represented in the complex
exponential form of a Fourier series, others including [6] [7] [5] use a real-imaginary form.
The real-imaginary form has some implementation advantages but the complex form is
easier to manipulate and arrange so is the form used within this thesis. However any of
the results obtained in this thesis can be equivalently written in the real-imaginary form.
The harmonic domain is exclusive to power systems literature and has been used in de-
velopment of techniques for finding the harmonic steady state and the harmonic coupling
of various power systems components, including synchronous machines [8] and power elec-
tronic converters [6] [7]. Despite the term being exclusive to power systems literature, this
type of domain has a long history under different guises [9].
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The layout of the thesis is as follows.
Chapter 2: Hybrid Modelling of Power Electronic Circuits In this chapter a gen-
eral model of the power electronic system is developed. It is based upon the structure
and terminology of hybrid system theory [10] [11], adapted to take account of the
peculiarities specific to power electronic systems. The main aim of the model is to
formalize and generalize the dynamic interactions and behavior in power electronic
systems from which to base the analysis techniques that follow.
Chapter 3: Small Signal Modelling In this chapter the small signal model of the hy-
brid model of Chapter 2 is described. A small signal model can be defined with
the use of Taylor’s theorem. In Taylor’s theorem, any function (where in this thesis
the functions are the actions of the power electronic converters) can be described in
terms of a set of its derivatives. A small signal model assumes that the function is
sufficiently linear that it can be described by its first derivative. This assumption
sacrifices model accuracy to produce a model that is amenable to analysis, but is a
valid assumption for power electronic converters as they have been demonstrated to
be highly linear [5].
The linearization of a converter is mostly trivial where the Differential Equations
DEs that describe each mode’s continuous evolution in the hybrid model can be
recycled for use in the small signal model. The key difficulty occurs at the switching
points, where currents and voltages are step changed to take account of the linearized
effects of switching instant variations (SIVs).
Chapter 4: Steady State Analysis The small signal model forms the basis for sev-
eral analysis techniques and other models. The first of these, and the most widely
reported is finding the steady state operating point of a power electronic system sub-
ject to periodic excitation. In this chapter, this is achieved by a Newton’s solution
to a two point boundary value problem. The small signal model is used to form the
Jacobian for the Newton’s technique.
Chapter 5: Harmonic Sensitivity Matrices Harmonic Sensitivity Matrices map in-
put distortion described in the harmonic domain to the output. This style of model
has been constructed for converters numerically [12] [13], and analytically [6], [7],
[14], [15] and [5] for studying converter harmonics in power quality studies, filter de-
sign and in [6], [7], they are used for the Newton’s solution of the harmonic operating
point of a HVdc link.
In this chapter the harmonic sensitivity matrices are constructed from the small
signal model using a partial waveform shaping technique. This technique is similar
to the technique outlined in [15] and [5], but is extended to the general case.
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Chapter 6: Harmonic State Space Model Power Electronic Converters have been
previously modeled using the HSS framework [16] but currently no generalized tech-
nique has been developed. In particular, autonomous switches with states in their
commutation circuits have been largely ignored. In this chapter a general technique
has been developed based on the time domain small signal model.
Once produced the HSS is by itself a powerful model but in addition it can be used in
the construction of the harmonic sensitivity matrices and also for s-domain models
for dynamic analysis. The development of these models is the major contribution of
the work presented in this thesis.
Chapter 7: Capacitor Commutated Converter In this chapter, the techniques de-
veloped in the previous chapters are used to model the Capacitor Commutated Con-
verter (CCC). The addition of the capacitor in each phase increases the complexity
of the commutation circuit and increases the difficulty of the modelling problem -
however with the application of the above formalized techniques the steady state,
the harmonic sensitivity, and the dynamic s-domain description are constructed sys-
tematically and with ease.
Chapter 2
HYBRID MODEL OF A POWER ELECTRONIC SYSTEM
WITH IDEAL SWITCHES
2.1 INTRODUCTION
Hybrid systems theory is an emerging field of research within Circuits, Systems and Control
literature [11]. The aim of the research is to create methods of analysis and control for
systems that fall between the tradition boundaries of continuous systems and discrete
systems – the so called hybrid systems.
Briefly, a hybrid system is a collection of dynamic systems with a set of rules for jumping
between them [10]. In power electronics, the dynamic systems are the electrical systems
associated with each switching configuration i.e the stages. The rules are the inequalities
for each switch that determines when they can or must change position.
The aim of this chapter is to build a formal model of an ideal power electronic system
using the terms and formalization found in hybrid systems theory.
2.2 POWER ELECTRONIC SYSTEM
In this thesis, a power electronics system has the following definition.
Definition 2.1 (Power Electronic System) A power electronic system is system con-
taining at least one power electronic switch, any number of passive electrical components
(transformers, resistors,capacitors, and inductors) and any number of ideal current and
voltage sources.
Definition 2.1 defines the power electronic system to be separate from its controller. This
split enables the characteristics of the power electronic system to be generalized without
considering the unrestricted complexity of the controller. As a block diagram, the model
of a power electronic system is that of Figure 2.1.
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Figure 2.1 Power Electronic system, and its signals. yelec and uelec together form the electrical ports of
the system, yctrl are discrete control observers, and uctrl are the discrete control commands
As should be apparent from the names of the signals there are two categories of in-
put/output (I/O) signals that interact with the system, electrical signals and control sig-
nals. Electrical signals have the subscript suffix elec, and control signals have the subscript
ctrl.
Control system commands are sent to the power electronic system via the discrete vector
uctrl(t), this signal contains the desired switch positions. Feedback from the power elec-
tronic system to the controller is carried out by discrete vector yctrl(t) which contains the
switching position of both controlled and autonomous switches. The vectors uctrl(t), and
yctrl(t) may disagree as the ordered and actual switch positions could be inconsistent.
The external electrical systems interact with the power electronic system via the electrical
ports. Here, these vectors are displayed as the I/O pairs, yelec(t) and uelec(t). The vector
yelec can be modified to include observers of electrical signals that are internal quantities.
Determining the boundaries of the power electronic system and deciding which devices are
part of the system is subjective. However, some passive elements belong with the switches
if their dependency is directly affected by the switch position.
2.2.1 Power Electronic Devices
Power electronic switches have a great range of structural, capacity, and control differences.
For example a typical modern IGBT can switch at 50kHz, but can only handle 500A,
compared to a GTO which has a much slower switching frequency of 1 kHz, but can
handle a much larger current of 2000A [17]. They are driven differently as well; a GTO
is turned on and off with a pulse, whilst a IGBT needs a constant gate current to remain
on. However, their operation from a control point of view is essentially the same; they are
both controllable unidirectional devices, are both able to turn on when positively biased,
can turn-off when carrying current, and are forced to turn-off if subjected to negative
directional current. From this ideal point of view both switches are the same, their speed
and current carrying differences are dictated by their real world application. Using this
ideal perspective there are three classes of switches.
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• Type I: Type 1 devices are uni-directional devices whose on and off states are
autonomously determined. Diodes are the sole member of this group.
• Type II: Type II devices are uni-directional devices whose on state can be controlled
and whose off state is autonomously determined when forward biased. Thyristors
(or SCRs) are the sole member of this group.
• Type III: Type III devices are uni-directional devices whose on and off state can
be controlled when forward biased. This group is made up from many members,
(BJTs, Mosfets, IGBTs GTOs, MCTs), all of which have different power handling
characteristics.
Most varieties of switches are Type III, with diodes and thyristor being the sole members
of the Type I and Type II classes respectively. Although the types are all uni-directional,
bi-directional devices types can be constructed from two uni-directional devices paralleled
back to back. For example a triac consists of two type II devices paralleled back to back.
Definitions of the behavior of these three types are as follows. Included in these definitions
are the switch inequalities which govern when a switch can (or must) change position.
Figure 2.2 defines the variables used in these formal definitions.
Open: {ice=0,q=0}
Closed: =V ,q{v }ce f =1+ v -ce
ice
uelec
Figure 2.2 Power Electronic Switch and its variables. vce is the voltage across the switch, ice is the
current through the switch, and Vf is the turn on voltage across the switch when it is closed. The variable
q is the discrete state of the switch, q = 1 when the switch is closed, and q = 0 when the switch is open.
Depending on the switch type the discrete control signal uctrl can also be present. The terminal labels C
and E stands for collector and emitter respectively and originate from labels used in BJT, here they are
just labels and nothing more is implied by their use.
Definition 2.2 (Type I) Type I devices turn on when the voltage, vce, across the switch
is greater than the voltage Vf and turn off when the current through the switch is less than
or equal to 0.
Switch Inequalities
Device turns on, q = 1, when the following inequality is met.
vce > Vf (2.1)
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Device turns off, Q = 0, when the following inequality is met.
ice ≤ 0 (2.2)
Definition 2.3 (Type II) Type II devices turn on when the forward voltage, vce, across
the switch is greater than Vf and the switch is given an ”on” signal. An ”on” signal is
represented by uctrl = 1. Turn off occurs when the current through the switch is less than
or equal to 0.
Switch Inequalities
Device turns on, q = 1, when the following conditions are met.
vce > Vf (2.3)
and uctrl = 1 (2.4)
Device turns off q = 0, when the following inequality is met.
ice ≤ 0 (2.5)
Definition 2.4 (Type III) Type III devices turns on when the forward voltage, vce,
across the switch is greater than vf and the switch is given an “on” signal. An on signal
is represented by uctrl = 1. Turn off occurs when the current through the switch is less
than or equal to 0, or when the switch is given an off signal. An off signal is represented
by u
ctrl
= 0.
Switch Inequalities
Device turns on, q = 1, when the both the inequality 2.6, and boolean equation 2.7 are met.
vce > Vf (2.6)
and uctrl = 1 (2.7)
Device turns off Q = 0, when either the inequality 2.8, and boolean equation 2.9 are met.
ice ≤ 0 (2.8)
or uctrl = 0 (2.9)
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Typically Vf is equal to zero, however a value of 0.6V that is found across real switches
[17] could be used. In this thesis Vf is assumed to be zero.
In the definitions given the “on” inequalities are exclusive of the boundary, (>), whilst the
“off” inequalities are inclusive (≤). If both were exclusive or inclusive then the position of
the switch would be ambiguous at the boundary.
2.3 HYBRID SYSTEMS
Restating Branicky’s hybrid system definition [10] used in the introduction of this chapter:
a hybrid system is a collection of dynamic systems with a set of rules for jumping between
them. The dynamic systems can be of any sort (difference equation, Petri nets, etc) but
here they are assumed to be continuous state space systems described using a 1st order
set of DE’s. These 1st order systems are collectively called the continuous dynamics, and
they determine the evolutions of the continuous state.
In power electronic circuits the DE’s are formed from passive circuit elements. It is assumed
here that these state space models are easily obtainable, and in general the circuits used
in this thesis are simple enough that they can be derived by simple circuit analysis. For
more complex systems bond-graph theory [18] or some other automated technique could
be used.
Every 1st order set of DEs is associated with a discrete state of the hybrid system. In
a power electronic system these are the switch positions. Together each 1st order set of
DEs and its associated discrete state are collectively known as a stage of system. In a
system with n switches there are 2n possible discrete states, however in most systems only
a subset of these are typically used.
Two sets of rules are used to determine discrete state of a hybrid system. Collectively the
rules are the discrete dynamics of the system. The first group, called jump sets, determine
when a system should jump and are defined as areas within the spaces of a stage. The
second group, called jump destination maps are used once a jump-set has been satisfied
and determine the new discrete state of the system, and where within the continuous state
of the new stage the evolution begins.
In summary a hybrid system containing both discrete dynamics and continuous dynamics
is made from the following constituent parts.
• Discrete States
• Set of continuous dynamic systems
• Jump Sets
• Jump destination maps
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A visual representation of these parts is depicted in Figure 2.3. These parts and their
place in a power electronics model are expanded upon in the remained of this section.
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Figure 2.3 Visual representation of a hybrid system. The stages, and their associated jump sets are
stacked on the left, the Jump destination maps are stacked on the right.
2.3.1 Stages: Discrete States and Continuous Systems
In a power electronic system the discrete state represents the positions of the system’s
switches - and as discussed for a system with i switches there are n = 2i switch configura-
tions. Each configuration is associated with a continuous dynamic system that in power
electronic systems are describe as state space equations, as in equation 2.10.
dxn(t)
dt
= Anxn(t) +Bn
[
uelec(τ)
u˙elec(τ)
]
(2.10)
yelec(t) = Cnxn(t) +Dn
[
uelec(τ)
u˙elec(τ)
]
The integral form is that of equation 2.11.
xn(t) = e
An(t−t0)xn(t0) +
∫ t
t0
eAn(t−τ)Bn(τ)
[
uelec(τ)
u˙elec(τ)
]
dτ (2.11)
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The state vector of the stage xn(t), is a function of the dynamically independent energy [19]
1 in the system and unless stated it is assumed that the states are formed from capacitor
voltages and inductor currents2. The gradient of the input is required if the output is
a function of a source dependent component. The rigorous formation of the state space
description can be achieved using bond-graph theory [18].
2.3.2 Jump Sets
Each stage contains a set of jump sets that determine when a system stops evolving in
that stage and begins evolving in the next. These jump sets are realized as areas within
the spaces of each stage, in power electronic systems the jump sets fall into two classes;
controlled and autonomous. If a stage has an autonomous jump set the system jumps
the moment it finds itself within the set. In a controlled jump set the system will only
jump when ordered by an external control to do so. Formally the definitions of these
autonomous and controlled jump sets are as follows.
Definition 2.5 (Autonomous Jump Set) Within every nth stage there possibly exists
K autonomous jump sets. The boundaries of the kth autonomous jump set are defined by
the function vk(xn, uelec). If the system enters the jump set, or lies on its boundaries then
an autonomous jump occurs.
Definition 2.6 (Controlled Jump Set) Within every nth stage there possibly exists R
controlled jump sets. The boundaries of the kth controlled jump set are defined by the
function fk(xn, uelec). If the system enters the jump set, or lies on its boundaries then the
system can make an controlled jump set.
The definition of autonomous used here differs from that used in Branicky’s work [10]. In
Branicky’s work autonomous jump sets are only functions of the state space of each stage;
here they are function of the electrical input as well. This altered definition reflects the
more usual condition of controlled and autonomous switches found in power electronics
literature.
For the power electronic system the boundaries of the jump set are defined by the switch
inequalities. Type I switches have only autonomous jump sets, whilst type II and type III
have a mix of both autonomous and controlled jump sets. The autonomous and controlled
jump sets in a power electronic system are as follows (where Vf (t) is set to zero).
Autonomous Jump Sets in a power electronic system
1Independent energy is stored in those components whose energy is determined by the dynamic evolution
of the system. Dynamically dependent energy is attributed to components with energy that is directly
dependent on a source, or a switch position. An example of a dependent component is an inductor in series
with a current source.
2Although any orthogonal basis could be used for simplification it is usually assumed in this thesis that
each state is a capacitor voltage or an inductor current.
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• For every type I switch that is off during a particular stage, there exists an au-
tonomous jump set described by vce > 0
• For every type I,II, and III switch that is on during a particular stage, there exists
an autonomous jump set described by ice ≤ 0
Controlled Jump sets in a power electronic system
• For every type II,III switch that is off during a particular stage, there exists a con-
trolled jump set described by vce > 0
• For every type III switch that is on during a particular stage, there exists a controlled
jump set described by vce > 0
vce, and ice are normally functions of the variables of each stage, i.e [xn(t), uelec(t)].
2.3.3 Jump Destination Maps
When a jump set or group of jump sets is satisfied the system changes its discrete state and
jumps to a new stage, this transition is performed by one of the system’s jump destination
maps. In a system with continuous modes each map has two parts, a discrete map and a
continuous map. The discrete map declares what two stages the system evolves between,
in most hybrid systems this map is obvious. Figure 2.4 shows a three stage system and
the discrete portion of the six unique jump destination maps between them.
Stage1 Stage 2
Stage 3
Map 1 2à
M
a
p
1
3
à
M
a
p
1
3
ß M
a
p
3
2
à
M
a
p
3
2
1
Map 1 2ß
Figure 2.4 Three stage and the jump transition maps between them
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The form of the continuous map shown in equation 2.12.
xn+1(t
+
θn
) = P [n+ 1, n]xn(t
−
θn
) +Q[n+ 1, n]uelec(tθn) (2.12)
The matrix P [n+ 1, n] is called the projection matrix, and it transforms the independent
energy in the old stage n to the new stage n + 1. The matrix, Q[n + 1, n] is called
the injection matrix and it injects (or extracts) energy from the continuous input to the
continuous states of the new stage. In power electronic systems the projection and injection
matrixes are found by using the laws of flux and charge conservation [20] and [21].
Determining which map to invoke is a function of the satisfied jump sets. Every jump set
and every overlap of jump sets is potentially associated with a different map. For example
in Figure 2.5 two overlapping jump sets, one autonomous and one controlled are depicted.
Together these sets are associated with three maps; one associated with the autonomous
region, one associated with the controlled region, and one associated with the overlapping
region. The map associated with the overlap is used only when both the autonomous and
controlled jump sets are satisfied; otherwise unless the control jump set is primed when the
system enters the overlap then the map associated with the autonomous region is invoked.
Autonomous
JumpSet
Controlled
Jump Set
Overlap between
Autonomous and
Controled Jump sets
Jump
Destination
Map 1
Jump
Destination
Map 2
Jump
Destination
Map 3
Figure 2.5 Overlapping jump sets and the associated jump destination maps
2.3.4 Evolution of a hybrid System
Together the discrete states, the continuous systems, the jump sets and the jump desti-
nation maps form a hybrid system. In Figure 2.6 the stylized evolution of a system with
four stages is shown. In each stage there is a mix of both controlled and autonomous jump
sets.
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Stage1 Stage2
Stage4Stage3
Control
Signalrecieved
Figure 2.6 Evolution of Branicky hybrid system. Autonomous jump sets are light grey areas, controlled
jump sets are dark grey, and areas which are white are not members of any jump set
2.3.5 Formal Definition
Formally, a hybrid control system, for a power electronic system using a definition based
on [10], is a system of the form of Definition 2.7.
Definition 2.7 (Hybrid system description of a power electronic system) A hy-
brid system of a power electronic system, H = [Q,Σ, V, F,G] is defined by the following
parts.
• Q is a set of labels that form the discrete states of the system. Each discrete state
isassociated with a dynamic system. Together the discrete state and its associated
dynamic system form a stage of the system.
• {Σn}n∈Q is the collection of dynamic systems, one for every discrete state. Each
dynamic system is made from the following constituent parts [xn, An, Bn, Cn,Dn].
xn is the continuous state and An, Bn, Cn,Dn determine the continuous dynamics of
the stage using the following differential equation.
dxn(t)
dt
= Anxn(t) +Bn
[
uelec(τ)
u˙elec(τ)
]
y(t) = Cnxn(t) +Dn
[
uelec(τ)
u˙elec(τ)
]
• {Vk}∀ n ∈Q are the sets of K autonomous jump sets associated with the N stages. The
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region of the kth jump set is defined by an inequality of the form Vk ≤ g1xn+ g2u or
the form Vk < g1xn + g2u
3.
• {Fk}∀ n ∈Q are the sets of R controlled jump sets associated with the N stages. The
region of the kth jump set is defined by an inequality of the form Fk ≤ g3xn+ g4u or
the form Fk < g3xn + g4u
3.
• {G} is the set of of jump destination maps. The jump destination map G[i, k] is
the jump destination map from stage j to stage i, its continuous part is described
by the difference equation xi = P [i, j]xn + Q[i, j]u. Each jump destination map is
associated with a jump set or a union of jump sets.
2.4 EXAMPLE OF HYBRID MODEL
In this section a hybrid model is built that will describe the evolution of a discontinuously
operated buck-boost converter.
I/O of Buck-Boost Converter The electrical port of a buck-boost converter is nom-
inally connected to a DC voltage source. There is a single controllable switch and the
control input vector uelec contains only a single variable, there are no input dependent
storage components so the input’s gradient is not needed. If desired additional measure-
ment outputs for both electrical and control quantities can be included, however these
additions are not pursued here.
uelec(t) =
[
vdc(t)
]
yelec(t) =
[
idc(t)
]
(2.13)
Stages The buck-boost converter has four possible stages, the schematics of each stage
are depicted in Figure 2.7, whilst the differential equations of the three stages visited by
a discontinuous operated buck boost converter are described below.
• Stage 1 [
v˙c(t)
]
=
[
− 1
CR
] [
vc(t)
]
+
[
0
] [
vdc(t)
]
[
i˙dc(t)
]
=
[
0
] [
vc(t)
]
+
[
0
] [
vdc(t)
]
3 The less than (<) form is needed for turn “on” jump sets and the (≤) is needed for turn“off” jump sets
as discussed in section 2.2.1. The general form requires that switch “on” inequalities need to be re-written
in the less than form. This requirement is needed by the small signal model developed in the following
chapter.
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(a) Stage 1, S1 Open, S2 Open (b) Stage 2, S1 Open, S2 Shut
(c) Stage 3, S1 shut, S2 Shut (d) Stage 4, S1 Shut, S2 Open
Figure 2.7 Schematics of the four stages of the buck-boost converter
• Stage 2 [
i˙l(t)
v˙c(t)
]
=
[
0 1
L
− 1
C
− 1
CR
][
il(t)
vc(t)
]
+
[
0
0
] [
vdc(t)
]
[
idc(t)
]
=
[
0 0
] [ il(t)
vc(t)
]
+
[
0
] [
vdc(t)
]
• Stage 4 [
i˙l(t)
v˙c(t)
]
=
[
0 0
0 − 1
CR
][
il(t)
vc(t)
]
+
[
1
L
0
] [
vdc(t)
]
[
idc(t)
]
=
[
1
0
][
il(t)
vc(t)
]
+
[
0
] [
vdc(t)
]
Jump Sets and Jump destination maps In the complete hybrid model of a buck-
boost converter each stage has at least two and possibly three jump sets. Defining all
these jump sets and their destination maps is laborious for anything other than a simple
case. During discontinuous operation of the buck-boost converter, the converter jumps
from stage 4 to stage 2, from stage 2 to stage 1, and then from stage 1 back to stage 4.
In Table 2.1 the three jump sets triggered and the three corresponding jump destination
maps are detailed. Each jump is labelled per the scheme {Stage, Switch, Controllability}.
For example S1S1A, is a jump in stage 1, caused by switch 1, and is autonomous.
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Jump Current Switch Jump Type Destination P Q
Label Stage (and position) inequality Stage
S1S1C 1 S1 type III Open vdc(t)− vl(t) > 0 C 4
[
0
1
] [
0
0
]
S2S2A 2 S2 type I Closed il(t) ≥ 0 A 1
[
0 1
] [
0
]
S4S1A 4 S1 type I Closed vdc(t)− vl(t) > 0 C 2
[
0 0
0 1
] [
0
0
]
Table 2.1 Jump Sets of the buck-boost converter
2.4.1 Example of Time Domain Evolution
In Figure 2.8 the hybrid model is used to form the time domain waveforms of the buck-
boost converter. The details of the converter operation are outlined below.
• Starting in stage 4. Current builds in the inductor that is switched to the DC voltage
source. The capacitor is discharging into the load.
• At t = tθ2 an off control signal is sent to the type III controllable switch as the
system is traversing controlled jump set S4S1C. The switch turns off. By jump
destination map G[4, 2] the system jumps to stage 2, in which the type I, diode also
begins conducting.
• In stage 2 the capacitor is connected in parallel with the load resistor to the inductor.
Current decreases in the inductor, whilst the voltage in the capacitor rises initially
before falling. At t = tθ3 the current in the inductor drops to zero and the system
enters autonomous jump set S2S2A.
• By jump destination map G[2, 1] the system enters stage 1 in which the type I diode
is turned off and the capacitor is left to discharge through the load resistor.
• The system is inside the controlled jump set S1S1C and at t = tθ4 an on control
signal is sent to the type III controllable switch. The switch begins conducting and
by jump destination map G[4, 1] the system returns to stage 4.
2.5 DISCUSSION
Switching Cascade When the system of Figure 2.6 jumped from stage 4 to stage 2 it
actually landed within an autonomous jump set of stage 1 before instantaneously jumping
to stage 2. This kind of jump is an example of a cascade, where several jumps occur at the
same continuous point in time. These kinds of intermediate stages are a mechanism that
can be used to model complex switching cascades, such as those found in the discontinuous
buck-boost converter. In the hybrid model built here no attempt was made to model this
behavior as it is not necessary for the small signal models built in the following chapters.
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Figure 2.8 Evolution of the hybrid model of a buck boost converter. Solid inductor current Dashed
capacitor voltage.
A small signal model only requires a jump destination map of the final from the initial
stage, the cascade is hidden due to the small signal assumption.
Despite this lack of attention to cascades in this thesis the hybrid model presented here
can be extended to include them using techniques similar to those of [22], [23] and [24].
In the reported methods state gradients are allowed to include an impulse following a
jump. These impulses are then used to satisfy the jump sets of the following stages to let
a cascade occur.
2.6 CONCLUSION
In this chapter a model of a power electronic system with ideal autonomous and controlled
switches has been presented. The model is built upon the terminology and structure used
in Hybrid System’s theory and is able to model any non-contradictory arrangement of
switches, sources and passive components. A hybrid model of a buck-boost converter was
built and the model was used to describe the time domain evolution of the converter.
Chapter 3
SMALL SIGNAL MODEL OF A SWITCHING SYSTEM
3.1 INTRODUCTION
The general hybrid power electronic model described in the previous chapter mimics the
behavior of a system of power electronic switches, passive devices, and ideal sources.
However, by itself it is not easily solvable either analytically or numerically due to the non-
linear problem of guaranteeing the correct location of the switching instants. Fortunately
a more readily solvable model can be obtained by reducing the hybrid model to its small
signal equivalent. The construction of this small signal equivalent is the topic of this
chapter.
Small signal analysis is the study of deviations from an operating point for a system sub-
jected to small disturbances. The assumption made by this method is that the disturbances
are so small that the deviation of the system can be described linearly. Whilst the small
signal model is strictly only accurate for infinitesimal disturbances, it can be used to pre-
dict the behavior of systems subjected to larger non-infinitesimal disturbances. Of course
the larger the disturbance and the more non-linear the system the more inaccurate the
result. However, the small signal model is easier to manipulate and for many applications
this tradeoff between model accuracy and model form is worthwhile.
Small signal analysis has commonly appeared in power electronics and power systems
[25] literature in various forms. In particular for power electronics, linearized state space
averaging, linearized dynamic phasors, Newton time domain shooting methods and Newton
haromonic domain methods are all based around small signal models.
The key difficulty in developing the small signal model of a power electronic system is defin-
ing the small signal evolution of the system across a switching instant. Here, the switching
instant evolution is described as a difference equation and an impulse implemented as a
dirac delta function. The difference equation is used to relate the states across a switching
instant, and the impulse is injected into the output at the switching instant. Describing
and proving the relationship between the post and pre switching instant, the magnitude
of the output impulse, and the magnitude of the switching instant variation (SIV) itself
are the contributions of this chapter.
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3.2 SMALL SIGNAL ANALYSIS
Small signal analysis1 examines the response of a device to small signal deviations from a
known operating point. Formally, the concept of a small signal representation is derived
with the help of Taylor’s Theorem. Taylor’s theorem states that a function’s evolution
can be exactly described with the use of a power series expansion of its derivatives. The
formal definition of single variable Taylor’s Theorem is defined below in definition 3.1.
Theorem 3.1 (Single-variable Taylor’s Theorem) Suppose we have a single variable
function of the form of equation 3.1
y(x) = f(x) (3.1)
Its deviation from some base case x0 can be described using a power series expansions of
its derivatives as shown in 3.2, if and only if f has derivatives of all orders at the point
x0.
y(x0 +∆x) = f(x0) + f
′(x0)∆x+
1
2!
f ′′(x0)∆x
2 + · · ·+
1
n!
fn(x0)∆x
n (3.2)
Although not shown, a similar power series expansion for a multi-variable system can be
written.
Small signal analysis makes use of Taylor’s theorem and assumes that the function is
sufficiently linear that its behavior can be approximated by its first derivative, the other
terms are considered too small to have an effect. The small signal model is definied
in definition Further, if the disturbance is infinitesimally small then the behavior of the
function can be described exactly by the first derivative. This is shown in Theorem 3.1
for the multi-variable case.
Definition 3.1 (Small Signal Response) If a multi-variable system of the form yn =
fn(x1, x2, ..., xm) is subjected to an infinitesimally small disturbance then the effect of the
disturbance can be described by equation 3.3.

∆y1
∆y2
...
∆yn
 ∼=

∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xm
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xm
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xm


∆x1
∆x2
...
∆xm
 (3.3)
If a function is already linear then its small signal and large signal models are identical.
This is an important observation, as for systems that are composed mainly of linear parts
1The term small signal analysis is interchangeable with the term linearized analysis
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it is only the non-linear parts that need be linearized. This is particularly relevant to
power electronic systems that are often interfaced with completely linear systems and
only occasionally act non-linearly themselves.
3.3 SMALL SIGNAL MODEL OF A POWER ELECTRONIC CONVERTER
The small signal hybrid model of the power electronic converter incorporates the large
signal continuous dynamics of the hybrid system. In contrast the discrete dynamics are
linearized. One consequence of linearization is that the switching instants and the stage
order are assumed to be solved a-priori and form part of the operating point. The effect
of SIVs, as will be shown and proved, is included at the unmodified switching instant by
injecting (or removing) energy into the state using a difference equation and adding an
impulse to the output.
Simplification of the system to the linearized equivalent is not without its cost. Fixing
the stage order and fixing the switching instants degrades the ability of the small signal
model to model the exact behavior of the system. However, it is a potentially useful trade
off as although accuracy is lost, great gains are made in producing a model whose form is
amenable to analysis, gains that are exploited by later chapters.
3.4 BASE OPERATING POINT
The base operating point around which the small signal model is built is the response
of the large signal model over some time interval α < t < β. Normally the system is
assumed to be operating periodically over this interval, however, this is not a necessary
requirement, and in general any response can be considered.
To construct the small signal model of the hybrid power electronic model the information
needed is the stage order, the switching instants, the base case inputs at the switching
instants, the base case initial state, and the base case states at the end of each stage. It is
not necessary to define the states at the start of each stage as these states can be exactly
determined using the transition maps. The inverse, i.e trying to determine the pre-jump
state from the post-jump state, is not always possible as the projection matrices are not
necessarily invertible. These variables along with the DEs of each relevant stage, and the
jump destination maps between them form the minimum information set needed to form
a small signal model. This information is summarized in Table 3.1
3.5 SMALL SIGNAL MODEL DURING A STAGE
The small signal model during a stage is trivial to form as the continuous dynamics of the
hybrid system are completely linear, so they also govern the behavior of the small signal
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Stage Order [1, 2, 3, ...n....N ]
Switching Instants {tθn} ∀ n ∈ 1, 2, ..N + 1
Inputs at SI {uelec (tθn)} ∀ n ∈ 1, 2, ..N
States at end of stage
{
xn
(
t−θn+1
)}
∀ n ∈ 1, 2, ..N
Initial state of the first stage x1 (tθ1)
Stage DE {An, Bn, Cn,Dn} ∀ n ∈ 1, 2, ..N
Jump Destination maps {G[n]} ∀ n ∈ 2, ..N
Jump Sets {V [n], F [n]} ∀ n ∈ 2, ..N
Table 3.1 The base case operating point and other information needed to form the small signal model.
Note that the switching point tθN+1 is the end of the last stage, if the base case is T periodic then tθN+1 = T .
The only jump destination maps and sets that are needed are those that describe how the system evolves
across the base case stage order, a notational change for the Jump destination maps is included where
{G[n]} is associated with the nth switching instant.
model. Formally the small signal model of the nth stage at time t is that given by equation
3.4.
[
∆x˙(t)
∆y(t)
]
=
[
∂x˙(t)
∂x(t)
∂x˙(t)
∂uelec(t)
∂y(t)
∂x(t)
∂y(t)
∂uelec(t)
] [
∆x(t)
∆uelec(t)
]
∀t+θn < t ≤ tθn+1
=
[
An Bn
Cn Dn
][
∆x(t)
∆uelec(t)
]
(3.4)
Alternatively the integral form of this equation is
∆x(t− tθn) = e
Ai(t−tθn )x(t+θn) +
∫ t
t+
θn
eAiτBuelec(τ)dτ (3.5)
The interval which each stage governs the continuous dynamics have been written so that
the stage proceeding a switching instant governs the continuous dynamics at the switching
instant. This is necessary to specify if an impulse in the input is present at the switching
instant. For a small signal model this is highly likely if its inputs are the outputs of other
small signal devices.
3.6 SMALL SIGNAL MODEL AT A SWITCHING INSTANT
If there is no SIV across a stage then the small signal model that describes the state after
a switching instant is simply the difference equation of the base case jump destination
map. Here the projection and injection matrices are written so that they are associated
with the switching instant, rather than with the stages that are jumped between as was
done in the hybrid model.
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∆tθn
Figure 3.1 Large signal effect of SIV. thick base case trajectory thin large signal trajectory when the
switching instant is delayed
∆xn(t
+
θn
) = P [n]∆xn−1(t
−
θn
) +Q[n]∆uelec(tθn)
If a SIV occurs, and assuming the stage order is unaffected, the point where the new stage
is active is delayed or advanced. For a large signal model the effect is that of Figure 3.1.
In this figure two trajectories of a two stage system are shown. The first trajectory called
the base case is shown as a thick grey line. This trajectory is compared with a second
trajectory in which the switching instant between the two stages is delayed. This second
trajectory was found using a large signal model.
A delay in the instant where one set of dynamics takes over from the next is a non-linear
effect. For the small signal model, the entire effect of the SIV is applied at the original
switching instant as a step change in the state and an impulse in the output. Each of
these effects are studied in turn.
3.6.1 Small signal effect of switching instant variation on the state
An example of the small signal step change in state caused by a variation in switching
instant is depicted in Figure 3.2. The size of the step change is found in two steps.
• The base-case of the pre-switching stage is extrapolated to the new SI using the
pre-switching gradient
dxn−1(t
−
θn
)
dt
.
• This value is then extrapolated back to the old SI using the post switching gradient
dxn(t
+
θn
)
dt
.
The size of the step change is then equal to
(
dxn−1(t
−
θn
)
dt
−
dxn(t
+
θn
)
dt
)
∆tθn
The error between the small signal trajectory of Figure 3.2 and the large signal trajectory
of Figure 3.1 is greatest during the switching instant variation ∆tθn .
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∆tθn
∆x(t+θn)
Figure 3.2 Small signal effect of SIV. The deviation in the state in the post switching state is given for
a switching advance of ∆tθn . The base-case is given as the thick grey line, whilst the small signal case is
given as the thin/black line. The construction lines for determining the switching instant variation are
given as dotted lines. These construction lines are the gradient of the base case.
Formally the small signal effect on the state is described using the difference equation,
equation 3.6.
Theorem 3.2 (Small Signal effect of a SIV on the state) If a system switches from
stage n − 1 to stage n at the point tθn, then the effect of an infinitesimal increase in the
switching instant ∆tθn on the state tends to that of difference equation 3.6.
∆xn(t
+
θ ) =
dxn(tθn)
dtθn
∆tθn
=
(
−
dxn(t
+
θn
)
dt
+ P [n]
dxn−1(t
−
θn
)
dt
+Q[n]
duelec(tθn)
dt
)
∆tθn (3.6)
Proof The proof for the small signal effect can be found by examining the large signal
forced evolution across a switching instant from within the pre switching stage (n− 1), to
the post switching stage (n), assuming a known stage order ([n − 1 → n]), and a known
switching instant tθn . The state at the beginning of the evolution is given by xn−1(t0),
which is evolved, along with the forced component, up to the switching instant. The value
of the state, before switching, is given by equation 3.7. In equation 3.7 the term, Φ(t2, t1)
is the state transition matrix from the point t1 to the point t2. If both points are within
the same stage then Φ(t2, t1) = e
An(t2−t1). For a large signal model the state transition
matrix across a switching instant is the projection matrix, i.e. Φ(t+n , t
−
n ) = P [n]
xn−1
(
t−θn
)
= Φ(tθn , t0)xn−1(t0) +
∫ tθn
t0
Φ(tθn , τ)Bn−1uelec(τ)dτ (3.7)
The value just before switching, xn−1
(
t−θn
)
, is transformed at the switching instant to the
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new stage using the nth jump destination map.
xn
(
t+θn
)
= P [n]xn−1
(
t−θn
)
+Q[n]uelec (tθn) (3.8)
This state is then evolved to point t using the state transition matrix of the new stage.
The forced contribution that occurs within this new stage is also included.
xn(t) = Φ(t, t
+
θn
)xn
(
t+θn
)
+
∫ t
t+
θn
Φ(t, t+θn)Bnuelec(τ)dτ (3.9)
The total evolution between t0 and t can be described by firstly evaluating 3.7 into 3.8
and then evaluating into 3.9, the result is equation 3.10.
xn(t) = Φ(t, t
+
θn
)
{
P [n]
{
Φ(tθn , t0)xn−1(t0) +
∫ tθn
t0
Φ(tθn , τ)Bn−1uelec(τ)dτ
}
+Q[n]uelec(tθn)
}
+
∫ t
t+
θn
Φ(t, τ)Bnuelec(τ)dτ (3.10)
The small signal effect of a switching instant change can be found by differentiating equa-
tion 3.10 with respect to tθn to find the derivative
dxn(t)
dtθn
as shown in equation 3.11.
dxn(t)
dtθn
=
dΦ(t, t+θn)
dtθn
xn(t
+
θn
) + Φ(t, t+θn)
{
P [n]
{
dΦ(tθn , t0)
dtθn
xn−1(t0)
+
d
∫ tθn
t0
Φ(tθn , τ)Bn−1uelec(τ)dτ
dtθn
}
+Q[n]
duelec(tθn)
dtθn
}
+
d
∫ t
t+
θn
Φ(t, t+θn)Bnuelec(τ)dτ
dtθn
(3.11)
Then by using the following identities
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dΦ(t, t+θn)
dtθn
= −Φ(t, t+θn)An (3.12)
d
∫ tθn
t0
Φ(tθn , τ)Bn−1uelec(τ)dτ
dtθn
=
dΦ(tθn , t0)
∫ tθn
t0
Φ(t0, τ)Bn−1uelec(τ)dτ
dtθn
= An−1
(
xn−1(tθn)− Φ(tθn , t0)xn−1(t0)
)
+Bn−1uelec(tθn) (3.13)
d
∫ t
t+
θn
Φ(t, t+θn)Bnuelec(τ)dτ
dtθn
= −Φ(t, t+θn)Bnuelec(t
+
θn
) (3.14)
equation 3.11 can be reduced to
dxn(t)
dtθn
= − Φ(t, t+θn)Anxn(t
+
θn
) + Φ(t, t+θn)
{
P [n]
{
An−1Φ(tθn , t0)xn−1(t0)
+An−1
(
xn−1(tθn)− Φ(tθn , t0)xn−1(t0)
)
+Bn−1uelec(tθn)
}
+Q[n]
duelec(tθn)
dt
}
−Φ(t, t+θn)Bnuelec(t
+
θn
)
which can be further reduced by collecting terms to 3.15.
dxn(t)
dtθn
= − Φ(t, t+θn)Anxn(t
+
θn
)−Φ(t, t+θn)
{
P [n]
{
An−1xn−1(tθn) +Bn−1uelec(tθn)
}
+ Q[n]
duelec(tθn)
dt
}
+Φ(t, t+θn)Bnuelec(t
+
θn
)
= Φ(t, t+θn)
{
−
dxn(t
+
θn
)
dt
+ P [n]
dxn−1(tθn)
dt
+Q[n]
duelec(tθn)
dt
}
(3.15)
When the limit t → t+θn is approached then the state transition matrix Φ(t, t
+
θn
) becomes
an identity matrix, and equation 3.15 reduces to equation 3.6.
Remark A SIV only has an effect on those states whose gradient is discontinuous across
the switching instant.
Remark The effect of SIV can be added to the base case jump destination map to form a
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tθn
∆tθn
y(t−θn)
y(t+θn)
Area of Impulse
Figure 3.3 Area of impulse injected to an output for the small signal effect of a switching instant
variation of tθn . The base-case is given as the thick black line.
small signal destination map as written in equation 3.16, which shows that the small signal
change in the post switching instant state ∆xn(tθ+n ) is a function of the small signal change
in the pre switching state ∆xn−1(t
−
θn
), and the small signal change in the the electrical
input at the switching instant ∆uelec(tθn), and any SIV ∆tθn .
∆xn(t
+
θn
) = P∆xn−1(t
−
θn
) +Q[n]∆uelec(tθn)
+
(
−
dxn(t
+
θn
)
dt
+ P [n]
dxn−1(t
−
θn
)
dt
+Q[n]
duelec(tθn)
dt
)
∆tθn (3.16)
3.6.2 Small signal effect of switching instant variation on the output
Switching instant variations only affect the base case output if the output is discontinuous
at the switching instant. The effect is a modulated impulse centered at the base case
switching instant. If the output is continuous across the switching instant there is no
effect of SIV on the output. In the case when the output is discontinuous the area of
the impulse is the difference between the post and pre-switching outputs of the base case
multiplied by the size of the variation, as shown in Figure 3.3.
Theorem 3.3 (Small Signal effect of a SIV on the output) If a system switches from
stage n − 1 to stage n at the point tθn , then the effect of an infinitesimal increase in the
switching instant, ∆tθn on the output tends to that of the impulse of equation 3.17.
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∆y(tθn) =
dyn(tθn)
dtθn
∆tθn
(3.17)
=
{
y(t−θn)− y(t
+
θn
)
}
δ (t− tθn)∆tθn
Proof Equation 3.18 describes the evolution of the output from t0 within stage n− 1 to t
within stage n. The jump between the stages occurs at tθn . The use of Heaviside functions
[26], (where u(t − tθn) in this formula is a Heaviside function that steps at tθn), controls
which stage dictates the output. The terms multiplied by the u(t− tθn) Heaviside function
are the contribution from the n− 1th stage, whilst the terms multiplied by (1−u(t− tθn))
are the contributions from the nth stage.
y(t) = Cnxn(t)u(t− tθn) + Cn−1xn−1(t)
(
1− u(t− tθn)
)
+
(
Dnu(t− tθn) +Dn−1
(
1− u(t− tθn)
))
uelec(t) (3.18)
The derivative dyn(t)
dtθn
can be found by differentiating y(t) with tθn . Note that
du(t−tθn )
dtθn
=
−δ(t− tθ).
dyn(t)
dtθn
=
(
Cn−1xn−1(t
−
θn
)− Cnxn(t
+
θn
) +
(
Dn−1 −Dn
)
uelec(tθn)
)
δ (t− tθn)
=
{
y(t−θn)− y(t
+
θn
)
}
δ (t− tθn)
This derivative is zero valued everywhere except at the switching instant tθ where it is an
impulse.
In Wood[27], Hume [5], and Laird [28] this same result is found using Schwartz’s analysis
of the pulse duration modulator [29].
3.6.3 Magnitude of the switching instant variations
There are two types of SIVs, those originating from a controller, and those that are au-
tonomously determined by variables within the electric circuit.
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Controlled Switching Instant Variation The control switching instant variations are
determined by the vector ∆uctrl(t). This vector has a different form to its hybrid system
large signal equivalent uctrl(t). Instead of being a set of discrete control orders, one for
every controllable switch, the small signal version contains one element for every controlled
switching instant of the base base. For example the buck-boost converter operating in
discontinuous stage for one cycle as illustrated in the previous chapter in Figure 2.8, will
have small signal control signal with two elements one for the turn on firing signal at tθ1
and one for the turn off signal at tθ2 , i.e.
∆uctrl(t) =
[
∆tθ1(t)
∆tθ2(t)
]
(3.19)
Each element of the small signal control vector is the small signal delay (or advance if
negative) of the control switching instant. Potentially these elements are time varying
due to the controller dynamics, but it is the value at the base case switching instant that
determines the size of the delay (or advance). If a controller is included then it is likely that
it would need to be linearized to produce the small signal control vector. It is suspect that
in most cases a technique similar to finding the autonomous switching instant variation of
the power electronic converter would be employed.
Autonomous Switching Instant Variation Autonomous switching instant variations
are the result of some disturbance in the system space, xn−1(t), or the electrical input,
uelec(t), at the base case switching instant. Their linearization is detailed below.
Recall that a jump set in the hybrid power electronic model is a function of the input
uelec(t), and the state, which for a small signal model will be that of the stage before the
switching instant, xn−1(t). As the stage order is fixed, the jump set that was satisfied in
the base case is the same jump inequality to be satisfied in the small signal model. The
general form of such an autonomous jump set inequality is,
Vn(t) ≤ g1nxn−1(t) + g2nuelec(t) or
< g1nxn−1(t) + g2nuelec(t)
The small signal variation is expressed in equation 3.20, and given the term ∆Vn(t).
∆Vn(t) = g1n∆xn−1(t) + g2n∆uelec(t) (3.20)
An autonomous jump occurs the moment the system enters the set. If a system is disturbed
then the location of the jump is delayed or advanced. The linearized prediction of this
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tθn
∆tθn
Vn(t
−
θn
) + ∆Vn(t
−
θn
)
Vn(t
+
θn
)
Figure 3.4 The linearized prediction, ∆tn, of an autonomous switching instant variation resulting from
a ∆Vn(tθn) increase in the right hand side of the jump set inequality. Solid/Grey Base Case Black
Large signal Jump inequality right hand side distortion. Thin/Dotted Construction lines used to find
the linearized SIV.
variation is depicted in Figure 3.4, where the gradient of the base case trajectory, and the
small signal variation in the right hand side of the autonomous jump set inequality are
used to determine the size of the SIV. Formally the linearized prediction of SIV is given
by Theorem 3.4.
Theorem 3.4 (Small signal variation of an Autonomous Switching instant) If a
system autonomously switches from stage n− 1 to stage n at the point tθn , then the effect
of infinitesimal deviations in the state ∆xn−1(t) and/or input ∆uelec(t) on the switching
instant tends to that of 3.21, if and only if the base case of the jump set inequality Vn(t)
is continuous at the base case switching instant.
∆tθn = −
1
dVn(t
−
θn
)
dt
{
g1n∆xn−1(t
−
θn
) + g2n∆uelec(tθn)
}
(3.21)
Remark If the base case Vn(t) is discontinuous at the switching instant, then small signal
changes in the right hand side of the jump set inequality have no linear effect on the location
of the switching instant.
Remark In cases where a controlled jump set is primed to jump as soon as the jump set
is entered then it is treated in the same manner as an autonomous jump set.
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3.7 COMPLETE SMALL SIGNAL MODEL OF AN IDEAL POWER ELECTRONIC
SYSTEM
The complete small signal response is the enumeration of a base case operating point, a
set of differential equations describing the small signal response during the stages, a set of
difference equations that describe how the state jumps between stages, a set of dependent
impulses that describes the output at the switching instants, and finally a set of difference
equations that describe the size of autonomous SIVs. Formally the small signal response
is defined below in Definition 3.2.
Definition 3.2 (Small Signal Response ) The small signal response of a power elec-
tronic system is described by the following five equations. The first two describe the output
and state during the nth stage’s evolution. The third and the fourth describe the output
and state at the nth switching instant . The final equation determines the magnitude of
SIV if the nth switching instant is autonomous.
∆x˙n(t) = An∆xn(t) +Bn∆uelec(t)
∆y(t) = Cn∆xn(t) +Dn∆uelec(t)
∆xn(t
+
θn
) =
(
−
dxn(t
+
θn
)
dt
+ P [n]
dxn−1(t
−
θn
)
dt
+Q[n]
duelec(tθn)
dt
)
∆tθn
∆y(tθn) =
{
y(t−θn)− y(t
+
θn
)
}
δ (t− tθn)∆tθn
∆tθn = −
1
dVn(tθn )
dt
{
g1n∆xn−1(tθn) + g2n∆uelec(tθn)
}
3.8 S-DOMAIN
No restriction on the input waveforms have so far been applied and they have been as-
sumed to be of any form, including discontinuous signals, and they have been assumed
easily integrated. Unfortunately the solvability of some integrals is not certain or at best
extremely difficult. To remove this uncertainty the input signals are restricted to a set of
signals that have known integrals, collectively this set is called the s-domain and is the set
of complex exponentials of the form shown in equation 3.22.
u(t) = u0e
st ∀ u ∈ ℜn×1 and ∀ s ∈ C (3.22)
The vector u0 is a real vector of length n× 1 and s is any complex number.
At first glance this may seem a restrictive set of signals, however, thanks to the Fourier
Transform all signals which are physically realizable [30] can be expressed as a set of
32 CHAPTER 3 SMALL SIGNAL MODEL OF A SWITCHING SYSTEM
complex time dependent (s-domain) exponentials. Restricting inputs to this set is common
in modern LTI control theory [31] [32], and besides being readily integratable their use also
facilitates advanced system and control analysis. The evolutions of LTI systems disturbed
by s-domain signals is described in Table 3.2.
LTI System Description symbol formula
Steady State xss(t) Tns(sI − λns)
−1T+nsBu0e
st
Transient response xtr(t) e
Atx(t0)− Tnse
λnst(sI − λns)
−1T+nsBu(t0)
Resonant response xrr(t) TstT
+
s Be
λstu0
Output response y(t) C (xss(t) + xtr(t) + xrr(t)) +Du0e
st
Table 3.2 The LTI systems responses when the input is restricted to signals from the s-domain, including
where s is an Eigenvalue of the dynamics matrix A
.
The equations of this table are different to those found in most references [31] [32]as they
include the response that occurs when s is an Eigenvalue of A. This response is called here
the resonant response. Including resonance is performed by partitioning the system in two;
the first part is associated with Eigenvalues equal to s, λs, and the second part is associated
with the other Eigenvalues λns. These parts are called the singular and non-singular parts
respectively, and their segregation is performed by the non-square transforms Ts, Tns,
and their pseudo-inverses T+s , T
+
ns. Those transformations and the proof for the correct
evolution of a resonating LTI system are given in Appendix A. An example of when the
resonant response occurs is during the charging stage of the buck-boost converter where
the inductor is excited by the DC voltage source.
For a PWL system, each stage has its own steady state, transient and resonant responses.
To explicitly identify that a response is for a particular stage they are called within this
thesis a stage’s partial steady state (PSS), partial transient (PT), and partial resonance
(PR)2. As they are of central importance to the analysis of the following chapters their
formal definitions are included below in definitions 3.3, 3.4, and 3.5.
Definition 3.3 (Partial Steady State (PSS)) Each stage in an N stage system when
excited by an input of the form uelec(t) = u0e
st will have a resonant response which contains
the partial steady state as given by equation 3.23.
xPSSn(t) = Tnsn(sI − λnsn)
−1T+nsnBnuelec0e
s(t−tθn ) (3.23)
Definition 3.4 (Partial Transient (PT)) Each stage in an N stage system has a re-
sponse related to the relaxation of the stage’s states. This relaxation is called the partial
transient, and for the nth stage, starting at tθn the PT is given by equation 3.24.
xPTn(t) = e
An(t−tθn )xn(t
+
θn
)− Tnsne
λnsn t(sI − λnsn)
−1T+nsnBnuelec(tθ+n ) (3.24)
2The PSS and PT are terms that have been previously used by [15] [5]
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Variable Value
Stage order {4, 2, 1}
C 50µF
R 1Ω
L 9µH
fs 20000Hz
Duty Cycle 10%
tθ1 0
tθ2 5.00 × 10
−6
tθ3 3.30 × 10
−5
tθ4 5.00 × 10
−5
vdc 15V
x1(t
−
θ1
) = x1(T
−) −1.9346V
x4(t
−
θ2
) [8.3333A − 1.7505V ]
x2(t
−
θ3
) [0.0000A − 2.7191V ]
Table 3.3 Buck-Boost operating point
Definition 3.5 (Partial Resonance (PR)) When each stage in a N stage system is
subjected to a s-domain signal whose s component is equal to an Eigenvalue of the stages
dynamics matrix, An, then the system will have a partial resonance that evolves according
to equation 3.25.
xPR(t) = Tsn(t− tθn)T
+
sn
Bne
s(t−tθn )u0 (3.25)
3.9 BUCK-BOOST CONVERTER EXAMPLE
The linearization of a converter is demonstrated using the discontinuous buck-boost con-
verter to solve an initial value problem of a converter deviated from its operating point.
The base case is described in Table 3.3. In this case the base case is T-periodic so the
length of the base case can easily be extended by the appending additional cycles.
The converter is subjected to the electrical source disturbance of 1V, 0Hz, and a control
disturbance of 1% increase in duty cycle or ∆tθ2 = 5 × 10
−7. The small signal deviation
from the operating point is shown in Figures 3.5, and 3.6 respectively. For comparison
with the large signal effect each figure also shows the effect of the disturbances as modelled
by PSCAD.
The inductor current does not exist as a state during stage 1 which exists between tθ3
and tθ4. In Figures 3.5 and 3.6 the inductor current during this interval is shown as zero
valued. Strictly speaking the inductor current should not exist during the interval, and
the current waveform should be discontinuous.
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(b) DC source current
Figure 3.5 1 Volt step change change in DC source voltage thick Large signal (PSCAD), thin small
signal response.
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(b) DC source current
Figure 3.6 1% duty cycle increase thick Large signal (PSCAD), thin small signal response NOTE:
The impulses of the small signal model have been artificially scaled to be the same height as the PSCAD
pseudo-impulses, however, both the PSCAD and small signal impulses have the same time area
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3.10 DISCUSSION
The comparison between the small signal and the PSCAD simulations are remarkably
similar, and the buck-boost can be deemed highly linear. This conforms to similar obser-
vations made by Hume [5] who observed that the Graetz Bridge was also highly linear.
It would be premature to suggest that all power electronic devices exhibit this linearity;
however, it is at least a good basis for pursuing the linear modelling of power electronic
converters.
An interesting feature of the buck-boost converter in discontinuous operation is that al-
though it has an autonomous switching instant, its variation has no linear effect on either
of the states. This can be shown by the evaluation of equation 3.6 for the buck-boost
converter across the autonomous switching instant tθ3, as shown in 3.26 (remembering
that the stage order is 4,2,1).
∆x1(t
+
θ3
) =
∂xn(tθ3)
∂tθ3
∆tθ3
=
(
−
∂x1(t
+
θ3
)
∂t
+ P [3]
∂x2(t
−
θ3
)
∂t
+Q[3]
∂uelec(t
−
θ3
)
∂t
)
∆tθ3
=
(
−
[
5.4383 × 104
]
+
[
0 1
] [−3.0213 × 105
5.4383 × 104
]
+
[
0
] [
0
])
∆tθ3
= 0 ∆tθ3 (3.26)
The interpretation of the above evaluation is that the base case capacitor voltage is con-
tinuous across the switching instant, whilst the inductor current is non-existent in the post
switching stage.
3.11 CONCLUSIONS
A small signal time-domain model of the hybrid power electronic system is derived in
this chapter. The resulting model is a mix of both differential and difference equations.
The differential equations describe the continuous dynamics of the small signal model
using the same equations found in the hybrid model. The discrete dynamics of the hybrid
system are frozen by the linearization and their small signal remains are modeled using
difference equations, and an injected impulse. The s-domain was introduced to ensure the
stage integrals are easily solvable. The resulting model was implemented for a buck-boost
converter operating discontinuously and it was shown that the buck-boost converter’s
behavior is very linear.
Chapter 4
SMALL SIGNAL SOLUTION TO THE CYCLIC STEADY
STATE
The first application of the small signal model explored in this thesis is solving the cyclic
steady state 1 (CSS) problem of a power electronic converter subjected to periodic excita-
tion and control. In the formulation studied here it is assumed that the stage sequence is
known a-priori. The problem that remains is finding the switching instants and the states.
These two interdependent parts are solved congruently using a numerical method. The
first part, the so called two point boundary value (TPBV) problem, solves for the state
so that its evolution does not deviate across a cycle, i.e. x(α) = x(T + α). The second
part, called here the switching problem, solves for the steady state autonomous switching
instants. It is this latter part that makes the CSS problem non-linear and requires its
solution to be found using a numerical technique.
Solving the CSS can be achieved with a transient simulation such as PSCAD-EMTDC,
EMTP, SPICE. With a simulator the solution is obtained by running until the simulation
has reached a cyclic steady state. This method is called contraction mapping [33] [34],
or more simply the brute-force method. This method of solving the CSS is essentially an
initial value interpretation of the TPBV problem, where the switching instants are solved
as a by-product. Although not tremendously fast the technique does have the additional
benefits of solving the stage sequence problem.
An alternative technique that has received some attention in power electronic literature
and circuits and systems literature, is the shooting method. The shooting method is a
technique developed for solving TPBV problems of non-linear equations [35] [36]. Like
most numerical techniques it begins with an initial estimate, or candidate solution, of
the unknowns at each boundary point. This guess is then used to construct a trajectory
to shoot the known and unknown variables of the other boundary. The magnitude of
the trajectories’ miss of the target is used to update the solution. The technique almost
exclusively used for calculating this update is to use a sensitivity matrix (also called the
1It would be more usual to call this the periodic steady state, however it is called the cyclic steady state
in this thesis to avoid an acronym conflict with the partial steady state
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Jacobian, or the partial derivative) of the trajectory. This method of updating is a Newton
method and is much faster than contraction mapping.
The shooting method was first reported for the solution of circuits and systems by Aprille
and Trick [33]. In their analysis the shooting method was used to solve the TPBV of non-
linear models. Their emphasis was not on the piece-wise linear power electronic circuits,
which are the focus of this thesis, but rather on more exotic oscillatory style circuits or
naturally commutating circuits with non-ideal switch models. In [37] Aprille and Trick
extended their algorithm to circuits whose period is not known a-priori. Their work has
been expanded by many others included but not limited to [38] and [39]. In both these
works the algorithm is extended to multi-point boundary value problems where the system
is solved at multiple points along the periodic solution. This method increases the number
of solution variables, and consequently increases the amount of computation required in
each iteration. However it is reported to offer better convergence [39] than a classic TPBV
algorithm.
Armanazi [40] used the shooting method of Aprille and Trick to solve for piece-wise linear
circuits. In Armanazi’s treatment, the switching instants, the sensitivity matrices, and the
stage sequence are discovered during a time domain simulation of the trajectory using a
finite difference method developed in Armanazi’s dissertation [41].
In [34] El-Bidweihy and Al-Badwaihy solved both the autonomous switching instants and
the state using two Newton algorithms iterated consecutively. The algorithm is limited to
solving those circuits with either one autonomous switching instant per cycle, or several
that are switched equally distant from each other.
In [42], Kato used a shooting method whose TPBV sensitivity matrix accounted for SIVs,
but as was mentioned in the previous chapter only for systems where the state is continu-
ous across the switching instant. Independently, Bedrosian and Vlach [43] used a shooting
method that also contained a sensitivity matrix that accounted for switching instant vari-
ation, but unlike Kato’s analysis, Bedrosian and Vlach’s was able to model states that
were discontinuous across the switching instant, using a complicated two-step approach
[20].
Contreras-Sampayo et al. [44] recognized that as the algorithm neared the correct solution
(typically after the first iteration) the stage sequence of the system would often not alter
in subsequent iterations. This was taken advantage of by appending the shooting method
with a switching instant problem, where the autonomous switching instants became part
of the Newton solution. Evolution and sensitivity across each stage were calculated with
PT and PSS s-domain evolutions of the type advanced in Section 3.1 of the last chapter.
Another novel aspect of the work is that the algorithm is the form of MPBV solution
where the states were solved at each switching instant. The shortcoming of their analysis
is that discontinuous states at switching instants were not solved.
In this chapter a Newton shooting method is developed directly from the small signal
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model of the previous chapter. Two special cases of the algorithm are discussed. The
first special case is when the state transition matrix across a cycle contains only zeros.
This occurs when no transient energy is retained across a cycle of the system, in this case
only the switching problem is solved. The second special case is when every switching
instant is fixed by the controller. In this case the system is linear, and a single iteration
is sufficient to solve the system. The algorithm is demonstrated by finding the CSS of the
now familiar buck-boost converter, and to another converter, the Graetz Bridge, whose
simplified hybrid model is also introduced.
The contribution of this chapter is the demonstration of the small signal model as a core
component of a common power electronic analysis technique. The minor contributions
of the chapter include modelling of states that are discontinuous at switching instants,
calculating the sensitivities across the switching instants analytically, and calculating the
evolution and sensitivities between switching instants analytically (including resonating
stages).
4.1 TIME DOMAIN CYCLIC STEADY STATE ALGORITHM
Before the full algorithm is examined, both the TPBV problem and the switching instant
problem are stated.
4.1.1 Switching instant problem
The switching instant problem (SI) is the problem of determining when the autonomous
jumps are satisfied. As the stage order is known a-priori it is already known which
autonomous jump sets will be satisfied. Formally the switching instant (given for the nth
switching instant) problem is that of Definition 4.1.
Definition 4.1 (Switching Instant Problem) Given an autonomous jump set Vn ≥
g1nxn−1(t) + g2nu(t) (or Vn > g1nxn−1(t) + g2nu(t)) the switching instant problem is
solved when t is found such that the jump set is satisfied at its boundary. This t is the nth
switching instant tθn.
4.1.2 Two Point Boundary Value Problem
A two point boundary value problem, as the name suggests, differs from an initial value
problem in that the conditions are specified at two points, typically the end points of an
interval. Formally the TPBV problem is specified in Definition 4.2. The problem is solved
by determining the unknown variables at each end point. Although seemingly a simple
modification to the initial value problem, the TPBV problem has far more complicated
uniqueness and existence properties than the initial value problem. The details of the
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existence and uniqueness are beyond the scope of this thesis, but any interested reader
should begin by consulting [26] or [35].
Definition 4.2 (Two point Boundary Value problem) Given a function (or system)
of order N and of the form x(t + τ) = f(x(t), u(t)), where x(t) is a vector of elements[
x1(t), x2(t) , ..., xi(t), ..., xN (t)
]
. Then the two point boundary value problem is determin-
ing x(t) ∀ t over the interval γ < t < δ, that satisfies the K boundary conditions of the
form ck = gk(x(α), x(β)) defined at the points α and β within the interval.
For the CSS problem the boundaries of interest are the implicit boundaries known as the
periodic boundary value conditions [36]. For these boundaries, the system is defined over
the complete time domain interval(i.e. −∞ < t < ∞ )and the boundary conditions at α
and T + α are defined in Definition 4.3 using a similar form to that suggested by Aprille
[33].
Definition 4.3 (Periodic Boundary Conditions) The periodic two point boundary con-
ditions are of the form of equation 4.1.
x(α) − x(T + α) = 0 (4.1)
Typically α is replaced with t = 0.
As stated in the introduction the method advanced here to solve the TPBV problem is via
the shooting method using a Newton algorithm. The Newton algorithm also simultane-
ously solves the switching instant problem in parallel. The details of this parallel solution
are outlined in the following section.
4.1.3 Newton Method
The Newton method is a numerical method for finding the roots of a function by using its
gradient to update successive candidate solutions. For the cyclic steady state problem the
solution variables are the initial state that satisfies the periodic TPBV problem, and the
autonomous switching instants, as shown equation 4.2.
[
x1(t
+
θ1
)
{tθn}n∈{a}
]
(4.2)
The set {a} is the set of autonomous switching indices, {tθn}n∈{a} is the set of autonomous
switching instants, and x1(t
+
θ1
) is the initial state at the start of the very first stage.
Similarly although not in the above equation {c} is the set of controlled switching indices
and {tθk}k∈{c} is the set of controlled switching instants.
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The mismatch equation set for the CSS problem has contributions from both the TPBV
and the SI parts of the CSS problem. The TPBV problem contributes a single equation
which is the initial condition compared to the summation of the forced contribution of
each stage evolved to the end of the cycle and the initial conditioned multiplied by the
cyclic length state transition matrix, as shown in equation 4.3.
M [x1] = f
(
x1(t
+
θ1
), {tθn}n∈{a}, {tθn}n∈{c}, uelec(t)
)
(4.3)
When evaluated, the homogenous function is equal to the difference of the initial condi-
tion, x1(t
+
θ1
) and the initial condition evolved across a cycle, Φ(T + t+θ1, t
+
θ1
)x1(t
+
θ1
). The
contribution from the forced response is the summation of the forced responses at the end
of each stage evolved to the end of cycle, as shown below.
M [x1] = Φ(T + t
+
θ1
, t+θ1)x1(t
+
θ1
)− x1(t
+
θ1
)
+
N∑
n=2
Φ(T + t+θ1 , t
+
θn
)
(
P [n]
[
xPSSn−1(t
−
θn
) + xPRn−1(t
−
θn
)
]
+Q[n]uelec(tθn)− xPSSn(t
+
θn
)
)
The switching instant problem contributes one equation for every autonomous switching
instant as shown in equation 4.4.
{M [tθn ]}∀ n∈{a} = g
(
x(t+θ1), {tθn}n∈{a}, uctrl, uelec(t)
)
= g1n xn−1(t
−
θn
) + g2n u(tθn) (4.4)
The switching instant mismatch is a function of the state just before the switching instant,
xn−1(t
−
θn
). This state is the candidate initial state evolved from the first stage to t−θn ,
summed with the effect of the forced responses of those stages before the switching instant,
also evolved to the point t−θn . Increased efficiency of the algorithm can be gained by
obtaining these values during the calculation of equation 4.3.
The location of the switching instants in equations 4.3 and 4.4 are either specified by
the controller in the case of a control switching instant, or are taken from the candidate
solutions of the autonomous switching instants. It is also assumed that the electrical input
contains only harmonics of the pumping frequency. Consequently the evolutions across
each stage are governed by the equations of Table 3.2.
To solve the mismatch equations using a Newton algorithm, the gradient (or Jacobian) of
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the mismatches with respect to the solution variables is required. This Jacobian can be
broken down into four sections as shown in equation 4.5.
J =

∂M [x1]
∂x1(t
+
θ1
)
{
∂M [x1]
∂tθk
}
{
∂M [tθn ]
∂x1(t
+
θ1
)
} {
∂{M [tθn ]}
∂tθn
}
 (4.5)
The partial derivatives that form the Jacobian can be obtained from the small signal model
of the previous chapter, the elements of each of the partial derivatives are shown below in
equation set 4.6.
∂M [x1]
∂x(t+
θ1
)
= Φ(T + t+θ1 , t
+
θ1
)− 1
∂M [x]
∂tθn
= Φ(T + t+θ1 , t
+
θn
)
(
− ∂xn
∂t
(
t+θn
)
+P [n]∂xn−1
∂t
(
t−θn
)
+Q[n]
∂uelec(tθn)
∂t
)
∀ n ∈ {a}
∂M [tθn ]
∂x1(t
+
θ1
)
= g1nΦ(t
−
θn
, t+θ1) when n ∈ {a}
∂M [tθn ]
∂tθn
= g1n
∂xn−1
∂t
(t−θn) + g2n
∂u
∂t
(tθn) ∀ n ∈ {a}
(4.6)
To increase efficiency of an implementation the state transition matrixes of the Jacobian
can be scavenged from their prior calculation during the evaluation of the mismatch equa-
tions.
4.2 SIMPLIFIED CYCLIC STEADY STATE PROBLEM
No autonomous switching instants Two simplifications to the CSS problem can
be made for two classes of systems. The first class of systems are those in which all
switching instants are specified by the controller. In this class there are no autonomous
switching instants to be solved and finding the CSS is reduced to solving the TPBV
problem. Additionally solving this TPBV problem can be achieved in a single iteration
from any candidate solution as the problem is now completely linear. The mismatch
equation for this special case is that of equation 4.7, whilst the Jacobian is that of equation
4.8.
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M [x] = f
(
x1(t
+
θ1
), {tθn}n∈{c}, uelec(t)
)
= Φ(T + t+θ1 , t
+
θ1
)x1(t
+
θ1
)− x1(t
+
θ1
) +
N∑
n=1
Φ(T + t+θ1 , t
+
θn
)
(
P [n]
[
xPSSn−1(t
−
θn
) + xPRn−1(t
−
θn
)
]
+Q[n]uelec(tθn)− xPSSn(t
+
θn
)
)
(4.7)
∂M [x]
∂x(t+θ1)
= Φ(T + t+θ1 , t
+
θ1
)− 1 (4.8)
No cyclic length transients The second class of systems that can be simplified are
those where the transient evolutions do not completely span the length of the cycle. Typi-
cally this occurs when there is a stage with no independent energy. An example system of
this class is the Graetz Bridge, and the solution to its CSS is the focus of Section 4.4. In
all such systems there is at least one jump destination map where the projection matrix
is either null or zero valued2. At the associated switching instant no independent energy
is projected across to the states of the next stage. In these systems the solution variables
are reduced to just the autonomous switching instants. The mismatch equations used to
find the solution of these systems are of the form of equation 4.9. The partial derivative,{
∂M[tθk ]
∂tθk
}
, that is used in the Newton update of this class is diagonal. The diagonal
elements are of the form of equation 4.10.
{M [tθn ]} = g1nxn−1(t
−
θn
) + g2nu(tθn) ∀ n ∈ {a} (4.9)
{
∂M [tθn ]
∂tθn
}
= g1n
∂x−n−1(tθn)
∂t
+ g2n
∂u
∂t
(tθn) ∀ n ∈ {a} (4.10)
The mismatch equation of this special case, like that of the general TPBV of Section 4.1,
requires the state to be known at each autonomous switching instant. However, due to
their being no cyclic length transient evolution, the state is obtained not by evolving from
a candidate solution of the state, but by evolving from the closest preceding switching
instant that has a jump destination map with a null (or zero valued) projection matrix.
2In a multi-variable systems this may not be quite true. If a system has several independent states that
have a section of evolution where they do not interact with each other, then each state could be nullified
at different switching instants during that section of evolution.
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Figure 4.1 Comparison between the PSCAD solution to the CSS of a discontinous buck-boost converer,
and the Newton solution. thick PSCAD Black/Thin Newton Method.
4.3 BUCK-BOOST EXAMPLE
The discontinuous buck-boost converter’s cyclic steady state is solved using the TPBV
Newton technique outlined in this chapter. The assumed stage sequence, electrical inputs,
and control switching orders are summarized in Table 3.3 of Chapter 3. The initial states
are all set to zero, whilst the initial estimate of tθ3 was 0.01ms. The solved CSS is shown
in Figure 4.1, and is compared to that found using a PSCAD Simulation. The Newton’s
method converged in 7 iterations, the initial state and the autonomous switching instant at
the start of ever every iteration is summarized in Table 4.1. As the converter is operating
in discontinuous mode, the inductor current is always zero at tθ1, so only the capacitor
voltage need be recorded. As can be seen from this table the autonomous switching instant
was only updated after the second iteration, in the experience of this author this method
converges more readily than allowing the autonomous switching instance to be updated
at the very first iteration.
The system was also solved by reusing the second iteration’s Jacobian in subsequent it-
erations. This method, as discussed in [36], still converges to the solution, but after a
greater number of iterations, in this case 22 iterations instead of 6. Although the method
uses more iterations, it can be quicker as computational time is saved as the Jacobian is
not formed or inverted in each iteration. Actual speed comparisons are not given in this
thesis, as the code used to generate the result is not optimized enough to produce any
meaningful comparison.
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iteration tθ3 (ms) vc(tθ1)
1 0.01000 0
2 0.01000 -0.3530
3 0.01731 -4.3147
4 0.03033 -1.0921
5 0.03181 -2.0993
6 0.03297 -1.9435
7 0.03298 -1.9345
Table 4.1 The candidate solutions before each iteration of the Buck-Boost converter
−va+ R1 L1
−vb+ R2 L2
−vc+ R3 L3
T1
T2
T3
T4
T5
T6
vdc
(a) Graetz Bridge
(b) Conduction Stage (c) Commutation Stage
Figure 4.2 Graetz bridge, with AC side connected in a floating neutral star configuration, DC side
connected to a current source, and resistance in each transformer limb.
4.4 GRAETZ BRIDGE EXAMPLE
The second example used to demonstrate and validate the CSS algorithm is the Graetz
Bridge. The hybrid model of the Graetz bridge is presented in sufficient detail for finding
the CSS under normal operating conditions.
4.4.1 Hybrid model
The Graetz Bridge is modelled here using the same system boundaries used by [5], [45],
[46] and [15], and depicted in Figure 4.2. These boundaries are used in this thesis to
be consistent with this past literature. Other boundaries, such as including a DC side
inductor, could easily be used.
46 CHAPTER 4 SMALL SIGNAL SOLUTION TO THE CYCLIC STEADY STATE
One consequence of the configuration of Figure 4.2 is that during conduction those in-
ductors of the conducting phases are dependent on the DC current source. This source
dependent inductor requires the gradient of the current source to determine the voltage
drop across it. Fortunately if the system is only subjected to s-domain signals then the
gradient can be easily found.
I/O This model’s electrical input on the AC side is three star connected voltage sources,
whilst on the DC side the input is a single current source. The control input is modelled
here as six individual signals, one for each type II switch (Thyristor). The vector input
and output vectors are listed below.
y(t) =

ia(t)
ib(t)
ic(t)
vdc(t)
 uelec(t) =

va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
 uctrl(t) =

gate1(t)
gate2(t)
gate3(t)
gate4(t)
gate5(t)
gate6(t)

The gate signals can be rewritten in terms of, α, as shown in equation 4.11.

gate1(t)
gate2(t)
gate3(t)
gate4(t)
gate5(t)
gate6(t)

=

1
1
1
1
1
1

[
α(t)
]
+

0
T
6
T
3
T
2
2T
3
5T
6

(4.11)
Stages Although this model has 6 switches, and potentially 26 stages, only twelve are
considered here; the six commutation stages, and the six conduction stages. Examples
of both a commutation stage and a conduction stage are depicted in Figures 4.2(b) and
4.2(c) respectively. The switching arrangement for all 12 stages are shown in Table 4.2.
The base-case stage sequence assumed in the Graetz Bridge is that of its normal operation
and shown in equation 4.12.
[12, 1, 7, 2, 8, 3, 9, 4, 10, 5, 11, 6] (4.12)
Governing equations Examples of the equations that govern the dynamics of each
stage are shown in equation 4.13, and equation 4.14. As there are no independent states
in the conduction circuit, the governing equations’ only non-zero matrix is the D feed-
forward matrix.
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Stage T1 T2 T3 T4 T5 T6
1 • •
2 • •
3 • •
4 • •
5 • •
6 • •
7 • • •
8 • • •
9 • • •
10 • • •
11 • • •
12 • • •
Table 4.2 Graetz Bridge Stages Switching topologies, the first 6 stages are conduction stages, and the
last 6 are commutation stages
The governing equation for stage 7 of the Graetz Bridge is that of equation 4.13. The
state of the system is called the commutation state and is the current flowing through the
thyristor that is commutating on. In the case of stage 7 this is the current in thyristor 2.
Similar equations can be written for the other 5 commutating stages.
[
˙icom(t)
]
=
[
−R2+R3
L2+L3
] [
icom(t)
]
+
[
0 1
L2+L3
− 1
L2+L3
R2
L2+L3
L2
L2+L3
]

va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt


ia(t)
ib(t)
ic(t)
vdc(t)
 =

0
1
−1
−R3 + L3
(R3+R2)
L2+L3

[
icom(t)
]
+

0 0 0 1 0
0 0 0 −1 0
0 0 0 0 0
1 − L3
L2+L3
L3
L2+L3
− 1 −R1 −
L2R2
L2+L3 −L1 −
L2L3
L2+L3


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
(4.13)
The governing equation for stage 1 of the Graetz bridge is that of equation 4.14. Similar
equations can be formed for the other five conducting stages.
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
ia(t)
ib(t)
ic(t)
vdc(t)
 =

0 0 0 1 0
0 0 0 −1 0
0 0 0 0 0
1 −1 0 −(R1 +R2) −(L1 + L2)


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
 (4.14)
Jump Sets The jumps from conduction stages to commutation stages are controlled
jumps, whilst the jumps from commutation to conduction stages are autonomous. Each
of the autonomous jumps occur when the current in the commutating off thyristor reaches
zero. The inequalities that describe the areas of the autonomous jump sets are summarized
in equation set 4.15.
idc − icom ≤ 0 Rectifier Positive rail
idc + icom ≤ 0 Rectifier Negative rail
−idc + icom ≤ 0 Inverter Positive rail
−idc − icom ≤ 0 Inverter Negative rail
(4.15)
Jump Destination Maps The projection maps are non-square matrices, either R1×0
for conduction to commutation or R0×1 for commutation to conduction. The injection
maps are zero valued.
This completes the hybrid model of the Graetz Bridge in sufficient detail to find the cyclic
steady solution of a bridge under normal operation.
Model Parameters The inputs, the switching regime, and the transformer inductance
are from the Y connected rectifier bridge of the CIGRE Benchmark [47] (R = 1Ω and
L = 0.0428H), subjected to a 375.36kV peak 3-phase AC side voltages, and a 2kA DC
current.
4.4.2 Solution to the CSS problem
The Graetz bridge cyclic steady state is solved using the algorithm outlined in this chapter.
As transients only occur in the commutation stages the simplified CSS method is used and
the solutions are the autonomous switching instants. Although not presented in this thesis,
the model has been verified for a range of different resistance values, and unbalanced inputs.
The solved CSS is shown in Figure 4.4.2, and is compared to that found using a PSCAD
Simulation. The candidate solutions after each iterative step are summarized in Table 4.3.
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Figure 4.3 Comparison between a PSCAD solution to the CSS of a Graetz Bridge, and a Newton
solution. grey/thick PSCAD, black/thin Newton.
iteration tθ2 (ms) tθ4 (ms) tθ6 (ms) tθ8 (ms) tθ10 (ms) tθ12 (ms)
1 3.3599 6.6932 10.0265 13.3599 16.6932 20.0265
2 3.2252 6.5585 9.8918 13.2252 16.5585 19.8918
3 3.2201 6.5534 9.8867 13.2201 16.5534 19.8867
4 3.2201 6.5534 9.8867 13.2201 16.5534 19.8867
5 3.2201 6.5534 9.8867 13.2201 16.5534 19.8867
Table 4.3 The candidate solutions after each iteration of the Graetz Bridge converter
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4.5 DISCUSSION
The algorithms presented can only solve the cyclic steady state of a converter if the stage
sequence is known. In general this assumption can’t be made and in practice a transient
simulator would need to be used in tandem with the shooting method. Even relatively
simply DC:DC converters using “on”,“off” duty cycle control are reported to have four
unique stage sequences[48]. A further example is a Graetz bridge with µ > 60o, in which
case simultaneous commutations occur on the upper and lower rails. It is envisaged that
initially a transient simulator would simulate the circuit until a correct stage sequence is
suspected, at that point the shooting method would then be used to quickly find the exact
cyclic steady state. It is expected that in most cases only a single cycle of simulation would
need to be performed to reach this point. Additionally the shooting method should stop
iterating if it starts to diverge or the switching instants become inconsistent in which case
the simulator should be restarted to find a new stage sequence, and using this new stage
sequence a further attempt could be made to solve the CSS with the shooting method.
4.6 CONCLUSION
The small signal model was used to form a general solution to the cyclic steady state of a
power electronic converter subjected to a periodic excitation and control. The algorithm
developed used a Newton technique to solve a boundary value problem. Two simplifi-
cations were made for two special classes of system. The first class had no autonomous
switching instants and was completely linear. The second class had no transient states
and its CSS was solved using only switching instant variations. The algorithms were then
successfully applied to find the CSS of a discontinuously operated buck-boost converter
and a Graetz bridge.
Chapter 5
HARMONIC SENSITIVITY MATRICES: BUILT WITH
PARTIAL WAVEFORMS
5.1 INTRODUCTION
Chapter 3 describes a time-domain small signal model of a periodically switching power
electronic converter. In Chapter 4, the small signal model is used to formulate a general
CSS problem. In this chapter, the small signal model is extended to the harmonic domain
to model the small signal transfers from harmonics injected into the input (both electrical
and control) to the state and the output (both electrical and control). The form of these
transfers is that of equation 5.1 and in this thesis these transfers are called Harmonic
Sensitivity Matrices (HSM).

...
i(−j1ω1)
i(j0ω1)
i(j1ω1)
...
 =

. . .
...
...
...
. . . Y (1, 1) Y (1, 0) Y (1,−1) . . .
. . . Y (0, 1) Y (0, 0) Y (0,−1) . . .
. . . Y (−1, 1) Y (−1, 0) Y (−1,−1) . . .
...
...
...
. . .


...
v(−j1ω1)
v(j0ω1)
v(j1ω1)
...
 (5.1)
The approach advanced in this thesis for determining the elements of the HSM of a power
electronic circuit is to use a partial waveform technique similar to that advanced by Hume
in [5] and Osusukas et al in [15].
The partial waveform technique calculates the HSM by finding the small signal change in
each stage’s response broken down into its PT, PSS, and PR portions. Their harmonic
components are found and then summed together to form the complete waveforms of the
system.
5.1.1 Literature review of HSMs
Constructing HSMs has received attention in the past literature. The summary given
below breaks the literature into three groups; those who constructed them numerically,
those who have constructed them directly in the harmonic domain for inclusion in a Newton
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Harmonic Domain Analysis (NHDA)1; and finally those who constructed frequency domain
models that can be used to form a HSM. In this last group not all authors have gone to
the final step of creating a HSM, but using a frequency domain model to produce a HSM
is largely a trivial operation. Most of the literature is focused on the modelling of high
voltage direct current (HVDC) links that employ Graetz bridge converters.
Large systems can be broken down into subsystems as was done by Carbone et al in [49].
In this work Carbone broke an PWM adjustable speed drive into subsystems, found their
HSMs and combined to produce an overall description of the system. The details of the
HSM of each subsystem are not given, although it is mentioned that either an analytic
technique or a numerical technique can be used.
Newton Harmonic Domain Analysis In [6] and also in [50], Smith built a converter
model for use in a Newton Harmonic Domain technique, the modeled converter was a
Graetz bridge, connected on the AC side to a Y connected transformer whose impedance
was modeled as a pure inductance with no resistance. The model completely and accurately
modeled that configuration including unbalanced sources, unbalanced impedances, control
SIVs and autonomous SIVs. The model was formed in the HD using phasor equations and
the HSMs were found by differentiating the phasor equations. The aim of the model was
not just to describe the sensitivity of harmonics across the bridge, but to build a model for
inclusion in a Newton solution to the harmonic steady state of a power electronic circuit
and the connected electrical system. In the case of Smith the system was a HVDC link
based upon the CIGRE link [47]. Although the Greatz bridge did not include resistance
it was included in a connected subsystem. This work was later extended by Bathurst [46]
for a fuller set of HVDC link configurations.
Numerical methods Larsen [12] constructed harmonic sensitivity matrices using a nu-
merical simulation technique. The analysis was applied to the five terminal Hydro-Quebec
→ New England HVDC link and was used for studying low-order harmonic interactions.
In [13], Hume et. al. used PSCAD-EMTDC to create harmonic sensitivity matrices for
an HVDC link. Later Hume would use this data to verify the much more computationally
efficient frequency domain method used in [5].
Frequency domain methods The frequency domain methods of interest are those
that model the transfer from an input distortion to a complete set of harmonics. Of the
literature reviewed here the bulk is for the modelling of the Graetz bridge. Crucial re-
quirements of the Graetz bridge operation are including the commutation stage, sometimes
referred to as the commutation overlap, and including the effect of distortions that alter
1The authors of NHDA analysis normally refer to their technique as Harmonic Domain Analysis, however
in the opinion of this author that label is too broad, and so is relabeled Newton Harmonic Domain Analysis
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the start of the commutation period (a controlled SIV) and those that alter the end of the
commutation period.
An early significant contribution was that of Persson [51] who modeled a Graetz bridge of
the same style as Smith. Persson’s model included the commutation stage, and importantly
for an early paper approximated the effects of distortions on the commutation period.
In [52], Hu and Yacamini created a frequency domain model of a Graetz bridge simplified
as a modulator.
Wood in [53] constructed a frequency domain model of a Graetz bridge converter. The
model included the effects of commutation and switching instant variations. The effect of
switching instant variation was found using a modulated spectra from Schwarz[29]. Laird,
in [28] used a similar analysis for the single phase diode rectifier. Woods’ model was later
used by Todd [2] to form an s-domain model of a HVDC link, and by Chen [54] to study
a core saturation instability problem.
In [15] and in [55] Osauskas, Hume, and Wood built a more accurate small signal frequency
domain model of the Graetz Bridge. The model was directly obtained from a time domain
description of the small signal model where the partial transient and partial steady state
responses were constructed for each stage before each contribution was sampled to form
the complete frequency domain model. This technique is described here as the partial
waveform method. In addition the model correctly accounted for the small signal effect of
both controlled SIVs (turn on of the bridge’s thyristors) and autonomous SIVs (turn off
the bridge’s thyristors). The only small signal transfer not modeled was the effect of zero
frequency harmonic disturbances, which is not included as a partial resonance analysis
was not included.
The Graetz Bridge modelled in [15] and in [55] has two features that simplifies its modelling
using partial waveforms, both features are related to the partial transients (PT) waveforms.
The first feature is there is only a PT during the commutation stages, which occur every
2nd stage. This restricts the PT to a single stage which are not projected to subsequent
stages to influence the partial transients within those stages. The second advantageous
feature of the PTs of the non-resistive Graetz Bridge is that it’s PT relaxation is at DC as
the pole of the commutation stages is at the s-plane’s origin. In a general circuit neither
of these features are present, which complicates the analysis.
Several authors have constructed HSMs for fully controllable converters, [14], [49], [16],
of the PWM style. The PWM converter in the circuits presented can be modelled as a
modulator. Mo¨llerstedt et. al. [16] modelled a voltage source converter for a light rail
locomotive in the harmonic state space (HSS). This technique is very powerful and is the
subject of Chapter 6.
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5.1.2 Chapter Outline
To date there has been no general analytic method for determining the HSM of a con-
verter - all analytic techniques have been developed for specific devices. Constructed in
this chapter, heavily influenced by the work in [15] and [55], is one such general tech-
nique. The developed general technique can model circuits that do not have the modelling
simplifications of the non-resistive Graetz Bridge.
The model described in [15] and [55] is a frequency domain model; the general technique
advanced here is applicable only to the harmonic domain disturbances – i.e the frequency of
the disturbances is restricted to harmonics of the fundamental. This additional constraint
on the frequency of the input signal is required for states that persist across a cycle.
The outline of the construction of the general model is as follows.
• HSM, and HD signals, and their notation, are introduced. Fundamental HSM oper-
ations such as LTI systems, multiplication and interactions with time domain signals
are included.
• The transfer between the electrical input and the state of a general power electronic
model are described. This can be considered the core component of the model.
• The input to state transfer is extended to include electrical outputs, observers of
autonomous switching instants, and control inputs.
• The extended model is used to find the small signal estimate of the harmonic steady
state of both a discontinuously operating buck-boost converter and a Graetz Bridge
with transformer resistance.
5.2 HARMONIC DOMAIN MODELS
In both the large and the small signal sense a harmonic domain model is always restricted
to the determination of the periodic steady state of a system. The large signal model has
the form of equation 5.2, where in this case the state of a system, xˆ, is some function of
the input uˆ.
xˆ = f(uˆ) (5.2)
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The use of the hat, xˆ, denotes a signal as being in the harmonic domain and contains one
element for every harmonic of the pumping frequency. If a single element is required the
notation xˆ(jkω1) is used, where k is an integer.
Using Taylor’s theorem, the small signal linearization of a harmonic domain function has
the form of equation 5.3.
∆xˆ =
∂f(uˆ)
∂uˆ
∆uˆ
=
∂xˆ
∂uˆ
∆uˆ (5.3)
5.2.1 Harmonic Sensitivity Matrix of a power electronic converter
Equation 5.3 can be thought of as the linearized prediction of a new steady state of the
system subjected to a periodic distortion. This prediction of the new steady state is
determined by the partial derivative ∂xˆ
∂uˆ
, which is of the form of a Harmonic Sensitivity
Matrix (HSM). In the harmonic domain, the HSM couples small signal changes in the input
spectrum ∆uˆ to small signal changes in the output ∆xˆ, and has the form of equation 5.4.

...
∆xˆ(−j1ω1)
∆xˆ(j0ω1)
∆xˆ(j1ω1)
...
 =

. . .
...
...
...
. . . HSM(1, 1) HSM(1, 0) HSM(1,−1) . . .
. . . HSM(0, 1) HSM(0, 0) HSM(0,−1) . . .
. . . HSM(−1, 1) HSM(−1, 0) HSM(−1,−1) . . .
...
...
...
. . .


...
∆uˆ(−j1ω1)
∆uˆ(j0ω1)
∆uˆ(j1ω1)
...

(5.4)
HSM(g,k) is shorthand for the transfer from the kth harmonic input disturbance ∆uˆelec(jkω1)
to the gth harmonic state disturbance ∆x(jgω1), and is described as the (g, k)
th element
of the Harmonic Sensitivity Matrix.
In general, the HSM is neither a frequency domain multiplication nor is it a convolution.
Instead it is a combination of both these operations. The elements of the HSM are unique
between every harmonic frequency of the input and every harmonic of the state (or output)
as is shown in the general form of equation 5.4.
5.2.2 Simple Harmonic Sensitivity Matrices
Before constructing the elements of the HSM for a general power electronic model several
simple Harmonic Sensitivity Matrices are introduced.
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HSM of a constant multiplier One simple HSM commonly used in this thesis, that
does not have harmonic cross coupling is the constant multiplier.
For the constant, K, the elements of its HSM, K, are described via equation 5.5.
K(g, k) =
{
K g = k
0 g 6= k
(5.5)
This produces the HSM of equation 5.6.

...
xˆ(−j1ω1)
xˆ(j0ω1)
xˆ(j1ω1)
...
 =

. . .
...
...
...
. . . K 0 0 . . .
. . . 0 K 0 . . .
. . . 0 0 K . . .
...
...
...
. . .


...
uˆ(−j1ω1)
uˆ(j0ω1)
uˆ(j1ω1)
...
 (5.6)
As equation 5.5 shows constants are readily interchangeable between the time and har-
monic domains.
LTI response Another commonly used HSM transfer that has no frequency cross cou-
pling is the HSM of an LTI system – H(jω1). The elements of its HSM, H, are described
by equation 5.7. It should be noted that if jkω1 falls on a resonant frequency then there
is no mapping between the harmonics of the input and the harmonics of the output.
H(g, k) =

H(jkω1) g = k if jkω1 /∈ {λn}
0 g 6= k
0 g ∈ {λn}
(5.7)
This produces the HSM of equation 5.6.

...
xˆ(−j1ω1)
xˆ(j0ω1)
xˆ(j1ω1)
...
 =

. . .
...
...
...
. . . H(−jω1) 0 0 . . .
. . . 0 H(0) 0 . . .
. . . 0 0 H(jω1) . . .
...
...
...
. . .


...
uˆ(−j1ω1)
uˆ(j0ω1)
uˆ(j1ω1)
...
 (5.8)
Gradient relationship A particularly useful HSM for systems with input dependent
states is the HSM that relates a signal to its gradient – d
dt
. The elements of the gradient
function HSM are described via equation 5.9.
d
dt
(g, k) =
{
jkω1 g = k
0 g 6= k
(5.9)
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This produces the HSM of equation 5.10.

...
ˆ˙u(−j1ω1)
ˆ˙u(j0ω1)
ˆ˙u(j1ω1)
...
 =

. . .
...
...
...
. . . −jω1 0 0 . . .
. . . 0 0 0 . . .
. . . 0 0 jω1 . . .
...
...
...
. . .


...
uˆ(−j1ω1)
uˆ(j0ω1)
uˆ(j1ω1)
...
 (5.10)
Convolution relationship The last HSM defined here is that of the convolution opera-
tor. If a signal is to be multiplied by another signal in the time domain, then the equivalent
operation in the harmonic domain is convolution. For example, suppose in the time do-
main the function y(t) = a(t) × u(t) is required, then if all three signals are T-periodic,
and a(t) acts in the role of a transfer the harmonic domain equivalent is yˆ = aˆ ∗ uˆ. As a
HSM the convolution of uˆ with aˆ is the form of the Toeplitz matrix of equation 5.11.

...
yˆ(−jω1)
yˆ(0)
yˆ(jω1)
...
 =

. . .
...
...
...
. . . aˆ(0) aˆ(−1) aˆ(−2) . . .
. . . aˆ(1) aˆ(0) aˆ(−1) . . .
. . . aˆ(2) aˆ(1) aˆ(0) . . .
...
...
...
. . .


...
uˆ(−jω1)
uˆ(0)
uˆ(jω1)
...
 (5.11)
Time domain to harmonic domain relationships In the analytical description of
the power electronic converter’s HSM, time domain signals are related to harmonic domain
signals. The transfers of these relationships are in the form of a row vector, and have one
element for each harmonic of the HD signal.
One common transfer of this style that is frequently used in this chapter, is the point
sampling function. The point sampling function samples a harmonic domain signal, uˆ, to
find its time domain value at a point as shown in equation 5.12.
u(tθ) = Ψ[tθ]uˆ (5.12)
The coefficients of the point sampling function’s vector Ψ[tθ], are defined in equation 5.13.
Ψ[tθ](k) = e
jkω1tθ ∀ k ∈ I (5.13)
Conversely if a harmonic domain signal is dependent on a time domain signal, the transfer
between the two signals is with a column vector, where a single time domain element
is used to form a harmonic domain signal with potentially a double infinite number of
elements.
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Figure 5.1 The time domain response of the buck-boost converter. In each plot the Dashed lines are
the inductor currents, whilst the solid lines are the capacitor voltages
5.3 SMALL SIGNAL ANALYTICAL HSM OF A POWER ELECTRONIC
CONVERTER
The small signal HSM for a power electronic converter is derived analytically using the
three step derivation outlined below. The aim of this chapter is to describe and combine
these steps into a single analytically described HSM.
Step 1: Form Partial Responses of Each Stage The time domain responses of each
stage are formed using the s-domain evolution functions of Chapter 3.
As defined in Chapter 3, and used in Chapter 4, the partial responses of each stage’s LTI
system are made from the summation of three waveforms representing the transient, steady
state, and resonant responses of the stage. To emphasize that the responses belong to a
particular stage rather than the whole system they are given the partial qualifier, giving
rise to the partial transient (PT) partial steady state (PSS) and the partial resonant (PR)
responses. Repeated below are the equations that shape the evolution of each part.
xPSSn(t) = Tnsn(sI − λnsn)
−1Bnsnuelece
st (5.14)
xPTn(t) = e
An(t−tθn )
[
x(t+θn)− Tnsn(sI − λnsn)
−1Bnsnuelec(tθn)
]
(5.15)
xPRn(t) = Ts(t− tθn)e
λstBsuelec (5.16)
In Figure 5.1 the summation of these responses are shown for the two stages of a contin-
uously operated buck-boost converter.
The most difficult problem of the three parts of the partial response is finding the initial
state of the PT for each stage after the system has reached the cyclic steady state. For
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Figure 5.2 The time domain responses of the buck-boost converter after each have been made periodic.
In each plot the Dashed lines are the inductor currents, whilst the solid lines are the capacitor voltages
a harmonic domain model the initial state at the start of each stage is a function of the
input spectrum. The relationship between the initial state of the partial transient and the
input spectrum is derived in section 5.4.3.
Step 2: Periodization of Partial Responses The partial response of each stage are
made periodic with the use of the Fourier Series Coefficient Integral. This step assumes
that the partial response is the same for each repeated appearance of the stage in sub-
sequent cycles. This assumption is valid if the system has reached a cyclic steady state
where the repeating waveform can be described as harmonic domain signal. After they
are made periodic the summed partial responses of each stage of the buck-boost converter
have the shapes shown in Figure 5.2.
The periodization of each stage’s partial steady state response is relatively simple, as the
PSS only includes elements of the input spectrum, phase shifted and magnitude changed.
Unfortunately, this is not the case for the transient and resonant evolutions which contain
frequencies that are in part determined by the stage dynamics. When made periodic,
the spectra of the partial transient and partial resonant responses contain a full range of
harmonics. This is shown in Figure 5.3 which shows the spectra of the small signal partial
responses of stage 4 of the buck-boost converter subjected to the input disturbance with
a spectrum of Figure 5.3(a), which is at the 6th harmonic.
In the technique advanced here, the spectra of the PT and PR response are found via a
direct implementation of the Fourier series coefficient integral, equation 5.17.
C(jgω1) =
1
T
∫ T
0
v(t)e−jgω1tdt (5.17)
Where v(t) is each partial response.
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Figure 5.3 Spectra of the partial responses of stage 4 of a buck-boost converter when subjected to an
input disturbance with the spectrum of (a). The PSS and PR responses result in deviations in the inductor
current, the spectra of these deviations are shown in (b) and (d) respectively. The capacitor is isolated
from the input so it only contains a partial transient response during stage 4, the spectrum of its deviation
are shown in (c).
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Figure 5.4 The time domain responses of the buck-boost converter after each have been made periodic.
In each plot the Dashed lines are the inductor currents, whilst the solid lines are the capacitor voltages
Step 3: Sampling of Partial Responses The periodic responses are convolved in the
harmonic domain by rectangular sampling functions that span the limits of the stage. The
sampling function used to apply this restriction is identical for all three partial responses,
and in the time domain is a unity, periodically repeating rectangular waveform. The
sampled waveforms, (called the sampled partial steady state (SPSS), the sampled partial
transient (SPT), and the sampled partial resonant responses (SPR) respectively) from all
stages are summed together to find the total response of the system to input disturbances.
The periodic contributions from each stage are summed together to produce the total
response of the system to the input disturbance. The time domain description of this
sampling is depicted in Figure 5.4.
An alteration to the step described above is instead of sampling the PT and the PR with
a rectangular waveform, the same sampling can be achieved by rewriting the limits of
equation 5.17 to the beginning and end points of each stage. If this method is used a
reduction in the effects of Gibb’s Phenomena occurs, and is the method advanced in this
thesis.
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5.3.1 Buffering of each stage’s state vector
One consequence of using the harmonic domain is that it is assumed that all stages have
equally dimensioned state matrices, however, as has already been discussed this is not
always true. In those cases, the state matrices of each stage are buffered to equal dimen-
sions. For example in the buck-boost example, stage 1 has a single state, whilst stage 2
has two states. By buffering stage 1 to have the same dimensions as stage 2, the state of
stage 1 is as described in equation 5.18.
[
0
vc(t)
]
(5.18)
In this example, stage 1’s states are buffered by an additional state at the start of the
state vector. It seems advantageous to keep states that are physically the same identically
positioned in all those stages in which they appear. In cases where the states in each stage
are physically different, such as in a Graetz bridge, then states either share a position,
or have separate unique positions. In the Graetz Bridge this means either one state for
each commutating inductor, xLa , xLb , xLc or a single commutating state shared by all
commutating stages, xLcom.
Similarly a stage’s A,B,C projection & injection matrixes to and from stage 1 are also
buffered, the buffers of those matrixes are made from zero valued elements.
5.4 PARTIAL RESPONSES
As discussed and shown in Figure 5.3 the HD partial response is made from three com-
ponents, the PT, the PSS and the PR. Each of these components are derived within this
section.
5.4.1 Partial Steady State
The partial steady state waveform only contains frequencies of the input distortion. Con-
tributions to other frequencies occur only after sampling. The small signal harmonic
change in the PSS from changes in the input has the form of equation 5.19.
∆xˆPSSn =
∂xˆPSSn
∂uˆelec
∆uˆelec (5.19)
The elements of the partial derivative written in the form of a HSM are defined by equation
5.20 which is of an LTI system.
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∂xˆPSSn(jgω1)
∂uˆelec(jkω1)
=

Tnsn(jkω1I − λnsn)
−1Bnsn g = k if jkω1 /∈ {λn}
0 g 6= k
0 g = k if jkω1 ∈ {λn}
(5.20)
Sampled Partial Steady State (SPSS) The PSS spans the entire cycle of the T-
periodic system. To produce a response that only spans the length of the stage – described
here as the sampled partial steady state (SPSS)– the partial steady state is sampled by a
unity valued rectangular sampling function as shown in equation 5.21.
∆xˆSPSS = Ψ[tθn+1 , tθn ]∆xˆPSS (5.21)
The coefficients of the sampling function’s HSM are described by equation 5.22. The HSM
of the sampling function is consistent with a frequency domain convolution and is in the
form of a Toeplitz matrix.
Ψ[tθn+1 , tθn ](g, k) =

1
j2pi(g−k)
(
e−j(g−k)ω1tθn − e−j(g−k)ω1tθn+1
)
jgω1 6= jkω1
tθn+1−tθn
T
jgω1 = jkω1
(5.22)
5.4.2 Partial Resonant Response
If the input spectrum contains an element at a frequency equal to one of the resonant
modes of the stage, jkω1 ∈ {λn}, then during that stage that input component will cause
the stage to resonate and evolve according to equation 5.23.
xPRn(t) = Tsn(t− tθn)e
λsn tBsnuelec
= Tsn(t− tθn)e
jkω1tBsnuelec (5.23)
For a LTP system, this will produce a resonant response every time the system enters that
stage as shown in Figure 5.5. In this figure a dc voltage excites an inductor. The inductor
contributes a pole at zero frequency. This pole resonates at zero frequency and the current
rises linearly. When this stage is active in the next cycle, the resonant condition occurs
again and the current again builds linearly.
As can been seen from equation 5.23 the partial resonant response contains frequencies
other than those of the input. Further, the response is only describable at all in the
harmonic domain if the resonance is only excited for a portion of the cycle. Assumed this
requirement is satisfied the partial resonant response can be described as a spectrum - the
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0 tθ2 T T + tθ2 2T
Figure 5.5 Partial resonance response of an inductor subjected to DC voltage between tθ1 and tθ2 , every
cycle
spectrum’s coefficients can be found directly with the use of the Fourier Series Coefficient
Integral(FSCI) as shown in equation 5.24.
xˆPRn(jgω1) =
1
T
∫ T
0
Tsn(t− tθn)e
j(k−g)ω1tBsnuˆelec(jkω1)dt
=

Tsn
T (j(k−g)ω1)2
{
1 + j(k − g)ω1tθn+
j(k − g)ω1(T − tθn)e
j(k−g)ω1T
}
Bsnuˆelec(jkω1)
jgω1 6= jkω1
Tsn
(
1
2T − tθn
)
Bsnuˆelec(jkω1) jgω1 = jkω1
(5.24)
The HSM that this result forms is described by equation 5.25.
∆xˆPRn =
∂xˆPRn
∂uˆelec
∆uˆelec (5.25)
Its elements are described by equation 5.28
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∂xˆPRn(jgω1)
∂uˆelec(jkω1)
=

Tsn
T (j(k−g)ω1)2
{
1 + j(k − g)ω1tθn+
j(k − g)ω1(T − tθn)e
j(k−g)ω1T
}
Bsn
jgω1 6= jkω1, jkω1 ∈ {λn}
Tsn
(
1
2T − tθn
)
Bsn jgω1 = jkω1, jkω1 ∈ {λn}
0 jkω1 /∈ {λn}
(5.26)
Sampled Partial Resonant (SPR) The sampled partial resonant response could be
found in a similar manner to the SPSS. However, an alternative to using an explicit
sampling function is simply to adjust the limits of the FSCI used in equations 5.24, to
tθn and tθn+1. This effectively samples the PR without the use of a rectangular sampling
function. The HSM that this result forms is described by equation 5.27.
∆xˆSPRn =
∂xˆSPRn
∂uˆelec
∆uˆelec (5.27)
Its elements are described by equation 5.28
∂xˆSPRn(jgω1)
∂uˆelec(jkω1)
=

Tsn
T (j(k−g)ω1)2
{{
j(k − g)ω1tθn+1 − 1
+ j(g − k)ω1tθn
}
ej(k−g)ω1tθn+1
+ ej(k−g)ω0tθn+1
}
Bsn
jgω1 = jkω1, jkω1 ∈ {λn}
Tsn
T
{
t2
θn+1
2 +
t2
θn
2 − tθn+1tθn
}
Bsn gω1 6= jkω1, jkω1 ∈ {λn}
0 jkω1 /∈ {λn}
(5.28)
This alternative formulation has been found to reduce the effect of ringing (or Gibbs
Phenomenon) in the derived waveforms. Reducing Gibb’s Phenomenon reduces harmonic
truncation errors.
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5.4.3 Partial Transient Response
The partial transient responses, as declared in Definition 5.15, are the relaxation of each
stage’s modes. Their trajectory is determined by equation 5.29. An example trajectory is
shown in Figure 5.6.
xPTn(t) = e
An(t−tθn )
[
x(t+θn)− Tnsn(sI − λnsn)
−1Bnsnuelec(tθn)
]
= eAn(t−tθn )
[
x(t+θn)− xPSSn(t
+
θn
)
]
= eAn(t−tθn ) [εn(tθn)] (5.29)
0 tθ1 T
0
ε (tθ1)
Figure 5.6 Partial transient response of a stage, showing the start of stage mismatch, ε(tθ1), and its
trajectory.
The shape of the relaxation is described by the exponential, eAn(t−tθn ), whilst the mismatch
between a stage’s initial condition and its PSS is given by the time domain vector εn(tθn).
Expressions for both the shape of the PT and the size for the mismatch are combined
using the chain rule to form a single expression for the PT.
∆xˆPTn =
∂xˆPTn
∂εn(t
+
θn
)
∂εn(t
+
θn
)
∂uˆelec
∆uˆelec (5.30)
In the chain rule a mix of both time domain and harmonic domain variables are present.
5.4 PARTIAL RESPONSES 67
Partial Transient Mismatch
The time domain mismatch variable, εn(t
+
θn
), is equal to the initial value of the state,
x(t+θn), minus the partial steady state value at the start of each stage xPSSn(t
+
θn
). If at
the start of a stage the steady state and the initial value agree then there is no transient
during that stage. If there is a mismatch then relaxation occurs. The sensitivity of the
mismatch to the input disturbance is described in equation 5.32.
∆εn(t
+
θn
) =
∂εn(t
+
θn
)
∂uˆelec
∆uˆelec
=
(
∂xn(t
+
θn
)
∂uˆelec
−
∂xPSSn(t
+
θn
)
∂uˆelec
)
∆uˆelec (5.31)
(5.32)
Equation 5.32 that shows the mismatch’s sensitivity is a function of the harmonic domain
input disturbance uˆelec. Detailed derivations of the two partial derivatives that describe
this relationship are described below.
Sensitivity of the Partial Steady State at the start of a stage to input dis-
turbances The relationship between the PSS and the input spectrum was previously
covered in the section on the PSS response, Section 5.4.1. Here the whole PSS response is
not required, only the PSS at the point tθn is needed. The PSS at this point with the use
of the point sampling function Ψ[tθn ] is as shown in equation 5.33.
∆xPSSn(t
+
θn
) =
∂xPSSn(t
+
θn
)
∂uˆelec
∆uˆelec
= Ψ[tθn ]
∂xˆPSSn
∂uˆelec
∆uˆelec (5.33)
State at the start of a stage: x(t+θn) The time domain quantity x(t
+
θn
) is the initial
value of the state at the start of the nth stage and includes the residue of partial transient
evolutions caused by past mismatches between the initial state and the steady state value
from all previous stages. For a (stable) periodic system these partial transients settle to a
constant periodically varying waveform as shown in the example of Figure 5.7(b). When
the system’s partial transients have become periodic the initial state and consequently
the mismatch between the initial state, and the steady state, also converge to a constant.
Depicted in Figure 5.7 is the evolution of a LTP system at a periodic steady state. After
every cycle, the state returns to the value it had at the beginning of the cycle, which
is expected when the TPBV equality has been satisfied. Using this TPBV argument an
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expression for the state at the start of a stage, in terms of the partial steady state, partial
resonant and input waveforms can be expressed as shown in Theorem 5.1.
The TPBV requirement restricts the input disturbances to harmonics of the pumping fre-
quency and makes the general power electronic HSM constructed here a harmonic domain
model. This is in contrast to the model constructed in [15] and [55] which is a frequency
domain model, however the Graetz Bridge modeled is a simpler example as it has no per-
sistent states, so the mismatch at the start of each stage is never a function of the transient
response evolved across a cycle.
Theorem 5.1 For a Piece wise linear time periodic system with N piece-wise linear stages
per period of length T the initial state at the start of the nth stage will at the periodic steady
state have the value given by equation 5.34, if and only if ‖Φ(T + t+θn , t
+
θn
)‖ < 1 for any t.
∆xn(t
+
θn
) =
(
I −Φ
(
T + t+θn , t
+
θn
))−1{ n∑
m=2
Φ
(
t+θn , t
+
θm
){
P [m]
{
∆xPSSm−1(t
−
θm
) + ∆xPRm−1(t
−
θm
)
}
+Q[m]∆uelec(tθm)−∆xPSSm(t
+
θm
)
}
+
N∑
m=n+1
Φ
(
T + t+θn , t
+
θm
){
P [m]
{
∆xPSSm−1(t
−
θm
) + ∆xPRm−1(t
−
θm
)
}
+Q[m]∆uelec(tθm)−∆xPSSm(t
+
θm
)
}}
(5.34)
Proof The magnitude of the relaxation term at the start of themth stage can be expressed
as a function of the remnant effects of relaxation that occurred in the previous stage, the
PSS and PR at the end of the previous stage, the electrical input at the switching instant,
and the PSS of the current stage.
εm(t
+
θm
) = P [m]
{
xPSSm−1(t
−
θm
) + xPRm−1(t
−
θm
)
}
+ Q[m]uelec(tθm)
− xPSSm(t
+
θm
) + Φ(t+θm, t
+
θm−1
)εm−1(t
+
θm−1
) (5.35)
If the switching instant is controlled then P [m] and Q[m] are the projection and injection
matrices of the hybrid model. If the switching instant is autonomous then P [m] and Q[m]
must also take account of the effect of autonomous switching instants. These switching
instances can be gained from equation 3.6 and equation 3.21.
An expression for the N th stage’s relaxation in terms of the N − 1 previous stages can be
written by N − 1 successive substitutions of equation 5.35.
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(a) Partial Steady state waveforms
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(b) Partial Transient waveforms
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(c) Total Response Waveforms
Figure 5.7 Time domain response of a LTP system with two stages that has reached the periodic steady
state. It is assumed that there is no resonant response. The switch between the stages occurs at t = tθ.
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εN (t
+
θN
) =
N∑
m=2
Φ
(
t+θN , t
+
θm
){
P [m]
{
xPSSm−1(t
−
θm
) + xPRm−1(t
−
θm
)
}
+Q[m]uelec(tθm)− xPSSm(t
+
θm
)
}
+Φ
(
t+θN , t
+
θ1
)
ε1(t
+
θ1
)− xPSSN (t
+
θN
) (5.36)
When a system reaches the steady state then after a cycle with N stages the relaxation
term at the start of the N th+1 stage, εN+1(t
+
θN+1
), should be the same as that of the first,
ε1(t
+
θ1
). By extension the states at the start and end of a cycle should also be the same,
giving rise to the following identities.
εN+1(t
+
θN
) = ε1(t
+
θ1
)
= x1(t
+
θn
) + xPSS1(t
+
θ1
)
= xN+1(t
+
θN
) + xPSSN+1(t
+
θN+1
) (5.37)
By substituting the mismatch variables as functions of the initial state x1(t
+
θn
) into equation
5.36, equation 5.38 can be derived after collecting terms.
x1(t
+
θN
) =
(
I − Φ
(
T + t+θ1 , t
+
θ1
))−1{ N∑
m=2
Φ
(
t+θN , t
+
θm
){
P [m]
{
xPSSm−1(t
−
θm
) + xPRm−1(t
−
θm
)
}
+Q[m]uelec(tθm)− xPSSm(t
+
θm
)
}}
(5.38)
Equation 5.34 is the equivalent equation written more generally for the initial value of the
nth stage rather than just the 1st stage.
Remark If the mth switching instant is autonomous then P [m] and Q[m] are the small
signal injection and projection matrices of equation 3.6 and equation 3.21.
In equation 5.34, the initial state of the nth stage xn(tθn) is a function of the time domain
signals, uelec(t), xPSSn(t) and xPRn(t). Ultimately these signals are functions of the har-
monic domain input signal, uˆelec. The sensitivity of xn(t
+
θn
) to small changes in uˆelec is
expressed in the partial derivative of equation 5.39.
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∂xn(t
+
θn
)
∂uˆelec(jkω1)
=
(
I − Φ
(
T + t+θn , tθ+n
))−1{
n∑
m=1
Φ
(
t+θn , t
+
θm
)
Ψ[tθm]
{
P [m]
(
∂xPSSm−1(t
−
θm
)
∂uˆelec
+
∂xPRm−1(t
−
θm
)
∂uˆelec
)
+Q[m]−
∂xPSSm(t
−
θm
)
∂uˆelec
}
+
N∑
m=n+1
Φ
(
t+θn , t
+
θm
)
Ψ[tθm ]
{
P [m]
(
∂xPSSm−1(t
−
θm
)
∂uˆelec
+
∂xPRm−1(t
−
θm
)
∂uˆelec
)
+Q[m]−
∂xPSSn(t
−
θm
)
∂uˆelec
}}
(5.39)
The relationship between the time domain PSS and the harmonic domain input is that
of equation 5.33 which used the point sampling function. A similar relationship between
the PR and the harmonic domain input could also be described using the point sampling
function, however, this causes truncation errors due to Gibb’s Phenomenon if the PR is
sampled at the end of a cycle where it is discontinuous. Instead the elements
∂xPRm−1 (t
−
θm
)
∂uˆelec
which is in the form of a row vector, can be directly obtained from equation 5.40, which
describes the kth element of the vector.
∂xPRm−1(t
−
θm
)
∂uˆelec
(jkω1) =
{
Tsn(tθm − tθm−1)e
jkω1(tθm−tθm−1 )T+sn ∀ jkω1 ∈ {λm−1}
0 ∀ jkω1 /∈ {λm−1}
(5.40)
Partial Transient Shape
The harmonics needed to build the shape of the partial transient are found via a direct
evaluation of the FSCI, as shown in equation 5.41.
xPTn(jgω1) =
1
T
∫ T
0
e(An−jgIω1)t−Antθn εn(tθn)dt
=

(An−jgω1)−1
T
{
e(An−jgIω1)T−Antθn − e−Antθn
}
εn(tθn) jgω1 /∈ {λn}
{{
Tnsn
T
{
λnsn − jgIω1
}
×
{
e(λnsn−jgIω1)T − I
}
T+nsn
}
+ TsnT
+
sn
}
e−Ant0εn(tθn)
jgω1 ∈ {λn}
(5.41)
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The second solution occurs when the output frequency falls on an Eigenvalue of the dy-
namics matrix, when this occurs An − jgω1 is singular, and not invertible. A solution in
this case is found by first decomposing An into a diagonal form TnλnT
−1
n , where λn is a
diagonal matrix containing the Eigenvalues of An. The part of λn, with diagonal elements
equal to jgω1 is partitioned into the singular portion λsn , whilst the rest is partitioned into
the non-singular portion λnsn . Each portion inside the FSCI is then evaluated separately.
In Appendix A a similar technique is used to find the evolution of a LTI system subjected
to a resonant source.
The form of a transfer between the time domain mismatch variable and the harmonic
domain partial transient response is that of equation 5.42, the elements of this transfer
can be gained from equation 5.41.
∆xˆPTn =
∂xˆPTn
∂εn(tθn)
∆εn(tθn) (5.42)
Final Partial Transient Response
By combining equations 5.42, 5.33 and 5.39 a single HSM transfer for the partial transient
response can be formed as shown in equation 5.43.
∆xˆPTn =
∂xˆPTn
∂εn(t
+
θn
)
(
∂xn(t
+
θn
)
∂uˆelec
−
∂xPSSn(t
+
θn
)
∂uˆelec
)
∆uˆelec
=
∂xˆPTn
∂uˆelec
∆uˆelec (5.43)
Sampled Partial Transient (SPT) In a similar manner as was done for the SPR the
SPT harmonics can be found by altering the limits of the integral 5.41 to tθn and tθn+1.
For the sake of brevity this is not done here.
5.4.4 Total response
Using superposition, the total response of the system is derived from the summation of
each stage’s SPSS, SPT, and SPR responses as expressed in equation 5.44.
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∆xˆ =
N∑
n=1
xˆSPTn +
N∑
n=1
xˆSPRn +
N∑
n=1
xˆSPSSn
=
{
N∑
n=1
∆
∂xˆSPTn
∂uˆelec
+
N∑
n=1
∆
∂xˆSPRn
∂uˆelec
+
N∑
n=1
∆
∂xˆSPSSn
∂uˆelec
}
∆uˆelec (5.44)
5.5 CONTROLLED SWITCHES
In this section, the effect of delays and advances in the firing signal sent to controlled
switches is included.
When control inputs are included the HD model of the general power electronic converter
has the form of equation 5.45.
xˆ = f(uˆelec, uˆctrl) (5.45)
The small signal linearized equivalent of this model is that of equation 5.46.
∆xˆ =
∂xˆ
∂uˆelec
∆uˆelec +
∂xˆ
∂uˆctrl
∆uˆctrl (5.46)
The first partial derivative is the equation 5.44, derived in the previous sections. The
second partial derivative is the small signal effect of control disturbances on the state of
the system. The derivation of this PD is the subject of this section and its formulation
has similarities to the partial transient of equation 5.43.
The control vector ∆uˆctrl has one element, ∆uˆctrln , for every controlled switching instant
of the base case. Each element is expressed here as a harmonic domain signal. The effect
of a controlled SIV is to advance or delay the change from one stage’s dynamic equations
to the next. The size of the delay for the nth switching instant is a direct evaluation of the
∆uˆctrln at the switching instant, tθn . This can be easily found using the point sampling
function
∆uctrln(tθn) = Ψ[tθn ]∆uˆctrln (5.47)
The small signal effect of this delay is to step change the state at the start of the new
stage by the amount given in equation 3.6, is repeated below.
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∆x(t+θn) =
{
P [n]
∂x(t−θn)
∂t
+Q[n]
∂uelec(tθn)
∂t
−
∂x(t+θn)
∂t
}
∆uctrln(tθn)
The step change in state occurs every time that stage is visited. Using a similar TPBV
argument as was used in formulating the PT contributions, the effect on the initial state
of the nth stage from the mth controlled switching instant is that of equation 5.48.
∆xn(t
+
θn
) =
∂xn(t
+
θn
)
∂uˆctrlm
∆uˆctrlm
=
(
I − Φ
(
T + t+θn , t
+
θn
))−1
Φ
(
t+θn , t
+
θm
){
P [n]
∂x(t−θm)
∂t
+Q[n]
∂uelec(tθn)
∂t
−
∂x(t+θm)
∂t
}
Ψ[tθm ]∆uˆctrlm (5.48)
This equation is valid only when m < n. If m ≥ n then the term Φ
(
t+θn , t
+
θm
)
is replaced
with Φ
(
T + t+θn , t
+
θm
)
.
The change in evolution of each stage is shaped by the same function as the PT and the
harmonic content of each evolution is given by the same HSM, defined in equation 5.42,
where the change in mismatch is xn(t
+
θn
).
∆xˆPTn =
∂xˆPTn
∂εn(t
+
θn
)
∂xn(t
+
θn
)
∂uˆelec
∆uˆelec (5.49)
The total effect of the controlled SIVs (the second PD of equation 5.46) can be then be
found by the summation of the control induced PT from each stages.
5.6 SWITCHING INSTANT VARIATION OF AUTONOMOUS SWITCHES
In the PT transfer the effect of autonomous switching instants was embedded in the partial
transient response of equation 5.34. The terms P [m] and Q[m] included the effect of SIV
of autonomous switches. In cases where the SIV is required for observation, the SIV can
be described by equation 5.50 which shows the autonomous SIV, ∆tθn , as a function of
the electrical inputs, and the controlled SIV inputs.
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∆tθn =
−1
∂V (tθn )
∂t
{
g1n
{
∂xPTn−1(tθn)
∂uˆelec
+
∂xPRn−1(tθn)
∂uˆelec
+
∂xPSSn−1(tθn)
∂uˆelec
}
+ g2nΨ[tθn ]
}
∆uˆelec
+
{
g1n
∂xPTn−1(tθn)
∂uˆctrl
}
∆uˆctrl (5.50)
All the partial derivatives terms of the right of this equation can be found from previously
presented expressions in this chapter.
5.7 TRANSFERS TO SOURCE OUTPUTS
Transfers to outputs of each stage are of a similar form to the transfers to the states, where
the outputs are a linear combination of the state and the input as per the output equation
of equation 5.51.
y(t) = Cx(t) +Duelec(t) (5.51)
Most of the time, as was discussed in Section 13, the small signal output linearly follows
the state and the input. In the harmonic domain this following of the state and the input
is achieved by multiplying 5.44 by the appropriate state observation matrix, Cn, and
the input by the appropriate input feed-forward matrix, Dn, and rectangular sampling
function, as shown in equation 5.52.
∆yˆ =
{
N∑
n=1
Cn
∂xˆSPTn
∂uˆelec
+
N∑
n=1
Cn
∂xˆSPRn
∂uˆelec
+
N∑
n=1
Cn
∂xˆSPSSn
∂uˆelec
+
N∑
n=1
Ψ[tθn+1, tθn ]Dn
}
∆uˆelec
+
{
N∑
n=1
Cn
∂xˆSPTn
∂uˆctrl
}
∆uˆctrl (5.52)
This holds true at all points except at variable switching instants where the output is
described by the impulse of equation 3.17 which is repeated below.
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∆y(tθn) =
∂yn(tθn)
∂tθn
∆tθn
= lim
t→tθn
{
y(t−θn)− y(t
+
θn
)
}
δ (t− tθn)∆tθn
=
{
y(t−θn)− y(t
+
θn
)
}
δ (0)∆tθn
Using this partial derivative a complete expression for the HD output transfer can be
formed, and is written in equation 5.54, remembering that there are two sources of SIV;
autonomous and controlled, where autonomous SIVs are ultimately functions either of the
electrical inputs or the control inputs.
∆yˆ =
{
N∑
n=1
Cn
∂xˆSPTn
∂uˆelec
+
N∑
n=1
Cn
∂xˆSPRn
∂uˆelec
+
N∑
n=1
Cn
∂xˆSPSSn
∂uˆelec
+
N∑
n=1
Ψ[tθn+1, tθn ]Dn
N∑
n=1
∂yˆ
∂tθn
∂tθn
∂uˆelec
}
∆uˆelec (5.53)
+
{
N∑
n=1
∂yˆ
∂tθn
∂tθn
∂uˆctrl
+ Cn
∂xˆSPTn
∂uˆctrl
}
∆uˆctrl (5.54)
Where ∂yˆ
∂tθn
is a column vector whose coefficients are the Fourier coefficients of an impulse
centered at tθn multiplied by the constant
(
y(t−θn)− y(t
+
θn
)
)
.
∂yˆ
∂tθn
(jkω1) =
(
y(t−θn)− y(t
+
θn
)
) 1
T
e−jkω1tθn (5.55)
5.8 EXAMPLE: BUCK-BOOST CONVERTER
In this section the buck-boost converter studied previously in Chapters 2,3,4 is analyzed
with the use of the analytically derived HSM. The base case is that described in Table 3.3.
The discontinuous operated buck-boost example demonstrates the ability of the technique
to model converters with transients projected across stages, and to converters with stages
that resonate. In the next section the Graetz Bridge is modelled. The Graetz Bridge is
included to demonstrate the technique on a device that has received a large focus in the
literature. As will be seen despite the greater complexity of the Graetz Bridge schematic,
the buck-boost is a more difficult circuit to model.
The the HSMs produced for the buck-boost converter have the structures depicted in
Figure 5.8, which were created using MATLAB’s imagesc imaging function. These images
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show the magnitude of the HSM elements in the form of a 2D image, where the cooler
colours (blues) are elements of relatively small transfers, the hotter colours (red) are of
elements of relatively large transfers.
In studying these images, it is important to note that applied harmonic disturbances are
in conjugate frequency pairs. The resulting output disturbance from each conjugate is
summed. This summation can result in some cancelling that can’t be predicted by the
images. However, despite this limitation of the images, they are still useful in giving a
rough prediction of the harmonic transfers of the converters inputs, outputs and states. A
summarized description of these coupling predictions is presented in the following itemized
list.
• Voltage source distortion. In plot a) the effect of a low frequency voltage source
distortion will predominantly affect only the low frequency components of the in-
ductor current. In plot d) the effect on the disturbance on the capacitor voltage is
even more biased to the DC component. In plot g) the effect on the source current is
strongly diagonal, where the largest affected harmonic of the source current has an
identical frequency to the disturbance. The spectrum of the source current will also
include a large spread of harmonics centered around the disturbance frequency, this
is in contrast to the narrower bands of the inductor current and capacitor voltage.
To electrical disturbances the buck-boost effectively operates as a low pass filter, this
is shown in all three of the voltage source distortion transfers where attenuation at
high frequencies occurs.
• Switching distortion Unsurprisingly the effect of a control disturbance is not at-
tenuated with increased frequency. The only thing of importance is the size of the
control disturbance at the base case SI. This is shown in graphs b), c) e) f) and
h) which all show that the effect of a control distortion as a step change on the
appropriate state or output, as shown by the narrow band of resultant frequencies
centered around DC in each of these graphs. In graph i) a similar independence
on control disturbance frequency is shown, however in this transfer the result is an
impulse. This impulse is evident from the complete spectrum of harmonics resulting
from each input disturbance. This is consistent with the remark of Theory 3.3 which
states that an impulse only occurs if the base case were discontinuous at a switching
instant.
5.8.1 Verification of Harmonic domain model
The accuracy of the HSM’s prediction of the periodic steady state of the buck-boost con-
verter is examined by the application of two distortions, the first is a 1V DC voltage source
distortion, and the second is a 1% increase in duty cycle which causes a control ordered
delay of 5× 10−7 off time of the type III controllable switch. The results produced by the
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Figure 5.8 Buck-boost HSM, the input of each HSM is shown on the bottom axis, and the output is
shown on the left-hand side axis. Each axis contains the set of harmonics from the −20th harmonic to the
20th.
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HSM for both of these distortions were compared against PSCAD-EMTDC simulations
in Figures 5.9 and 5.10. In each case the resulting state and output spectra are depicted
using a magnitude, angle representation of the Fourier series, as opposed to the complex
Fourier representation predominantly used in this thesis.
For the voltage distortion, the PSCAD-EMTDC and HSM show an almost exact match.
This is not surprising as the discontinuous buck-boost converter’s response to voltage
disturbances is linear, and no voltage disturbance of any frequency or any magnitude will
change the switching instants of the converter.
For the firing order delay, the match although not perfect is still close. The major feature
of interest is the output current spectra; both the PSCAD-EMTDC and the HSM spectra
are heavily dominated by an impulse. However, the PSCAD-EMTDC has a non impulsive
distortion super-imposed on top, it is suspected that this part of the PSCAD-EMTDC
distortion is non-linear. This suspicion is confirmed by examining a smaller, 0.1% increase
in duty cycle, as shown in Figure 5.11. In this figure the impulse spectrum is retained, but
the suspect non-linear contribution to the PSCAD-EMTDC spectrum is greatly reduced.
In addition, the phases of the higher frequency components have a much better match for
this smaller increase in the switching signal.
5.9 EXAMPLE: GRAETZ BRIDGE
The second example used to demonstrate and validate the HSM is the Graetz Bridge. The
operating point of the Graetz Bridge is solved in Chapter 4.
5.9.1 Harmonic Domain HSM
Using the process outlined in this Chapter the electrical and control input partial derivative
of the Graetz Bridge are constructed. Visually the transfers of these partial derivatives
are depicted in the MATLAB imagesc plots of Figures 5.12.
The most obvious difference between the HSM of the Graetz Bridge and the buck-boost is
sparsity. The Graetz Bridge HTs are highly sparse compared to the much more continuous
nature of most transfers of the single-phase buck-boost converter. Another obvious differ-
ence in the Graetz transfers is frequency shifting. In the two terminal transfers between
the AC and DC sides the largest elements are frequency transforms to sum and difference
terms, these are shown as the double 1st position off diagonals in images e) and g). In the
single terminal transforms where frequency shifting does not occur the largest elements are
on the main diagonal, as in transfer d), and h). The only transfers that contain impulses
are the transfer from the firing signal to the DC voltage, transfer i), and the transfer from
the DC current to the DC voltage, transfer h). This is again consistent with the remark of
Theory 3.3 that stated that an impulse would only occur if the base case was discontinuous
at a switching instant.
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Figure 5.9 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 1V DC
voltage source disturbance for the buck-boost converter. black HSM, white PSCAD
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Figure 5.10 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 1% in-
crease in duty cycle for the buck-boost converter. black HSM, white PSCAD
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Figure 5.11 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 0.1%
increase in duty cycle for the buck-boost converter. black HSM, white PSCAD
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Figure 5.12 Graetz Bridge HSM, the input of each HSM is shown on the bottom axis, and the output
is shown on the left-hand side axis.
84 CHAPTER 5 HARMONIC SENSITIVITY MATRICES: BUILT WITH PARTIAL WAVEFORMS
5.9.2 Verification of Harmonic domain model
The harmonic domain model of the Graetz Bridge is verified for 4 disturbances; a 0.25(p.u.)
and a 0.05(p.u.) in the DC component of the DC current source Idc, a 0.05(p.u), 150HZ
phase A voltage source distortion Va, and a 1 degree delay in the firing signal α. Two DC
distortions have been chosen to show the linearity of the converter.
As can be seen from the figures the HSMmodel of the Graetz Bridge and the PSCADmodel
are in close agreement, similar agreements were found for a range of other disturbances.
This is in agreement with the observation made by Hume [5], that the Graetz Bridge is
highly linear.
5.10 DISCUSSION
Although the Graetz Bridge seems like a more complicated example than the buck-boost,
with its greater passive component count (6 vs 3), its greater switch count (6 vs 2) and its
higher number of visited stages (12 vs 3), the buck-boost converter is a much harder device
to model as a HSM. Not only does the buck-boost contain complex transient responses
that leak across cycles, but it also contains a resonant mode, and has a higher independent
state count (2 vs 1). Despite this, due the Graetz bridge’s importance in power systems,
harmonic modelling of it has been the focus of a large amount of research. However, in
the author’s opinion this narrow focus, and the exploitation of its simplicity, has resulted
(until now) in the lack of a general technique and the greater understanding such a general
technique brings. It is believed that the general description contained in this chapter,
should be able to produce analytically derived HSM for any of today’s and the future’s
PE devices2.
Re-arranging the IO The IO of the state space description may not be of the form
desired, especially in HDA algorithm that requires the HSM to be in the form of an
admittance matrix. Once formed as a HSM the inputs and outputs can easily be arranged,
an example of such a rearrangement is shown below in equation 5.56 and equation 5.57.
In equation 5.56 the original arrangement is shown with the HTs HSM1,HSM2,HSM3
and HSM4. In equation 5.57 the IO is re-arranged to with terminal 1’s IO (Iˆ1 and Oˆ1)
swapped.
[
Oˆ1({jkω1})
Oˆ − 2({jkω1})
]
=
[
HSM1 HSM2
HSM3 HSM4
] [
Iˆ1({jkω1})
Iˆ2({jkω1})
]
(5.56)
2As long as they are able to be described ideally using the hybrid model of Chapter 2
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Figure 5.13 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 0.25 (p.u.)
increase in DC current. black HSM, white PSCAD
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Figure 5.14 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 0.05 (p.u.)
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Figure 5.15 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 0.05 (p.u.)
150 (Hz) disturbance in phase A Voltage. black HSM, white PSCAD
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Figure 5.16 Comparison between distortions obtained by the HSM and PSCAD-EMTDC to a 1 degree
increase in the alpha firing signal. black HSM, white PSCAD
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[
Iˆ1({jkω1})
Oˆ2({jkω1})
]
=
[
HSM−11 HSM
−1
1 HSM2
HSM3HSM
−1
1 HSM4 −HSM3HSM
−1
1 HSM2
][
Oˆ1({jkω1})
Iˆ2({jkω1})
]
(5.57)
Effects of Truncation When the HSM is implemented on a computer truncation of
the harmonics is required. Truncated representations lack high frequency components so
to some extent results in errors. It was thought (by the author) that lower frequencies
transfers may also contain errors as higher frequencies could be wrapped back to the lower
frequency transfers during their formulation, and their absence due to truncation may
result in an error. However, this did not prove to be the case, and the elements in the
center of the HSM are unaffected by the truncation of higher frequency components. In
the next chapter, Chapter 6, an alternative technique is used to derive the HSM using
the harmonic state space. This alternative technique, as will be shown, is susceptible to
harmonic truncation.
5.11 CONCLUSION
In this chapter, a general technique for producing the harmonic domain model of a power
electronic converter was described. Compared to previous harmonic domain models of
power electronic converters the general technique has the made the following advances.
• The technique is general and should be amenable to all converter topologies that can
be defined using the hybrid model of Chapter 2.
• The technique is able to model partial transients that evolve at any complex fre-
quency.
• The technique can model harmonic distortion that excites a mode of a stage, i,e. the
partial resonant response.
• The technique is successfully able to model transients and the effects of resonance
across stage boundaries and across cycles.
The harmonic domain model was verified for a range of distortions for two common convert-
ers; the buck-boost converter, and the Graetz bridge. The DC:DC buck-boost converter
represented a converter with Partial Transients that lasted a complete cycle, and included
both autonomous and controlled switches. The Graetz bridge was modeled as it is a con-
verter that has received considerable modelling effort. In both examples, the technique
was verified, and the converters were shown both to be highly linear.
Chapter 6
HARMONIC STATE SPACE MODEL OF A POWER
ELECTRONIC CONVERTER
6.1 INTRODUCTION
The small signal model of a piece wise linear system linearized over a cyclic steady state
falls within the LTP class of systems. An LTP system is described formally in definition
6.1.
Definition 6.1 (Linear Time Periodic) A linear time periodic system is described by
a set of first order linear equations of the form of equation 6.1.
∂x(t)
∂t
= A(t)x(t) +B(t)uelec(t)
(6.1)
y(t) = C(t)x(t) +D(t)uelec(t)
Where A(t),B(t),C(t) and D(t) are all T-periodic, i.e. A(T + t) = A(t) ∀t
The clear difference that this description has with the LTI system familiar to most, is that
the system coefficients A(t),B(t),C(t),D(t) are time variant and specifically the variance
is T-periodic.
Linear Time Periodic systems have engaged researchers for over one hundred years, orig-
inally in the study of celestial objects [56], [9]. More recently Wereley [31] developed the
Harmonic State Space (HSS) framework for the study of LTP systems. The key advance-
ment of Wereley’s work is that it is analogous to the LTI’s State Space (LTISS). Instead
of using the s-domain to describe signals, a new signal class, the exponentially modulated
periodic domain (or EMP-domain) is used.
In the EMP-domain two parts describe signals, a periodic part represented as a vector
of Fourier components, and a complex exponential part. The Harmonic State Space is a
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description that maps the fourier components to form a linear algebraic description of the
dynamics of a linear time periodic system.
Wereley’s work was inspired by the modelling of helicopter rotor blades, however it has
been used in the study of power electronics, for a voltage source converter [16], [57], and
non-linear power systems [58], [59]. In the circuits described in the literature only fully
controlled switches have so far been included. A major class of converters not modelled
are those with autonomous switching devices and independent states. This class includes
both the discontinuous Buck-Boost converter and the Graetz bridge, but also many others
including a large number of discontinuously operated DC:DC converters, the Capacitor
Commutated Converter [60], and thyristor circuits in FACTS schemes such as the thyristor
controlled static compensator [61].
In this chapter, a method for constructing the HSS of a general power electronic converter
based upon the small signal model of Chapter 3 is outlined. The HSS is demonstrated
and verified by its application to the familiar discontinuous buck-boost and Graetz Bridge
converters.
6.2 HARMONIC STATE SPACE
The harmonic state space is an LTP analogue to the (s-domain) LTI state space (LTISS).
The important aspects of the LTI state space are outlined next.
6.2.1 LTI State Space
Of central importance to the LTISS is the domain of the signals – the set of complex
exponentials or the s-domain. All physically realizable signals of the LTISS; the input, the
steady state response, the transient response, and the output are all described within this
space [26]. The only signal not describable as a complex exponential in a LTI system is
the resonant response. The form and the relationship between the signals are summarized
in Table 6.1.
LTI System Description symbol formula
Input u(t) u0e
st
Steady State xss(t) (sI −A)
−1Bu(t)
Transient response xtr(t) e
At (x(t0)− xss(t0))
Output Transient response ytr(t) Cxtr(t)
Output Steady State response yss(t) Cxss(t)
Transfer Function H(s) C(sI −A)−1B
Table 6.1 LTI system signals and their relationships
.
The steady state and the transient responses are both described using complex exponen-
tials, and although the transient response evolves at the Eigenvalues of the system space,
6.2 HARMONIC STATE SPACE 93
the steady state response evolves at the frequencies of the input.
If the system is asymptotically stable, then the transient response will vanish as t →
∞ at which point the system is at the steady state. The steady state is a one to one
transformation of the input, where both signals have the same frequencies, differing only
in magnitude and phase. This mapping between the signals can be described by a transfer
function.
As for the actual state space description, of great important is that the LTISS is a lin-
ear algebraic set of differential equations. The easy manipulation of these equations for
controller design is the key behind the LTISS’s popularity.
In summary, the LTP analogue to the LTISS must meet the following requirements,
1. LTP signal space must be able to model all realizable signals
2. The transient response is associated with the relaxation of the system and will vanish
as t → ∞
3. The steady state outputs are at the same frequencies as the inputs.
4. The steady state space must be a one to one map of the input and this map must
be able to be described in a transfer function style.
5. LTP state space must be written as a linear algebraic expression.
6.2.2 LTP signal space: Exponentially Modulated Periodic Domain (EMP-domain)
The first three requirements, and part of the fourth requirement, relate to a signal space
that is the equivalent to the complex exponential (or s-domain). Wereley gained this
signal, the exponentially modulated periodic (EMP) signal, from Floquet theory. Floquet
Theory is described below for a LTP system described as a set of first order equations, and
is a replication of that presented in [31]. For a classical approach for systems described as
second order or n-order then the reader should consult [62] [63].
Theorem 6.1 (Floquet Theory) Consider the state space model of the linear time pe-
riodic system in Definition 6.1. If the state transition matrix Φ(T, 0), known as the mon-
odromy matrix, is non-defective then the following results hold:
1. State Transition Matrix The state transition matrix can always be expressed as
Φ(t, τ) = P (t)eQ(t−τ)P−1(τ) (6.2)
where P (t) is a nonsingular T-periodic matrix of dimension n× n, and Q is a con-
stant, possibly complex, matrix of n× n elements.
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2. Similarity Transformation The state transformation
x(t) = P (t)v(t) (6.3)
transforms x(t) into a set of periodically time varying systems of co-ordinates, v(t),
such that the dynamics in the new state space is linear time invariant, that is,
v˙(t) = Qv(t) + Bˆ(t)u(t)
(6.4)
y(t) = Cˆ(t)v(t) +D(t)u(t)
(6.5)
where,
Q = P−1(t)
{
A(t)P (t)− P˙ (t)
}
(6.6)
Bˆ(t) = P−1(t)B(t) (6.7)
Cˆ(t) = P−1(t)C(t) (6.8)
3. Stability A necessary and sufficient condition for stability is that all eigenvalues of
the monodromy matrix lie on the open unit disk.
Proof See Wereley [31]
Central to Floquet’s Theory are the time-invariant matrix Q and the time-variant transfer
matrices P (t) and P−1(t). Whilst Floquet theory proves the existence of these matrices,
it does not reveal how to find them, however in this discussion about the EMP domain as
an analogue to the s-domain only knowledge of their existence is required.
The first result of Floquet theory describes the form of the LTP signal space the Expo-
nentially Modulated Periodic signal or (EMP-domain). Its formal definition is described
in Definition 6.2.
Definition 6.2 (Exponentially Modulated Periodic Signal) A Exponential Modu-
lated Periodic signal is the product of a periodic signal and a complex exponential.
u(t) = est
∞∑
n=−∞
une
jnω1t (6.9)
where s ∈ C
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Since all s-domain signals can also be described in the EMP-domain1, although not
uniquely, it follows that the EMP-domain can also describe all physically realizable signals.
This observation satisfies the first requirement of the analogue that the EMP signal must
be able to model all realizable signals.
The second requirement that the transient response is associated with the relaxation of the
system can be partially met by looking at the homogenous response of the system. The
homogenous response can be described in terms the state transition matrix of Floquet’s
theorem.
xh(t) = Φ(t, t0)x(t0)
= P (t)eQ(t−t0)P−1(t0)x(t0) (6.10)
Clearly this is an EMP signal, the term P−1(t0)x(t0) is a constant, the term e
Q(t−t0) is a
matrix exponential, and the term P (t) is T-periodic. In addition, the exponential evolves
according to the eigenvalues of Q, which are the poles of the LTP system.
The steady state is also in the form of an EMP-domain signal. This can be shown with the
second result of Floquet’s theorem, that the LTP system equations can be transformed to
a representation where the dynamics matrix is time-invariant.
v˙(t) = Qv(t) + Bˆ(t)u(t) (6.11)
The integral of the initial state problem of this equation is, where it is assumed that t0 = 0.
v(t) = Φ(t, 0)v(0) +
∫ t
0
Φ(t, τ)Bˆ(τ)u(τ)dτ (6.12)
By noting that Φ(t, τ) = Φ(t, 0)Φ(0, τ), and evaluating Φ(t, 0) = eQt, and Φ(0, τ) = e−Qτ
then the integral can be rewritten as
v(t) = Φ(t, 0)v(0) + Φ(t, 0)
∫ t
0
Φ(τ, 0)Bˆ(τ)u(τ)dτ
= eQt
(
v(0) +
∫ t
0
e−Qτ Bˆ(τ)u(τ)dτ
)
(6.13)
Substituting u(t), Bˆ(t) in their EMP and periodic forms respectively, 6.13 becomes 6.14.
1the reverse is also true, but in general one EMP signal is described by an infinite set of s-domain signals
96 CHAPTER 6 HARMONIC STATE SPACE MODEL OF A POWER ELECTRONIC CONVERTER
v(t) = eQt
{
v(0) +
∫ t
0
e−Qτ
∞∑
l=−∞
Bˆle
jlω1τ
∞∑
m=−∞
ume
smτdτ
}
(6.14)
Where sm = jmω1 + s.
By using the change of index sl = jlw1 + s, and then rearranging 6.14 can be rewritten as
v(t) = eQt
v(0) +
∫ t
0
e−Qτ
∞∑
l,m=−∞
Bˆlume
(jlω1+sm)τdτ

= eQt
v(0) +
∫ t
0
e−Qτ
∞∑
l,m=−∞
Bˆl−mume
slτdτ

= eQt
v(0) +
∞∑
l,m=−∞
∫ t
0
e(slI−Q)τdτBˆl−mum
 (6.15)
When evaluation this integral, assuming sl is not an Eigenvalue of Q, it can be equated to
v(t) = eQt
v(0)−
∞∑
l,m=−∞
(slI −Q)
−1 Bˆl−mum

+
∞∑
l,m=−∞
(slI −Q)
−1 Bˆl−mume
slt (6.16)
The first line of the equation 6.16 is the transient response of the LTP system. When this
response is transformed into the x(t) state space, as shown in equation 6.17, the transient
response is in the desired form of an EMP-domain signal, where the modulating matrix
exponential is the time exponential of Q and is equivalent to the natural relaxation of the
system. This fully satisfies the requirement that the transient response of an LTP system
be in the form of an EMP signal.
xtr(t) = P (t)e
Qt
P−1(t)x(0) −
∞∑
l,m=−∞
(slI −Q)
−1 Bˆl−mum
 (6.17)
The steady state response can be gained from 6.16 if the initial state of the system is set
to
v(0) =
∞∑
l,m=−∞
(slI −Q)
−1 Bˆl−mum
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Using this condition for v(0), equation 6.16 yields the steady state response. When the
equation is expanded it is in the form of a EMP signal, whose modulating exponential
is the same as the input and which is multiplied by a periodic portion described as a
summation of exponentials, as shown in equation 6.18.
vss(t) =
∞∑
l,m=−∞
(slI −Q)
−1 Bˆl−mume
slt
=
∞∑
l,m=−∞
{
(slI −Q)
−1 Bˆl−mume
jlω1t
}
est (6.18)
Transformed back to the x(t) state space, and by employing another change of index,
xss(t) is also in the form of an EMP signal, with exponential components at the same
frequency as the input.
xss(t) =
∞∑
n,l,m=−∞
{
Pn−l (slI −Q)
−1 Bˆl−mume
jnω1t
}
est (6.19)
Together equations 6.17 and 6.19 fully satisfy requirements that the EMP signal be able
to describe the transient and steady state response of an LTP system.
6.2.3 Harmonic State Space (HSS)
The aim of this subsection is to write the LTP state space in the desired linear algebraic
form called the Harmonic State Space (HSS), from which the map between the input and
the output called the harmonic transfer function (HTF) is formed.
If an LTP system is subjected to an input signal of the form,
uelec(t) =
∞∑
m=−∞
ume
(jmω1+s)t (6.20)
Then the steady state and its gradient will be of the form,
x(t) =
∞∑
n=−∞
xne
(jnω1+s)t (6.21)
x˙(t) =
∞∑
n=−∞
(jnω1 + s)xne
(jnω1+s)t (6.22)
When these signals are substituted into the dynamics line of equation 6.1, along with the
Fourier series expansion of the T-periodic matrix A(t) and B(t), equation 6.23 is formed.
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∞∑
n=−∞
(jnω1 + s)xne
(jnω1+s)t =
∞∑
n=−∞
Ane
jnω1t
∞∑
m=∞
xme
(jmω1+s)t
+
∞∑
n=−∞
Bne
jnω1t
∞∑
m=∞
ume
(jmω1+s)t
(6.23)
=
∞∑
n,m=−∞
Anxme
j(n+m)ω1est +
∞∑
n,m=−∞
Bnume
j(n+m)ω1est
=
∞∑
n,m=−∞
An−mxme
jnω1est +
∞∑
n,m=−∞
Bn−mume
jnω1est
The solution to this equation is the Fourier terms of the state vector, x−∞, . . . , x−1, x0, x1, . . . , x∞.
By using the principle of the harmonic balance, which is stated below, equation 6.23 can
be rewritten as a set of linear independent equations.
Principle 6.1 (of the harmonic balance) Every harmonic of the steady state solution
of a LTP system is linearly independent.
Remark If every harmonic of the steady state solution is linearly independent, then every
harmonic of the steady state’s gradient is also linearly independent.
Using this principle each harmonic of the gradient of x can be written in terms of the RHS
components that have the same frequency, as shown in equation 6.24.
(jnω1 + s)xne
(jnω1+s)t =
∞∑
m=−∞
An−mxme
(jnω1+s)t +
∞∑
m=−∞
Bn−mume
(jnω1+s)t (6.24)
With some manipulation and cancellation, equation 6.25 can be derived.
sxn =
∞∑
m=−∞
An−mxm +
∞∑
m=−∞
Bn−mum − jnω1xn (6.25)
In this equation, the coefficient of the steady state gradient’s nth harmonic is written in
terms of the coefficients of the steady state and the input. At the steady state all these
coefficients are time-invariant.
A similar equation can be written for each harmonic of the output, as shown in equation
6.26.
yn =
∞∑
m=−∞
Cn−mxm +
∞∑
m=−∞
Dn−mum (6.26)
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There is one set of these equations for each harmonic. By using Toeplitz matrices the
set of equations can be combined into a single first order DE set with linear coefficients.
This equation set forms the HSS, and satisfies part 5 of the analogue, that the governing
equations of the LTP system must be written in a linear algebraic form. The formal
definition of the HSS is given in Definition 6.3.
The first order set of DEs of the HSS describes the time evolution of the harmonic coeffi-
cients of the state and the output. It can be treated and manipulated like any first order
set of DEs and the same equations that are used to determine the steady state and tran-
sient responses of an LTI system can also be used for the HSS differentials. Importantly
the periodic variance of each harmonic has been made implicit.
Definition 6.3 (Harmonic State Space (HSS)) An LTP system of the form of equa-
tion 6.1 can be expressed as equation 6.27
sx = (A−N )x+ Bu
y = Cx+Du (6.27)
Where the signals x,y,u are of the form of infinite dimensioned vectors of harmonic com-
ponents
x =

...
x−2
x−1
x0
x1
x2
...

(6.28)
The matrices A,B,C, and D are double infinite Toeplitz matrices expressed in terms of the
Fourier coefficients of the LTP coefficients A(t),B(t),C(t) and D(t) respectively.
A =

. . .
...
...
...
...
...
· · · A0 A−1 A−2 A−3 A−4 · · ·
· · · A1 A0 A−1 A−2 A−3 · · ·
· · · A2 A1 A0 A−1 A−2 · · ·
· · · A3 A2 A1 A0 A−1 · · ·
· · · A4 A3 A2 A1 A0 · · ·
...
...
...
...
...
. . .

(6.29)
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N is the block diagonal matrix of the form
N =

. . .
−j2ω1
−jω1
0
jω1
j2ω1
. . .

(6.30)
and s ∈ C.
In a similar manner to the LTI state space a transfer function between the input and the
output can be written, this transfer is called the HTF is defined below.
Definition 6.4 (Harmonic Transfer Function (HTF)) The harmonic transfer func-
tion is an infinite dimensioned matrix that maps the harmonics of the input to the har-
monics of the output.
H(s) = C [sI − (A−N )]−1 B +D (6.31)
The HTF fully satisfies part 4 of the analogue that there should be a linear map between
the steady state output and the input. Its satisfaction completes the construction of the
analogue to the LTI system. When the HTF is evaluated at H(0), the input is purely
harmonic and the HTF produced is equivalent to the HSM developed in the previous
chapter.
So far in this discussion it has been assumed that the doubly infinite dimensioned matrices
and infinite dimensioned vectors can be easily manipulated. In reality however the matrices
and vectors need to be truncated. This truncation and the effect it has on accuracy is the
focus of an upcoming section.
6.3 LTP MODEL OF THE POWER ELECTRONIC CONVERTER
In this section a description of the general power electronic converter is described in the
form of equation 6.1. As the LTP model is linear the LTP model is based around an
operating point, and the deviation from this operating point can be described by the small
signal model developed in Chapter 3. This observation reduces the problem to finding the
LTP description of the small signal model, i.e finding A(t),Belec(t),Bctrl(t),C(t),Delec(t)
and Dctrl(t) of equation 6.32.
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∆˙x(t) = A(t)∆x(t) +Belec(t)∆uelec(t) +Bctrl∆uctrl(t)
(6.32)
∆y(t) = C(t)∆x(t) +Delec(t)∆uelec(t) +Dctrl∆uctrl(t)
As was the case in the previous chapter, the LTP description requires that each stage of
the converter have commonly dimensioned state spaces.
The coefficients of the LTP system contain three parts; the contribution from evolution
within each stage, the effect of autonomous switching instant variations, and the effect
of control switching instant variations. As the system is linear, by using the principle of
superposition the contributions can be found separately before they are combined together.
Once the LTP description has been found forming the HSS is relatively trivial as the com-
ponents of the LTP model are either step functions or impulses. Both impulses functions
and step functions have Fourier series that are well known [64].
6.3.1 Contribution of stage evolution
The contribution of evolution during a stage is simply the stage’s state space matrices
multiplied by identical rectangular functions that each spans the stage’s base case duration.
For example the contribution from the nth stage to the periodic dynamics matrix is given
by equation 6.33 where µ(t− tθn+1) is a Heaviside function.
An
(
µ(t− tθn)− µ(t− tθn+1)
)
(6.33)
6.3.2 Contribution of an autonomous switching instants
When a system crosses from one stage to another, the state at the start of the stage is
found via the jump destination map, which not only project energy from the old state to
the new state but also injects energy from the electrical input. Additionally for a small
signal model the effects of autonomous switching instant variation are included. In the
small signal model described in Chapter 3, the evolution across a switching instant is
described by a difference equation for the state.
∆xn(t
+
θn
) =
(
P [n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂xn−1(t
−
θn
)
)
∆xn−1(t
−
θ )+
(
Q[n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂u(tθn)
)
∆u(tθ)
As the LTP system is continuous instead of explicitly using a difference equation for
evolving the state across a switching instant, the dynamics equation is altered to include
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an impulse in its gradient. This impulse when integrated will produced the desired step
change. The size of this impulse has an area equal to the difference between the post and
pre switching states as shown in equation 6.34.
lim
t→tθn
∂x(t)
∂t
= lim
t→tθn
δ(t− tθn)
[
x(t+θn)− x(t
−
θn
)
]
= δ(0)
[
x(t+θn)− x(t
−
θn
)
]
(6.34)
To retain ∂x(t)
∂t
as a function of x(t) and u(t) as t→ tθn then it must have the form
lim
t→tθn
∂x(t)
∂t
= lim
t→tθn
δ(t− tθn) (K1[n]x(t) +K2[n]u(t))
= δ(0) (K1[n]x(tθn) +K2[n]u(tθn)) (6.35)
By recognizing that if x(t) is discontinuous at tθn then x(tθn) tends towards the mid point
of the pre switching and post switching state, i.e.
x(tθn) =
1
2
(
x(t+θn) + x(t
−
θn
)
)
(6.36)
Then by equating equation 6.34 with 6.35, and substituting x(tθn) for the expression in
equation 6.36 equation 6.37 can be formed.
x(t+θn) =
(
I −
K1[n]
2
)−1(
I +
K1[n]
2
)
x(t−θn) +
(
I −
K1[n]
2
)−1
K2[n]u(tθn) (6.37)
Equation 6.37 has a form similar to the jump destination map of the small signal model,
by recognizing this similarity identity equations 6.38 and 6.39 can be written.
(
I −
K1[n]
2
)−1(
I +
K1[n]
2
)
=
(
P [n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂xn(t
−
θn
)
)
(6.38)
(
I −
K1[n]
2
)−1
K2[n] =
(
Q[n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂u(tθn)
)
(6.39)
It follows that K1[n] and K2[n] should be chosen to satisfy these equations, which leads
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to equation 6.40 and 6.41.
K1[n] = 2
((
P [n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂xn−1(t
−
θn
)
)
+ I
)
−1((
P [n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂xn−1(t
−
θn
)
)
− I
)
(6.40)
K2[n] =
(
I −
1
2
K1[n]
)(
Q[n] +
∂xn(t
+
θn
)
∂tθn
∂tθn
∂u(tθn)
)
(6.41)
Choosing K1[n] and K2[n] according to equations 6.40 and 6.41 means that the LTP
system steps across the autonomous switching instant identically to the difference equation.
From the small signal model, the output equation at a switching instant is described by
an impulse of the form
∆yelec(tθn) = lim
t→tθn
∂yn(tθn)
∂tθn
(
∂tθn
∂xn−1(t
−
θn
)
∆xn−1(t
−
θ ) +
∂tθn
∂u(tθn)
∆u(tθ)
)
(6.42)
Where,
∂yn(tθn)
∂tθn
= lim
t→tθn
δ(t− tθn)
(
y(tθ+n )− y(tθ−n )
)
= lim
t→tθn
δ(0)
(
y(tθ+n )− y(tθ−n )
)
∂tθn
∂xn(t
−
θn
)
=
−1
∂Vn(tθn )
∂t
g1n
∂tθn
∂u(tθn)
=
−1
∂Vn(tθn )
∂t
g2n
For the LTP representation the output equation at the autonomous switching instant is
expressed as a function of the state and the input in the form of 6.43.
lim
t→tθn
y(tθn) = lim
t→tθn
δ(t− tθn) (K3x(t) +K4uelec(t))
= δ(0) (K3x(tθn) +K4uelec(tθn)) (6.43)
By substituting equation 6.36 into equation 6.43
lim
t→tθn
y(tθn) = δ(0)
(
K3
1
2
(
x(t+θn) + x(t
−
θn
)
)
+K4uelec(t)
)
and expressing x(t+θn) using equation 6.37, equation 6.44 can be formed.
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lim
t→tθn
y(tθn) = δ(0)
(
K3
1
2
((
I −
K1[n]
2
)−1(
I +
K1[n]
2
)
+ I
)
x(t−θn)
+
((
I −
K1[n]
2
)−1
K2[n] +K4
)
uelec(t)
)
(6.44)
This equation has a similar form to equation 6.42 and using a similar argument to the
derivation of constants K1[n] and K2[n], equations 6.45 and 6.46 can be used to form
expressions for constants K3 and K4. If these values are chosen then the LTP output
equation will contain an impulse of the exactly the same magnitude as the small signal
model.
K3 = 2
∂yn(tθn)
∂xn−1(t
−
θn
)
((
I −
K1[n]
2
)−1(
I +
K1[n]
2
)
+ I
)−1
(6.45)
K4 =
∂yn(tθn)
∂u(tθn)
−
1
2
K3
(
I −
K1[n]
2
)−1
K2[n] (6.46)
6.3.3 Contribution of controlled switching instants
Controlled switching instants have a similar contribution as autonomous ones, but instead
of the size of the switching variation being dependent on the state and the electrical input,
it is directly determined by the appropriate control input. The difference equation that
describes this relationship is repeated below, where although the effect of autonomous
switching instants are not included, the effects of the base case jump destination maps
are.
∆xn(t
+
θn
) = P [n]∆xn−1(t
−
θn
) +Q[n]∆u(tθn) +
∂xn(t
+
θn
)
∂tθn
∆tθn (6.47)
The equivalent equation that describes the output at the switching instant is equation
6.48, where since the switching instant is controlled, the impulse at the output is totally
dependent on the control order.
∆y(tθn) =
∂y(tθn)
∂tθn
∆tθn (6.48)
An LTP system at a controlled switching instant tends towards the expressions in equation
6.49 and 6.50.
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lim
t→tθn
∂x(tθn)
∂t
= lim
t→tθn
δ(t− tθn) (K1[n]x(t) +K2elec[n]uelec(t) +K2ctrl[n]uctrl(t))
= lim
t→tθn
δ(0) (K1[n]x(tθn) +K2elec[n]uelec(tθn) +K2ctrl[n]uctrl(tθn))(6.49)
lim
t→tθn
y(tθn) = lim
t→tθn
δ(t− tθn)K4ctrl[n]uctrl(t)
= δ(0)K4ctrl[n]uctrl(tθn) (6.50)
Using similar arguments as were given for the autonomous switching instants, the constants
K1[n],K2elec,K2ctrl, and K4ctrl are given below.
K1[n] = 2(P [n] + I)
−1(P [n]− I)
K2elec[n] =
(
I − K1[n]2
)
Q[n]
K2ctrl[n] =
(
I − K1[n]2
)
∂xn(t
+
θn
)
∂tθn
K4ctrl[n] =
∂y(t+
θ
)
∂tθ
(6.51)
This completes the HSS model of a power electronic converter. It is now verified by
modelling the buck-boost converter and the Graetz Bridge converter.
6.4 EXAMPLE: BUCK-BOOST CONVERTER
The buck-boost converter is used to demonstrate the accuracy of the HSS model. Unlike
in the previous chapters the buck-boost converter is operated both discontinuously and
continuously. Modelling the converter in continuous operation is used to demonstrate
the HSS model against those models and methods found in the literature, in particular
this model is compared to a state space averaging model. In this section the model
of the discontinuous Buck-Boost converter is examined in detail, before results for the
discontinuous buck-boost converter and the continuous buck boost are presented.
6.4.1 Model: Discontinuous Buck-Boost Converter
To form the HSS model of the discontinuous buck-boost converter periodic time varying
descriptions of its state space matrices are required. The method for achieving this de-
scription was outlined in the previous section. Here a detailed example of how to form the
dynamics matrix, A(t), of the discontinuous buck-boost converter is presented.
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The dynamics matrix A(t) has contributions from each stage, and the autonomous switch-
ing instant tθ3. The general formulation suggests that it has contributions from the con-
trolled switching instants as well, however as will be seen in this formulation they do not
contribute. To start with the general form of the dynamic matrix is that of equation 6.52.
It is important to note that in this formulation the stage order is 4,2,1, whilst the order
of switching instants is tθ1, tθ2 , tθ3 , T . This means that the fourth stage exists between the
first and second switching instants.
A(t) = A4(µ(t− tθ1)−µ(t− tθ2))+A2(µ(t− tθ2)−µ(t− tθ3))+A1(µ(t− tθ3)−µ(t−T ))
+K1[tθ1 ]δ(t − tθ1) +K1[tθ2 ]δ(t− tθ2) +K1[tθ3 ]δ(t− tθ3) (6.52)
Each of the coefficients of equation 6.52 are detailed in the following text.
A4 A2 A1: The matrices A4, A2 and A1 are the buffered dynamic stage matrixes, each
multiplied by a rectangular sampling function that spans the length of each stage.
K1[tθ3 ]: The sensitivity matrix that models the effect of switching instant variation of
the autonomous switching on the post switching state is, as shown in equation 3.26, a
non-square matrix with elements that are equal to zero. This occurs as the buck-boost
converter capacitor voltage is continuous over the autonomous switching instant, whilst
the inductor current does not exist after the autonomous switching instant. The result of
an all zero switching instant sensitivity matrix is that the coefficient K1[tθ3 ] in front of the
impulse at the autonomous switching instant is completely determined by the large signal
projection matrix. The effect of autonomous switching instant variation has no effect for
a linearized model. The projection matrix of the large signal model, that projects the
state across the autonomous switching instant is shown below. The bold elements in this
projection matrix are the buffered zeros.
x(t+θ3) = P [3]x(t
−
θ3
)[
0
Vc(t)
]
=
[
0 0
0 1
] [
Il(t)
Vc(t)
]
(6.53)
Using the above projection matrix and equation 6.40 the coefficient K1[tθ3 ] can be found.
K1[tθ2 ]: The coefficients K1[tθ1 ] and K1[tθ2] are the magnitudes of the controlled switch-
ing instant contributions. These impulses are only present if the projection matrices inject
or remove energy from the system between stage transition. The projection matrix across
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the second switching instant P [2] is equal to identity matrix as no energy is injected or
removed from the system. From equation 6.51 the coefficient K1[tθ2 ] is then equal to zero.
K1[tθ1 ]: The projection matrix across the first switching instant is a buffered matrix as
shown below. It projects the capacitor voltage of the last stage to the capacitor voltage
and inductor current in the first stage.
[
Il(t)
vc(t)
]
=
[
1 0
0 1
] [
0
vc(t)
]
(6.54)
The bold zero in the right hand vector represents the buffered state, whilst the bold zero
and bold one in the projection matrix are the projection matrix’s buffered elements. In
Chapter 5 it was suggested that the buffered elements should be equal to zero. However, if
the diagonal element of the buffered section is chosen as a one, then the coefficient K1[tθ1 ]
also becomes zero. It is shown later that impulses in the dynamics matrix increase the
effect of truncation, so placing a one here is advantageous as it removes an impulse from
the dynamics matrix. Using this observation new rules for what the buffered elements of
the projection matrix are stated below:
• If the buffered element is an off-diagonal it should be set to zero
• If the buffered element is an on-diagonal and it is projection from a actual state to
a buffered state it should be set to zero.
• If the buffered element is an on-diagonal and it is projection from a buffered state
state to an actual state it should be set to one.
Similar formulations can be written for the other HSS matrices Belec(t), Bctrl(t), C(t),
Delec(t) and Dctrl(t). The ctrl terms are completely described by impulses with the mag-
nitudes of equation 6.51, whilst the C matrix and the elec matrices are a mix of stage
matrices rectangular sampled, and switching instant variation effects modeled as impulses.
The Toeplitz matrices of the HSS description are formed from the Fourier coefficients of
the time-periodic matrices, where each Fourier coefficient is placed along the appropriate
diagonal as shown in Definition 6.3.
6.4.2 Results: Discontinuous Buck-boost converter
The HSS model of the converter is built around the operating point described in Table
3.3. The harmonics are truncated to the 21st harmonic. Using this model the converter
is subjected to a 1 Volt, zero frequency, voltage source disturbance, a 1% increase in
duty cycle. The results of these disturbances are shown in both the time domain for the
transient effects, and in the harmonic domain for the steady state in Figures 6.1 and 6.2.
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(a) Time domain trajectories of state distortions, upper group are the inductor currents, lower group are
the capacitor voltages, thick PSCAD, thin HSS
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(c) Steady state current output comparison in the Harmonic domain, black PSCAD, whiteHSS
Figure 6.1 Comparison between the state and output distortions predicted by a 21 harmonic component
HSS model and a PSCAD model of a discontinuous buck-boost converter subjected to a 1 volt source
distortion
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(a) Time domain trajectories of state distortions, upper group are the inductor currents, lower group are
the capacitor voltages, thick PSCAD, thin HSS
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(c) Steady state current output comparison in the Harmonic domain, black PSCAD, whiteHSS
Figure 6.2 Comparison between the state and output distortions predicted by a 21 harmonic component
HSS model and a PSCAD model of a discontinuous buck-boost converter subjected to a 1% increase in
duty cycle (or ∆tθn = 5× 10
5)
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Variable Value
Stage order {4, 2, 1}
C 50µF
R 1Ω
L 9µH
fs 20000Hz
Duty Cycle 50%
tθ1 0
tθ2 2.5× 10
−5
tθ3 5× 10
−5
vac 15V
x1(t
+
θ1
) [5.4030A − 16.1270V ]
Table 6.2 Continuous operated Buck-Boost for operating point
The HSS compares well to the PSCAD simulations in these figures. The only exception
is in Figure 6.2(b) where the HSS contains truncated impulses, however they do have the
same steady state spectra.
6.4.3 Results: Continuous Buck-boost Converter
The same disturbance is applied to a continuous conducting buck-boost converter, whose
steady state operating point is described in Table 6.2 in Figures 6.3 and 6.4. A similar
match for the continuous case is revealed, where again an impulse in the output, caused
by the firing angle delay, is truncated in the time-domain plot of the HSS description.
However, when the output of the HSS description is compared with the PSCAD description
in the steady state a good match is obtained.
6.4.4 Relationship to State Space Averaging Models and their linearization
A popular technique for producing an LTI state space equivalent of a power electronic
system is state space averaging [1], [65] and [66]. Although it has been used in systems
with autonomous switched converters [65] [48] the modelled systems are linearly unaffected,
such as the buck-boost converter, by switching instant variation. Most literature for state
space averaging is very case specific, with the majority of papers centered around the
modelling of DC:DC converters. State space averaging lacks the systematic approach
presented in this thesis.
The basic principle behind state space averaging is to average the coefficients of each LTI
stage to produce a single continuous coefficient instead of a set of coefficients each valid
for only a portion of the evolution. The general expressions of these coefficients is that
of equation set 6.55. This expression differs from most in the literature as it is expressed
in terms of switching instants. Most references express these coefficients in terms of the
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(a) Time domain trajectories of state distortions, upper group are the inductor currents, lower group are
the capacitor voltages, thick PSCAD, thin HSS
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(c) Steady state current output comparison in the Harmonic domain, black PSCAD, whiteHSS
Figure 6.3 Comparison between the state and output distortions predicted by a 21 harmonic component
HSS model and a PSCAD model of a continuous buck-boost converter subjected to a 1 volt increase in
DC source voltage
112 CHAPTER 6 HARMONIC STATE SPACE MODEL OF A POWER ELECTRONIC CONVERTER
0 T 2T 3T 4T 5T
−2
0
2
4
(a) Time domain trajectories of state distortions, upper group are the inductor currents, lower group are
the capacitor voltages, thick PSCAD, thin HSS
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(c) Steady state current output comparison in the Harmonic domain, black PSCAD, whiteHSS
Figure 6.4 Comparison between the state and output distortions predicted by a 21 harmonic component
HSS model and a PSCAD model of a continuous buck-boost converter subjected to a 1% increase in duty
cycle (or ∆tθn = 5× 10
5)
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intervals the stages are active [1], [65] and [66], but the expressions presented here are
equivalent.
Aave =
1
T
(
A1(tθ2 − tθ1) + · · ·+An(tθn+1 − tθn) + · · ·+AN (tθN − tθN−1)
)
=
Bave =
1
T
(
B1(tθ2 − tθ1) + · · · +Bn(tθn+1 − tθn) + · · · +BN (tθN − tθN−1)
)
= (6.55)
Cave =
1
T
(
C1(tθ2 − tθ1) + · · · + Cn(tθn+1 − tθn) + · · · +CN (tθN − tθN−1)
)
=
Dave =
1
T
(
D1(tθ2 − tθ1) + · · ·+Dn(tθn+1 − tθn) + · · ·+DN (tθN − tθN−1)
)
The expressions of equation set 6.55 are used to form the averaged state space equations.
∂x(t)
∂t
= Aave(tθ1 , . . . , tθn , . . . , tθN ) x(t) +Bave(tθ1 , . . . , tθn , . . . , tθN ) u(t)
(6.56)
y(t) = Cave(tθ1 , . . . , tθn , . . . , tθN ) x(t) +Dave(tθ1, . . . , tθn , . . . , tθN ) u(t)
For the continuously operated Buck-Boost converter the state space averaged model is...
[
i˙l(t)
v˙c(t)
]
=
[
0 1
L
tθ3−tθ2
T
− 1
C
tθ3−tθ2
T
− 1
CR
][
il(t)
vc(t)
]
+
[
1
L
tθ2−tθ1
T
0
] [
uelec(t)
]
(6.57)[
y(t)
]
=
[
tθ2−tθ1
T
0
][
il(t)
vc(t)
]
+
[
0
] [
uelec(t)
]
The averaged model is a non-linear large signal model, albeit one with reduced accuracy,
as the averaged coefficients are still functions of the switching instants.
Typically the averaged model is linearized to form a LTI equation set [1], [65] and [66].
The linearization is carried out below in a similar manner to Chapter 3, to form an LTI
state space equation of the form shown in equation 6.58, where all switching instants are
assumed to be controlled. The base case for this linearization is carried out around the
base case switching instants, and the averaged state x̂0, and the averaged input û0.
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∆x˙(t) = Aave∆x(t) +Bave∆u(t) +
[
∂Aave
∂tθ1
xˆ+
∂Bave
∂tθ1
uˆ
]
∆tθ1 +
[
∂Aave
∂tθ2
xˆ+
∂Bave
∂tθ2
uˆ
]
∆tθ2
+ · · · +
[
∂Aave
∂tthetan
xˆ+
∂Bave
∂tθn
uˆ
]
∆tθn
(6.58)
∆y(t) = Cave∆x(t) +Bave∆u(t) +
[
∂Cave
∂tθ1
xˆ+
∂Dave
∂tθ1
uˆ
]
∆tθ1 +
[
∂Cave
∂tθ2
xˆ+
∂Dave
∂tθ2
uˆ
]
∆tθ2
+ · · · +
[
∂Cave
∂tθn
xˆ+
∂Dave
∂tθn
uˆ
]
∆tθn
The linearized state space averaged model of the buck-boost converter is
[
∆i˙l(t)
∆v˙c(t)
]
=
[
0 1
L
tθ30
−tθ20
T
− 1
C
tθ30
−tθ20
T
− 1
CR
][
∆il(t)
∆vc(t)
]
+
[
1
L
tθ20
−tθ10
T
0
] [
∆uelec(t)
]
+
 1L ( ûelec0T − v̂c0T ) 1L ( v̂c0T − ûelec0T )
1
C
îl0
T
− 1
C
îl0
T
[∆tθ2
∆tθ3
]
(6.59)
[
∆y(t)
]
=
[ tθ20−tθ10
T
0
] [
∆il(t)
∆vc(t)
]
+
[
0
] [
∆uelec(t)
]
+
[
îl0
T
−
îl0
T
] [∆tθ2
∆tθ3
]
The variables with the widehat, i.e îl0 are the averaged (or D.C.) values of the base case
state, and inputs.
Although initially equation set 6.58 appears to have many similarities to the HSS model
advanced in this thesis truncated to only a 0 frequency harmonic, it has a crucial difference.
Instead of the linear model being constructed around the actual piece wise linear power
electronic circuit, it is constructed around its averaged equivalent. This difference can be
highlighted by examining the HSS model of the continuous buck-boost converter described
with single (zero-frequency) harmonic truncated vectors.
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[
∆i˙l(t)
∆v˙c(t)
]
=
[
0 1
L
tθ30
−tθ20
T
− 1
C
tθ30
−tθ20
T
− 1
CR
][
∆il(t)
∆vc(t)
]
+
[
1
L
tθ20
−tθ10
T
0
] [
∆uelec(t)
]
+

∂il0
(t−
θ2
)
∂t
−
∂il0
(t+
θ2
)
∂t
T
∂il0
(t−
θ3
)
∂t
−
∂il0
(t+
θ3
)
∂t
T
∂vc0 (t
−
θ2
)
∂t
−
∂vc0 (t
+
θ2
)
∂t
T
∂vc0 (t
−
θ3
)
∂t
−
∂vc0 (t
+
θ3
)
∂t
T

[
∆tθ2
∆tθ3
]
(6.60)
[
∆y(t)
]
=
[
tθ20
−tθ10
T
0
][
∆il(t)
∆vc(t)
]
+
[
0
] [
∆uelec(t)
]
+
[
il0 (t
−
θ2
)
T
−
il0 (t
+
θ3
)
T
] [∆tθ2
∆tθ3
]
Where the vector
[
∆tθ2
∆tθ3
]
is the control input uctrl.
As can be seen there are many similarities between the expressions, in particular the
electrical parts are identical. The difference between the two models is the contribution
from the controlled switching instant variation. In the linearized state space averaged
model the control effect is described in terms of the averaged state and input, whilst in
the truncated HSS model it is described in terms of the state at the switching instant.
The difference between the controlled switching instance effects is especially true in cases
with a large amount of ripple – where the value of the base case state trajectory at the
switching instants are far from the average values.
A comparison between the evolution of the HSS at various levels of truncation and the
linearized state space averaging model are depicted in Figures 6.5, for a DC input voltage
increase and a 1% increase in duty cycle respectively. To make for a fair comparison both
the HSS and State space averaging model are based around the same operating point
obtained by small signal solution to the TPBV problem described in Chapter 4.
As Figure 6.5(a) shows, and was predicted from the examination of equations 6.59 and
6.60, the effect of a DC current increase is identically modeled by the linearized state space
average model and the truncated HSS model. The truncated HSS model is a much better
match than the linearized state space averaging model when modelling the effects of a
duty cycle increase.
An extension to state space averaging theory, variously called generalized state space av-
eraging [66], and later by the some of same author’s Dynamic Phasors, has been developed
in the literature for the study of DC:DC converters, electric machines and also FACTS.
In these models the vectors of the system are implicitly described as harmonics of the
pumping frequency, this enables the modelling of AC:DC converters, and machines with
a mix of AC and DC terminals. In later papers [67] frequency coupling occurs, where
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(a) 1 Volt, 0 frequency, voltage source distortion.
0 T 2T 3T 4T 5T
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
(b) 1% increase in duty cycle
Figure 6.5 Comparison between the evolutions of several HSS models of different harmonic truncations
(thin black line), a linearized state space averaging model (dotted red line), and PSCAD (thick grey
line) for a buck boost converter subjected to a 1 Volt, 0 frequency, voltage source distortion, and a 1%
increase in duty cycle. In each graph the upper group are inductor currents, whilst the lower group are
capacitor voltages.
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Figure 6.6 HSS models of different harmonic truncations modelling a discontinuous buck-boost converter
subjected to a 1 Volt increase in source voltage. The upper group is inductor current, and the lower group is
capacitor voltage. The differently truncated HSS are the thin black lines, whilst the PSCAD comparison
is a thick grey line.
states are split into a set of elements each at an different frequency. It is assumed that a
linearized dynamic phasor model will also differ from the HSS model as it too is based on
averaged base case values.
6.4.5 Truncation
Truncation of the Fourier components can effect the accuracy of the HSS trajectories. This
was hinted at in Figure 6.5 for the continuous operated buck-boost converter. However for
a discontinuously operated buck-boost converter the effect is even larger for both increase
in DC voltage and increase in firing order. Figure 6.6 shows this effect for a set of HSS
with signals truncated to a vector with only a DC component up to a vector with 21
components when subjected to a 1 Volt step change in source voltage.
Importantly it isn’t only high frequency transfers which are affected by truncation but
also low frequency transfers. During the manipulation of the truncated HSS system coeffi-
cients, for the calculation of the transient and steady state responses an inverse operation
is performed when calculating the kernel, (sI − (A −N ))−1. This inverse results in high
frequency components being wrapped back to the low frequency transfers, and if the high
frequency components are missing then errors in the low frequency transfers appear. Simi-
lar truncation errors are likely to occur when calculating the matrix exponential eAt during
the transient response.
Truncation effects are largest when a system contains an impulse in its dynamics matrix
A(t). The Fourier components of an impulse don’t roll off and it is this lack roll off that
results in significant truncation errors. Wereley [31] suggests that the number of harmonic
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(b) Continuous buck-boost Dynamics matrix.
Figure 6.7 The magnitude plots of LTP dynamics matrixes A(t) of a continuous buck-boost converter
(a) and a discontinuous buck-boost converter (b) expressed as doubly infinite Toeplitz matrixes of the HSS.
components needed to produce a good match is larger for systems with discontinuous
dynamics equations.
The effects that a switching instant impulse has on the HSS dynamics matrices is shown
in Figure 6.7. In the figure are shown the dynamics matrices of the HSS descriptions of
the continuous and discontinuous buck-boost converters. In a) the continuous buck-boost
converter the dynamics matrix has no contributions from switching instant impulses and
its terms roll off completely. In b) the discontinuous converter dynamics matrix contains
the effect of impulse. The cause of this impulse is the non-identity projection matrix
(equation 6.53)across the autonomous switching instant. The terms of the impulse do not
role off instead they remain at constant magnitude.
Truncation is a crucial weakness of the HSS, a weakness not shared by HSMs found using
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Continuous Discontinuous
Transfer uelec uctrl 10
6 uelec uctrl 10
5
HSS Dc only 1.0000 2.8740 0.0149 2.3029
HSS 1 component 0.8774 2.3030 0.0294 2.2819
HSS 4 component 0.8748 2.1935 0.0268 1.8213
HSS 10 component 0.8746 2.1582 0.0273 1.7610
HSS 20 component 0.8745 2.1454. 0.0275 1.6909
Partial waveform 0.8745 2.1320 0.02780 1.6667
State Space Averaged 1.0000 0.6016 N \ A N \ A
Table 6.3 The electrical and control DC:DC transfer of the buck-boost converter for both discontinuous
and continuous operation of several differently truncated HSS representations. Also are included are the
transfers using the partial waveform approach of Chapter 5, and the linearized state space averaging
approach (for the continuous case only)
the partial waveform method developed in the previous chapter. In the partial waveform
method low frequency components are unaffected by the absence of the higher frequency
components. In Table 6.3 the effects of truncation on the electrical and control DC:DC
transfer of the buck-boost converter in both discontinuous and continuous modes. The
Table reinforces that the discontinuous buck-boost is much more susceptible to truncation
error than a continuously operated one. In the table’s second to last line the value of this
transfer for a HSM found using the partial waveform shaping method is also included for
comparison. It is the partial waveform value that the HSS tend towards as the number
of harmonics in the truncated signals is increased. The last line of the Table shows the
values obtained from the continuous state space averaging model.
6.5 EXAMPLE: GRAETZ BRIDGE
Modelling of the Graetz Bridge dynamics in the s-domain has recently been focus of several
authors.
In [2], Todd et al constructed an s-domain model for a converter bridging an AC and DC
system using System Identification. Todd’s model was the first to model the converter
in this domain and showed that the converter, and its system, could be described in the
s-domain accurately. The s-domain model was constructed by first finding the closed
loop inverter voltage to rectifier current transfer in the frequency domain using Wood’s
describing function [68] for the converter, and s-domain models for the DC systems. This
transfer is then curved fitted with a rational function with as many poles and zeros as
needed to form a sufficient match
Jovcic et al [3] constructed an analytical model of a HVDC-HVAC converter system built
up from subsystems. The AC side is referred to the DC side using a dq0 frequency trans-
formation. The converters are lumped with the DC system and the converter controllers.
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The actual dynamics of the bridge are taken directly from the basic equations of HVDC
theory [69].
In [4], Osauskas et al produced a small signal (s-domain) dynamic model of the Graetz
bridge based on the small signal analytic frequency domain model of [15] [5]. The transfers
of the frequency domain method, which are described analytically in terms of the converter
operating point are reduced to their dominant components. This reduction produces
transfers with no frequency coupling. In all but one case the transfers reduce to a single
complex constant with no frequency dependence. The case which isn’t described as a
constant (the transfer from dc current to dc voltage) is linearly dependent on frequency
and dictates that the state space description of the converter includes a single state. The
converter model was included in an HVDC link, with a DC system, rectifier and inverter
AC systems, and a PLL closed loop PI controller. To account for the AC:DC frequency
shift of the converter, the AC sides, described in positive negative sequence pairs were
shifted to the DC side. When verified against PSCAD this model produced an excellent
match.
In summary a dynamic converter models within a system have needed to overcome four
obstacles.
• Including the 50Hz → 0Hz frequency transformation between the DC and AC sides.
• Accounting for the effects of controlled and autonomous switching instant variations.
• Determining the state dimensions
• Forming a description of the converter governing equations.
For a HSS model built upon the small signal model of Chapter 3, using the method outlined
in this chapter, all of the outlined obstacles are overcome. The frequency transformation is
intrinsically part of the HSS, where a DC distortion will couple to the +50Hz and −50Hz
components on the AC side. Autonomous and controlled switching instants are included
through the HSS model being built upon the small signal model of Chapter 3. The state
dimension is dictated by the DEs of the stage equations. The governing equations are
obtained directly from the hybrid model.
Whilst Jovcic’s and Osauskas’s models are arguably more elegant solutions than that
presented by Todd, they are both methods that require an intimate knowledge of the
converter. The strength of Todd’s system identification method is that it is more readily
applicable to other converter topologies as less knowledge of the converter’s operation is
needed. It is advanced here that the HSS description of the small signal power electronic
model is the best of both worlds. The method is elegant and systematic as there are
clear steps in going from the small signal model to the HSS model, yet it also requires a
minimum of knowledge about the system. All that is needed are the stage DE equations,
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the jump sets of each stage, the jump destination map that tie the stages together, and
the base case operating point.
Using the same operating point solved for in chapter 4, a HSS converter model was con-
structed for 41 harmonic components. Its validation for a 0.05(p.u.) increase in DC side
current, a 0.05(p.u.) 150HZ phase A voltage disturbance, and 1 degree increase in firing
angle are shown in Figures 6.8, 6.9 and 6.10.
As there are no states that persist over the entire cycle the transient response at most only
lasts the length of a commutating stage and so the results are shown only in the steady
state in the harmonic domain.
For both distortions the HSS and PSCAD models have good matches. The only slight
exception is the transfer from firing angle distortions to AC current distortion. The mis-
match in this transfer is solely due to truncation errors, and if the number of harmonics
are increased an almost perfect match is obtained.
6.6 DISCUSSION
In comparing the model produced in the last chapter to the model produced here, each
have similar advantages in that both techniques are accurate, but are also systematic and
can easily be applied to other converter topologies. The weakness of the partial waveform
method of the previous chapter is that it was described in the harmonic domain, and
subsequently could only model the effect of harmonics. The weakness of the HSS method
is its susceptibility to truncations errors.
One comparison not presented here is a comparison of the computational effort required
to build each model. Such a comparison is not available to the author of this thesis, as
the code used to produce the results is far from optimized. Producing optimized code is a
task for the future.
6.7 CONCLUSION
In this chapter a systematic method for producing a HSS small signal model of a power
electronic converter was presented. It is suggested that the models are analogues to the
LTI state space, and this was backed up in a discussion of the similarities between the
LTISS and the HSS.
HSS models were produced for the buck-boost converter and the Graetz Bridge. For
the former an analysis of truncation effect was presented that showed for some operating
points and disturbances the effects of truncation can be large. The HSS description of a
continuously operated buck-boost converter was compared against a state space averaged
model, and showed comparable performance for electrical inputs, and arguably better
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Figure 6.8 Comparison between distortions obtained by the HSS and PSCAD-EMTDC to a 0.05 (p.u.)
increase in DC current. black PSCAD, white HSS
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Figure 6.9 Comparison between distortions obtained by the HSS and PSCAD-EMTDC to a 0.05 (p.u.)
phase A voltage distortion. black PSCAD, white HSS
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Figure 6.10 Comparison between distortions obtained by the HSS and PSCAD-EMTDC to a 1 degree
firing angle increase in DC current. black PSCAD, white HSS
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performance for control inputs. The Graetz model was compared against PSCAD and
showed good agreement.
Chapter 7
CAPACITOR COMMUTATED CONVERTER
7.1 INTRODUCTION
A capacitor commutated converter (CCC) is a modified Graetz bridge with capacitors
placed within each AC phase, as shown in Figure 7.1. In some cases the capacitors are
controlled [70] [71], [72] but in the CCC studied here it is assumed that it is static. The
capacitors are included to provide an additional voltage to help drive the commutation
between thyristors. In terms of operation, the CCC has several advantages over traditional
Graetz bridges, summarized below; these advantages offer either a transient or a steady
state benefit.
Transient Advantages
• Improved performance against remote 3-phase AC faults [73] [70] [74]. The CCC
inverter is able to withstand a more severe 3-phase fault before commutation failure
of the inverter occurs.
• Improved recovery from close in 3-phase AC faults [74] [70]. For the CCC both the
recovery time and the stress placed on the valves following a 3-phase close in fault
is less than that of a conventional Gratez bridge.
−va+ R1 L1C1
−vb+ R2 L2C2
−vc+ R3 L3C3
T1
T2
T3
T4
T5
T6
idc
Figure 7.1 Capacitor Commutated Converter, with AC side connected in a star configuration, DC side
connected to a current source, and resistance in each transformer limb.
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• Improved Inverter load rejection over-voltage [74] [70]. The voltage of the CCC
following a step change in inverter load, is far less than that of the conventional
Gratez bridge.
• Increased allowable step change in the set point variable of the controller before
commutation failure occurs [74].
• Reduced Valve short circuit overcurrent [70].
Steady State Advantages
• Reduced VAR consumption. The reduction in the VAR requirements is a direct
result of the increased firing angle range and the smaller extinction angle afforded
to the CCC by the commutating capacitor [73], [70], [74] [60].
• A consequence of the reduced VAR requirements of the CCC is that smaller filters
can be used with narrow passbands, as the filters are only required for harmonic
elimination not VAR support. [70] This narrow band filtering can be provided by a
continuously tuned filter [60].
• Lower operational Short Circuit Ratio (SCR) of inverter side AC system [73],[70]
enables HVdc link to be connected to weak AC systems or weak points of an otherwise
strong AC system. The SCR is a measure of the strength of the AC system versus
the DC Transmission system and is given by formula 7.1[25].
SCR =
Short Circuit MVA of AC system
DC converter MW rating
(7.1)
.
A SCR of less than two is considered very low [75], however, there is at least one
operational CCC with a worst case short circuit ratio of 1.5 [76], and simulations
have found the CCC to be able to operate at SCRs of below 1[60].
A related measure for the strength of the AC:DC interaction is called the maximum
available power (MAP) [70], [73] and [74]. This measure presents the interaction
in the form a voltage stability PV curve from classical power systems analysis [25].
Using this measure the CCC increases the amount of power that can be transmitted
to the inverter AC system before voltage instability occurs.
• The variations in an inverter’s AC system voltage from its rated voltage for different
converter powers is smaller for an CCC inverter than a traditional converter [70].
This lack of variation is another symptom of increased voltage stability.
• In addition to low variations in the inverter AC system voltage, the DC system also
has smaller voltage variations across a range of power set points [74].
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Despite these advantages the CCC also has some operational disadvantages, these are
summarized below.
Transient Disadvantages
• Reduced performance against remote 1-phase faults [74]. The conventional Graetz
converter is able to withstand more severe single phase faults than the CCC before
commutation failure occurs.
• The recovery time of the CCC from a single phase close in fault is greater than that
of a conventional Graetz bridge [74], however the valve stress during this recovery is
almost identical for both conventional converters and the CCC.
• Sub-synchronous oscillations have been predicted for the operation of the CCC when
connected to a weak AC system [77]. Similar oscillations are also predicted for
conventional converters, however, since CCCs are able to be connected to weaker
systems these oscillations are particularly relevant for CCCs.
Steady State Disadvantages
• The voltage across a converter valve is increased for a CCC due to the addition of
the voltage across the commutating capacitor [60] [70]. This increase in valve voltage
is the limiting factor used to determine the commutating capacitor size, typically an
increase in voltage of 10% over the traditional converter valves has been proposed
[70].
• The CCC under normal operation produces a higher level of harmonics than tradi-
tional Graetz bridge [60].
In addition to the CCC becoming the subject of increasing amounts of literature, it has
also seen use in a real commercial system with the construction of the first commercially
operating CCC at Garabi in Brazil. This station connects the Brazilian and Argentinean
power systems via a 2000MW back-to-back link with the use of Asea Brown and Boveri
CCC stations, as shown in Figure 7.1. Phase 1 of this station (1000MW) has been op-
erational since June 2000, and the full 2000MW station has been fully operational since
2002 [76]. The CCCs were chosen as although the Brazilian and Argentinean systems are
strong, with a combined installed capacity of 81GW, the link is sited at a weak point in
both power systems, culminating in worst case SCRs of 1.5 and 2.5 in the Argentinean
and Brazilian sides respectively.
In this chapter, the small signal model of the CCC is constructed, and the techniques
developed for small signal models in the previous Chapters 4-6 are applied to this model.
The CCC is considered a good example for an indepth analysis, as its analysis by anything
other than a EMTDC/EMTP style simulation is scarce. The only non-EMTDC analysis
of the CCC that the author is aware is for steady state analysis of the major frequency
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Figure 7.2 2000MW Garabi back-to-back converter station cited in Brazil, and linking the Brazilian
power system to the Argentinean
(a) Conduction Stage (b) Commutation Stage
Figure 7.3 Capacitor Commutated Converter commutation and conduction stages
components [78]. The CCC is complicated to model as not only do the states of each stage
have a different phsyical meaning in each stage, it has both autonomous and controlled
switching instants and it also has transients that persist across each cycle. All these
aspects make the CCC a difficult modelling prospect but well within the capabilities of
the modelling techniques developed in this thesis.
7.2 HYBRID MODEL
The circuit for the CCC in that depicted in Figure 7.1. With the exception of the Com-
mutating Capacitors the circuit is identical to the Graetz bridge and the hybrid model
of the Graetz bridge and the CCC have many similarities. Both have the same I/O, the
same switch conditions, and under normal operation, the same stage sequence. Their
differences are chiefly the differential equations that describe the continuous operation of
each stage and the continuous component of the jump destination maps. As was the case
with the Graetz bridge under normal operation the CCC is restricted to commutation and
conduction stages, an example of each is depicted in Figure 7.3.
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Governing equations Examples of the equations that govern the dynamics of each
stage are shown in equations 7.2 and 7.3 for a conducting stage, and in equations 7.4 and
7.5 for a commutating stage.
The governing equations for stage 1 of the CCC are those of Equations 7.2 and 7.3, which
have the same current convention as the Graetz Bridge. For a conduction stage of the
CCC there are 3 elements in each state vector one for every capacitor of the bridge.
During conduction there will always be one capacitor which is left floating whose voltage
is maintained across the stage. In stage 1, a conduction stage, this is the voltage across
capacitor C3. In practice there is always a large resistance in parallel with this capacitor
however for the model developed here an assumption is made that the discharge into this
capacitor during a typical conduction period is small enough that it isn’t necessary to
model it. If it is necessary to model this resistance then its damping effect can be included
fairly easily by modification to the stage DEs.
 ˙vcapa(t)˙vcapb(t)
˙vcapc(t)
 =
0 0 00 0 0
0 0 0

vcapa(t)vcapb(t)
vcapc(t)
+
0 0 0
1
C1
0
0 0 0 − 1
C2
0
0 0 0 0 0


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
 (7.2)

ia(t)
ib(t)
ic(t)
vdc(t)
 =

0 0 0
0 0 0
0 0 0
−1 1 0

vcapa(t)vcapb(t)
vcapc(t)

+

0 0 0 1 0
0 0 0 −1 0
0 0 0 0 0
1 −1 0 −(R1 +R2) −(L1 + L2)


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
 (7.3)
The governing equations for stage 7 of the CCC are those of Equations 7.4 and 7.5. The
elements of the state vector are the current in the commutating “on” phase (the same as
the Graetz Bridge) and two states for the three capacitors. Only two states are needed as
the capacitors form a loop in which the voltage across any two capacitors can determine
the voltage across the remaining capacitor. In the description given here the states chosen
are the voltage across the the commutating “on” capacitor, vcom(t), and the voltage across
the capacitor of whichever phase is connected to the rail that is not commutating, vcond(t).
Similar equations can be written for the other 5 commutating stages.
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 ˙vcond(t)˙vcom(t)
˙icom(t)
 =
 0 0 00 0 − 1C3
1
L2+L3
2
L2+L3
−R2+R3
L2+L3

vcond(t)vcom(t)
icom(t)

+
0 0 0
1
C1
0
0 0 0 0 0
0 1
L2+L3
− 1
L2+L3
R2
L2+L3
L2
L2+L3


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
 (7.4)

ia(t)
ib(t)
ic(t)
vdc(t)
 =

0 0 0
0 0 1
0 0 −1
−1− L3
L2+L3
1− 2 L3
L2+L3
−R3 + L3
(R3+R2)
L2+L3

vcond(t)vcom(t)
icom(t)

+

0 0 0 1 0
0 0 0 −1 0
0 0 0 0 0
1 − L3
L2+L3
L3
L2+L3
− 1 −R1 −
L2R2
L2+L3
−L1 −
L2L3
L2+L3


va(t)
vb(t)
vc(t)
idc(t)
didc(t)
dt
(7.5)
Jump destination Maps The discrete parts of the CCC’s destination maps are the
same as those of the Graetz bridge, the difference lie in the continuous maps. Under
normal operation there are two types of map, those that map the states of a conduction
stage to a commutation stage, and the reverse, those that map the states of a commutating
stage to a conducting stage. An example of each is shown below.
Equation 7.6 shows the continuous portion of the jump destination map of stage 7 (com-
mutating stage) to stage 2 (conduction stage). In this map there is no contribution from
the input, so the map only has a projection matrix.
vcapa(t)vcapb(t)
vcapc(t)
 =
 1 0 0−1 −1 0
0 1 0

vcond(t)vcom(t)
icom(t)
 (7.6)
Equation 7.7 shows the continuous portion of the jump destination map of stage 1 (con-
duction stage) to stage 7 (commutation stage).
vcond(t)vcom(t)
icom(t)
 =
1 0 00 0 1
0 0 0

vcapa(t)vcapb(t)
vcapc(t)
 (7.7)
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iteration vcond(t
+
θ1
) vcom(t
+
θ1
) icom(t
+
θ1
) tθ2 (ms) tθ4 (ms) tθ6 (ms) tθ8 (ms) tθ10 (ms) tθ12 (ms)
0 0.0 0 0 0.0028 0.0061 0.0094 0.0128 0.0161 0.0194
1 5396.3 -64527 0 0.0028 0.0061 0.0094 0.0128 0.0161 0.0194
2 3283.8 -38562 0 0.0031 0.0064 0.0097 0.0131 0.0164 0.0197
3 3914.9 -45789 0 0.0031 0.0064 0.0097 0.0130 0.0164 0.0197
4 4022.8 -46297 0 0.0030 0.0064 0.0097 0.0130 0.0164 0.0197
5 4022.7 -46296 0 0.0030 0.0064 0.0097 0.0130 0.0164 0.0197
6 4022.7 -46296 0 0.0030 0.0064 0.0097 0.0130 0.0164 0.0197
Table 7.1 The candidate solutions after each iteration for the Capacitor Commutated Converter
7.3 SMALL SIGNAL MODEL
7.3.1 Shooting method
As was done in Chapter 4 for the Buck-Boost converter, the small signal model of the
CCC is used to find the cyclic steady state (CSS) of a CCC subjected to periodic inputs
of 375.36kV peak 3-phase AC side voltages, a 2kA DC current, and a 15o firing angle.
The passive components of the CCC in each phase have the following values, R = 1Ω,
L = 0.0428H, and C = 144µF .
The CCC has transients that persist over the length of each cycle so the two point boundary
value problem is solved for the initial state at the start of each cycle, in parallel with a set
of switching instant problems for each of the autonomous switching instants. The output
waveforms of the CSS are shown in Figure 7.4 and compared to those waveforms found
using PSCAD. The candidate solution after each iterative step is summarized in Table 7.1.
The first candidate solution has all electrical states at zero, and all autonomous switching
angles 5 degrees delayed from the preceding controlled switching instant.
When compared to the Graetz bridge that was solved in Chapter 4 the CCC has a
shortened commutation angle as expected by the use of the commutation capacitors
(µCCC = 9.8880
o, µGraetz = 12.9614
o).
7.3.2 Small Signal Model: Time-domain transient evolution
Using the base case defined in Table 7.1, the small signal time domain evolutions of the
CCC are depicted in Figures 7.5 and 7.6 for a CCC subjected to a 10kV, 150Hz phase
a voltage disturbance, and a 1 degree increase in firing angle. Both disturbances are
applied as step changes, and their effects are studied by looking at the voltages across the
commutating capacitors.
As can be seen in both these figures the small signal model produces results which have a
good match with PSCAD.
7.3.3 Harmonic Sensitivity Matrix derived using partial waveforms
The HSM of the CCC is constructed from its small signal model using the partial wave-
form techniques outlined in Chapter 5 around the base-case operating point found in the
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Figure 7.4 Comparison between a PSCAD solution to the CSS of a Capacitor Commutated Converter
and a Newton solution. grey/thick PSCAD, black/thin Newton.
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Figure 7.5 Comparison between distortions obtained by the HSS and PSCAD-EMTDC for a capacitor
commutated converter subjected to a 10kV, 150Hz, disturbance in phas A voltage. thick PSCAD, thin
Small Signal
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Figure 7.6 Comparison between distortions obtained by the HSS and PSCAD-EMTDC for a capacitor
commutated converter subjected to a 1 degree increase in firing angle. thick PSCAD, thin Small Signal
previous section. The HSM is truncated to 41 components, and verified against PSCAD in
Figures 7.7 and 7.8 for a 10kV 150Hz phase-a voltage disturbance, and a 1 degree increase
in firing angle.
7.4 HARMONIC STATE SPACE
7.4.1 Harmonic Sensitivity Matrices
The alternative technique to finding the HSM is by using a HSS model. The HSS model is
used to find the HSM of the CCC and is subjected to the same disturbances as the HSM
derived in the previous chapter as shown in Figures 7.9 and Figures 7.10. In this case
the HSM is derived for 41 harmonic components. The HSM has a good match with the
PSCAD data, the mismatch that is present is largely due to harmonic truncation, if the
harmonic components are increased the size of the mismatches effectively vanishes.
For this analysis the DEs of the CCC are transformed to an expanded new state space with
four elements, one for each of the three capacitors and one for the commutating inductor.
This new state space is used to reduce truncation errors present when capacitor C3 and
the commutating stage inductor Lcom share the same position in the state vector.
7.4.2 Transient Evolution
The transient evolution of the CCC is modeled here by the HSS for the 10kV, 150Hz, step
change in the phase A voltage. The most evident effect of the transient evolution of the
CCC is the voltage across the commutation capacitors. This voltage is shown in Figure
7.11 for all three phases for several HSS models truncated to 6,21,41 and 81 harmonic
components. As was the case with the HSM produced by the HSS, the transient evolution
is also affected by truncation of the harmonic vector.
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Figure 7.7 Comparison between distortions obtained by the piecewise formation of a HSM and PSCAD-
EMTDC for a capacitor commutated converter subjected to a 10kV, 150Hz phase a voltage disortion.
black Partial Waveform HSMwhite PSCAD
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Figure 7.8 Comparison between distortions obtained by the piecewise formation of a HSM and PSCAD-
EMTDC for a capacitor commutated converter subjected to a 1 degree increases in firing angle. black
Partial Waveform HSMwhite PSCAD
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Figure 7.9 Comparison between distortions obtained by the HSS and PSCAD-EMTDC for a capacitor
commutated converter subjected to a 10kV, 150Hz phase a voltage disortion. black HSS, white PSCAD
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Figure 7.10 Comparison between distortions obtained by the HSS of and PSCAD-EMTDC for a capac-
itor commutated converter subjected to a 1 degree increases in firing angle. black HSS, white PSCAD
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Figure 7.11 Comparison between the transient evolutions of a HSS model reduced to its major energy
components with scaling and PSCAD-EMTDC for a capacitor commutated converter subjected to a 10kV,
150Hz phase A voltage disortion. grey PSCAD, black HSS
7.4 HARMONIC STATE SPACE 141
0 0.02 0.04 0.06 0.08 0.1
−0.2
0
0.2
kV
(a) Phase A Capacitor Voltage
0 0.02 0.04 0.06 0.08 0.1
−0.1
0
0.1
kV
(b) Phase B Capacitor Voltage
0 0.02 0.04 0.06 0.08 0.1
−0.2
0
0.2
kV
(c) Phase C Capacitor Voltage
Figure 7.12 Comparison between the transient evolutions of a HSS model reduced to its major energy
components with scaling and PSCAD-EMTDC for a capacitor commutated converter subjected to a 10kV,
150Hz phase A voltage disortion. grey PSCAD, black HSS
One very useful model to have is the HSS of a CCC, with vectors reduced to just the main
energy harmonics, the harmonic of the main energy component is the largest harmonic
of the base case operating point. This truncates the AC electrical inputs (Va, Vb, Vc),
AC electrical outputs, (Ia, Ib, Ic), and the capacitor states the first (50Hz) harmonic, i.e.
{−1, 1}. The DC electrical input (Idc) the DC electrical output (Vdc), and the control
components to the 0Hz harmonic, {0}. Lastly the commutating state is truncated to the
(150Hz) harmonic i.e. {−3, 3}. This truncated state space model is compared to the
PSCAD model for a 10kV, 150Hz step change in AC voltage Figure 7.12.
As can be seen from Figure 7.12 the HSS model of the CCC reduced to just its main
energy components and is extremely effected by truncation errors. This is not unexpected
when looking at Figure 7.11 which shows that even a HSS with 6 harmonic components
per electrical input is susceptible to truncation errors.
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7.5 DISCUSSION
Once the hybrid model of the CCC is defined, the general techniques of the rest of the
thesis were applied without alteration. Being able to apply techniques generally without
alteration was a major objective of this thesis, and their application to modelling a CCC
shows that this objective has been meet.
Despite successful modelling of the CCC, this chapter showed there is still some work
needed to produce a general algorithm for the systematic creation of harmonic state space
models that are not so heavily affected by harmonic truncation. As was discussed in the
previous chapter the main cause of the truncation errors are impulses in the system dynam-
ics matrix. There are two sources of these impulses, autonomous switching variations, and
basis changes between stages. For the Buck-Boost converter the effect is completely due
to basis changes caused when a stage went from having two states to one state. For the ca-
pacitor commutated converter both the effects of autonomous switching instant variations
and changing of basis between each stage have contributed to the truncation errors.
The scale of the basis changes can be found by examining the projection matrixes of equa-
tion 7.6 and 7.7. If no change in basis were to occur then these matrixes would be identity
matrixes, which as these equations show they clearly aren’t. A potential method for allevi-
ating the truncation errors caused by basis changes is to construct the system descriptions,
and choose the states of each stage, in such a way to produce projection matrices between
neighboring stages that are as close to identity matrices as possible. Ideally an algorithm
would transform physically meaningful state descriptions for each stage, like the states of
the CCC description modelled in this chapter, to the potentially physically meaningless
description used to reduce the number of impulses in the periodic dynamics matrix. One
method of achieving this for projection matrixes that are diagonalizable is to find the
matrix LDR transform [79]. The pre switching state is multiplied on the right by the Left
and Diagonal matrixes of the transform, whilst the post switching state is multiplied on
the left by the right hand matrix of the transform. The new projection matrix between
the two transformed states would then become the desired identity matrix.
The effects of autonomous switching instant variation on the capacitor voltages are ap-
parent from Figure 7.11 where large changes in capacitor voltages occur at the switching
instants. A potential method for alleviating the effects of truncation due to switching
instant variations is to split a system into subsystems so that the switches are isolated
from the passive energy components. For the capacitor commutated converter a good
split would be to separate the system into two between the capacitors, and the inductors.
This would split the capacitors and AC voltages sources into one subsystem, whilst the
inductors, resistors and thyristors would form the other subsystem. The HSS of each sub-
system could be formed in isolation, before they are connected together to form a complete
system description. Further discussion on splitting large subsystems into subsystems is
discussed in the remaining chapter of this thesis, Chapter 8.
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7.6 CONCLUSION
The small signal techniques developed else-where in this thesis were applied and verified
for the Capacitor Commutated Converter. The partial waveform technique was able to
produce Harmonic Sensitivity Matrices that accurately modelled the sensitivity of the
CCC to small signal harmonic disturbances. The HSS is also able to model both the effect
of harmonic disturbances on the steady state and the effect of step changes in the input
on the transient evolution. The HSS however did require a disappointingly high number
of harmonics to produce an accurate response.
Chapter 8
CONCLUSIONS AND FUTURE WORK
The study of power electronic devices within power systems has traditionally been via
time domain simulation using commercial programs such as PSCAD-EMTDC or PSPICE.
Time domain simulation is a powerful and mature technique that can model unusual circuit
topologies with ease. However, time domain simulation is not always ideal for tasks such as
controller design, filter design or stability analysis. Additionally time domain simulation is
too computationally intensive to be used in large scale contingency analysis. Unfortunately
alternatives to time-domain simulation for power electronic devices are lacking, especially
for rare or new topologies such as the capacitor commutated converter. In this thesis a set
of such techniques were developed – all techniques that exploit the small-signal linearity
of converters.
The first step in the development of a small signal description was defining the operation
of an ideal power electronic circuit containing passive devices and ideal switches. In this
thesis this was achieved with a hybrid model. The hybrid model described the circuit
as a set of stages, described as sets of 1st order differential equation sets (or state space
equations), and a set of rules for jumping between them. These rules were of three parts;
jump sets which determine when to switch, discrete jump destination maps that determine
which stage to switch too, and continuous jump destination maps that determine the initial
state of the new stage.
To produce a small signal model of the hybrid converter the effect of distortions was
detailed. Of crucial importance was the effect of switching instant variations from both
controlled and autonomous switches. The effect was shown to be a step change in the
initial state of the stage following the switching instant variation, and an impulse in the
output.
The first application of the small signal model was developing a general technique for
obtaining the cyclic steady state solution of a converter subjected to periodic oscillating
electrical inputs and periodic control orders. This technique used a Newton based solution
in two parts, a TPBV portion and a switching instant problem. The small signal model
was used to describe the sensitivities between solution variables and mismatch equations
in the form of a Jacobian. Although this technique was not novel it did demonstrate the
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usefulness of a small signal model.
The second technique developed was the analytically described formation of a harmonic
sensitivity matrix (HSM). The construction of a general non-numerical technique for con-
structing a HSM is a major advance of this thesis. The HSM was built using a partial
waveform technique, where the partial transient, steady state and resonant response of
each stage was calculated and summed together. The greatest difficulty to be overcome in
the development of this technique was finding the initial state at the start of each stage,
which is needed for determining the magnitude of the relaxations of each partial tran-
sients. In this thesis a TPBV argument was used to form an expression for calculating
these states.
The final model developed was the harmonic state space model of a power electronic
converter. The HSS model is a LTP analogue of a LTI state space description and can
be used to describe a power electronic converter operating around a periodic base case.
The HSS can be used as an alternative technique for finding the harmonic sensitivity of a
converter, it also can be used to describe the dynamic behavior of the converter as well. It
was found that systems with state dependent autonomous switches required large number
of harmonics in their description to minimize truncation errors.
Finally the techniques were applied to the capacitor commutated converter. The tech-
niques all performed well when verified against PSCAD simulations. However as was
predicted the HSS performed poorly when it was truncated to just a few harmonics.
8.1 FUTURE WORK
In this thesis, the focus has been upon the modelling of a single power electronic topology.
Despite this the intention has always been that the derived models will be included in a
larger system divided into subsystems. Two styles of system descriptions that are in mind
are a dynamic s-domain description, and a harmonic domain description used for finding
the harmonic steady state of a system.
Dynamic system description Algorithms for reducing two subsystems written as LTI
state space descriptions to a single state space equation are well known and in common
use. For a HSS similar reduction of subsystems could easily be achieved, with care needed
to ensure that the EMP signals between connecting subsystems be truncated to the same
harmonic components. By writing control systems as HSS subsystems, remembering that
any LTI system (such as a PI controller) can easily be written as a HSS system, including
the effects of control on a power electronic device could be achieved.
Harmonic Steady State of a system Finding the harmonic steady state of a power
electronic circuit has a long history in the literature. The most extensive and compre-
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hensive work on the subject to date is that contained in the thesis of Bathurst [46]. In
this work systems are divided into subsystems whose interactions with one another is de-
scribed using harmonic domain signals. The complete solution to the system is solved
using a Newton’s method. The mismatch equations of the Newton’s method are typically
busbar signals described in the harmonic domain. For example at an AC busbar, the three
phase voltages are used as solution variables, and the currents that feed into the busbar
are arranged using Kirchoff’s current law to form the mismatch equations. For power elec-
tronic and other non-linear devices, additional solution and control variables are included
– including switching instants. As a Newton’s method is used, a Jacobian is needed that
relates the sensitivity of the solution variables to the mismatches; in the implementation of
Bathurst and others this Jacobian is largely in the form of a harmonic sensitivity matrix.
The work in this thesis enables the modelling of any power electronic topology in the HD
iterative method framework. Like all subsystems included in the framework, two routines
are needed. The first routine is used to find the power electronic subsystem’s contribution
to the busbar mismatch equations. Essentially this routine can be described as the problem
of finding the steady state output of a device subjected to an input. The second routine
describes the harmonic domain sensitivity of the device in the form of a matrix.
The solution to the steady state output of a power electronic device can be broken down
to finding three pieces of information; the stage sequence of the device, the autonomous
switching instants of the device, and if at least part of the device’s state persists across
an entire period of evolution, the state somewhere within the period. This last piece of
information has not been necessary for converters so far modelled in the iterative HD
literature. The best way to achieve the three pieces of information is with a combination
of simulation and shooting methods, as outlined by [44], and already discussed in Chapter
4. To describe the contribution to the mismatch equation in the harmonic domain, each
stage’s contribution would be described using their partial forms before being convolved
by a sampling function.
The second necessary routine is an algorithm for finding the harmonic sensitivity between
the input and the output of a device. This is easily found using either the partial waveform
technique of Chapter 5 or the HSS technique of the Chapter 6. Further work is needed to
discover which technique is fastest.
As the implementation used by Bathurst [46] is modular in nature, it should be a simple
task to add a general power electronic model. The modularity of the overall system is
particularly useful for its implementation in a parallel computer, and is a particularly
fortuitus aspect of the technique, considering that most PCs are soon predicted to have
multi-core processors [80]. A future development of the implementation of Bathurst would
be to apply threading to the algorithm.
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Other LTP systems Many other non-linear devices, including controller elements such
as phase locked loops, and electrical elements, in particular Transformers, found in electric
powers system are well suited for approximation as LTP systems written in the HSS. Their
inclusion would be important for studies of power systems containing power electronics.
Harmonic resonance A system of connected HSS models is clearly a promising tool
for determining harmonic resonant problems associated with power electronics. A classic
and much studied example is the so called core-saturation instability of Ainsworth [81].
Two recent examples of such a resonance are; Harmonic resonance resulting in failure
of the Swiss rail system [16], and Turbine-Generator shaft vibrations in a Norwegian oil
platform that is believed to have been caused by harmonics of variable speed drives [82].
A HSS model is prefectly suited for the study of these kinds of harmonic resonances. It is
expected that in some cases the resonance will be found by truncating the HSS to those
harmonics central to the energy transfer of the systems, whilst in others the resonance
might be caused by harmonics being cross coupled to a resonant close to a resonating
mode of the system.
Asynchronous links and systems In the discussion presented on connecting systems,
it was assumed that the connected systems were synchronized with each other and had
a common pumping frequency. In many cases this is not true, and connected subsys-
tems could have vastly different pumping frequencies. In cases where the asynchronous
components are both integer multiplies of another common frequency, (i.e. a 50Hz 60Hz
asynchronous link has a common base of 10HZ), then it is a simple task of writing the
HSS or HSM of each system using the common base frequency and period. This was done
by Hume for an asynchronous HVDC link [83]. In general however, there is no guarantee
of a common base, in these cases a different approach is needed, one such approach that
may prove fruitful is outlined here, and may warrant further investigation.
In the HSS a domain of signals called the EMP domain was constructed to allow for the
frequency transformation that can occur in LTP systems. It is proposed here that for
asynchronous systems a new type of signal is needed. The form of this new signal is
an exponential that instead of modulating a set of harmonics, modulates the set of all
frequencies. As an analogue this new signal is to EMP signals, what the Fourier transform
is to Fourier series. This new signal space is described here as a Exponentially modulated
Frequency Spectrum, or (EFS-domain) and is defined below.
Definition 8.1 (Exponential modulated Frequency Spectrum(EFS-domain)) The
EFS-domain has a form that is described by equation 8.1.
u(t) =
[
∞∑
k=−∞
ej2pifkt
]
est (8.1)
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where the set of all {fk} is equal to the set of real numbers ℜ (i.e not just the integers)
This signal space can be used to from a state space called here the Frequency Spectrum
State Space (FSSS), which is similar to the HSS except with the obvious difference that
EFS-domain signals instead of HSS signals are used.
Just as was the case of the HSS the vector of the EFS-domain signals will need to be
truncated for implementation. Determining how best to truncate the vector, and how to
form the transfers of the FS state space are all tasks that will need to be overcome.
Creating the subsystem descriptions An extremely useful piece of code to write
would an algorithm that can form a hybrid model description including all of the nec-
essary jump destination maps, jump sets, and stage differential equations. Ideally for
compatibility with other programs it should be formed from a net-list style description.
This piece of code would enable any of the small signal techniques discussed above to be
easily applied to any arbitrary circuit.
A related coding project would also be to produce a time-stepping simulation tool for the
hybrid system. This would require expanding the hybrid model to allow for switching
cascades.
Truncation A greater understanding of truncation, and how it affects the HSS is re-
quired. A large body of mathematics literature exists for the truncation of infinite Toeplitz
matrices and a possible future avenue for understanding and mitigating truncation could
lie within them.
Appendix A
SOLUTION TO A SET OF DES SUBJECTED TO A
RESONANT SOURCE
If the DE of equation A.1 is subjected to an s-domain signal of the form of equation A.2
then the evolution can be described using formula A.3 for all s not equal to an eigenvalue
of the dynamics matrix A.
Set of single order DEs:
x˙(t) = Ax(t) +Bu(t) (A.1)
Exponential Signal:
u(t) = u0e
st (A.2)
Response of system to set of Exponential Signals:
x(t) = xss(t) + xtr(t)
= (sI −A)−1Bu0e
st + eAt
(
x0(t0)− (sI −A)
−1Bu0
) (A.3)
When s is an eigenvalue of the A then the kernel, (sI − A)−1, is non-invertible and a
different approach is needed. The approach advanced here begins by partition the system
into two – one partition contains the modes of the system with Eigenvalues not equal s
whilst the other contains modes with Eigenvalues that are equal to s . These partitions
are called the singular and non-singular partitions respectively and their partitioning is
performed using the similarity transformation x(t) = Tz(t). Where T is invertible and is
chosen such that T−1AT is a diagonal matrix consisting of the eigenvalues of A and is of
the form of equation A.4.
[
λs
λ6=s
]
(A.4)
Where λs are the eigenvalues equal to s, and λ 6=s are the eigenvalues that are not equal
to s.
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One necessary requirement of this partitioning is for the matrix A to be diagonalizable.
Formal requirements for a diagonalizable matrix are defined in [79], but here it is assumed
that the A matrix of interest is a member of the set of diagonalizable matrixes.
By splitting T into the non-square transforms Ts & Tns and finding their pseudoinverses
T+s , T
+
ns, then the state z(t) can be split into its singular and nonsingular parts, i.e.
zs = T
+
s x(t) and zns = T
+
nsx(t). Using these transforms form separate DEs for the singular
and non-singular partitions can be written as shown in equations A.5 and A.6.
z˙s(t) = T
+
s ATsx(t0) + T
+
s Bu(t)
= λszs(t0) +Bsu(t) (A.5)
z˙ns(t) = T
+
nsATnsx(t0) + T
+
nsBu(t)
= λnszns(t0) +Bnsu(t) (A.6)
Each state of the system is now linearly independent, as the λ matrixes are diagonal,
and the dynamics in one state evolves independent to the evolutions of the other states.
This independence means the evolution of each state can be solved in isolation, where the
non-singular states can be solved using equation A.3, but the singular states are solved
via the alternative solution of theorem A.1.
Theorem A.1 A single state, differential of the form z˙(t) = λz(t) + Bsu(t), when sub-
jected to an exponential input of the form u0e
λt evolves according to equation A.7.
z(t) = eλt (z(t0) +Bsu0t) (A.7)
Proof: This result can be proved using several techniques, a general technique that could
be used for multi dimensional systems would be to use the method of variation of parame-
ters, [26]. However, for the simple one state case, it is sufficient to use Laplace transforms,
and is the technique used in this proof.
By taking the laplace transform of both side of the system equation, equation A.8 is
formed.
sZ(s)− z(t0) = λZ(s) +
Bsu0
s− λ
(A.8)
With some simple manipulation this becomes.
Z(s) =
Bsu0
(s− λ)2
+
z(t0)
s− λ
(A.9)
Which when the inverse Laplace transform is used produces equation A.7.
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z(t) = L −1
[
Bsu0
(s−λ)2
+ z(t0)
s−λ
]
= eλt (z(t0) +Bsu0t)
(A.10)
This concludes the proof.
Remark:Although equation A.7 doesn’t have a steady state response in the tradition of
a damped system, it does have a transient response , eλtz(t0), the remaining part of the
response, eλtBsu0t, is know here as the resonant response.
Remark:Although each mode of a system can only contribute either a transient and a
steady steady response, or a transient and a resonance response, combined, a system of
DEs can have all three responses. A system of this kind yields a response of the form
shown in equation A.11.
x(t) =
[
Tse
λstT+s + Tnse
λnstT+ns
]
x(t0)− Tnse
λnst(sI − λns)
−1Bnsu(t0)︸ ︷︷ ︸
Transient Response
+ Tns(sI − λns)
−1Bnsu0e
st︸ ︷︷ ︸ + TstBseλstu0︸ ︷︷ ︸
Steady State Response Resonant Response
(A.11)
Remembering that for the resonant part eλst = est.
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