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a b s t r a c t
In this study, a new companion transformation is used for the neutral delay difference
equation
1 [x(n)− R(n)x(n− r)]+ P(n)x(n− k)− Q (n)x(n− l) = 0 for n ≥ n0,
where n ∈ Z, R, P,Q are nonnegative sequences and r, k, l are positive integers. New
criteria, which do not need the conditions
∞∑
i
[P(i+ k− l)− Q (i)] = ∞ (?)
and/or
R(n)+
n−1∑
i=n−k+l
Q (i) ≡ 1 (??)
for all sufficiently large n, are introduced. All the recent results in the literature depend
on either the condition (?) or the limitation (??). We give illustrating examples of which
neither oscillatory nor nonoscillatory behaviors are known by the results in the literature,
and graphics of these examples are plotted by the mathematical programming language
Mathematica 6. Even in the scalar case, our results still improve the literature. Moreover,
some mistakes in the literature and their corrections are given.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the first-order linear neutral delay difference equation
1 [x(n)− R(n)x(n− r)]+ P(n)x(n− k)− Q (n)x(n− l) = 0 for n ≥ n0, (1)
where n ∈ Z, R, P,Q are nonnegative sequences, r, k, l are positive integers and1 denotes the forward difference operator.
The readers are referred to [1–3] for the fundamental results concerning the oscillation theory. Many authors studied the
oscillatory and nonoscillatory nature of all solutions of (1) by using similar types of companion transformations, i.e., see the
papers [4–16]. The first results are based on the following conditions:
∞∑
i
[P(i+ k− l)− Q (i)] = ∞ and R(n)+
n−1∑
i=n−k+l
Q (i) ≤ 1 (2)
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for all sufficiently large n, while recent results are based on the following limitation:
R(n)+
n−1∑
i=n−k+l
Q (i) ≡ 1 (3)
for all sufficiently large n.
The main aim of this paper is to remove the condition (3) by using a different companion transformation than in the
cited papers. For this purpose, our attention centers around the papers [13,14]. In [13], the authors remove the divergent
summation condition in (2), but they still use (3), which is a very strong condition. Later, in [14], the authorsmake an attempt
to remove (3), which is used in [13], but unfortunately, their proofs do not match their statements. Following the steps in
the proofs of [14], we see that the authors just succeed to replace the limitation in (3) with the following one:
R(n)+
n−t−1∑
i=n−k+l
P(i+ k− l)+
n−1∑
i=n−t
Q (i) ≡ 1 (4)
for a fixed integer t with 0 ≤ t ≤ k− l and all sufficiently large n (this is not exactly what they state in their main theorems,
but this is the correct one), which is also very strong. For convenience, in (4), the empty summation is assumed to be zero;
that is, if t is k− l, then the first summation term in (4) disappears, while the second one disappears if t is 0.
By a solution of (1), we mean a real valued sequence defined for n ≥ n−1, where n−1 := n0−max{r, k, l}, which satisfies
(1) for all n ≥ n0. Let ϕ(n) be a real valued sequence defined for n−1 ≤ n ≤ n0, the sequence ϕ is called as a initial sequence
for (1). It is well-known that (1) has a unique solution satisfying
x(n) = ϕ(n) for n−1 ≤ n ≤ n0.
A solution of (1) is called nonoscillatory if it is eventually of constant sign; otherwise, we call the solution is called oscillatory.
Also, definitions of nonoscillation and oscillation are similar for difference inequalities.
2. Main results
In this section, we give our main results, and we assume that the followings are satisfied throughout the paper without
furthermore mentioning:
(H1) R, P,Q are nonnegative sequences, P and R+ Q have positive subsequences,
(H2) r, k, l are positive integers with k ≥ l+ 1,
(H3) H(n) := P(n+ k− l)− Q (n) is nonnegative and has a positive subsequence.
For convenience in the paper, we let
m0 :=
{
k, R ≡ 0
max{r, k}, otherwise and m1 :=
{l, R ≡ 0
r, Q ≡ 0
min{r, l}, otherwise.
2.1. Oscillation criteria
We start this section with the following lemma which can be regarded as the dual version of the well-known lemmas in
the literature (see [9, Lemma 1] and [13, Lemma 1]).
Lemma 2.1. Assume that
R(n)+
n−1∑
i=n−k+l
Q (i) ≤ 1 (5)
holds for all sufficiently large n. Let x be an eventually positive solution of the difference inequality
1 [x(n)− R(n)x(n− r)]+ P(n)x(n− k)− Q (n)x(n− l) ≤ 0 for n ≥ n0, (6)
and set
zx(n) := x(n)− R(n)x(n− r)−
n−1∑
i=n−k+l
P(i+ k− l)x(i− l) for n ≥ m0 + n0. (7)
Then, the companion sequence zx satisfies
1zx(n) ≤ 0 and zx(n) > 0 (8)
for all sufficiently large n.
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Proof. Let x be an eventually positive solution of (6). There exists n1 ≥ n0 such that x(n− m0) > 0 for all n ≥ n1, then we
have
1zx(n) = 1
[
x(n)− R(n)x(n− r)−
n−1∑
i=n−k+l
P(i+ k− l)x(i− l)
]
= 1[x(n)− R(n)x(n− r)] − P(n+ k− l)x(n− l)+ P(n)x(n− k)
≤ −P(n+ k− l)x(n− l)+ Q (n)x(n− l)
= −H(n)x(n− l) ≤ 0 (9)
for all n ≥ n1. Thus, there exists n2 ≥ n1 such that either zx(n) > 0 or zx(n) < 0 holds for all n ≥ n2. Suppose that the latter
one holds. Noting that zx(n2) < 0 and summing (9) from i = n2 to n− 1, we get
zx(n) ≤ zx(n2)−
n−1∑
i=n2
H(i)x(i− l),
which yields
x(n) ≤ zx(n2)+ R(n)x(n− r)+
n−1∑
i=n−k+l
P(i+ k− l)x(i− l)−
n−1∑
i=n2
H(i)x(i− l)
≤ zx(n2)+ R(n)x(n− r)+
n−1∑
i=n−k+l
Q (i)x(i− l)
for all n ≥ n3, where n3 ≥ n2+m0. The rest of the proof is similar to the proofs of [9, Lemma 1] and [13, Lemma 1], thus we
omit. 
Remark 2.1. Lemma 2.1 is not a particular result of [14, Lemma 2 (t = k-l)].
Lemma 2.2. Suppose that
R(n)+
n−1∑
i=n−k+l
P(i+ k− l) ≥ 1 (10)
holds for all sufficiently large n. Let x be an eventually positive solution of (6), then
lim inf
n→∞ x(n) > 0 or zx(n) < 0 (11)
for all sufficiently large n.
Proof. Let x be an eventually positive solution of (6), and let x(n−m0) > 0 for all n ≥ n1, where n1 ≥ n0. Clearly, we have
(9). Thus, there exists n2 ≥ n1 such that either zx(n) < 0 or zx(n) > 0 holds for all n ≥ n2. Suppose that the latter one holds.
We have to prove lim infn→∞ x(n) > 0. Let
M := 1
2
min{x(i) : n2 −m0 ≤ i ≤ n2} ≥ 12 zx(n2) > 0.
We claim that
x(n) > M (12)
for all n ≥ n2. Assume on contrary that there exists n3 > n2 such that (12) holds for all n2 ≤ n < n3 and x(n3) ≤ M .
Considering (7) and (10), we obtain the following contradiction:
M ≥ x(n3) = zx(n3)+ R(n3)x(n3 − r)+
n3−1∑
i=n3−k+l
P(i+ k− l)x(i− l)
>
[
R(n3)+
n3−1∑
i=n3−k+l
P(i+ k− l)
]
M ≥ M.
Hence, we conclude that (12) holds for all n ≥ n2, which indicates that (11) is true. 
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As an immediate consequence of Lemmas 2.1 and 2.2, we have the following useful lemma.
Lemma 2.3. Assume that (5) and (10) hold for all sufficiently large n. If (6) has an eventually positive solution x, then
lim inf
n→∞ x(n) > 0, and 1zx(n) ≤ 0, zx(n) > 0 (13)
hold for all sufficiently large n. Moreover,
lim
n→∞ zx(n) > 0 implies limn→∞ x(n) = ∞. (14)
Proof. It follows from Lemmas 2.1 and 2.2 that (13) holds. To complete rest of the proof, we have to prove (14). From (13),
zx is eventually nonincreasing. Set L := limn→∞ zx(n), then there exists n1 ≥ n0 satisfying zx(n) ≥ L > 0 for all n ≥ n1. By
Lemma 2.2, there exists a constantM > 0 and n2 ≥ n1 such that x(n−m0) > M for all n ≥ n2. From (7) and (10), we have
x(n) ≥ L + M for all n ≥ n2. By induction, one can show that x(n) ≥ iL + M holds for all n ≥ n2 + (i − 1)m0 and i ∈ N,
letting i tend to infinity, we see that (14) is true. 
Theorem 2.1. Assume that (5) and (10) hold eventually. If
∞∑
i
H(i) = ∞, (15)
then every solution of (6) is not eventually positive.
Proof. On contrary, assume that (6) has an eventually positive solution x. Let n1 ≥ n0 satisfy x(n− m0) > 0 for all n ≥ n1.
In the view of Lemma 2.3 and (15), we get
zx(n1) ≥
∞∑
i=n1
H(i)x(i− l) = ∞,
by summing (9) from i = n1 to∞. This is a contradiction. Hence, every solution of (6) is not eventually positive. 
The following theorem improves [9, Theorem 3] by replacing the condition (3) with the weaker ones (5) and (10), and
advances the result of Theorem 2.1. We omit the details of the proof, and refer readers to the proof of [9, Theorem 3] for
details.
Theorem 2.2. Suppose that (5) and (10) hold eventually. If
∞∑
i
iH(i)
∞∑
j=i
H(j) = ∞, (16)
then every solution of (6) is not eventually positive.
Proof. On contrary, assume that x is an eventually positive solution of (6). By Lemma 2.3, there exists M > 0 and n1 ≥ n0
such that x(n−m0) > M and zx(n) > 0 for all n ≥ n1. From (9), we have
1zx(n) ≤ −MH(n) (17)
for all n ≥ n1. Considering (7) and summing (17) from i = n to∞, we obtain
x(n) ≥ zx(n) ≥ M
∞∑
i=n
H(i)
for all n ≥ n2, where n2 ≥ n1 +m0. Using (7) and (10), we see by induction that
x(n) ≥ Ms(n)
∞∑
i=n
H(i), where s(n) :=
⌈
n− n1
m0
⌉
(18)
holds for all n ≥ n2, where d·e denotes the greatest integer function. Substituting (18) into (9), we get
1zx(n) ≤ −Ms(n− l)H(n)
∞∑
i=n
H(i) (19)
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for all n ≥ n2. Note that limn→∞[s(n − l)/n] = 1/m0. Hence, there exists n3 ≥ n2 such that s(n − l) ≥ n/(2m0) for all
n ≥ n3. Therefore, (19) yields
1zx(n) ≤ − M2m1 nH(n)
∞∑
i=n
H(i) (20)
for all n ≥ n3. Summing (20) from n3 to∞, we get
∞∑
i=n3
iH(i)
∞∑
j=i
H(j) < zx(n3),
which contradicts (16). Hence, every solution of (6) is not eventually positive. 
Now, we give the following application for the results stated above.
Example 2.1. Consider the following scalar difference equation
1 [x(n)− αx(n− r)]+ βx(n− k)− γ x(n− l) = 0 for n ≥ m0 + 1, (21)
where k ≥ l+1, r ≥ 1, l ≥ 0, β > γ > 0, α > 0, α+γ (k− l) ≤ 1 and α+β(k− l) ≥ 1. Then, all conditions of Theorems 2.1
and 2.2 are satisfied, thus all solutions are oscillatory. Indeed, we have
∞∑
i
(β − γ ) = ∞,
which shows that (15) holds. To the best of our knowledge, under the following conditions:
0 < β − γ < k
k
(k+ 1)k+1 and α + γ (k− l) < 1,
none of the criteria in the literature are useful.
In (21), let r = l = 1, k = 2, α = 7/9, β = 1/3 and γ = 1/9. So we have the following equation:
1
[
x(n)− 7
9
x(n− 1)
]
+ 1
3
x(n− 2)− 1
9
x(n− 1) = 0 for n ≥ 1.
The following graphics belong to the solution with the initial values
x(−1) = −1, x(−2) = 3, x(1) = −2
and of 85 iterates:
The consecutive points of the solution are combined by broken dashed lines to indicate the direction of the motion. In the
first graphic, the oscillatory nature of the solution can be seen easily. In the second graphic, points in the second and fourth
quadrants imply that the solution alternates in sign, moreover expanding spiral type trajectory indicates that the solution
produces a rapid growth.
The following results extend the result of [13, Theorem 1], and since the proof follows in a similar way, we omit the
details in the proof.
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Theorem 2.3. Assume that (5) and (10) hold eventually. If the following second-order difference inequality
12x(n)+ 1
m0
H(n)x(n) ≤ 0 (22)
has no eventually positive solutions, then every solution of (6) is not eventually positive.
Proof. On contrary, let x be an eventually positive solution of (6). From Lemma 2.3, we learn that x is eventually bounded
below by a positive constant when zx tends to 0 while x diverges to∞ when zx tends to a positive constant, this ensures
existence of n1 ≥ n0 satisfying the followings:
x(n) >
1
m0
y(n+m0) and y(n) :=
n−1∑
i=n1
zx(i) (23)
for all n1 ≤ n ≤ n1 +m0. We claim that (23) holds for all n ≥ n1. Otherwise, there exists n2 > n1 +m0 such that (23) holds
for all n2 > n ≥ n1 and
x(n2) ≤ 1m0 y(n2 +m0).
Using (7) and (10), we deduce the following contradiction:
1
m0
y(n2 +m0) ≥ x(n2) > 1m0 y(n2 +m0).
Hence, we conclude that (23) holds for all n ≥ n1. From (23), we have
x(n− l) ≥ 1
m0
y(n) and 12y(n) = 1zx(n) (24)
for all n ≥ n1. Substituting (24) into (9), we see that y is an eventually positive solution of (22). This the contradiction
completing the proof. Hence, (6) cannot have eventually positive solutions. 
Remark 2.2. In [14], authorsmake amistake by considering the companion transformations, which are defined by different
values (t1 and t), are the same. Therefore, Theorem 2.3 is a particular correction of [14, Theorem 1 (t1 = k− l and t = 0)].
And, the condition (H3) implies that this correction is most effective. Now, Theorem 2.3 can be applied to [14, Example 3.1,
Example 3.2].
Corollary 2.1 (See [13, Lemma 3]). Assume that (5) and (10) hold for all sufficiently large n. If
lim inf
n→∞ n
∞∑
i=n
H(i) >
m0
4
,
then (6) has no eventually positive solutions.
Example 2.2. Consider the following difference equation
1 [x(n)− (1− α(k− l))x(n− r)]+
(
α + β
(n−k+l+1)〈2〉
)
x(n− k)−
(
α − β
(n+1)〈2〉
)
x(n− l) = 0,
where n ≥ m0 + 1, k ≥ l + 1, r ≥ 1, l ≥ 0, α ∈ (0, 1/(k − l)), β ≥ 0 and 〈·〉 denotes the usual factorial function. The
corresponding second-order difference inequality
12x(n)+ 2β
m0
1
(n+ 1)〈2〉 x(n) ≤ 0, for n ≥ m0 + 1,
has no eventually positive solutions when
lim inf
n→∞
2β
m0
n
∞∑
i=n
1
(i+ 1)〈2〉 = lim infn→∞
2β
m0
n
∞∑
i=n
1
i(i+ 1) =
2β
m0
>
1
4
or simply m0 < 8β holds. Thus, all conditions of Corollary 2.1 are satisfied; and so, all solutions are oscillating. To the best
of our knowledge, none of the criteria in the literature are applicable for this equation.
In [8, Lemma 1], authors use a wrong integrating factor. The following result not only corrects [8, Theorem 1] but also
improves by replacing the limitation (3) with (5) and (10).
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Theorem 2.4. Assume that (5) and (10) hold for all sufficiently large n. If
∞∑
i=m0
H(i)
i∏
j=m0
1
1− jH(j)/m0 = ∞, (25)
then (6) is has no eventually positive solutions.
Proof. Let x be an eventually positive solution of (6). By Lemma2.3, there exists n1 ≥ n0 andM > 0 such that x(n−m0) > M
and x(n) ≥ zx(n) > 0 for all n ≥ n1. Set s(n) := d(n− n1)/m0e and let n2 ≥ n1+m0. Then, considering (6), (7) and (10), we
obtain
x(n) ≥ zx(n)+ min
n−m0≤i≤n
{x(i)}
≥ zx(n)+ min
n−m0≤i≤n
{
zx(i)+ min
i−m0≤j≤i
{x(j)}
}
≥ 2zx(n)+ min
n−2m0≤i≤n
{x(i)}
· · ·
≥ s(n)zx(n)+ min
n−s(n)m0≤i≤n
{x(i)}
for all n ≥ n2. Thus, we have
x(n) ≥ s(n)zx(n)+M
for all n ≥ n2, and substituting this into (9), we get
0 ≥ 1zx(n)+ H(n)x(n− l)
≥ 1zx(n)+ H(n)[s(n− l)zx(n)+M]
= zx(n+ 1)− [1− H(n)s(n− l)]zx(n)+ H(n)M (26)
for all n ≥ n2. We have
[1− H(n)s(n− l)]zx(n) > zx(n+ 1) > 0
or simply
1 > H(n)s(n− l) ≥ 0
for all n ≥ n2. We set
λ(n) :=
n−1∏
i=n2
1
1− H(i)s(i− l) > 0
and multiply (26) by λ(n+ 1), then we get
0 ≥ 1 [zx(n)λ(n)]+ H(n)λ(n+ 1)M (27)
for all n ≥ n2. Summing (27) from i = n2 to∞, we get
∞ > 1
M
zx(n2)λ(n2) ≥
∞∑
i=n2
H(i)λ(i+ 1),
which implies
∞∑
i=n2
H(i)
i∏
j=n2
1
1− jH(j)/m0 <∞.
This contradicts to (25), thus every solution of (6) is not eventually positive. 
Corollary 2.2. Assume that (5) and (10) hold for all sufficiently large n, and
lim sup
n→∞
⌈
n
m0
⌉
H(n) > 1, (28)
then (6) has no eventually positive solutions.
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Example 2.3. Consider the following difference equation
1 [x(n)− (1− α(k− l))x(n− r)]+
(
α + γ
(n− k+ l)β
)
x(n− k)−
(
α − γ
nβ
)
x(n− l) = 0,
where r > 0, k ≥ l+ 1, l ≥ 0, α > 0, γ > 0 and β ∈ [0, 1), for n ≥ m0 + 1. It is easy to see that
H(n) = 2γ
nβ
and lim sup
n→∞
⌈
n
m0
⌉
2γ
nβ
= ∞ > 1.
All the conditions of Theorem 2.4 are satisfied; and thus, every solution is oscillatory.
Remark 2.3. It is easy to see that if
R(n)+
n−1∑
i=n−k+l
Q (i) ≡ 1 or R(n)+
n−1∑
i=n−k+l
P(i+ k− l) ≡ 1
holds for all sufficiently large n, then (5) and (10) hold.
2.2. Nonoscillation criteria
Results of this section extend the results in [13]. The proofs in this section follow in a very similar way to the proofs in [13,
Section 3], thus we only give the following lemma with its proof.
Lemma 2.4. Assume that (5) and (10) hold eventually. If (6) has an eventually positive solution x, then (1) also has an eventually
positive solution y satisfying 0 < y(n) ≤ x(n) for all sufficiently large n.
Proof. Let x be an eventually positive solution of (6). By Lemma 2.3, there exists M > 0 and n1 ≥ n0 such that (13) and
x(n−m0) > M hold for all n ≥ n1. Summing (9) from i = n to∞ and considering (7), we get
x(n) ≥ R(n)x(n− r)+
n−1∑
i=n−k+l
P(i+ k− l)x(i− l)+
∞∑
i=n
H(i)x(i− l) (29)
for all n ≥ n1. Define the double sequence x(m, n) as follows:
x(m, n) :=

n ≥ n1 andm = 0
x(n), or
n1 +m0 > n ≥ n1 andm ∈ N
R(n)x(m− 1, n− r)
+
n−1∑
i=n−k+l
P(i+ k− l)x(m− 1, i− l)
+
∞∑
i=n
H(i)x(m− 1, i− l), n ≥ n1 +m0 andm ∈ N
(30)
form ∈ N0 and n ≥ n1. From (10), (29) and (30), we have
x(0, n) = x(n) ≥ R(n)x(n− r)+
n−1∑
i=n−k+l
P(i+ k− l)x(i− l)+
∞∑
i=n
H(i)x(i− l)
= x(1, n)
for all n ≥ n1 + m0 and x(1, n) > M for all n1 + m0 > n ≥ n1. As shown in Lemma 2.2, one can show that x(1, n) > M for
all n ≥ n1. By induction, one can also show that
x(n) ≥ x(m, n) ≥ x(m+ 1, n) > M
holds for allm ∈ N and n ≥ n1 +m0. Then, x(n) ≥ y(n) ≥ M for all n ≥ n1 +m0, where y := limm→∞ x(m, ·). Considering
(30), we see that
y(n) :=

x(n), n1 +m0 > n ≥ n1
R(n)y(n− r)
+
n−1∑
i=n−k+l
P(i+ k− l)y(i− l)
+
∞∑
i=n
H(i)y(i− l), n ≥ n1 +m0
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is true, which indicates that
1 [y(n)− R(n)y(n− r)]+ P(n)y(n− k)− Q (n)y(n− l) = 0
holds for all n ≥ n1. Thus, y is an eventually positive solution of (1). Hence, the proof is done. 
Theorem 2.5. Suppose that (5) and (10) hold for all sufficiently n. If the second-order difference equation
12x(n)+ 1
m1
H(n)x(n) = 0
has a nonoscillatory solution, then so does (1).
Corollary 2.3 (See [8, Theorem 4]). Assume that (5) and (10) hold eventually. If there exists m ≥ n0 such that
n−m
m1
∞∑
i=n
H(i) ≤ 1
4
(31)
holds for all sufficiently large n, then (1) has a nonoscillatory solution.
Theorem 2.6. Assume that (5) and (10) hold for all sufficiently large n. And let x be a nonoscillatory solution of (1), then x is
bounded if and only if
∞∑
i
iH(i) <∞ (32)
holds.
Corollary 2.4. Assume that (5), (10) and (32) hold eventually. If there exists m ≥ n0 such that (31) holds, then (1) has a
nonoscillatory unbounded solution.
Now, we give the following example for Corollary 2.4.
Example 2.4. Consider the following scalar difference equation
1 [x(n)− (1− α(k− l))x(n− r)]+
(
α + β
(n− k+ l+ γ )〈γ+1〉
)
x(n− k)
−
(
α − β
(n+ γ )〈γ+1〉
)
x(n− l) = 0, (33)
where n ≥ m0+1, k ≥ l+1, r ≥ 1, l ≥ 0, α ∈ (0, 1/(k− l)), β > 0 and γ ≥ 2 is an integer. The corresponding second-order
difference inequality is
12x(n)+ 2β
m1
1
(n+ γ )〈γ+1〉 x(n) ≤ 0, for n ≥ m0 + 1.
Hence,
2β
m1
(n−m)
∞∑
i=n
1
(i+ γ )〈γ+1〉 =
2β
m1γ
n−m
(n+ γ − 1)〈γ 〉 → 0 ≤
1
4
as n→∞
for any fixed m ≥ n0. Thus, all conditions of Corollary 2.4 are satisfied. Therefore, (33) has a nonoscillatory unbounded
solution. Further, if γ = 1 and 8β < m1 hold, then (33) still has a nonoscillatory unbounded solution.
Let r = 2, k = 4, l = 3, α = β = 1/2 and γ = 3. Then, (33) takes the following form:
1
[
x(n)− 1
2
x(n− 2)
]
+ 12
(
1+ 1
(n+1)〈3〉
)
x(n− 4)− 12
(
1− 1
(n+2)〈3〉
)
x(n− 3) = 0
for n ≥ 5. The following graphics belongs to the solution with the initial values
x(1) = −2, x(2) = 2, x(3) = −6, x(4) = −3, x(5) = −1
and of 60 iterates:
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Arguments to the graphics above are similar to those mentioned in Example 2.1. In the first graphic, it is easily seen that the
solution is eventually positive and diverges to infinity since it pulls out above the horizontal axis. The second graphic tells
that the solution produces a rapid growth since it pulls out from the origin. There is no doubt that this solution is unbounded.
3. Final comments and discussion
Recent papers need the limitation (3) and the hypothesis (H1)–(H3). We replaced this strong condition with (5) and (10),
which is weaker by (H3). We also stated corrected versions of some wrong results in the literature, i.e., [8,14]. Our results
include the results of the recent papers [8,9,13], since (3) implies (5) and (10). Examples are given to illustrate the results.
As to some directions for future research, we recall that there is little research on (1) when (5) is not satisfied. We only
find that the authors of [17] stretch (5) by depended variable transformation, but they still need the divergent summation
in (2). Hence, it would be interesting if someone could weaken both of the conditions (5) and (10) by combining our results
with the technique employed in [17].
In [11], the authors succeed in giving particular answers on removing the condition (5); but unfortunately, the companion
transformation defined in [11, Theorem 2.2] seems useless for unbounded nonoscillatory solutions because of the improper
summation in the companion transformation. Hence, the proofs of [11] are true only for bounded solutions. But, it can be
shown that nonoscillatory solutions are indeed boundedunder their conditions for sublinear and linear equations. Therefore,
their results hold for sublinear and linear equations with unbounded solutions, and superlinear equations with bounded
solutions.
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