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We investigate the existence of steady solutions of the KuramotoSivashinsky 
equation. For wave speed c = 1 we show that there are two periodic solutions and 
two heteroclinic orbits for the resultant third order ordinary differential equation. 
A discussion is given concerning the possibility of using these solutions to obtain 
the existence of more complicated patterns. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
The goal of this paper is to prove the existence of solutions of the 
Kuramoto-Sivashinsky equation 
u,+V4U+V*U+;lVUl*=0. (1.1) 
Equation (1.1) was derived by Kuramoto et al. [ 1,2] as a model for phase 
turbulence in Reactiondiffusion systems. Sivashinsky [6] developed 
Eq. (1.1) as a model for plane flame propagation. Recently, Michelson [4] 
has done an extensive numerical study of an ordinary differential equation 
derived from Eq. (1.1). He notes that previous numerical studies [S, 61 
show that when Eq. (1.1) is solved on a large interval - 1 -z x < 1 with peri- 
odic boundary conditions then the solution tends to a turbulent state and 
has the form U(X, t) = -tit + u(x, t) where c0 cz 1.04. Furthermore, 
Michelson observed that for fixed t the function u(x, t) has the appearance 
of a quasi-periodic wave. Thus he assumes that u is independent of t and 
investigates the existence of solutions of the form U(X, t) = -c*t + u(x). He 
sets y = v’(x) and reduces Eq. (1.1) to 
y”’ + y’ = c2 - y*/2, -co<<<<. (1.2) 
In his numerical investigation Michelson computes the bounded odd solu- 
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tions of Eq. (1.2) as c increases from zero. His work implies that there are 
values c .+z.3 and c*z 1.26 with the following properties: 
(i) if 0 < c < c* then Eq. (1.2) has at least one odd periodic solu- 
tion ; 
(ii) if c, 6 c < c* then Eq. (1.2) has at least two odd periodic solu- 
tions ; 
(iii) if c = c* then Eq. (1.2) has one odd periodic solution; 
(iv) if c > c* then no odd periodic solutions exist. 
The numerical studies described above indicate that the most important 
and complex behavior of solutions occurs for c x 1. As noted by Michelson, 
the turbulent behavior of solutions of Eq. (1.1) is the result of an interac- 
tion of solutions with the periodic solutions of Eq. (1.2). For mathematical 
simplicity we assume throughout that c = 1. Our goal is to give a rigorous 
proof of the existence of bounded solutions of the equation 
y”’ + y’ = 1 - y2/2. (1.3) 
In each of the results stated below we assume that 
y(0) = y”(0) = 0. (1.4) 
Condition (1.4) and uniqueness of solutions guarantee that the solutions is 
odd because both y(x) and -y( -x) satisfy Eq. (1.3). We now state 
THEOREM 1. There are at least two odd periodic solutions of (1.3b( 1.4) 
(see Figs. 3 and 4). 
THEOREM 2. There are at least two solutions of (1.3)-( 1.4) satisfying 
y(+co)= -2’12 andy(-a)=2 . ‘I2 For the first solution, y(x) has only one 
zero. For the second solution y(x) has exactly three zeros (see Figs. 6 and 8). 
Remarks. We conjecture that the Kuramoto-Sivashinsky equation has 
infinitely many bounded solutions whose patterns are extremely com- 
plicated. We expect that the two odd periodic solutions found in 
Theorem 1 will play a central role towards proving the existence of such 
complicated patterns. That is, as the initial condition (y(O), y’(O), y”(0)) 
varies we expect that the solutions will interact with the two known peri- 
odic solutions to produce bounded solutions with an arbitrarily chosen 
number of maxima and minima. Indeed, as a result of numerical 
experimentations we have found a third periodic solution as well as a third 
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heteroclinic orbit. These are shown in Figs. 9 and 10. Such an interaction 
was proven by the author and S. Hastings [3] in their studies of the 
Falkner-Skan equation 
y”‘+yy”+p(l -(y’)‘)=O, (1.5) 
where /I > 0. It was proved that for /I > 1, Eq. (1.5) has two odd periodic 
solutions. Furthermore, if 2 </I < 2.05, we find that these solutions can be 
used as a basis to prove the existence of infinitely many periodic solutions, 
as well as infinitely many heteroclinic orbits satisfying 
lim v’(x) = - 1 and lim y’(x) = +l. 
x -+ 02 X’ -cc 
In particular, we proved the following: 
Theorem 3 [3, p. 1271. If 2 < fi < 2.05 there is a one-to-one correspondence 
between a set of periodic solutions of Eq. (1.5) and the set of doubly 
periodic sequences on two symbols. 
We conjecture, on the basis of Theorem 1 and numerical experimenta- 
tion, that a theorem similar to Theorem 3 can be proved for the 
Kuramoto-Sivashinsky equation. A first step in this direction consists of 
Theorem 2. We will use the two odd periodic solutions found in Theorem 1 
as a basis for a topological argument to prove Theorem 2. An outline of 
our method of proof is given in Section 2. In Section 3 we give the main 
arguments of our proofs. Two of the lemmas in Section 3, namely, 
Lemmas 9 and 7, are rather cumbersome to prove. Thus, we reserve their 
proofs for Sections 4 and 5. 
2. OUTLINE OF PROOFS 
As stated earlier, we use a topological shooting argument to prove the 
existence results in Theorems 1 and 2. We assume that y(O) = y”(O) = 0 and 
set y’(O) = /I. It is necessary to determine the behavior of solutions at cru- 
cial values of B. We do this in a series of technical lemmas. For each /I we 
let [0, xs) denote the maximal positive interval of existence of the solution 
with initial condition y’(O) = p. (It is possible that xg < co). At the begin- 
ning of Section 3 we show that for B > 0 y(x) is well defined for x > 0 as 
long as ya 0. Subsequent to that we investigate the parameter set fi>O. 
Throughout our analysis we find it convenient to project the solution 
(J(X), y’(x), y”(x)) onto the ( y, y’) plane. For /I = 0 (Fig. 1) y increases, y’ 
has a first zero at some value a > 0, y attains a second zero at some b > a 
and y” < 0 on [a, b]. The same behavior occurs if fi $1 (Fig. 2). At the 
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FIG. 1. The trajectories of the solutions with initial values y(O) = y’(O) = y”(O) = 0 and 
y(O)= y”(O)=O, y’(O)= 1 are projected onto the (y, y’) plane. Note that if y’(O)= 1 then 
y” > 0 at the first positive zero of y. However, if y’(O) = 0 then y” < 0 at the first positive zero 
of y. 
FIG. 2. The trajectories of the solutions with initial values y(O) = y”(O) = 0 and y’(0) = 1, 
y’(O) = 2.5 are projected onto the ( y, y’) plane. Note that if y’(O) = 2.5 then y” < 0 at the first 
positive zero of y. 
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FIG. 3. The trajectory of the periodic solution with initial value y(0) = y”(O), y’(0) z .5 is 
projected onto the (y, y’) plane. 
intermediate value /I = 1 (Figs. 1 and 2) we show that again y increases 
until y’=O at some x= a. Then y decreases but y” = 0 before y =O. We 
then argue that there are values p, E (0, 1) and fi* E (1, co) such that 
for some 5Z > 0, y(Z) = y”(Z) = 0 (see Figs. 3 and 4). Thus each of these 
solutions must be periodic since it is odd. 
FIG. 4. The trajectory of the periodic solution with initial values y(O)= y”(O)=O, 
y’(0) zz 1.5265 is projected onto the ( y, y’) plane. 
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FIG. 5. If  y(O) = y”(O) = 0 and y’(O) = -5 then y  < 0 on (0, xa) and l&,., y’ = --co. If  
y(O) = y”(O) = 0 and y’(O) = -2.47 then y  < 0 on (0, 5.5) and y  = 0 at x = 5.5. 
For the existence of the heteroclinic orbits described in Theorem 2 we 
consider two distinct sets of b values. First, we consider /? $ -1 and show 
that for such values, y -C 0 for all x E (0, xs) and b, _ xB y’ = -cc (Fig. 5). 
Such p values lie in an open set. Since there is a f10 < 0 for which the solu- 
tion is’ periodic then for /I < p,, but close to /&, the function y has at least 
FIG. 6. At y(O)= y”(O)=0 and y’(O) x -2.52065 the solution satisfies y  c 0 on (0, co), 
yzOon(-oo,O)andlim,,+,(y,y’)=(~&O). 
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FIG. 7. If  y(O) = y”(O) =0 and y’(O) = 1.5 then y  has at least two positive zeros. If  
y(O) = y”(O) =0 and y’(O) = 2.5 then y  has exactly one positive zero followed by 
-XdXfl y’= --co. lim 
one positive zero. We then argue that at some critical value, which we call 
/IS, the solution can only satisfy y < 0 on (0, co) and y + -21i2 as x + co 
(see Fig. 6). Then, since our solution is an odd function, we conclude that 
y4p as x --f -co. The second heteroclinic orbit is found in a similar 
manner and uses arguments based on the global behavior of solutions for 
FIG. 8. At ~(0) = ~“(0) = 0 and y’(O) x 1.5797 the solution has exactly one positive zero, 
one negative zero, lim, _ ,( y, y’) = (-$, 0) and lim,, -,( y, JJ’) = (J?, 0). 
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FIG. 9. At y(O) = y”(O) = 0 and y’(O) z 1.563031 a third periodic orbit occurs. For this the 
Gear method was used, 0 <x d 15.8, tolerance = .OOOOl, minstep = .tMOOOO1 and Dr = .Ol. 
j? % 1. That is, for fi B 1 (Fig. 7), v(x) has exactly one positive zero followed 
by lim,+,, y’ = -co. However, for /I - /I* > 0 and small values of the func- 
tion y(x) has at least two positive zeros on (0, xp). We then argue that at 
some intermediate value which we call /I4 the only possible behavior of the 
solution is that y(x) has exactly three zeros and y( T co) = +2”2 (Fig. 8). 
FIG. 10. At y(O) = y”(O) = 0 and y’(O) z 1.52430524 a third heteroclinic orbit exists. Here 
the Gear method was used, 0 S x < 18, tolerance = .OOOl, minstep = .OOOOOOl, Dt = .Ol. 
KURAMOTO-SIVASHINSKYEQUATION 277 
3. PROOF OF THEOREMS 
As stated in Section 2 we let fl> 0 and investigate the behavior of the 
solutions with initial value y(0) = y”(0) =0 and y’(O)=/?. Let [0, xs) 
denote the maximal interval of existence of this solution. It is possible that 
xB < co. We claim, first of all, that the solution exists for x 2 0 as long as 
y > 0. To see this we set 1= sup{i E (0, xs) 1 y > 0 Vx E (0, a)}. If B = 0 then 
y”‘(0) = 1. Thus, if /? > 0 then y > 0 on an interval (0, E) so that I is well 
defined. Suppose that I = xg < co. Then one of y, y’, or y” must become 
unbounded on (0, a]. It follows from Eq. (1.3) that y”‘< 1, y” <xx, 
y’ 6 x2/2 + fix for all x in [0, ZJ. Since 2 is finite then y, y’, and y” are all 
bounded above. Substituting these upper bounds into Eq. (1.3), we obtain 
y.“’ > 1 - B -x2/2 - ~(Px + x3/6)* for 0 <x < 2. Thus it follows that y”, y’, 
and y are bounded below on [0, Z]. We have arrived at a contradiction of 
the fact that are of y, y’ or y” must become unbounded on [0, Z]. It must 
therefore be the case that 2 < xP so that the solution exists for x B 0 as long 
as y 2 0. 
One of the main mathematical tools which we use throughout the rest of 
the paper is the energy function 
H=(y”)*/2+y’(y’-2$ y*)/2 (3.1) 
whose derivative is given by 
H’ = y( y’)‘. (3.2) 
This function is. especially useful for the elimination of certain tangencies 
which might arise. We eliminate one such tangency in the following techni- 
cal lemma which will be referred to several times later on in our analysis: 
LEMMA 1. Let y(0) > 0, y’(0) > 0 and H(0) > 0. If there is a jkt o&e 
a > 0 for which y’(a) = 0 then y(a) > 0 and y”(a) # 0. 
Proof If y’(0) = 0 then y”(0) = 0 and y”‘(0) = 1. It follows, therefore, 
thaty~Oandy’~Oon(0,6)forsomesmall6~O.ThusH’~OandH>O 
until x= a where H(a) = (y”(a))*/2 > 0. The definition of a implies that 
y”(U) < 0. 
LEMMA 2. Let y(0) > 2’/*, y’(0) = 0, and y”(O) < 0. It is not possible that 
y’ > 0 for all x > 0 with lim, _ cD y(x) = 2’/*. 
Proof Suppose, on the contrary, that y’< 0 for all x >O and 
y(m)=2 . “* We note that y”‘(0) < 0 and H(0) = (y”(O))*/2 > 0. Therefore 
y” < 0 on (0,6) for some small 6 > 0. Hence H’ > 0 and H > 0 on (0, cc ). 
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We linearize Eq. (1.3) about the constant solution y = 2i” and obtain the 
equation 
v”’ + v’ + 2”2v = 0, (3.3) 
where v= y-2 . ‘I2 The characteristic equation associated with Eq. (3.3) is 
given by 
A3 + A f 2’12 = 0. (3.4) 
It is evident from Eq. (3.4) that one eigenvalue, say Izi, is negative while the 
other two are complex with positive real parts. Thus there is a one dimen- 
sional stable manifold f of solutions which tend to (y, y’, y”) - (21’2r 0,O) 
as x -P co. We set a1 = v, u2 = v’, u3 = v” and rewrite Eq. (3.3) as 
(Et)-A(E,). where ,4=( -!i,2 i x). LetZ=(i,). 
An analysis of the equation AZ = A, X where X = (xi, x2, x3)’ leads to 
x,=&x,, x,=fl,x, and 21’2x1 +x, = -&x3. (3.5) 
These three equations lead us to conclude that if xi > 0 then x2 ~0 and 
x3 > 0. Similarly if xi < 0 then x2 > 0 and x3 < 0. Thus r has a component 
yi pointing into the region y < 21j2, y’ > 0, y” > 0 from (y, y’, y”) = 
(21j2, 0,O). Also, a second component of r, y2, points into the region 
y>2’/2, y’< 0, and y” > 0. Therefore our solution must lie on y2 so that 
(y, y’, y”) + (2112, 0,O) as x -+ co. Thus from (3.1) we conclude that 
lim, + m H(x) = 0, a contradiction of our observation that H> 0 and 
H’ > 0 on (0, co). This completes the proof of Lemma 2. 
We now proceed with our analysis by investigating some crucial proper- 
ties of solutions for which fl> 0. These are given in the next three technical 
lemmas. 
LEMMA 3. Zf there exists /I 80 for which y’> 0 for all x>O, and 
lim, + m y(x)=2 , l/2 then lim, _ o. (Y’, Y”) = (0, 0). 
ProoJ From Eq. (1.3) we find that ( y” + y)’ = 1 - y2/2 > 0 for all x > 0. 
Thus lim x _ ,( y” + y) exists. Since lim, _ ~ y = 2l’*, then it must be the 
case that lim, _ m y” exists with lim, _ o. y” = 0. Otherwise, if lim, _ o. y” = 
p #O then y’ and y must become unbounded as x + co, contradicting the 
fact that y + fi as x + co. Suppose that O<l&,, y’(x) < 
KURAMOTCFSIVASHINSKY EQUATION 279 
iii-ii,,, y’(x) = 6. Then there is an unbounded increasing sequence {x,}~ 
of positive values with 
y”(Xj) = 0 and Y'(xj) 2 d/2, vj. (3.6) 
For large enough j we have 
y2(x,) > 2 - 614. (3.7) 
It then follows from (3.1), (3.6), and (3.7) that H(xj)>O for large j. This 
and Eq. (3.2) imply that 
H(x) > 0 for all large x. (3.8) 
Furthermore, since lim,Y , m y’ <ii%,, co y’, there is an unbounded 
increasing sequence {z~}~ of positive values such that y”(zj) =0 and 
y”‘(zj) 20 for each j. For large j it follows from (3.8) that H(xj) > 0. 
However, the definition of zj and (3.1) imply that H(z,)<O for all j, a 
contradiction. Thus lim, _ m y’ = 0. This completes of the lemma. 
Remark. It follows from our linearization of Eq. (1.3) around the equi- 
librium solution y = 2’/* in the proof of Lemma 2 that any nonconstant 
solution satisfying the hypotheses of Lemma 3 must lie on the one dimen- 
sional stable manifold y, leading to (y, y’, y”) = (2”*, 0,O). Thus y’ and y” 
decay to zero exponentially fast. This fact is needed in the proof of our next 
result. 
LEMMA 4. For each /I 20 there is an x,, > 0 with y(xO) = 2l’*, and 
y’(x) > 0 vx E (0, x0]. 
Proof: If /? = 0 then y”‘(0) = 1. Thus, if /? > 0 then y’ > 0 on an interval 
(0, E). Suppose, for the sake of contradiction, that there are values fl> 0 
and X~E (0, co] such that 
and 
0-c y<211* and Y’ > 0, vx E (0, XII), (3.9) 
lim y’(x) = 0. 
x-x; 
(3.10) 
If x0 = cc then lim,, o. y(x) = 7 < 2’/*. If J < 2’/* then it follows from 
Eq. (1.3) that (y”+ y)‘> 1 -j*/2>0 for all x>O so that lim,,,(y”+ y) 
= +co. But then lim,, o. y” = +co so that lim, _ m y = + co, a contra- 
diction. Therefore j = 2’/* and we conclude from Lemma 3 and the 
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subsequent remark that ( y’, v”) + (0,O) exponentially fast. Thus, whether 
x0 is finite or infinite it follows that 
0 < y(x,) < 2l’2, y’(x()) = 0, and y”(Xo) 6 0. (3.11) 
In order to obtain a contradiction to (3.9) and (3.10) we use a method 
developed by Toland [7] in his analysis of the equation 
y”’ + y’ = 1 - y*. 
For simplicity we set lim,, Xo y(x) = a E (O,21’2] and m = 2a - a3/3. Next, 
we multiply Eq. (1.3) by y’ and y”‘, integrate, and obtain 
~l:,(pn)*d~=j-~~ (y’)‘dx-m 
~ so 
(3.12) 
and 
j~xo(y”‘)*dx=~xo (ylydx-;[y (y’)3dx+2v.‘(x,)(l-;). (3.13) 
-x0 x0 
Since the solution is odd, then y’ > 0 on ( -x0, x,,) and an application of 
Holder’s inequality leads to 
IX0 (y’)2dx< IX0 y’d 
--x0 
( ~xo x)'l'(jl:, WY q* 
= (2a)“2 ( IX0 
--x0 
(y’)3 dx)? (3.14) 
From (3.14) and (3.12) we conclude that 
j;xo(y.)3dx>$(~y (y’)‘dx)2=q> (3.15) 
x0 
where p = s?, (y”)’ dx. Next, it follows from Holder’s inequality and an 
integration of the identity ( y’,“)’ = y’y”’ + ( v”)~ that 
jyxo ( y”‘)2 dx > p2/jxo (Y’)’ dx. 
--x0 
Combining (3.13) with (3.16), (3.15) and using (3.11), we obtain 
(3.16) 
2 
p+k)+ 
(P + m)’ 
4u . 
(3.17) 
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It follows from (3.17) that 4ump 2 (p + m)3 > 3m’p. Therefore 2a > 3m = 
6a- u3. This implies that u* > 4 or a > 2 which is a contradiction since 
lim x - a-0 y(x) = a E (0, $1, This completes the proof of Lemma 4. 
LEMMA 5. For each /I > 0 there are values a > x0 and b > a such that 
(i) y’>Ofor all x E (0, a), y’(a) = 0, y”(u) < 0, and either 
(ii) y” < 0 for all XE (a, b), y”(b) = 0 and y(b) Z 0, or 
(iii) y” < 0 for all x E (a, b] and y(b) = 0. 
Proof Let x0 > 0 satisfy Lemma 4 so that y(xO) = 2”* and y’ > 0 on 
(0, x,]. Continuity implies that there exist A? > x,, and M> 2l’* with 
y(2) > M, and y’> 0 on [x,,, a]. For x >i it follows from Eq. (1.3) that 
y”’ < 1 - M2/2 < 0 as long as y’ > 0. Two integrations of this inequality 
leads to the existence of a first value a > 0 for which y’(a) = 0. The defmi- 
tion of x,, and Lemma 4 imply that H(x,) > 0. Thus, by Eq. (3.3), H(a) > 0 
so that y”(u) < 0. We conclude that y” < 0 and y >O on a small interval 
(a, a + 6). Let (0, x0) c (0, cc) denote the maximal interval of existence of 
the solution. For x E (a, xa) the only possibility other than (ii) and (iii) is 
Y>O and y”<O for all x E (a, xp). (3.18) 
We assume for the sake of contradiction that (3.18) holds. If x0 < cc then 
at least one of y, y’, or y” must become unbounded at x. However, this 
possibility was eliminated at the beginning of this section. Thus it must be 
the case that xB = co and we conclude that lim,, o. y(x) = j exists. 
However, since y” < 0 for all x 2 a then it follows that lim, _ o3 y’ < 0 so 
that y+ -cc as x--r co, a contradiction of (3.18). Thus one of (i), (ii), or 
(iii) must hold and the lemma is proved. 
In order to properly define our shooting sets we need to obtain precise 
information about the behavior of solutions over appropriately chosen 
intervals of B values. First, we consider large values of j? in 
LEMMA 6. There is an & > 0 and for each B > & there are values a > 0 
and b > a such that y’(x) > 0 on [0, a), y’(a) = 0, y(a) > 1100, y”(x) < 0 on 
[a, b], y(b) = 0. y”(b) < -1000 and y’(b) < -1000. 
Remark. The value 1000 which appears in the statement of the lemma 
is necessary for technical reasons as will become clear later on in the proof 
of existence of our heteroclinic orbits. 
Proof Let L > 2300. Choose fi > 0 to satisfy 
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If p>, fi then H(0) > L2/2. Lemma 5 implies that there is a first a>0 
such that y’(a) = 0 and y”(u) ~0. Since H’> 0 on (0, a) then 
H(a) = (y”(~))~/2 > L2/2 hence y”(u) < -2300. For x E (0, a), as long as 
y < L, then ( y” + y)’ Z 1 - L2/2. Therefore y” + y 3 (1 - L2/2)x. Since L is 
independent of /I and y’(0) = /I it follows that y” > (1 - L2/2)x - L, 
y’>(1-L2/2)xZ/2-Lx+p (3.19) 
and 
y 2 (1 - L2/2) x3/6 - Lx212 + fix. (3.20) 
It is evident from the definition of &, (3.19), and (3.20) that, for fi > &, the 
right hand side of (3.20) is greater than L at x = $. Therefore there exists 
x0, q E (0, 4) with y(xo) = 21j2, and y(q) = L. Furthermore, the right hand 
side of (3.19) is greater than 1 on 0 < x < 4. Thus y’ > 1 for 0 < x 6 q. 
Therefore y”’ < 0 and y” -C 0 on (03 41 and it follows that 
Y(Xo) + Y”(Xo) < 2 ‘I2 Next we conclude from Eq. (1.3) that ( y” -t- y)’ < 0 on * 
(x0, a) so tat y”(u)+ y(u) < 2 . “’ To proceed further we observe that 
Eq. (1.3) is autonomous. Thus, for convenience we may assume that 
Y’(O) = 0, Y(O) > L y”(0) + y(0) < 21’2. (3.21) 
It follows from Eq. (1.3) that y”‘+ y’<O hence y”+ y<2’i2 for x>O 
as long as y > 2 l/2 Let 1> 0 denote the next value for which y = 21i2. We . 
need to obtain y’(X)< -1100 and y”(X)< -1125-2’12. For XE[O,X] 
as long as y” ~0 and y”+ y> -1125 - 21/2 it follows that y’< 0 and 
y < y(0) so that y” > -1125 - 2112 -y(O), y’> -(1125+2’12+ y(O)x), and 
y > -( 1125 + 21j2 + y(0)) x2/2 + y(0). For 0 d x f l/y(O) these estimates 
imply that y’ > - i and y 2 -3x/2 + y(0) hence y(l/y(O) > 2’12 since 
y(0) > L. But then we find from Eq. (13) that y”’ + ~‘6 1 - ((~(0))~ + 
9x2/4 - 3y(O)x)/2 and y” + y < (1 - ~(0)~/2)x + 3y(O) x2/4 + 21’2 for 
0 < x < l/y(O). This, the definition of L, and (3.21) imply that 
(Y” + Y)l l/y(O) Y  < -( y(O))/2 + 2/y(O) + fi d - 1125 - 2’/*, a contradiction. 
Thus, because we have reached a contradiction there must be a first 
i E (0, l/( y(0)) for which y”(i) + y(Z) = -1125 - 21’2. Since 2 < l/y(O) 
then again the estimates given above can be repeated to give 
y> -3x/2 + y(0) on [0, a]. Thus y(f) > 2”* and so 2 4%. Since 
y”’ + y’ < 0 for .i? < x < 1 then it follows that Y”(X) + y(X) < -1125 - 2”‘. 
To see that y’(X) -C -1100 we recall that y(0) + y”(0) < 21i2 hence 
y + y” < 2 1/2 on [0, X]. Multiplying by y’ and integrating, we obtain 
( y’)’ + y2 - 2(2’j2) y > ~(0)~ - 2(21’2) y(O). Therefore, at x=X we have 
(y’(X))’ > (y(O))‘- (2) 21/2y(0) + 2. The definition of L and the fact that 
y(0) > L imply that (y’(X))’ > (1 100)2. Therefore y’(X) < -1100. Finally, 
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restricting our attention to [X, X+ 11, we see from Eq. (1.3) that 
y”‘+ y’-< 1 so that y”+ y<x--X- 1100 on (X, X+ 11. Therefore 
y”< -1099 and y’< -1099(x-X)- 1100 on [X,X+ l] as long as y>O. 
Thus one further integration shows that there is a first x1 E (0, 1) for which 
y(xl) = 0, y’(xl) < -1000 and y”(xr) -C -1000. This completes the proof of 
the lemma. 
We find that the solution behaves differently at lower values of fi. In 
particular, at /l = 1 we have the following (see Fig. 1). 
LEMMA 7. Let p = 1. There are values a > 0 and b > a such that y’ > 0 for 
0 ,< x < a, y’(a) = 0, y”(x) -C 0 for a < x <b, y”(b) = 0 and y(b) > 0. 
The proof of Lemma 7 is rather cumbersome and we postpone it until 
Section 5. 
Next, we define the shooting set A = (p^ > 0 ) if /I > fl then there are values 
a, > 0 and b, > a, with y’ > 0 on [0, a,), ~‘(a,) = 0, y” < 0 on [a,, b,] and 
Ab, I= 0). 
The important topological properties of A are summarized in 
LEMMA 8. A is open, non-empty, and bounded below with inf A > 1. 
ProoJ The proof follows from continuity and Lemmas 5, 6, and 7. 
We define b, = inf A and consider the solution for which y(0) =y”(O) = 0 
and y’(0) = j?,. From Lemma 4 and part (i) of Lemma 5 it follows that 
there is a first a > 0 for which y’(u) = 0, y”(a) < 0 and y(a) > 2”‘. Suppose 
that there is a first X > a for which y”(X) = 0 and that y(X) > 0. If y”‘(Z) > 0 
then continuity implies that /I# A if /3-j?, > 0 is sufliciently small, con- 
tradicting the definition of /I,. If y”‘(X) = 0 then y’“‘(X) = -y(X) y’(X) > 0 
and so y”‘<O on (X-S, X) for small 6 > 0. This leads to 
y”(Z) < y”(X - 6) < 0 contradicting the definition of X. The definition of X 
rules out the possibility that y”‘(X) ~0. Therefore X cannot exist and we 
conclude that there is a first b > a for which y(b) = 0 and y”(x) ~0 on 
[a, b). Thus y’(x) < 0 for all x in [a, b]. If y”(b) < 0 then from continuity 
it follows that /?E A if j3, -/I > 0 is sufficiently small, contradicting the 
definition of B,. Thus it follows that y”(b) = 0 and we conclude that the 
solution must be periodic (see Fig. 4). This completes the first part of 
Theorem 1. 
Our next goal is to prove the existence of the second periodic solution 
described in Theorem 1. For this we restrict our attention to the interval 
0 </I < 1. We need the following technical lemma which is also crucial to 
the proof of Theorem 2. As with Lemma 7 the proof of this lemma is rather 
cumbersome and we postpone it until Section 4. 
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LEMMA 9. Let y(0) = y’(0) = 0 and y”(0) 2 0. There are values a > 0 and 
b > a such that y’ > 0 on (0, a), y’(u) = 0, y” < 0 on [a, b] and y(b) = 0. 
The next technical lemma follows as a direct result of Lemma 9. It is a 
key part of the proof of Theorem 2 and is not used to prove that the 
second periodic solution exists. However, for convenience, we state and 
prove it at this point and then proceed with the proof that the second 
periodic solution exists. 
LEMMA 10. Let j? 2 0 and consider the solution with initial value 
y(0) = y”(0) = 0 and y’(0) = p. Suppose that there exist values b > a > 0 with 
y’>O on (0, a), y’(a) =O, y” ~0 on [a, 6) and y(b) =O. If there is a first 
x1 > b such that y(xl) = 0 then y’(xl) > 0. 
Proof. Suppose, for the sake of contradiction, that y’(x,) = 0. Recall 
that the solution is odd since y(0) = y”(0) = 0. Therefore y(x) - -y( -x) 
and it follows that y(-x,)=0, y’(-x,)=0 andy”(-x,)20, (see Fig. 11). 
Furthermore -b> -x1, y>O on (-x,, -b) and 
y(-b)=O, y’(-b)<O, y”(-b)20. (3.22) 
However, since Eq. (1.3) is autonomous, then Lemma 9 guarantees that 
y”( -b) < 0, contradicting (3.22). This proves the lemma. 
We now proceed with the proof that a second periodic solution exists. 
Y’ 
FIG. 11. See text. 
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Define the parameter set 
Br{/?>O(ifO<p<flthentherearevalues 
ci>Oand&>ciwithy’>Oon(O,ri), 
y’(k) = 0, y”(x) < 0 on [&, 61 and y(6) = O}. 
The topological properties of B are given by 
LEMMA 11. The set B is non-empty, open, and bounded above with 
sup/I< 1. 
Proof The proof follows from continuity and Lemmas 5, 7, and 9. 
We define fi* z sup B and consider the solution with initial conditions 
y(0) = y”(0) = 0 and y’(0) = p*. It follows with the same arguments as 
those following the definition of /I, that the solution is periodic. That is, 
there are values a > 0 and b > a with y’ > 0 on [0, a), y’(u) = 0, y” < 0 on 
[a, b), and y”(b) = y(b) = 0 (see Fig. 3). For the sake of brevity we omit the 
details. This completes the proof of Theorem 1. 
We now proceed with the proof of Theorem 2. Our goal is to prove that 
there are at least two heteroclinic orbits. The shooting sets involved may 
contain parameter values for which the solutions become unbounded over 
finite or infinite intervals of x values. Thus we begin by proving three 
technical lemmas which give detailed information about unbounded 
solutions. 
First, we define a subset of the (y, y’, y”) phase space by 
Kr {(y, y’, y”)l y<o, 1- y2/2< y’< -4, -y4”< y”<o}. 
LEMMA 12. If y(x) is a solution such that (y(X), y’(X), y”(X)) E K for 
some X then ( y, y’, y”) E K for x > X as long as the solution exists. 
Proof: First, we note that y”” < 0, y”’ < 0, and y” < 0 for x > X as long 
as (y, y’, y”) E K. Furthermore, differentiating Eq. (1.3), we obtain 
y(4) = '1 _ 
Y -YY' (3.23) 
Y C5) = yy’4’ + y2( y’ + f) + y’ - 1 - ( y’)? (3.24) 
If there is a first i>X for which y”“(Z)=0 then the definition of P 
implies that y”‘(j2) > 0, y”‘(i) < 0 and y’(R) < 0. However, from (3.24) we 
conclude that y(‘)(a) < 0, a contradiction. 
LEMMA 13. Let y(x) denote a solution whose maximal interval of exist- 
ence is given by [O,p) and such that for some 2 E (0, p), the following hold: 
505,‘82/2-6 
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(i) y(x)<Ofor all x~(Z,p), and 
(ii) lim. ,p- y’(x)= --00. 
Then (y(X), y’(X), y”(X)) E Kfor some X E (9, p). 
Proof: Suppose, first of all, that there is an a E [a, p) such that y” < 0 
on (a, p). Then lim,,,- y’ = -cc and there is an R E (a, p) with y’ < - 4 
on (a, p). If y”” > 0 for all x E (a, p) then y”“, y”, and y’ are all bounded 
below on (a, p), a contradiction of (ii). Therefore it must be the case that 
there is a value y E [a, p) such that y”“(y) ~0. It follows from Eq. (3.24) 
that y”” ~0 on (y, p). Similarly there must be a v E [y, p) with y”‘(v) < 0. 
Otherwise y”’ > 0 on [y, p) so that y’ is bounded below, contradicting (ii). 
Then for XE (v, p) it must be the case that y”’ < 0. Therefore (y, y’, y”) 
enters K at x = v. Next, suppose that there is a value 6 in (x, p) where 
y’ attains a relative minimum and y’(6) < -100. Then y”“(6) = 
-y(6) y’(6) < 0, y”(6) = 0 and y”‘(6) 2 0. For simplicity, since Eq. (1.3) is 
autonomous we may assume that 6 = 0, that is 
y”(0) = 0, y’(0) < -100, and y”‘(0) > 0. (3.25) 
Note that the maximal interval of existence of the solution of (3.25) is now 
[0, p - 6). We restrict our attention to the interval [0, p] where 
~=min{i, p-S} and let y’(O)=r. For XE (0, p], as long as y”>O and 
y’ < r/2 then r < y’ < r/2 and zx + y(0) < y < zx/2 + y(0). Substitution of 
these inequalities into Eq. (1.3) leads to 
y”’ 6 1 - 5 - (52x2/4 + (y(O))2 + zy(O)x)/2 
y” < (1 - z - (y(O))*/2)x - zy(0) x2/4 - ~~x~/24 (3.26) 
y’ < (1 - r - (y(O))*/2) x2/2 - ry(0) x3/12 - r2x4/96 + r. (3.27) 
It follows from (3.25) and (3.27) that y’ 6 (1 -7) x2/2 + r < r/2 for 
0 < x < p as long as y” > 0. Furthermore, since z < - 100 there exists a first 
5 E (0, p) for which 1 - z - t2Z2/24 = 0. This and (3.26) imply that there is 
a first p E (0, p) for which y”(p) = 0, and y’ < -l/2 over [0, ~1. The delini- 
tion of p implies that y”‘(p) < 0. Also, from Eq. (3.23) we have y”“(p) < 0. 
Finally, these observations together with Eq. (1.3) imply that (y, y’, y”) 
enters K at p, and the lemma is proved. 
LEMMA 14. There is a Q > 0 such that if y(0) = y”(0) =0 and 
y’(0) = p < -Q then (y(X), y’(X), y”(Z)) E K for some X > 0, and y’ < 0 for 
all x E [0, X]. 
Proof From Eq. (1.3) we obtain y”‘(0) > 0 hence y” > 0 and y’ > b on 
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a small interval (0, E). Thus, for x > 0, as long as y” > 0 and y’ < /I/2 then 
fix < y < fix/2 and 
y”’ < 1 - ,L? - j12x2/8 
y” < (1 - p)x - /12x3/24 (3.28) 
y’ d (1 - p) x2/2 - p2x4/96 + 8. (3.29) 
The right hand side of (3.28) is zero at i = (24( 1 - j?)/p*)“*. Furthermore, 
the right hand side of (3.29) is less than /I/2 for all x E [0, $1 if B < -1 is 
sufficiently negative. These observations imply that there is a first .? E (0, ,i-) 
such that y”(Z) = 0, and P-C y <j/2 for all x E (0, 21. The definition of 2 
implies that y”‘(Z) d 0. Also y(B) -C 0 since y’ c /I/2 < 0 on [O, Z]. Thus 
y”“(Z) < 0 and it follows that ( y, y’, y”) enters K at x = X. This proves the 
lemma. 
With these technical lemmas complete we proceed by defining the 
parameter set D = {p < 0 ( if y(0) = y”(0) = 0 and y’(0) = fl then there is a 
first i > 0 for which y(i) = O}. 
LEMMA 15. The set D is open, non-empty, and bounded below. 
Proof: If 1 ED then y(a) = 0 for some first R > 0. Thus y’(f) 2 0. Sup- 
pose, for the sake of contradiction, that y’(x) = 0. Then y”(a) ~0. Since 
y(0) = y”(0) = 0 then again the solution is odd and we conclude that 
y( -2) =O, y’( -a)=O, and y”( -a)>O. Thus, the fact that Eq. (1.3) is 
autonomous, and Lemma 9 imply that y”(0) must be negative which con- 
tradicts the initial value y”(0) = 0. Thus it must be the case that y’(f) > 0. 
This and continuity lead us to conclude that /?E D if [p--b/ is sufticiently 
small so that D is open. It follows from Lemma 14 that D is bounded 
below by some Q < 0. Finally, since an odd periodic solution exists there 
is a B-C 0 such that y(x) is periodic if y(0) = y”(0) = 0 and y’(0) =/I. That 
is, there is a first xB > 0 for which y(xs) = 0, y”(xg) = 0 and y’(xa) > 0. This 
and continuity imply that D # 0. 
Next, we define p3 rinf D and consider the solution for which 
y(O)= y”(0) =0 and y’(0)=/13. Let (0, p) denote the maximal interval of 
existence of the solution. We claim, first of all, that y < 0 for all x E (0, p). 
If not then there must be a first 1 E (0, p) for which y(i) = 0 and therefore 
y’(Z) > 0. Suppose that y’(i) = 0. Then exactly the same arguments used in 
Lemma 15 lead again to a contradiction. Thus it must be the case that 
y’(i) > 0. But then it follows from continuity that /I ED if /I3 - /I > 0 is suf- 
ficiently small. But this contradicts the definition of p. We conclude, there- 
fore, that i cannot exist so that y -C 0 for all x E (0, p). Our goal is to show 
that p = co and lim,, m ( y, y’, y”) = ( - 2 1’2, 0,O) (recall Fig. 6). We need 
to eliminate all other possibilities. First, we show that p = co in the next 
two lemmas. 
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LEMMA 16. If a solution satisfies y < 0 on a finite interval (0, I), and 
(0, 6) is its maximal interval of existence then (y, y’, y”) E K at some 
x E (0, fi). 
Prooj By Lemma 13 it suffices to show that h,,,- y’= -co. Sup- 
pose that l&,,- y’ > -M > --cg for some A4 > 0. Then y’ and y are 
bounded below on [0, 8). This and Eq. (1.3) imply that y”’ is bounded 
above on (0, 6). Therefore y”, y’, and y are bounded above on [O, 6). 
Again, we observe that these upper bounds substituted into Eq. (1.3) imply 
that y, y’, y” are bounded below on [0, 6). However, our supposition that 
p -=c 00 implies that one of y, y’, or y” must be unbounded on (0, fi) so that 
we have arrived at a contradiction. Therefore it must be the case that 
l&n,,,- y’ = - 00 and Lemma 13 implies that ( y, y’, y”) is in K at some 
x. 
LEMMA 17. p=~o. 
ProoJ: If p < co then Lemma 16 shows that (y, y’, y”) E K for some 
X > 0. It follows from continuity that if /I - /I3 2 0 is sufficiently small, then 
y < 0 on (0, X) and ( y, y’, y”) E K at x = 2. But then Lemma 12 implies that 
( y, y’, y”) E K for x > X as long as the solution exists. Thus y cannot have 
a positive zero if j? = f13 or if j? - f13 > 0 is sufficiently small. This contradicts 
the definition of /13. 
Next, in order to analyze the remaining possible behavior of the solution 
for which y(0) = y”(0) = 0 and y’(0) = b3 we shall make use of the energy 
function H. Recall that H = (y”)‘/2 + y’( y’ - 2 + y*)/2 and H’ = y( y’)*. 
We need to prove that H( 00 ) = 0 and that this forces us to conclude that 
lim ,*,(Y, Y’, y”)= wl’*, 0, 0). 
LEMMA 18. H > 0 and y(x) < 0 for all x > 0. 
Proof: Suppose, first of all that y(xi) = 0 for some first x, > 0. Then 
y’(xi) > 0. If y’(xi) = 0 then it must be the case that y”(xr) < 0. Otherwise 
y”(xi) >O so that y’<O on an interval (x, -E, xi). This implies that y>O 
on (xi -a, xi), contradicting the definition of x,. Therefore it must be 
the case that y”(xi) GO. Recall that y(x) = -y( -x) since our solution 
satisfies y(0) = y”(0) = 0. Therefore we have y( -x1) = y’( -xi) = 0 and 
y”( -xi) 2 0. An application of Lemma 9 implies that y”(0) < 0 which is 
clearly a contradiction since y(0) = y”(0) = 0. Therefore we must conclude 
that y’(xi)=O is not possible and that y’(xi)>O. But then continuity 
implies that /I E D if p3 - j? > 0 is sufficiently small, contradicting the detini- 
tion of p3. We conclude that xi cannot exist and that y(x) < 0 for all x 7 0. 
Next, it follows from the definition of H that H(O)= (/3J2)(f13-2)>0 
since /I3 < 0. We suppose, for the sake of contradiction, that there is a first 
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X > 0 for which H(x) = 0. Then H’(x) 6 0. If H’(i) = y(Z)( y’(Z))’ = 0 then 
y’(X) = 0 since we have proved that y(X) < 0. This and the definitions of H 
and X imply that y”(X) = 0. If y(Z) = -& then we violate uniqueness of 
the solution ( y, y’, y”) = (-,,& 0,O). Suppose that y(X) < -fi. Then - - - - 
y”‘(X) < 0 and so y” < 0 on an interval (x, x + y) hence H’ < 0 on (x, x + y) 
and H(Z + y) < 0. It follows from these observations and continuity that if 
/J-b3 >O is sufficiently small then y’<O and y<O on (0, X+ y], and 
H(X+y) ~0. Suppose that there is a first .$>X+y where y’(i) =O. Then 
H’< 0 on [X+ y, j?) and H(f) ~0. However, the definition of H implies 
that H(f) = (~“(2))~/2 > 0 which is a contradiction. Thus y’ -C 0 and y < 0 
for x > x + y as long as the solution exists, Therefore /3 +! D if /? - /Is > 0 is 
,lI$ientl: _small, contradicting the definition of /13. Similarly, if 
2 < y x < 0 then y”‘(X) > 0, y” > 0 on an interval (X, X + y) so that 
y”(x)>0 on (X, X+y). Thus H’<O on (X,X+ y) hence H(Z++) ~0. It 
then follows that H’QO Vx>Z+y so that H(x) < H(x+y) ~0 for all 
x>X+y. If y’(i)=0 for some first ~E->X+ y then H(2) = (y”(a))‘/2 20 
clearly a contradiction. Therefore if y(X) > -,/z then y’> 0 and so 
y(x) > y(X + y) on (X + y, co). Thus, the definition of H, and the property 
that H<H(.f+y)<O on [X+y,co), imply that b,,, y’=6>0 for 
some 6 > 0. Thus y’ > 6/2 for all large x and an integration implies that 
y = 0 at some finite value 2 > X + y. However, this possibility was 
eliminated earlier. Therefore it must be the case that H > 0 Vx > 0 and the 
lemma is proved. 
We now know that our solution satisfies y < 0, H > 0, and H’ Q 0 for all 
x > 0. Further properties of this solution are given in the next three 
lemmas. 
LEMMA 19. If a solution satisfies y < 0 and H > 0 for all x> 0 then 
h,+ m y> -co. 
Proof First, suppose that 
-co= lim y(x)< i&l y(x). (3.30) 
x - m x-cc 
Then there exists an unbounded, increasing sequence {Xi}icN of positive 
values such that y’(x,) = 0 and y”(x,) 2 0 for each i, and lim,, m y(x,) = 
-co. The functional 
FE (~“)~/2 + yy’y” - (~7’)~/3 + (1 - y’ - ~~/2)~/2 (3.31) 
satisfies F’ = y( y”)’ < 0 for all x > 0. This implies that F is bounded above. 
However, F(x,) = (1 - ( Y(x,))~/~ + ( Y”(x,))~/~ + cc as i -+ cc, a contra- 
diction. Therefore, (3.30) cannot hold. Next, we consider the possibility 
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that lim, _ m 
- 
y(x)= --co. If lim,,, y’(x) =,u>O then there exists an 
increasing, unbounded sequence of positive values {x, > such that 
lim, _ o. Y’(Xj) = p. Thus H(xj) = ( y”(Xj))2/2 + (Y’(Xj)/2))( Y’(Xj) - 2 + 
y2(xj)) tends to co as j+ co. However H’ < 0 on (0, cc) so that H must 
be bounded above and we have arrived at a contradiction. Therefore 
lim,,, y’ 6 0. Suppose that lim, , o. y’ < lim, _ o3 y’(x) 6 0. If 6 = 
lim,,, y’(x) is finite then there exists a sequence {z,} with zj + cc as 
j- cc such that y”(z,) =0 and 36/2< y’(zj) < 0 for all j. Choose j large 
enough so that y2(zj) - 2 + y’(zj) > 0 then H(zj) = y’(zj)( y’(zj) - 2 + 
y2(zj)) <O which contradicts the requirement that H > 0 on (0, co). If 
lim,,, y’= --co then by Lemma 13 there must be an X > 0 with (y(X), 
y’(X), ~“(X))E K. From continuity it follows that y <O on (0, X] and 
(y(X), y’(X), y”(X)) E K if fi3 - p >O is sufficiently small. This and 
Lemma 13 imply that ( y, y’, y”) E K for x > X as long as the solution exists. 
Therefore /?E D if fi3 - /? > 0 is sufliciently small which contradicts the 
definition of j3. Thus the only remaining possibility is that lim,, oc y’ = 
p < 0 where p is linite. It then follows from Eq. (1.3) that lim,, oc y”‘= 
lim X-m(l-y’-y2/2)= -co. Thus lim,,, y”=lim,,, y’= -co and 
we have p = -cc which was previously shown to lead to a contradiction. 
Therefore, it must be the case that b,, o. y > -cc and the lemma is 
proved. 
LEMMA 20. If a solution satisfies y(x) < 0 and H(x) > 0 for all x > 0 then 
H(co)=O. 
Proof. Suppose, on the contrary that H( cc ) = d2/2 > 0. We have shown 
in Lemma 19 that b,, m y(x) > --co. There are several possibilities to 
consider here. First, suppose that -2”‘2<lim --x-m y(x) d 0. Let 
V]=(-21’2+lim- rOO y)/2. Then there is an x* > 0 with y > v for all x > x*. 
Thus (y” + y)‘> 1 - $/2 > 0 for all x > x* and it follows that 
lim X+~(y”+y)=co. Since y is bounded then lim,,, y”= +cc hence 
there is an 2 > 0 with y(Z) = 0, a contradiction. Therefore b, _ oc y(x) < 
-2’j2. Suppose that - 00 < b,, m y(x) < lim,, m y(x) < -2”‘. This 
leads, as above, to lim,, oo( y” + y) = -co and lim, _ m y” = --oo. But 
then lim,,, y(x)= -co, a contradiction. Next, suppose that 
lim,,, y(x) < lim, _ tD y(x) and 
-2”2< iii% y(x)<O. 
x+m 
Recall that H( co) = a2/2 > 0 and define the values 
(3.32) 
A=min{l,6/4, l/46} and p = 63A5/160. 
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Then there is an x > 0 for which y’ = 0, y”(X) E [ -26, -S], 
y(X) E ( - 1.5,O) and H(Z) < d2/2 + ,u. Since Eq. (1.3) is autonomous we find 
it convenient to assume that X= 0, that is, - 1.5 < y(O) < 0, y’(0) =O, 
-26 < y”(0) < -6 and d2/2 < H(0) < J2/2 + p. For x > 0, as long as 
- 1 < y’ < 0 then y > -x - 1.5 and it follows from Eq. (1.3) that 
y”’ > -.125 - 1.5x-.5x2 
y” 2 -.125x - .75x2 -x3/6 - 26 (3.33) 
y’ L -x2/16 - .25x3 - x4/24 - 26x. 
We conclude from (3.33) that y’ > -1 for 0 < x < A as long as y’ < 0. We 
need to show that y’< 0 on (0, A]. As long as y’> -1 then y”‘< 2 and 
y” d 2x- 6. Therefore, from the definition of A it follows that y” 6 -J/2 
and y’ < -6x/2 on [0, A]. Thus y < --6x*/4 on [O, A] and it follows that 
H’< -d3x4/16 on [O,A]. Thus H(A)dH(0)-63A5/80662/2+~-2~< 
d2/2. This contradicts the assumption that H(x) >d2/2 on [0, co]. The 
only possibility left to consider is that lim, _ o. y(x) = -2”2. Suppose that 
lim,,, y’(x) < is, _ m y’(x). Since H(co)=6’/2 and y(a)= -2”*, it 
follows from the definition of H that there is a large j? > 0 with y”(i) = 0, 
y’(i) < -d/4, and - 1.5 < y(x) < -1 for all x 2 J?. Further, we may assume 
that i is so large that 
H(x) < d2/2 + h2y/128 for all x > i’, 
where y = ( - 3 + (9 + S)‘12)/2. Again since our problem is autonomous, we 
find it convenient to assume that ,? = 0, that is y”(0) = 0, y’(0) < -J/4, and 
- 1.5 < y(x) < -1 for all XE (0, cc). Then from Eq. (1.3) we conclude that 
(y” + y)‘< 1 and y” + y <x on (0, cc). It follows that 
y” 6 x + 1.5, y’ < .5x2 + 1.5x - 614 < -618 
for 0 d x < y. Therefore H’ < G2/64 and H < ~5~x164 + 6*/2 + 6*y/128 for 
all XE [0, y]. Thus H(y) < 6*/2, a contradiction. We conclude that 
lim, + oo y’ exists. If lim, _ oo y’ < 0 then lim, _ a, y(x) = -co, contradicting 
Lemma 19. Similarly, since y < 0 for all x > 0 then lim, _ ca y’(x) cannot be 
positive. Therefore lim, _ o. y’(x) = 0. Finally, it follows from the definition 
of H that either lim,, cu y” = 6 or lim,, m y” = -6. In either case we con- 
clude that lim, _ o; y’ #O, a contradiction. Thus, it must be the case that 
H( co) = 0 and the lemma is proved. 
LEMMA 21. If a solution of Eq. (1.3) satisfies y(x) ~0 for all x> 0 and 
H(m)=0 then lim ,+,(Y, Y’, Y”)=(--1’2,0,0). 
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ProoJ 
- 
Suppose first of all that -p = hm, _ o. y(x) satisfies -2’12 < 
-p<O. Let 1= (p+21i2)/2 and m= (1+2”2)/2. Then --2’12< -m< -1-c 
-p60. If l&,, y(x) = -p then ( y” + y)’ > 1 - m2/2 > 0 for all large x, 
y” + y -+ cc hence y” -+ co as x -+ cc and therefore y = 0 at some finite x, 
a contradiction. We conclude that l&X _ m y(x) < lim, _ o. y(x). Let J? > 0 
such that y’(f) = 0, y(a) B -1 and y”(f) = --E Q 0. Since H( co) = 0 we can 
assume that E is arbitrarily small by choosing 2 sufficiently large. Again, 
since Eq. (1.3) is autonomous, we may assume that ,? = 0, that is y’(0) = 0, 
--E Q y”(0) < 0, - I6 y(0) < 0. Furthermore, Eq. (1.3) shows that y”‘(0) > 
1 - m2/2. Define s = 4(m -I). For x E [O, s], as long as - $ < y’ < 0 then 
y > -x/4 - 1> -m and y”’ 3 1 - m2/2. Therefore, 
y”>(l -m2/2)x-c 
y’ > (1 - m2/2) x2/2 - EX 
y 2 (1 - m2/2) x3/6 - zzx2/2 - 1. 
We set 6 = 1 - m2/2 and assume that 0 GE <E,, where 
(3.34) 
Ed - min 6 &s/2, (m - l)/(2s2), d2/50, 1/(4s), 2 . 
From the definition of E and (3.34) it follows that there is a first x1 e (0, s) 
with y’> -i on [0, x1], y’(xl) =0 and y(x,)> -m. As we have done 
earlier, we may assume that x1 = 0; that is, 
-m < y(0) < 0, y’(0) = 0, y”(0) E (0, E). 
The constraint on y”(0) is due to the fact that 0 -C H< s2/2. For x > 0, as 
long as 0 < y’,< 6/2 then Eq. (1.3) implies that y”‘> 612, y” 2 6x/2, 
y’ 2 6x2/4. Again, these estimates and Eq. (1.3) lead to 
y”’ < 1 - 6x214 
y” <X - 6X3/12 + E 
y’ < x2/2 - 6x4/48 + EX. 
Therefore, since E t6’“/2 then y’(x) <S/2 and y <6x/2 + y(0) over 
[0, &2]. We need an upper bound on y(0). Recall that y’ > 6x2/4 hence 
y > 6x3/12 + y(0) as long as y’ <p/2. Since y < 0 on [0, ~5”‘~/2] then it 
must be the case that y(0) c -d5j2/96. Therefore we conclude that 
y(x) < 6x/2 - d512/96 ~0 for all XE [0, x’] where x1 = ~5~/~/48. It then 
follows that 
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and 
h3X6 8912~5 
HQ&+--- 
192 7680 ’ 
Therefore 
H(X’)<c+~3(X1Y ~9’2wY<o --- \ 192 960 
if 0 <E < E, and E, is sufficiently small, contradicting the requirement that 
H > 0 for all x E (0, co). A repetition of the arguments given above 
eliminates the possibility that b, _ co y(x) < -2’12. Therefore it must be - 
the case that lim, _ m y(x) = -2’12. Suppose that hm, j o. y’(x) = 6, > 0 for 
some 6,. If l&.,, y’=6, then lim,,, y’=6,>0 and an integration 
shows that lim, _ oD y = co, a contradiction since y < 0 for all x > 0. There- 
fore lim, , aD y’cd,. Let {xi}icN be an unbounded increasing sequence of 
points for which y”(x,) = 0 and y’(x,) 2 6,/2. Then H(xi) > 6:/32 for all 
large i, contradicting H( co) = 0. A similar contradiction arises if we assume 
that l&r, _ o. y’(x) < 0. Therefore lim X+,(y, y’)=(-2”2,0). This and the 
property that H( co) = 0 lead us to conclude that y”( co) = 0 and the lemma 
is proved. 
It now follows from Lemmas 18 through 21 that the solution with initial 
condition y(0) = y”(0) = 0 and y’(0) = /I3 must satisfy y(x) < 0 for all x > 0 
and lim x- ,( y, y’, y”) = ( -2’j2, 0,O). Since -y( -x) is also a solution we 
conclude that lim x- -,(y, y’, y”) = (21’2, 0,O) (see Fig. 6). This completes 
the proof that at least one heteroclinic orbit exists. To prove the existence 
of the second heteroclinic orbit we consider positive values of B. Recall that 
p, E inf A was a positive value for which a periodic solution exists. The set 
A has the property that if /I E A then there exist values a > 0 and b > a with 
y’(u) =O, y”(x) <O on [a, h] and y(b)=O. Further, it follows from con- 
tinuity that if /I - b, > 0 is sufficiently small y has at least three zeros in the 
interval [O, co). Therefore we are led to define the set E= {/I E ,4 1 y(x) has 
at least three zeros on [0, co)}. 
LEMMA 22. E is non-empty and open. 
Proof: The arguments preceding the definition of E show that E is not 
empty. To show that E is open we let BE E and define 6, > 0 to be the first 
positive zero of y. Let 6, > b, denote the next zero of y(x). Since PIE A it 
must be the case that y’(b,) < 0 and y”(b,) < 0. The definition of b2 implies 
that y’(b,)BO. Suppose, for the sake of contradiction, that y(b,)= y’(b,) 
= 0. Recall that the solution with initial condition (y(O), y’(O), y”(0)) = 
(0, fl, 0) must be odd. Therefore y(x) E -y( -x) and it follows that 
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y( - b2) = y’( - b2) = 0 and y”( - b2) > 0. Furthermore, y( -b,) = 0, 
y’(--b,)<O and y”(-6,)= -y”(b,)>O. Since Eq. (1.3) is autonomous we 
make the transformations t = x + b2 and conclude that y(0) = y’(0) = 0, 
y”(O)>O, y(t)>0 on (O,b,-b,), y(b,-bb,)=O, y’(b,-b,)<O and 
y”(b, - 6,) > 0 where ’ denotes differentiation with respect to t. However, 
Lemma 9 implies that y”(b, - b, ) < 0 and we have arrived at a contra- 
diction. Therefore it must be the case that y’(b,) > 0. It now follows from 
continuity that /I E E if I/? - PI > 0 is sufficiently small. Therefore E is open. 
We need to show that E is bounded above. One further technical lemma 
is necessary for this. 
LEMMA 23. There is an R ~0 such that cf y(0) = 0, y’(O) < R and 
y”(0) < R then (y(X), y’(X), y”(X)) E K f or some X > 0, and y(x) < 0 for all 
x E (0, 21. 
Proof. We define 
R= -2oooO (3.35) 
and set y’(0) = /I-C R and y”(0) = L < R. We restrict our attention to the 
interval 0 < x < i, Also, we note that y”‘(0) = 1 - /I > 0 so that y” > L for 
small x > 0. There are two subcases to be considered. The first is 
(i) P-CL. We begin by showing that y”(i) = L for some first 
i E (0, $), and that y’(x) < p/2 for all x E (0, 2). For x > 0, as long as y” > L 
and y’ < p/2 then y’ > Lx + /I and y < /IX/~. Therefore, Eq. (1.3) implies that 
y”’ d 1 - /I - Lx - /?‘x2/8 
y” < (1 - fl)x - Lx212 - p2x3/24 + L (3.36) 
y’ < (1 - /I) x2/2 - Lx316 - p2x4/96 + Lx + b. (3.37) 
Since B < L then (3.37) implies that y’d (1 - /I)(x2/2) + fi < /I/2 for 
x E (0, $1 as long as y” > L. Furthermore, at x = 4 the right hand side of 
(3.36) is less than L. This implies that there is a first f E (0, i) for which 
y”(x*) = L so that y”‘(Z) ~0. Thus, there must be a first ?= (0, $1 for 
which y”‘(Z) = 0 and ~‘~‘(2.) G 0. If ~‘~‘(21.) = 0 then Eq. (3.24) implies that 
y(‘)(Z) < 0 since y’(Z) < /I/2 < -$. If y”(Z) < 0 then ( y, y’, y”) enters K at 
x = 2 and the lemma is proved. Suppose, however, that y”(T) >O. Then, 
since y”(f)= L-CO, there is a first x* E (a, 2) for which y”(x*) =O, and 
y”‘(x*) < 0. Furthermore, y”“(x*) = -y(x*) y/(x*) < 0, y’(x*) < - i and 
y(x*)<O. Therefore it follows from Eq. (1.3) that (y, y’, y”) enters K at 
x=x* and the lemma follows. It remains to consider the second case, 
namely, 
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(ii) L < p. For x > 0, as long as L < y” < L/2 then Lx + fl< y’ < 
Lx/2 + fl and y < Lx*/4 + j?x. Again, we conclude form Eq. (1.3) that 
y”’ d 1 - j3 - Lx - L2x4/32 -; x2 - j3Lx3/4 
* L2xS /3*x3 bLx4 
(3.38) 
From (3.39) it follows that y’ < /I( 1 -x2/2) + x2/2 - Lx3/6 + Lx 6 /?/2 for 
x E [0, .9] as long as L < y” < L/2. Next, let g(x) = (1 - j?)x- Lx*/2 + L 
where L < p < -20000. Then g(x) < L/2 over [0, l/3]. For XE [l/3, .9] 
consider the function h(x) = -bx( 1 + Lx3/16) + x - Lx*/2 + L. Since 
L < -20000 and L < fi < 0 then it follows that h(x) < x - Lx*/2 + L < L/2 
for f Q x < .9. From these calculations it follows that the right hand side of 
(3.38) is less than L/2 over [0, .9]. At x = .9 the right hand side of (3.38) 
is less than q(L) E L + .9 - (1.305)L - (.9)5L2/160. It easily follows that 
q(L) <L for L < -20000. From this and (3.38) it now follows that there is 
a first f~ (0, .9) such that y”(i) = L, and y” <L/2 over [0, a]. It now 
follows exactly as in case (i) above that ( y, y’, y”) E K for some X E [0, .9] 
and y<O on (0, 21. 
LEMMA 24. E is bounded above. 
Proof. The lemma easily follows from Lemmas 6 and 23. 
We set p4 = sup E and consider the solution with initial conditions 
Y(O) = 03 Y’(O) = 84 and y”(0) = 0. Since p4 E A then there is a first value 
b, >O for which y(b,) =O, y’(b,) <O and y”(b,) ~0. If there is a next 
6, > b, for which y(b,) = 0 then Lemma 10 implies that y’(b,) > 0. Thus 
from continuity we conclude that /? E E if /? - b4 > 0 is sufficiently small, a 
contradiction of the definition of p4. Therefore y < 0 for x > 6, as long as 
the solution exists. Since Eq. (1.3) is autonomous we may assume that 
6, = 0. Thus we have y(0) = 0, y’(0) ~0, y”(0) < 0, and y(x) < 0 on (0, p) 
where (0, p) is the maximal interval of existence of the solution. If p < cc 
then Lemma 6 implies that there is an X > 0 such that (y(X), y’(X), y”(X)) 
is in K. Continuity implies that (y(X), y’(X), y”(X)) E K if fi4-/? > 0 is 
sufficiently small. This and Lemma 13 imply that y(x) has only one 
positive zero for p4 -/? > 0 sufficiently small, contradicting the definition 
of p4. Therefore it must be the case that p = co. The arguments are now 
exactly the same as those for the case B= j3j that the solution 
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satisfies lim X+ ,(y, y’, y”) = ( -21’2, 0,O). Again, since -y( -x) also solves 
Eq. (1.3), it follows that lim,, -,( y, y’, y”) = (1 1/2, 0,O) (see Fig. 8). This 
completes the proofs of our Theorems. 
4. PROOF OF LEMMA 9 
Recall that the original ordinary differential equation (1.2) contains the 
parameter c. We have chosen c = 1 because of the wide variety of possible 
solutions which occur at this value. Our numerical experiments indicate 
that Lemma 9 holds only for a narrow interval of c values near c = 1. Thus 
it is a rather cumbersome lemma to prove. Our method of analysis is to 
carefully approximate the solutions with appropriate polynomials over 
small intervals of x values. We do this with the aid of several lemmas. 
Admittedly, this process is very tedious. However, in order to prove 
Lemma 9 we need all of the computations which appear in this section. We 
begin our analysis with the following technical lemma. 
LEMMA 25. Let y(O) = y’(O) = y”(O) = 0. There is a first x0 > Ofor which 
Y&d=2 . ‘j2 Furthermore, y’(x,) > 1.43 and y”(xO) > .33. 
Proof Eq. (1.3) implies that y”‘(0) = 1. Suppose that there is a first 
x, > 0 such that y”‘(x,) =O, and that y” > 0 on (0, x2] for some x2 > x,. 
Then y”” = -yy’ < 0 for all x E (0, x2] so that yC4)(x,) < 0. Multiplying the 
equation for y”” by y”’ and integrating, we obtain, ( Y”‘)~ + ( y”)’ < 1 for all 
XE [0, x,]. Thus, at x, we have y”(xl) < 1. For x > x1, as long as y” > 0 
then yy’ > 0 and y”” = -y” - yy’ < 0. Thus y”’ < 0 and y” < 1 for x > 1 as 
long as y” > 0. We shall use this property later on in our analysis. We now 
begin our approximation by noting that 
y”’ < 1, y” d x, y’ < x2/2, y <x3/6 (4.1) 
for x > 0 as long as y’ > 0. From Eq. (1.3) and (4.1) we obtain the lower 
bounds 
y”’ > 1 - x2/2 - x772 
y” 2 x - x3/6 - x7/504 
y’ 2 x2/2 - x4/24 - x8/4032 
(4.2) 
y 2 x3/6 -x5/120 -x9/36288. 
These inequalities hold for x > 0 as long as y’ > 0. Repeating this process, 
we combine (4.2) with Eq. (1.3) and obtain the upper bounds 
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y”’ d 1 - x2/2 + x4/24 + x8/4032 
y” 6 x - x3/6 + x5/120 + x9/36288 
y’ < x2/2 -x4/24 + x6/720 + xl’/362880 
y d x3/6 - x5/120 +x7/5040 + x”/3991680. 
(4.3) 
It is evident from (4.2) and (4.3) that y’> 0, y” > 0, and y”‘> 0 for all 
XE (0, 1.1733, and that 
.245 < y( 1.17) < .25, y’(1.17)>.6055 
y”( 1.17) 2.8971, y(1.173)2.25, 
~‘(1.173) d .6128, ~“(1.173) < .923, y”‘( 1.173) < .393. 
Since Eq. (1.3) is autonomous we find it convenient to continue by assum- 
ing that the solution satisfies 
y(0) = .25, .6055 6 y’(0) < .6128, .8971 < y”(0) d .923. (4.4) 
It follows from Eq. (3.4) that y”” < 0 as long as y” > 0 and therefore 
y”’ < .393 as long as y” > 0. Thus 
y” < .393x + .923 
y’ 6.1965x2 + .923x + .6128 (4.5) 
y < .0655x3 + .4615x2 + .6128x + .25. 
From the last of (4.5) it easily follows that y < .6128x+ ,306 for 
x E [0, .34]. This, the second of (4.5), and Eq. (1.3) imply that the following 
hold for 0 <x < .33: 
y”’ a.34 - 1.12x-.385x2 
y” 2.8971+ .34x - .56x2 - .129x3 
y’ > .6055 + .8971x + .17x2 -.19x3 -.033x4 
y a.25 + .6055x + .4485x2 + .056x3 - .05x4 - .0066x5. 
From (4.5), (4.6), and Eq. (1.3) it follows that 
(4.6) 
.4945 < y(.324) < .5 < y(.33) 
.907 < y’(.324) < y’(.33) < .95 
~“(33) > .9436, y”‘(.324) < 0. 
(4.7) 
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It follows from (4.7) that we may assume 
Y(O) = .5, .907 < y’(0) < .94, y”(0) > .94. (4.8) 
With initial values (4.8) and a repetition of the arguments from (4.4) to 
(4.7), we conclude that 
.74 d y(.2362) < .075 < y(.25) 
1.124 Q y’(.2362) d y’(.25) < 1.19 
y”( .25) > .877. 
Recall that y” < 1 for x > 0 as long as y” > 0. As before, since Eq. (1.3) is 
autonomous, we set x = 0 and consider the initial conditions 
y(0) = .75, 1.124 < y’(0) < 1.19, .877 < y”(0) < 1. 
For x > 0, as long as y” > 0 then y’ > 1.124, y > .75 and y”’ < - 1.1249. 
Since y”” < 0 while y” > 0, we may integrate and obtain 
y” 6 1 - 1.1249x 
y’<x- 1.1.249x2/2+ 1.19 (4.9) 
y < .75 + 1.19x+x2/2 - 1.1249x3/6. 
It follows from these calculations that y < 1 for x d .195 as long as y” > 0. 
Thus, as long as y Q 1 then the second of (4.9) and Eq. (1.3) lead to 
y”’ > -.69 - x + .56x2 
y” a.877 - .69x - x*12 + .l 87x3 
y’ 2 1.124 + .877x - .345x2-x3/6 + .046x4 
.877x2 .345x3 x4 .046x5 
y>.75+ 1.124x+----- - 
2 3 24+ 5 
From these inequalities it follows that there is a first i E (.195, .21) where 
y(i) = 1, and 1.128 < y’(g) < 1.39, .71 < y”(i) < .79. A repetition of the 
same steps as above leads us to conclude that there is a first Z>i for 
which y(Z) = $, y”(l) > .33 and y’(f) > 1.143. 
Next, in order to analyze the behavior of the solution for x)x0, we 
introduce the functional 
FE (~“)~/2 + yy’y” - (~‘)~/3 + (y”‘)*/2 (4.11) 
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which satisfies 
F’ = y( y”)‘. (4.12) 
Since y(O) = y’(O) = y”(O) = 0, it follows that F(0) = 4. Thus, for x > 0, as 
long as y” > 0 then y’ > 0, y > 0 hence F’ > 0 and F > $. Let x0 > x0 denote 
the next value where y”(x”) = 0. The value x0 must exist since Lemma 4 
implies that there is a first value a > x0 for which y’(a) = 0 and y”(a) < 0. 
At x = x0 we must therefore have 
F(x”) = -( Y’(x’))~/~ + ( JJ”‘(x’))~/~ > 4. (4.13) 
If it were the case that y(x’) d 1.6 then F(x’) < .498 < $ since y’(x’) > 1.43. 
This contradicts (4.13). Thus y(x’) > 1.6. 
We summarize these observations in 
LEMMA 26. Let y(O) = y’(O) = y”(O) = 0. There is afirst x0 > Ofor which 
y”(x”) = 0. Furthermore, y(x”) > 1.6 and y’(x’) > 1.43. 
We now use the information gained above to analyze a set of solutions 
with more general initial conditions. We state 
LEMMA 27, Let y(O) = y’(O) = 0 andy”(0) 2 0. There is a first x0 > Ofor 
which y”(x”) = 0, and $(x0) > 1.43. 
Proof: Initially we have y”(O) 2 0 and y”‘(O) = 1. It follows that y” > 0 
on a maximal interval (0, x0). Again, we have been assured of the existence 
of a finite x0 by Lemma 4. Thus y’ is an increasing function for 0 <x -C x0 
and we therefore express y and y” as functions of y’ by the transformation 
Y = W), 
Then U and W satisfy 
y” = W(s), s 3 y’. 
w$Y= 1 -s- u2/2 
(4.14) 
with 
U(0) = 0 and W(0) > 0. (4.15) 
Let (U,(s), W,(s)) denote the solution of Eqs. (4.14) corresponding to 
initial conditions U,(O) =0 and Wo(0)=O. We know from Lemma 26 that 
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(U,(s), W,(s)) exists on a maximal interval [0, sO) c [0, co) with s,, > 1.43, 
W,(s) >O on (0, so), and U,,(s,) > 1.6. Let (U,, IV,) denote a solution of 
(4.14) with U,(O)=0 and W,(O) >O. Then from (4.14) it follows that 
$(u,-u,)=s(w,-w,)I(w,w,)~o (4.16) 
and U,, > U, for s E [0, s,,) as long as W, > W,. An integration of the 
second of (4.14) shows that 
w:(s) VW -=- 
2 2 
+s-;-;,a UT(t)dt 
s--s* 1 s 
>--2 
2 i 
KS) o u;(t,dt=T (4.17) 
for s > 0 as long as U, > U,. Thus we conclude that W, > W, and U0 > U, 
on (0, sO) and the lemma immediately follows. 
In the next lemma we find a lower bound on y(x”) where y satisfies 
Lemma 27. 
LEMMA 28. Let y(0) = y’(0) = 0 and y”(0) > 0. There is a first x0 > 0 for 
which y”(x’) = 0. Furthermore, y(x”) > 1.6 and y’(x’) > 1.43. 
Proof. Again, we proceed as in the proof of Lemma 26 and use the 
energy function F. First, we observe that F(0) 2 4 since y”(0) >O and 
y(0) = y’(0) = 0. Therefore, since F’ > 0 on (0, x0) then F(x’) > $. From 
Lemma 27 it follows that there is an X E (0, x0) such that y’(x) > 1.43 for all 
x in (x, x0). Suppose, for the sake of contradiction, that y(x’) < 1.6. Then 
0 < y < 1.6 for all XE [0, x0] since $2 0 on [0, x0]. It follows from the 
definition of F that aF/ay’ < y’ - ( y’)* + .28 < 0 for x E [X, x0]. Therefore 
at x=x0 we find that 
F(x’) d -( 1.43)3/3 + 1.43*/2 - 1.43 + (1 + 43y2/2)(xo) + ;( 1 - y2(xo)/2) 
< -1.3822 + .719*(x0) + .5( 1 - y2(xo)/2)* 
<+ 
since we are assuming that y(x’) < 1.6. This contradicts the requirement 
that F(x”) > 4. Therefore we must conclude that y(x’) > 1.6 and the proof 
is complete. 
Next, we consider the possibility that y(x’) < 2 and determine the 
behavior of the solution for x > x0 until y = 2. We do this in the following 
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lemma. Again, since Eq. (1.3) is autonomous we may, for simplicity, 
assume that .x0 = 0. 
LEMMA 29. Zf 1.6 < y(0) < 2, y’(0) > 1.43 and y”(0) = 0 then y(x) = 2 for 
some first X > 0. Furthermore y’(x) 2 1.325 and y”(x) 2 -.69 for 0 <x < 2. 
Proof Suppose, first of all that y’(0) 3 1.5. Then (y” + y)’ = 1 - y2/2 2 
-1 for x 2 0 as long as 1.6 d < 2. Thus y” + 2 y(0) -x and it follows y y 
that 
y”>(y(O)-2)-x 
y’ 2 (y(0) - 2)x -x2/2 + 1.5 (4.18) 
y 3 (y(O) -2)(x2/2) -x3/6 + 1.5~ + y(0) (4.19) 
for x20 as long as 1.6 < yd2. It follows from (4.18) that 
y’ 3 -.4x -.5x2 + 1.5 2 1.34 for x E [O, .29] as long as 1.6 d y d 2. Next, we 
find that the right hand side of (4.19) is greater than 2 at x = .29. Therefore 
there exists an X E (0, .29) with y(X) = 2 and y’ > 1.34 on [0, X]. Further- 
more, y”(X) 2 (y(0) - 2) -X > -.4-X > -.69 since y(0) 2 1.6 and X < .29. 
Finally, we need to consider the possibility that 1.43 < y’(0) < 1.5, 
y(0) > 1.6 and y”(O) = 0. Then Eq. (1.3) implies that y”‘d 0, y” Q 0, y’ < 1.5 
and y d 1.5x + y(0) for x > 0 as long as y’> 0. This and Eq. (1.3) leads us 
to conclude that ~“‘2 - ;, 
y”2*, y++ 1.43, 
2 
y,++ 1.43x+ 1.6 (4.20) 
for x 20 as long as ~‘3 0. It follows from (4.20) that y’ B 1.325 for 
0 ,< x < .289. Also, from (4.20) we obtain y > 2 and y” > -.69 at x = .289. 
Therefore there is an 1 E (0, ,289) with y(X) = 2, and y’ 3 1.325 on 0 < x < X. 
This completes the proof of the lemma. 
At this point it is useful to summarize our analysis of the solution with 
initial condition y(0) = y’(0) = 0 and y”(0) 2 0. We have shown that there 
is a first x1 > 0 for which y(x,) = 2. If y”(xi) < 0 then there is an x0 E (0, x,) 
where 1.6 < y(x’) < 2, y’(x’) > 1.43 and y”(x”) = 0. Thus from Lemma 29 
we conclude that y(xr) = 2, y’(x,)> 1.325 and y”(x,)> -.69. The other 
possibility is that y”(x[) 2 0. It follows from Lemma 27 that there is a first 
x0 > x1 where y”(x’) = 0, y(x”) 2 2 and y’(x,) > 1.43. Thus, in either of the 
cases described above our solution enters the region y > 2 at x =x1. Recall 
that there is a first value a > x, where y’(a) = 0. Our next goal is to prove 
that y(a)>2.5 and y”(u) < -2.5. We consider several cases in order to 
prove this fact. The first is given by 
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LEMMA 30. Zf y(x’) 2 2.5, y”(x’) = 0 and y’(xO) B 1.43 then y(a) > 2.5 
and y’(u) < -2.5. 
Proof. Recall that H = (y”)‘/2 + (y’/2)( y’- 2 + y*) satisfies H’ = y( y”)*. 
Then H(x”) > 4, H’ > 0 on [x0, a] and so H(u) > 4. But then (y”(u))* >, 8 
and y”(u) < -2.5. This completes the proof. 
LEMMA 31. If2 d y(x’) < 2.5, y”(x”) = 0 and y’(x”) > 1.7 then y(u) > 2.5 
and y”(u) < -2.5. 
Prooj First, we note that H = (~“)~/2 + f/2( y’ - 2 + y’) satisfies 
H(x’) > 3.145. Thus H(u) 3 3.145 since H’(x) 2 0 on [x0, a]. But then the 
definitions of a and H imply that (y”(u))‘/2 > 3.145 so that y”(u) d -2.5. 
Finally, for the sake of contradiction, we assume that 2 < y(u) < 2.5. Since 
Eq. (1.3) is autonomous we may assume that x0 = 0 so that 2 < y(0) < 2.5, 
y’(O)> 1.7 and y”(0) =O. For x20, as long as y< 2.5 then Eq. (1.3) 
implies that y”’ + y’ z -2.125 hence y” + y 2 -2.125x + 2. Therefore 
y” > -2.125x - .5 and it follows that 
, > -2.125x2 
Y/ 2 
- .5x + 1.7 
and 
> -2.125x’ x2 
Y.- 6 
+7+1.7x+2. 
(4.22) 
(4.23) 
The right hand side of (4.22) is positive for 0 < x Q 1. At x = 1 the right 
hand side of (4.23) is greater than 3. Thus there must be a first X E (0, 1) 
for which y(z) = 2.5, and y’ > 0 on [0, 21. This contradicts our assumption 
that y’ = 0 before y = 2.5 and the proof of the lemma is complete. 
LEMMA 32. Zf 2 < y(x”) < 2.5, y”(x’) =O, and 1.43 < y’(0) < 1.7 then 
y(u) > 2.5 and y”(u) < -2.5. 
Proof. As in the proof of Lemma 31, we may assume that x0 = 0 so that 
the initial values satisfy 
Y(O) E c2,2.5), y’(0) E [ 1.43, 1.73, y”(0) = 0. 
First, we show that y = 2.5 before y’ = 0. For this we define u = y”/y’. Then 
u satisfies the differential equation 
u’= -1-U*+(l-y2/2)y’. (4.25) 
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As long as y’ > 0 and y < 2.5 then it follows form Eq. (1.3) that y”’ < 0 so 
that y” < 0 and y’< 1.7. Combining this with (4.25), we obtain 
U’ 2 -A2 - u2 where A2 = 4.6125. An integration of this inequality leads to 
Y” 72 ---A tan(xA)> --cc 
Y 
(4.26) 
A further integration of (4.26) leads to 
y’(x) > y’(0) cos(Ax) (4.27) 
and 
Y(X) > 7 “(O) sin(Ax) + y(0). (4.28) 
The right hand side of (4.27) is positive for 0 d x d 7c/2A. At x = 71/2A the 
right hand side of (4.28) is greater than 2.5 if y(O)> 2 and y’(0) > 1.43. 
Thus there is an XG (0,7c/(2A)) with y(X) = 2.5 and y’>O for XE [0, X]. 
It remains to be shown that y” < -2.5 at the first positive zero of y’. 
First, consider the range y(0) E [2.231,2.5]. Then H(0) = y’(O)( y’(0) - 2 + 
(~(0))~/2) > 3.15. Furthermore, H increases until the next zero of y’ 
(guaranteed to exist by Lemma 4) where we have H= (~“)~/2 > 3.15 so 
that y” < -2.5. It remains for us to consider the range of initial values 
y(0) E [2,2.231], y’(0) E [ 1.43, 1.71, y”(0) = 0. For x > 0 as long as y’ > 0 
then y > y(0) > 2 and y”’ < 0. Therefore y” < 0, y’ < y’(0) and y < y’(O)x + 
y(O). Substitution of these inequalities into Eq. (1.3) leads to 
(y”  + y)’ a l _ (Y(0)12 (Y’(o))2 ~- ____ x2 - Y(O) Y’(O)4 
y”+ y+ -l&E) 2 x-(v’(o))‘;- y(0) y’(o);+ y(0). 
From this it follows, since y < y(0) + y’(O)x, that 
y”b(l -iq) x-(Y’(o))‘;-Y(0) Y’(o);- y’(O)x 
and 
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Therefore, for 0 <x < 4, we conclude that y’ B $ y’(0). From this and the 
equation H’ = y( y’)’ we obtain 
H(x) 2 H(O) + Y(W&)(Y’(W* for OQx<$. 
We note that H(0) = (y’(O)/2)( y’(0) - 2 + (~(0))~) > 2.45 since y(0) 2 2 
and y’(0) > 1.43. Therefore H(i) > 2.45 + 9( 1.43)2/8 > 3.6. Thus H increases 
until the first positive zero of y’ where we have H = (y”)*/2 > 3.6 so that 
y” < -2.5. 
This completes the proof of the lemma. 
In Lemmas 30, 31, and 32 we have analyzed the behavior of solutions for 
which the first positive zero of y” occurs at a value x0 such that y(x”) > 2. 
For such solutions we have shown that y(a) > 2.5 and y”(a) < -2.5 where 
a > x0 denotes the first positive zero of y’. We need to prove the same result 
for solutions satisfying 1.6 < y(x”) < 2. For such solutions Lemma 29 
shows that there is a first x1 >O where y(x,)=2, y’(xr)a 1.325 and 
- .69 < y”(xr) < 0. Again, for the sake of mathematical simplicity, we set 
x, = 0 and consider solutions of Eq. (1.3) satisfying 
Y(O) = 2, y’(0) 2 1.325, - .69 < y”(0) < 0. 
We consider several subcases. The first is given by 
LEMMA 33. Let y(0) = 2, 1.325 < y’(0) < 1.7 and -.69 < y”(0) -C 0. 
There is a first x* > 0 such that y’(x*) = 0. Furthermore, 
y(x*) z 2.5 and y”(x*) < -2.5. 
Proof: The existence of x* is guaranteed since y”’ < -1 for x > 0 
as long as y’ > 0. Therefore y”(x) < y”(O), y’< y”(O)x + y’(0) and 
y < y”(0)(x2/2) + y’(O)x + 2 as long as y’ > 0. From these estimates and 
Eq. (1.3) we obtain 
- y'(0) y"(o) ; - ( y"(o))2 g, 
y” + y > y”(0) + 2 - x - y’(0) x2 - (( y’(O))2 + 2y”(O)) ; 
- y’(o) y”(o) ;- (fy2xS. 
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This and the upper bound y > y”(O)(x*/2) + y’(O)x + 2 imply that 
y” 2 y”(0) - (1 + y’(O))x - (y’(0) + y+) x2 
-((y’(o))*+2y”(o))$y’(o)y”(O)~-(y”(o))’;, 
y’>y’(O)+y”(O)x-(l+yYO))$ 
( 
y”(0) x3 
y’(O)+2 7 
) 
-((y'(O))'+2y"(O))&-y'(O) y"(O);-(y"(O))*&. (4.29) 
We let x E [0, 4-j and recall that 1.325 < y’(0) < 1.7 and -.69 < y”(0) < 0. 
Under these restrictions the lower bound (4.29) leads to 
y” 3.82y’(O) - .7x and ya2-.35x2+.82y'(0)x. (4.30) 
Recall that the energy functional H satisfies 
H'= y(f)* and H(O) = (Y"v4)* + Y"(O) 
2 2 (Y’(O) - 2 + (Y(W2). 
This and (4.30) lead to 
H'> (2 -.35x2 +.82y'(O)x)(.82y'(O)-.7x)*. 
Integrating this last inequality, we obtain 
H(x) 2 Y’(O) +y'(0)+2)+2D2x+(D3+4DE); 
D2E 
+ l+2ED+2E2 
> 
G+(E~D+DE~):+~, (4.31) 
where D = .82y’(O) and E = - .7. From the lower bound on H given in 
(4.31), and the restrictions O<x,< 4, 1.325 $ y’(0) < 1.7 it easily follows 
that H(i)2 3.3. 
Lemma 4 guarantees that there is a first x* > X where y’(x*) = 0. Thus 
H’> 0 and H > 3.3 on [X, x*]. The definition of H implies that 
(y”(x*))*/2> 3.3 so that y”(x*)< -2.5. It remains to be shown that 
y(x*) > 2.5. For this we return to (4.29) and (4.32) and find that y’ > 0 on 
[O, .6] and y(.6) > 2.5. Therefore y(x*) > 2.5 and the proof is complete. 
The second case which we need to consider is 
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LEMMA 34. Let y(0) = 2, y’(0) > 1.7 and -.69 < y”(0) ~0. There is a 
first x*>o such that y’(x*) =O. Furthermore, y(x*) > 2.5 and 
y”(x*) < -2.5. 
Proof The existence of x* is guaranteed since y”’ < -1 for x > 0 as 
long as y’ > 0. Furthermore, since y’(0) > 1.7, it follows from the definition 
of H that H(0) > 3.145. Therefore H(x*) = ( y(x*))’ > 3.145 since H’ > 0 on 
[0, x*1. Thus y”(x*)< -2.5. It remains to be proved that y(x*) 2 2.5. 
Suppose that y(x*) < 2.5. Then from Eq. (13) we conclude that 
( y” + y)’ 2 -2.125, y” + y 2 - 2.125x $1.31 hence 
y” B -2.125x - 1.19 
y’ 2 -2.125 ;- 1.19x + 1.7 (4.33) 
y2 -2.125;-1.19;+1.7x+2. (4.34) 
It follows from (4.33) and (4.34) that y’ > 0 for 0 < x < f, and y(4) > 2.5. 
Therefore y(x*) > 2.5 since y’ > 0 on [l/2, x*]. This completes the proof. 
We summarize the results of Lemmas 29 through 34 in the following 
LEMMA 35. Let y(0) = y’(0) =0 and y”(O) 20. There is a first value 
a > 0 for which y’(u) = 0. Furthermore, y(a) > 2.5 and y”(a) < -2.5. 
It remains to analyze the behavior of the solution when y’ < 0. Our goal 
is to show that y = 0 before y” = 0. The first step is to prove 
LEMMA 36. Let y(0) 22.5, y’(0) =0 and y”(O)< -2.5. There exists a 
first xl>0 for which y(x,) = 2l’*. Furthermore, y’(xl) < -2, 
y(xl) + y”(xl) < -.7 and y” -C 0 for all x E [0, x,]. 
Proof We assume, for the sake of contradiction that y” + y > -.7 for 
x>O as long as y>2 . ‘I2 For x>O, y’ ~0 and y< y(0) as long as y”<O 
and it follows that 
y” > -(.7 + y(O)), y’ > -(.7 + y(O))x, y 2 -(.7 + y(0)) $+ y(0). (4.35) 
Thus, for x > 0, as long as y > 2”* and y” c 0 we conclude from (4.35) and 
Eq. (1.3) that (y” + y)’ < 1 - $( y(0) - (.7 + y(O))(x*/2))*. Integrating this 
inequality, we obtain 
y” + y < (1 - y2(0)/2)x - [(.7 + Y(0))12 g + y(O)(.7 + Y(O)) ;. (4.36) 
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In particular, at x = .6, we conclude from (4.36) that ( y” + y)(.6) < -.9 for 
all y(0) z 2.5. This is a contradiction if we show that y(x) > 21’2 and y” < 0 
for all XE [0, .6]. The first follows from (4.35) where we find that 
y(.6) B .82y,, - .126 > 2 ‘j2 for all y,> 2.5. Next, it follows from (4.35) 
and Eq. (1.3) that y”’ < 1 + (.7 + y(O))x - $( y(0) - (.7 + y(O))(~*/2))~. An 
integration leads to 
y” < -2.5 + (1 - y2(0)/2)x + (.7 + y(0)) x’/2 
+ y(O)(.7 + Y(O)) x3/6. (4.37) 
An analysis of the right hand side of (4.37) shows that y” < 0 for x E [0, .6] 
uniformly with respect to y(0) > 2.5. From this it follows that y” ~0 for 
x > 0 as long as y 2 &. We have now proved that there is a first 2 > 0 for 
which y”(Z) + y(Z) = -.7. Furthermore, in the course of our analysis we 
showed that y” < 0, y’ < 0 on (0, z?] and y(Z) > fi. For x > 2, it follows 
from Eq. (1.3) that (y”+y)‘<O and so y”+y< -.7 as long as y3$. 
Thus y” < -2 for x 2 2 as long as y > $. An integration shows that there 
is a first x1 > 2 for which y(x,) = ,/?, and y”(x,) < -2. Finally we need to 
estimate the size of y’(xi). Again, from Eq. (1.3) it follows that 
( y” + y)’ 6 0 and y” + y < y(0) - 2.5 for x E [0, xl]. Multiplying both sides 
of this inequality by y’ and integrating from 0 to x,, we obtain 
(YYXl))’ 2 -( y(O))2 + (5 + 23’2) y(0) - SJZ- 2. (4.38) 
If 2.5 d y(0) 6 3.0 then it follows from (4.38) that (~‘(xi))~ 2 4.2 so that 
y’(xi) d -2. It remains to consider initial values y(0) 2 3. For x 2 0, as 
long as y’ B -2 then y x) 2 -2x + y(0) > 4 for x < $( y(0) - fi). Since 
y(0) > 3 then y(x) 2 JL 2 for x E [0, .79] as long as y’ > -2. From these 
observations and Eq. (1.3) we obtain 
y”’ < 3 -; (y(0) - 2x)2 
y” si (3 - (~(0))~,2)x - y + y(0) x2 - 2.5 
and 
(4.39) 
for x E [0, .79] as long as y’ > -2. At x = .79 the right hand side of (4.39) 
is less than or equal to - 1.103 - .156( y(O))* + .165y(O) < -2 for y(0) > 3. 
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Thus it follows from (4.39) that there is a first 2.~ [0, .79] such that 
y’(f) = -2, and y(x) > fi. Since y” < 0 on (0, x,] then y” < 0 on [a, x1] 
and we conclude that y’(xr) < -2.0. This completes the proof of the 
lemma. 
The last step in the proof of Lemma 9 is to show that there is a first 
x2 > x1 for which y(x2) = 0, and that y”(x) < 0 for all x in [x,, x2]. Again, 
since Eq. (1.3) is autonomous we may assume that x1 = 0 and that our 
initial values lie in the range 
Y(O) = JT y(0) + y”(0) < -.7, y’(0) Q -2. (4.40) 
From Eq. (1.3) it follows that y”’ + y’< 1 so that y” + y 6x - .7 ~0 for 
x E [0, .7) as long as y > 0. Therefore y” <x - .7 for x 2 0 as long as y B 0. 
An integration leads to 
2 
y’+.7x-2 and y+.35x-2x+.&, (4.41) 
Substitution of x = .69 into the upper bound on y leads to y(.69) < 0. Thus 
there is a first XC (0, .69) for which y(X) = 0. Thus we conclude that 
y(X) = 0 for some X E (0, .69), and that y” < 0 for all x in [0, X]. This 
completes the proof of Lemma 9. 
5. PROOF OF LEMMA 7 
Our goal in this section is to show that if y(0) = y”(0) = 0 and y’(0) = 1 
then y increases until x = a where y > 2l’* and y’(u) = 0, then decreases 
until a value 2 is reached where y” = 0, and y > 0 on (0, X]. As in Section 4 
we proceed by analyzing the trajectory of the solution in small pieces. That 
is, we analyze the behavior of the solution in the four regions 
(i) 0 < y < 21i2 and y’ > 0, 
(ii) y B 2”’ and y’ b 0, 
(iii) ~22”~ and y’<O, 
(iv) y<2’/* and y’<O. 
This is done in the following four technical lemmas. 
LEMMA 37. There exists x,, E (2.13’/*, 2.17”*) such that y(xo) = 2”*, 
y” < 0 for all x E (0, x,], ,803 < y’(xo) < ,828 and - .479 < y”(xo) < -.446. 
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Proof: Initially, we have y”‘(0) = yC4’(0) =O and y(‘)(O) ~0. Thus 
y”’ < 0, y” < 0 and y’ < 1 on a small interval (0,6). For x > 0, as long as 
y’ 6 1 then y < x, ( y” + y)’ > 1 - x2/2, y” + y 3 x - x3/6 hence 
y” 2 -x3/6, y’ 2 1 - x4/24, y 3 x - x5/l 20. (5.1) 
From (5.1) it follows that ~(2.17”~) > 2”* if y’6 1 on [0, 2.17”*]. In order 
to prove that y’< 1 on [0,2.17”*], it is sufficient to show that y” < 0 for 
all XE (0, 2.17”*]. It follows from Eq. (1.3) and (5.1) that 
( y” + y)’ < 1 - .5(X -x5/120)2 
and so 
y” < x5/120 -x3/6 +x7/840 - x”/22( 120)2 (5.2) 
y’ < 1 + x6/720 - x4/24 + x8/6720 (5.3) 
y d x + x7/5040 - .x5/120 + x9/60480 (5.4) 
for x 2 0 as long as y’ 6 1. From (5.2) it follows that y” < 0 on (0, 2.171/2]. 
Furthermore, (5.4) implies that ~(2.13”~) < fi. Thus there is a first 
x0 E (2.13’j2, 2.17’12) such that y(x,) = 2 ‘j2. It follows from (5.2) and (5.3) 
that y’(xO) < .828 and y”(x,,) < - .446. Also, (5.1) leads to y’(xJ 3.803. To 
obtain the lower bound on y”(xO) we combine the inequalities y” + y 2 
x - x3/6 and (5.4). This leads to 
y” > -x3/6 +x5/120-x7/5040-x9/60480. 
From this we conclude that y”(x,,) 2 -.479 since x0 6 2.171i2 and our 
lemma is proved. 
Next, we analyze the behavior of the solution in the region y 3 2”* and 
y’ > 0. Since our system is autonomous we may assume from Lemma 37 
that the solution satisfies 
y(0) = &, .803 < y’(0) < .828, - .479 < y”(0) 6 -.446. (5.5) 
LEMMA 38. There is a first x, > 0 such that y’(x,) = 0. Furthermore 
1.82 Q y(x,) Q 1.91 and .31 < y”(xl) + y(x,) < 1.012. 
Proof: Lemma 4 guarantees that x, > 0 exists with y’ > 0 on [0, xi) and 
y’(x, ) = 0. Thus y > 2 1’2 for all XE (0, x,] and it follows from Eq. (1.3) that 
y”’ < 0 for all x E [0, xi]. Thus 
y” < -.446, y’ < -.446x + .828 and y < -.223x2 + .828x + 2’12 (5.6) 
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for all x E [0, xi]. Combining Eq. (1.3) and (5.6), we obtain 
(y” + y)’ 2 -.828(2i’*)x - .028x2 + .184x3 -0.25x4 
y” + y 2 21’2 - .479 - .414(2l’*) x2 - .028x3/3 + .046x4 - .005x5 
y” 3 -.479 - .828x - .37x2 - .028x3/3 + .046x4 - .005x5 (5.7) 
y’ 2.803 - .479x - .414x2 - .124x3 - .028x4/12 
+ .0092x5 - .005x6/6 (5.8) 
y 2 2ii2 + .803x - .479x2/2 - .414x3/3 - .031x4 
- .028x5/60 + .0092x6/6 - .005x7/42. (5.9) 
It follows from (5.8) and (5.9) that y’>O for all XE [0, .85] and 
y(.85) > 1.82. Next, we find an upper bound for y(x,). For this we note that 
y>J2 on (0, xi ) hence ( y” + y)’ < 0 for all x E (0, x1 ). Therefore 
y" + y  < 21’2 - .446 for all XE (0, x,). Multiplying this last inequality by y’ 
and integrating from 0 to x,, we obtain 
y*(x,) + 2(.446 - 2l’*) y(x,) + 2( 1 - .446(2)1’2)- .828* GO. (5.10) 
It easily follows from (5.10) that y(xl) < 1.91. This and Eq. (1.3) lead to 
y”’ + y’ > 1 - 1.91*/2 for all x E [0, xi]. 
Multiplying by y”, integrating from 0 to x,, and using (5.5) we obtain 
y”(xi) z -1.51. Therefore y(xi) + y”(xi) > .31. It remains to determine the 
upper bound on L 3 y(xi) + y”(x,). First, recall that (y” + y)‘< 0 and 
therefore y + y” > L for all x E (0, xi). Multiplying this last inequality by y’ 
and integrating from 0 to xi, we obtain 
y*(x,) - 2Ly(x,) > .803* + 2( 1 - L2l’*). (5.11) 
From (5.11) and the estimate y(xi)< 1.91 it now follows that 
L,< 
Y*(x,) - 2 - .803* ~ 1.012. 
2( Y&l) - 21’2) 
It remains to determine the behavior of the solution in the region y’ < 0, 
y>O. Our goal is to show that y” =0 before y =O. We do this in the 
following two lemmas. From Lemma 38 we may assume that 
1.82 <y(O) < 1.91, Y’(O) = 0, .31 G y”(0) + y(0) d 1.012. (5.12) 
Then we state 
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LEMMA 39. Zf a solution of Eq. (1.3) satisfies initial conditions (5.12) 
then there exists a first li; > 0 such that either y”(x) = 0 and y(X) > 2’j2 or 
else y(X) = 2”* and y”(x) < 0 for all XE [0, X]. In the latter case we have 
y”(X) + y(X) > -.235 and - 1.372 < y’(X) < -.68. 
Proof. We assume that y” < 0 while y > 21j2. Then there must be a first 
X > 0 for which y(X) = 2”2 and y’(X) < 0. We consider three subcases : 
(i) .5 < y(0) + y”(0) < 1.012. 
First, it follows that -a < y”(0) ~0 since y(0) < 1.91. Let ZZ.E (0, X) 
denote the first positive zero of y”‘. Such a point exists because y”‘(0) < 0 
and y”‘(X) > 0. Also, we note that y”” + y” = -yy’ > 0 for all x E (0, X). 
Therefore, we multiply by y”’ and integrate from 0 to f and obtain 
( y”(f))2 6 (y”‘(o))* + ( y”(o))2 
< 2 + (1 - y2(o)/2)2. 
Since y(0) < 1.91 then it follows that y”(i) 2 -1.64. Also, since y” < 0 on 
(0, X] then y”” > 0, y”’ > 0 for f <x < 2. Therefore y(X) + y”(X) > -.235. 
Thus y + y” > -.235 for all x E (0, X) since (y + y”)’ < 0 on (0, X). 
Multiplying the inequality y + y” > -.235 by y’ and integrating from 0 to 
x, we obtain y’(X) > -1.372. Finally, we multiply both sides of y” + y Q 
1.012 and integrate from 0 to X to obtain y’(Z) < -.68 
(ii) .4 < y(0) + y”(0) < .5. 
Then (y”+ y)‘<O and so ~“6.5 - y6 -.91 while y> 21i2. Therefore 
y’d -.91x and y < -.91x2/2 + 1.91 while ya 2”2. Thus, there must be a 
first X E (0, 1.075) such that y(X) = 2 “* From Eq. (1.3) and these estimates . 
it follows that (y” + y)’ 3 1 - f( 1.91 - (.91/2) x2)* and so 
y” + y 2 .4-.8241x-.912x5/40 + .91( 1.91) x3/6 
From this and the estimate X d 1.075 it follows that y”(X) + y(X) > -.17. 
Furthermore, since y” + y > -.17 we multiply by y’, integrate from 0 to X, 
and conclude that y’(X) B -1.37. The estimate y’(X) < -.68 follows as in 
case (i) above. Finally, we consider 
(iii) .31 < y(O) + y”(0) < .4. 
Then (y” + y)‘<O so that y”<.4- y< -1.014 while y>fi. Therefore 
y’< -1.014~ and y< -.507x2+1.91 while yafi. From Eq.(1.3) and 
these estimates it follows that 
(y”+ y)‘2 1-~(1.91-.507x*)* 
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y”+y>.31-.8241x- lo - + .322x3 (5.13) 
It follows from (5.13) that y” + y > -.235 for all XE [0, X] since X< 978. 
Furthermore, since y” f y 2 -.235 we multiply by y’, integrate from 0 to 
X, and conclude that y’(X) 2 1.372. Again the estimate y’(X) < -.68 follows 
as in case (i) above. 
LEMMA 40. If a solution of Eq. (1.3) satisfies y(0) = 2’/‘, - 1.37 < 
y’(0) < -.68 and -.235 < y”(0) + y(0) < 0 then y”(X) = 0 fur some first 
x>o andy(x)>O. 
Proof: We assume, for the sake of contradiction, that y” < 0 for x > 0 
as long as y 2 0. Let x* > 0 denote the next zero of y(x). We consider two 
subcases, the first is 
(i) y’(O),< -1. 
Then y’ < -1, y < -x + 2l/’ hence y”’ + y’ > 2’12x - x2/2 and 
y” + y B -.235 + 2’12x2J2 -x3/6 (5.13) 
for all XE [0, x*]. Since y’d -1 on [0, x*] then x* 6 a. The right hand 
side of (5.13) is positive for .65 dx< fi. If we show that x* >.65 then 
y”(x*) > 0 since y”(.65) + y(.65) > 0 and y”’ + y’ > 0 for all XE (.65, x*). 
This would contradict the assumption that y” < 0 on [0, x*]. We note that 
y”‘+ ~‘80 and y” + y 2 -.235 for all XE [0, x*]. Multiplication by y’ 
followed by an integration from 0 to x* leads to 
( y’)’ + y2 + .47y < (y’(O))2 + 2 + (.47) 21’2 
for all XE [0, x*]. Therefore y’ B -2.14 for all XE [0, x*1. This implies 
that y > 0 for all x E [0, .65] hence x* > .65. The second subcase is 
(ii) - 1~ y’(0) < -.68. 
Again, y’,< -.68 and y< 2”‘- .68x for all x E [0, x*]. Thus x* f 2.08. 
This and Eq. (1.3) imply that y”’ + y’ 2 -.682x2/2 + (.68) 2112x and 
y” + y 2 -.235 - .68’x3/6 + (.34) 21’2x2. (5.14) 
The right hand side of (5.14) is positive for .75 <x < 2.08. Therefore, if 
x* a.75 then y”(.75) > 0 which contradicts the assumption that y” -C 0 on 
[0, x*]. Therefore, we suppose, for the sake of contradiction, that 
0 d x* -C .75. Since ( y” + y)’ = 1 - y2/2 > 0 on [0, x*] then y” + y >/ -.235. 
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Again, we multiply by y’, integrate from 0 to x* and obtain 
( y’(x*))’ < 3 + 2,/?(.235) < 1.92*. Therefore y’ > -1.92 at x*. Since y” < 0 
on [0, x*] then y’(x)> -1.92 and y(x)> -1.92x+ fi on [0, X). From 
this last inequality we conclude that y >O for all XE [0, .75] so that 
x* > .75 as required above for our contradiction. Lemma 7 now easily 
follows from Lemmas 37 through 40. 
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