Abstract-One of the great abilities of the central nervous system (CNS) is that it can learn by itself how to control our body to execute required tasks. Although several motor control models have been proposed to explain well-learned arm reaching movements, those models do not fully consider how the CNS learns to control our body. In this paper, we propose a new motor control model that can learn to generate accurate reaching movements without prior knowledge of arm dynamics. In our model, the control law is learned in a trial-and-error manner using the reward signal. We focus on point-to-point arm reaching task in the sagittal plane and show that accurate reaching movements toward any given point can be learned and generated by our model. Furthermore, the model can predict human subjects' hand trajectories without specifying desired trajectories.
I. INTRODUCTION
When we move our hand from one point to another, our hand paths tend to gently curve and the hand speed profiles are bell-shaped [1] [2] [3] . Since humans show those highly stereotyped trajectories among an infinite number of possible ones, it has been suggested that the CNS is optimizing arm movements so as to minimize some kind of cost function [3] [4] [5] . The cost function specifies what kind of variables should be minimized during the movement or after the movement. Several optimal control models have been proposed [6] [7] [8] to explain the way the CNS generates a set of motor commands that could minimize cost functions. The hand trajectories predicted by those models are in good agreement with experimental data. The purpose of these models, however, is to predict well-learned reaching movements and not to describe the process of learning.
The purpose of this paper is to propose a motor control model that could learn the control law (or control policy) for reaching movements while controlling the arm. Let us call this type of model "motor control-learning model". From observing infants' inability to generate adult-like smooth movement [9] [10], it is clear that the CNS is somehow learning to control our body after we are born. However, this is not as easy as studying for an exam, since there is no explicit "teacher" that could provide the CNS with correct motor commands. Thus the CNS has to learn how to control the body in a trial-and-error manner, through interaction with the environment.
Reinforcement learning has attracted a lot of attention as a candidate mechanism for acquiring optimal control strategy through trial and error [11] . The Actor-Critic method All authors are with Tokyo Institute of Technology, Yokohama, 226-8503, Japan (phone:+81-45-924-5054; fax:+81-45-924-5016; email: hkambara@hi.pi.titech.ac.jp) Hiroyuki Kambara, Duk Shin, Kyoungsik Kim and Yasuharu Koike are also with Japan Science and Technology Agency CREST Hiroyuki Kambara is also with University of California San Diego in particular is one of the major frameworks for temporal difference (TD) learning, and has been proposed as a model of learning in the basal ganglia [12] [13] . We adopt the Actor-Critic method [14] in order to acquire a feedback controller for arm reaching. Although we are not the first to apply the Actor-Critic method to reaching tasks, previous models only explain the reaching movement toward one particular target [15] . In our daily life, we are not always reaching to the same target. The CNS has to learn how to generate reaching movements towards any target in the workspace. However, it is hard to generate those various movements with high accuracy by a single feedback controller. Since the gravitational force acting to the arm is dependent on the arm posture, the force required to hold the hand at the target varies with the target position. Furthermore, muscle force varies with arm posture even if the same level activation is sent to the muscles. For these reasons, there is no guarantee that a feedback controller trained for a particular target would generate accurate reaching movements to other targets.
Here we introduce an additional controller called Inverse Statics Model (ISM), in order to help the feedback controller to generate reaching movements toward various targets. The ISM handles the static component of the inverse dynamics. That is, it transforms a desired equilibrium position (or posture) into a set of motor commands that could move the hand to the target and hold it there. Note that the arm converges to certain equilibrium posture when constant motor commands are sent to the muscles because of the spring-like properties of the musculoskeletal system [16] . If the ISM is learned properly, it could compensate the static forces (e.g. gravity) at the target point. Therefore, accurate reaching movements to various points are realized by combining ISM with a feedback controller acquired using the Actor-Critic method.
To learn the ISM in a trial-and-error manner, we adopted the Feedback-Error-Learning scheme [17] . In this scheme, the inverse dynamics (or statics) model of the controlled object is trained by using the feedback controller's output as an error signal. This learning scheme was originally proposed as a computational coherent model of cerebellar motor learning [17] [18] . The original model, however, did not explain how to train the feedback controller. In our control-learning model, an Actor-Critic method is introduced to learn the feedback controller needed for the FeedbackError-Learning scheme [19] . To train an inverse dynamics model using Feedback-Error-Learning, a desired trajectory must be specified. The original model, however, did not explain how to calculate the desired trajectory. There is a neural network model for trajectory formation [20] , but it requires a pre-trained inverse dynamics model. Thus, the trajectory formation problem in Feedback-Error-Learning remains to be solved.
An important advantage of combining reinforcement learning and ISM is that a desired trajectory is no longer needed. Note that the term 'trajectory' includes not only a sequence of positions but also sequences of velocities and accelerations. The musculoskeletal system is extremely complex, including non-linear dynamics and many redundancies. Therefore, complex calculation is often necessary to acquire the desired trajectory minimizing some cost function. In our motor control-learning model, the feedback controller is trained to maximize expected cumulative "reward" (which is the same as minimizing cost), and it drives the arm directly toward the target. The concept of using a goal-directed control strategy, instead of following a desired trajectory, has succeeded in predicting the features of several human movements [8] . On the other hand, the ISM also serves as goal-directed feedforward controller in our model. It receives the target position as an input signal and outputs a set of motor commands which shift the arm's equilibrium to the target. ISM in our model resembles the "Endpoint Control Hypothesis" which was proposed earlier [16] [21] . This hypothesis was quite attractive for its simplicity. Unfortunately, it was rejected by later experiments [22] indicating that a desired trajectory is planned by the CNS. However, we show that the same experimental results can be qualitatively reproduced without assuming a desired trajectory, if we assume that a Forward Dynamics Model (FDM) of the arm is utilized in addition to the feedback controller and the ISM [23] .
Although there is an argument whether the CNS is planning desired trajectory for well-trained tasks or not [8] [24], our standpoint is that the CNS is not planning desired trajectories for our daily movements. In a previous paper we showed that our model could predict the hand paths of human point-to-point reaching movements in the sagittal plane without planning desired trajectories [19] . However, we could not reproduce the smooth bell-shaped hand speed profiles even though the ISM and feedback controller networks were parametrised with smooth Gaussian basis functions. The speed profiles showed steeper initial rise compared to data. The reason for these steep profiles seemed to be the deficit of smoothness in the muscle model. In neurophysiological studies, it is known that muscle forces could be well predicted by low-pass-filtering the neural impulses with a second-order filter [25] . In this paper we incorporate such a filter in the plant dynamics [26] . In addition, we introduce FDM in our motor control-learning model. FDM is the internal model that predicts the movement trajectory given outgoing motor commands [18] [27] . In our model, FDM predicts future states and thus compensates the delays caused by the low-pass muscle filter.
In this paper, we apply our motor control-learning model to arm point-to-point reaching task in sagittal plane. We show that our model could reconstruct accurate reaching movements to various points in a trial-and-error manner. In trg . On the other hand, Actor generates feedback motor command u actor that can reduce the deviation between the target state " trg and the future state" future predicted by FDM. Actor's motor command u actor is used as an error signal for the update of ISM. The reward signal r is determined from the predicted future state" future and total motor command u which is the sum of u ism and u actor . Actor is updated so that it can generate motor command that maximize the value of cumulative reward. Critic is updated so that it can predict the value of cumulative reward. An error signal for the update of FDM is the deviation between predicted next state"next and the state " observed at the next time step.
addition we compare the model predictions to experimental data, and show that our model can predict the features of both hand path and speed profile of human reaching movements without planning desired trajectories. Figure 1 illustrates the architecture of our motor controllearning model for arm's reaching task. The state of the arm θ is changed by the motor command u, and the new state is used as a teaching signal to FDM. On the other hand, reward r is determined by predicted future stateθ future and motor command u. The temporal difference (TD) error δ is then calculated from reward r and estimated state value ofθ dev future . Critic and Actor are updated by using TD error δ as an error signal and reinforcer respectively. Finally, Actor's motor command u actor is used as an error signal for ISM learning. Now let us describe the detail of each three units.
II. MOTOR CONTROL-LEARNING MODEL

A. Actor-Critic
The inputs to Actor and Critic are bothθ dev future (t). Let us denote thisθ dev future (t) simply as x(t) for compact notation (x(t)
. =θ dev future (t)). In Actor-Critic method, Actor learns optimal control law u actor (t) = µ(x(t)). Meanwhile, Critic estimates value function V (x(t)). We adopt the NGnet (normalized Gaussian network) to implement both Actor and Critic. The estimate of value function is made using the form
and the ith element of u actor (t) is determined as is the sigmoid function of y. Also n i (t) is the white noise for motor command exploration, and σ(t) determines the magnitude of noise given by,
where σ 0 and s n are some constant parameters.
To update weights of each network, we adopted the continuous-time version of TD error [14] 
The weights in Critic are updated bẏ
C is the learning rate and e C k (t) is the eligibility trace
At the same time, the weights in Actor are updated bẏ
A is the learning rate and e A i,k (t) is the eligibility trace
Here function h(z) is the impulse response of the second order low pass filter applied to the motor commands u (see Method for detail).
B. ISM
The input to ISM is target state θ trg and the output of ISM is a set of motor command u ism . We adopted NGnet to implement ISM. The ith element of u ism is determined by θ trg through,
where c k (θ trg ), M and v i,k are the kth basis function, the number of basis function and weight respectively.
We applied the Feedback-Error-Learning scheme to the learning process of ISM [17] . Then, feedback controller's output u actor (t) is used as error signal to ISM network. The updating rule is given by,
is ith component of lowpass filtered output of Actor.
C. FDM
We adopted a three-layer neural network for implementing FDM. Input signals to the network are current state θ(t) and lowpass filtered motor commands. The network predicts state change ∆θ(t) given bŷ
Then n∆t future stateθ future (t) is predicted by iterating above procedure n time. Note that the value of lowpass filtered motor command is kept constant during the iteration. Teaching signal for the learning process of FDM is actual state θ(t + ∆t) observed at next moment. The weights in FDM's network are updated using the back-propagation method.
III. METHOD
We applied our motor control-learning model to the simulation of learning process in point-to-point arm reaching task in sagittal plane. After the learning simulation, we reproduced reaching movements of human subject using the trained ISM, FBC and FBC.
A. Learning Simulation 1) Arm Model:
We adopted an arm model consisting of two-link arm with two joints and six muscles (Figure 2) . Two joints are shoulder and elbow joints. Six muscles are two pairs of mono-articular muscles and one pair of bi-artricular muscles. In addition to applying low pass filter to motor command, we introduced biological noise in motor command that increases with the mean level of motor command. This noise is called signal-dependent noise [5] , and often defined as white noise with zero mean and variance ku 2 . The motor command including the noise is calculated as, where w i ∼ N (0, 0.01u
The motor command u noise are then filtered by second order lowpass filter [26] ,
where function h is an impulse response of the filter given by
The muscle force T is modeled as
where l i is the muscle length andl i is the contraction velocity [28] . Meanwhile, k i , v i and l rest i denote the muscle stiffness, the muscle viscosity and the rest length of the muscle respectively.
The joint torque τ is given by ,
where A is the moment arm matrix. We assumed A is constant.
2) State Space:
In the reaching task, the state space θ is composed of joint angles and angular velocities of shoulder and elbow joint ( θ = (θ sh , θ el ,θ sh ,θ el ) T ).
3) Motor Command:
Control signal u is a set of motor commands given to six muscles whose values are set between 0 and 1. We set the output of ISM between 0 and 1, and that of Actor between −0.5 and 0.5. The value of motor command, that is, the sum of u ism i and u actor i is given by
The reward value r(t) is determined using two components, r d and r u .
The first component r d is the reward for the distance between target position and future hand position obtained from predicted future stateθ future . Let us name this distance as "hand distance", and d(t) denotes the distance predicted at time t. We determine r d as follows,
where σ d is a constant parameter. The second component r u is the penalty for energy consumption and given by
where k u is some constant.
The total reward is then represented as
5) Conditions and Parameter:
We set total time of one trial to 2.0 second and terminate each trial if either 2.0 second has past or the value of θ gets out a certain region. Whole learning simulation consists of 100000 trials.
The initial and target joint angles are chosen randomly within the range −100
• . The initial angular velocities are chosen asθ trg sh =θ trg el =θ sh (0) =θ el (0) = 0. The time step is chosen as ∆t = 0.01 second. The renewals of motor command, future state prediction and dynamics are all made for every ∆t. The updating of networks is made for every ∆t. We set n = 15 and used FDM to predict the state of 0.15 second future.
We set the parameters of reward to σ d = 0.06[m] and k u = 0.1.
B. Reaching Experiment
We measured hand trajectories of human reaching movement to compare them with trajectories predicted by our model.
1) Experimental procedure:
A right-handed male subject (age 24) generated unconstrained point-to-point reaching movements in sagittal plane. Hand trajectories were measured by 3-dimensional position measurement equipment (OPTOTRAK 3020, NDI). We set seven pairs of initial and target points (figure 3), and the subject made 20 movements for each pairs (10 from one point and 10 from the other point). Thus the total number of trials were 140 (7 × 2 × 10). To specify the target points, we marked points on a clear glass located at subject's underarm. Note that unlike figure 3 , no straight line was drawn between initial and target points on the glass. No instruction was given about the form of hand path or trajectory execution. Subject made a fist and an optical marker was attached to the back of his hand. We marked a dot at opposite side of the optical marker on subject's hand. We asked subject to make reaching movements so as to overlap the dot marked on his hand to the target points as accurate as possible with natural speed and without rotating his wrist.
2) Data processing: Positional data was digitally lowpass filtered at 10 Hz using a forth-order Butterworth filter. To generalize the movement duration, we determined the timing of movement onset and offset by a certain threshold of hand velocity. We then interpolated the positional data by the spline curve, and resampled 100 positional data at equally spaced point between movement onset and offset. The resampled trajectory data was averaged over each 10 movement set. We excluded trials whose trajectory deviated widely from the average trajectory. The average of duration between movement onset and offset over movement set was used to calculate the tangential velocity of hand path average.
IV. RESULTS
A. Learning Simulation Result
Figure 4(a) shows total reward gained in each trial and average hand distance on each trial. As the number of trial increases, the total reward approaches a certain high value and average hand distance comes close to zero. Therefore, the point-to-point reaching task was successfully accomplished by our model. get the data of the middle graph by inputtingθ dev future = 0 to the Actor at the interval between one trial and the next. As we can see from figure4(b), the improvements of the three networks were started in order of FDM, Actor and ISM. First of all, FDM became able to predict next state relatively well around 3000 th trial. Then Actor, whose input is affected by FDM's prediction, became able to improve its input-output relationship, that is, it started to generate the biased motor commands around 6000 th trial. At this stage, arm's movements are driven mainly by Actor's output and the performance is not very good. Finally, the biased motor command of Actor began to improve ISM network.
Although the improvements of FDM, Actor and ISM are started at different timings, the improvement of one unit generates that of other unit. Moreover, the latter improvement promotes the former one. In parallel with the improvement of ISM, Actor began around 25000 th trial to stop generating biased motor command at the target point. Furthermore, the prediction error of FDM becomes smaller since the reaching movements get stable and smooth in parallel with the improvements of Actor and ISM network. 
B. Hand Distance Accuracy
To see how accurate hand reaches the target points, we simulated reaching movements toward various points (2500 different targets) after 100000 trials for the learning simulation, and measured the distances between the target points and the hand positions when the arm rested. The results are shown in figure 5 . For almost all of the targets, the hand reached the points within 10[mm] around the target. The average distance and the standard deviation are 2.57[mm] and 1.78[mm], respectively. Therefore, it can be said that highly accurate reaching movements are achieved based on the successful learning process in our model. Note that the signal-dependent noise was not included to get result shown in figure 5 . In the case that the signal dependent noise is included, the average and the standard deviation become 3.37[mm] and 2.13 [mm] . Although the accuracy becomes slightly worse compared to the case that the noise is not included, we can still say it is highly accurate and the learning process has been successfully made in our model under the noisy condition.
C. Motor Command During Reaching Movement
To see what kind of muscle activation patterns can be predicted by our model, we show sequences of motor commands during the reaching movements in figure 6 . We simulated upward and downward reaching movements after 100000 trials of learning process. During the upward movement, the flexor muscles first increase their activity, and then activation of the extensor muscles follow them. On the contrary, during the downward movement, the increase in the activation of the extensor muscles is followed by that of flexor muscles. The tonic activation levels are higher in flexor muscles than in extensor muscles, because flexor muscles must generate force against gravity. However, these phasic activation patterns depending on the movement direction are often observed in electromyographic(EMG) pattern in human reaching movements [29] [30] [31] .
D. Hand trajectory in experiment and simulation
Point-to-point reaching movements of human subject are simulated by our model using the networks obtained after 100000 trials. The results are shown in figure 7. Initial and target states for the simulation are determined by the average hand positions of subject at the movement onset and offset respectively. Figure 7 (a) shows hand paths in the experiment and simulation. The hand paths reproduced by our model are qualitatively in good agreement with those in experiment.
Our model can also reasonably predict the hand speed profiles of subject. As seen in figure 7(b) , the smooth and bell-shaped profiles of hand speed are reproduced well. Note that the information given to our model to simulate subject's movement is only about initial and target states. Unlike most of the previous models [3] [4] [5] [8], our model does not need the information about movement duration to generate hand movement. That is, in our model, the movement duration is the result of the movement and it is not determined before the movement is generated. Although our model can not tell exact movement duration before it generates the movements, the movement duration obtained in the simulation resulted in almost the same as the experimental duration. 
V. CONCLUSIONS
In this paper, we proposed a new motor control-learning model that could learn a control law for generating point-topoint reaching movements toward various points in sagittal plane. Unlike previous models, our model could reconstruct reaching movements without prior knowledge of arm dynamics. The only error signal provided to the model was a scalar reward indicating overall task performance. Our simulations demonstrated the ability of the model to learn highly accurate reaching movements in a trial-and-error manner.
The other important feature of our motor control-learning model is that it does not require desired trajectories to generate reaching movements. In our model, the Actor (which is the control unit in the Actor-Critic method) is trained to be a goal-directed feedback controller. On the other hand, the inverse statics model (ISM) serves as a goal-directed feed-forward controller by outputting constant motor commands which set the arm's equilibrium point to coincide with the target. Combining these two goal-directed controllers with a forward dynamics model (FDM) needed to compensate delays, our model was able to predict the hand trajectories of human subjects quite well without planning desired trajectories.
Let us emphasize that the smooth bell-shaped speed profiles do not derive from the smoothness in the parameterization of the Actor and ISM networks or the effect of signal-dependent noise. If we do not assume muscle lowpass filtering, speed profiles show very steep initial rises at movement onset [5] [19] . Introducing a second-order filter in the muscle model, however, causes a delay between motor commands and movement. We compensated this delay by using FDM to predict future state instead of current state, and thus avoided increasing the dimensionality of state space. We have not analyzed in detail the effects of using FDM, and in particular how far in the future it should attempt to predict. However, we believe there is a possibility that the CNS is predicting the future state and utilizing it intelligently so as to control our complex body.
There is still an argument on whether the CNS is optimizing desired trajectories and controlling the body to follow them [24] , or is optimizing goal-directed feedback controllers and controlling the body directly towards the task goal [8] . Our model can be categorized as the latter concept, and gives a possible solution to the problem of learning the optimal feedback controller. Although we believe that desired trajectories are not planned for our daily movements in general, we are not sure whether such plans exist for welltrained movements such as professional athletes' movements. However, even if we assume that the desired trajectory is optimized for well-trained movements, we still think there must be a prior period that the CNS is learning some controller that can stably follow the desired trajectory. One might imagine that the inverse dynamics model (IDM), acquired by Feedback-Error-Learning, could be used for control. However, as we mentioned in the introduction, the trajectory formation problem is unsolved for Feedback-ErrorLearning. Thus, there is still no complementary model that could explain how the CNS learns optimal desired trajectories for well-trained movements. In the future, we want to extend our model so that it could explain the process of optimal trajectory learning for well-trained movements, and utilize the model to explore whether the CNS is planning the desired trajectory or not.
