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We consider random walkers that deform the medium as they move, enabling a faster motion
in regions which have been recently visited. This induces an effective interaction between walkers
mediated by the medium, which can be regarded as the space metric. This gives rise to a statistical
mechanics toy model either for gravity, motion through deformable matter or adaptable geometry.
In the strong-deformability regime, we find that diffusion is ruled by the porous medium equation,
thus yielding subdiffusive behavior of an initially localized cloud of particles, whose global width
will grow like σ ∼ t1/3, though the width of each sample will sustain a t1/2 growth, which can
be accounted for through ergodicity breaking. Indeed, random walkers present strong correlation
effects which we explore indirectly through the fluctuations of the center of mass of the cloud.
I. INTRODUCTION
Let us consider random walkers in a forest leaving some
trail behind them, which they may come across again
at a later time. The walkers may then choose to avoid
that trail or, otherwise, be attracted towards it. Thus,
the walkers interact with the medium, which will inter-
act with the walkers in its turn. Alternatively, we may
consider the walkers to have a memory of past events,
changing their behavior appropriately.
Random walkers with a memory, which are also called
non-Markovian, have been described thoroughly. Spe-
cially interesting is the elephant random walk (ERW), in
which the random walker copies the step taken some ran-
dom time ago [1–5]. Random walkers can be interpreted
as foragers gathering food, and in that case they may
decide from time to time to jump to a previous point in
their search path, where they were specially successful.
This gives rise to the random walks with relocation [6–8],
which are very useful to describe animal motion, and to
develop search algorithms [9, 10].
Self-avoiding walks, on the other hand, were devel-
oped in the context of polymer science [11]. The walk is
assigned a probability globally, not step-by-step, which
becomes zero when the walk intersects itself [12]. Al-
ternatively, random walkers can be either forbidden to
cross their previous path, thus allowing them to become
trapped, or they may receive an energy penalty for each
self-cross [13, 14].
Yet, random walkers may present an affinity towards
already visited sites, as it is the case with taxis in biol-
ogy [15, 16], forming reinforced random-walks where the
walker finds it more likely to step on an already visited
site, with memory sometimes fading with time, often to
the extreme of only remembering the last step [17–20].
Random walkers may also create a potential well around
the visited sites, thus energetically encouraging future
visits [21, 22]. Similar ideas have been successfully ap-
plied to the design of optimization algorithms on complex
landscapes, such as the ant colony optimization[23] or the
river formation heuristics[24].
In this work we consider random walkers that reduce
the waiting time associated with a link each time they
traverse it [25–27]. This can be considered equivalent to
a change in the local speed of light or, in other words,
a deformation in the space-time metric. Thus, walkers
move faster in regions which have been recently visited.
Yet, we will consider the metric to present a tendency to
return to its undeformed state when the walkers are not
disturbing it. Thus, our work connects naturally with
the problem of diffusion on curved space-times [28] and
in relativistic setups [29].
In the continuum limit, these position-dependent wait-
ing times map to an inhomogeneous diffusivity. Thus,
we can write down a generalized Fokker-Planck equation
with two fields: matter is described by the probability
distribution for the walker positions, and the medium or
geometry is described by the diffusivity field. The associ-
ated partial differential equations are non-linear, and in
the strong coupling limit we will show that they are ruled
by the porous medium equation [30], with non-trivial scal-
ing exponents showing subdiffusive behavior.
This article is organized as follows. Section II describes
our discrete 1D random-walk model on a deformable
medium (RWDM). The continuum limit of this model
is considered in Sec. III, which discusses the expected
scaling properties. Extensive numerical simulations are
performed and discussed in Sec. IV, which give rise to
a physical picture which is discussed in Sec. V. Finally,
Sec. VI provides a summary of the conclusions and pro-
posals for further work.
II. RANDOM-WALK ON DEFORMABLE
MEDIUM
Let us describe our model, which will be called the ran-
dom walk on a deformable medium (RWDM) and where
we consider NP random walkers on a chain. When a
walker is standing on site i, it has a certain probability
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Figure 1. Top: Illustration of the RWDM model. Walkers occupy integer positions of a chain, and hopping probabilities
between neighboring sites can be different. Bottom: A configuration for J0 = 10−6, J1 = 1, t0 = 10 and NP = 100 particles on
L = 200 sites, after T = 108 time-steps. The purple line denotes the hopping probabilities, red balls represent the positions of
the particles, and the color intensity denotes the number of particles at a certain site. Notice that most hopping probabilities
are near J0 or J1, and that the particles are neatly divided into two blocks.
per unit time Ji,i−1 of hopping towards site i − 1, and
Ji,i+1 of hopping towards site i+ 1. We will assume that
these probabilities are symmetric, i.e. Ji,i+1 = Ji+1,i,
and we will introduce the convenient notation Ji ≡ Ji,i+1.
Notice that the hopping process on a single link follows
a Poissonian law, and that the expected waiting time be-
fore hopping is τ = J−1. The walker may take either
its left link with hopping rate Ji−1 or its right link with
hopping rate Ji. Fig. 1 provides an illustration of our
basic model.
The system starts with uniform hopping rates, Ji = J0
for all i. Whenever the particle hops across link (i, i +
1), the hopping probability is updated, Ji = J1 ≥ J0.
Thus, a link that has just been crossed presents a lower
waiting time, making it easier to revisit. Yet, we will
introduce another element: link relaxation. If the link
has not been used, it decays exponentially towards its
undeformed value, J0, with a characteristic time t0.
We have developed a numerical simulation scheme
for RWDM systems, in which NP particles are initially
placed at the center of a size L chain with periodic bound-
aries with all hopping probabilities Ji = J0. A suitable
time-step is chosen, ∆t. At each turn, we select a ran-
dom particle and look up its location, i. Also, we decide
to attempt a jump to the left or to the right with equal
probabilities. The jump attempt will succeed with prob-
ability P = Jk∆t, where k = i − 1 for a left jump, or
k = i for a right jump. After a successful jump attemp,
the link will increase its hopping probability: Jk → J1,
thus completing the turn. After a round of NP turns, we
assert that time has advanced by a time-step ∆t. Then,
all links which have not been updated during this round
are subject to the relaxation rule,
Jp → Jp − ∆t
t0
(Jp − J0) . (1)
Notice that, in the continuum limit, this corresponds to
an exponential decay towards the relaxed value, with
characteristic time t0.
If J1 = J0, the metric becomes rigid and the particles
will follow a standard random walk. Thus, in this limit
we expect that the particle cloud will behave diffusively,
i.e. the expected deviation of the particle positions will
scale like σ ∼ t1/2. If J1 ≥ J0 then the particles will
present a trend to hop on already used links, thus spend-
ing more time on the regions already visited. This may
lead to self-localization of the particle cloud, through in-
teraction with the medium. In this case, we may still ex-
pect a power-law behavior, with 〈d(t)〉 ∼ tα and α < 1/2.
Fig. 2 shows two histories, using ∆t = 1, J0 = 10−6
and J1 = 1 on a L = 200 chain with NP = 200 par-
ticles. The X-axis represents time in logarithmic scale,
while the Y-axis represents the position. Color intensity
denotes the hopping probabilities Ji, where we can see
that only values close to J0 and J1 are really present.
The width of the cloud at a certain time can be esti-
mated from the vertical range of the high hopping re-
gion, H ≡ {i|Ji ≈ J1}. Indeed, the cloud stays localized
at the center up to times of order exp(8) ≈ 3000, increas-
ing initially and then either opening up (top) or shifting
laterally (bottom). Two trajectories of individual par-
ticles have been traced, showing that the walkers really
spread all over the high-hopping region.
III. CONTINUUM DESCRIPTION
In order to determine the macroscopic behavior of our
model, we will assume that matter can be described
through a density function, P (x, t), such that the ex-
pected number of particles in a region A will be given
by
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Figure 2. Two system histories, using NP = 200 particles,
J0 = 10−6, J1 = 1, and L = 200. Time is represented in the
horizontal axis, in logarithmic scale, while the Y-axis stands
for positions along the chain. Color denotes the local hopping
probability, and two particle histories (out of NP = 200) are
depicted with continuous lines.
〈NA(t)〉 = NP
∫
A
dx P (x, t). (2)
Density correlations are neglected and the function
P (x, t) will be assumed to be smooth. Moreover, the hop-
ping terms will be described by a smooth function too,
J(x, t), which we will call the metric field. The evolution
of the density function will be ruled by a Fokker-Planck
equation, considering the drift and diffusion terms,
∂tP (x, t) = ∂x (J(x, t)∂xP (x, t)) , (3)
which can be understood as a conventional Fokker-Planck
equation when the underlying metric has the form
ds2 = −J(x) dt2 + J(x) dx2. (4)
Making use of the new coordinates
dx′ = J(x)dx,
dt′ = J(x)dt, (5)
and transforming appropriately the operator
∂t − ∂2x, (6)
in the limit where the time evolution of J(x, t) is slow we
obtain (3) and a flat, Minkowskian line element,
ds2 = −dt′2 + dx′2, (7)
in a transformed coordinate system, which is the ex-
pected result.
Yet, the metric field J(x, t) is not fixed beforehand
in our model. Instead, it depends dynamically on the
matter field P (x, t), giving rise to a back-reaction of the
matter into the metric. Indeed, we may claim that the ge-
ometry tells matter how to move through Eq. (3), while
matter tells geometry how to curve through an equation
that we will derivate in the next paragraphs.
In order to determine the evolution equation of the
geometry, let us consider the microscopic mechanism.
Wherever there are moving particles, the hopping prob-
ability increases up to J1, and where there are no parti-
cles, the hopping probability decays to J0. Thus, we can
propose the following equation
∂tJ(x, t) = K1P (x, t)[J1 − J(x, t)]
+K0 (1− P (x, t)) [J0 − J(x, t)], (8)
where K1 and K0 are the increasing and decreasing rates,
respectively. In our microscopic model, K1  K0 ≈ 1/t0,
but we will assume them to be identical K1 = K0 = K.
Thus, we can reorganize the terms,
∂tJ(x, t) = K (P (x, t)(J1 − J0) + J0 − J(x, t)) . (9)
Let us consider the limit of very fast back-reaction
between the metric and the matter fields, K → ∞ or
t0 → 0. In that limit, the term in parenthesis in Eq. (9)
must vanish, and we have
J(x, t) = P (x, t)(J1 − J0) + J0, (10)
Plugging this equation into our original Fokker-Planck
Eq. (3), we can find a non-linear equation for the matter
field alone,
∂tP (x, t) = ∆J (∂xP (x, t))2+[J0+∆JP (x, t)]∂2xP (x, t),
(11)
where ∆J ≡ J1 − J0. We can also solve for J(x, t),
resulting in
∂tJ(x, t) = ∂x (J(x, t)∂xJ(x, t)) . (12)
Furthermore, in the limit in which J0 → 0 and ∆J →
J1 we reach an effective equation for the matter field,
∂tP (x, t) = J1
(
(∂xP (x, t))
2 + P (x, t)∂2xP (x, t)
)
=
J1
2
∂2x
(
P 2(x, t)
)
. (13)
This last equation is a parabolic partial differential
equation known as the porous medium equation (PME)
[30], which is a non-linear relative of the heat equation.
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Figure 3. Rescaled solutions of the porous medium equation,
Eq. (13) with a Dirac delta function as the initial condition,
showing the collapse predicted in Eq. (14).
Opposite to the heat equation, the PME is causal, pre-
senting a well-defined light-cone. Also, the scaling prop-
erties are very different from the heat equation. Indeed,
it has solutions of the form
P (x, t) = t−αP
(
xt−β , 1
)
= t−αF (η), (14)
where η = xt−β , α = β = 1/3 and F is a universal
function. We have checked numerically the validity of
Eq. (14) in Fig. 3. In order to perform the check, we
have obtained numerically the solution of the PME, Eq.
(13), with a Dirac delta function as the initial condition,
P (x, 0) = δ(x). The solution is suitably rescaled, showing
tαP (x, t) as a function of xt−β for several values of t. The
different curves collapse into the universal function F , as
predicted.
Note that this theoretical framework suggests that the
spread of the particle cloud will grow sub-diffusively, σ ∼
t1/3. In the following section, we will discuss the validity
of this prediction.
IV. NUMERICAL SIMULATIONS
We have considered an L = 200 chain with periodic
boundaries, using NP = 25, 50, 100 and 200 particles,
with J0 = 10−6, J1 = 1, t0 = 10 and ∆t = 1, similarly
to the two histories shown in Fig. 2. In all cases, we
have simulated up to time Tmax = 10
8, taking NS = 1000
samples. Throughout this section we define xp,s(t) as the
position of particle p in sample s at time t, and Ji(t; s)
as the hopping probability between sites i and i + 1 in
sample s at time t. The initial condition is given by
xp,s(0) = L/2, for all p and s, (15)
Ji,s(0) = J0, for all i and s. (16)
We must make a distinction between averaging over
particles, EP [·], averaging over samples, ES [·], and aver-
aging over both simultaneously, ESP [·], defined as
ES [Xs] ≡ 1
NS
NS∑
s=1
Xs, (17)
EP [Xp] ≡ 1
NP
NP∑
p=1
Xp, (18)
ESP [Xp,s] ≡ ES [EP [Xp,s]] = EP [ES [xp,s]], (19)
and the corresponding variances, σ2O[X] = EO[X
2] −
EO[X]2, for O ∈ {S, P, SP}. Alternatively, we can con-
sider ES to be an expectation value over the full config-
uration space, i.e.: averaging over all replicas, if replica
symmetry is broken.
In Fig. 4 we have considered the evolution of the av-
erage size, or width, of the particle cloud, defined in two
alternative ways. In the top panel of Fig. 4 we have
measured that width as
W 2all(t) = σ
2
SP [xp,s(t)], (20)
which can be compared with the average value of the
widths of each sample, shown in the central panel of Fig.
4, which is defined as
W 2av(t) = ES [σ
2
P [xp,s(t)]]. (21)
Necessarily, the deviation of the whole ensemble of par-
ticle positions must exceed (or be equal to) the average
of the deviations within each sample,
W 2all(t) ≥W 2av(t). (22)
For both definitions we can see that the width grows
approximately as a power-law for a range of times, and
both curves collapse when the time and width axes are
rescaled dividing by the number of particles NP . Inter-
estingly, there are also notable differences between both
definitions of width of the cloud. Indeed, the approxi-
mate exponents differ, while Wall ∼ t1/3, we can see that
Wav ∼ t1/2. Yet, the scaling behavior of Wall(t) does not
behave exactly the same for the different values of NP .
Moreover, Wav saturates after a time that scales linearly
with NP , while Wall does not. Indeed, Wall provides the
expected behavior for the width of the particle cloud pre-
dicted in by the continuum approximation, provided by
the scaling of the PME, Eq. (13), see Eq. (14). The rea-
sons for the strong discrepancy between both measures
will be discussed in the next section.
The full histogram for the particle positions, consider-
ing all samples simultaneously, is provided in Fig. 5, for
different times (exponentially scaled), using two numbers
of particles, NP = 50 (top panel) and NP = 200 (center).
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Figure 4. Average width of the particle cloud, as a function
of time. Top: comparison of Wall(t), Eq. (20), and Wav(t),
Eq. (21), using NP = 200. Notice that inequality (22) holds
exactly, saturating in the long run. Center: Wall as a function
of time, both rescaled with the number of particles NP , show-
ing the power-law t1/3. Bottom: Wav as a function of time,
rescaled in the same way, while the dashed line represents
t1/2.
For very short times, the histograms are very peaked,
getting wider with time, following the law for Wall(t).
Yet, there are substantial differences between the behav-
ior of the histogram for the two different numbers of par-
ticles. Indeed, for NP = 200 we observe a flat histogram
for intermediate times, which is not so pronounced for
NP = 50. Further information can be obtained by mea-
suring the (excess) kurtosis, as shown in the bottom panel
of Fig. 5. Indeed, we can observe that, for short times,
the distributions are extremely leptokurtic (peaked), with
the kurtosis decreasing approximately as κ ∼ t−7/6 until
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Figure 5. Particle histograms for different times, for NP = 50
(top) and NP = 200 (central), always showing NSNP data,
with NS = 1000. Notice that broader histograms correspond
to later times. Bottom: time evolution of the (excess) kurtosis
of the particle histograms for different values of NP . Inset:
log-log plot of the same data, showing a scaling law, Kurt
∼ t−7/6.
it becomes negative (platykurtic, square-like) and, then,
slowly evolving towards zero, i.e. Gaussian-like.
The size of the cloud can be accessed also through an
analysis of the set of hopping probabilities, {Ji}Li=1. Let
us consider the observable
NJ =
1
J1 − J0
L∑
i=1
(Ji − J0). (23)
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Figure 6. Top: Average number of active hopping probabil-
ities as a function of time, both scaled with the number of
particles NP , compare to Fig. 4 (bottom). The continuous
line corresponds to a t1/2 scaling. Bottom: sample-to-sample
deviation of that magnitude. Inset: scaling with the square
root of the number of particles makes the curves collapse.
If all Ji are either J0 or J1, NJ measures the number
of J1 values. Fig. 6 (top) represents the expected value,
ES [NJ ], scaled with the number of particles NP , as a
function of time, also divided by NP . We observe a simi-
lar behavior toWav(t), with a time range with t
1/2 scaling
followed by saturation.
We may ask about the fluctuations in the size of the
particle cloud, by measuring σS [NJ ], which appears in
the bottom panel of Fig. 6. In this case, the curves for
different NP do not collapse unless we scale differently
the time axis (dividing by NP ) and σS [NJ ], which should
be divided by N
1/2
P , as we show in the inset. We observe
a steady increase of σS [NJ ] with time, followed by a quick
decay at the saturation time towards a constant value.
In order to complete the physical picture, which is de-
scribed in Sec. V, we have also considered the fluctua-
tions of the center of mass (CM) of the particle cloud.
Indeed, for every time and sample we can define
XCM,s(t) ≡ EP [xp,s(t)], (24)
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Figure 7. Fluctuations of the center of mass of the particle
clouds, for different numbers of particles. The straight lines
represent t1/4 (continuous line) and t1/2 (dashed line).
and we can define the fluctuations over the samples of
this magnitude,
σ2CM (t) ≡ σ2S [EP [xp,s(t)]], (25)
The behavior of σCM (t) is shown in Fig. 7 for differ-
ent numbers of particles, where this time we have rescaled
differently, σCM/N
1/2
P as a function of time divided by
NP . We observe an intermediate regime where the fluc-
tuations of the center of mass scale as t1/4, followed by a
long-term diffusive scaling with t1/2.
The sample-to-sample fluctuations of the CM position
are strongly tied to the difference between Wall and Wav
expressed in inequality (22). Indeed,
W 2all −W 2av = ES [EP [xp,s]2]− ES [EP [xp,s]]2 = σ2CM ,
(26)
i.e. they correspond to the distance between both curves
in Fig. 4 (top), see inequality (22).
V. PHYSICAL PICTURE
The numerical data described in the previous section
allow us to provide a physical picture for the statistical
properties of the cloud of random walkers and the metric
field in the RWDM model, based on broken ergodicity,
i.e., the time evolution of each sample differs from the
ensemble evolution. The most salient evidence is the re-
markable difference between Wall and Wav, check Fig. 4.
The physical reason behind this broken ergodicity is
the noise amplification at early stages. When the evolu-
tion starts, all the particles are concentrated at the cen-
ter waiting to hop on a J0 link, which will take a time
∼ J−10 . The first particle taking such a hop will make
all the other particles follow, and the particle cloud as a
whole will start hopping between two neighboring sites
7for a while, until a second particle hops on a new J0
link again, thus spreading the cloud. Notice that dif-
ferent samples will make different choices during these
initial steps. Thus, the average width of each cloud be-
comes much smaller than the global width of the en-
semble of all clouds. Yet, they grow at different rates:
each cloud grows diffusively, with t1/2, see Fig. 4, while
the global cloud grows subdiffusively, approximately with
t1/3, which corresponds to the global behavior of the so-
lution of the PME, see Eq. (13) and (14).
As the cloud expands, all internal links are close to
their high value, J1. Thus, our estimate of the number
of active links, NJ , defined as in (23) and shown in Fig.
6, presents the same scaling as the average width of the
clouds, Wav, as shown in the central panel of Fig. 4. Yet,
the clouds can not expand without limit. The number of
particles is finite, so the number of active links that they
can occupy grows linearly with NP . Hence the satura-
tion value both for Wav and NJ . Furthermore, when the
width of the cloud grows too much, there is a finite prob-
ability that some links will not be occupied in a time
> t0, thus allowing them to return to their low value, J0,
as we can check in Fig. 2. The evolution of the kurtosis
of the histograms, Fig. 5 (bottom) points in the same
direction: the histograms become platykurtic (negative
kurtosis, square-like) during the growth regime, tending
slowly towards a Gaussian.
The sample-to-sample fluctuations of the CM of the
clouds are also very informative, see Fig. 7. Indeed,
before saturation the deviation σCM ∼ t1/4 grows subd-
iffusively. Beyond saturation, the cloud does not expand
any more, and its fluctuations are therefore diffusive.
VI. CONCLUSIONS AND FURTHER WORK
We have considered a model of random walkers on a
deformable medium (RWDM), an model in which ¡ran-
dom walkers interact with the medium on which they
move. Indeed, the hopping probability associated to each
link becomes a dynamical variable, which gets higher
when it is actually used, or relaxes towards a lower equi-
librium value otherwise. The reinforcement of actually
used paths presents similarities with neural plasticity:
neurons that fire together wire together, also known as
Hebb’s rule [31]. Adaptable networks appear in a vari-
ety of settings, where usage of a link tends to reinforce
its strength and, thus, the probability of further usage
[32, 33]. Moreover, the RWDM can also serve as a toy
model of stochastic gravity since the medium can be con-
sidered as a (1+1)D metric, following the rule that mat-
ter tells geometry how to curve and geometry tells matter
how to move.
For the sake of concreteness, we have focused on the
1D case, starting with an initial condition in which all
particles are concentrated at the center, and the medium
starts relaxed, in the limit in which the excited hopping is
much larger than the equilibrium one, and for fast relax-
ation. In that limit, a continuum description should be
provided by the porous medium equation (PME), which
presents scaling solutions in this regime: our cloud should
expand subdiffusively with time, due to self-localization
effects, and grow like ∼ t1/3.
Indeed, this subdiffusive growth is observed in numer-
ical experiments, but only when we consider the global
cloud consisting of all samples, i.e. an average over the
whole configuration space. On the other hand, when we
consider the average over samples of the width of each
cloud, we observe a diffusive behavior, t1/2. Yet, the
global width must necessarily exceed the average width,
and their difference is related to the fluctuations of the
center of mass of each cloud. Thus, we were able to iden-
tify a growth regime and a saturation regime, where the
average width saturates, yet the global width still can
grow because the center of mass of the cloud can still
wander.
Statistical mechanics of the RWDM seems to provide a
wealth of behaviors which are worth exploring, since the
few-particle effective interaction, extension to several di-
mensions or spread initial configurations, which can give
rise to cluster formation. Moreover, critical behavior on a
gravity field has been extensively studied using Liouville
theory, giving rise to the well-known Knizhnik-Polyakov-
Zamolodchikov (KPZ) equation which evaluates how the
critical exponents of a 2D conformal field theory (CFT)
deform in presence of gravity [34, 35]. We intend to ex-
plore all these connections in the forecoming future.
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