Gaussian mixture algorithm (GMA) is an effective approach for off-road terrain estimation, but still suffers from some difficulties in practical applications, such as complex calculation and object abstraction. In this paper, GMA is modified to improve its real-time performance and to provide it with a potential ability of obstacle detection. First, a selection window is designed based on the dominant-ellipse-principle to limit the probability distribution area of each measurement point, therefore avoiding the calculation on the cells outside the dominant ellipse. Second, a clustering approach is proposed in order to distinguish objects efficiently and decrease the operation area of one laser scan. Third, a virtual point vector is introduced to further reduce the computational load of the mean square error matrix. The modified GMA is experimented on a tracked mobile robot, and its improved performance is shown in comparison to the original GMA.
Introduction
Environmental perception plays a very important role in autonomous navigation of mobile robots in unknown environments, and provides the knowledge about the surroundings necessary for a mobile robot to make right decisions while maneuvering in complex terrain, such as avoiding obstacles/dangers, arriving at a specific goal, or pursuing a moving target. To realize the environmental perception, a map is usually built first, followed by feature extraction, obstacle/objective classification or recognition, etc.
Map building is a process of sensory data analysis. Cameras and laser range finders (LRFs) are two types of sensors which are often used for environmental data collection. Compared with video cameras, LRFs have obvious advantages for the purpose of map building, especially in the off-road environments with complex terrain and varying weather conditions. An LRF is able to measure the distance of an detected object in a high accuracy, and suits almost all kinds of terrain conditions, such as deserts, ice-snow and mountain fields. Moreover, an LRF is robust to any ambi-ent lightings in which a video camera fails.
LRFs have been proposed for map building. Ackermann [1] and Axelsson [2] used LRFs to generate digital terrain map offline. The LRF data were sampled and stored first, and filters, such as Karlman Filter, were then employed as post-processing techniques to produce ground surface maps from the laser point clouds. LRFs were shown to be effective for real-time 2D indoor mapping [3−6] , where occupancy grids or geometrical primitives were used to store environmental information, in conjunction with matching algorithms for the localization of mobile robots. The 2D methods were extended to 3D applications in refs. [7] [8] [9] , where an LRF was driven by a servomotor to scan for a 3D point cloud of the environment. This approach provides the robot with a more detailed description of the surroundings, but requires a huge amount of computational load involved in the data processing.
Recently, Miller and Campbell [10] proposed Gaussian mixture algorithm (GMA) to estimate terrain elevation, which chooses "Cartesian height map" or "raster grid" [11, 12] to store the terrain data. Although GMA demonstrated promising improvement over the previous techniques for terrain modeling, its high computational cost still limits its application in real systems, especially in fast moving mobile vehicles. Additionally, GMA has a common defect of many map building methods: lack of map-understanding abilities, obstacle detection, for example.
In this paper, three modifications are made into the previous GMA with the purpose of reducing the computation cost, improving the real-time feasibility for off-road terrain estimation, and upgrading the algorithm with a potential object-abstraction capability.
Gaussian mixture in terrain estimation
The Gaussian mixture algorithm for terrain estimation [10] is briefly discussed in this section. The probability foundation of this algorithm is laid on that each scan measurement point vector is an uncertain variant for all three axes, so we can assume every scan point has an elevation distribution on the horizontal plane.
Measurement point expression and error analysis
In this part, we explain the process of expressing one scan point in the global Cartesian coordinate and analyzing the error matrix of this expression.
We assume p be a vector that contains the scanner's position and gesture parameters in the global coordinate, and r be the vector that contains the parameters obtained directly from the raw measurement. Ignoring errors, we describe a scan point in the global system as
Here, we define the global coordinate as a righthanded one, and take plane XOY as the horizontal plane, axis Z as the vertical axis in a positive sense of upward direction. Also, r G is defined as a 4×1 vector, for the convenience of doing multiplication with transformation matrices. Then, we introduce errors into p and r. The true values of p and r are modeled as
wherep andr are the measurements or estimations, δp and δr are the errors. Substituting eqs.
(2) and (3) into eq. (1), and expanding r G in Taylor series yield,
in which only the first moment of the Taylor expansion is considered. Jp(p,r) and Jr(p,r) are the corresponding Jacobians of the function f (·) with respect top andr. Assuming p and r are both unbiased random variables with zero mean, δp and δr are uncorrelated, the mean square error of r G can be given as [10] 
where Q p and Q r are the mean square error matrices for the estimators which are used to determinê p andr. The construction method of Q p and Q r can be found in ref. [10] and in the appendix. It is noted that the dimension of P rG is independent of the lengths of p and r. That is, P rG is always 4×4 [10] . The upper-left 3×3 block of P rG , which is necessary to fulfill the computation in the following parts, can be obtained as follows:
In eq. (6), P XY and P Z are the mean square error matrices of the two vectors (x, y) T and z, respectively, while P XY,Z and P Z,XY are the corresponding correlation matrices.
Measurement probability distribution on cells
If a scan point is assigned to the grid cells in the horizontal plane, a measurement has two factors in each cell: the probability that belongs to the cell and the expected elevation that the measurement spreads over the cell. First, we compute the possibilities of one measurement that falls into different cells. The measurement's probability distribution function in the horizontal plane can be approximated as a dualistic Gaussian distribution:
in whichr XY G is the vector making up the horizontal coordinate of the measurement point (x,ŷ,ẑ) T and the center of the distribution, while P XY is the upper-left 2×2 block of P rG as in eq. (6). Thus, the possibility of one measurement belonging to a cell can be calculated by [13] 
where X j+ , X j− , Y j+ , and Y j− are the margins of the cell j (see Figure 1) . Assuming x, y and z be all Gaussian, the expected elevation that one measurement point spreads in the jth cell is [14] Z
where
T is the center position of the jth cell and (x,ŷ)
T is the position of the point on the horizontal plane. The corresponding conditional covariance is [14] 
Each pair of p j (r G ∈ Cell[j]) andẐ j could be regarded as a probability weighted measurement, which is resulted from the same scan point.
Measurement fusion and cell elevation estimation
As discussed in the preceding section, we know that one measurement point has its elevation estimation on each cell in the grid area. Consequently, if there are N scan points, each cell in the grid field should have N elevation estimations associated to it. In the following, we fuse all the probability weighted measurements in the same cell to get its optimal elevation estimation. According to the Gaussian mixture rule [14] , we can combine them as follows:
Eqs. (11) and (12) give the first two moments of the elevation distribution in a cell. In fact, eq. (11) is an approximate minimum mean square estimation of the elevation, and eq. (12) stores the information about the confidence of the estimation.
New Gaussian mixture algorithm
The ordinary GMA described above still has some potential abilities that can be further developed.
First, GMA uses a Gaussian distribution to approximate a measurement's probability distribution on the horizontal plane. Theoretically, it requires to integrate on the whole plane to obtain the full figure of a scan point's spread. Obviously, this would be computationally inefficient, because in most places the probability component is too little to compute. Therefore, we introduce a selection window to present a strategy for choosing the proper integration region.
Second, the ordinary GMA and most of other mapping algorithms, focus mainly on the map-forming procedure, while leaving the mapunderstanding task to other backup algorithms. In this paper, we use clustering to endow our new GMA with a potential capability of object detection. An extra surprise is that clustering breaks a large influence region of one scan into a set of sub-regions gathered by the clusters, which would result in the reduction of computational storage and time.
Third, besides the above two issues, some calculations involved in the GMA, such as computing the mean square error matrix of eq. (5), need to be further investigated to reduce the cost. We present a virtual-point-vector-based skill to help to avoid the complex operation process for obtaining the Jacobians. Now, a new GMA equipped with the three abilities mentioned above will be illustrated in detail as followings.
Selection window
For Gaussian distribution, we have a common knowledge: "3σ-principle". That is, more than 90% energies of a dualistic Gaussian distribution lie in a "dominant ellipse", and this ellipse can be described as
in which (x,ŷ) T is the center of the dominant ellipse, a and b are the half radiuses, σ x and σ y are the corresponding standard deviations. (The standard deviations can be found among the diagonal terms of P rG [10] .) This principle can be easily proved by doing integrations. Using the "3σ-principle", we propose our selection strategy named selection window. Selection Window has two distinctive features. First, it is a rectangle formed by gird cells; second, it is the smallest rectangle which covers the whole region of the dominant ellipse. The cells in Selection Window contribute nearly all the probability components and hence become "dominant cells". As a result, we only need to compute the probabilities of one scan point belonging to its dominant cells, instead of the probabilities lying on each cell in the horizontal plane. Figure 2 shows how to determine the selection window using the "3σ-principle". From the definition of Selection Window, we know that the size and shape of Selection Window may vary with the standard deviations of different points. This will lead to the development of a new clustering strategy, which will be presented in the following part. 
Clustering
Clustering is a well-known technique often used to extract geometrical primitives from the 2D laser data, but hardly found in three dimensional applications. Here, we try to extend clustering to 3D cases. Using eqs. (1), (2) and (3), we can transform the scan data from a 2D polar coordinate system into a 3D global coordinate system. For the purpose of autonomous navigation, we are most interested in the position and shape, or the horizontal coordinate and the height of the obstacles, in the neighboring environment of the mobile vehicle. So, we cluster the scan points according to their horizontal coordinate and use their heights to describe the obstacles' shapes. Thus, clustering is successfully imported into 3D cases. The clustering rule is given as
in which "pos" is the position of a scan point in the horizontal plane, expressed in the form of (x, y). The meaning of (14) is that, if the distance between two adjacent point positions is smaller than a preset threshold D thre , these two points are considered to be in the same cluster.
To cooperate with the grid map and to guarantee the geometrical independency of the cluster, a new clustering strategy is presented. As shown in Figure 3 , we denote Lx as the side length of the selection window in the x-axis direction, Ly as the side length of the selection window in the y-axis direction, and (x c , y c ) as the owner cell's center point of its corresponding scan point. The process of judging whether or not two adjacent points belong to the same cluster is given by the following pseudo codes:
if ( (15) This strategy has two distinguishing features. First, the clustering rule uses the center of a point's owner cell as its position, instead of the real position. This approximation can be interpreted with the help of (16):
Here, X − , X + , Y − and Y + are the margins of the owner cell. Second, the preset threshold D thre is a variant determined by the size of the selection window. For the purpose of controlling the influence region of a cluster, we choose the side length of the selection window as the threshold and split D thre into Dx thre and Dy thre for taking both axes into account. According to this scheme, we can easily know that point j and point j+1 are in the same cluster, while point j − 1 belongs to another cluster. Thus, each cluster is geometrically inde- pendent from other clusters and can be logically regarded as a potential object. As a result, the final gird map often has a clear description for the object contours. This merit will be shown through a simulation experiment in the next section.
Virtual point vector
In the ordinary GMA, the computation of the mean square error matrix (5) is complex and time consuming. Eq. (17) is used to save the cost in the calculation of P [10] rG ,
wherep[n] is the nth element ofp, T n (·) is the corresponding transformation matrix generated bŷ p[n]. Because T n (·) is constant in one scan, it can be computed once and cached in the process of computing P rG for saving CPU time. However, Jacobians are still needed to compute. To simplify the computation of Jacobians in eq. (5), we proposed a virtual-point-vector-based algorithm.
Normally, Jp(p,r) can be computed as
and then P p can be expressed in another form as
Eq. (19) implies that P p should contain a component in the quadric form ofr. After a careful analysis, we find every element of P p can be described as a linear combination ofr virtual ,
and
in which P p (i, j) is the element that is located at the ith row and jth column of P p , T p (i, j) is a 1×4 matrix obtained by fusing the information coming from Q p , Q r andp.
Similarly, we find every element of P r is a linear combination ofr virtual , too. The procedure of abstractingr virtual from P p and P r is given in the appendix. So, P rG 's element P rG (i, j) can be expressed byr virtual as
where T rG (i, j) is a 1×4 matrix obtained by fusing the information out of Q p , Q r andp. Then, we can compute P rG 's 16 elements one by one, and finally put them together for the whole P rG .
As some elements of P rG are always 0 or 1, the number of the elements we need to compute is less than 9. Also, because T rG (i, j) is constant in one scan set, we can easily get thatr virtual becomes the only variant. That is, by means of pre-treating T rG (i, j), computing P rG can be simplified to a set of multiplications of two simple vectors, T rG (i, j) andr virtual . Therefore, the use of "virtual point vector" saves the cost in Jacobian calculation, which makes the algorithm easy to be implemented and brings the GMA up to a new speed level.
Implementation of the new algorithm
The implementation of the proposed new Gaussian mixture algorithm includes the following steps:
1. Obtain current information from the odometer and inclinometer to constructp and T rG (i, j).
2. Use the data of a complete scan to get a set of raw measurementr i G (eq. (1)) and their corresponding P i rG (eq. (5)). 3. Cluster the raw measurements using "3σ-principle" (eq. (15) 
Experiments
Experiments were conducted to demonstrate the efficiency of the new algorithm. Figure 4 shows the tested mobile robot and the scanner LMS-221, which is capable for out-door environments. This robot was a member of the 24th China Antarctic Expedition in 2008.
Figure 4
The mobile robot tested in Antarctica. Figure 5 shows the experimental environment set up on the campus of Shenyang Institute of Automation (SIA) by which the following experimental results were obtained. From Figure 5 , we can see that a corridor was cleared out with a road junction at the end. We moved the tracklayer forward along the road, let the LRF carry out scans with a pre-defined sample frequency, and stored the data at the same time. After that, we used both the ordinary GMA and the modified GMA to process the same pack of environment data, and generated maps with the cell size of 0.1 m×0.1 m. Moreover, simulations are also conducted to further test the new algorithm in distinguishing obstacle contours. First, we assume two objects be placed very close to one another, even closer than the clustering threshold, as shown in Figure 7(a) . A data set of one scan is produced according to the position settings of the scene and is used to build a map, shown in Figure 7(c) . Then, the two objects are placed further apart from each other as shown in Figure 7 (b), and a second map is built up as shown in Figure 7(d) . In the first case, the two objects are taken as a big object, but in the second case, the two objects can be successfully distinguished. This simulation has demonstrated the expected ability of the clustering strategy proposed in this paper. Using the Gaussian "3σ-principle" based clustering strategy, the new algorithm can easily tell if or not two scan points belong to the same object. So the geometrical independency of the cluster is guaranteed and the contour of the object is clearly recognized.
Finally, experiment was carried out to demonstrate the computational efficiency of the new algorithm. To show the different effects caused by different skills, we carried out four different experiments for the purpose of comparison. For each experiment, we chose the same pack of environment data which contained 1000 sets of scan data, used the ordinary and improved Gaussian mixture algorithm to build the map, and compared the time cost of the two methods. All the MATLAB codes run on a desk-top computer with an Intel(R) Pentium(R) 4 2.40 GHz CPU. Table 1 lists the results of four cases. We can see that the ordinary algorithm takes the longest time to finish the task, and the virtual point vector helps to cut off about 13% of the total time which the ordinary algorithm takes. The clustering makes the algorithm three times faster than that of the ordinary one, and the new GMA equipped with all skills runs at the highest speed. Furthermore, if the new algorithm is coded under VC++ 6.0, it can complete the processing operation of one scan set in less than 15 ms.
Conclusions
This paper presented three modifications made into the ordinary Gaussian mixture algorithm, with the purpose of improving its real-time performance and endowing it with a potential capability of obstacle abstraction. An adjustable selection window based on "3σ-principle" was designed to produce a cell-choosing scheme for Gaussian model, so that the calculation of probability distribution could be concentrated inside the window. A clustering strategy with variable distance threshold was also proposed to outline the contours of the objects in the surrounding area of the LRF, which makes the modified GMA feasible in obstacle/target detection and reduces the computational complexity to less than 30% of the ordinary GMA. Moreover, while calculating the mean square error matrix of a measurement, we used "virtual point vector" to simplify the computation to a set of multiplications of two vectors, skipping the computing of Jacobians. The modified GMA were tested on a real mobile robot and the improvement was demonstrated clearly. 
Then we get (A9) Thus, after getting T r (3, 1) with a similar deduction procedure, we can compute T rG (3, 1) using T rG (3, 1) = T p (3, 1) + T r (3, 1) .
And finally the expression of P rG (3, 1) becomes P rG (3, 1) = T rG (3, 1) ·r virtual .
