Abstract. We provide a detailed analysis of the correlation length in the direction parallel to a line of modified coupling constants in the ferromagnetic Potts model on Z d at temperatures T > Tc. We also describe how a line of weakened bonds pins the interface of the Potts model on Z 2 below its critical temperature. These results are obtained by extending the analysis in [13] from Bernoulli percolation to FK-percolation of arbitrary parameter q ≥ 1.
Introduction and results
In 1980-81, Abraham published two papers [1, 2] on the effect of a row of modified coupling constants on the interface of the two-dimensional Ising model, discussing what would later be recognized as pinning and wetting transitions. Being based on exact computations, these results provided precise information but little understanding on the underlying mechanisms. The desire to obtain a better understanding immediately led to an an intense activity (see [22, 3, 6, 7, 19, 21] for some examples published in 1981 and [12] for a well-known early review). In all these papers, the same problems were tackled in the much simpler setting of effective interface models: basically, modeling the interface as the trajectory of some random walk in suitable potentials. This approach provided not only a better understanding, but also allowed to consider various generalizations: one-dimensional paths in higher dimension (modeling a polymer, for example), higher-dimensional interfaces, random potentials, etc. Note that there is still interest in such issues in the physics community (see, for example, [9] for a recent exact approach, based on more sophisticated field theoretical techniques). The analysis of effective models has also generated a lot of interest among mathematical physicists and probabilists: see, for instance, [23, 14] for reviews. In the meantime, new techniques to analyze nonperturbatively various lattice spin systems have been developed [4, 5] , making it potentially possible to import back the results about effective interface models to the "genuine" spin systems that originally motivated their analysis. This is precisely the purpose of the present paper, in which we provide a detailed description of the longitudinal correlation length of the Potts model on Z d above the critical temperature in the presence of a line of modified coupling constants, as well as an analysis of the pinning of a Potts interface by a line of defects in the two-dimensional model below its critical temperature. (More generally, our results apply to all randomcluster models with parameter q ≥ 1.) The results we obtain are in full agreement with the predictions by effective models. Finally, the associated infinite-volume Gibbs measures are all probability measures µ on Ω Here, F Λ c is the σ-algebra generated by the random variables (ω i ) i ∈Λ .
We first recall a few results concerning the homogeneous model, in which J = 1. In this case, it is well-known that, for any d ≥ 2, there exists β c = β c (d) ∈ (0, ∞) such that there is a unique infinite-volume Gibbs measure when β < β c = 1/T c , but infinitely many infinite-volume Gibbs measures when β > β c . Assume that β < β c and denote by µ β the (unique) infinite-volume Gibbs measure. Then, the inverse correlation length is positive [11] :
More precisely, the following Ornstein-Zernike asymptotics hold [5] : there exists C β = C β (q, d) > 0 such that, as n → ∞, µ β (ω 0 = ω n e1 ) = 1 q + C β n (d−1)/2 e −ξ β n (1 + o(1)).
Let us now consider general values of J ≥ 0. We still assume that β < β c (with the β c defined above). It turns out 1 that there is still a unique infinite-volume Gibbs measure in this case, which we denote by µ β,J . We define the longitudinal inverse correlation length as follows: for any x ∈ Z d , ξ β (J) = lim n→∞ − 1 n log µ β;J (ω x = ω x+n e1 ) − 1 q .
We first claim that Theorem 1.1. For any β < β c , the following properties hold: (i) The limit in (2) exists and is independent of x.
(ii) ξ β (J) > 0 for all J ≥ 0. (iv) For all J > J c , there exists C β,J = C β,J (q, d) > 0 such that, as n → ∞, µ β,J (ω 0 = ω n e1 ) = 1 q + C β,J e −ξ β (J)n (1 + o(1)).
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1.2.
Pinning of the interface of the 2d Potts model below T c . We now restrict our attention to the lattice Z 2 . Let L * = {(x, 0), (x, 1)} ∈ E 2 : x ∈ Z .
We now consider the q-state Potts model on Z 2 with coupling constants (J i,j ) i,j∈Z 2 given by
Let Λ n = {−n, . . . , n} × {−n + 1, . . . , n} and let η Dob ∈ Ω 2 q be the Dobrushin-type boundary condition defined by
We denote by µ ± n;β,J the Gibbs measure in Λ n with boundary condition η Dob at inverse temperature β.
In the remainder of this section, we assume that β > β c . In that case, there is long-range order and it is convenient to describe configurations in terms of their Peierls contours. First, given {i, j} ∈ E 2 , denote by {i, j} * = {x ∈ R 2 : x − i ∞ = x − j ∞ = 1 2 } the dual edge separating i and j. The contours of a configuration ω ∈ Ω 2 q are the maximal connected components of {i,j}∈E 2 : ωi =ωj {i, j} * .
for all i ∈ Λ n , there is a unique unbounded contour. We call its intersection with [−n − 1 2 , n + 1 2 ] × R the interface and denote it by Γ n . Note that Γ n is a two-dimensional object, but with a macroscopic extension only along the first coordinate axis and an (essentially) bounded width, as we explain now.
Consider first the homogeneous case J = 1. It can then be shown [5] that, under µ ± n;β,1 , the interface has a width of order log n. Namely, for each x ∈ [−n− Moreover, under diffusive scaling, the interface weakly converges to a Brownian bridge [5] : for any β > β c , there exists κ β > 0 such that, as n → ∞,
where (B t ) −1≤t≤1 denotes the standard Brownian bridge on [−1, 1].
The main result of this section is that, whenever J < 1, the interface ceases to behave diffusively and instead localizes along the defect line: Note that, under diffusive scaling, the limit is then identically 0: an arbitrary weakening of the coupling constants along L * pins the interface. Actually, the claim in the theorem will follow from a detailed description of the structure of the interface (see Theorem 7.2), which provides a much stronger claim than what is stated above. In particular, the width of the interface is typically bounded, with only rare deformations of order log n. (In fact, Theorem 1.4 will essentially be a corollary of Item (iv) of Theorem 1.3.)
Before closing this introduction, let us briefly mention that although we restricted our attention to a defect along a line of the lattice, this is by no means necessary. Straightforward adaptation of our arguments would allow the analysis, for example, of a defect along the lattice approximation of any line with rational "slope", or other periodic structures. Similarly, the restriction to nearest-neighbor interactions is only necessary for the statement of Theorem 1.4 (the proof of which relies on duality); for the other claims, any finite-range, translation-invariant, reflectionsymmetric interaction would do.
1.3. Open problems. In view of the results presented above, there remain a few interesting open problems:
• Determine the behavior of ξ β (J) in the neighborhood of J c in dimensions d ≥ 4. By analogy with the results for effective models (see [14, Theorem 2.1]), we conjecture that the qualitative behavior of ξ β (J c ) − ξ β (J) as J ↓ J c is as follows:
• Determine the sharp asymptotics of the 2-point function when J ≤ J c .
Only the case J = 1 has been treated in complete generality up to now. For the two-dimensional Ising model, the asymptotic behavior was explicitly computed in [20] and found to be of the form
when J < J c = 1. Note the exponent of the prefactor, which is not of the usual Ornstein-Zernike form. Again, by analogy with what happens in effective models (see [14, Theorem 2.2]), we expect the prefactor to be of order n
• Closely related to the previous problem, determine the scaling limit of the interface in the two-dimensional model when J < J c . We expect the latter to be given by a Brownian excursion after diffusive scaling, as a consequence of entropic repulsion away from L. This is fully compatible with the exponent in the prefactor mentioned in the previous point.
Moreover, there are a number of natural generalizations, to which we plan to return in future works:
• What happens when the defect is located along the boundary of the system? In dimension 2, this amounts to studying the wetting problem for the Potts model.
• What happens when the defect is of dimension d ∈ (1, d)? Note that, in this case, the system may display long-range order along the defect even when the bulk is disordered. In particular, the longitudinal inverse correlation length vanishes for finite values of J.
• Is it possible to adapt some of the technology used to deal with pinning of a random walk by a disordered potential to cover the case of random (quenched, ferromagnetic) coupling constants along the defect?
Random cluster representation, notations and strategy of the proof
In this section, we introduce a few notations which will be recurrent throughout this article, we recall briefly the random-cluster (or Fortuin Kastelyn) representation of the Potts model and we give a short outline of the proofs of the theorems of Section 1.
2.1. Random-cluster representation of the Potts model. The Potts model on a finite graph G = (V G , E G ) can be mapped to a percolation model defined on {0, 1} E G (identifying the value 1 with the presence of an edge and the value 0 with its absence) in the following way. For any edge configuration ω ⊂ E G , we denote by κ(ω) the number of connected components in (V G , ω). Writing x = (x e ) e∈E G , with x e = e βJe − 1 for each e ∈ E G , we associate to ω ⊂ E G the probability
where
e∈ω x e . The corresponding expectation will be denoted by E x,q . We say that an edge e with ω e = 1 is open and denote by |ω| or o(ω) the number of open edges. We say that u, v ∈ G are connected, which we write u ↔ v, if they lie in the same connected component. For A ⊂ E G , denote by ω A the configuration ω restricted to A and, for e ∈ E G , by ω \e the configuration ω E G \{e} .
The random-cluster measures with q ≥ 1 enjoy the following properties.
Finite energy: For any e ∈ E G and any configuration ω \e , x e x e + q ≤ P x,q (ω e = 1|ω \e ) ≤ x e x e + 1 .
Positive association: Let f, g be two nondecreasing functions (w.r.t. the partial order induced by 0 ≤ 1 on {0, 1} E G ). Then the FKG inequality holds:
Stochastic monotonicity: Assume that x e ≤ y e for all e ∈ E G . Then P x,q P y,q . The random-cluster model does not enjoy the usual spatial Markov property but an analogue can be used: for Λ ⊂ G, the random-cluster measure in Λ with boundary condition ω G\Λ depends only on the connectivity properties of the vertices in the inner boundary of Λ, thus a boundary condition is a partition of those vertices (every set of the partition is a connected component). In particular, the measure with wired boundary condition (denoted P w x,q,Λ ) is obtained by setting ω G\Λ ≡ 1, while the measure with free boundary condition (P f x,q,Λ ) is obtained using ω G\Λ ≡ 0. Stochastic monotonicity then implies that these two measures are extremal with respect to stochastic ordering.
In the sequel, we will work with the random-cluster measure on Z d induced by the weights
We denote the corresponding law P x ; it corresponds to the random-cluster measure associated with the Potts measure described in the previous section. In particular, the 2-point correlation function of the Potts model can be rewritten as (see, for example, [17, (1.16) 
From this, it immediately follows that the inverse correlation length ξ β (J) is equal to
We will write P ≡ P x and E ≡ E x for the law and expectation of the homogeneous model; the corresponding measure in a finite volume Λ Z d with boundary condition # ∈ {f, w} will be denoted P # Λ . Everywhere in the analysis below, except in the proof of Theorem 1.4, we will implicitly assume that x < x c = e βc − 1 and q ≥ 1 are fixed and we will thus omit them from the notation.
We also write ξ ≡ ξ x for the corresponding inverse correlation length. The following exponential decay of connectivities under P, established in [11] , plays a crucial role in our analysis.
Lemma 2.1. Let x < x c . Then there exists ν 1 > 0 such that, for n large enough,
We will prove all the results of Section 1 in the random-cluster representation. They can then be translated straightforwardly to the Potts model language via (3).
Remark 2.1. Since x < x c , we can always work in large but finite boxes. Indeed, for any event A depending on a finite number of edges, we can find a finite box
. This will be done in several instances for technical reasons, but we will keep the same notation as for the infinite-volume measure for readability purposes. The choice of boundary condition does not matter, thanks to the uniqueness of the infinite volume measure in the sub-critical regime.
↔ v the event in which u ↔ v using only edges originally present in A. We will use the following notion of boundaries: ∂A = {i ∈ A : ∃j ∈ A c , j ∼ i} and ∂ ext A = {i ∈ A c : ∃j ∈ A, j ∼ i}. We will also use the notation ∂A to denote the set of edges having exactly one endpoint in A.
Sums of the form b i=a for a, b not integers are to be understood as the corresponding sums with a, b replaced by the appropriate integers; for example, if this notation is used in the course of proving an upper bound, and the summand is nonnegative, then
i= a (taking integer part would not change our estimates, so we chose not to write them explicitly for readability purposes).
In the following proofs, we will say that a quantity f r (K) is o K (1) if the following is true: for every m > 0, one can find r > 0 and K 0 > 0 such that, for every
(the quantities r, K will make sense later and the notation will become clear from the context; we define this here for easy reference, since this appears in several places in the following sections).
We will also use the notation
Finally, all constants appearing in the proofs below depend a priori on q, x and d, but this will not be mentioned explicitly every time.
For a set E ⊂ E G and a random-cluster configuration ω, we write o E (ω) for the number of open edges of ω in E.
Given x ∈ Z d and a random-cluster configuration ω, we denote by C x = C x (ω) the cluster of x in ω.
2.3.
Outline of the paper. In the next section, we provide the proof of Theorem 1.1. In the process, we introduce some tools and calculations that will reappear in the proofs of Theorems 1.2, 1.3 and 1.4.
The procedure leading to the main claims is as follows: in Section 4, we reinterpret long connections in the homogeneous model in terms of a random walk with i.i.d. increments. This is done combining the coarse-graining procedure of [5] with a variant of the construction of [8] (see the comments at the beginning of Appendix C), which is described in a self-contained way in Appendix C. The statement of Theorem 1.2 and the second and third points of Theorem 1.3 follow, on the one hand, by studying a pinning problem for the random walk obtained in Section 4 (see Section 5) and, on the other hand, by an energy/entropy argument induced by the Russo-like formula described in Appendix B.2 (see Section 6). Finally, the first and fourth points of Theorem 1.3 are established in Section 7 by studying the localization of the random walk trajectory in a small neighborhood of L via a coarse-graining argument. The claim of Theorem 1.4 follows from the same analysis combined with self-duality, as explained in Section 7.6.
Basic properties and estimates
In this section, we prove Theorem 1.1. We assume throughout that x < x c . Using the correspondence described in the previous section, it is sufficient to establish the following lemma. Lemma 3.1 (Basic properties of ξ x ). The limit in (4) exists and defines a function ξ x with the following properties.
b) ξ x = ξ for all x ≤ x and ξ x < ξ for x sufficiently large. c) x → ξ x is locally Lipschitz continuous, nonincreasing on [0, ∞] and strictly positive for x ∈ [0, ∞).
x for x large enough. In particular, there exists x c ∈ [x, ∞) such that ξ x = ξ for all x ≤ x c and ξ x < ξ for all x > x c . Remark 3.1. We actually prove something stronger than strict positivity of ξ x : we show that there exists c > 0 such that, for all n,
By stochastic monotonicity, this implies the same bound for any boundary condition.
Proof.
• The existence and the first part of a) are shown using Fekete's lemma. We first prove existence of ξ
. Define π n = log P x (u ↔ u + n e 1 ). We see that (−π n ) n is a subadditive sequence: by FKG and translation invariance in the e 1 -direction,
≥ log P x (u ↔ u + n e 1 )P x (u + n e 1 ↔ u + (n + m) e 1 ) = log P x (u ↔ u + n e 1 ) + log P x (u ↔ u + m e 1 ) = π n + π m .
Fekete's lemma then implies that ξ u x = lim n→∞ −πn n = inf n −πn n exists; in particular,
, and therefore ξ u x ≤ ξ x . The same argument, exchanging the role of 0 and u, yields the reverse inequality.
• The second part of a) follows from
whereū v denotes the point obtained from u by a reflection through the hyperplane orthogonal to L containing v. The last inequality is a direct consequence of the bound (7) and the identity ξ u x = ξ x .
• The monotonicity of x → ξ x follows from the stochastic domination P x 1 P x 2 when x 1 ≥ x 2 .
• To get the first point of item b), we fix x ≤ x and work in a finite volume (see Remark 2.1). We will use a coupling Φ(ω, η) between P and P x satisfying (we denote C L (ω) the connected component of the line L in ω):
A sketch of the construction of such a coupling (as well as references) is provided in Appendix A. Choosing 1 > α > β > 1/2 and setting [j] = n α e 2 + j e 1 , we have
Together with P x (0 ↔ n e 1 ) ≤ P(0 ↔ n e 1 ) when x ≤ x, we get the result.
• For the second point of b), notice first that, for any edge e ∈ L, P x (ω e = 1 | ω \e ) ≥ 1/(1 + q x ) uniformly on ω \e . Therefore, by opening all edges from L [0,n] ,
n .
Choosing x such that q x < ξ, the result follows. Moreover, we obtain that ξ x ≤ q x , which corresponds to one side of item d).
• We now prove a variant of Lemma 2.1, establishing exponential decay of connectivities uniformly over boundary conditions under the measure P x .
Lemma 3.2. Assume that x < x c . Then, for any x ≥ 0, there exists a constant
Proof. First observe that the claim is an immediate consequence of FKG and Lemma 2.1 when x ≤ x. We thus assume from now on that x > x. Let us write
and treat separately the two terms in the right-hand side. For the first term, we rely again on the coupling Φ(ω, η) between P w x,Λn(u) and P w x ,Λn(u) as above: so that the claim follows again from Lemma 2.1. Let us finally consider the second term in the right-hand side of (9) . The proof in this case relies on a coarse-graining procedure similar to the one used in [5] . Fix a scale K and a number r (both of which will be later chosen sufficiently large, independently of n) and define
. We first coarse-grain the connected components of F using the following algorithm:
Algorithm 1: Coarse-graining procedure Set V = ∅, n = 1;
do Let v be the smallest such vertex and add it to V ; set V n = {v} and E n = ∅;
do Let w be the smallest such vertex and add it to V and to V n ; Let w ∈ V be the smallest vertex such that w ∈ ∂ ext [w] K and add the edge {w , w} to E n ; end
This algorithm yields a (possibly empty) family of trees
In view of the property (i), it is convenient to relabel the trees according to the position of their root. Namely, for any v ∈ D, we denote by T v = (V v , E v ) the (possibly empty) tree with root at v obtained using the above algorithm.
Denote by C K the number of vertices in ∂∆. The number of possible configurations of the tree T v , with fixed root v, is at most equal to the number of trees 2K L with branching number C K , which is in turn at most e c1 log(C K )|Vv| by an argument due to Kesten (see [16, Section 4.2] ). Therefore, by Lemmas 2.1 and B.1 (which can be applied provided we choose r large enough), the probability that the algorithm yields a given collection of trees (T v ) v∈D with total number of vertices N is bounded above by
3K
for all n large enough. This immediately implies that, whenever u connects to a side H of Λ n with H ∩ L = ∅, the desired exponential decay follows, since, in that case, v∈D |V v | ≥ n/(2K).
It only remains to take care of connexions to the two sides of Λ n intersecting L; by symmetry, it suffices to consider the side with largest e 1 component, which we denote by H. Let us split Λ n into slices (see Figure 3 .2). Define
and set
We say that the box B i is covered if S i−1 F ← → S i+1 and uncovered otherwise. Observe that, by property (iii) above, v∈D |V v | cannot be smaller than the number of covered boxes. Denoting by B + uncov = {n/3K ≤ i ≤ 2n/3K : B i is uncovered} the indices of all the uncovered boxes "on the right of" u, it thus follows from (10) that there exists c > 0 such that, for all large n,
The proof will be complete once we prove that the first term in the right-hand side decays exponentially with n. Let us decompose
Observe now that, in order for u to be connected to H, it is necessary that none of the boxes B i , i ∈ B + uncov is empty, in the sense of all the edges inside of it being closed. Clearly, B uncov only depends on the state of the edges in
Since the probability that all the edges inside an uncovered box B i are closed is bounded below by θ 2d|Bi| 0 > 0, uniformly in the state of all the other edges, we conclude that
n/6K , and the conclusion follows.
Remark 3.2. Note that, using a standard coupling argument, (8) implies that there is a unique infinite-volume random-cluster measure for any x ≥ 0. Since there is a.s. no infinite cluster under this measure, we conclude from the EdwardsSokal coupling that there is a unique infinite-volume Potts measure for any finite value of J.
• We can now prove the other half of item d). Notice that the same procedure as in the previous point ensures that, on the event 0 ↔ n e 1 , we can find
such that at least half of the boxes B i are uncovered with P x -probability at least 1 − e −c2n . Then, by finite energy, we can find ≡ (K, d, x) > 0 and c 3 ≡ c 3 (K, d, x) such that at least n/K boxes contain an edge in L that is pivotal for 0 ↔ n e 1 with P x -probability at least 1 − e −c3n (again, both and c 3 do not depend on x ). Denote this event B . Then, proceeding as before,
for x large enough.
• To prove continuity, we work again in large but finite boxes (following Remark 2.1). We start with a small computation (which will be used again in Section 5). Let x 1 ≤ x 2 and write λ = log(x 2 /x 1 ). Then,
Now, we partition the numerator in the logarithm w.r.t. the cluster of 0:
Partitioning w.r.t. the leftmost and rightmost point of C 0 ∩ L (denoted L and R), we then obtain
Note that λ < ξ x 1 when x 2 is close enough to x 1 (since ξ x 1 > 0). In this case, the last double sum converges and we get
Random Walk representation
In this section, we explain how one can couple the cluster C 0 under P(· | 0 ↔ n e 1 ) (remember that P denotes the homogeneous (that is, when x = x) random-cluster measure on Z d ) with a directed random walk on Z d for all x < x c . This coupling will allow us to analyze in detail the large-scale properties of C 0 . The construction is based on the decomposition of the cluster into irreducible pieces, as described in [5] , and on the arguments exposed in Appendix C that explain how to get rid of the dependency between the irreducible pieces. The exposition is not self-contained and its goal is mostly to setup notations and remind the reader of the main steps of the construction. A reader not familiar with [5] should refer to that work for details and additional explanations.
We start with a brief description of the coarse-graining in [5] . As we only consider the e 1 direction, the construction simplifies slightly. Let us first introduce the geometric objects required for the coarse-graining procedure. Let 0 < ψ ≤ π/2 and let
be the cone of angular aperture ψ and axis direction e 1 ; we will usually omit ψ from the notation and simply write Y . We also set Y = −Y and introduce the "diamonds"
Let us say that v ∈ C 0 is a cone-point if
We introduce three families of clusters:
• B L is the set of all clusters C such that: 0 ∈ C; C has a cone-point v such that C ⊂ v + Y ; C possesses no other cone-point with nonnegative e 1 -coordinate.
• B R is the set of all clusters C such that: 0 ∈ C; C has a cone-point v such that C ⊂ v + Y ; C possesses no other cone-point with nonpositive e 1 -coordinate.
• A is the set of all clusters C such that: C possesses exactly two cone-points, 0 and v ∈ Y , and C ⊂ D(0, v). (Note that the single-vertex cluster {0} belongs to both B L and B R .) We define a displacement application D from each of these three sets into Y by setting (v is the vertex appearing in the previous definitions): 
. We can then also concatenate a cluster γ f ∈ B R by first translating it by
. . , v m+1 be all the cone-points of C 0 with e 1 -coordinate in {0, . . . , n}. We assume that they are ordered according to increasing e 1 coordinates. (We also assume that m ≥ 1, since this will occur with high probability, as explained below.) These vertices induce a decomposition of C 0 into a string of m irreducible components (belonging to A) and two boundary-components (belonging, respectively, to B L and B R ):
Note that all the pieces are unambiguously identified after inverting the translations due to the concatenation, except for γ f . The latter ambiguity disappears if we impose that
The decomposition of the common cluster of 0 and n e 1 into irreducible pieces.
As shown in [5] , there exists ν 3 > 0 and ν 4 > 0 such that the number of irreducible pieces is at least ν 4 n with P( · | 0 ↔ n e 1 )-probability at least 1 − e −ν3n . In particular,
where the percolation events Γ b , Γ k and Γ f are defined as follows. Let γ k be the translate of γ k obtained after the concatenation operation and denote by v k , v k+1 the corresponding cone-points. We set
the definitions of Γ b , Γ f are completely similar. In order to apply the results of Appendix C, let us reformulate the above in the language of Appendix C (see the latter for details). Let us write D 1 (γ) = D(γ) · e 1 and set
Of course, with these definitions, we have
as desired. Moreover, the required properties are satisfied. To shorten notation, we simply write γ m = (γ b , γ 1 , . . . , γ m , γ f ). We first assume that s > 1. In this case, it follows from (12) that
since P(0 ↔ n e 1 ) = e −ξn(1+o (1)) . Let us now assume that s < 1. Since, by FKG,
We conclude that the radius of convergence of z → m≥1 z m γ m Ψ m (γ m ) is equal to 1, which establishes (H3).
In view of the above, we can import the results of Appendix C.1 to the present
One can then define (see (32)) two finite, positive measures ρ L and ρ R on B L and B R respectively, and a probability measure p on S * .
To any family γ = (γ b , γ 1 , . . . , γ m , γ f ), with m ≥ 1, we can associate uniquely a cluster of 0 (not necessarily containing n e 1 ), with cone-points v 1 , . . . , v m+1 (more precisely: γ b is not translated, while the other ones are concatenated as explained above). Any subset
by concatenating irreducible pieces not separated by conepoints in x. We then introduce a (positive, finite) measure on triples (γ, x, y), with y ∈ Y , by settingQ
By Lemma C.1 and Theorem C.4, there exists c > 0 such that, for any bounded function f of the cluster
for all n large enough. Given k distinct vertices x 1 , . . . , x k such that x 1 ∈ Y , x k ∈ n e 1 + Y and x i+1 ∈ x i + Y for 1 ≤ i < k, and an additional vertex y ∈ x k + Y , we can writê 
for all x large enough. Moreover,
as follows from Lemma C.3 and Remark C.2. Let us denote by P u and E u the distribution and expectation associated to the random walk (S ) ≥0 , starting at u ∈ Z d with transition probabilities given byp.
As a direct consequence of (13), observe that
for some c > 0. By the local limit theorem (see [18] ), uniformly in u, v such that u , n e 1 − v ≤ n 1/2−α (for some fixed α > 0),
and
In particular, we obtain the Ornstein-Zernike asymptotics:
In this section, we prove the upper bounds in Items (ii) and (iii) of Theorem 1.3, as well the d ≥ 4 part of Theorem 1.2. The argument in this section is a variant of the argument in [13] , which applied to the case of Bernoulli percolation.
We work once more in large but finite volumes (as explained in Remark 2.1). In view of Theorem 1.1, we can assume, without loss of generality, that x ≥ x. In particular, λ = log(x /x) ≥ 0. By (11), we have the upper bound
By Lemma 3.2 and (13), there exist λ 0 > 0 and c > 0 such that, for any λ < λ 0 ,
In particular, using (18) and (17),
for some c > 0. Then,
where the last inequality relies on the fact that the angle of the "diamonds" is at most π/2 and the fact that a step cannot cross the line if its parallel component is smaller than the distance between its starting point and the line. We get
where ρ λ b (y) and ρ λ f (y) decay exponentially in y , provided that λ be small enough. In particular, we can restrict the sum to the pairs u, v with |u|, |v| ≤ n 1/2−α and we have u,v ρ λ b (u)ρ λ f (v) < ∞. At this stage, notice that the problem has been reduced to the analysis of a variant of the random-walk pinning problem. Then, for any m 0 ≥ 1, we can write
with
The first inequality is obtained using (17) , writing
and expanding the product. The second inequality is obtained using e λx − 1 = e λx (1 − e −λx ) ≤ e λx λx. Now, we use the Markov property and the local limit theorem in dimension d − 1 to get that, for all j,
, with c 9 < ∞ provided that λ < c p . Therefore, defining
In dimension 4 and larger, we bound A(m) uniformly over m by ignoring the constraint j = m:
which is convergent for λ > 0 small enough. Using (19) with m 0 = 1, this implies that E e λ|L∩C0| 0 ↔ n e 1 ≤ c 11 n (d+1)/2 , which in turn yields ξ ≤ ξ x . Since, ξ ≥ ξ x always holds, we conclude that ξ x = ξ for λ > 0 small enough, and thus that x c > x in dimension 4 and larger. This proves the d ≥ 4 part of Theorem 1.2.
In dimension 2 and 3, we get a diverging (in m) upper bound on A(m). Consider the generating function associated to the sequence (A(m)) m≥1 and define B(z):
Using (20), we have the relation
Note that B is increasing on R + . Let f (λ) > 0 be the unique number such that B(e −f (λ) ) = 1. Since A(e −2f (λ) ) < ∞, we conclude that A(m) ≤ e 2f (λ)m for all large enough m. Now, using (19) 
2 )e 2f (λ)n ).
It then follows from Theorem
In this section, we prove the lower bounds in Items (ii) and (iii) of Theorem 1.3, which will then also imply the d ∈ {2, 3} part of Theorem 1.2.
For technical reasons, we work with large but finite systems (see Remark 2.1). The proof is based on an energy-entropy argument induced by
where δ ∈ (0, 1) is arbitrary and M δ is the event {there exists an open path γ ∈ Γ δ } with Γ δ the set of self-avoiding paths from 0 to n e 1 with at least δn cone-points on L [0,n] (cone-points for the path itself, not the cluster of 0). The analysis below applies to arbitrary values of the parameter δ. A specific choice will be made at the end of the section.
Lemma 6.1. Let A be an increasing event and take x > x. Then,
Proof. This is a straightforward application of Lemma B.2 and of the following consequence of the FKG inequality: P x (A) ≥ P This inequality allows us to control the "energy" part.
Lemma 6.2. There exists ρ > 0, depending on x, such that
Proof. Notice that M δ is increasing. We can thus use Lemma 6.1:
the last inequality following from the fact that Piv 0↔n e1 ⊂ Piv M δ on M δ . The claim will thus follow if we can prove that
where C(γ) is the set of edges in γ ∩ L [0,n] having a cone-point of γ as an endpoint. The last inequality uses FKG: on the one hand, the measure P s (· | γ open) is a random-cluster measure on the complement of γ with wired boundary condition on γ, and is thus positively associated; on the other hand, B γ and {e ∈ Piv 0↔n e1 }, for e ∈ γ, are positively correlated as they are decreasing events on configurations in which the edges of γ are open. We are thus left with showing that P s (e ∈ Piv 0↔n e1 | γ open) ≥ ρ uniformly over γ ∈ Γ δ , e ∈ C(γ) and s ∈ [x, x ].
Fix K ≥ K 0 large enough. Consider the cone Y ψ , as introduced in Section 4. 
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where P K,d,ψ (k) is a polynomial in k of degree at most 2d − 3 and C K is a constant depending polynomially on K; Lemma 2.1 was used to derive the second inequality. We take K large enough for the right-hand side to be at most 1/2. Plugging this into (21), we get the desired result with ρ = 1 2 ρ K and thus the initial claim. Let us now consider the "entropy" term P(M δ | 0 ↔ n e 1 ).
Lemma 6.3. There exist c 1 , c 2 > 0, depending on x, such that, for small enough δ > 0,
Proof. Proceeding as in the previous section, we work with the measureQ and the random-walk S = (S ⊥ , S ) associated to C 0 (with increments X i = (X ⊥ i , X i )). Notice that, every time S steps on L, the corresponding point is a cone-point for any open path in Γ δ . Let C δ be the event {S hits L at least δn times}. Define the sequence of hitting times of L: τ 0 = 0 and τ k = inf{m > τ k−1 : S m ∈ L} for k ≥ 1. Using (15), we can restrict to the case whereγ b andγ f are reduced to {0}, respectively, and writing R n = R(n e 1 ), we get
From (17), we get that, for all sufficiently large n and k ≤ n/2, P0(R n−k ) P0(Rn) ≥ c for some c > 0. Then, using the strong Markov property,
Now, denote by N n/2 = max{k ≤ n : S k ≤ n/2} the number of steps before exiting [0,
where we used an elementary large deviation estimate for a sum of independent random variables in the last line. Finally, the event {L ⊥ (n) ≥ δ * n } depends only on S ⊥ which is a random walk with i.i.d. increments in Z d−1 , and thus (see Corollary B.3 in [13] ):
Now, choosing δ to be
with C x , C x large enough (observe that x (1 + x ) > x(1 + x)/2 when x − x is sufficiently small), in Lemmas 6.2 and 6.3, we obtain the lower bounds stated in Items (ii) and (iii) of Theorem 1.3, which also implies the d ∈ {2, 3} part of Theorem 1.2.
Coarse-graining procedure and advanced properties
In this section, we prove the first and last items of Theorem 1.3, as well as Theorem 1.4. Namely, we show that, for x > x c , the connectivity function along the e 1 axis has pure exponential decay and that x → ξ x is real analytic and strictly decreasing on (x c , ∞). This will be done with the help of a coarse-graining procedure similar to the one we used in Section 3.
7.1. Coarse-graining. We first describe our coarse-graining procedure. Fix a scale K and a number r (both to be chosen later, independent of n) and define
where K = K + r log(K). 
Set v i to be the smallest site of A w.r.t. the lexicographical order; Set e i = (v * , v i ), where v * is the smallest vertex in V among those closest to v i ; Update V = V ∪ {v i } and E = E ∪ {e i };
Adapting the definitions introduced in the coarse-graining argument used in the proof of Item c) of Lemma 3.1 to our new boxes, denote by C K the number of vertices in ∂∆. As already used there, the number of trees T with N vertices that can be obtained via Algorithm 2 is at most e c16 log(
we call it an L-vertex. The next lemma will give us control on the probability to see a specific tree T . Lemma 7.1. The probability of a given tree T with m L-free vertices and N Lvertices satisfies
Proof. First, notice that whenever an L-free vertex is created, a connection as described in Lemma B.1 is induced forcing a cost e −ξK uniformly over the tree constructed so far (we fix r large enough to be able to apply Lemma B.1). When an L-vertex is created, two things can happen. The first possibility is that a crossing (in the easy direction) of a box −K, K × 0, K d−1 at distance at least r log(K) from the line L is induced (see Figure 7. 2), costing
) by Lemma B.1. The second possibility is that the vertex is connected to a side of ∆ crossed by L. The procedure used in the proof of Lemma B.1 together with (5) and (6) yield probability e −ξ x K (1 + o K (1)) for such a crossing (uniformly over the tree constructed so far).
Therefore, as τ = ξ − ξ x > 0 when x > x c , we have (for T containing m L-free vertices and N L-vertices):
Using this, we argue similarly as in the proof of Item c) of Lemma 3.1. Remark that, up to a term of order e −2ξ x n(1+o(1)) , we can restrict connections 0 ↔ n e 1 to those not connecting to
Connection to the boundary of ∆.
we have (with c 17 > 0 a constant depending on the dimension):
Thus, for any ρ ∈ (0, 1), we can find K 0 ≡ K 0 (ρ, τ ) such that, for K ≥ K 0 , there exists ν(ρ) > 0 depending on ρ, x and x such that
7.2. Renewal on L. We now use the coarse-graining of the previous section to show that, under P x ( · | 0 ↔ n e 1 ), C 0 possesses a number of cone-points on L of order n when x > x c (as defined in Section 4). For convenience, we look at cones Y (and diamonds) having angular aperture π/2. Theorem 7.2. When x > x c , there exist ρ cp ≡ ρ cp (x ) ∈ (0, 1) and ν 5 > 0 such that
Proof. Start by observing that C 0 is included in a K-neighborhood of T 0 . Then, define the shade sh(v) of a point v by
This corresponds to the portion of L that cannot contain cone-points of C 0 as soon as v ∈ C 0 . In the same fashion, define the shade of v ∈ T 0 to be the union over u ∈ [∆(v)] K (the K neighborhood of ∆(v)) of the shade of u. Finally, define the shade of T 0 as the union of the shades of the L-free vertices of T 0 . We will show that, with high probability, this shade does not cover a substantial proportion of L; then we will use a finite-energy argument to show that a positive fraction of the unshaded points are cone-points of C 0 . A first observation is that there exists c 19 not depending on K, such that the size of the shade of T 0 is at most c 19 K#{L-free vertices of T 0 }. This is proved by induction on the number of L-free vertices of T 0 . The first one is at distance at most 5K from the line and the inequality thus holds by definition of the shade. Then, adding an L-free vertex either adds the same shade size to the total shade (the vertex is far from the existing ones) or it increases the shade size by at most c 20 K, for some constant c 20 < 10, (see figure 7. 3). 
(which is included in the shade of the L-free vertices of T 0 ). We have, using (22),
Thus, as P x (0 ↔ n e 1 ) ≥ e −ξ x n(1+o(1)) ,
for some ν 7 > 0. Noticing that the number of B i is n 7K , this implies that at least half the boxes are illuminated with high probability. Now, we describe a surgery procedure creating a cone-point on L from an illuminated B i and bound its cost uniformly over the rest of the cluster of 0. 7.3. Pure exponential decay when x > x c . We are now in position to prove the last item of Theorem 1.3. This will be done in the same fashion as in Section 4, except that the "random walk" will here be pinned to the line, replacing the powerlaw correction present in (18) by a constant (which is related to the frequency of occurrence of cone-points on the line). We work here with cones of angular aperture π/2. As in Section 4, let w 1 , . . . , w m be the cone-points of C 0 lying on L (by Theorem 7.2, m is typically of order n). Let
define the cone-confined irreducible components of C 0 , and let ζ b and ζ f be the two components of C 0 \ (ζ 1 ∪ ζ 2 ∪ ... ∪ ζ m−1 ) containing respectively 0 (backwardirreducible) and n e 1 (forward-irreducible); they can possibly be reduced to a single vertex. All definitions of Section 4 extend with almost no modification to the irreducible components ζ. In particular, we can define percolation events
Then, for u, v ≥ 1, we can define
By Theorem 7.2, they satisfy
and ρ f (v) ≤ e −ν5v .
Again, all the properties listed in Proposition 4.1 hold in the present setting (with essentially the same proof). This allows us to proceed as in Section 4 in order to "couple" C 0 with a random walk S on Z >0 with i.i.d. increments X i in Z >0 having exponential tails. We denote its law and expectation by Q . The measures associated to the boundaries pieces will be denoted byρ b ,ρ f ; they have exponential tails. The arguments leading to (18) yield in the present setting
We can clearly restrict the sum to u, v < n/4. The conclusion then follows from the Renewal Theorem and Theorem 7.2, since they imply that
7.4. ξ x is strictly decreasing when x > x c . As discussed in Remark 2.1, we can find a sequence (a n ) n≥1 of large enough numbers such that ξ x = lim n→∞ ξ (n)
x , where
We can then bound
using Lemma B.2:
By Theorem 7.2, the number of cone-points can be assumed to grow linearly with n. As every cone-point induces at least one pivotal edge for 0 ↔ n e 1 , we can find a positive constant such that
≤ −c 21 uniformly in n. Thus, x → ξ x is strictly decreasing. Indeed, for x c < x 1 < x 2 < ∞,
Notice that the constant depends on x 2 .
7.5. Analyticity of x → ξ x for x > x c . For any x 0 > x c , we are going to prove analyticity of ξ x for x in a neighbourhood of x 0 . Let us thus fix x 0 > x c . We first make the following two assumptions, which will be proved at the end of the section:
Claim 7.1. ξ x can be obtained as the limit of − Assuming this, we can rewrite
The same construction as in the previous subsection (coarse-graining and finite energy), together with the strict monotonicity of ξ x on (x c , ∞), guarantee that there exists 0 > 0 such that, for any x in a neighbourhood of x 0 , we have . As before, the length of these irreducible components has exponential tails. We obtain
Proceeding as in Sections 4 and 7.3, we can partition ϑ b , ϑ 1 , . . . , ϑ m , ϑ f into finite strings of irreducible piecesθ b ,θ 1 , . . . ,θ k−1 ,θ f , and construct a probability measure Q on the irreducible componentsθ i and two finite measures p L , p R onθ b and θ f , respectively. All three measures have exponential tails, so that, up to an error of order e −cn with c > 0 uniform in x in a small neighbourhood of x 0 , (24) becomes
where the C comes from the pure exponential decay behaviour of P x 0 (0 ↔ n e 1 ) and the associated conditioning, and where
are exponentially decaying in for x in a small neighbourhood of x 0 . Notice that Q
is an analytic function of x . Define α 0 (x ) = 1 and
By definition, the radius of convergence of D is e ξ x . Then, consider the generating functions
By (24) and (25), the radius of convergence of A is given by the one of D(e t ), so that the radius of convergence of A(t) is equal to ξ x . Moreover, notice that B(t) converges for all t < t 0 for some t 0 > ξ x as q is exponentially decaying in . Then, (26) implies that
.
Thus B(ξ x ) = 1, which provides an implicit expression for ξ x . Defining
analyticity follows from solving Φ(w, z) = 1 for z in a neighborhood of (x , ξ x ). Analyticity of Φ(w, z) close to (x , ξ x ) follows from the exponential decay property of q , and
= 0 from a direct computation. The claim follows using the (analytic version of the) implicit function theorem.
Proof of Claim 7.1. To simplify notations, we will write j ≡ j e 1 when the meaning is clear from the context. First notice that P (n)
To obtain the reverse inequality, we partition, for M > 0,
Now, we bound separately the two terms in the RHS.
where the first inequality is a union bound, the second uses invariance under translation, the third is by Lemma 3.1, Item a), and the fourth follows from Theorem 1.3, Item (iv) with C ≥ 0 not depending on n. Then,
denotes the measure with modified weights on L [−M,n+M ] . The first inequality is by monotonicity (and
Putting together (27), (28), (29), and choosing M large enough so that C x e −M ξ x ≤ 1 2 we obtain:
Proof of Claim 7.2. The proof will be done using the same line of ideas as described above for the analyticity of ξ x . First notice that, for x ≥ x 0 ,
is an increasing function, and by translation invariance of E (for x < x 0 , the reverse inequality holds). Thus, existence of f x follows by Fekete's Lemma. Analyticity of f x follows the same lines as ξ x : the same representation of
, and the rest of the argument carries out in the same (in fact, simpler) fashion as in the ξ x case. 7.6. Interface localization. Theorem 1.4 is an essentially immediate corollary of the analysis leading to Theorem 7.2 and classical tools for the analysis of the random-cluster model (see [17] ): the Edwards-Sokal coupling and the coupling between the high-and low-temperature random-cluster measures on Z 2 . It is enough to make the following observations:
• Whenever {i, j} ∈ E 2 is such that {i, j} * is part of the interface, the edge {i, j} is closed in the random-cluster configuration associated to the Potts configuration by the Edwards-Sokal coupling. Note that this randomcluster model has wired boundary condition and a constraint that {i ∈
• By the standard coupling between the random-cluster model on Z 2 and its dual (which has parameters p * < p c , J * > 1 and the same value of q), the latter has free boundary condition and is conditioned on the two dual vertices (−n − 2 ) being connected. Let us denote by C n the corresponding cluster.
• By the above, the Potts interface is a subset of the (dual) cluster C n .
• The analysis leading to Theorem 7.2 can be repeated essentially verbatim, the fact that one is working in a finite system having no incidence.
• This implies that the cone-points of C n are also cone-points of the Potts interface, from which the desired result follows immediately.
L L Figure 7 .6. The FK representation of low temperature Potts model with Dobrushin boundary condition (the top is conditioned to not intersect the bottom) and the corresponding high temperature dual FK configuration (where the two points are conditioned to be connected).
Appendix A. Couplings
We sketch here the proofs of the existence of some couplings used in the paper. Similar construction (with more details) can be found, for example, in [15] and [10] .
Lemma A.1. Let G be a finite graph and let P x,q be the random-cluster measure with edges weights (x e ) e∈E G and cluster weight q on G. Then, for any e ∈ E G , there exists a coupling (ω, η) ∼ Φ of P x,q (· | ω e = 1) and P x,q (· | ω e = 0) such that
Proof. This lemma is standard and follows from a Markov chain argument: start from ω (0) ≥ η (0) and perform a heat bath dynamic simultaneously on the two configurations. Having constructed ω (n−1) , η (n−1) , construct ω (n) , η (n) in the following way: select an edge f uniformly at random from E G ; resample its state in ω (n−1)
∈ {f, e}, ω e = 1) to obtain ω (n) ; resample its
∀g / ∈ {f, e}, η e = 0) to obtain η (n) . The two dynamics can be coupled so that for every n, the law of ω (n+1) dominates the law of η (n+1) . Letting n → ∞, this gives the desired coupling.
Lemma A.2. Let G be a finite graph, let P x,q be the random cluster measure with edges weights (x e ) e∈E G and cluster weight q on G and, for E ⊂ E G , let P y,q be the random cluster measure with edges weights y e = x e if e / ∈ E y e < x e if e ∈ E , and cluster weight q. Then, there exists a coupling (ω, η) ∼ Φ of P x,q and P y,q such that
Proof. This coupling is slightly more involved and is done via an exploration process. Fix an arbitrary ordering of E G . We will explore the configurations by exploring the cluster of E. Denote C (n) E (ω) the cluster of E in ω (that is, the union of the clusters of the endpoints of the edges in E) restricted to the explored edges after step n (it always contains the endpoints of the edges in E) and let ∂C (n) E (ω) be the unexplored edge-boundary of C (n) E (ω). At step n, sample the smallest edge e n ∈ ∂C (n−1) E (ω) as follows: sample U n ∼ Unif([0, 1]) and set ω en = 1 {Un≤P x,q (· | ωe 1 ,...,ωe n−1 )} and η en = 1 {Un≤P y,q (· | ηe 1 ,...,ηe n−1 )} .
In this way, when an edge is open in η,
it is also open in ω. Observe that, once the cluster of E in ω is explored, its boundary will be closed in both configurations. We can thus sample the remaining edges in both configurations according to P f x,q;(C E (ω)∪∂C E (ω)) c , so the two agree outside of C E (ω).
Appendix B. Basic results in FK percolation B.1. A decoupling inequality. The following lemma is inspired by an analogous claim in [5] .
Lemma B.1. Let R > 0 and let A be an increasing event depending only on edges in a finite set
Proof. Notice first that, for u ∈ ∂D R/2 and v ∈ ∂D R , the distance between u and v is at least R/2. Then, partitioning according to whether the event ∂D R ↔ ∂D R/2 occurs, we get
where we used monotonicity in volume and in boundary conditions for the first inequality and Lemma 2.1 for the second one.
B.2.
A Russo-like formula. There exist various extensions of the Russo formula from Bernoulli percolation to FK percolation. However, we will need the following version, which we did not find in the literature. Recall that an edge e is pivotal for an event A in a configuration ω if the value of 1 {ω∈A} depends on the value of ω e . Denote Piv A (ω) the set of edges pivotal for A in ω.
Lemma B.2. Let P x,q be the random-cluster measure on a finite graph G, with weights (x e ) e∈E G and q ≥ 1. Let E ⊂ E G a collection of edges in G. Denote by P s x,q the random-cluster measure obtained by modifying the weights x by setting x e = s, ∀e ∈ E. Then, for s 2 > s 1 and any nondecreasing event A, we have
Consider a coupling (ω, η) ∼ Φ of P 
, where we used, in the second line, that A is increasing and ω ≥ η, so that η ∈ A =⇒ ω ∈ A and ω ∈ A c =⇒ η ∈ A c and thus
; we have also used the fact that e ∈ Piv A (ω) =⇒ ω ∈ A and η ∈ A c for the inequality. Plugging this into (30) gives
where the last inequality follows from finite energy of P s x,q . Integrating both sides between s 1 and s 2 and taking the exponential leads to the desired inequality.
Appendix C. Renewal for long-range memory process
The goal of this appendix is to present a way to factorize measures on sequences with exponential mixing. The procedure employed is a representation of the mixing property as a memory-percolation picture. The ideas used here are inspired from the construction done in [8] , but our set-up being a bit different (we deal with general kernels instead of probability kernels and we need "finite volume" estimates rather than estimates on the stationary measure), the results from [8] do not immediately apply, so we provide here a self-contained exposition.
C.1. Setting, Notations and Definition. We will work with A an alphabet (finite or countable), and B L , B R two sets containing ∅ (finite or countable). The objects of study will be measures on sequences of the form
We will say and assume:
• elements of A are called letters, sequences (or concatenation) of letters are called words; • A does not contain words;
• for x ∈ A n , denote |x| = n the length of the word x.
As we work with sequences, it will be useful to have a few operations on them. We first define the concatenation operation.
Definition C.1. For x = (. . . , x k−1 , x k ) a right-finite sequence and y = (y l , y l+1 , . . . ) a left-finite sequence, the concatenation of x and y is the sequence
By convention, the labels of the new sequence will be chosen to be consistent with the labels of x:
Elements of A will be considered as one-element sequences for concatenation. We then define the extraction operation.
Definition C.2. For k ≤ l ≤ m ≤ n ∈ Z and x = (. . . , x k , . . . , x l , . . . , x m , . . . , x n , . . . ) a sequence, the (l, m)-extraction of x is the sequence
We will use the following notations:
• S = n≥0 A n the set of finite sequences (A 0 = {∅}), and S * = n≥1 A n the set of non-empty finite sequences;
In all this Appendix, when not explicitly said otherwise, b L , b R , x will always denote elements of B L , B R , S * and x = (x 1 , . . . , x n ).
We will consider measures Ψ n on B L × S n × B R that are given by a kernel Ψ : B L × (A ∪ B R ) → R + and a weight function Ψ : B L → R + (for simplicity, we denote both by the same letter...). Namely, writing
we assume that
To lighten the notations, we will sometimes write
We will make the following additional assumptions on Ψ: (H1) uniform summability: there exists K < ∞ such that
H3) sub-exponential decay (or growth) of the mass: With this in hand, we augment each sequence b L x b R , x ∈ A n , with a stick-percolation realization on [0, n + 1] ∩ Z. This will be done with the help of a memory threshold sequence (following [8] ). Let x = (x 1 , . . . , x n ) ∈ S * , b ∈ B L and define
are nondecreasing sequences in k for any s, b and x. One can thus consider the "covered mass at depth k":
All these definitions are for s ∈ A, but they extend straightforwardly to the case where s is replaced by b ∈ B R . Observe that Assumption (H4) is equivalent to the existence of 0 > 0 such that a 0 ≥ 0 . Now, noticing that
where I n = I : {0, 1, . . . , n + 1} → Z ≥0 : I k ≡ I(k) ≤ k . Now enters the memory-percolation picture: I can be seen as the realization of a stick-percolation. In this way, each I can be associated to a cluster set that we will represent as the sequence of the lengths of its clusters:
We will write I ∼ (l 0 , . . . , l k ) if the cuts of the stick-percolation configuration induced by I are
One can thus see Ψ n as a measure on (B L A n B R ) × C n (equipped with the discrete sigma-algebra):
Notice that, for a given cluster realization (l 0 , . . . , l k ), the value of the weight
) for a given i is independent of the value of x j for j < i − I i . It is this essential property that will be exploited in our analysis.
x n−1 x n b R x n−2 ...
).
These are obviously nonnegative measures on, respectively, B L × S,S × B R and S. Moreover, denoting M + 1 the (variable) number of clusters in the percolation configuration, and defining
C.3. Decoupling of Random Sequences. We now present a factorisation result for weakly coupled measures. We always see Ψ n as a measure on (B L ×A n ×B R )×I n (with the discrete σ-algebra) as the percolation picture is induced by the memory values (I ∈ I n ) and thus all weights that we consider can be expressed as sums of weight of elements in (B L × A n × B R ) × I n . The idea being to approximate Ψ n by a factorized measure, we introduce the product measure P = p Z>0 , X = (X 1 , X 2 , . . . ) and B L/R sequences "sampled" from P, ρ L/R (one can just think as if they were random variables, and look at them as a convenient way of defining certain sets). Then define R L = {∃k ≥ 1 :
where Ξ n is understood as a measure on (B L , A n , B R ) × C n . Percolation estimates and the construction described in the previous section allow one to prove the following result.
Lemma C.1. Let (Ψ n ) n and Ψ be as described in Section C.1 and such that Conditions (H1), (H2), (H3) and (H4) are satisfied. Let ρ L , ρ R , p be defined by (32). Then, p is a probability measure and (i) there exist C 2 , c 23 > 0 such that
(ii) there exist C 3 , c 24 > 0 such that, for any f :
where the sum is over y ∈ B L × A n × B R .
Proof. We start by showing Item (i), as the second point follows from it and (33).
To lighten notations, we will use the notation s n k ≡ (s i ) n i=k for any kind of sequence (not just words) and write s n k =s n k instead of: s i =s i for i = k, k +1, ..., n. First observe that, using (H2) and the definition of a n ,
uniformly in b ∈ B L and s ∈ A (or s ∈ B R ) whenever n ≥ L 0 . Thus, for any b ∈ B L and
This and the fact that a n ≥ a 0 ≥ 0 imply that
We can then use (36) to obtain a "uniform" exponential decay estimate on I k : for
For l ≤ L 0 , the same computation and (37) gives
). Reformulating, one has
For
; note that it is nonnegative. Doing (almost) the same computation as in (38), one obtains the following
uniformly in i, j and r n+1 j+1 . In particular, there exist C ≥ 0, c > 0 such that:
We will also need a uniform cut estimate.
Claim C.2. There exists > 0 such that
uniformly in i, j and r n+1 j+1 .
Proof. Proceeding as in (38),
), since the infinite product converges.
We now use Claims C.1 and C.2 to implement an exploration argument which will imply that having no cuts in a long interval carries an exponentially small measure. This in turn implies exponential decay of ρ L , ρ R and p (Item (i)). Fix l, n large enough and m ∈ [0, n
We want to prove the following Claim C.3. There exist L 2 ≥ 0 and c > 0 such that, for all l ≥ L 2 and n ≥ m ≥ l,
Proof. The idea is the following: look at the furthest point reached by [m, n + 1]; call it i 1 . With measure at least , e i1−1 is a cut. If not, look at the furthest point reached by [i 1 , n + 1], and so on and so forth. To make this precise, we introduce
All these quantities are functions of the memory configuration I. Now, for any
via the uniformity in Claim C.2. Finally, for t > 0,
for any t ≤ c/2, where we used the uniform exponential decay property of the Y i s (Claim C.1) in the inequality. This gives:
for some c > 0 and δ small enough, via the application of the exponential version of Markov inequality.
With (33), Claim C.3 implies exponential decay of ρ L , ρ R and p (item (i)), as well as the bound Ψ n (A) ≤ e −cn (where A is defined just above (33)).
To conclude the proof of Lemma C.1, we must still establish Item (ii) and show that p is indeed a probability measure. We start with the latter. As p is a positive measure, we have to prove that x∈S * p(x) = 1. This will be done using a standard renewal argument. We will need the weights we only need to show that B(1) = 1. We will deduce this from a functional equation satisfied by the previously introduced generating functions:
Now, denoting r g Ac , r A , r B , r C L and r C R the radii of convergence of, respectively, g Ac , A, B, C L and C R , (i) and the exponential decay of Ψ n (A c ) imply that Since all notations and estimates are provided here, we prove a few technical points which are not directly useful in this paper but which might be of use in later investigations.
Lemma C.2. Under the assumption of Lemma C.1, there exists > 0 such that Before ending this sub-section, we observe two facts about the boundary pieces:
Remark C.1.
• The same argument as in Lemma C.3 gives the same result for p replaced by ρ R and b R ∈ B R instead of s 0 ∈ A.
• If Ψ(b L ) ≥ δ for some b L , then ρ L (b L ) ≥ δ (using the definition of ρ L ). 
where u ∈ Z d is the starting point of the trajectory. We continue to denote Ψ n the push-forward of Ψ n byṼ . It will be convenient to denotẽ
In turn,Ṽ induces an applicationV from (B L × S n × B R , C n ) to the trajectories of random walk with ≤ n + 2 steps via (denote y 1−e −(c 25 −2t) e −c26 < 1, which is true for t ∈ [0, t 0 ) for some t 0 = t 0 (m 0 ) > 0, once m 0 is chosen large enough.
The previous argument extends easily to obtain exponential decay in · under ρ L/R .
We now turn to the additional properties. The aperiodicity of S ⊥ follows immediately from (P3), since the latter gives p(X ⊥ = 0) ≥ 1 > 0. The aperiodicity of S is done identically and so is the irreducibility of S ⊥ under (P4). The symmetry is slightly less obvious. Start by observing that, by definition of a k (s|b L x n 1 ) and ∆ k (s|b L x n 1 ), (P5) implies that
and, thus, follows by summing over possible trajectories and applying the previous symmetry result.
