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Abstract
Broadband wireless mobile communications suffer from multipath frequency-selective
fading. Orthogonal frequency division multiplexing (OFDM), which is a multicarrier
communication techniques has become widely used because of its robustness against
frequency selective fading channel. Despite the many advantages, OFDM system
suffers from high peak to average power ratio (PAPR).
Discrete Fourier Transform Spread OFDM (DFT-SOFDM), which has a lower
PAPR is currently the system considered for uplink scheme in 3rd Generation Part-
nership Project Long Term Evolution (3GPP LTE).
In this thesis, we model a transceiver of Localized Discrete Fourier Transform
Spread Orthogonal Frequency Division Multiplexing (DFT-SOFDM) through an Ad-
ditive White Gaussian Noise (AWGN) channel and a Rayleigh fading channel. To
extend our current understanding of modulation schemes and reception techniques
taking into account the effects of fading channel, we propose a transmission and re-
ception scheme in the uplink through a frequency and time-selective fading channel.
We derive a signal model for MIMO DFT-SOFDM utilizing repeated Alamouti codes
to combat time selectivity. We propose MMSE estimation scheme which provides
superior BER performance compared to the MRRC solution.
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Notation
In this thesis, the following conventions hold.
• Boldface letters denote matrices and vectors.
• Scalars are denoted by non-boldface italics.
• E[·] represents the expectation operator.
• |x| is the absolute value of a complex scalar x.
• bxc denotes the floor of a real number x, while dxe denotes the ceiling of a real
number x.
• ‖x‖2 is the Euclidean norm of a complex vector x.
• IN is the N ×N identity matrix.
• 0N is the N ×N matrix with zeros entries.
• CM×N is the set of complex M ×N matrices.
• RM×N is the set of real M ×N matrices.
• XT is the transpose of X.
• XH is the conjugate transpose of X.
• X−1 is the inverse of X.
• diag(x1, . . . , xn) denotes the diagonal matrix with elements x1, . . . , xn
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Notation 13
• diag(X) represents the diagonal matrix with the same diagonal as the matrix
X.
• [X]i,j denotes the matrix element at the i-th row and j-th column.
• CN(m,σ2) denotes the complex normal distribution with meanm, and variance,
σ2.
• The N -points FFT/DFT operation on x = [x(0), x(1), · · · , x(N − 1)] is X =
[X(0), X(1), · · · , X(N − 1)], where X(l) = 1/√N∑N−1n=0 x(n)e−j2piln/N . Simi-





j2piln/N . l and n are respectively the subcarrier
and time indices.





1 1 1 · · · 1
1 e−j2pi/N e−j2pi2/N · · · e−j2pi(N−1)/N
1 e−j2pi2/N e−j2pi4/N · · · ...
1
. . . . . . . . .
...
1 e−j2pi(N−1)/N e−j2pi2(N−1)/N · · · e−j2pi(N−1)2/N

(1)
• δl,l′ is a Delta Dirac function, where δl,l′ =





1.1 Evolution of Wireless communication
Wireless communication systems have rapidly developed since the late of 1970s. It be-
gan with the implementation of Advanced Mobile Phone Service (AMPS) in Chicago
(1978) and Nordic Mobile Telephony (NMT) in Nordic countries [1]. These first gener-
ation (1G) wireless communication systems adopted analog transmission technology.
The frequency modulation (FM) scheme was used for communication among voice
users. The 1G system only offers speech service and has low capacity.
The low capacity and the limitations of analog radio technology in 1G system
encouraged network operators to develop new system with higher capacity.By the end
of 1980s, digital cellular systems, which used digital transmission technology, were
developed. This is known as the Second Generation (2G) system [? ]. This system
marked the transition from analog to digital radio technology. This advancement offers
not only speech service, but also data services with greater roaming capability [31].
However, low user capacity and low speed data transmission were the disadvantages of
this system at that time since higher speed data was in most demand. The prominent
standards in 2G communication system are Global System for Mobile Communication
(GSM), Digital AMPS (D-AMPS), Code Division Multiple Access (CDMA) or Interim
Standard-95 (IS-95), and Personal Digital Cellular (PDC).
1
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The large number of wireless mobile users, high speed data transmission, and
the global demand for multimedia services such as data, speech, audio, video, and
image were the motivations to develop new system with improved Quality of Services
(QoS). In the early 2000s, the Third Generation (3G) systems were introduced in
Japan. This system offers a wide range of multimedia services and supports higher
data rates services (up to 2 Mbps at for both fast moving users and slowly moving
stations) [24]. The most dominant standards are Universal Mobile Telecommunication
System (UMTS) and CDMA2000. Apart from developing mobile communication
systems, network operators also developed wireless network services using Wireless
Area Networks (WLANs).
Figure 1.1: Evolution Towards 4G System [31]
Technology innovation with greater spectral efficiency and flexibility is the main
emphasis for the evolution from 3G to 4G systems. In Fig. 1.1, we show the evolution
of wireless technology toward 4G system. As the 4G system is an evolved version of
the 3G system, the service scope and mobility of the 4G system is compatible with
those of the 3G system [31].
The main objectives of 4G mobile communication can be categorized as follows
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[31]:
¦ Ubiquity: With ubiquity, communication device will expand to cover all real-
world information. It means that the mobile networks have to have very large roaming
capability, providing users with access to the networks anytime and everywhere. The
challenge to the provision of ubiquitous communication is the need for worldwide
standardized services and technologies.
¦ Multimedia service: It is an essential property of the new generation mobile
communication. Multimedia services are expected to diversify services and increase
the volume of traffic by migrating traditional voice-oriented services over to services
centering on text data, image (still pictures, video), and other non-voice services.
¦ Low bit cost: : It is an essential requirement for users who transmit high volume
of data over a mobile network. With the current price per bit and the market for
the new application demanding high bit rate such as video service, this objective is
currently not possible to be established. According to [31] cost per bit should be
between 1/10 and 1/100 of 3G systems.
1.2 Objective
The main objectives of our research for this thesis are:
◦ Present a comprehensive study of DFT-SOFDM system which is a possible uplink
multiple access scheme in 3GPP Long Term Evolution (LTE).
◦ Introduce the principles of different channel conditions and estimation techniques
◦ Present simulation results in various channel conditions and analyze the system per-
formance through bit error rate (BER) curves of the Localized DFT-SOFDM system
in different channel conditions.
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1.3 Organization
In this thesis we propose a transceiver system for Localized DFT-SOFDM in a fre-
quency and time selective fading channel. We apply repeated Alamouti code [46] and
use the Minimum Mean Squared Error (MMSE) estimation scheme to estimate the
transmitted data.
In Chapter 2, we present a comprehensive overview of radio-wave propagation in
wireless communication system. We also present spatial diversity schemes in trans-
mission system. Alamouti encoding and two estimation schemes - Maximal Ratio
Receive Combining (MRRC) and MMSE - which are used in this study, are described
in detail.
An overview of the principle of Orthogonal Frequency Division Multiplexing (OFDM)
system is presented in Chapter 3. In OFDM system, we split a high data rate stream
into parallel lower data rate stream. We transmit these lower data rate stream us-
ing different subcarriers. Then we introduce the Single Carrier Frequency Division
Multiple Access (SC-FDMA) or the DFT-SOFDM. This is different from the OFDM
system since a DFT unit is added prior to the IDFT unit at the transmitter and an
IDFT unit is present at the receiver of the DFT-SOFDM system.
In chapter 4, we present a Localized DFT-SOFDM system for transmission in
an Additive White Gaussian Noise (AWGN) and frequency-flat slow fading channel.
The BER in both channels are determined theoretically and experimentally. We
also develop a Localized DFT-SOFDM system through a frequency-selective, slow
fading channel. Linear receiver techniques such as the zero-forcing (ZF) and MMSE
equalization are applied in the estimation of the transmitted data at the receiver side.
In chapter 5, we propose a transceiver for Localized DFT-SOFDM in frequency-
and time-selective fading channel. We apply repeated Alamouti code to a MIMO
Localized DFT-SOFDM. We propose an MMSE estimation scheme to estimate the
transmitted bits. BER performances of an MMSE estimation scheme has a significant
better performance than an MRRC combining scheme.
Chapter 1. Introduction 5
In chapter 6, conclusions are drawn based on theoretical analysis and simulation
results. Recommendations for future work are also presented.
1.4 Contributions
First of all, we propose a transmission and reception system of Localized DFT-SOFDM
through an Additive White Gaussian Noise (AWGN) channel and Rayleigh fading
channel. We obtain a lower bound for the BER performance of Localized DFT-
SOFDM through an AWGN channel.
To extend our current understanding of modulation schemes and reception tech-
niques taking into account the effects of frequency selective fading channel, we pro-
pose a transmission and reception scheme for Localized DFT-SOFDM system in a
frequency selective, slow fading channel in Chapter 4.
MIMO system, which provides spatial diversity, is also exploited in Chapter 5.
We propose MIMO DFT-SOFDM system for transmission through a frequency and
time-selective fading channel to overcome significant performance degradation due to
frequency shift. Our proposed system uses of an Orthogonal Space Time Block Codes
(STBC) (Alamouti codes) with repetition, together with MIMO system, to provide
superior BER performance in the estimation of the transmitted bits.
Chapter 2
Wireless Mobile Communication
Channel and Data Estimation
Schemes
2.1 Introduction
In this chapter, we discuss about the mobile radio-wave propagation channel, which is
the most challenging issue in wireless communication system. Due to the time varying
and multipath nature of the channel, the transmitted signal experience amplitude
fading and intersymbol interference distortion. We will also introduce space time
block coding technique such as Alamouti space time block codes, and various signal
estimation schemes that will be used in the later chapters of this thesis.
2.2 Wireless Mobile Communications Channel
To realize a wireless mobile communication, radio-wave propagation is a complicated
phenomenon. Unlike wired networks in which the channel is free from interference,
a wireless channel is unpredictable due to impairments from random time varying
phenomena induced by signal reflection, diffraction and scattering and relative mo-
6
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tion transmitter and receiver. Communications to users in urban areas in which the
base stations antennas are placed in high positions (such as on buildings or towers),
and antenna at mobile stations are in low position, results in the absence of Line
of Sight (LOS) between transmitter and receiver. Even if there exists a strong LOS
component, there will also be waves that are reflected, scattered and diffracted by
buildings, trees, walls and other objects between the transmitter and receiver. Hence,
the transmitted signal is corrupted when they reach the receiver. Moreover if either
the transmitter or the receiver is moving, then the transmitted signals will experience
random fluctuations in time. This is known as to a multipath fading where the sig-
nals on these different paths interfere with each other. This phenomenon is clearly
depicted in Fig. 2.1.
Figure 2.1: The Basic Principle of Multipath Progagation
Interference in a multipath channel can be either constructive or destructive. De-
structive interference results in fluctuation of the amplitude and phase of the trans-
mitted signal. A narrow pulse is spread over a relatively large time interval as a
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consequence of multipath propagation, hence leading to signal distortion in the re-
ceiver as shown in Fig. 2.2.
Figure 2.2: Effect of Multipath Phenomena
The effect of multipath phenomena depends on the nature of the transmitted signal
(its symbol rate or its bandwidth) and is mainly affected by the nature of the channel
(Doppler Spread, and delay spread). Delay spread results in time dispersion and
frequency selective fading, meanwhile Doppler spread results in frequency dispersion
and time selective fading [11].
Figure 2.3: Outcome of channel sounding experiment
Multipath fading occurs when the direct path of the transmitted signal is combined
with paths of the reflected signal paths, resulting in a corrupted signal at the receiver.
If a single pulse is transmitted over a multipath channel, the received signal will appear
as a pulse train, with each pulse in the train corresponding to the LOS component or
multipath components associated with the scatterers.
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An important characteristic of a multipath channel is the time delay spread of the
received signal. In Fig. 2.3, we depict the outcome of a channel sounding experiment
when we transmit a very narrow pulse through a time varying multipath channel.
Due to the multipath nature of the channel, the signal received consists of a string of
delayed ”echoes” of the narrow transmitted pulse with different amplitudes. Due to
the time varying nature of the channel, repeated soundings at different times produce
different time spread echoes. The time delay between the arrival of the first echoe
and the last echoes is known as the time delay spread or simply the delay spread of
the channel.
Figure 2.4: Occurrence of ISI
When the transmitted signal is a sequence of bi-polar pulses of duration T , instead
of a very narrow pulse, or if the delay spread of the channel is small compared to the
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symbol duration, then there will be little time spreading in the received signal. How-
ever, when the delay spread is a significant fraction (> 50%) of the symbol duration
or even exceeds the symbol duration, we can see that interference occurs between a
given pulse and a delayed echo of an earlier pulse that has traveled via a longer path.
This is known as inter-symbol interference (ISI).
In Fig. 2.4(a), we show a sequence of 4 transmitted bi-polar pulses. We assume
that there are 3 paths in the channel producing 3 echoes at the receiver. In Fig. 2.4,
(b) and (c) we have drawn the echoes one overlapping the other. In (b), the delay
spread is less than 50% of T, therefore the time window where there is no ISI is still
sufficiently broad rendering a high probability of correct detection. In (c), the delay
spread is greater than 50% of T, therefore the time window where there is no ISI has
diminished rendering a high probability of wrong detection.
Another characteristic of the multipath channel is its time-varying nature. This
time variation arises due to relative motion of the transmitter and the receiver. There-
fore, the location of reflectors in the transmission path, which give rise to multipath,
changes over time. Thus, if we repeatedly transmit pulses from a moving transmitter,
we will observe changes in the amplitudes, delays, and the number of multipath com-
ponents corresponding to each pulse. However, these changes occur over a much larger
time scale than the fading due to constructive and destructive addition of multipath
components associated with a fixed set of scatterers.
In Fig. 2.5 we show a mobile moving in a straight line with a speed ν. Its direction
of motion makes an angle α to the arrival direction of an incoming horizontal wave at
frequency fc, where the transmitter is assumed stationary. Relative motion between
transmitter and receiver causes the Doppler shift, whereby shifts in frequency occur
based upon the direction and speed.
To understand the Doppler effect, first assume that the frequency of transmitted
signal is held constant. The wavelength of the signal will also remain constant. If
both the transmitter and the receiver remain stationary, the received signal in the
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Figure 2.5: Illustration of Doppler Effect
receiver will also has the same frequency fc. Now, if either the transmitter or the
receiver or both move toward the other, the received signal spectrum , called the
Doppler spectrum, will have components in the range fc − fd to fc + fd, where fd is







cosα = fmcosα (2.1)





If the mobile is moving towards the direction of arrival of the signal, the appar-
ent frequency is increased (the Doppler shift is positive) and the apparent frequency
decreases (the Doppler shift is negative) for motion away from the transmitter. This
occurs because the mobile crosses the wavefronts of the incoming wave at a different
rate from when it is stationary. This effect is called Doppler spread.
A related parameter, called coherence time ∆t(c), is defined as the time duration
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It can be seen that a slowly varying channel (small Doppler spread) has a large
coherence time and vice versa.
In order to analyze the effects of the Doppler shift to the mobile signal, it is
necessary to assume some reasonable model of the statistics of the arrival angle of the
multipaths. A simple and useful model for mobile radio channels has been proposed by
Clarke [17]. In the definition of this model, Clarke makes the simplifying assumption
that all the scatter components arrive with the same amplitude (termed isotropic
scattering) but that the components are distinguished from one another by the angles
of arrival and the phases of the components. The angles of arrival and the phases
of the received signals are both assumed to be distributed uniformly, and the arrival
angle and phase of each component are assumed to be statistically independent of
each other. Let p(α)d(α) is the fraction of the total incoming power within dα of the
angle α, and G(α) is the azimuthal gain pattern of the mobil antenna, the mean power
arriving from an element of angle d(α), with a mobile antenna gain in the direction a
of G(α) [11], is then
P (α) = G(α)p(α)d(α) (2.4)
If the scattered signal is a signal of frequency fc , then the instantaneous frequency
of the received signal component arriving at angle α is obtained by:
f(α) = f =
ν
λ
cosα+ fc = fmcosα+ fc (2.5)
The power spectrum of the received signal, S(f), is then found by equating the
power in an element of α to the power in an element of spectrum, thus
P (f) = S(f)d(f) (2.6)
Note that the same Doppler shift occurs for two values of α, one the negation of
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the other. The positive and negative parts of the p.d.f. are, therefore




by differentiating (2.5) we get
|df |/|d(α)| = fm| − sin α| (2.9)






















Hence, taking G(α) = 1.5, which corresponds to a short (Hertzian) dipole, and a
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, for|f − fc| < fm,
0 , for|f − fc| > fm.
(2.15)
It is illustrated in Fig. 2.6,we see that if Doppler shift is maximum of f = fc± fm the
Doppler components have an infinite power spectral density.
Figure 2.6: Doppler power spectrum
2.2.1 Slow and Fast Fading
Considering the time-selectivity of a mobile channel, a channel is classified as either
slow or fast fading [11]. Depending on how rapid the change of transmitted signal
bandwidth compared to the rate changes of the channel bandwidth. It is related to
the coherence time ∆t(c) of the channel, which is also related to the Doppler spread
Bd.
Slow Fading
The fading is considered to be slow fading if the coherence time of the channel is much
greater than the symbol period, Ts, of the transmitted signal, or
∆t(c) > Ts (2.16)
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The changes of the channel impulse response are slower than the symbol duration
of transmitted signals [11]. Therefore, the channel attenuation and phase shift are
basically constant over at least one signaling period. However, a particular fade level
will affect many successive symbols, leading to burst errors. In the frequency domain,
the Doppler spread of the channel is much less than the signaling bandwidth or
Bd < Bs (2.17)
Fast Fading
In a fast fading channel, the channel impulse response changes rapidly during one
signaling interval [11]. It means that coherence time of the channel is smaller than
the symbol period of the transmitted signal or
∆(t)c < Ts (2.18)
Due to the Doppler spread, this fading decorrelates from symbol to symbol leading to
signal distortion. In the frequency domain, the Doppler spread of the channel bigger
than the symbol duration/pulse rate or
Bd > Bs (2.19)
The signal will be severely distorted if the Doppler spread increases. A channel that
experiences fast fading is also known as time-varying channel.
2.2.2 Frequency-Flat and Frequency-Selective Fading Chan-
nel
Rayleigh fading channel can be categorized as either flat fading and frequency-selective
fading. It is related to the variance of the magnitude of the channel frequency re-
sponse. The amount of frequency selectivity is generally measured by the system
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bandwidth (delay spread, Tm and coherence bandwidth, ∆f(c)). Their measurements





In other words, given the same channel (environment), it can be either frequency-
selective when transmitted using a wideband system or frequency-flat when transmit-
ted using a narrowband system. In the time domain, this frequency selective Rayleigh
fading channel result in inter-symbol interference (ISI) which is a major BER perfor-
mance degradation for signal transmission in wireless communications.
Frequency Flat Fading Channel
The channel is frequency-non-selective (frequency-flat) if the signal bandwidth is much
less than the channel coherence bandwidth. This results in a flat-fading channel being
narrowband or:
Bs < ∆f(c) (2.21)
Equivalently, the symbol period is much greater than the delay spread or:
Ts > Tm (2.22)
As a result, all the frequency components have similar behavior and it does not change
much in any time instant. We can model this channel as one tap channel.
Frequency Selective Fading Channel
The fading channel is said to be frequency-selective if the bandwidth of the transmitted
signal is much greater than the coherence bandwidth of the channel. This is also
known as wideband channel, since:
Bs À ∆f(c) (2.23)
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On the other hand, this means that the channel delay spread is clearly greater than
the symbol/pulse duration or
Tm < Ts (2.24)
Intuitively, some parts of the spectral components of the transmitted signal are
affected by different amplitude gains and phase shifts. Thus, in the time domain, this
phenomenon is known as inter symbol interference (ISI).
2.3 Combining, Coding and Estimation Scheme
Due to multipath propagation as mentioned in Section 2.2, wireless communication
system suffers from severe impairments. Diversity technique is an effective way to
mitigate the effects of multipath fading channel. The common forms of diversity
technique are spatial, frequency and time diversity.
Spatial diversity can be achieved using Multiple Input Multiple Output (MIMO)
system. It has been proved that channel capacity increases with the number of antenna
[28]. These systems use multiple antenna elements in both the transmitter and receiver
to improve the capacity over single antenna topologies when operated in multipath
environment.
The idea behind MIMO is that the signals on the transmit antennas at one end
and the receive antennas at the other end are combined in such a way that the quality
in terms of the bit-error rate (BER) or the data rate (in terms of b/s) for each of
the MIMO user can be improved [27]. Some approaches in MIMO system includes
Space-Time Coding such us Alamouti code, and Combining scheme such us Maximal
Ratio receive Combining. We also discuss Minimum Mean Squared Error Estimation
(MMSE) scheme in the last part of this chapter.
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2.3.1 Maximal-Ratio Receive Combining (MRRC)
For a MIMO system with Nt transmit antennas and Nr receive antennas, one receive
antenna will receive transmitted signal from Nt transmit antenna. In this scenario,
these following combining schemes can be applied to achieve receive diversity [19]:
◦ Selection Diversity (SD); This combining scheme selects received signal with the
highest signal-to-noise ratio (SNR).
◦ Equal Gain Combining (EGC). Each branch is multiplied by an equal weight
complex phasor which is associated with channel coefficient for the respective branch.
these signals are then combined to obtain the decision statistics.
◦ Maximal Ratio Receive Combining (MRRC). The receiver corrects the phase ro-
tation caused by a fading channel and then combines the received signals of different
paths proportionally to the strength of each path [20]. Since each path undergoes dif-
ferent attenuations, combining them with different weights yield an optimum solution
under an AWGN channel.
Figure 2.7: MRRC with 1 transmit antenna and 2 receive antennas.
In this chapter, we only focus on the MRRC which has the best BER perfor-
mance in Raylegh fading channel compared to EGC and SD [19]. The Maximal-Ratio
Receive Combining (MRRC) scheme is a basic combining scheme for SIMO system
which uses single transmit antenna and multiple receive antennas. We assume that
the receiver has perfect knowledge of the channel state information (CSI). In order to
obtain improved results over simple matched filtering, it needs a combiner to combine
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the signals from different receive antennas as shown in Fig. 2.7.
Assuming a (1× 2) Single Input Multiple Output (SIMO) system where the chan-
nel coefficients of each antenna are independent one another. Let h0 and h1 as the






The data s0 is transmitted through channel h0 and h1 to the receive antenna 0 and
1. We denote n0 and n1 as the additive Gaussian noise in each channel. The received
signal in each antenna is given by:
r0 = h0s0 + n0 (2.27)
r1 = h1s0 + n1 (2.28)
or can be expressed in matrix form as:
rn = Hs0 + n (2.29)
where r = [r0 r1]
T and n = [n0 n1]
T
The MRRC receiver combines the received signals from the two antennas to obtain








= h∗0(h0s0 + n0) + h
∗
1(h1s0 + n1)
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2.3.2 Alamouti Code
Alamouti code is a simple orthogonal space-time block code (OSTBC) which was first
proposed by Alamouti for wireless communications systems [46]. Alamouti code does
not only achieve full diversity, but also uses simple linear receiver to derive Maximum
Likelihood (ML) signal detection. Alamouti code is famous scheme for transmission
system using two transmit antennas which simultaneously transmit two symbols in a
given time instant.
Figure 2.8: Alamouti Code with 2 Transmit Antennas and 1 Receive Antenna.
In Fig. 2.8, we show the Alamouti code transmission process in a (2 × 1) Multi-
ple Input Single Output (MISO) system . During the time instant n, the transmitter
transmits data symbol s0 through the first antenna and simultaneously s1 is transmit-
ted through the second antenna. At the next time instant n+1, −s1∗ is transmitted
through the first antenna and s0
∗ though the second antenna, where (.)* denotes the
complex conjugate. The Alamouti code is also described in space-time domain as in
Table. 5.1
Table 2.1: Space-time Alamouti Code
space time 1 time 0
antenna 0 −s∗1 s0
antenna 2 s∗0 s1
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For single receive antenna system then the received symbol at the first time instant
r0 is:
r0 = h0s0 + h1s1 + n0 (2.33)
and the received symbol at the second time instant r1 is:
r1 = −h1s0∗ + h0∗n1 (2.34)
Taking conjugate operation on (2.34), the received signals from r0 and r1 can be
represented in a matrix form as:





























 |h0|2 + |h1|2 0
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The estimated symbols are given by:
sˆ0 = (|h0|2 + |h1|2)s0 + h0∗n0 + h1n1∗
sˆ1 = (|h0|2 + |h1|2)s0 + h1∗n0 − h0n1∗ (2.37)
2.3.3 Zero-forcing Estimator
When the channel is not ideal due to time or frequency selective fading, the received
signal composes of the original signal, noise and interference such as ISI. To obtain an
estimation for the transmitted signal, the optimum receiver is a Maximum Likelihood
(ML) Sequence Estimator, which has a high complexity. In practice, instead of using
ML estimator, a low complexity estimator such as Zero Forcing (ZF) is possible to
apply .
ZF estimator is a linear estimator which basically invert the channel matrix. As-
suming the channel condition is perfectly known by the receiver, the receive signal is
given by:
rn = Hs+ n (2.38)
where s ∈ CM×1 is the transmitted signal. The estimation of transmitted signal in the
receiver is obtained by finding the inverse of matrix H. The inverse of matrix H exists
only if H is square and has full rank. For the case H ∈ M × N then the estimation
of transmitted signal in the receiver is given by:
s˜n =W
Hrn (2.39)
where wH = (HHH)−1HH is Moore-Penrose pseudo-inverse matrix of the channel.
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Eventually, the ZF signal estimation is expressed as:
s˜n = (H
HH)−1HHrn = sn + (HHH)−1HHnn (2.40)
Note that the off diagonal terms in the matrix (HHH)−1 are not zero. Hence,
zero forcing equalizer tries to null out the interfering terms when performing the
equalization. For example, when solving for s˜1, we try to null the interference from
s˜2 and vice versa. In doing so, there can be noise enhancement. Hence Zero Forcing
equalizer is not the best possible equalizer for signal estimation. However, it is easy
and has low complexity to implement.
2.3.4 Minimum Mean Square Error Estimator
A Minimum Mean Square Error (MMSE) estimator is an estimation approach by
minimizing the mean square error (MSE). We define the error as the difference between
the actual received signal with weighting and the reference (transmitted) signal after
combining.
e(n) = sˆ(n)− s(n)
= sˆ(n)−WHrn (2.41)
Let the MSE cost function E[e2(n)] be expressed as J = E[|s(n) −WHrn|2]. We
get:
J = E[|e(n)|2]
= E[|s(n)2|]− E[rns∗(n)]W+WHE[rns∗(n)] +WHE[rnrHn ]W
= σs
2 −PrsW−WHPrs +WRrrWH (2.42)
where
• Prs = E[rns∗(n)] is the N × 1 cross-correlation vector between rn and s∗(n)
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• Rrr = E[rnrHn ] is the N ×N auto-correlation matrix of rn
We aim to determine an optimum weight vector W such that the cost function is
minimum. In the other words, the gradient of the cost function J is identically zero.
This is obtained by minimizing (2.42) with respect to WH , or:
∂J
∂Wk
= 0, for k = 0, 1, . . . , N − 1 (2.43)
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∂wN−1
]T
is the gradient operator. The kth complex coef-
ficient weight is denoted as wk = ak + jbk, with ak and bk are the real and imaginary




































from (2.42) and (2.44) we find the conjugate derivative of J with respect to W is
given by:
∇W∗J = −Prs +RrrW (2.49)
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= (HE[ssH ]HH + E[nnH ])−1E[ssH ]H (2.51)
= (HHHEs +NoIM)
−1EsH (2.52)
Eventually, the MMSE estimation signal is given by:








Mobile wireless communication system suffers from the effects of propagation fading.
The extent of fading basically depends on the nature of the signal. Based on the
Doppler Spread and the Delay Spread, a fading be categorized into two independent
groups. Based on the Doppler spread, a channel can be catagorized as either a fast
fading or slow fading channel. Based on the delay Spread, a channel might experience
flat fading or frequency selective fading.
Communication through wireless mobile channel may be subjected to multipath
fading which leads to signal interference. In order to overcome multipath fading
and enhance data rates, MIMO system which uses multiple antennas in both the
transmitter and the receiver can be applied. MIMO exploits the principle of spatial
diversity. We also discussed the use of Alamouti code in MIMO systems and the
MMRC and MMSE combining and estimation scheme. Alamouti code is one of the
full rate orthogonal space time block codes used to achieve transmit diversity in MIMO
system. MMRC is a combining scheme which maximizes output SNR by combining
or summing the branch SNRs to obtain receive diversity.
Chapter 3
Discrete Fourier Transform Spread
OFDM (DFT-SOFDM) Systems
In this chapter, we first review Frequency Division Multiplexing and Orthogonal Fre-
quency Division Multiplexing (OFDM) system. In section 3.3, we give an overview
of Discrete Fourier Transform Spread OFDM (DFT-SOFDM) systems. In a DFT-
SOFDM system, an N-point DFT unit is used to convert a time data stream into the
frequency domain. A subcarrier mapping unit then maps the frequency domain data
into the respective subcarrier position before the frequency domain data goes trough
OFDM modulation.
3.1 Frequency Division Multiplexing (FDM)
Multimedia technology currently does not only include voice signal services but also
data, speech, audio, video, and image services. The number of users for these ser-
vices increases rapidly over the past few years resulting in very large number of users
requiring high speed data transmission and broadband channels for transmission.
Multi-carrier technology has been developed to provide for such a high speed data
transmission.
The basic principle of Multi-carrier technology is Frequency Division Multiplexing
26
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(FDM). In FDM, multiple signals are transmitted simultaneously over a single trans-
mission channel by splitting a high-rate data stream into a number of lower rate data
streams [2], and transmitting the low data streams simultaneously over a number of
different sub-carriers. For example, if we have N number of subcarriers, then each
subcarrier will have a bandwidth of 1/N of the overall system bandwidth. By care-
fully selecting the number of subcarrier in a multicarrier system, we can ensure that
each data on each subcarrier experiences a flat fading.
FDM transmission technique is sensitive to frequency overlap between adjacent
sub-carriers. To avoid this problem, spacing (guard band) is placed between sub-
carriers,as shown in Fig. 3.1. These sub-carriers are identified by a center frequency,
fc, of transmission. This guard bands insertion naturally results in inefficient use of
spectral resources which is the drawback of FDM system.
Figure 3.1: Guard Band in FDM system
Due to the rapid advancement of the wireless technologies, high speed data trans-
mission becomes possible. There is an increasing need for more radio spectrum, but
the available spectral resources have already been licensed. Thus, a suitable spectrally
efficient modulation technique is needed. In order to obtain greater spectral efficiency,
guard bands have to be omitted and the occupied subcarrier spectrums have to over-
lapped in an orthogonal manner such that they do not interfere with one another.
FDM system has evolved into a system that transmits data on orthogonal subcar-
riers without interference. This system is known as Orthogonal Frequency Division
Multiplexing (OFDM).
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3.2 OFDM Systems
As mentioned in the previous section, to maximize spectral efficiency, the sub-carrier
spectrums in OFDM systems are overlapped. Ordinarily, overlapping adjacent fre-
quencies can interfere with one another. However, by carefully selecting the frequency
spacing, we can ensure that these sub-carrier spectrum overlaps in an orthogonal man-
ner without interfering. The use of overlapping sub-carriers overcomes the inefficiency
of the conventional non-overlapping multi-carrier technique (FDM). As a result, in
OFDM systems spectral efficiency is maximized without causing interference. It can
be shown in Fig. 3.2, where OFDM system has greater spectral efficiency compared
to conventional FDM system.
Figure 3.2: Comparison of frequency spacing between conventional FDM and OFDM
Let sk for k = 0, 1, · · ·N − 1 be the source complex symbols of OFDM system.
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skψk for 0 ≤ t ≤ Ts (3.1)
where Ts the symbol period.
To ensure orthogonality, the frequency spacing between subcarriers should be 1/Ts.








 1, for p = q0, for p 6= q . (3.2)
where * denotes the complex conjugate.
The basic principle of OFDM multi-carrier system is that it splits a high bit rate
input into a parallel lower bit rate output before transmitting it across the channel.
The increase in the number of carriers in a multi-carrier or parallel transmission will
effectively increase the symbol duration. For example, in an OFDM system with N
sub-carriers, then its high bit rate data stream is split into N parallel low bit data
streams. By having these parallel data streams, the bandwidth of each modulation
symbol is decreased by N . Equivalently the time duration of the modulation symbol
is increased by a factor of N . Each data stream is then modulated using different
sub-carriers in their respective sub-channels. This lower bit data stream can reduce
ISI significantly.
3.2.1 OFDM Implementation
In Fig. 3.3 we illustrate a basic OFDM modulator and demodulator. OFDM modu-
lator, as shown in Fig. 3.3.a, consists of a bank of N complex modulators and each
modulator is corresponds to one subcarriers. Thus, for a large number of subccarriers,
this system becomes expensive and complex. The receiver also needs precise phasing
of the demodulating carriers and sampling times in order to keep crosstalk between
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subchannels acceptable[33].
Figure 3.3: OFDM Modulation and Demodulation
In order to overcome the complexity and obtain low cost system, Discrete Fourier
Transform (DFT) has been applied as part of the modulation and demodulation
processes. In OFDM system, FFT/IFFT is one of the fundamental components in
its block. The IFFT operation is a simple way to modulate data onto orthogonal
sub-carriers.
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This signal, s(t), is sampled at an interval TOFDM =
Ts
N



















(3.4) implies that xn is the IDFT of sk. Hence, by using the FFT algorithm, both
the transmitter and the receiver can be implemented using efficient FFT techniques
which reduces the number of multiplication from N2 in DFT down to N logN [33].
The OFDM transceiver architecture is depicted in Fig. 3.4.
Figure 3.4: Stucture of OFDM System
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At the transmitter of OFDM system, after serial to parallel conversion, the data
undergoes IFFT process which results in a time-domain data. Cyclic Prefix (CP) is
inserted to the time domain data before transmission accross the channel to avoid
inter-symbol interference (ISI).
At the receiver, signal processing is performed in the frequency-domain through
the use of an FFT block. Ideally, in the absence of synchronization error, channel
effects, and AWGN, the output of the FFT unit will be the original symbols that
were sent to the IFFT unit at the transmitter.
3.2.2 Guard Interval and Cyclic Prefix
Figure 3.5: Mitigate ISI and ICI by GI and CP
Inter-symbol interference (ISI) caused by multipath channel is a common problem
faced in wireless transmission. In an OFDM system, ISI causes a loss of orthogonality
between sub-carriers hence leading to Inter-Carrier Interference (ICI). One of the
excellent feature of OFDM is its robustness against ISI when Guard Interval (GI) is
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inserted between two OFDM symbols.
In Fig 3.5.a, we show that a Guard Interval is appended at the beginning or the
end of the symbol to further increase the symbol period. GI can be zeros or empty
space, with a duration depending on the channel condition. In order to mitigate ISI,
its duration has to be longer than the maximum delay spread of the channel to ensure
that in a multipath channel, the adjacent symbols of OFDM do not interfere each
other.
Let Ts be the symbol duration and TGI be the GI duration. By appending GI to the
OFDM symbol, the overall duration of the OFDM symbol becomes TOFDM = Ts+TGI
Although ISI problem is solved by using a GI, ICI still exists since GI is zeros or
empty space. ICI problem is solved by replacing the zeros or empty spaces in the
GI with parts of the data symbol, which is called called cyclic prefix (CP) or cyclic
extension. Overall the transmitted OFDM symbol with CP is shown in Fig. 3.5.b. In
CP, the last few data symbols are appended to the beginning of the OFDM symbol.
The CP still occupies the same time duration as GI.
3.2.3 Advantage and Drawback of OFDM
Advantages
The advantages of OFDM system are summarized as follows:
♦ Simple and Efficient implementation
Implementation of FFT/IFFT for modulation and demodulation functions is compu-
tationally efficient and reduces the complexity, especially at the receiver [22].
♦ High spectral efficiency
As shown in Fig. 3.2 OFDM system achieved better spectral efficiency compared to
classical FDM system.
♦ Remove ISI and ICI
ISI is present and the orthogonality between subcarriers will be lost when the OFDM
symbols are transmitted through a fading channel. It has been proven that CP com-
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bats ISI, and maintains the orthogonality between the subcarriers. In doing so, ICI
is removed.
Disadvantages
The major drawbacks of an OFDM system includes:
♦ High Peak to Average Power Ratio (PAPR)
An increase in the number of subcarriers results in higher PAPR of an OFDM signal.
In hardware, this increases the complexity of power amplifier design.
♦ Sensitivity to frequency offset
The use of GI and CP in OFDM system has strong tolerance against timing offset.
However, its tightly packed subcarries give rise to increased sensitivity to carrier
frequency error such an oscillator impairments [22].
3.3 Discrete Fourier Transform Spread OFDM (DFT-
SOFDM) Systems
OFDM system, with its advantages, is currently an effective scheme for wireless com-
munications. However, the major disadvantage of OFDM system is that high Peak-
to-Average Power Ratio (PAPR) of the received signal require a more complex linear
amplifier at the receiver [7]. The single carrier technologies, which have lower PAPR,
are preferred, for future communications in uplink. Such schemes include Interleaved
Frequency Division Multiple Access (IFDMA) and Discrete Fourier Transform-Spread
Orthogonal Frequency Division Multiplexing (DFT-SOFDM) [30, 32].
The Third Generation Partnership Project (3GPP) has proposed Discrete Fourier
Transform-Spread Orthogonal Frequency Division Multiplexing (DFT-SOFDM) as a
strong candidate for multiple access schemes in uplink for the future communication
system [7, 8]. The 3GPP also expected that DFT-SOFDM provide a wide variable
bandwidth and high transmission bit rates.
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In DFT-SOFDM, DFT is utilized to transform time domain data symbol to fre-
quency domain data. A subcarrier mapping unit then maps the frequency domain
data into the respective subcarrier position. Similar to OFDM system, the subcar-
riers in a DFT-SOFDM system are orthogonal to one another. Each user uses a set
of subcarrier for transmission. It is considered that all the signals are transmitted as
single carrier signals which have low PAPR compared to OFDM.
There are two frequency domain scheduling approaches to apportioning the sub-
carriers; distributed sub-carrier mapping and localized sub-carrier mapping. Distrib-
uted sub-carrier mapping mode frequency-domain data are allocated to the entire
allocated bandwidth and Localized sub-carrier mapping, each user utilizes a of block
sub-carriers to transmit its symbols [29]. Fig. 3.6. shows the spectrum of both a
distributed and a localized FDMA schemes. The flexibility of supporting both modes
allows DFT-SOFDM to be used in a wide range of environments.
Figure 3.6: Distributed and Localized Subcarrier Mapping
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3.3.1 DFT-SOFDM transmitter
DFT-SOFDM transmitter with single antenna and K number of users is depicted
in Fig. 3.7. This system converts a binary input signal to a sequence of modulated
sub-carriers. After undergoing modulation (such as BPSK or QPSK), the serial data
is converted to parallel data. Consider that the data are processed in blocks, then a
block transmission of M source data symbol from each user, or s(k) ∈ CM×1, can be
expressed as:
s(k) = [s(k)(0) s(k)(1) · · · s(k)(M − 1)]T (3.5)
Figure 3.7: Block Diagram of DFT-SOFDM transmitter
Unlike conventional OFDM system, M -points FFT operation is applied before the
sub-carrier mapping process. This FFT operation spreads data s(k) onto frequency
domain data, S(k) ∈ CM1, given by:
S(k) = [S(k)(0) S(k)(1) · · · S(k)(M − 1)]T (3.6)
These frequency domain data are then mapped onto the different sub-carriers. As
aforementioned, there are two mode of subcarrier mapping; distributed and localized
FDMA subcarrier mapping mode which will be discussed in detailed.
We denote the data after the subcarrier mapping X(k) ∈ CKM×1 as the following
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expression:
X(k) = [X(k)(0) X(k)(1) · · · X(k)(KM − 1)]T (3.7)
After KM-points IFFT operation, we transform X(k) to the time domain data, x(k) ∈
CKM×1, which is given by:
x(k) = [x(k)(0) x(k)(1) · · · x(k)(M − 1)]T (3.8)
3.3.2 Sub-carrier Mapping
In Distributed DFT-SOFDM, frequency-domain data are allocated to the entire allo-
cated bandwidth. The occupied sub-carriers are spaced equidistant from each other
by assigning zero in the unused subcarriers . This distributed sub-carrier mapping
process is shown in Fig. 3.8a, and its subcarriers configuration is shown in Fig. 3.8a.
Since the entire bandwidth is utilized [60], this mode provides large frequency diver-
sity. Therefore, distributed DFT-SOFDM is robust against frequency-selective fading
channel.
As shown in Fig. 3.8a, the elements of frequency domain data S(k) are mapped





) , l = k, k +K, · · · , k + (M − 1)K
0 , otherwise.
(3.9)
Meanwhile, in localized subcarrier mapping mode, as shown in Fig. 3.8b, each user
utilizes consecutive subcarriers to transmit its symbols [29]. By assigning each user to
subcarrier in a portion of the signal band where that user has high channel gain, this
mode achieves multiuser diversity. This localized system is ideal for communication in
local area system. The localized subcarrier mapping process is depicted in Fig. 3.8b.
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Figure 3.8: Subcarrier Mapping Process for DFT-SOFDM
which obey this following formula:
X(k)(l) =
 S




Figure 3.9: Structure of DFT-SOFDM Receiver
Fig. 3.9 shows the architecture of DFT-SOFDM receiver. The received signal
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y(k) ∈ CKM×1 which is given by:
y = [y(0) y(1) · · · y(KM − 1)]T (3.11)
The process in the receiver is the reverse compared to the process in the transmitter
side. In the first stage, Cyclic prefix is removed from the received signal followed by
serial to parallel conversion. The data are then yield to frequency domain Y(k) ∈
CKM×1 by KM-points FFT process which is denoted as:
Y = [Y (0) Y (1) · · · Y (KM − 1)]T (3.12)
Figure 3.10: Subcarrier Demapping Process for Distributed and Localized DFT-
SOFDM
This FFT process then followed by demapping process. Distributed and Localized
demapping process are respectively shown in Fig.3.10.a. and Fig.3.10.b.. As the
reverse of mapping process, in Distributed mode, subcarrier demapping collects the
kth user symbols at indices k, k + K, , k + (M − 1)K whereas in localized FDMA
mode, the kth user symbols will be located at indices kM, kM + 1, , (k + 1)M − 1.
This demapping output for the kth user is denoted by:
Y(k) = [Y (k)(0) Y (k)(1) · · · Y (k)(KM − 1)]TCK × 1 (3.13)
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where each element of Y(k) is obtained via mapping from Y, and represented by:
Y (k)(l) =
 Y (kM + l) , localised FDMA,Y (k + lK) , distributed FDMA. (3.14)
for l = 0, 1, · · · ,M − 1. It then passes through M -points IFFT, giving
y(k) =
[
y(k)(0) y(k)(1) · · · y(k)(M − 1)]T = F−1M Y(k) ∈ CM×1 (3.15)
After passing through IFFT unit, the time domain signal y,is then estimated to
obtain a hard decision for the transmitted bits. We denote an estimation of the kth




1 , · · · , sˆ(k)M−1]T ∈ CM×1. This estimated bits,sˆ(k)
are obtained by using the signal, y(k),which is defined by:
sˆ(k) = sign(Re(y(k))) (3.16)
where Re(A) denotes the real values of A. This hard decision is basically follow a
threshold detector as given by:
sign(x) =
 1 , x ≥ 0,−1 , x < 0. (3.17)
3.4 Summary
In this chapter, we introduce Frequency Division Multiplexing as a multicarrier sys-
tem. FDM system is robust against the effect of frequency selective fading. The basic
principle of multiplexing system is to divide a high-rate data stream into a number
of lower-rate streams, and then transmitting these lower-rate data streams simulta-
neously over a number of different sub-carriers. Traditional FDM has low spectral
efficiency since it needs guard interval insertion to avoid overlapping signal .OFDM
system was then developed to obtain higher spectral efficiency and data rate by us-
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ing orthogonal subcarrier. Since OFDM system has high PAPR, DFT-SOFDM was
developed to reduce the PAPR especially in an uplink communication system [7],[30].
Chapter 4
Localized DFT-SOFDM in AWGN
and Fading Channel
In this chapter we develop a Localized DFT-SOFDM system for signal transmission
through AWGN channel, frequency flat-slow fading channel. We study the effect of
fading channel to the performance by comparing the system performances of these two
channel conditions. We also investigate the system performance in frequency selective
channel by employing Zero forcing (ZF) and MMSE estimator to estimate the signal.
4.1 Localized DFT-SOFDM in an AWGN and Fre-
quency Flat-Slow Fading Channel
Additive white Gaussian Noise (AWGN) channel is typically used for ideal transmis-
sion channel between transmitter and receiver and it is also important for providing
an upper bond on the system performance [34]. In this section, we generate perfor-
mance of Localized DFT-SOFDM in an AWGN channel as upper bound performance
and the effect of fading channel will be investigated by comparing this upper bound
performance with the performance of system in Frequency Flat-Slow Fading channel.
42
Chapter 4. Localized DFT-SOFDM in AWGN and Fading Channel 43
4.1.1 Localized DFT-SOFDM in an AWGN Channel
For Localized DFT-SOFDM uplink transmission system through an AWGN channel
(zero mean and unity variance), we consider K users, and a source symbol vector,
s(k) ∈ {√Eb,−
√
Eb}M for k = 1, 2, · · · , K − 1 with M symbols per user. After
undergoing all the process in the receiver, we denoted the symbols s(k) as transmitted





x(k) + n (4.1)
where n = [n(0) n(1) · · · n(KM − 1)]T ∈ CKM×1 is an AWGN vector.
We assume perfect orthogonality between the subcarriers and we express the re-





(k) + FKMn (4.2)
while the detection of the symbol is done by every user. For example,the detection of
symbol from user 1, x(1), we may express (4.2) as:
Y = FKMx
(1)︸ ︷︷ ︸









After the subcarrier demapping process, the received symbols are denoted by user
per user becomes Y(k) = S(k) + N, and hence, y(k)(n) = s(k)(n) + n(n), for n =
0, · · · ,M − 1.
The theoretical BER for DFT-SOFDM in an AWGN channel is given by:
Pb = P (Re(y
(k)(n)) < 0|s(k)(n) =
√
Eb)
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4.1.2 DFT-SOFDM in a Frequency Flat, Slow Fading channel
Consider the transmission of x(k) ∈ CKM×1 through a frequency-flat, slow Rayleigh
fading channel with a channel coefficient for the kth user, h(k)(n), given by:
h(k)(n) = α˜(k)(n)ejθ
(k)(n). (4.5)
where θ(k)(n) is a random phase introduced by the channel and α˜(k)(n) is the Rayleigh
distributed envelop.
Since the channel is slow fading, the channel coefficients are assumed constant
within one DFT-SOFDM symbol duration, with the following assumptions on the
channel statistics:
E[|h(k)(n)|2] = E[|α˜(k)(n)|2] = E[|α(k)|2] (4.6)
E[|α(0)|2] = E[|α(1)|2] = · · · = E[|α(K−1)|2] = E[|α|2]. (4.7)
for k = 0, 1, · · · , K − 1 and n = 0, 1, · · · , KM − 1.




h(k)(n)x(k)(n) + n(n) (4.8)
Assuming coherent demodulation and perfect synchronization, the output of the sub-
carrier demapping unit for the kth user is given by:
y(k)(n) = α(k)s(k)(n) + n(n) (4.9)
Let γ(k) = Es
N0
|α(k)|2, for k = 0, · · · , K − 1; and Es = E[|s(k)(n)|] is the transmit-
ted symbol energy. From (4.7), the average signal-to-noise ratio (SNR) per bit per
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subcarrier, γ¯ is given by:
γ¯ = E[γ(0)] = E[γ(1)] = · · · = E[γ(K−1)] = Es
N0
E[|α|2] (4.10)








The bit error probability for coherent demodulation of DFT-SOFDM in a frequency-
































4.1.3 Simulation Results and Discussions
Assume a perfect synchronization and consider Binary Phase Shift Keying (BPSK)
symbols transmitted by a localized DFT-SOFDM system supporting K users which
simultaneously transmit data to Base Station. Let the number of users K=8 and
M=16.
The effects of AWGN and frequency-flat, slow-fading channel were simulated in
Matlab. In Fig. 4.1 we show the simulated and the theoretical BER performance of
the localized DFT-SOFDM in an AWGN and a frequency flat, slow-fading channel.
Here we compare the resistance to error for two different channels. In a frequency-flat,
slow-fading channel, the signal is more prone to errors and for example, at a bit error
rate of 10−3 we need 20 dB more of signal to noise ratio than for AWGN to achieve
the same bit error rate.
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4.2 DFT-SOFDM in Frequency Selective Channel
In this section, we develop a signal model for the transmission and reception of DFT-
SOFDM signal through a frequency-selective, slow fading channel [60]. As discussed in
Chap.2, frequency selective channel results in ISI leading to degrade the performance
of the system. In order to eliminate ISI cyclic prefix is the most possible and easy
technic to apply.
Consider a signal block, x(k) (given in (5.3)) through a wide sense stationary
uncorrelated scattering (WSSUS) P -tap multipath channel [35]. We model this chan-
nel as a finite impulse response filter (FIR) filter with the channel impulse response






−1 + ... + h(k)P−1z
−(P−1), where h(k)p is the pth-tap complex-valued channel
coefficient.













Figure 4.1: BER Performance of (Localized FDMA)DFT-SOFDM in AWGN and
Rayleigh flat fading channel
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Figure 4.2: Multiuser frequency-selective, slow fading channel
We assume that the input x(k)(n) is transmitted in blocks of size KM. The cyclic
prefix is denoted as x
(k)
CP (n) = x
(k)(KM − P ) · · ·x(k)(KM − 1) which consists of the
last P parts of the x(k)(n) sequence. These CPs samples are appended to the beginning
of each transmitted block such that the cyclic prefix increases length of x(k) sequence





(k)(n) for −P ≤ n ≤ KM−1
and this transmitted signal is illustrated in Fig. 4.3.
Figure 4.3: Transmitted Signal with CP




(k)(−P ) · · · x(k)(KM − 1) with h(k)0 , · · · , h(k)P−1. Due to the frequency selec-
tive channel ISI exists in y(n) for −P ≤ n ≤ 0. Such that we have to remove the cyclic
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prefix which is corrupted by ISI by remove by discarding the last P samples in y(n)
without any loss relative to the original information sequence[26]. These remaining








TR(n− p) + n(n) (4.13)
and x(k)(−α) = x(k)(KM − α), for α = 0, · · · , KM − 1. The frequency domain














1 · · · h(k)P−1 01×(KM−P )]T ∈ CKM×1. Its
KM -points DFT, Hˆ








1 · · · Hˆ(k)KM−1]T (4.15)






























X(k)(l) for localized DFT-SOFDM is given in (5.1). Subcarrier demapping collects the
frequency domain data and regroups the data according to the rule given in (3.14). A
M -point IFFT was applied to Y (k)(l) to gives y(k)(l). The mathematical expression
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) + n(n) (4.18)
4.2.1 An equivalent channel model for DFT-SOFDM System
Consider a block of KM received symbols, y. The received signal in (4.13) can be




H(k)x(k) + n (4.19)
where n = [n(0), n(1), · · · , n(KM − 1)]T ∈ CKM×1 is an AWGN vector, with zero
mean and covariance matrix, E[nnH ] = NoIKM . The equivalent channel convolution










0 0 · · · 0 h(k)P−1 · · · h(k)2
...













. . . . . .
...
...
. . . . . .
...
0 · · · 0 h(k)P−1 · · · h(k)1 h(k)0

(4.20)
We assume a time flat scenario where H(k) remains unchanged for a block trans-
mission using DFT-SOFDM symbol. To estimate the transmitted bits from k = 1
user, the received signal can be expressed as
y = H(1)x(1)︸ ︷︷ ︸
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or after KM-points FFT, it given by:
Y = FKMH
(1)x(1)︸ ︷︷ ︸















where X(k) is as defined in (5.1). Hˆ
(k) ∈ CKM×1 is given in (4.15). For a generalized
kth user, the frequency domain symbols after subcarrier demapping for localized DFT-
























(k) + n = H(k)eq s
(k) + n (4.27)
H(k)eq ∈ CM×M is an equivalent channel obtained by simplifying the DFT-SOFDM
multiuser transceiver from Fig. 3.9 and Fig. 3.7 which is basically the impulse response
from the whole system (shown in Fig. 4.4a) to an equivalent form whereby s(k) is
transmitted through this channel to give y(k) (shown in Fig. 4.4b). For the estimation
of data s(k) then we use this equivalent channel model in linear decoding algorithms
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Figure 4.4: Equivalent Channel Model.
such as ZF and MMSE equalizers.
For decision unit, we assume s(k)(n) is transmitted using BPSK format, a hard
decision (for both the ZF and MMSE solution in ) is given by:
sˆ(k)(n) = sign(s˜(k)(n)) (4.28)
where the estimate for the transmitted signal s˜(k)(n)) denotes as:
s˜(k)(n) = wy(k)(n) (4.29)
Suppose a soft ZF solution for the kth user, s˜
(k)











meanwhile, for the MMSE solution, we obtain the soft MMSE decision s˜
(k)
MMSE from
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Figure 4.5: BER Performance of (Localized FDMA)DFT-SOFDM in frequency selec-
tive Rayleigh fading channel
4.2.2 Numerical Results
Consider a synchronous uplink localized DFT-SOFDM transmitting a set of BPSK
signals, s(k) ∈ {+1,−1}M , through a P = 5 taps frequency selective Rayleigh fading
channel. LetM = 16, andK = 8. In Fig. 4.5 we show the BER performance of ZF,and
MMSE. Compared to localized DFT-SOFDM in an AWGN and a frequency flat,
slow-fading channel in fig.4.1, performance of MMSE receiver improves in a frequency
selective channel. This localized DFT-SOFDM offers slight frequency diversity effect
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by transmitting information symbols on different subcarriers. It also gives superior
performance compared to zero-forcing (ZF) detectors [60]. Error in ZF estimation
when using pseudeo-inverse results in performance degradation. As shown in (2.40),
the noise part ((HHH)−1HHnn) will degrades the performance of system if the number






In section 4.1 we introduced a system model of Localized DFT-SOFDM and also inves-
tigated its performance in an AWGN and a frequency-flat, slow-fading channel. The
BER performance for DFT-SOFDM in both channels were determined theoretically
and experimentally.
An ideal BER performance is provided by DFT-SOFDM in AWGN channel, but
this performance significantly degrades when this signal is transmitted through a
frequency-flat, slow-fading channel.
Further we discussed the transmission and reception of DFT-SOFDM signals
through a frequency-selective, slow-fading channel. The proposed signal model facil-
itates the use of matrix manipulation, allowing the use of ZF and MMSE estimator.






In this chapter, repeated Alamouti codes are used for localized MIMO DFT-SOFDM
transmission system. We consider that the transmission channel experiences time
and frequency selective fading. For combining and estimation of the transmitted bit,
we implement Minimum Mean-Squared Error (MMSE) and Maximal-Ratio Receive
Combining (MRRC) estimation method and compare their BER performance. The
simulation result shows that MMSE shows better performance than MRRC.
5.2 System Model for DFT-SOFDM
5.2.1 DFT-SOFDM Transmitter
In Fig. 5.1. we show the principle of a Localized DFT-SOFDM transmitter. In this
system, we consider K users and each user has a block transmission which consists
54
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of M data symbols. We denoted the source information symbols is s(k)(n) for n =
0, 1, · · · ,M − 1.
Figure 5.1: MIMO DFT-SOFDM Transmitter Architecture
After undergoing serial to parallel conversion, the data s(k)(n) are transformed into
frequency domain by M-points FFT yield data S(k)(l) for l = kM, kM + 1, · · · , (k +
1)M − 1 is given by:
X(k)(l) =
 S
(k)(l − kM) , kM ≤ l ≤ (k + 1)M − 1,
0 , otherwise.
(5.1)
then each data S(k)(l) are mapped into its particular subcarrier result in data X(k)(l).
This subcarrier mapping process is followed by KM -points IFFT operation to
















Let the signal vector of the kth user at the output of the IFFT unit of DFT-SOFDM










After parallel to serial data conversion, we code these data with repeated Alamouti
orthogonal space time block codes to obtain the DFT-SOFDM transmitted signal.
Repetition factor that we use is C1 times, which is necessary to ensure sufficient
equations for unique solution to the block estimation of transmitted bits. Cyclic
prefix is also appended to avoid ISI caused by frequency selective fading channel.
We consider a Nt×Nr MIMO transmission system for uplink (transmission from
mobile station to base station). The transmitted signal vector x(k) is transmitted in
groups of Nt bits, which spread in space and time using repeated Alamouti encoding




e such that we obtain space-time block codes which is
denoted as x¯
(k)
m , for m = 0, 1, · · · , KMNt − 1, and is given by:
1Consider a Localized DFT-SOFDM system with K users, Nt transmit antennas and Nr receive
antenna and one Alamouti block is received over 2 times instant; n and n+ 1.
It shows that the number of unknown equation from the transmitter= Nt ×K and the number of
equations in the receiver=Nr × 2× C.
It is true that:











It is always true for any K,Nt, Nr and Nr 6= 0























e, for i = 0, 1, · · · , Nt
2
−1 is the 2i+1 and 2i+2 row of the matrix
x¯
(k)







x(k)(mNt + 2i) x
(k)(mNt + 2i+ 1)
−x(k)∗(mNt + 2i+ 1) x(k)∗(mNt + 2i)
...
...
x(k)(mNt + 2i) x
(k)(mNt + 2i+ 1)




In a P -tap frequency selective channel, (P − 1) cyclic prefix is appended to each x¯(k)m
before transmission [61].
5.2.2 Channel model for DFT-SOFDM System
In Fig. 5.2. we show a frequency and time selective fading channel. This occurs for a
mobile communication scenario where the coherence time of the channel is less than
the DFT-SOFDM symbol duration and the bandwidth of the DFT-SOFDM signal is
larger than the coherence bandwidth of the channel. The channel from each transmit
antenna to the respective received antenna is assumed to be independent. The channel
tap weights for each user are assumed independent from each other.
Let h
(k)
i,j,p(n) denote the p
th tap complex channel gain from the ith transmit antenna
of the kth user to the jth received antenna of the base station at time instant n. For a P -
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Figure 5.2: Multiuser Channel.
tap frequency and time selective fading channel with uniform power delay profile, the
gains, h
(k)
i,j,p(n), are independent and identically distributed (i.i.d) circularly complex





channel gains are assumed invariant within one signaling interval but vary from one





i,j,p(n− 1) + v(k)i,j,p(n) (5.7)
where v
(k)
i,j,p(n) are modeled as i.i.d. circularly complex Gaussian random variables
having zero mean and variance, σ2v and are statistically independent of h
(k)
i,j,p(n). The
parameter α accounts for the Doppler’s spread of the channel and is close to unity if
the Doppler spread of the channel is significantly less than the Nyquist bandwidth of
the signal [36]. When σ2h = 1, the statistics of the channel coefficients are given by















|E[h(k)i,j,p|2] = 1 (5.10)
5.2.3 DFT-SOFDM Receiver
Figure 5.3: MIMO DFT-SOFDM Receiver.
In Fig. 5.2. we show the architecture of DFT-SOFDM receiver for MIMO sysstem
which is almost reverse of the transmitter. Consider anNt×NrMIMO DFT-SOFDM,




e time instances allows the estimation of the transmitted










where x˜(k)m = [x





e + (P − 1) time instances. It discards the first P − 1 received signal
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before processing the remaining 2dK
2
e signals to obtain an estimate for x˜m ∈ CNtK×1.
We denote rj(n) as the signal received by the j
th antenna at time instant n. Let
n˜ denotes the start of the mth block received signal after cyclic prefix removal, or
n˜ = (m+1)(P −1)+mc. We define the received signal vector by the jth antenna over
c time instances as r˜j = [rj(n˜) r
∗
j (n˜+1) rj(n˜+2) r
∗
j (n˜+3) · · · rj(n˜+c−2) r∗j (n˜+c−1)]T .




 = H¯mx¯m + n (5.12)
where x¯m = [x
(0)(2m) x(0)(2m+1) x(0)∗(2m) x(0)∗(2m+1) · · · x(K−1)(2m) x(K−1)(2m+
1) x(K−1)∗(2m) x(K−1)∗(2m+1)]T and H¯m ∈ CNrc×2NtK . The channel, H¯m ∈ CNrc×2KNt
is given by:
H¯m =












































 h(k)1,j,0(2β + n˜) h(k)2,j,0(2β + n˜)
h
(k)∗





 h(k)2,j,1(2β + n˜) −h(k)1,j,1(2β + n˜)
h
(k)∗
1,j,1(2β + n˜+ 1) h
(k)∗
2,j,1(2β + n˜+ 1)
 (5.16)
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It is shown that there are inherent repetitions in the matrix [Re(x¯m)
T Im(x¯m)
T ]T .
Since for a given complex number a,Re(a) = Re(a∗) and Im(a) = −Im(a∗).















1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
...
...
0 0 0 0 · · · 1 0 0 0
0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · −1 0 0 0

















where x˜m is given in (5.11).
By defining the transformation matrix B = [INrc jINrc] ∈ CNrc×2Nrc, where j =
√−1 and simplifying the expression of [Re(x¯m)T Im(x¯m)T ]T as shown in (5.19) then
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To obtain the estimation of data s(k), we implement MRRC combining scheme and
MMSE estimation scheme by using this equivalent channel model Heq,m. These two
schemes are then further discussed in the next section.
5.3 Combining and Estimation Scheme of Trans-
mitted Signal
5.3.1 Maximal-Ratio Receive Combining (MRRC)
As we consider that the receiver perfectly knows the channel information, the conven-
tional MRRC scheme [46] for the recombining and estimation of the multi-user signal









5.3.2 Minimum Mean Squared Error (MMSE)
We propose the use of MMSE for the recombination and estimation of the transmitted
bits. The soft MMSE estimate, x˜m,MMSE = [xˆm,MMSE(0) · · · xˆm,MMSE(NtK − 1)]T ,
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is given by:  Re(x˜m,MMSE)
Im(x˜m,MMSE)
 =WHrm (5.24)
where W = [w0 · · · w2NtK ] is the MMSE weight matrix, with its ith column, wi,
derived using the criteria:
wi =
 argminwi E
[∣∣Re(x˜m(i))−wHi rm∣∣2] , 0 ≤ i ≤ NtK − 1
argminwi E
[∣∣Im(x˜m(i))−wHi rm∣∣2] , NtK ≤ i ≤ 2NtK − 1 (5.25)







where the autocorrelation matrix, Rxx, is given by:
Rx˜x˜ =





Assuming s(k)(m) ∈ {+√Eb,−
√
Eb}, then E[s(k)(m)s(k)∗(m′))] = E[s(k)(m)s(k)(m′))] =




and Im(a) = 1
2j
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The matrix, E[x˜mx˜
H





Q(0) 0Nt · · · 0Nt
0Nt Q




























m(l+l˜), the (u, v) entry of the matrix, E[x˜mx˜
T
m]



























The soft MMSE decision is the given by:




With the soft decision of x˜m,MMSE obtained through (5.35), the receiver obtains an
estimate {xˆ(k), k = 0, 1, · · · , K − 1} after processing the received signal over (c+P −
1)KM
Nt
time instances. As shown in Fig. 5.1., the DFT-SOFDM receiver applies aKM -
points FFT to the estimated bits, xˆ(k). When operating in localized FDMA mode,
subcarrier demapping collects the kth user symbols at indices kM, kM + 1, · · · , (k +
1)M − 1. This demapping output, Sˆ(k) passes through M -points IFFT, giving sˆ(k). A
decision unit then estimates the transmitted source bits.
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5.4 Simulation Results
Table 5.1: Simulation Parameters
Parameter Values
Number of information bits per DFT-SOFDM symbol, M 32
Maximum number of supported users,Kmax 8
Block size, KmaxM 256
Number of received Antennas, Nr 2
Number of transmit Antennas per user, Nt 2
By implementing MMRC and MMSE combining and estimation scheme as our
proposed scheme, we examine the performance of a Nt × Nr MIMO synchronous
uplink localized DFT-SOFDM system through a P paths frequency selective channel
and time selective channel with channel fuctuations rate, 0 < α < 1. Consider BPSK
modulation is implemented to a set transmitted signal s(k) ∈ +1,−1M with simulation
parameters shown in Table. 5.1 .
In Fig. 5.4. we show comparison of the performance of the proposed scheme
with the MRRC scheme [46] in a 2 paths frequency and time selective fading (with
α = 0.98) channel. It can be seen that the performance of both MRRC and MMSE
scheme degrade as the number of users increases.
The effect of receive diversity is shown in Fig. 5.5. As the number of receive
antennas increases in the base station, there exist more independent replicas of the
transmitted signals arriving at the base station. This allows for more reliable detection
and estimation of the transmitted bits, hence improved BER performances.
MRRC gives an error floor which increases with system load. Unlike the conven-
tional Alamouti scheme, HHeq,mHeq,m (given in (5.22)) does not result in a diagonal
matrix. As a result, an error floor due to multiple access interference (MAI) is ob-
served.
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Figure 5.4: BER performance of transmission scheme using proposed and MRRC
schemes (M = 32, Kmax = 8, α = 0.98, P = 2).















Figure 5.5: Effects of receive diversity on BER performance of transmission schemes
(M = 32, Kmax = 8, α = 0.98, path = 2).
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5.5 Conclusion
In this chapter, we propose a method for the transmission of localized DFT-SOFDM
through a frequency and time-selective fading channel for uplink system. The key idea
of this method is that applying repeated Alamouti codes for signal model of MIMO
Localized DFT-SOFDM. For the estimation of a transmitted bit from each user we
compare the performances of MRRC and the proposed MMSE scheme. Simulation
results show that both performances of MRRC and MMSE degrades as the increase
in number of user, and receive diversity is achieved by employing greater number of
receive antennas. Overall, MMSE offers superior BER performance compared to the
MRRC solution. In addition, no error floor exist for the proposed MMSE scheme (in
contrast to the MRRC solution). The error floor is caused by the presence MAI in
the system and it increases as the number users increases. MAI is mainly affected by
the existence of HHeq,mHeq,m which results in non-diagonal matrix in MMRC solution.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
in this thesis we emphasize on study of DFT-SOFDM system as a modulation tech-
nique for future wireless communication. In particular, we looked at the BER perfor-
mance of Localized DFT-SOFDM under various channel conditions of communication
channels in wireless communications. A comprehensive overview of the different mo-
bile channel conditions and estimation techniques are presented in Chap. 2.
In Chap. 3, we presented an overview of OFDM and DFT-SOFDM sysytem.
Multicarrier technology, such as OFDM, is widely used in wireless communication
system. Its tremendous advantages cause OFDM system to be adopted in many stan-
dards such as the IEEE 802.11a, and IEEE 802.11g. Recently, 3GPP has proposed
DFT-SOFDM system as a potential modulation scheme in the uplink. A prominent
advantage over OFDM is that the DFT-SOFDM signal has lower PAPR because of its
inherent single carrier transmission structure. DFT-SOFDM has drawn great atten-
tion as an attractive alternative to OFDM, especially in the uplink communications
where lower PAPR greatly benefits the mobile terminal in terms of transmit power
efficiency and manufacturing cost.
DFT-SOFDM supports two approaches of subcarrier mapping, namely the Dis-
tributed and Localized FDMA modes. These two approaches of subcarrier mapping
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schemes give the system designer a flexibility to adapt to the specific needs and re-
quirements. Distributed DFT-SOFDM achieves frequency diversity in cellular mobile
communications. Meanwhile, localized DFT-SOFDM achieves multi-user diversity
which ideal for communications in hotspots.
In Section 4.1.1, we investigated a signal model for Localized DFT-SOFDM in an
AWGN and frequency flat, slow fading channel. An ideal BER performance is provided
by DFT-SOFDM in an AWGN channel due to the lack of ISI and errors. Its perfor-
mance significantly degrades when the signal is transmitted through a frequency-flat,
slow-fading channel. In Section 4.1.2, we then discussed the transmission and recep-
tion of DFT-SOFDM signals through a frequency-selective, slow-fading channel. Our
proposed signal model facilitates the use of matrix manipulation, allowing the use of
ZF and MMSE estimator. MMSE estimator provides better peformance compared to
ZF’s.
In Chap. 5, we extend our study to a more challenging channel condition for Lo-
calized DFT-SOFDM. We consider a frequency and time-selective channel and MIMO
DFT-SOFDM system. This harsh channel condition results in a significant BER per-
formance degradation. In order to overcome the effect of time selective fading channel,
we deploy Alamouti codes with repetition and developed the transmitted signal model.
To obtain an estimate of the transmitted bit, we apply MRRC combining and MMSE
estimation scheme. The simulation results show that MMSE performance is superior
than MRRC’s.
6.2 Future Work
The current assumption on the DFT-SOFDM system is that both localized and dis-
tributed FDMA transmission technologies are to be considered in order to support
both frequency and multiuser diversity transmission. Distributed DFT-SOFDM offers
large frequency diversity as the entire bandwidth is utilized. We can achieve frequency
diversity in a Localized DFT-SOFDM using frequency hopping technique [62].
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The localized DFT-SOFDM scheme in uplink transmission with frequency hop-
ping (FH) will avoid some of the drawbacks of the classical localized DFT-SOFDM
such as sensitivity to frequency errors. At the same time, FH localized DFT-SOFDM
offers improved possibilities for frequency diversity compared to localized transmis-
sion without frequency hopping. Frequency hopping can also alleviate some of the
problems related to the lack of interference diversity of currently assumed localized
and distributed transmission schemes.
In general, for frequency hopping LFDMA, each user is assigned several sub-
carriers by the base station in each cell in every time slot according to a predetermined
hopping sequences [63].
In our proposed system, Localized DFT-SOFDM in time and frequency selective
fading channel, frequency hopping can be apply at the subcarrier mapping unit. It
can be represented as a time-varying subcarrier mapping, where the frequency do-
main data S(k) is mapped onto X(k)(n) = [X(k)(0;n) X(k)(1;n) · · · X(k)(KM −
1;n)]T ∈ CKM×1 at time instance n according to the rule: X(k)(l;n) = S(k)(l˜) for
l˜ ∈ {l˜0, l˜1, · · · , l˜M−1}; and 0 otherwise. The ith element of the set of time-varying
subcarrier mapping index (denoted by l˜i, for i = 0, · · · ,M − 1) is chosen to satisfy
frequency hopping effects [63, 64].
The time-varying subcarrier mapping can be modeled as a time-varying transform
matrix B(k)(n) ∈ CKM×M , such that the data after subcarrier mapping, X(k)(n) =
B(k)(n)S(k). By denoting G(k) as an equivalent channel for the kth user, the overall
transmission in a reduced form is expressed as y =
∑
kG
(k)x(k) + n. ZF and MMSE
algorithm can be used to estimate the transmitted bits.
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