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Abstract
Brain extraction or skull stripping of magnetic resonance images (MRI) is an essential step in 
neuroimaging studies, the accuracy of which can severely affect subsequent image processing 
procedures. Current automatic brain extraction methods demonstrate good results on human 
brains, but are often far from satisfactory on nonhuman primates, which are a necessary part of 
neuroscience research. To overcome the challenges of brain extraction in nonhuman primates, we 
propose a fully-automated brain extraction pipeline combining deep Bayesian convolutional neural 
network (CNN) and fully connected three-dimensional (3D) conditional random field (CRF). The 
deep Bayesian CNN, Bayesian SegNet, is used as the core segmentation engine. As a probabilistic 
network, it is not only able to perform accurate high-resolution pixel-wise brain segmentation, but 
also capable of measuring the model uncertainty by Monte Carlo sampling with dropout in the 
testing stage. Then, fully connected 3D CRF is used to refine the probability result from Bayesian 
SegNet in the whole 3D context of the brain volume. The proposed method was evaluated with a 
manually brain-extracted dataset comprising T1w images of 100 nonhuman primates. Our method 
outperforms six popular publicly available brain extraction packages and three well-established 
deep learning based methods with a mean Dice coefficient of 0.985 and a mean average symmetric 
surface distance of 0.220 mm. A better performance against all the compared methods was verified 
by statistical tests (all p-values < 10-4, two-sided, Bonferroni corrected). The maximum 
uncertainty of the model on nonhuman primate brain extraction has a mean value of 0.116 across 
all the 100 subjects. The behavior of the uncertainty was also studied, which shows the uncertainty 
increases as the training set size decreases, the number of inconsistent labels in the training set 
increases, or the inconsistency between the training set and the testing set increases.
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1 Introduction
Brain extraction, also known as skull stripping, is an essential process in magnetic resonance 
imaging (MRI) and functional MRI (fMRI). It often serves as the first step in the 
preprocessing pipeline, since processing software often requires the extracted brains as 
sources and targets in the registration. By removing the non-brain parts, such as the skull, 
eyes, muscle, adipose tissue and layers of meninges etc., brain registration achieves 
improved performance (Wang et al., 2012). Meanwhile, the accuracy of brain extraction is 
important and can dramatically affect the accuracy of the following processes. Mistakenly 
removing brain tissues and/or retaining non-brain areas can lead to biased results of further 
analyses, such as the estimation of cortical thickness, parcel-wise averaged fMRI signal and 
voxel-based brain morphometry (Fennema-Notestine et al., 2006; Shattuck et al., 2009; van 
der Kouwe et al., 2008). Accurate brain extraction is extremely challenging as a result of 
complex brain anatomical structure, and therefore the improvement of brain extraction still 
remains an intensively investigated research topic (Roy et al., 2017).
Nonhuman primates have been widely used in neuroimaging as experimental subjects due to 
their similarity to human beings, especially in intervention studies and studies involving 
radiation, contrast agent and drugs (Baldwin et al., 1993; Kalin et al., 2007; Fox and Kalin, 
2014). The particularity of the nonhuman primate’s brain makes the challenge of brain 
extraction even more difficult. Nonhuman primates’ brains are smaller in size than human 
brains, and have complex tissue structures. The eyes of nonhuman primates are relatively 
larger than human beings’ and surrounded by much more adipose tissue. The adipose tissue 
behind their eyes are close to the brain, which makes it difficult to be separated. Their frontal 
lobes are quite narrow and protrude sharply (Rohlfing et al., 2012b), which causes this 
region to be excluded by many brain extraction packages. As a result, manually examining, 
refining or even extracting the whole brain is often unavoidable. Therefore, an accurate and 
robust automatic brain extraction approach for nonhuman primates is highly demanded to 
mitigate the time-consuming human intervention.
1.1 Previous Work
A large number of brain extraction methods have been proposed in recent decades, which 
again emphasize its importance. However, the need for an accurate, robust and sufficiently 
fast method has not yet been fulfilled. Mainly, these methods can be divided into two 
categories, edge based methods and template based methods (Roy et al., 2017). Although 
most of these methods work well for human brains, they encounter challenges when dealing 
with nonhuman primate brains due to their complex anatomical structure (Wang et al., 
2014). A comprehensive review can be found at (Roy et al., 2017; Wang et al., 2014). Due to 
the sub-optimal performance of existing automated brain extraction routines in rhesus 
monkeys, prior work from our laboratory has used brain images that were manually 
extracted by well-trained experts (Oler et al., 2010; Birn et al., 2014; Fox et al., 2015a). This 
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procedure, however, is extremely time consuming and labor intensive. In this study, we 
develop a new automated method based on deep learning, and compare this new method to 
six state-of-the-art automated brain extraction packages including both edge-based and 
template-based methods, and three well-established deep learning based methods. These 
tools are commonly used and are all freely available.
The Brain Extraction Tool (BET) (Smith, 2002) is based on a deformable tool, which 
initializes a spherical mesh at the center of gravity of the brain, and then expands it towards 
the edge of the brain. The whole process is guided by a set of locally adaptive forces 
determined by surface smoothness and contrast changes in the vicinity of the surface. This 
toolbox has been reported to be useful for nonhuman primate brain extraction (https://
fsl.fmrib.ox.ac.uk/fsl/fslwiki/BET/FAQ).
The Brain Surface Extractor (BSE) was proposed by (Shattuck et al., 2001). It involves 
anisotropic filtering, Marr-Hildreth edge detection and morphological operations. Serving as 
an edge-preserving filter, the anisotropic diffusion filtering step is intended to smooth gentle 
gradients, while preserving sharp gradients, which helps the edge detection. Morphological 
operations, including erosion and dilation, can further enhance the results from edge 
detection.
Another popular brain extraction tool is 3dSkullStrip in AFNI (https://afni.nimh.nih.gov/
afni/). It consists of 3 steps: removing gross non-uniformity artifacts, iteratively expanding a 
spherical surface to the edge of the brain and creating masks and surfaces of the brain. The 
second step is a modified version of BET. The improvement includes excluding eyes and 
ventricles, driving the expansion with data both inside and outside of the surface, and 
involving three-dimensional (3D) edge detection. It has a -monkey option helping with 
initialization of a surface based on nonhuman primate brains.
The Hybrid Watershed Algorithm (HWA) (Ségonne et al., 2004) combines watershed 
algorithm with a deformable surface model. Based on the 3D white matter connectivity, the 
watershed algorithm outputs the initial estimate of the brain volume, and then the 
deformable model generates a force field to drive a spherical surface to the boundary of the 
brain. The option -atlas can incorporate a statistical brain atlas generated from accurately 
segmented human brains to correct the segmentation. The HWA in the software FreeSurfer 
is not originally designed or optimized for nonhuman primates.
Robust Learning-Based Brain Extraction (ROBEX) (Iglesias et al., 2011) is a more recently 
published algorithm. In ROBEX a discriminative method is combined with a generative 
model. A random forest classifier is trained to detect the contour of the brain, after the 
subject is registered to the template with an affine transformation, and then a point 
distribution model is fitted to find the most likely boundary of the brain. Finally, a small 
deformation optimized by graph cuts serves as the refining step.
Recently the National Institute of Mental Health Macaque Template (NMT) was published 
by (Seidlitz et al., 2017). It is a high-resolution template for the macaque brain derived from 
MRI images averaged from 31 subjects. Rhesus macaque brain MRI images can be 
registered into this template space to extract the brains. After brain extraction in the template 
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space, the brain images can be transformed back to the original image space with the inverse 
transformation. To increase the accuracy of the registration, both affine and deformable 
transformations should be involved.
In the recent past, tremendous progress has been made in deep learning as a result of the 
revival of deep neural networks (Krizhevsky et al., 2012a; LeCun et al., 2015) as well as the 
rapid advance of parallel computing techniques (Coates et al., 2013; Schmidhuber, 2015). 
Among many deep learning methods, deep convolutional neural networks (CNN) have 
proven to be very useful in a broad range of computer vision applications, outperforming 
traditional state-of-the-art methods (Shelhamer et al., 2016; Simonyan and Zisserman, 
2014). In the area of image segmentation, many CNN based architectures have been 
proposed. These methods can broadly be divided into two-dimensional (2D) methods and 
3D methods. A fully convolutional network (FCN) was proposed by (Long et al., 2015) as a 
2D network for the general task of semantic segmentation. SegNet (Badrinarayanan et al., 
2015b) was first proposed for road and indoor scene segmentation, and later was combined 
with a 3D deformable model to solve tissue segmentation in MRI (Liu et al., 2017). UNet 
(Ronneberger et al., 2015) is a kind of 2D encoder-decoder network proposed for 
microscopic images, and later expanded to 3D for volumetric data (Çiçek et al., 2016). VNet 
(Milletari et al., 2016) was proposed as a 3D FCN with dice loss to perform 3D 
segmentation on MR images. (Wachinger et al., 2017) proposed a 3D patch-based method 
and arranged 2 networks hierarchically to separate the foreground and then identify 25 brain 
structures. (Chen et al., 2017) proposed a 3D residual network with multi-modality and 
multi-level information to identify 3 key structures of the brain. Recently, Several patch-
based 3D FCN were also proposed, like LiviaNet to segment the subcortical region of the 
brain (Dolz et al., 2017) and DeepMedic to segment brain lesions (Kamnitsas et al., 2017). 
In the specific field of brain extraction, (Kleesiek et al., 2016) proposed a 3D patch based 
CNN network for human brain extraction on T1w human brain datasets and a multi-
modality human brain dataset with tumors. In a further study, (Salehi et al., 2017) proposed 
an auto-context CNN where the probability maps output by the CNN are iteratively used as 
input to the CNN along with the original 2D image patches to refine the results. A more 
comprehensive review can be found at (Bernal et al., 2017; Craddock et al., 2017). In this 
study, we also compared the proposed method to three deep learning based methods, 
SegNet, LiviaNet and VNet. They are 2D, patch-based 3D and 3D networks respectively.
1.2 Our Approach
The purpose of this work is to implement and validate deep learning based methods on 
nonhuman primate brain extraction, and to build a framework for this fully automatic 
approach. In this study, we propose to improve the brain extraction accuracy using a 
Bayesian CNN with refinement through fully connected 3D conditional random field (CRF). 
In comparison to previous brain extraction studies, our study has several novel aspects. 
Firstly, we evaluated brain extraction using Bayesian SegNet, a Bayesian convolutional 
encoder-decoder network that involves Monte Carlo dropout layers to provide additional 
information for model uncertainty evaluation. In our previous study, the basic version of this 
network, SegNet, was proven to be highly efficient in MRI tissue segmentation (Liu et al., 
2017). Secondly, we incorporated the fully connected 3D CRF as a post-processing step to 
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regularize the result according to the fully 3D anatomical context. Fully connected 3D CRF, 
as a probabilistic graphic model, is helpful to improve 2D CNN segmentation results by 
considering the distance and contrast relationships among all the voxel pairs in the whole 3D 
space. Finally, on a large-scale nonhuman primate dataset, we made a full comparison of the 
proposed method with current state-of-the-art software packages and well-established deep 
learning based methods. The accuracy and robustness of these algorithms on challenging 
nonhuman primate brain extraction were investigated. We hypothesize that a Bayesian deep 
learning based image segmentation framework with fully connected 3D CRF refinement is 
suitable for nonhuman primate’s brain extraction with improved accuracy and efficiency, and 
the uncertainty it generated can also reflect the confidence of the model on each prediction.
2 Material and Methods
2.1 Image Datasets
MRI data of 100 periadolescent rhesus macaques (Macaca mulatta; mean (standard 
deviation) age = 1.95 (.38) years; 43% female) were collected in a 3T MRI scanner (MR750, 
GE Healthcare, Waukesha, WI, USA) with a 16-cm quadrature birdcage extremity coil (GE 
Healthcare, Waukesha, WI, USA) and a stereotactic head-frame integrated with the coil to 
prevent motion. Immediately prior to the scan, subjects received medetomidine (30 μg/kg 
i.m.) and a small dose of ketamine (<15 mg/kg) for anesthesia purpose. During the scan, 
anatomical structures were acquired using a 3D T1-weighted inversion-recovery fast 
gradient echo sequence with the following imaging parameters: TE = 5.41ms, TR = 11.39, 
TI = 600ms, Flip Angle = 10°, NEX = 2, FOV = 140 mm, Bandwidth = 61.1 kHz. The 
whole brain was reconstructed into a 3D volume of 256×224 in-plane matrix size and 
0.27×0.27 mm2 in-plane pixel size with 248 slices over 124 mm. All the brains were then 
manually extracted by well-trained image scientists using these T1 images with the software 
SPAMALIZE (http://psyphz.psych.wisc.edu/~oakes/spam/spam_frames.htm). The data used 
in this study are a subset of those used in our prior studies (Fox et al., 2015b; Shackman et 
al., 2017).
2.2 Full Brain Extraction Method
The proposed brain extraction pipeline is a combination of Bayesian SegNet (Kendall et al., 
2015a) and fully connected 3D CRF (Krähenbühl and Koltun, 2012). As shown in Fig. 1 It 
has a training phase and a testing phase. The 3D brain image volumes and corresponding 
manual label volumes are treated as a stack of 2D images input to the Bayesian neural 
network. In the training phase, the process is formulated as an optimization problem to 
optimize the network parameters by minimizing the difference between the network’s output 
and the manual labels using multinomial logistic loss (Krizhevsky et al., 2012b). In the 
testing stage, the network with well-trained parameters are used as a pixel-wise 
segmentation classifier to predict the label probability and generate model uncertainty on 
each pixel of new brain volumes. Finally, the predicted probabilities and the 3D brain 
volumes are passed to fully connected 3D CRF for refinement in the whole 3D context.
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2.3 Bayesian Convolutional Neural Network
A convolutional encoder-decoder network, Bayesian SegNet, is used as the core 
segmentation engine in the brain extraction workflow (Fig. 1). This network was first 
introduced by (Kendall et al., 2015a) and benchmarked on the multiple scene recognition 
datasets (Everingham et al., 2015) with excellent performance. This network consists of a 
VGG16 (Simonyan and Zisserman, 2014) encoder network and a reversed decoder network. 
The encoder network performs the function of feature extraction and data compression, 
while the decoder network assembles the compressed features to the original image size 
using extracted features via multi-scale sparse upsampling (Badrinarayanan et al., 2015b). 
Networks of encoders and decoders were constructed using a series of convolutional layers, 
batch normalization (Ioffe and Szegedy, 2015), ReLU non-linearity (Nair and Hinton, 2010), 
and maximum pooling layers or upsampling layers. Compared with other segmentation 
CNNs, Bayesian SegNet features both dropout training and dropout testing. Dropout training 
offers the network robustness against overfitting especially on small datasets. Dropout 
testing predicts both pixel-wise probability maps for all the labels as well as additional 
measurement of model uncertainty which is particularly useful for accuracy evaluation. 
These 2 features are achieved by implementing Bayesian SegNet with Monte Carlo dropout 
layers as shown in Fig. 1. The dropout rate is set beforehand and a certain percentage of 
neurons in the preceding layer are randomly ignored in every iteration during training or 
every forward pass during testing (Srivastava et al., 2014).
Given the dataset X and its corresponding label set Y, (Gal and Ghahramani, 2015) showed 
that Monte Carlo dropout training can be used to evaluate the posterior distribution over the 
network weights W:
p(W ∣ X,Y) (1)
Since this posterior is not traceable directly from Bayesian SegNet, an approximation can be 
made by using variational inference (Gal and Ghahramani, 2015; Kendall et al., 2015a), 
which allows defining an approximating distribution q(W) and inferring it by minimizing the 
Kullback-Leibler (KL) divergence (Gal and Ghahramani, 2015):
KL(q(W) ∥ p(W ∣ X, Y)) (2)
(Gal and Ghahramani, 2015) illustrated that the integral in the KL divergence can be 
approximated with Monte Carlo integration over the network weights, and the process of 
minimizing the KL divergence is equivalent to performing Monte Carlo dropout training.
(Gal and Ghahramani, 2015) also showed that after getting the optimal weights, Monte 
Carlo dropout sampling can also be used in testing. To predict the label y* for the data x*, 
the posterior distribution can be determined through T times Monte Carlo dropout testing. 
During each testing the network weight subset Ŵt is occupied.
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p(y∗ x∗, X,Y) ≈ ∫ p(y∗ ∣ x∗,W)q(W)dW ≈ 1T ∑t = 1
T
p(y∗ ∣ x∗,W t)
W t q(W)
(3)
The integral in the equation is approximated with Monte Carlo integration, which is identical 
to Monte Carlo dropout sampling of Bayesian SegNet during testing. This can be considered 
as sampling the posterior distribution over the weights to get the posterior distribution of the 
predicted label probabilities. The mean of sampled probabilities p(y* ∣ x*, Ŵt) will be used 
as the prediction of the probability map for each label, and the variance of them will be used 
as the model uncertainty on each prediction.
2.4 Fully Connected Three-Dimensional Conditional Random Field
The final prediction outputs from the Bayesian SegNet are 2D probability maps for each 
label. To take into account the 3D contextual relationships among voxels, we propose to 
incorporate fully connected 3D conditional random field (CRF) (Krähenbühl and Koltun, 
2012) to refine the results from the Bayesian SegNet. Based on the probability maps from 
Bayesian SegNet, this approach can maximize the label agreement between voxels having 
similar contrasts or close to each other in the whole 3D volume by a maximum a posteriori 
(MAP) inference (He et al., 2004) made in the CRF defined over the full brain volume. 
Considering x as the label assignment for each voxel, and, i, j as the voxel index ranging 
from 1 to the total number of voxels, to get the MAP inference optimization is carried out to 
minimize the Gibbs energy in the 3D space:
E(x) = ∑
i
ψu(xi) + ∑
i < j
ψ p(xi, x j) (4)
The probability result on each voxel from the Bayesian SegNet is used to build the unary 
potential ψu (xi), while the pairwise potential ψp (xi, xj) depends on each voxel pair’s 
location pi, pj and intensity Ii, Ij :
ψ p(xi, x j) = μ(xi, x j) ω1exp −
pi − p j
2
2θα
2 −
Ii − I j
2
2θβ
2 + ω2exp −
pi − p j
2
2θγ
2 (5)
In the pairwise potential, the appearance kernel and the smoothness kernel are involved 
(Krähenbühl and Koltun, 2012). The appearance kernel, the first exponential term in Eq. 5, 
assumes voxels close to each other or having similar contrasts tend to share the same label. 
The extent of each effect is controlled by θα or θβ. The smoothness kernel, the second 
exponential term, removes isolated small regions (Shotton et al., 2009), and is controlled by 
θr. ω1 and ω2 are the weights for the two kernels. The compatibility function, μ (xi, xj), is set 
as the Potts model:
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μ(xi, x j) = 1[xi ≠ x j] (6)
To make the complex inference practical given a tremendous number of pairwise potentials 
in fully connected CRF, we use the highly efficient algorithm proposed by (Krähenbühl and 
Koltun, 2012), where the pairwise edge potentials are defined as a linear combination of 
Gaussian Kernels in the feature space. A mean approximation to the CRF distribution is 
made in the algorithm, and it is optimized through an iterative message passing process. 
(Krähenbühl and Koltun, 2012) showed that the message passing process can be performed 
using Gaussian filtering in the feature space. In this way, using highly efficient 
approximations of high-dimensional filtering, the computational complexity of message 
passing can be reduced from being quadratic to being linear, with respect to the number of 
variables. As a result, the approximate inference algorithm for fully connected 3D CRF is 
linear with respect to the number of variables and sublinear with respect to the number of 
edges in the model.
2.5 Parameter Selection for Competing Methods
The proposed method was compared to six popular publicly available brain extraction 
software packages and three state-of-the-art deep learning based methods, including 
3dSkullStrip in AFNI (17.0.09; https://afni.nimh.nih.gov/), BET (Smith, 2002) in FSL 
(5.0.10; https://fsl.fmrib.ox.ac.uk/fsl/fslwiki), BSE (Shattuck et al., 2001) in BrainSuite (v.
17a; http://brainsuite.org/), HWA (Ségonne et al., 2004) in FreeSurfer (Stable v6.0; https://
surfer.nmr.mgh.harvard.edu/), ROBEX (1.2; https://www.nitrc.org/projects/robex) (Iglesias 
et al., 2011), NMT (v1.2; https://github.com/jms290/NMT) (Seidlitz et al., 2017), SegNet 
(https://github.com/alexgkendall/caffe-segnet) (Badrinarayanan et al., 2015c), LiviaNet 
(https://github.com/josedolz/LiviaNET) (Dolz et al., 2017) and VNet (https://github.com/
faustomilletari/VNet) (Milletari et al., 2016). For a direct comparison, SegNet used the same 
parameters as Bayesian SegNet. LiviaNet used all the default parameters (30 epochs; 20 
subepochs per epoch; 1000 samples in each subepoch). VNet used the default parameters, 
5000 iterations (500 epochs) and batch size 1 due to the limitation of GPU memory, and the 
learning rate was changed to 0.00015 accordingly. To determine the parameters of the other 
software packages, a two-step evaluation strategy was used for each software package, and 
the parameter selection was done under the assumption that all the subjects are similar 
enough to one another that they can be properly processed with one set of parameters. We 
first randomly chose one representative subject, varied each parameter by small increments 
in either direction from the default values to achieve the best accuracy by careful visual 
inspection by a well-trained researcher. The selected parameters were then tested on a 
second randomly selected subject to verify its validity before application to the rest of the 
dataset. In our experiments, no obvious difference was observed on the performance of the 
selected set of parameters between the 2 selected subjects. With the exception of ROBEX 
and NMT, which do not have any parameters to tune, all the other software packages’ 
parameters studied and their associated values used are shown in Table 1. For 3dSkullStrip 
in AFNI, besides the original method labeled as AFNI in this paper, to achieve a better 
performance in detecting the protruding frontal lobe, we also performed 3dSkullStrip with a 
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coronal slice thickness reduced to one half of the original value in the headers of the data. 
This method is labeled as AFNI+ later in this paper. This was done because a common 
challenge in skull stripping rhesus macaque brains is that the ventral portion of the frontal 
lobe is quite narrow in the transverse plane, and the resultant high curvature of this region 
causes many skull stripping algorithms to exclude the anterior portions of the frontal lobe. 
By reducing the coronal slice thickness by a factor of 2, the curvature is reduced, and the 
frontal lobe is more easily retained. The slice thickness is then set back to the original value 
after brain extraction. Note that this procedure does not involve any resampling; only the 
value of the slice thickness in mm is changed. For the NMT, the AFNI functions, 
align_epi_anat.py and auto_warp.py (https://afni.nimh.nih.gov/) are used to carry out the 12 
degrees of freedom (DOF) affine and deformable registration between the original image 
and the template for brain extraction in the NMT template space.
2.6 Metrics for Comparison
Several quantitative metrics commonly used in image segmentation were used to evaluate 
the performance of all the compared brain extraction methods (Kleesiek et al., 2016; Taha 
and Hanbury, 2015; Wang et al., 2014). Let M and R represent the brain mask extracted by a 
specific method and the manually extracted reference serving as the ground truth 
respectively, then the following metrics can be defined: True Positive: TP = M ∩ R; True 
Negative: TN = M̄ ∩ R̄; False Positive: FP = M ∩ R̄; False Negative: FN = M̄ ∩ R; 
Sensitivity: Sens = TPTP + FN ; Specificity: Spec =
TN
TN + FP ; Absolute Error: Eobs = FP ∪ FN. We 
also involved the most commonly used metrics in image segmentation, dice coefficient (DC) 
(Dice, 1945), maximum symmetric surface distance (or Hausdorff distance, HD) 
(Huttenlocher et al., 1993) and average symmetric surface distance (ASSD) (Geremia et al., 
2011):
DC = 2 M ∩ RM + R =
2TP
2TP + FP + FN (7)
HD = max max
m ∈ ∂(M)
min
r ∈ ∂(R)
m − r , max
r ∈ ∂(R)
min
m ∈ ∂(M)
r − m (8)
ASSD =
∑m ∈ ∂(M) minr ∈ ∂(R)
m − r + ∑r ∈ ∂(R) minm ∈ ∂(M)
r − m
∂(M) + ∂(R) (9)
Where ∥ means the total voxels in the set, and ∂( ) means the boundary of the set. The Dice 
coefficient is probably the most widely used metric for image segmentation. It takes the real 
value within [0,1], where 1 means a perfect segmentation, and 0 means there is no overlap at 
all. For the segmentation of a region as large as the brain, the Dice coefficient is less 
sensitive due to the small edge to volume ratio. Hence, we also introduced the surface 
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distance based metrics. HD is defined as the maximum shortest Euclidean distance between 
two surface sets, while ASSD is defined as the average of these shortest Euclidean distances. 
HD or ASSD is 0 for a perfect segmentation. Both of these are used as segmentation metrics 
historically, but since HD is sensitive to outliers, ASSD is usually preferred (Gerig et al., 
2001; Zhang and Lu, 2004).
False positive, false negative, and absolute error maps are all spatial error maps. To visualize 
the systematic spatial error distribution of each method, the averaged error maps are 
calculated. First, the 12-DOF affine registration and deformable registration are done for 
each subject’s full brain image from the original space to the NMT (Seidlitz et al., 2017) 
space using AFNI’s align_epi_anat.py and auto_warp.py (https://afni.nimh.nih.gov/). Then, 
each kind of error map for each method are transformed to the NMT space with the 
transformation matrices calculated in the first step. Next, each specific kind of error map is 
averaged across all the subjects in the NMT space. Finally, for display purposes, the natural 
logarithm of the averaged error maps collapsed (averaged) along each axis was plotted 
(Kleesiek et al., 2016; Wang et al., 2014).
2.7 Experiments
2.7.1 Brain Extraction for Nonhuman Primates—Before being sent to Bayesian 
SegNet as inputs, each subject’s original 3D image volume was normalized to [0,1] and 
dissembled along the longitudinal (superior-inferior) axis into a stack of 2D images. Since 
manual skull stripping was done on the 3D brain volumes that were manually cropped to 
exclude the body of the monkey and regions far outside the brain, all the 2D images and 
corresponding manual labels were upsampled to the same size (352×256) with bilinear 
interpolation and nearest neighbor interpolation respectively. The Bayesian SegNet was 
trained by Stochastic Gradient Descent (SGD) algorithm with multinomial logistic loss in 
60000 iterations (18 epochs). The learning rate during training was fixed as 0.01 with a 
momentum of 0.9. In testing, the number of samples were set as 6 based on (Kendall et al., 
2015a) and the limitation of GPU memory. The dropout rate for all the dropout layers were 
set as 0.5 for both MC dropout training and testing (Kendall et al., 2015a). Fully connected 
3D CRF was performed for each subject following Bayesian SegNet. The parameters for 
fully connected 3D CRF were empirically selected in the same manner as was described in 
Section 2.5: ω1 = 3, ω2 = 1, θα = θγ =4 and θβ = 1 (Eq. 5), and a total of 5 iterations were 
carried out to refine each subject’s result. The whole processing pipeline is implemented on 
the platform of Caffe (Jia et al., 2014) based on the original work of (Kendall et al., 2015; 
Krähenbühl and Koltun, 2012). The 100-subject dataset was divided into 2 sets by random 
permutation, resulting in 50 subjects in each half. A two-fold cross-validation was 
performed between these 2 sets to test the proposed method on all the subjects. In this way, 
the training and testing phases used independent sets of data. Due to the robustness of deep 
learning based methods, no registration is used during the entire process. All the training and 
testing of the proposed method and the evaluation of other compared methods was 
performed on a workstation hosting 2 Intel Xeon(R) E5-2620 v4 CPUs (8 cores, 16 threads 
@2.10GHz) with 64 GB DDR4 RAM and a Nvidia GTX980Ti GPU with 6 GB GPU 
memory. The workstation runs a 64-bit Linux operation system.
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2.7.2 Uncertainty of the Bayesian SegNet—One important aspect of Bayesian SegNet 
is the output of model uncertainty on predictions. We studied the influence of training set 
size, label inconsistency and training-testing inconsistency on the model uncertainty. Besides 
the training set of 50 subjects, we trained the Bayesian SegNet with 25 and 5 subjects to 
show how the size of the training set can affect the uncertainty. We also trained Bayesian 
SegNet with 50 subjects, of which either 25 or 5 subjects had sub-optimal labels from AFNI
+, while the rest of the labels were the manually-segmented ground truth. This was done to 
investigate how label consistency affects the uncertainty. Since AFNI+ usually includes 
some non-brain tissues around the frontal lobe and includes the adipose tissue behind the 
eyes in nonhuman primates, these labels can be used to simulate the same kind of errors 
possibly made in manual labels by carelessness or fatigue. To achieve similar level of 
convergence, the training procedures in this section were also performed with 60000 
iterations. Finally, to study the influence of inconsistency between the training set and the 
testing set, 4 new testing sets were designed to be slightly inconsistent with the training set. 
The 50 subjects in fold 2 (set #2) were rotated around the longitudinal axis by 10, 20 and 30 
degrees, to create 3 new testing sets. Another 50 subjects (mean (standard deviation) age = 
3.20 (.86) years; 66% female) were scanned at another site, with an older scanner model 
(GE Signa 3T, Waukesha, WI, USA), but the same coil model and experimental setup. The 
brain masks for these 4 new testing sets were all generated by the Bayesian SegNet trained 
with the original 50 subjects in fold 1 (set #1) (mean (standard deviation) age = 1.98 (.37) 
years; 38% female) and processed by 3D CRF with the same parameters used in Section 
2.7.1. These results were then compared to the results of the original 50 subjects in fold 2 
(mean (standard deviation) age = 1.92 (.39) years; 48% female) tested in Section 2.7.1. 
Model uncertainties on these new testing sets were also generated and compared with those 
on the original fold 2 in Section 2.7.1.
3 Results
3.1 Convergence of Bayesian SegNet during Training
Fig. 2 shows the convergence of the Bayesian SegNet on a 50-subject nonhuman primate 
training set and the convergence speed in one training set. There is no obvious improvement 
in the loss and accuracy after 18 epochs. Without loss of generality, we used the network 
weights at the 18th epoch, which is equivalent to 60000 iterations to predict brain masks, 
and one 18-epoch training over 50 subjects took about 12.3 hours on our workstation.
3.2 Brain Extraction for Nonhuman Primates
The performance of the proposed method and nine other state-of-the-art-methods were 
evaluated on the T1 volumes from 100 subjects. The Dice coefficient and average symmetric 
surface distance of each individual for each method are plotted in Fig. 3. The boxplots are 
shown in Fig. 4, and the corresponding mean values and standard deviations are shown in 
Table 2. Fig. 3 shows that the performance of the proposed method, a combination of 
Bayesian SegNet and fully connected 3D CRF (BSegNetCRF), is the best on both metrics 
among all the compared methods for each individual’s brain extraction. The boxplots in Fig 
4 shows the median and quartiles of the Dice coefficient and the average symmetric surface 
distance for each method. Table 2 illustrates that BSegNetCRF has not only achieved the 
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best mean values, but also the smallest standard deviation on both metrics. Multiple pairwise 
Wilcoxon signed rank tests (two-sided) were done to compare the performance of these 
methods. The performance of BSegNetCRF is better than all other methods, as evaluated on 
both metrics (p < 10-4, Bonferroni corrected). BSegNet is significantly better than SegNet on 
both metrics (p < 10-4, Bonferroni corrected). In the comparison between BSegNet and 
VNet, VNet’s average symmetric surface distance is significantly better than BSegNet’s (p < 
10-4, Bonferroni corrected) but the p-value on Dice Coefficient is 0.0425 before Bonferroni 
correction, which is insignificant after Bonferroni correction at the 0.05 significance level. 
Both BSegNet and VNet are better than LiviaNet on both metrics (p < 10-4, Bonferroni 
corrected). The comparisons of different methods on Hausdorff distance, sensitivity and 
specificity are also shown in Supplementary Fig. S1-S4.
Fig. 5 shows the extracted brain masks from all the methods for a representative subject. 
AFNI typically cannot catch the complete frontal lobe due to its challenging sharp curvature 
in nonhuman primates. AFNI+ was used to fix this by reducing the coronal slice thickness to 
one half. Although AFNI+ can capture the frontal lobe more completely, but it also captures 
tissues outside the brain. In addition, both AFNI and AFNI+ mistakenly include the adipose 
tissue behind the eyes. BET misses the frontal and occipital lobes of the brain, and the mask 
often extends past the upper boundary of the brain. BSE and HWA are not designed for 
nonhuman primates, and their resultant brain masks include a lot of non-brain tissue. 
ROBEX failed on all the nonhuman primate data, so it is not shown in the figure. NMT 
mistakenly includes the adipose tissue behind the eyes as part of the brain mask, and misses 
some boundaries and overshoots some others. SegNet tends to include the nonbrain tissue 
around the frontal lobe, eyes and brain stem as part of the brain mask. LiviaNet includes 
multiple nonbrain regions and misses some small regions within the brain. Results from 
BSegNet, VNet and BSegNetCRF are very close to the manually labeled ground truth. VNet 
performs well at the frontal lobe and eyes, but in general it includes slightly more nonbrain 
voxels close to the boundaries than BSegNetCRF, especially at the area close to the bottom 
of the brain and the brain stem. BSegNetCRF is also better than BSegNet, especially at 
excluding the brain stem. Fig. 5 shows a comparison of the error maps of these methods on 
the representative subject. A more comprehensive systematic comparison is shown in Fig. 6.
Fig. 6 is the averaged absolute error map of each method in the NMT template space. As 
mentioned in Section 2.6, the natural logarithm of the averaged error maps collapsed 
(averaged) along each axis is shown for display purposes. In Fig. 6’s comparison, 
BSegNetCRF has the best systematic performance with a much smaller error distribution 
than other methods considering the results in all the voxels for every subject, and the 
systematic performance improvement by fully connected 3D CRF can also be viewed 
between the absolute error maps of BSegNet and BSegNetCRF. VNet also has very good 
performance, but BSegNetCRF is still better than VNet around the bottom area of the brain. 
The averaged false positive and false negative maps can also be found in the Supplementary 
Fig. S5 and S6.
As a probabilistic network, Bayesian SegNet is able to output the model uncertainty on the 
prediction of every voxel’s label via Monte Carlo dropout testing. The maximum voxel-
labeling uncertainty of Bayesian SegNet within each subject’s 3D volume was calculated, 
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and it has a mean value of 0.116 and a standard deviation of 0.023 across all 100 subjects. 
Fig. 7 shows the voxel-labeling uncertainty on the same representative subject. In general, 
the uncertainty of the brain extraction is very low, and the relatively higher uncertainty 
regions concentrate around the edges of the brain. The uncertainty map of each subject was 
also transformed, averaged, collapsed and displayed in the same manner as the averaged 
absolute error map to calculate and show the averaged uncertainty map in the NMT space 
(Fig. 8). Fig. 8 illustrates the systematic uncertainty distribution in the 3D volume over all 
the subjects. Overall, the uncertainty is very low, and the relative high uncertainty area is at 
boundary of the brain close to the brain stem. The fully connected 3D CRF successfully 
helped correct the results from Bayesian SegNet around this area as shown is Fig. 5 and 6.
In terms of processing time, the prediction for a single subject in the test stage by Bayesian 
SegNet with Nvidia GTX980Ti GPU is around 40 seconds, and after this the fully connected 
3D CRF with an Intel Xeon(R) E5-2620 v4 CPU (8 cores, 16 threads @2.10GHz) is 
approximately 80 seconds for 5 iterations. Thus, the total time for one prediction is 
approximately 2 minutes, which is comparable to other edge detecting based methods. 
However, the template based method, NMT, is very time consuming. It costs around 5 hours 
even with an OpenMP version AFNI and 2 Intel Xeon(R) E5-2620 v4 CPUs to do the 
registration for one subject.
3.3 Uncertainty of the Bayesian SegNet
Uncertainty maps were also generated by Bayesian SegNet trained with different numbers of 
subjects to study the effect of training set size on the uncertainty. The uncertainty maps of 
the representative subject are shown in Fig 9, from which it can be seen that as the training 
set size decreases, the uncertainty increases, especially at the boundaries of the frontal lobe 
and behind the eyes. The total uncertainty defined as σtot = ∑i
σi
2
 (i is the voxel index) was 
also calculated for each subject, and the total uncertainties for the 50 subjects in the testing 
set generated by different training set sizes are shown in the boxplot in Fig. 10. In Fig. 10, an 
increase in the total uncertainty can be seen as the training set decreases, and the total 
uncertainty of every subject tends to deviate more from one to another as the training set size 
decreases.
The relationship between training label consistency and prediction uncertainty was also 
studied. Fig. 11 shows the uncertainty maps of a representative subject 007 generated by 
Bayesian SegNet trained with manual labels and labels generated by AFNI+. As the number 
of AFNI+ labels increases in the 50-subject training set, the uncertainty generated by 
Bayesian SegNet also increases, especially in the frontal lobe and regions behind the eyes 
where the AFNI+ labels mismatch the corresponding manual labels. Fig. 12 shows a boxplot 
of the total uncertainty in the ROI behind the eyes against different AFNI+ label numbers in 
the training set. As the number of AFNI+ labels in the training set increases, each tested 
subject’s total uncertainty in the inconsistently labeled area also increases and tends to 
deviate more from one to another.
The inconsistency between the training set and the testing set can also cause erroneous 
results. The uncertainty generated can give a warning about this kind of inconsistency. Fig. 
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13 shows the brain extraction performance of the proposed method with the same 
parameters (trained with the 50 subjects in fold 1 and using the same 3D CRF parameters) 
on 5 different testing sets. The original data in fold 2 are most consistent with the training 
data, and this set had the best performance. When the fold 2 data were rotated by 
increasingly larger amounts, the inconsistency of them against the training set was larger, 
and the brain extraction results were worse. Since the data collected on the older scanner 
were also slightly inconsistent with the training data due to slight contrast differences and 
age and gender differences between different subject groups, the results were also slightly 
worse. Fig. 14 shows the corresponding uncertainty behavior. When the testing set is 
inconsistent with the training set, the total uncertainty is higher. The more inconsistency 
there is, the more the total uncertainty increases.
4 Discussion
A new fully-automated brain extraction method is proposed as a combination of deep 
probabilistic neural network and fully connected 3D conditional random field, for the 
challenging task of brain extraction in nonhuman primates. The brain extraction results of 
the 100-subject dataset suggest that the proposed method can achieve higher accuracy and 
superior performance compared to state-of-the-art methods, as is measured by many 
different metrics. In addition, the proposed method is also highly time-efficient for a single 
prediction of a couple of minutes, with the facilitation of parallel computation.
The difficulties of nonhuman primate brain extraction are mainly due to the unique 
anatomical structures, especially the adipose tissue behind the eyes, the sharp curvature of 
the frontal lobe and generally more muscular and bony structures (Rohlfing et al., 2012a). 
For the competing nondeep-learning based methods, the brain extraction results are in good 
agreement with previous published studies (Wang et al., 2014). Edge detection methods and 
gradient based methods, like BSE and AFNI, can easily fail on the adipose tissue behind the 
eyes because of their proximity to the brain and high contrast to surrounding tissues (Iglesias 
et al., 2011; Wang et al., 2014). Algorithms involving surface expansion or deformable 
techniques, like BET and HWA, usually reach a result that either misses the frontal lobe, or 
includes areas out of the brain, because of the sharp curvature of the frontal lobe (Fennema-
Notestine et al., 2006; Shattuck et al., 2001). Template registration based methods, like 
ROBEX and NMT, highly depend on the accuracy of registration. Since every subject must 
have its own anatomical specificity, which can be highly unique, given significant 
differences in age, gender and health conditions, the registration often has flaws. (Roy et al., 
2017).
In the deep learning based methods, BSegNet is better than SegNet due to the involvement 
of Monte Carlo dropout training and testing (Kendall et al., 2015b), and BSegNetCRF is 
better than BSegNet since fully connected 3D CRF makes it possible to refine the 
probability results in a fully 3D context. BSegNetCRF, LiviaNet and VNet are all 3D 
methods using different strategies to take the 3D context into consideration. BSegNetCRF 
refines the results from a 2D neural network with 3D CRF; LiviaNet unstacks the original 
3D volumes into small 3D patches for the 3D network; VNet downsamples the original 3D 
volumes and processes the whole downsampled 3D volume with the 3D network. The results 
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show that BSegNetCRF outperforms LiviaNet and VNet in this application, and there could 
be multiple possible reasons for this. Directly processing large 3D images on current GPUs 
is very challenging due to the limit of GPU memory, so the design of a 3D network has to be 
relatively light and shallow to reduce the memory request from the network parameters. 
Even so, to process the 3D input, either a patch-based strategy or downsampling still need to 
be used. A 3D Patch-based strategy reduces the network’s receptive field, so it is usually 
used for segmenting small structures. For regions as large as nonhuman primate brains, 
small regional errors can be caused. Meanwhile, downsampling can affect the results 
directly. LiviaNet and VNet also use different network designs, such as number of layers, 
stride and loss function, and these differences could also be the potential reasons for the 
performance differences in this application.
Overall, compared with nondeep-learning based methods, deep learning uses the training 
process to capture the features of the dataset with the help of a subset of manually labeled 
brains as the prior knowledge. This gives deep learning the ability to segment very complex 
structures. For brain extraction, it can exclude the complex ventricle structures within the 
brain in a manner as the manual labels are defined in the training stage (Kleesiek et al., 
2016). Meanwhile, deep learning also offers more flexibility in brain extraction since one 
can define the brain region as preferred by the training labels, for example, including or 
excluding certain parts of the brain, like the brain stem or cerebellum.
As a convolutional encoder-decoder network, Bayesian SegNet reaches a balance of being 
both deep and light, which makes it a powerful tool in brain extraction. For being deep, it 
has 13 convolutional layers, 13 deconvolutional layers and 26 corresponding ReLU layers, 
which makes it deep enough to extract high level features with a considerable receptive field, 
while possessing sufficient nonlinearity to build the transformation from the original images 
to the brain extraction labels (Badrinarayanan et al., 2015a).
However, usually a deep neural network suffers from an enormous number of parameters to 
train, which has a high cost in terms of GPU memory, and time in training and predicting, 
and can also result in overfitting. In terms of also being light, Bayesian SegNet elegantly 
uses the pooling indices in the maximum pooling layers to perform the nonlinear 
upsampling in the corresponding upsampling layers. This eliminates the need for training in 
all the upsampling steps and makes the upsampled maps sparse. Moreover, it also uses small 
convolutional filters and no fully connected layers. All these features make it small in terms 
of the number of trainable parameters and efficient in terms of both the memory cost and 
computational time (Badrinarayanan et al., 2015b; Liu et al., 2017).
Being different from other deep learning based neural networks applied to brain extraction, 
Bayesian SegNet is a probabilistic neural network, so it has the ability to provide the 
uncertainty of the network on each prediction, as well as predict accurate labels for all pixels 
(Kendall et al., 2015a). It is important for a predictive system to generate model uncertainty 
as a part of the output, since meaningful uncertainty measurement is important for decision-
making, especially biomedical applications where accuracy is extremely important. To 
replace any manual procedures with deep learning based methods means the conventional 
ground truth is not available any more in a real prediction, so an output including the 
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confidence of the model on each specific case becomes very important. The uncertainty 
offered by Bayesian SegNet meets this very need. In a routine procedure implemented by 
Bayesian SegNet, every output uncertainty will be checked automatically against an 
empirical threshold to determine whether the result can be trusted or human intervention 
should be started. In our exploration of the uncertainty generated by Bayesian SegNet, we 
demonstrated that the behavior of the uncertainty generated by Monte Carlo dropout 
sampling matches our expectation very well. The uncertainty tends to increase and deviate 
more from subject to subject, as the size of the training set decreases, the inconsistency of 
training labels increases, or the inconsistency between the training set and testing set 
increases (Fig. 9-12). Considering each training process takes about 12 hours, we only 
studied a few training set sizes and mismatching label numbers. In addition, although the 
training process always drives the loss to converge, the training procedure itself is a 
stochastic process. A more thorough study of the behavior of the uncertainty, and to what 
extent the training process affects the uncertainty, are future research topics. In terms of the 
inconsistency between training and testing sets, there are several possible solutions to 
improve the robustness of the method. One is to make the training set more like the testing 
test. For example, to predict randomly rotated data, the training set can also be randomly 
rotated before training, or all the training and testing data can be aligned to a template before 
training and testing to make the model more robust. The other solution is to use transfer 
learning (Pan and Yang, 2010). To predict the data from another site or using another pulse 
sequence, the trained network can be further finetuned with a small subset of this kind of 
inconsistent data before the real prediction.
The combination of fully connected 3D CRF takes the probability maps from Bayesian 
SegNet’s 2D predictions and moves forward to predictions in a fully 3D context. Because of 
the limitation of current GPU memory, and the huge data size of brain images, it is currently 
challenging to make fully 3D predictions through deep learning on a single GPU (Wachinger 
et al., 2017). Thus, we chose the 2D neural network to meet the GPU memory limitation 
without compromising the network performance, while making the whole 2D slice available 
for training and predicting. Then, we involve fully connected 3D CRF to implement a 
complete 3D prediction taking into account all the information from the entire original brain 
volume. Results shown from Fig. 3, 4 and 6 demonstrate the improvement made by the 
combination of this fully 3D process to the deep learning alone method. In addition, there 
can be errors in the direct results from deep learning based methods due to the imperfection 
and inconsistency of manual labeling. Fully-connected 3D CRF can fix these errors to some 
extent by taking into account the contrast and distance of all the connections in the original 
3D image (shown in Fig. 5 and 6). The parameters of fully connected 3D CRF were 
empirically selected. To achieve the optimal performance, the weights for the result of deep 
learning, image intensity and voxel distance need to reach a balance. If the result of deep 
learning is over weighed, the effect of CRF’s refinement won’t be realized, and the result 
will be similar to that from deep learning. If the image intensity or voxel distance is over 
weighed, then the deep learning portion will be underemphasized, and the result could be 
worse than that from deep learning. As each of the parameters changes, the Dice coefficient 
will change gradually.
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There are also some limitations in our study. To simulate the typical parameter-selecting 
procedure, we didn’t carry out subject specific parameter selection, nor did we perform a 
grid search in the parameter space. It is possible that the performance of these methods can 
be improved with these strategies, however, they are very time consuming, and thus, 
impractical (Kleesiek et al., 2016). Another limitation is that we only studied the 
periadolescent rhesus monkeys. The structure of a nonhuman primate’s skull and the amount 
of muscle tissue change dramatically across development, and infant monkeys are being 
used more and more in neuroscience studies (Kourtzi et al., 2006; Livingstone et al., 2017). 
Currently we are collecting brain MR images of rhesus monkeys across the whole age 
spectrum to test our method and investigate how transfer learning can be applied across 
different age groups. Future study also includes the possibility of combining the third-
dimensional information (Xu et al., 2017) and image noise information (Kendall and Gal, 
2017) of MRI brain volumes into the network. These approaches may further improve the 
performance of brain extraction.
5 Conclusion
In conclusion, we proposed and evaluated a new fully-automated brain extraction method 
integrating Bayesian SegNet and fully connected 3D CRF for nonhuman primate MRI brain 
images. Being different from previous designs, our approach is not only able to generate 
accurate and rapid brain extraction in a fully 3D context, but it also involves a probabilistic 
convolutional neural network that can output the uncertainty of the network on each 
prediction. This can greatly facilitate current large-scale MRI based neuroscience, 
neuroimaging and psychiatry studies on nonhuman primates.
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Fig. 1. 
Work flow of the proposed brain extraction method, a combination of Bayesian SegNet and 
fully connected 3D CRF.
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Fig. 2. 
Loss and accuracy for Bayesian SegNet during training against epochs. Loss is the 
multinomial logistic loss between the output labels and the ground truth labels. Accuracy is 
defined as the ratio of correctly labeled pixels over total number of pixels for each category.
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Fig. 3. 
Evaluation scores on each subject from different brain extraction methods. Enlarged figures 
are on the right. Higher Dice coefficients and lower average symmetric surface distance 
indicate better agreement between the automatically-defined and manually-labeled (ground 
truth) brain masks. For all subjects, BSegNetCRF resulted in better brain extraction than all 
other methods tested.
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Fig. 4. 
Evaluation scores in boxplots from different brain extraction methods. Enlarged figures are 
on the right. In the figure points are drawn as outliers with red ‘+’ symbols, if they are 
greater than q3+1.5(q3-q1) or less than q1-1.5(q3-q1), where q1 and q3 are the first and third 
quartiles respectively.
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Fig. 5. 
Comparison of the brain masks extracted by different methods on a typical subject: subject 
007.
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Fig. 6. 
Averaged absolute error maps for compared methods. For display purposes, the natural 
logarithm of the averaged map collapsed (averaged) along each axis is shown.
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Fig. 7. 
The uncertainty map given by Bayesian SegNet for subject 007.
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Fig. 8. 
Averaged uncertainty maps from Bayesian SegNet. For display purposes, the natural 
logarithm of the averaged map collapsed (averaged) along each axis is shown.
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Fig. 9. 
Uncertainty maps on subject 007 generated by Bayesian SegNet trained with different 
training set sizes. The blue arrows in the figure point out the regions with obvious 
uncertainty increase.
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Fig. 10. 
Total uncertainty in boxplots generated by Bayesian SegNet trained with different training 
set sizes. In the figure points are drawn as outliers with red ‘+’ symbols, if they are greater 
than q3+1.5(q3-q1) or less than q1-1.5(q3-q1), where q1 and q3 are the first and third 
quartiles respectively.
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Fig. 11. 
Uncertainty maps on subject 007 generated by Bayesian SegNet trained with 50 subjects in 
which different numbers of manual labels were replaced by labels generated by AFNI+ for 
the corresponding subjects. The blue arrows in the figure point out the regions with obvious 
uncertainty increase.
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Fig. 12. 
Total uncertainty of the ROI behind eyes in boxplots generated by Bayesian SegNet trained 
with 50 subjects in which different numbers of manual labels were replaced by labels 
generated by AFNI+ for the corresponding subjects. In the figure points are drawn as 
outliers with red ‘+’ symbols, if they are greater than q3+1.5(q3-q1) or less than q1-1.5(q3-
q1), where q1 and q3 are the first and third quartiles respectively.
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Fig. 13. 
Evaluation scores in boxplots for the original fold 2 data, rotated fold 2 data and data from 
another site. In the figure points are drawn as outliers with red ‘+’ symbols, if they are 
greater than q3+1.5(q3-q1) or less than q1-1.5(q3-q1), where q1 and q3 are the first and 
third quartiles respectively.
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Fig. 14. 
Total uncertainty generated by Bayesian SegNet for the original fold 2 data, rotated fold 2 
data and data from another site in boxplots. In the figure points are drawn as outliers with 
red ‘+’ symbols, if they are greater than q3+1.5(q3-q1) or less than q1-1.5(q3-q1), where q1 
and q3 are the first and third quartiles respectively.
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Table 1
Parameters studied and values used for the competing methods.
Method Parameter Description Range Optimal value
3dSkullStrip -push_to_edge Push to edge aggressively w/ or w/o w/
-monkey Brain of a monkey w/ or w/o w/
-shrink_fac Brain VS non-brain intensity threshold 0~1 0.5 for AFNI
0.4 for AFNI+
HWA -less Shrink the surface w/ or w/o w/o
-more Expand the surface w/ or w/o w/o
-atlas Use the atlas information w/ or w/o w/
BET -f Fractional intensity threshold 0.1~0.9 0.3
-g Vertical gradient -1~1 -0.5
-r Head radius 30~50 35
BSE -d Diffusion constant 5~35 25
-s Edge detection constant 0.10~0.80 0.69
-p Dilate final mask w/ or w/o w/o
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Table 2
Mean and standard deviation of Dice coefficient and average symmetric surface distance (ASSD) for all 100 
subjects. The best result is in bold font.
Method Dice ASSD/mm
AFNI 0.967 (±0.003) 0.670 (±0.123)
AFNI+ 0.965 (±0.004) 0.609 (±0.088)
BET 0.926 (±0.006) 1.175 (±0.105)
BSE 0.740 (±0.034) 4.200 (±0.738)
HWA 0.739 (±0.046) 4.046 (±0.812)
NMT 0.962 (±0.005) 0.578 (±0.075)
SegNet 0.975 (±0.006) 0.404 (±0.116)
BSegNet 0.980 (±0.002) 0.306 (±0.026)
LiviaNet 0.972 (±0.006) 1.271 (±0.431)
VNet 0.980 (±0.003) 0.283 (±0.046)
BSegNetCRF 0.985 (±0.002) 0.220 (±0.023)
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