The importance of teaching our students at all levels how to use computers as a problem-solving tool is well-recognised. Using numerical approximations to discover unknown formulas can be a powerful example. It is usually pointed out to the students that computer exploration alone is not sufficient and should be followed up whenever possible with a proof or at least some additional analysis. The importance of this is illustrated in the example below, in which there is compelling numerical evidence for an incorrect conclusion.
Introduction
The importance of teaching our students at all levels how to use computers as a problem-solving tool is well-recognised. Using numerical approximations to discover unknown formulas can be a powerful example. It is usually pointed out to the students that computer exploration alone is not sufficient and should be followed up whenever possible with a proof or at least some additional analysis. The importance of this is illustrated in the example below, in which there is compelling numerical evidence for an incorrect conclusion.
" in]'
We began by investigating the behaviour of V It is well known * = o W that no explicit formula has been found for this sum, but it has only recently been shown that no such formula can exist (see [1] , theorem 8.8.1, page 160). In [2] it is noted that this sum has a value (credited to Carlitz) which is equal to the coefficient of x" in (1 -x 2 )" P n {yzi), where P n (x) is the n th \n\ . , . i...... , I2n\ Legendre polynomial. By contrast > is known to be simply . In t-oW \ n l fact, to see that this last formula is true we need only note that the number of lattice paths (in which we may proceed only up or to the right) from (0, 0) to
l2n\
(n, n) is given by , and that each such path must pass through exactly \nj one of the points (k, n -k) for k = 0, ... , n; for each k the number of Inf such paths is given by . Another simple proof is given in [1] .
Using Mathematica we generated the first 200 values of " M 3 C (n) = ^ Unaware of any asymptotic formula at that time, we values with 8", an elementary upper bound (since = 2"). We saw immediately that 8 " / C ( H ) grows roughly linearly with n, so we looked at the first 200 values of 8" / (nC (n)), at which point the numbers seemed to be approaching a limiting value (they decrease monotonically from 2.72979 at n = 100 to 2.72524 at n = 200). In fact, it seemed possible that C(n) could be asymptotic to 8'7(en), a conjecture which appeared to be strengthened by looking at % n l{enC(n)) for larger values of n (which is 1.00256 at n = 200). Wondering how the value of e could appear, we set out to prove our conjecture.
THE MATHEMATICAL GAZETTE

The correct formula
We begin by using the normal distribution to approximate the binomial distribution. To calculate binomial coefficients one uses p = q = 5, and the standard formula gives us asymptotically the approximation A (n, k) defined by
As n becomes large, we may replace this integral with the area of the rectangle with height given by the integrand's value at \ (a k + b k ), obtaining the approximation
\J2n \n/'4 Cubing both sides gives
Now reverse the process and replace the function values with the integrals over the interval of support divided by the width of the intervals (the error is small and decreases with n since the function is integrable). Interval widths are still 1 / \JnlA with centres at (k -f) /' \Jnl 4, so this replacement gives
Summing over k yields
We note that the integral on the right is a normal distribution function with a slightly different normalisation, which readily allows us to calculate its value as \j2nl3. Keeping track of the constants gives us the asymptotic estimate. This yields
We now realize that in place of the number e which we conjectured from the numerical estimate we actually have TTV3/2, whose ratio to e is about 1.000889.
The integral approximation
To make our derivation rigorous we need to understand precisely the sense in which the approximation (1) above holds 'asymptotically'. It is tempting to believe that this approximation holds for 'sufficiently large n without regard Xo k. To check our guess we held k fixed and looked at increasing values of n. This time the numerical approximations led us to the correct conclusion: approximation (1) does not hold for sufficiently large n with k fixed. To see this we note that
Since the last expression is exponential in n, and < n it is easy to see that, for fixed k, the ratio of the normal approximation B(n, k) to tends to infinity as n For fixed n, the approximation is only good when k is near \n. The figure below shows the disparity between the actual values of the binomial coefficients and the approximation given by (1) In view of this, we realized that it can be somewhat misleading to talk about the 'normal approximation to the binomial'. It is much more accurate to say that the binomial distribution is an approximation to the normal. Thus, for a fixed value of a, the Central Limit Theorem tells us that the formula A («, k) is actually a (uniformly) good approximation to for all k such that -a < (k -jn) I \jnl A < a as n -» °° (see, for example, the discussion in chapter VII of [3] ). More precisely, for all a > 0 and for all £ > 0 there exists an N such that for all n > N, and all k such that -a < (k -\n)l\JnlA < a,
The asymptotic formula with proof
The derivation above can now be made rigorous and more general to produce the asymptotic formula for sums of higher powers which was first obtained by Polya e^dt > 1 £.
This is possible since both expressions have the value of 1 when the integrals are taken over the whole real line. For convenience in later calculations we also take a > 1. For a given n we define
Then, using the Central Limit Theorem, choose N\ large enough so that
A standard upper bound for the error in approximation of an integral of the form j c f(t)dt by a single application of the midpoint rule (i.e. by using the value hf(c + |) ) is jfch , where M is the maximum value of \f"(t) | on the interval [c, c + h] (see, for example [5] (1)) and letting c k equal the minimum of {|a*|,
, so that
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Combining inequalities (7) and (8) with the definition of B (n, k) given in (2) we obtain
The ratio of the two exponential factors in the above inequality is exp I 
Thus, we may find N2 such that
For n larger than the maximum of A^ and N 2 we may combine inequalities (6) and (11) to obtain
Raising each side to they th power yields
B(n, ki for all k e /". (13) We may approximate the value B(n, Kj with the integral C(n, k) defined as C(n,k).T\fc\ b 1™\
The same error estimate for the midpoint rule used before, but now using the function g (t) = 2 nj (*f)~J >2 e~m'\ tells us that
Thus there exists N-* such that
Summing over all k in /" gives 
since the integrand is less than 1. Combining (17) and (18) we see that there exists an /V4 such that
In order to obtain the final asymptotic approximation, it remains to replace the sum over those k e /" with the entire sum, and the integrals from -a to a by those on the entire real line.
Defining the quantity F{n) to be the limiting value of E(n) as a goes to infinity (i.e. F(n) = 2" J sJ% L°l ( f )~j n e^'^dt) the inequalities in (19) and (5) allow us to obtain (1 -e) 2j+3 F(n) < £ ")./ < (1 + ef i+2 E(n) for all n > N 4 (20)
Here we note that E(n) < F(n), so that only the exponent of the left inequality needs to be changed. The left inequality for j = 1 yields mi (1 -e) < ^( X ( ' , ' | ' Since all the values of | " | for those k in /" are larger than all those not in /," the ratio of the sum over those in /" to the whole sum will only be greater wheny'th powers are taken. Thus, we obtain
Ml
(1 -£) < 1-. 
