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I. INTRODUCTION 
Although Liouville [14] used successive approximations 
in his study of differential equations as early as 1840, 
the power of this method was not fully appreciated until 
tedious hand computation was replaced by electronic computa­
tion. Computers have also been a prime factor contributing 
to further theoretical research on the subject of successive 
approximations as applied to many different areas of mathe­
matics, including differential equations. 
Successive approximations for differential equations 
have been particularly useful in the study of initial value 
problems. A standard format is to write the differential 
equation as an equivalent integral equation, to choose an 
approximate solution in some fashion, and to generate a 
sequence of successive approximations for the integral equa­
tion. Existence and/or uniqueness of a solution is then 
obtained by using a fixed point theorem, such as the con­
traction principle. Finally, an approximate solution can 
then be obtained on the computer, since the existence is 
constructive in the sense that not only is existence and 
uniqueness established but also the solution is in fact the 
limit of the sequence of successive approximations. 
On the other hand, the study of boundary value problems 
has not been so richly enhanced by the use of successive 
approximations. There is, however, some usage, for example. 
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successive approximations were used to study the general 
n^^ order linear boundary value problem in 1926 [9]. 
Analytic function theory was used to obtain sufficient con­
ditions for convergence. 
Consider the nonlinear two-point boundary value problem 
y" = h(t,y,y'); y(0) = A, y (T) = B, (1.1) 
where T > 0 is fixed. All methods of successive approxi­
mations for the solving of (1.1)^ involve the defining of the 
approximation in terms of one or more of the preceding 
approximations. There are, however, many ways to proceed 
toward this goal, most of which involve changing the differ­
ential equations into integral equations. These integral 
equations generally contain a Green's function kernel. 
Roughly speaking, a Green's function is a generalized solu­
tion to a linear homogeneous boundary value problem. Thus, 
C.CX.XLI uxic: o 
imations for the nonlinear problem (1.1). Consequently, 
different ways of linearizing (1.1) will give rise to differ­
ent definitions of successive approximations. Perhaps the 
simplest linearization of (1.1) is to define the lineariza­
tion to be identically zero on [0, T]. The differential 
equations solved by the successive approximations for 
k = 1,2,"take on the form 
^Herein, the equations will be represented by ( ) and 
the references will be represented by [ j. 
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yk+i'o) = A' yk+i'T' = s. (1.2) 
The equivalent integral equations are then 
= G^(t,s) h(s, yj^(s) ,yj^(s) )ds + u(t), (1.3) 
where G^(t,s) is the Green's function for the problem 
y" = 0 and w(t) is the linear function which satisfies 
w(0) = A, w(T) = B. 
Therefore, finding the solution y(t) of (1.1) is equivalent 
to solving the integral equation 
y(t) = -/^ G^(t,s) h(s,y(s),y'(s))ds + w(t). (1.4) 
The use of the successive approximations defined by 
(1.3) to study the boundary value problem (1.1) was con­
sidered as early as 1893 by Picard, and a more recent study 
V7as done by Bailey.. Shampine. and Waltman (BSW) [1]. Some 
of the assumptions made as well as some of the iteration 
schemes employed by BSW [1] are discussed below as motivation 
for the work that follows. 
Several of the basic assumptions made by BSW are con-
2 tinuity of h(t,y,y') on [0, T] X R , where R is the set 
of real numbers, and Lipschitz conditions of various types 
for h(t,y,y'). One such Lipschitz condition is 
K^(y-x) ^h(t,y,y')-h(t,x,y') _<K2(y-x) if y ^ x (1.5a) 
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L^(y'-x') ^h(t,y,y')-h(t,y,x') ^Lgfy'-x') if y'^x', (1.5b) 
where K^, L^, i = 1, 2, are either Lipschitz constants or 
continuous functions on the interval [0, T]. The Lipschitz 
constants (functions) are then assumed to be sufficiently 
small so that the iteration (1.3) is a contraction and, thus, 
uniform convergence is obtained for any initial function 
y^(t) contained in some class of functions. 
Another iteration scheme discussed by BSW [1] is called 
the modified Picard iteration. This method is used for 
(1.1) with the assumptions that h(t,y,y') is independent 
of y', say h(t,y,y') = f(t,y), and that A = B = 0. The 
following theorem describes the procedure. 
Theorem 1.1; If f(t,y) is continuous on [0, T] X R 
and satisfies (1.5a) with < tt^/T^, then (1.1) has a 
unique solution y(t), and the iteration sequence y^(t) 
 ^ • » 
y; + ky^ = kYn-i + ((t'Ya-i)= YntOI = Yn'?' = 
where k = + K^), converges uniformly to y(t). 
The proof is again by means of the contraction mapping 
principle and, thus, y^(t) can be any member of some class 
of functions. 
A third type of iteration scheme discussed by BSW [1] 
establishes monotonie convergence of the sequence of succes­
sive approximations. The method is called Newton's method. 
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and again it is assumed that h(t,y,y') = f(t,y) and that 
A = B = 0. The method involves the approximation of f(t,y) 
by the first few terms of a Taylor series expansion. 
Although the convergence is monotonie, the price is also 
quite high, since f(t,y) is assumed to be a concave or a 
convex function of y. 
In the work that follows, monotonie convergence is 
established for a sequence of successive approximations for 
(1.1), where it is assumed throughout that h(t,y,y') is 
linear in y'. The linearization of (1.1), more correctly 
called a quasi-linearization, which is employed was intro­
duced by Lees [13]. Although he considered only functions 
h(t,y,y') which were independent of y', an analogous 
quasi-linearization of the general problem (1.1) can be per­
formed. 
Suppose h(t,y,y') has continuous first partial 
derivatives on [G, i] ^  R , and let 
u(t) = y(t) - w(t) (1.6a) 
A(t;u) = hy,(t,^u+u,%u'+w')dg (1.6b) 
B(t;u) — hy ( t, Çu+uj, Çu'+a) ' ) dÇ , (1.5c) 
Then it can be shown that (1.1) is equivalent to the boundary 
value problem 
u" = A ( t ;u) u '+B (t ; u)u+h (t, u), 0) ' ) ; u(0) =u(T) =0. (1.7) 
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A preview of how successive approximations will be used 
to solve (1.7) can now be given. Let u^(t) be qualita­
tively chosen from some known class of functions S. For all 
u € S, make sufficient assumptions upon A(t;u) and B(t;u) 
to guarantee that the Green's functions G^(t,s) for the 
problems 
"k+l = k = l,2,3,---, (1.8) 
exist, are unique, are continuous, and are nonnegative on 
[0, T] X [0, T]. Next, define successive approximations 
for (1.7) which are solutions to the boundary value 
problems 
= A(t;u^)u^^l + B(t:u^)+ h) : 
Uj^^3_(0) = i\+3_(T) = 0. (1.9a) 
As integral equations, these successive approximations have 
the form 
u^^^(t) = -/^ G^(t,s) h(s,w(s),w'(s))ds. (1.9b) 
Finally, show convergence of {u^(t)}, and thereby establish 
the existence and/or the uniqueness of a solution to (1.7). 
Therefore, by (1.6a), existence and/or uniqueness for (1.1) 
will have been established. 
The best results of this thesis are included in Theorems 
7 
2.6, 2.14, 3.7, and 3.15, and Corollary 2.16. Corollaries 
2.8, 2.9, and 3.12 and Note 3.13 involve particular boundary 
value problems 5 such as the no-damping case. 
8 
II. COMPARISON OF GREEN'S FUNCTIONS 
Let L be the second order linear differential operator 
defined by 
Ly = y" - a(t)y', (2.1) 
where it is assumed that a(t) is continuous on [0, T]. 
Let b(t) be continuous on [0, T], and denote by G(t,s;b) 
the Green's function, if it exists, for the linear problem 
Ly = b (t)y. (2.2) 
The notation G^(t,s) will be reserved for the case 
a(t) = b(t) =0 on [0, T]. 
Definition 2.1; Equation 2.2 is said to be disconjugate 
on [0, T] if the only solution with two zeros on [0, T] 
is the trivial solution y = 0. 
Disconjugacy criteria for the general order linear 
homogeneous differential equation are quite abundant in the 
literature. In particular, disconjugacy results for (2.2) 
are very numerous, since second order equations arise fre­
quently in applications. These criteria for (2.2) range 
from the fairly abstract, such as the result of Heimes [8] 
which shows that in a Banach space (2.2) is disconjugate on 
[0, T] if a(t) 5 0 on [0, T] and 
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niax F iG (t,s)b(s) jds < 1, 
0^t<T ° ° -
to a result for the scalar case of (2.2) due to Fink [5] 
which states that (2.2) is disconjugate on [0, T] if 
-/^ b"(s)ds < i exp(- |a(s)|ds), (2.3) 
where b (t) = xnin{b(t) ,0}. Another very useful theorem on 
disconjugacy is the variational principle. Details can be 
found in [7J. A good sunimary of some of the more recent 
results on disconjugacy for the n^ order problem and, in 
particular, for (2.2), was given by Brink [3]. 
Let Uj(t), j = 1,2, be functions which satisfy the 
initial conditions 
Uj (Ô2jT) = 0, u' iô^.T) = 1, (2.4) 
where 6^^ is the Kroneker delta. 
Lemma 2.2: Suppose that Equation 2.2 is disconjugate 
on [0, T]. Then there exist unique solutions u^(t) which 
solve the problems (2.2) and (2.4), and which extend 
across the entire interval [0, T]. Furthermore, u^(t) > 0 
on (0, T] and ^2^^^ < 0 on [0, T). 
Proof : Existence, uniqueness, and extendibility are 
known since both problems are linear initial value problems. 
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By the construction of the functions u^ if the inequalities 
were not true the disconjugacy assumption would be violated.H 
Theorem 2.3: If Equation 2.2 is disconjugate on [0, T], 
then there exists a unique, continuous, nonnegative Green's 
function G(t,s;b) on [0, T] x [o, T]. 
Proof : Proofs of existence, uniqueness, and continuity 
of G(t,s;b) can be found in [9], Let u^(t), j = 1,2, 
solve (2.2) with initial conditions (2.4). The functions 
Uj define the Green's function G(t,s;b) [4] to have the 
form 
(s)u- (t) 
u^ (T) if 0 < s < t < T 
G(t,s;b) = K(s,T)•< (2.5) 
1 u, (t)u-(s) 
if 0 < t < s < T, 
^ "1 
where K(s,T) is a negative function. By applying Lemma 2.2 
the result is established, jj 
Note 2.4; The precise form of the exponential function 
cT K(s,T) is -exp(-jg a(x)dx). However, the form of G(t,s;b), 
which is now known to be unique under the hypotheses of 
Theorem 2.3, will be displayed in a somewhat different manner 
in the work that follows. 
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In addition to portions of many text books on differ­
ential equations, such as [7] and [9], which treat the theory 
of Green's functions in boundary value theory, there are 
entire volumes on the subject, such as [6]. A very minimal 
amount of this theory of Green's functions will now be given. 
Assume that Equation 2.2 is disconjugate on [0, T], and 
let VJ(t), j = 1,2, be solutions of (2.2) which satisfy 
the initial conditions 
Vj(0) = 02]' Vj(0) = (2.6) 
where is the Kroneker delta. Then the Green's function 
G(t,s;b) of (2.5) can be written, with p (s) =exp (-/^a (x) dx) , 
as 
v^(s)[v^(t)v2(T) -V2(t)v^(T)] 
i f  0 £ s < _ t < T  
(2.7a) 
v^ (t) [ v^ (s) V, (T) -v2(s)v^ (T)] 
^  i f O £ t < s < T .  
p (s) 
G(t,s;b) =- '< 
Details of this construction can be found in [17]. 
From (2.7a), it is easily seen that G^(t,s) has the 
form 
j(T-t)s if 0^s<_t^T 
G ^ ( t , s )  =  ^ ( 2 . 7 b )  
1(T - s)t if 0 < t < s < T. 
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Since the functions are, in general, difficult to com­
pute, (2.7a) is much more appealing than (2.7a). Conse­
quently, the use of G^(t,s) as an integral kernel has 
definite advantages over the use of G(t,s;b). In particu­
lar, the magnitude of G^(t,s) and its partial derivatives 
are easily computed. For example, 
0 < Gg(t,s) < (2.8a) 
G^(t,s)ds = (2.8b) 
Il G^(t,s)ds = 1^. (2.8=1 
/o Go(t'S)las . t2_±_^Tz_tl2 < T. (2.86) 
The Green's function G(t,s;b) finds its application to 
boundary value theory through the linear nonhomogeneous 
boundary value problem 
Ly = b(t)y + g (t) ; y(0) = y(T) = 0, (2.9) 
where it is assumed that g(t) is continuous on [0, T]. 
The reason is given in the following theorem, which is stated 
without proof. 
Theorem 2.5; If Equation 2.2 is disconjugate on [0, T], 
then Equation 2.9 has a unique solution y(t) which is 
13 
given by 
y(t) = -/^ G(t,s;b)g(s)ds. (2.10) 
Furthermore, the first derivative of the solution, y'(t), 
is given by 
y'(t) = -/^ G(t,s;b)g(s)ds. (2.11) 
Because of Theorem 2.5, it is clear why (1.1) is said 
to be equivalent to (1.4), namely, h(t,y,y') of (1.1) is 
considered as the nonhomogeneous forcing function added to 
the zero function in the equation y" = 0, and the kernel 
G(t,s;b) in (2.10) is replaced by G^(t,s). In addition 
to the equivalence of (1.4) and (1.1), straightforward 
differentiation of (1.4) along with (2.7b) shows that the 
derivative of the solution to (1.1) is a solution to the 
integral equation 
h* (t) = -/Q G^(t,s)h (s ,y (s) ,y' (s) )ds + u'(t). (2.12) 
Let bj(t), j = 1,2, be continuous on [0, T], and 
denote by G(t,s;b^), j = 1,2, the Green's functions, if 
they exist, for the linear problems 
Ly = bj(t)y; j = 1,2. (2.13) 
Theorem 2.6; Suppose Equation 2.13 is disconjugate on 
14 
[0, T] for j = 1, and that b^(t) <_ bgft) on [0, T]. 
Then G(t,s;bj), j=l,2, exist, are unique, and are continu­
ous and, furthermore, 
0 < G(t,s;b2) < G(t,s;b^) (2.14) 
on [0, T] X [0, T]. 
Proof : Since (2.13) is disconjugate on [0, T] for 
j = 1 and b^(t) £ bgft) on [0, T], it follows from the 
variational principle [7] that (2.13) is also disconjugate 
on [0, T] for j = 2. Thus, by Theorem 2.3 G(t,s;b^), 
J 
j = 1,2, exist, are unique, are continuous, and are non-
negative on [0, T] X [0, T]. 
Suppose 
G(t^,s^;b ) - G(t^,s^;b.) > 0 (2.15) 
O O Z O O J. 
for some (t^,s^) € [0, T] % [o, T]. By continuity in the 
s-variable, there must exist a ô > 0 such that 
G(t^,s;b2) - G(t^,s;b^) > 0 
whenever |s - s^\ < 6. Define g(t) by 
0  i f  0 < t < s  -  5 
— — o 
L  I i f  s  - Ô < t < s + Ô  (2 . 1 (  
K o  i f s + 6 < t < T .  V o — — 
g(t) = < -exp 
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Let Uj(t) be the unique solutions, j = 1,2, to the boundary 
value problems 
Ly = bj(t)y + g(t); y(0) = y (T) =0, j = 1,2. (2.17) 
By (2.10) , 
Uj(t) = -/^ G(t,s;bj)g(s)ds, j = 1,2, (2.18) 
and thus Uj(t)^0 on [0, T], j = 1,2. Let z(t) = 
U2(t) - u^(t). Then z(t) solves the boundary value problem 
Lz = b^(t)z + (bgft) -b^ttjjUg; z(0) = z (T) = 0. (2.19) 
Therefore, z satisfies the differential inequality 
Lz > b^(t)z, (2.20) 
which implies that z is a lower solution with respect to 
solutions of the boundary value problem 
Ly = b^(t)y; y(0) = y(T) = 0. (2.21) 
Thus z(t) ^ 0 on [0, T], which is a contradiction to 
(2.15), since 
s +6 
0 < z{t^) = -/ ° (G(t^,s;b2) - G (t^ ,s ;b^) ) g (s) ds . || 
s —6 
o 
Note 2.7: References on the theory of sub(super)-
functions and lower(upper)-solutions which insure z(t) £ 0 
in Theorem 2.6 are given in Chapter 4. 
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The Green's function G(t,s;0) has a particularly 
simple form, namely, with p(s) = exp(-/^ a(x)dx), 
fv(s)[1 - y 1^1 ] if 0 < s < t < T 
G(t,s; 0) =p(s) • ^ (2.22) 
(tiCl - if 0 < t < s < T, 
where 
= /o gfir • '2-231 
Corollary 2.8; If 0 £ b^(t) ^  bgft) on [0, T], then 
Equation 2.13 is disconjugate on [0, T] and, moreover, 
0 < G(t,s;bj) < G{t,s;0), j = 1,2. (2.24) 
Proof ; Equation 2.13 is disconjugate on [0, T] 
because of the disconjugacy condition (2.3). The proof of 
(2.24) is clear from Theorem 2.6. || 
The following result is a direct consequence of Theorem 
2.6 . 
Corollary 2.9; If in Equation 2.1 a(t) =0 on [0, T] 
and 0 _< b^(t) _< b2(t) on [0, T], then (2.13) is disconju-
gate on [0, T] and, moreover. 
0 ^ G(t,s;bj) £ G^(t,s), j = 1,2. (2.25) 
The example that follows shows that, in general, neither 
17 
G(t,s;0) nor G^(t,s) dominates the other. 
Example 2.10; Let a(t) be a nonzero constant on 
[0/ T], say, a(t) = a. Then v(t) defined by (2.23) becomes 
v(t) = e^  ^- 1 
and G(t,s;0) defined by (2.22) has the form 
^e^^ - 1) (1 -
-as e*? -1 
•) if 0 < s < t < T 
G(t,s;0) = J 
(e&t - 1) (1 - 2^—1) if 0 < t < s < T, 
e*? -1 
Therefore, if a = &n 2 and T = 2, it follows that 
2-s 
G(t.s;0) = 
ox-nz 
(2® - 1) (4 - 2^) if 0 < s < t < 2 
(2^ - 1) (4 - 2^) if 0 < t < s < 2, 
Thus, at (t,s) = (1,1/3), 
,-1/3 
G(l,l/3;0) = (2^/3 _ i)(4 _ 2) 
_ ,2/3 2 - 2  
3ln2 ^ 6 G^(1,1/3) 
On the other hand, if a = 2.n2, T = 2, and (t,s) = (1,1) 
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it follows that 
= 3Û? < 2 = Ga(l,l) 
In [13], Lees proves a lemma and a theorem which are 
stated here without proofs. 
Lemma 2.11: If f(t,y) has continuous partial deriva­
tives of all orders on [0, T] % R and satisfies 
inf{fy(t,y) : 0 £ t _< 1, -« < y < œ} = -rj > -tt^, (2.26) 
then any solution y to the two-point boundary value problem 
y" = f(t,y); y(0) = y(l) = 0 (2.27) 
satisfies 
ilylL 1 2 l|f(t/0) IL, (2.28a) 
2(7t -n) 
VV1ÀCJ.C; caic II " 11 ^  1. wCi. va.J. X uO uc 
lif lloo= sup{ If (t) 1 : t € I}. 
Moreover, for any t,t € [0, 1], 
1 y (t) - y (t) i ^ —2 il f (t, 0) iI ^  I t-t \ ^ . (2.23a) 
(TT -n) 
Theorem 2.12: If f(t,y) has continuous partial 
derivatives of all orders on [0, TJ x R and satisfies 
(2.26), then (2.27) has a unique solution. 
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A careful analysis of the proofs given in [13] reveals 
the following facts : 
(1) It suffices merely to have the first partial 
derivatives of f(t,y) with respect to y 
continuous on [0, T] x R, 
(2) Inequalities 2.28a and 2.29a can be replaced 
respectively by 
llylLl 2(^2 Hf(t,0)|| 2, (2.28b) 
iy(t)-y(t)l < —Y nf(t,0)|L it-t|l/2 (2.29b) 
(TT -n) 
where the norm || • || 2 is defined on any 
interval I to be 
l|fll2= (/i|f(t) |2dt)l/2. 
(3) If the interval [0, 1] is replaced by [0, T], 
inequalities 2.28b and 2.29b can be replaced 
respectively by 
3/2 
T- l|f(t,0)ll2, (2.28c) 
2(n^-nT^) 
3/2 |y(t)-y(t) I <-^ 5- lif (t,0) IL it-ti^/z, (2.29c) 
where the norms are with respect to the interval 
[0, T]. 
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Lemma 2.13: Suppose that in Equation 2.1 a(t) 5 o 
on lO, T] and that there exists an n ^ [0, TT /T^) such 
thac b(t) ^  -n > on [0, T]. Then (2.2) is dis-
conjugate on [0, T]. 
Proof ; If y (t) solves Equation 2.2 and has two zeros 
on [0, T], say at t^/tg, then y solves the boundary 
value problem 
y" = b(t)y; y(t^) = yftg) = 0. 
By changing the independent variable and applying {2.2 8c), 
it follows that y (t) eg on [0, T].|| 
By using Theorem 2.6 and Lemma 2.13, the result of 
Lemma 2.11 can be improved as follows. 
Theorem 2.14; If f^(t,y) is continuous on [0, T] x R 
and satisfies 
inf{fy(t,y): 0£t^T, -œ < y < »} ^  , (2,30) 
then there exists a unique solution y to the boundary value 
problem 
y" = f(t,y); y(0) = y(T) = 0, (2.31) 
and, moreover, 
l | y l L  1  Kil f  ( t , 0 )  i i g ,  ( 2 . 3 2 )  
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where 
K  =  — r r  (T/Ff- sin(T /n) (2.33) 
4ri ^ cos /n ) 
Also, for any t,t 6 [0, T], 
3/2 
ly(t) -y(t) 1 < —4^ 5- nf(t,0)|L (2.34) 
(7T^-nT^) 
Proof : Existence and uniqueness are established by 
making a change in the independent variable in Theorem --12. 
From the quasi-linearization 1.7 of the boundary* value 
problem 2.31, it follows that 
B(t;u) ^  -n > 
for all continuous functions u(t). Let b(t) = B(t;y) 
where y is the unique solution of (2.31). Then b(t) ^  
2 2 
-n > —TT /T , and y solves the boundary value problem 
y" = b(t)y + f(t,0); y(0) = y(T) = 0. 
Therefore, 
y(t) = -/^ G (t ,s ;b) f (s ,0) ds, (2.35) 
where G(t,s;b) is the Green's function for Equation 2.2 
with a(t) = 0 on [0, T]. By Equations 2.14 and 2.35, it 
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follows that 
|y(t) l  _< max !lG(t ,s;-n) lU |1 f (t,0) H _ , 
0^t<T ^ 
where G(t,s;-n) is the Green's function for (2.2) with 
a(t) E 0 on [0, T] and b(t) = -n on [0, T], and 
!1 G(t, • ;-ri) 11 2 = (/q G^ (t,s ;-n ) ds) . 
The proof of Inequality (2.32) as well as the proof that 
(2.32) is sharper than (2.28c) will be complete if it can 
be shown that 
max llG(t,s;-ri) = K < ^ 
0<tj<T ^ 2(7T^-nT^) 
where K is defined by (2.33) . A major portion of this is 
established in the following lemma. 
Lemma 2.15: If m(t) = ^G(t,';-n) 112» then m(t) £ 
— r ml 
in V -^ / ^ L ^ J • 
Proof; It follows from (2.7a) that 
^sin(s/n) sin((T-t)/n) 
G (t ,s; - n )  =  ^  
/n sin(T/n) 
i f  0 £ s ^ t £ T  
(2.36a) 
sin(t/n) sin( (T-s)/n) 
if 0 £ t _< s <_ T, 
V 
and, therefore, 
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m^(t) = ^ [sin^ ( (T-t) /n) (t/2 - sin(2t/n) ^ 
nsin (t/tT) 4/n 
+ sin^ (t/n) (T/2 - t/2 - si.n(2(T-t) /n) ^ j ^ (2.36b) 
4/n 
Let /n = c and define f(t) by 
f(t) = sin^ ( (T-t) c) (t/2 -
+ sin?(tc)(T/2 - t/2 - sin(2^T ^ic)) 
Then 
f'(t) = Y sin^((T-t)c) (1 - cos(2tc)) 
Y sin^(tc) (1 - cos(2(T-t)c)) 
^ sin(2(T-t)c) + sin(2tc) 
= J [(T-t)sin(2tc) - t sin(2(T-t)c)]. 
The last equation follows since the first two terms of 
2 f'(t) add up to zero by using the identity 2sin 6 = 
1 - cos2 6. Thus, f (T/2) =0. To obtain m(t) _< m(T/2) , 
it suffices to show f'(t) ^ 0 on [0, T/2] and f'(t) ^  0 
on [T/2, T]. Let t € [0, T/2]. If sin(2(T-t)c) < 0, it 
follows that f'(t) > 0, so, suppose that sin(2(T-t)c) > 0. 
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Since 0 < it follows that 
4c^t^ 1 - —5—X- ^ 0, i = 1,2,3, 
j ^  
and also that 
1 - i = 1,2,3,'... (2.36c) 
Note that (2.36c) is true for j = 1 since sin(2(T-t)c) ^  0 
implies that 2 (T-t) c < tt. Furthermore, it follows that 
1  -  5#  > 1  -  :  = 1 ,2 ,3 ,  
j 7T j TT 
and, thus, since sin x = x 11 (1 - * - ) , 
j = l j^TT^ 
4c2t2 f'(t) = ^ [(T-t)2tc n (1 - -^W) 
- t(2(T-t)c) n (1 - 4c (T-t)^^^ 
j = l j^TT^ 
j = l j = i 
>  0 .  
The fact that f'(t) _< 0 for T/2 £ t £ T follows since 
f'(t) = -f'(T-t). Thus, Lemma 2.15 is proved. || 
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It follows by direct substitution into iti(t) that 
m(T/2) = K. In order to show that 
2 2 K  <  — ^ 0  < n  <  ( 2 . 3 7 )  
2 (%^-nT^) 
it suffices to show that 
2 ? 2 * 4(T^-nT^)^ 
Putting T/n « 2X, this reduces to 
2 3 
X sec^x - tan x < —^ ;  0  <  x  <  n / 2 .  ( 2 . 3 8 a )  
(7:2-4x2)2 
By long division, one gets 
\ u / XI— 6 M 
2 Since X sec x - tan x = x + tan x (x tan x - 1), and since 
^ n2n#*2n -iv g -1 
tan X = I i" B 0 < X < tt/2, (2.38b) 
n=l ^ 
where B^, the n^^ Bernoulli number, is 
= 2(2n)I y . 1 .2n 
^ ^Zn^gZn _ T^=T^ 2k-l 
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We compute the Cauchy product of tan x(x tan x) and add 
2 X - tan X to get the series expansion of x sec x - tan x as 
I I 2^^ (2^] ^ 1) 
n=2 1 j=l WT Sj 
22(n-j) ^^2(n-j) _ 
(2(n - j)) I ^n-j 
22n(22n _ 
(in) i J 
B_ X 2n-l 
Substituting for B^, ®n-j ' collecting terms 
gives 
X sec X - tan x = % 
n=2 
- y (_i_) 2"! x2n-l 
kil J 
(2.38c) 
From (2.38b,c) it follows that a sufficient condition for 
inequality 2.38a is that corresponding coefficients of x 2n-l 
satisfy 
4-22% ? , 1 ,2j 
:ix K1I 
1 s 2(n-j) 
for n=2, 3, It thus suffices to show that 
' jli Ji Ji '2x^1' 
1 v2j V . 1 \2(n-i) 
' kll '2k-l' 
, 1 \2n . (n-1) -ïï' 
^ 4 
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Now 
r  Y  , l , 4 _ T t ^  
and thus 
= X j. 'zk'" j, 
* ' 11 j. 1 ^ 2 ]  r  , . 1  , 2 ( n - j )  
It is enough to show that 
TT^ V , 1 \2(n-l) . 2(n-3)TT® , " , 1 , 2n . (n-l)7T^ 
•2- jl - Jl 
or 
A Q Q 00 O 
TT , (n-l)TT IT _ V , 1 \2n , (n-l)7T 
TT + ~îm~ - '5irrr> •" —3— ' k=l 
which is equivalent to 
b 
7T TT 
1 4608 " T 
TT 
k=l 2304 
TT 
16' 
It therefore suffices to show that 
(n-1) 
.8 
4608 
2 
TT 
T < 1 4 -
TT 
Tm 
TT^ 
B" 
- -.9697894. 
Si 
iT^ ^2 
4^ 5? " T = -.40826783 , the result follows for n >_ 4, 
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The cases n = 2,3 are easily shown separately. || 
Lees' result (Lemma 2.11) can be improved even more by 
applying Theorem 2.14 to the problem 
Ly = f(t,y); y{0) = y(T) = 0, (2.39) 
where a(t) is not assumed to be identically zero. 
Corollary 2.16; If fy(t,y) is continuous on [0, T] x 
R, a(t) € C'[0, T], and 
2 
^ ^ + inf{fy (t,y): 0£t<T, - o o < y < o o }  
> -n > -tt^/T^, (2.40) 
then there exists a unique solution y to (2.39) and, more­
over, 
l i z IL  <  K i!F(t, 0 )  I L  (2 .41 )  
— ^ 
and, for any t,t € [0, T], 
I Z(t) - Z(t) I < t - 11 ^ /V(7T^-nT^) (2.42) 
where 
K is defined by (2.33) , 
A(t) = exp[-(l/2)/^ a(s)ds] , 
Z(t) = A(t)y(t), 
F(t,z) = [i a^(t) -i a' (t) ]Z + A(t) f(t, Z/A(t)), 
2 8b 
C = max { II F (t ,0) II 2 : 0£t_<T}. 
Proof : Equation 2.39 is equivalent to the problem 
Z" = F(t, Z); Z(0) = Z(T) = 0 
and Theorem 2.14 applies to this equation. || 
Note 2.17: When n = 0, k in (2.33) is indeterminant. 
Putting X = T/n , we obtain ^ , and, 
± T COS X 
applying L'Hospital's rule as x ^  0^, ~ W n = 0. 
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III. SUCCESSIVE APPROXIMATIONS 
Recall the definitions (1.6a-c) and the quasi-lineariza-
tion (1.7) of the boundary value problem (1.1) . If a se­
quence of successive approximations can be shown to converge 
to a solution u(t) of (1.7) , then by (1.6a) , u(t) + u(t) 
will solve (1.1). 
Suppose that h(t,y,y') has continuous second partial 
derivatives on [0, T] x R , that u(t) solves (1.7), and 
that 
Z(t) = u(t) exp (- Y A(s;u(s))ds), (3.1a) 
g(t) = h (t, (jJ, oo') exp (-JA(s ;u(s) ) ds) . (3. lb) 
It cam then be shown [7] that (1.7) is equivalent to the 
quasi-linear boundary value problem 
z" = ri A^ ft :u^ - i -â- Aft ÎU^ + B ft :u^ 1z + a ( t )  z  
- 4 • - • ^ a,-c ... ... - - - -
Z(0) = Z(T) = 0. (3.2) 
The aim in the work that follows is to obtain existence 
of a solution to (1.7) by making assumptions on A(t;u) 
and B(t;u) for functions u(t) contained in some class 
of functions S, and then by applying Corollary 2.16, the 
Ascoli Theorem, and the Schauder Fixed-Point Theorem. With 
somewhat stronger assumptions, uniqueness is obtained within 
the specified class S. Finally, with more assumptions, the 
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unique solution within the specified class S is shown to 
be the limit of a sequence of successive approximations. 
In view of (2.32) and (2.41), along with the objective 
of using the Ascoli Theorem, a possible class of functions 
S to consider is the set of those functions which are 
merely bounded by some constant or by some constant multiple 
of a positive continuous function on [0, T]. However, the 
coefficient of Z in (3.2) involves not only t and u(t), 
but also u'(t) and u"(t), since 
^ A(t;u) = /^[hy.^ttfsu+wfsu'+w') 
+ hy:y(t,5u+w,§u'+w')(su'+w') 
+ hy,y,(t,su+w,§u'+w)(§u")]d§. (3.3) 
In order to avoid this difficulty, the remainder of Chapter 3 
will deal with the boundary value problem (1.1) with the 
assumption that h(t,y,y') is linear in y', i.e., 
Ly = f(t,y); y(0) = A, y(T) = B, (3.4) 
where it is assumed that a(t) of (2.1) is continuously 
differentiabie on [0, T] and that f^(t,y) is continuous 
on [0, T] X R. with these assumptions, equations (1.6a-c) 
have the respective forms 
u (t) = y (t) - w(t). 
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A(t;u) = a{t) , 
B(t;u) = fy(t,§u+u)ds, 
and the quasi-linearization (1.7) becomes 
Lu = B(t;u)u + a(t)w'(t) + f(t,a)); u(0) = u(T) - 0. (3.5) 
Other simplifications due to this assumption are that 
(3.1a-b) become, respectively, 
Z(t) = u(t)exp(-i/^ a(s)ds), (3.6a) 2 Jo 
' 2 ^ 0  g(t) = (a(t)w'(t) + f (t,ùj) )exp(-a(s)ds). (3.6b) 
2 9 For any fixed n € [0, it /T ) , define the class of 
functions 
S = {y 6 C[0, T]: y(0) = y(T) = 0, |y(t)| ^  
K II g II ^ exp(Y a(s)ds)}, 
where g(t) is defined by (3.6b) and, as in (2.33), 
V -  ( T / r f  - sin(T/n) ) 
" ^  cos (î^) 
2 2 Note 3.1: If there exists an n € [0, tt /T ) such that 
2 
^ - *'2^) + /Q f (t,Fu+(l-5)v+u)ds>-n > (3.8) 
for all u,v 6 S, then, by choosing v = 0, it follows that 
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^ - *'2^^ + B(t;u) > -n > (3.9) 
for all u t s. 
2 2 Theorem 3.2: If there exists an n € [0, t: /T ) such 
that (3.9) holds, then (3.5) has a solution u^(t) which 
remains in S. Moreover, if (3.8) holds, then u^(t) is 
unique within S. 
Proof : Define the map T : S -»• [0, T] by Fu = v, 
where 
Lv = B (t ;u) V + a (t) ÙJ'(t) +f(t,w); v(0) = v(T) =0. (3.10) 
For fixed u € S, assumption (3.9) guarantees that the 
equation 
y" = a^(t) - J a'(t) + B(t;u)]y (3.11) 
is disconjugate on [0, Tj. Therefore, by Theorem 2.5, 
2 there exists a unique solution y€c[0, T] to the boundary 
value problem 
y" = [% a^(t) - y a' (t) + B(t;u) ]y + g(t) ; y(0)=y(T)=0. (3.12) 
Hence, by means of (3.6a), there exists a unique solution v 
to (3.10). Thus, r is well defined. Moreover, inequality 
(2.41) of Corollary 2.16 applied to the boundary value 
problem (3.12) insures that 
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vlL 1 K Its II 2, 
and it follows from the definition of S that v 6 S. 
Therefore, r : s -»• S and, necessarily, F (S) is uniformly 
bounded. 
Let S have the topology of uniform convergence. It 
can be shown by an elementary argument that the solution of 
(3.10) depends continuously upon the coefficient function 
B{t;u) which, in turn, depends continuously upon u(t) . 
Therefore, F is continuous on S. The equicontinuity of 
F(S) follows from (2.42) applied to the boundary value 
problem (3.12). By Ascoli's Theorem, F (S) , the closure of 
r(S), is compact in C[0, T] and, by the Schauder Fixed-
Point Theorem, F has a fixed point u^(t). By the defini­
tion of F, it follows that u^(t) solves (3.5) and, 
necessarily, 6 S. 
Suppose F  has two fixed points in S, u^(t), 
j = 1,2. Then yj = u^ + w solves the problem 
Ly^ = f (t,y J ; y(0) = A, y(T) = B, j = 1,2 
and u = u^ - U2 solves the problem 
Lu = f (t,y^) - f (t,y2) ; u(0) - u(T) = 0. 
Therefore, u solves the problem 
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Lu = (/^ (t, cu^+( l-?) u^+à)) d?) u; u(0) = u(T) = 0 
and, consequently, Z(t) = u(t)exp(-i/^ a(s)ds) solves the 
problem 
Z" = (/^ f (t,sUi+(l-S)u2+w)ds+^a2(t)-^a'(t))Z; 
Z(0) = Z(T) =0. (3.13) 
Therefore, assumption 3.8 implies that (3.13) has a unique 
solution, namely, Z 5 0. Therefore, u = 0, and uniqueness 
within S is established. H 
Examples are quite easy to find which show that the 
hypotheses of Theorem 3.2 are not sufficient to prevent 
solutions for (3.5) outside of S, even if it is possible 
to choose n equal to zero. 
Example 3.3; In (3.4), let T = 2, a(t) e 0 on 
[0, 2], A = B = 1, and f(t,y) = y(l + j y). If n = 2, 
then 
S={y € c[0, 2]: y(0)=y(2)=0, |y(t)| , 
where 
K = ^  (sec^(/2) - ^  t a n  ( / 2 ) )  
The following is a sufficient condition for (3.8) to be 
satisfied, namely. 
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fy(t,u+w) = ^ -2 > -n^/4 
for all u € S. Therefore, although there exists a unique 
solution which remains in S, it is shown in [1] that there 
is indeed another solution to the problem which does not 
remain in S. If, for the same problem, n = 0 is chosen, 
then, by Note 2.17 with k = 
/6 
S = {y c c[0, 2]: y(0)=y(2)=0, |y | <_ , 
and (3.8) is again satisfied since 
fy(t,u+w) = 0 > -7r^/4 
for all u € S. 
Note 3.4; Example 3.3 illustrates that, although global 
uniqueness is not guaranteed by Theorem 3.2 for all boundary 
value problems (3.4), nevertheless, existence and/or unique­
ness within the set S is established for classes of prob­
lems (3.4) which cannot be handled by other means. In par­
ticular, no Lipschitz condition such as (1.5a-b) is assumed, 
and no lower bound for f^(t,y) is assumed outside of the 
class S as in [13]. 
Note 3.5: It is conjectured that (3.9) is sufficient 
to guarantee uniqueness within S of a solution to (3.5) . 
For the sake of simplicity of notation, if the Green's 
function G(t,s;B(t;u^)) defined by (2,7a) exists for the 
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indexed function u^(t), k ^ 0, it will henceforth be 
denoted by G^(t,s). By using this notation, successive 
approximations for the solution of the boundary value prob­
lem (3.5) can be defined by Fu^ = u^^^ which, in integral 
form, becomes 
Uj^_^l(t) = -/^ G^(t,s) (a(s) 03* (s) + f (s ,co (s) ) ) ds ; 
k = 1,2,3,•••. (3.14) 
The following lemma illustrates the manner in which the 
comparison theorem for Green's functions (Theorem 2.6) will 
be used to obtain the unique solution of (3.5) via the 
successive approximations defined in (3.14). 
Lemma 3.6: Suppose that Ly = B(t;u)y is disconjugate 
on [0, T] for all u € S. Then, for any u^ 6 S, j = 1,2, 
with u^(t) ;< ^2 (t) on [0, T], if B(t;u) is nondecreasing 
[nonincreasing] in u for all u 6 S, it follows that 
0 < G2(t,s) < G^(t,s) [0 < G^(t,s) < G2(t,s)] on [0, T] x 
[0, T]. 
Proof : Assume that B(t;u) is nondecreasing in u 
for all u € S. Since u^ £ ^ 2, it follows that B(t;UT) ^  
B(t;U2). The disconjugacy assumption guarantees that 
Gj(t,s), j = 1,2, exist, are unique, are continuous, and 
are nonnegative on [0, T] x [0, T]. Therefore, by Theorem 
2.6, 0 £ G2(t,s) G^(t,s). The second case is analogous. |} 
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Theorem 3.7: Assume the hypotheses of Note 3.1, let 
0(t) = a(t)u'(t) + f(t,w(t)), and let the sequence of iter­
ates {u^(t)} be defined by (3.14) for k ^  2 where 
u^(t) = 0. Let v(t) denote the unique solution of (3.5) 
remaining in S. 
(i) If 6(t)^0 on [0, T] and B(t,u) is non-
decreasing in u for all u € S, then {u^(t)} converges 
monotonically downward to v(t). 
(ii) If 6(t) _< 0 on [0, T] and B(t;u) is non-
increasing in u for all u € S, then {u^(t)} converges 
monotonically upward to v(t). 
Proof : For any fixed u € S, assumption 3.8 implies 
the disconjugacy of the equation 
y" = 1— a^(t) - a' (t) + B(t;u) ]y. 
Therefore, the Green's function G(t,s;B (t:u) ) exists., is 
unique, is continuous, and is nonnegative on [0, T] x 
[0, T] and, thus, the successive approximations of (3.14) 
are well defined. The monotone convergence will be shown 
for case (i), and case (ii) then follows analagously. 
Let G(t,s) be the Green's function for the problem 
Ly = B(t;v)y, (3.15a) 
where v(t) is the unique solution of (3.5) which remains 
in S. Then 
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v(t) = -/^ G(t,s) 0(s)ds ^  0 = u^(t) . 
By Lemma 3.6, 0 G^(t,s) < G(t,s) on [0, T] x [0, T] 
and, thus, 
v(t) = -/^ G(t,s) e (s)ds 
< G, (t,s) 0(s)ds = u„ (t) < 0 = u, (t) . 
— ' o 1 z — 1 
Assume that v(t) _< u^^^ (t) _< u^(t) for some k. By using 
Lemma 3.6 twice, it follows that v(t) £ 
and, thus, {u^(t)} converges monotonically downward. Since 
the limit can be shown to solve (3.5) , uniqueness within S 
guarantees that this limit must be v(t). || 
Theorem 3.7 gives rise to a natural question, namely, 
what happens if either (i) 6(t) £ 0 and B(t;u) is non-
decreasing in u for all u € S, or (ii) 0(t) ^ 0 and 
B(t;u) is nonincreasing in u for all u € S? The answer 
for each case is not as satisfying as it is for the cases 
considered in Theorem 3.7. The following theorem and 
example provide these answers. 
Theorem 3.8: Assume the hypotheses of Note 3.1, let 
0(t) = a(t)w'(t) + f(t,aj(t)), and let the sequence of iter­
ates {u^(t)} be defined by (3.14) for k ^ 2 where 
u^(t) = 0. Let v(t) denote the unique solution of (3.5) 
remaining in S. 
(i) If 9(t) <0 on [0, TJ and B(t;u) is 
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nondecreasing in u for all u € S, then con­
verges monotonically upward, converges monotoni­
cally downward, and 0 ^2k+l^^^ — ^(t) £ U2j^{t). 
(ii) If 6(t) ^0 on [0, T] and B(t;u) is non-
increasing in u for all u € S, then {Ug^tt)} converges 
monotonically upward, converges monotonically 
downward, and Ug^tt) ^  v(t) ^  ^' 
Proof: Case (i) will be proved, and case (ii) will 
follow analogously. 
The unique solution v(t) of (3.5) which remains in 
S satisfies 
v(t) = G(t,s) 0(s)ds > 0 = u, (t) . O — X 
By Lemma 3.6, 0 < G(t,s) < G,(t,s) on [0, T] x [0, T] 
and, thus, 
^ ^ ^ _ rT ^ f J_ r \ 
^  v v . » - /  ^  j  _  \  /  L A a  —  u . ^  V  u y  .  
— — ^ O X z 
Assume that v(t) £ Ug^ft) for some k. By using Lemma 3.6 
twice, it follows that 
"Zk+l't' 1 v(t) < U2k+2(t). 
These inequalities, along with the fact that 
0 = u^(t) _< -/^ G2(t,s) 0(s)ds = u^ft) , 
establish the monotonia convergence of and 
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{u2j^(t)}, respectively, upward and downward with 0 _< 
"2k+l(t) 1 v(t) £ Ug^Ct) . II 
It night be conjectured that the sequences 
and Theorem 3.8 must converge to the solution 
v(t). This iS/ however, not true in general. 
Note 3.9; If another assumption is added in Theorem 
3.8, it can be shown that and con­
verge to v(t). This assumption is that if y,z 6 S are 
solutions to the respective problems 
Ly = B(t;z)y+ 6(t); y(0)=y{T)=0, 
Lz = B(t;y)z + 0 (t) ; z (0) = z (T) =0, 
then y(t) = z(t). To see how this assumption applies to 
case (i) of Theorem 3.8, let v*(t) be the limit of 
(t) } and v (t) be the limit of {u^^(t)}. Then 
* 
v*(t) and V (t) solve the respective problems 
Lv* = B (t; v ) V* + 8(t) ; v*(0) =v*(T) =0, 
Lv = B (t;v*) v + 6(t); v (0)=v {T)=0. 
* 
Therefore, v*(t) = v (t) and, necessarily, v*(t) = v(t) = 
v*(t). 
The following example illustrates that without some 
added assumption, such as in Note 3.9, the sequences 
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t u  2k+l (t)} and } need not converge to v(t). 
Example 3.10: Choose a > 0 and let u^(t) = 0, let 
Ugtc) solve the boundary value problem 
Ug = Ug - G; UgtO) = = 0, 
let k(t) be a continuous function with k(0) = k(T) = 1 
and k(t) >1 on (0, T) , and let u^ft) solve the bound­
ary value problem 
Ug = k (t) u^ - a ; UgfO) = u^(T) = 0. 
Then 0 < u^(t) < u_ (t) . Define B(t;u) by 
% f 
B(t;u) = 1 
k(t) 
(k(t)-l) ( 
u - u^Ct) 
u- (t) -u_ (t) 
for u > u (t) 
•) + 1 for u^(t) < u 
< U2(t) 
for u ^  u^(t) 
Then B(t;u) >_ 0 for ail u and B(t;u) is nondecreasing 
in u for ail u. Let f(t,y) = yB(t;y) - a and consider 
the problem Ly = f(t,y), where a(t) = 0, with zero bound­
ary conditions, i.e., 
y" = f(t,y); y(0) = y(T) = 0. (3.15b) 
By construction, the hypotheses of (i) in Theorem 3.8 are 
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satisfied with n = 0. Then 
= U2 - a _< k(t)u2 - a = f (t^u^) ; 
^2(0) = U2{T) =0, 
and 
=  k { t ) u 2  -  c t  ^  -  a  =  f t t f U g )  ;  
u^CO) = UgfT) = 0. 
Therefore, ^ 2(t) and u^tt) are upper and lower solutions, 
respectively, for the problem 3.15b. Thus, there exists a 
solution y(t) to (3.15b) such that u^Ct) ^  y(t) ^  u^ftjClO]. 
Since u^(t) ^  u_(t), it follows that u_(t) < y(t) < 3 ^ ^ 
U2(t). By the construction of B{t;u), ^2k+l^^^ - u^ft) 
and U2%(t) = U2(t) for all k = 1,2,3,"'". Thus, by the 
uniqueness of solutions within S, it follows that 
U2j,^l(t) < y(t) < U2^(t) . A similar example can be con­
structed for case (ii) of Theorem 3.8. 
The assumption described in Note 3.9 is not impossible 
to verify. For instance, consider the following example, 
which we know a priori has a unique solution. 
Example 3.11; Consider the problem 
y" = a(t)y^ + B(t)y^ + y(t)y + *(t); 
y(0) = y(T) = 0, (3.15c) 
where a(t), 3(t), and Y(t) are continuous and nonnegative 
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on [0, T] and ç(t) is continuous and nonpositive on 
[0, T]. Since y(t) 5 O is a lower solution for (3.15c), 
it follows that the solution of (3.15c) is nonnegative and, 
thus, with 
ta (t) u^ + 3 (t) u + Y (t) for u ^  0 Y(t) for u < 0 
consider the problem y" = B(t;y)y + $(t); y(0) = y(t) = 0 
Thus, it suffices to choose an n 0 such that B(t;u) = 
a(t)u^ + 3(t)u +Y(t) >-n > for all u C S D {u: u >_0} 
2 2 
and, thus, the modified B(t;u) ^  -n > /T for all 
u € S. Since S(t) ^ 0, it follows that B(t) ^  -2a(t)u 
for all u 6 S n {u: u _> 0}. This implies that B(t;u) is 
nondecreasing in u for all u6 S D {u: u >_ 0} and, thus 
the modified B(t;u) is nondecreasing in u for all u 6 
Now suppose that y,z € S n {u: u^O} such that 
y" = [a(t)2^ + 3 (t) z + Y(t)]y + 4'(t) ; 
y (0) = y (T) = 0 , 
and 
z" = [a(t)y^ + 3(t)y + Y(t)]z + 4'(t); 
z (0) = z (T) = 0 . 
Let D(t) = y(t) - z(t). Then 
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D" = (y(t) - a(t)yz)D; D(0) - D(T) = 0. 
Thus, a sufficient condition for the hypothesis of Note 3.9 
to be satisfied, that is, for D(t) to be identically zero, 
is that 
Y{t) > a(t)K^ II 9II 2 - (3.15d) 
where the constant K, which depends upon T and n, is 
defined by (2.33), i.e., 
K - — (T/ÎT - sin(T/n))^^^. 
4n^/^ cos 
Since Y(t) ^  0, a sufficient condition for inequality 
3.15d to hold is that the nonnegative function a(t) satis­
fies 
.(t) < . 
K-T-||<>||-
If, in addition, n  can be chosen equal to zero, then a 
sufficient condition for inequality 3.15c to hold is that 
< 48(Y(t)T^ + _ 
T II $^2 
One of the shortcomings of Theorems 3.7 and 3.8 is that 
the initial approximation u^(t) is chosen to be the zero 
function in all cases. It seems reasonable to assume that 
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a more qualitative choice of u^(t), in some sense, would 
lead to more rapid convergence. If this is indeed the case, 
then how can u^(t) be chosen such that convergence of 
{uj^(t) } is preserved? Is the convergence necessarily 
monotonie and what are the relative rates of convergence 
obtained by using different initial functions? Finally, is 
it possible to relax the conditions placed upon B(t;u) and 
e(t) = a(t)cu'(t) + f(t,w) in Theorem 3.7 and still obtain 
some type of convergence? Consider 
£(t;u) = Lu - B(t;u) u(t) -a(t)w'(t) -f(t,w), (3.16) 
defined for every u € S 0 C^[0, t]. 
Theorem 3.15; Suppose that there exists an n 6 
2 2 [0, 7Î /T ) such that (3.8) holds and that there exists 
u^ € S such that one of the following sets of conditions 
holds : 
(i) u^(-c) ^ Û on [0, Tj; £(r;u^) _< û on [0, Tj; 
B(t;u) is nondecreasing in u for all u € S. 
(ii) u^(t) ^ 0 on [0, T]; £(t;u^) >_ 0 on [0, T] ; 
B(t;u) is nonincreasing in u for all u c S. 
Then the unique solution v(t) of (3.5) which remains in 
S is the monotone limit of the sequence of successive 
approximations {u^(t)} defined by (3.14). 
Proof : Existence of the unique v t S has been estab­
lished in Theorem 3.2. Assume (i) and let w^ = u^ - u^. 
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Then solves the boundary value problem 
Lw^ = B(t;u^)w^ - £(t;u^); w^(0) = w^(T) = 0. (3.17) 
Therefore, 
w^(t) = G^(t,s) £ (s ;Uj^(s) ) ds <_ 0, 
and it follows that Ugft) <_ u^(t) ^  0. Let = u^^^-u^, 
k  =  2 , 3 , 4 , a n d  a s s u m e  u ^  _ <  u ^ _ ^  ^  0 ,  w h i c h  i m p l i e s  t h a t  
w^_^ £ 0. It can be shown that w^(t) solves the boundary 
value problem 
LWj^ = B (t;u^)w^ + (B(t;Uj^) -B(t;u^_^))u^(t); 
Wj^(O) = Wj^(T) = 0. (3.18) 
Therefore, 
Wj^(t) =-/Q G^(t,s)u^(s)[B(s;u^(s))-B(s;u^_^(s))]ds 
_<û. (3.19) 
Hence, u^^^(t) £ u^(t) £ 0, and {u^(t)} converges mono-
tonically downward to v(t). With assumption (ii), it can 
be shown analogously that {uj^(t)} converges monotonically 
upward to v(t) . \\ 
Theorem 3.16: Suppose that there exists an n  €  
[0, 7t^ /T^) such that (3.8) holds and that u^(t) € S such 
that one of the following sets of conditions holds: 
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(i) 0 ^  u^(t) _< Ugft) on [0, T]; £(t;u^) ^  0 
on [0, T]; B(t;u) is nondecreasing in u for 
all u € S. 
(ii) 0 ^  u^(t) ^  Ugtt) on [0, T] ; £(t;u^) _< 0 on 
[0, T]; B(t;u) is nonincreasing in u for all 
u 6 S. 
Then, respectively, 
(i) and {u2j^(t)} converge upward and 
downward respectively with ^2k+l^^^ £ v(t) £ 
(ii) {u2j^(t) } and converge upward and 
downward respectively with Ug^ft) £ v(t) ^  
Proof ; Existence of the unique v € S was estab­
lished in Theorem 3.2. Assume (i) and define the functions 
~ ^ +1 ^ = 1,2,3,-'-, (3.20 a; 
w^i-u^+^-Uji k = 2,3,4, ; j = 1,2,3,-'-; 
j < k. (3.20b) 
Since, as in (3.17), w^(t) solves 
Lw^ = B(t;u^)w^ - e(t;u^); w^(0) =w^(T) =0, 
it follows that 
WT (t) = G, ( t ,s) £ (s ;u- (s) ) ds ^  0 
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and, hence, u^(t) ^  ^2^^^ ' 
It can be shown that w^^^ solves the boundary value 
problem 
Lw^^^ = B(t;u^)w^i)+ [B(t;Uj^) - B (t;Uj_^) ]Uj (t) , 
w^i) (0) = w^i) (T) =0; k = 3,4,5,*••; 
i  =  2 , 3 , 4 , " j < k .  
Therefore, 
w^^)(t) =-/Q G^Xt,s) U j (s)[B(s;u^(s))-B(s; U j_^(s))]ds. (3.21) 
Equations 3.21 and 3.19, 
w^(t) =-JQ G^(t,s)u^(s)[B(s;u^(s))-B(s;u^_^(s))]ds, (3.19) 
are used frequently in the proof that follows. However, no 
specific mention is made when they are being used. 
It has already been seen that w^ ^  0. Since 0 £ u^. 
it follows that 0 _< u^ ^  u^. Therefore, B(t;u2) -B(t;^^) ^ 0 
and, thus, w^ ^  0. Hence, 0 £ u^ £ ^ 3 £ ^ 2' which implies 
that B (t ; u^) -Bftfu^) 0. Therefore, w^ ^  0 and, hence, 
0 ^  u^ — ^3 — ^4* Gy assumption, w^^^ ^0 and, thus, 
0 £ u^ £ u^. This then implies that B(t;U2) - B(t;u^) ^  0, 
which, in turn, implies that wj^^ £ 0. w^^^ >_ 0 since 
0 £ ^2. — ^4 * The general induction proof can now be given. 
Let a step consist of the calculations of w^^ and , 
necessarily in that order. Call this an even or an odd 
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numbered step corresponding to k, even or odd. The above 
preliminary inequalities are used to verify steps 1 and 2 as 
follows ; 
Step 1: >_ 0 since B(t;u^) - B(t;u2) £ 0 and 
u^ > 0. Thus, 0 < u. < u_ < Ur. w < 0 since B(t;Uc) -i —  —  i  —  6  —  b  4  —  b  
B(t;u2) 2. ^  and ^ 0. Thus, 0 ^  <_ u^ ^  u^ — ^4 — ^ 2 * 
Step 2; <_ 0 since B(t;u^) - B(t;u2) ^  0 and 
U4 ^  0. Thus, Ug £ u^. ^5^0 since B(t;u^) - BCtj-u^) £ 0 
and u^ ^  0. Thus, u^ £ Ug and, consequently, 0 ^ u^ 
u ^  <  u _  <  U f  <  u .  <  u _ .  3 — D — 5 — 4 — 2 
Without loss of generality, suppose that k is even. 
Assume that ^2j+2^^ — ^2j+2 — ' ^2j+l — 
^ 0 for all integers j such that 4 ^  2j _< k- 2. 
Then, consider steps k + 1 and k + 2. 
Step k+1: _< 0 since B(t;u^^^) - B(t;u^_^) ^  0 
and u^ 0. Thus, u^^^ ± ^k+1 — ^ since B(t;u^^^) -
B(t;u^) ^  0 and u^^^ 2. 0. Thus, u^^^ £ ^k+2 3^^, conse­
quently, 0 < U3_ < U3 < •• • < u^_^ 1 < u%_2 1 ••• 1 U4 < Ug. 
Step k+2: ^ since BftTU^^g) ~ B(t;u^) £ 0 
^k+1 - Thus, 0 < u^ < U3 < ••• < u%_^ < u%+^ < 
u, w, . _ < 0 since B(t;u. - B(t;u. .) > C and K-ro x.-r2 — K.+ Z K+1 — 
"k+2 1 ThuS' 0 1 1 U3 < • • • < < 
<^+2 1 1 "k_2 < --- 1 u, < Uj. 
Therefore, ^^2k-l^ and {Ug^} converge respectively 
upward and downward monotonically. 
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Since £(t;u^) ^  0, it follows that u^(t) is a lower 
solution for problem 3.5 and, thus, u^(t) ^  v(t). Thus, 
B(t;u^) ^  B(t;v), which implies that (t,s) ^  G(t,s;v). 
Therefore, v(t) _< Ugtt). Similarly, it follows that 
^2k+l^^^ — v(t) £ conclusion (i) follows. 
Case (ii) is entirely analogous. || 
Note 3.17: If the hypothesis described in Note 3.9 is 
also assumed in Theorem?. 3.16, it follows that 
converge to v(t) . 
Note 3.18: The requirement in Theorems 3.7 and 3.8, 
namely the assumption that a(t)w'(t) + f(t,co) does not 
change sign on [0, T], is no longer assumed in Theorems 
3.15 and 3.16. However, the choice of u^ € S is much more 
restricted. 
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IV. OTHER RESULTS ON EXISTENCE AND UNIQUENESS 
Although both the hypotheses and the conclusions of 
Theorem 3.2 are somewhat different from the usual theorems 
on existence and/or uniqueness of a solution to a boundary 
value problem, the method of proof is quite standard. This 
method of proving existence by using Ascoli's Theorem to 
extract a uniformly convergent subsequence of functions from 
a recursively generated sequence is further illustrated by 
the following theorem and its corollary. Proofs can be 
found in [10]. 
Theorem 4.1: Let M > 0 and N > 0 be given real 
numbers and let q be the maximum of |h(t,y,y')| on the 
compact set {(t,y,y'): t € [0, T], |y | £2M, |y'| <_ 2N}. 
Then, if 6 = min{ ( 8M/g) , 2N/g}, (1.1) has a solution 
provided that T < 6, 1a|_<M, | B [ ^ M, _< N. 
Corollary 4.2; Assume that there exist constants 
h > 0 and k > 0 such that |h(t,y,y')| _<h + k(|y|)^'/^ 
2 
on [0, TJ X R . Then (1.1) has a solution for all A and 
B. 
The theory of sub(super)functions has played a signifi­
cant role in the study of existence and/or uniqueness for 
(1.1). Although none of this theory of sub(super)functions 
will be given here as such, some of the results which have 
motivated the preceding work have been established in this 
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fashion and are included in the present chapter. A fairly 
extensive development of sub(super)function theory, as 
well as a good bibliography, can be found in [10]. 
A standard assumption made when applying sub(super) 
function theory to (1.1) is that h(t,y,y') be nondecreasing 
in y. The following theorem, which is a forerunner of 
Theorem 2.12, states that this is sufficient for both 
existence and uniqueness of a solution of (1.1) in case 
h(t,y,y') is independent of y'. A proof can be found in 
[15] . 
Theorem 4.3: If h(t,y,y') of (1.1) is independent of 
y' and is nondecreasing in y on [0, T] x R, then (1.1) 
has a unique solution for all A and B. 
Example 3.3 illustrates that (1.1) may not have a 
unique solution even though h(t,y,y') is a relatively well-
behaved function. In fact, it can be shown that if 
h(t,y,y') is a quadratic polynomial in y, then there 
exists a such that (1.1) will not have a solution for 
any T ^  T^. An interesting result due to Schrader [16] 
is that such behavior cannot happen if h(t,y,y') belongs 
to a certain class of polynomials in y. 
Theorem 4.4: Assume that in (1.1) h(t,y,y') = P(y) 
is a polynomial in y of odd degree. Then (1.1) has a 
unique solution for all choices of T, A, and B whenever 
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P(y) is nonlinear. 
The following result combines a local Lipschitz condi­
tion with the successive approximations defined by (3.14). 
This Lipschitz condition on f(t,y) of (3.4) is perhaps 
more appropriately called a local Lipschitz condition on 
fy(t,y) rather than on f(t,y) itself. The term local 
Lipschitz has the standard meaning, namely, that the Lip­
schitz assumption is only for functions y contained in 
some specified class of functions. The particular Lipschitz 
assumption placed upon f(t,y) can be thought of intuitively 
as a bounded concavity assumption. The condition is 
|B(t;u) - B(t;v) l  _< Lju-vj (4.1) 
for all u,v € S and fixed t € [0, T]. 
Theorem 4.5; Recall (3.1a-b) and suppose that (3.11) 
is disconjugate on [0. T] for all u € S. Assume also 
that (4.1) holds and that 
CK^L/T < 1, (4.2) 
where 
C = ||g||- max (exp (^ a(s)ds)). (4.3) 
^ 0_<t<_T ° 
Then (3.5) has a unique solution v € S, and the successive 
approximations defined by (3.14) converge to v for any 
u^ € s. Furthermore, an estimate on the rate of convergence 
is given by 
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ll^j+2 " ^ j+lllœ - (CK^L/T)] 1|U2 - U^IL . (4.4) 
Proof : The map T defined by (3.10) can be written 
as for any indexed function u^ € S, where 
u^^^ is defined by (3.14). The disconjugacy assumption for 
(3.11) guarantees that F is well-defined and, furthermore, 
as in Theorem 3.2, F is uniformly continuous on S. With 
w_.=u. ,-u. , i = 2,3,4,"'", and K = max || G (t, • ;-n li , we have 
J J J 0^t_<T 
|WJ| <_ KC/^ Gj(t,s)|B(s;UJ(s)) -B(s;UJ_^(s)) [ ds 
< CK^l/t ||Wj_^|L ; j = 2,3,4,.... 
Thus, F is a contraction on S and, since S is a complete 
metric subspace of C[0, T], F has a unique fixed point 
V € S. The estimate (4.4) is obtained by repeated applica­
tions of the above argument. || 
One practical ~.£thod of showing that (3.11) is discon-
jugate on [0, T] for all u € S is to establish (3.9). 
An observation to be made from (4.2) is that for T suffi­
ciently small, the boundary value problem (3.5) can be solved 
by the method of successive approximations defined by (3.14), 
provided that K is assumed to exist and be finite and that 
fyy(t,y) exists and is continuous on [0, T] x R. This 
observation becomes very evident in the particular applica­
tion of Theorem 4.5 with the assumptions a(t) = 0 on 
[0, T] and B(t;u) > -r, = 0 for all u 6 S. 
D D 
Corollary 4.6: If in (3.4) a(t) = 0 on [0, T] and 
in (3.9) n = 0, then (4.2) becomes 
I I f / , . \  ! I T ' }|f(t,w) ^ 48. (4.5) 
Proof : Observe that g(t) = f(t,w) and that 
As an illustration of Corollary 4.6, recall Example 
2 3.14. If f(t,y) = ay + By + y, then the Lipschitz condi­
tion (4.1) is satisfied with L = |a|. Furthermore, if 
A = B = 0 and H = 0, the hypotheses of Corollary 4.6 are 
satisfied if 
B > 
and 
< 48. 
Thus, any initial approximation u^(t) can be chosen from 
•che set 
S = {y € C[0, T] : y(0) = y(T) = 0; |y | < 
and convergence of the successive approximations (3.14) is 
assured. 
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V. CONCLUDING REMARKS 
During the preparation of this thesis, several questions 
have arisen. Included in the following list are questions 
which are believed to be presently unanswered, as well as 
questions of interest concerning the methods of proof used 
in some of the theorems. 
(1) As has already been stated in Note 3.5, Theorem 3.2 
would be greatly improved if it could be shown that (3.9) 
were to guarantee uniqueness of a solution to (3.5) within 
the set S. A careful analysis of Example 3.3, along with 
a computer print-out of the second solution to the given 
problem, shows that there is an optimal n  which is close 
2 to TT /4 such that (3.9) is satisfied on a set S which is 
as large as possible. However, S is not quite large enough 
to contain the second solution. Although this is only one 
example, nevertheless, it seems to indicate that if the 
conjecture is true, the result may be best possible. 
(2) With reference to Theorem 3.7, it is conjectured 
that if a(t)oj' (t) + f(t,w) changes sign once at t^ € 
(0, T), then each successive approximation will also change 
sign once on [0, T], but not necessarily at t^. If this 
were true, then the boundary value problem (3.5) could be 
reduced to two boundary value problems, the solution of each 
being the monotone limit of the successive approximations 
(3.14) defined on the respective subintervals. One of the 
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major difficulties involved is that the two smaller boundary 
value problems will not, in general, have zero boundary con­
ditions at 0, t^, and T. In fact, the boundary conditions 
will generally not even be known at t^. This forces the 
quasi-linearizations of the smaller problems to contain the 
straight line joining the boundary data as a parameter. If 
this process could be carried out successfully when 
a(t)w'(t) + f(t,w) has one zero on [0, T], then it could 
be generalized to the n-zero case. 
(3) h computer print-out for inequality (2.38a) on the 
interval [-2, 1.57] at increments of .01 shows that not 
only is 
2 3 
f ( x )  =  — -  + t a n  X  -  X  s e c ^ x  
(TT -4x^)'^ 
a positive function on this interval, but also that f(x) 
increases steadily from approximately .02 to over 16,844. 
(4) A weaker version of Theorem 2.6 can be proved by 
elementary methods without using the theory of sub(super) 
functions. This elementary proof is given here, and the 
question is asked whether or not Theorem 2.6, as given in 
Chapter 2, can be proved in the same manner. 
2 Define the operators : C [0, T] -+ C[0, T] by 
L^y = y" - aj(t)y' - bj(t)y; j = 1,2, (5.1) 
where ^j'^j ^ C[0, T], j = 1,2. 
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Lemma 5.1; Let (t) solve L^y =0, j = 1,2, with 
the initial conditions (2.6), j = 1. [v^(t) solve 
L^y =0, j = 1,2, with the initial conditions (2.6), j =2]. 
If a^(t) £ agft) and 0 _< b^(t) ^  [0, T], then 
on [ 0 , T ] , 
(i) O^u^(t) ^  Ugft) [1 ^  v^ft) ^  V2(t)], and 
(ii) 0 ^  u|(t) <_ u^(t) [0 <_ v^(t) ^  v^(t) ]. 
Proof ; By integrating the self-adjoint form of L^y = 0 
from 0 to t, the assumption to the contrary of (i) is 
seen to be impossible. With w = u^u^ - UgU^, it follows 
that 
(w'exp(-/g a i ^ { s ) d s } ) '  = (u2U^(b2 - b^) 
+ UgU^fag - a^))exp(-/^ agfsjds), (5.2) 
and similarly for the function w = v^v^ - VgV^. Therefore, 
w ( c )  _ >  Ù  i n  e a c h  c a s e ,  a n d  ( i i )  f o l l o w s ,  i j  
Lemma 5.2: With the assumptions of Lemma 5.1, 
U'UJ < [V^VJ < V'VJ_J 
o n  L U ,  T J .  
Proof ; The result follows directly from (5.2) . || 
Lemma 5.3: With the assumptions of Lemma 5.1, let 
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8j(t) = Uj(t)Vj(T) - Vj(t)Uj(T), j = 1,2. 
Then, 9j(t), j = 1,2, are nondecreasing nonpositive func­
tions on [0, T]. 
Proof : By integrating the self-adjoint differential 
equation which 6^(t) solves, namely, 
(0^ exp(/^ a^ (s)ds) ) ' = bjEL exp (/^ a^ (s)ds) , 
from t to T, the result follows by an indirect argu­
ment. 11 
Lemma 5.4: Let u^(t) and (t) be as defined in 
Lemma 5.1. If agft) £ a^(t) and 0 ^  b^(t) £ bgft) on 
[0, T], then 0^6^ < 0^0]^ on [0, T]. 
Proof : Let u = - 02®! integrate the equation 
u exp(/f a, (s) ds) '= ( 9^ 0^ (b^-bi ) + 8^'-•! (a^-a, ) ) exp ( a^(s)ds) 
w  ^6 6  ^  ^ «L 6 .L * L»  ^
from t to T to obtain the result. || 
Theorem 5.5: Let G(t,s;bj) denote the Green's func­
tion for the problem (2.13), i.e., for Ly = bj(t)y, j= 1,2, 
where L is defined by (2.1). If 0 £ b^(t) ^  bgft) on 
[0, T], then (2.14) holds on [0, T] x [0, T], namely, 
0 ^ G(t,s;b2) ^  G(t,s;b^). 
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Proof: Let ot(t) = G(t,t;b^) - GftftTbg) and 
r(t) = exp(/^ a,(x)dx). Then 
o 1 
ra = u^(v^-k^u^) - U2(v2-k2^2^' 
where k^ = Vj(T)/Uj(T), j = 1,2 and, moreover, 
(ra)' = - ^ 2^2 ~ ^ 2^2 ~ + 2k2U2U^. 
Since a^(t) = agtt) on [0, T], it follows that 
(ra)' = 2u^ (vj^ - k^u£) -
If (ra) ' (t^) = 0 for some t^ £ (0, T), then at t = t^, it 
can be shown that 
u„(v'- k u') 
(ra)(t ) = (v, -k^u.) - u. (v_ - k_u_) . (5.3) 
° v| - k^u^ ^ ^ ^ ^ ^ 
It can be shown by an elementary argument that the denomi­
nator of (5.3) is not zero. Therefore, at t = t^, it 
follows that 
/ V - k u V - k u 
(ra)(t ) = u„ (v- - k.ul) ^ ^ 
= "2 
>  0 .  
( -®2 \ f «1 «2^ 
Thus, since a(0) = a(T) = 0, inequality (2.14) is estab­
lished on the diagonal of [0, T] x [0, T]. For any (t,s) 
[0, T] X [0, T] with s < t, it follows, since a(t) > 0, 
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that 
Ui(T) Ugtt) 0j_(t) 
(T) u^(t) - 6^(t) 
Therefore, by Lemmas 5.1 and 5.2, since s ^  t, 
u^(T) Ugfs) u^(T) Ugft) 0^(t) 
(T) (s) — (T) u^(t) — Bg (t) 
Finally, Lemma 5.3 implies that 
-/^ a_(x)dx -u_(s) a, (x)dx -u, (s) 
which is precisely inequality (2.14). The proof is similar 
for t < s. 11 
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