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Abstract
We establish an inequality for symmetric bilinear forms involving both the norm and
the inner product of vectors. We use the inequality to convert known inequalities in real
Hilbert spaces such as classical Hilbert’s inequality to sharper inequalities.  2002 Elsevier
Science (USA). All rights reserved.
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In this note, we first establish the following elementary inequality and then
consider its applications and generalizations.
Theorem 1. Let X = 0 be an n × n real symmetric matrix. Then the following
inequality holds for the symmetric bilinear form aT Xb:
(
aT Xb
)2  |x+|2∞ + |x−|2∞
2
(|a|2|b|2 + (a, b)2), (1)
for all a, b ∈Rn, where |x+|∞ and |x−|∞ are the largest nonnegative eigenvalues
of X and −X, respectively, and (a, b) = aT b is the standard Euclidean inner
product of a and b.
Furthermore, the equality in (1) can be reached by nonzero vectors.
Traditionally, bilinear forms are bounded by norms of vectors involved. If the
form is symmetric, the bounds for bilinear forms can be obtained by considering
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the corresponding quadratic forms. Therefore there is no difference in inequalities
thus obtained. Suppose x1  x2  · · ·  xn are the eigenvalues of X and let us
consider the bilinear form aTXb. It is well known that∣∣aTXb∣∣ |x|∞|a||b|, (2)
where |x|∞ = max1kn |xk|. The corresponding quadratic form inequality
|aT Xa| x∞|a|2 becomes a special case of (2).
In our version of bilinear inequality (1), the bound involves the inner product of
the two vectors. Inequality (1) is strictly sharper than (2) when X is semi-positive
definite and X is not the identity matrix I . When X = I , (1) is equivalent to the
well-known Cauchy–Schwartz inequality∣∣(a, b)∣∣ |a‖b|.
Inequality (1) comes naturally from the study of the effective bound [1] for a dou-
ble well energy in geometrically linear elasticity first considered by Kohn [2].
In that setting, a symmetric matrix X is called a compatible linear strain if either
rank(X)= 1 or rank(X)= 2 and the two nonzero eigenvalues have opposite signs.
Let |X| =√tr(XT X) be the Euclidean norm of X. If |X| = 1, then the constant
|x+|2∞ + |x−|2∞ reaches its maximum 1 precisely when X is compatible.
We use (a, b) to denote the standard Euclidean inner product in Rn and denote
by XT the transpose of the matrix X. We view vectors in Rn as column vectors.
If a ∈ Rn, then aT is a row vector. Thus if a ∈ RN , b ∈Rn and X ∈MN×n—the
space of all N × n real matrices, we have aT Xb = (a,Xb) = (XT a, b). From
now on, we denote by Symn the space of all real symmetric matrices.
We remark that when X is indefinite, (1) might not be as sharp as (2). However,
it is still a sharp inequality.
Example 1. ConsiderX = diag(1,−1) in the M2×2. Cauchy–Schwartz inequality
gives (
aTXb
)2 = (a1b1 − a2b2)2  |a|2|b|2
while (1) implies(
aTXb
)2  |a|2|b|2 + (a, b)2. (3)
Although (3) is weaker than (2), if we let a = (1,1)T , b = (1,−1)T , we see that
(3) becomes an equality.
If we write (1) as(
aTXb
)2  (|x+|2∞ + |x−|2∞)(α|a|2|b|2 + (1− α)(a, b)2), (4)
with α = 1/2, we claim that α = 1/2 is optimal; that is, α cannot be less than 1/2.
This is because if we take X, a, b as in Example 1, then the left-hand side of (4)
becomes 4 while the right-hand side gives 8α; hence α  1/2.
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If X is semi-positive definite, we let |x|∞ be the largest eigenvalue of X. Then
(1) is sharper than (2) particularly, off the diagonal a = b, because in this case (1)
gives
(
aT Xb
)2  |x|2∞
2
(|a|2|b|2 + (a, b)2). (5)
Geometrically, if we assume |x|∞ = 1 in (2) and (5) and let aT Xb = w, |a| =
|b| = 1, (a, b)= cosθ . We may view (|w|, θ) as a point P(|w|, θ) = (|w| cosθ,
|w| sin θ) on the plane. Then (4) is equivalent to w2  1, so the corresponding
points are in the unit disc. Points P(w, θ) satisfying (5), however, are in a smaller
region w2  (1+ cos2 θ)/2.
Also, if we rearrange the terms in (5), we have
|x|2∞
2
(|a|2|b|2 − (a, b)2) |x|2∞|a|2|b|2 − (aT Xb)2. (6)
Therefore, qualitatively, the gap between the terms in Cauchy–Schwartz inequal-
ity is the smallest among all symmetric bilinear forms defined by semi-positive
definite matrices.
The following can be easily deduced from Theorem 1.
Corollary 1. Suppose X ∈ MN×n and X = Q[X] is a polar decomposition of
X, where Q is a partial isometry and [X] = √XT X (see Proposition 1 in Ap-
pendix A). Then
(
aT Xb
)2  |x|2∞
2
(∣∣QT a∣∣2|b|2 + (QT a,b)2) (7)
for all a ∈RN and b ∈Rn.
Inequality (7) is an improvement of the well-known inequality(
aT Xb
)2  |x|2∞|a|2|b|2. (8)
We may use Theorem 1 to estimate the average gap between the optimal
constant and the bilinear forms. We have
Corollary 2. Suppose X ∈Mn×n, X =Q[X] is a polar decomposition of X with
Q a rotation, and |x|∞ is the largest eigenvalue of [X]. Let a, b ∈ Sn−1 . Then
1
wn−1
∫
Sn−1
(
aTXb
)2
dSb 
3
4
|x|2∞, (9)
where wn−1 is the surface area of the unit sphere Sn−1 . In other words, we have
the following gap estimate:
1
wn−1
∫
Sn−1
(|x|2∞ − (aTXb)2)dSb  |x|2∞4 .
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A by-product of Theorem 1, which is also proved in the process of establish-
ing (1), is the following:
Corollary 3. Suppose X ∈ Symn is given by Theorem 1. Then
|Xa|2|a|2  max
1i,jn
{
(xi)
2+ + (xi)2−
2
}
|a|4 + 1
2
(Xa,a)2 (10)
for all a ∈Rn. If we further assume that X is a semi-definite matrix, then
|Xa|2|a|2  |x|
2∞
2
|a|4 + 1
2
(Xa,a)2. (11)
We can easily generalize Corollary 2 to real separable Hilbert spaces so that
the result can also be applied to integral inequalities in L2(R) and l2(R). Let
T :H → H be a bounded linear operator from a real separable Hilbert space
H to itself. The polar form of T is given by T = R[T ], where [T ] = √T ∗T
is a bounded nonnegative self-adjoint operator and R a partial isometry [3]. Here
T ∗ is the adjoint of T . We denote by (·, ·) the inner product on H and ‖ · ‖ the
norm thus obtained. We have
Corollary 4. Let H be a real separable Hilbert space and T :H →H a bounded
linear operator. Let T = R[T ] be a polar decomposition of T , |t|∞ = ‖[T ]‖ be
the norm of [T ] which is also the spectral radius of [T ]. Then
(T b, a)2  |t|
2∞
2
(‖R∗a‖2‖b‖2 + (R∗a, b)2). (12)
The Hilbert inequality for bilinear forms [4] is
∞∑
i,j=1
aibj
i + j − 1  π
( ∞∑
i=1
a2i
)1/2( ∞∑
j=1
b2j
)1/2
.
It is also well known that the corresponding Hilbert matrix (1/(i + j − 1)) is
a nonnegative definite operator on l2 with spectral set [0,π] (see [5]). A direct
application of Corollary 4 is the following variation of Hilbert’s inequality which
could be called the inner product version of Hilbert’s inequality. Notice that
the infinite matrix defining the bilinear form is positive definite and the largest
eigenvalue of any finite truncation is bounded above by π . So we have
∞∑
i,j=1
aibj
i + j − 1 
π√
2
[( ∞∑
i=1
a2i
)( ∞∑
i=j
b2j
)
+
( ∞∑
k=1
akbk
)2 ]1/2
.
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This is sharper than the Hilbert inequality; particularly when
∑∞
i=1 aibi = 0, we
have
∞∑
i,j=1
aibj
i + j − 1 
π√
2
( ∞∑
i=1
a2i
)1/2( ∞∑
j=1
b2j
)1/2
.
From Corollary 4 we can deduce Schur’s form of Hilbert’s inequality. Let a, b ∈
l2(R) and α ∈R is not an integer. Then( ∑
m=1, n=1
ambn
m+ n− α
)2
 π
2
2 sin2(πα)
[‖a‖22‖b‖22 + (R∗a, b)2],
where R : l2(R)→ l2(R) is a partial isometry.
We also know [6] that the kernel 1/(x + y) define a nonnegative self-adjoint
operator on L2(R) with spectral set [0,π]. So we can also deduce the integral
form of the inner product version of Hilbert’s inequality in L2(R):( ∞∫
0
∞∫
0
f (x)g(y)
x + y dx dy
)2
 π
2
2
[ ∞∫
0
f 2(x) dx
∞∫
0
g2(y) dy +
( ∞∫
0
f (x)g(x) dx
)2 ]
.
Now we prove our results. To establish Theorem 1, we have
Lemma 1. Under the assumptions of Theorem 1,
ξ2X := 2 max|a|=|b|=1
(aT Xb)2
1+ (a, b)2 = max1i,jn
{
(xi)
2+ + (xj )2−
} := η2X. (13)
Proof of Lemma 1. Without loss of generality, we may assume that |X| = 1
and X = diag(x1, . . . , xn) is a diagonal matrix. For a fixed a ∈ Rn, |a| = 1, we
consider two different cases:
(i) Xa is parallel to a;
(ii) Xa is not parallel to a.
If (i) happens, we see that either Xa = 0 and such an a cannot get us the
maximum; so we can safely ignore the case. If Xa = 0, all the eigenvalues are the
same and equals ±1/√n; so
2
(aT Xb)2
1+ (a, b)2 =
2
n
(a, b)2
1+ (a, b)2 
1
n
= max
1i,jn
{
(xi)
2+ + (xj )2−
}
, (14)
and the maximum is achieved at a = b= (1,0, . . . ,0)T .
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Let us consider case (ii) which is less trivial. Our plan is to maximize the left-
hand side of (13) with respect to b first; then we maximize the resulting quantity
with respect to a. We apply the Gram–Schmidt process to a and Xa. Let
u= Xa − (Xa,a)a|Xa − (Xa,a)a| ;
then a,u form an orthonormal basis of span(a,Xa) and Xa = (Xa,a)a +
(Xa,u)u. We can also write b = αa + βu + v, where v is orthogonal to
span(a,Xa). Since |b| = 1, we have α2 + β2  1 and
2
(aT Xb)2
1+ (a, b)2 = 2
(α(Xa,a)+ β(Xa,u))2
1+ α2 .
To simplify our calculation, we may consider the function
g(α,β)=√2α(Xa,a)+ β(Xa,u)√
1+ α2 , α
2 + β2  1,
and maximize it, then square the resulting maximum. The reason is that the
function is odd, hence we only need to consider its maximum.
Since Xa is not parallel to a, (Xa,u) = 0, so g does not have any interior
stationary points. Hence the maximum is on the boundary α2 + β2 = 1. We
may let α = cosθ , β = sin θ and find stationary points of g(cos θ, sin θ).
A simple calculation leads to the condition for stationary points: −(Xa,a) sinθ+
2(Xa,u) cosθ = 0. So we may choose
sin θ = 2(Xa,u)/
√
(Xa,a)2 + (2(Xa,u))2,
cosθ = (Xa,a)/
√
(Xa,a)2 + (2(Xa,u))2,
and the maximum is maxg =√(Xa,a)2 + 2(Xa,u)2. From the definition of u,
we see that (Xa · u)2 = |Xa|2 − (Xa,a)2; hence
max
|b|=1
2
(aT Xb)2
1+ (a, b)2 = 2|Xa|
2 − (Xa,a)2. ✷ (15)
Notice now that if
max|a|=1
{
2|Xa|2 − (Xa,a)2} η2X,
we reach our conclusions for both Lemma 1 and Corollary 3.
Proof of Lemma 1 (continued) and proof of Corollary 3. Now we maximize
the right-hand side of (15) by using the Lagrangian multipliers with the constraint
|a|2 = 1. Let a = (a1, . . . , an)T ; we have
4x2i ai − 4(Xa,a)xiai = 2τai.
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If xi = 0 for some i while ai = 0, we may claim that τ = 0. So if we sum up the
above equality from 1 to n, we obtain 4|Xa|2 − 4(Xa,a)2 = 0 which implies that
Xa is parallel to a which contradicts to our assumption for case (ii).
Now we claim that there are less than three nonzero ai ’s corresponding to
distinct eigenvalues of X, respectively. If the claim was not true, there are
xi = xj = xk , such that al = 0 with l = i, j, k, we have x2i − (Xa,a)xi = τ/2
and subtract the equality corresponding to aj to obtain
xi + xj − (Xa,a)= 0. (16)
Applying this to i, j, k we have xi + xj = xi + xk = xk + xj ; hence xi = xj = xk ,
a contradiction.
If there is only one xi such that a is the corresponding eigenvector with |a| = 1,
then
2|Xa|2 − (Xa,a)2 = x2i  η2X.
If there are two distinct eigenvalues xi and xj such that a = v + w, where
Xv = xiv and Xw = xjw such that |v|2 +|w|2 = 1, v = 0, w = 0, then from (16)
0= xi + xj − (Xa,a)= xi + xj −
(
xi |v|2 + xj |w|2
)
= xi
(
1− |v|2)+ xj (1− |w|2).
We see that xi and xj must have different signs. Otherwise, we have |v|2 = 1
and |w|2 = 1 which contradicts to |v|2 + |w|2 = 1 and v = 0, w = 0. Hence we
may assume that xi > 0, xj < 0 and solve |v|2 and |w|2 by xi and xj . We have
(1 − |w|2)/xi = −(1 − |v|2)/xj := t , so that 1 − |w|2 = txi , 1 − |v|2 = −txj .
Thus 1= t (xi − xj ), hence t = 1/(xi − xj ). We then have
|v|2 = 1+ xj
xi − xj , |w|
2 = 1− xi
xi − xj .
Consequently,
2|Xa|2 − (Xa,a)2
= 2
(
x2i
(
1+ xj
xi − xj
)
+ x2j
(
1− xi
xi − xj
))
− (xi + xj )2
= 2(x2i + 2x2j + xixj )− (xi + xj )2 = x2i + x2j = (xi)2+ + (xj )2−.
Therefore, we may claim that
max|a|=1 max|b|=1 2
(bT Xa)2
1+ (a, b)2 =maxi,j
{
(xi)
2+ + (xj )2−
}
.
Now it is easy to see that ξ2X  η2X , and η2X can be reached by taking a and b
properly. The proofs for both Theorem 1 and Corollary 3 are finished. ✷
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Proof of Corollary 1. From (6), we see that
|x|2∞
2
(∣∣QT a∣∣2|b|2 − (QT a,b)2) |x|2∞∣∣QT a∣∣2|b|2 − (aTXb)2.
Now integrating the inequality over Sn−1 against b and noticing that |QT a| =
|a| = 1, we have
|x|2∞
2
∫
Sn−1
(
1− (QT a,b)2)dSb 
∫
Sn−1
(|x|2∞ − (aT Xb)2)dSb.
If we extend QT a to an orthonormal basis of Rn and use the polar coordinates,
we have∫
Sn−1
(
1− (QT a,b)2)dSb = wn−12
and the conclusion follows. ✷
Proof of Corollary 4. We only need to prove for a bounded self-adjoint semi-
positive definite operator T with ‖T ‖ = |t|∞ that
(a, T b)2  |t|
2∞
2
(‖a‖2‖b‖2 + (a, b)2); (17)
then the conclusion will then follow by letting a1 =R∗a in (12).
To prove (17), we use approximation by finite-dimensional subspaces. We take
an orthonormal basis {e1, e2, . . .} and let Hn be the finite-dimensional subspaces
spanned by {e1, . . . , en} and Pn be the orthogonal projection to Hn. Let Tn =
PnT Pn. Obviously the largest eigenvalue tn of Tn on Hn satisfies tn  |t|∞ = ‖T ‖
and we have from Theorem 1 that
(a, Tnb)
2  t
2
n
2
(‖Pna‖2‖Pnb‖2 + (Pna,Pnb)2)
 |t|
2∞
2
(‖a‖2‖b‖2 + (a, b)2). (18)
It is easy to see that Tn → T under the strong topology of H ; that is, ‖Tna −
Xa‖ → 0 as n→∞. Hence (a, Tnb)→ (a, T b). Passing to the limit, the con-
clusion follows. ✷
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Appendix A
We prove the polar decomposition result used in Corollary 1.
Proposition 1. Let A ∈ MN×n. Then there is a partial isometry RA ∈ MN×n
from R([A]) to R(A) such that |RAy| = |y| for y ∈ R([A]) and RAy = 0 if
y ∈ (R([A]))⊥. Furthermore, rank(RA) = rank([A]) = rank(A) and RTARA =
PR([A])—the orthogonal projection from Rn to R([A]).
Proof. We follow [7] for the n× n case and notice that |[A]x| = |Ax| for every
x ∈ Rn. We first define RA on R([A]) as a mapping to R(A). If y = [A]x , we
let RAy = Ax . This mapping is well defined because if y = [A]x1 = [A]x2, we
can easily seen that Ax1 = Ax2. In fact, |A(x1 − x2)| = |[A](x1 − x2)| = 0.
It is also easy to check that RA :R([A]) → R(A) is linear and |RAy| = |y|;
hence RA is an isometry. Since both R([A]) and R(A) are finite-dimensional,
we have dim(R([A]))= dim(R(A)); hence rank(A)= rank([A]). Next we define
RAy = 0 if y ∈ (R([A]))⊥. Thus RA is a linear transform from Rn to RN with
rank(RA)= dim(R(RA))= dim(R(A))= rank(A).
Finally, we show that RTARA = PR([A]). By the parallelogram law, we see that
(RAy1) · (RAz1) = y1 · z1 for y1, z1 ∈ R([A]). Now for y, z ∈ Rn we have the
orthogonal decomposition y = y1 + y2, z = z1 + z2 with y1, z1 ∈ R([A]) and
y2, z2 ∈ (R([A]))⊥. So(
RTARAy
) · z= (RAy) · (RAz)= (RAy1) · (RAz1)= y1 · z1
= (PR([A])y) · z
for all z ∈ Rn; hence RTARAy = PR([A])y for all y ∈ Rn. The conclusion
follows. ✷
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