We introduce a type assignment system which is parametric with respect to five families of trees obtained by evaluating -terms (Böhm trees, Lévy-Longo trees, ...). Then we prove, in an (almost) uniform way, that each type assignment system fully describes the observational equivalences induced by the corresponding tree representation of terms. More precisely, for each family of trees two terms have the same tree if and only if they get assigned the same types in the corresponding type assignment system.
INTRODUCTION
A theory of functions like the -calculus, which provides a foundation for the functional programming paradigm in computer science, can be seen essentially as a theory of "programs". This point of view leads naturally to the intuitive idea that the meaning of a -term (program) is represented by the amount of "meaningful information" we can extract from the term by "running it". The formalization of "the information" obtained from a term requires first the definition of what is, in a -term, a "stable relevant minimal information" directly observable in the term. This is the token of information which cannot be altered by further reductions but can only be added upon. (As an example the reader may think of the calculation of the p 2. The calculation process merely adds decimals to the already calculated decimal expansion). All stable relevant minimal information produced during a computation can quite naturally be represented as a tree. This tree then embodies the total information hidden in the original term. There are many such a tree representation in literature, depending on the possible notions of stable relevant minimal information; the c IFIP 1996. Published by Chapman & Hall most commonly used being top trees (or Berarducci trees (Berarducci 1996) ), weak trees (or Lévy-Longo trees (Sangiorgi 1994) ), head trees (or Böhm trees (Barendregt 1984) ), eta trees and infinite eta trees (infinite eta trees are in one-one correspondence with Nakajima trees (Nakajima 1975) ). Hence the various notions of tree represent different notions of meaning of a term (in particular they also specify different notions of undefined value). This apparently vague intuition is substantiated by results starting with (Wadsworth 1976) , which show that there exist precise correspondences between the tree representations of terms and the local structures (or equivalently the -theories) of certain -models ( (Barendregt 1984) , Chapter 19). In particular, such correspondences amount to the fact that two -terms have the same tree representation iff they are equal in the -model. For example, -the infinite eta trees represent the local structure of Scott's D 1 model as defined in (Scott 1972 ) (this result is proved in (Wadsworth 1976) ); -the eta trees represent the local structure of the inverse limit model defined in (Coppo et al. 1987) ;
-the head trees represent the local structure of Scott's P ! model as defined in (Scott 1976 ) (a discussion on this topic can be found in (Barendregt 1984) , Chapter 19); -the weak trees were introduced by Longo in (Longo 1983 ) (following (Lévy 1976) ), who proved that they represent the local structure of Engeler models as defined in (Engeler 1981) .
Orthogonally, the results about observational equivalences confirm this operational intuition of dynamically evolving meanings of terms encorporated in the tree representations. For instance in (Wadsworth 1976 ) Wadsworth shows that two -terms M; N have the same infinite Böhm tree iff for all contexts C ] the following holds:
C M] has a head normal form , C N] has a head normal form.
The same property holds even considering eta trees and normal forms (Hyland 1976) . Weak trees correspond, instead, to the observational equivalence with respect to weak head normal forms in suitably enriched versions of the -calculus (Sangiorgi 1994 , Boudol et al. 1996 , Dezani et al. 1997 ).
-terms represent programs which themselves are static entities and as such can be "handled", in contrast to the more ineffable computations. It would be very useful if these dynamic aspects could be analysed with tools dealing with static entities like terms and types. Type assignment disciplines are typical static tools, much used in the programming practice to check decidable properties of programs.
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-Two terms have the same Böhm tree iff they have the same set of types in the standard intersection type discipline (Barendregt et al. 1983) , as proved in (Ronchi della Rocca 1982). -Two terms have the same Lévy-Longo tree iff they have the same set of types in the type discipline with union and intersection of (Dezani et al. to appear), as proved in (Dezani et al. 1997 ). -Two terms have the same Berarducci trees iff they have the same set of types in a type assignment system with applicative types (Berarducci et al. to appear) .
In the present paper we design one type assignment system for each of the five families of trees mentioned above (more precisely, a type assignment system (almost) parametric with respect to these five families.) For each family of trees we show that two terms have the same tree if and only if they get assigned the same types in the corresponding type assignment system. This is a new result for the eta trees and the infinite eta trees. Moreover, our proof method unifies the earlier proofs mentioned above, while making the following improvements:
-we simplify the types of (Ronchi della Rocca 1982) since we do not consider infinite type variables; -we do not allow the union type constructor which is considered instead in (Dezani et al. 1997 ); -the applicative types are build starting from just one constant instead of two (this last is the choice of (Berarducci et al. to appear) ).
All the type systems we introduce (but that representing Beraducci trees) induce filter -models in the sense of (Barendregt et al. 1983) . Clearly the theories of these filter models coincide with the equalities of the corresponding trees. So as byproduct we obtain alternative proofs of the characterizations of the theories of Scott's D 1 model (Wadsworth 1976 ) and of the filter -model (Ronchi della Rocca 1982) . Notice that these new proofs (unlike the original ones) are constructive, in the sense that, whenever two terms have different interpretations, we build a compact d such that d approximates only the interpretation of one of the two terms. Really d is the principal filter induced by a type which can be deduced only for one of the two terms.
The long term goal of this research is to find answers to the question "what can be added to the pure -calculus in order to internally discriminate terms having different trees?", which can be formulated for each family of trees. An intersection type assignment system played a crucial role to show that observational equivalence in lazy concurrent -calculus is equivalent to Lévy-Longo tree equality (Dezani et al. 1997) . We hope that similar results can be obtained for the other families of trees. This would justify the present choices. A very limited number of type constants and type constructors allows us to search for a proof along the following lines.
Suppose we were able to define for each type a test term T such that T M converges iff M has type . Then we would obtain an observational equivalence which coincides with the tree equality (see (Boudol 1994) ).
The paper is organized as follows. In Section 2 we shall recall the various definitions of tree. Moreover, we shall introduce the notion of approximant. In Section 3 we shall describe the type assigment systems which will be used for our main result and we shall give a theorem of approximation stating that a term has a type iff there exists an approximant of the term which has the same type. Section 4, instead, contains our main result. Syntax, basic notation on the -calculus and the usual conventions on variables to prevent explicit mentioning of -conversion are as in (Barendregt 1984) . The proofs we omitted for reasons of space can be found in the full version of the paper which can be obtained from the URL: ftp://lambda.di.unito.it/pub/dezani/tm.ps.gz.
TREES AND APPROXIMANTS
In this section we recall the various notions of trees which can be obtained by evaluating -terms. As briefly discussed in the introduction, in order to describe trees, it is natural to formalize first the intuitive possible notions of stable relevant minimal information coming out of a computation (naturally inducing different notions of meaningless term (Kennaway et al. 1996) In order to formalise such notions it is possible to define for each notion a reduction relation such that (a) if a term can produce a stable relevant minimal information we can get it by means of the given reduction relation; (b) the computation process represented by the reduction relation stops once a stable relevant minimal information is obtained. In the following we give a number of such reduction relations for -terms present in the literature. All of them are proper restrictions of the usual -reduction relation.
Definition 1 Given the following axioms and rules:
( )
That is, it cannot be reduced to a weak head normal form (as defined in Definition 2.2.) by means of the reduction relation induced by the ( ) rule (Berarducci 1996) . Such terms are called unsolvables of order 0 in (Longo 1983) and strongly unsolvables in (Abramsky et al. 1993) .
we can define the following reduction relations on -terms. 
The weak head reduction is better know as lazy reduction (Abramsky et al. 1993) . The sets of terms in normal form with respect to the above defined reduction relations can be described syntactically. Such description makes explicit the different intended notion of stable minimal relevant information. 
A head normal form is a term of the following kind:
(a) x 1 : : :x n :yM 1 : : :M m (m; n 0).
An eta head normal form is a term of the following kind:
(a) x 1 : : :x n :yM 1 : : :M m (m; n 0), where x n 6 M m or x n 2 FV (yM 1 : : :M m?1 ).
Notice that the sets of normal forms in the above definition are presented in a proper inclusion order, i.e. the set of top normal forms includes that of weak normal forms, etc. Following (Berarducci 1996) we say that a term is mute iff it does not have a top normal form. With this definition we can represent in tree notation all the various related kinds called root stable form in (Kennaway et al. 1997 ).
Example 3 Let
of information we can distract from a term. Given a term M for each of the four reduction relations we can try to reduce M to normal form. If it has no normal form then no information is obtainable out of M and its tree is ?. Otherwise, put the information so obtained in a node and build the children of such a node by repeating this process on the various subterms of the normal form. In case of head normal forms this amounts to the usual construction of Böhm trees.
Definition 4 (i) The top tree T t (M) of a term M is defined by cases as follows:
-if M ! t xN 1 : : :N m (m 0), then: 
(ii) The weak tree T w (M) of a term M is defined by cases as follows: Finally the fifth family of trees we shall consider in this paper is the family of the infinite -normal forms of head trees (and hence of eta trees as well), as defined in (Barendregt 1984) . In order to give the definition of infinite -normal form, we need first to recall briefly the definition of infinite -expansion of a variable.
Given a variable x one can consider a (possibly) infinite tree resulting by the limit of a series of expansions like the following one:
x T h ( z 0 :xz 0 ) T h ( z 0 :x( z 1 :z 0 z 1 )) : : :
We denote by T x the fact that T is a (possibly) infinite -expansion of x.
We refer to (Barendregt 1984 It is possible now to define infinite eta trees.
Definition 6 The infinite eta tree T i (M) of a term M is defined as 1 (T e (M)).
As recalled in the introduction, the interest of the above tree representations is that they represent the local structure (or, equivalently, the -theory) of different -models.
As usual when dealing with (possibly) infinite structures, one can consider finite approximations. In our case, we can get approximations by pruning our trees. We need to add a constant in our language (?) in order to represent the (possibly infinite) parts of the trees that have been pruned. An approximation of a tree then represents certain finite stable information that can be extracted from a term. Given a notion of tree, approximations of a tree can be represented as terms in a slightly enriched -calculus.
Let ? be the set of terms obtained by adding the symbol ? to the syntax of the pure -calculus.
We extend the notion of ! y -reduction (y 2 ft; w; h; eg) to ? by adding the clauses ?M ! ? for y 2 fw; h; eg; x:? ! ? for y 2 fh; eg.
Definition 7
For y 2 ft; w; h; eg, we define A y ? as the set of normal forms with respect to ! y . A i is defined to be equal to A e .
We denote by A (n) y (y 2 ft; w; h; e; ig) the set of approximate normal forms with at most n symbols.
(M) (h) y (y 2 ft; w; h; e; ig) denotes the approximate normal form representing the tree obtained out of T y (M) by cutting it at height h and putting as leaves at the end of the cut edges the constant ?.
It is trivial to verify that (M) (h) y 2 A y for all M. Since the tree representations easily extend to approximate normal forms, we define (A) (h) y similarly. For instance, by looking at T t ( 3 3 ), it is easy to verify that ( 3 3 ) (h) t for h = 0; 1; 2; 3 are ?; ??; ??( x:?) and ??( x:?)( x:x??).
There is a natural partial order between approximants which can be easily formalized by induction. 
y for all h.
It is possible to associate to a -term, for any possible notion of stable minimal relevant information, the sets of its approximants, that is the set of all the finite approximations of its corresponding tree. It is natural to expect that our different notions of trees and approximants represent the very same concepts, that is that they formalize the same observational behaviours of -terms.
Theorem 10 For y 2 ft; w; h; e; ig and for any M; N:
One can show also that T y (M) is the least upper-bound of A y (M) wrt y . It is possible to extend each partial order y to a partial order v y naturally inducing an equivalence relation on sets of approximants. Such equivalence can be proved to coincide with the identity relation on sets of approximants and hence (by Theorem 10) to coincide with the identity on trees. 
y (M) = T y (N):
The main motivation for the introduction of v y is that it can be proved to be compatible with the typings that we shall introduce in the next section.
TYPES AND TYPE ASSIGNMENT SYSTEMS
As stated in the introduction, our static tools to analyse trees (or, equivalently, their corresponding sets of approximants) will be type assignment systems, in particular type assignment systems using intersection-type-like disciplines.
In type assignment systems one derives statements of the form M : , where a term M gets assigned a type and represents a certain finite information about M.
Roughly speaking, a type will be used as a description of a particular notion of normal form. Hence, it is not possible to use a unique set of types to deal with all the trees defined in the previous section. We shall need, instead, three sets of types: Types t to characterize T t , Types wh to characterize T w and T h , and Types ei to characterize T e and T i .
After defining these sets of types, in this section we shall define an order y parametrized by the notion of tree. Then-parametrized by this order-our type assignment systems will be defined (almost) uniformly for all notions of tree. All these type assignment systems will be able to detect that a term carries no information: T y (M) = ? if and only if ! is the only type that the type system related to T y can assign to M.
In the following, we shall use the following notation: if y 2 ft; w; h; e; ig, then z = 8 < :
t if y = t wh if y = w or y = h ei if y = e or y = i:
Types
Let us begin with Types t . To describe a top normal form which is the application of two terms, following (Berarducci et al. to appear) we introduce a particular type constructor: the application between two types and . In the intended interpretation a term has type if its top normal form is the application of two terms, the first one of type and the second one of type . We differ from (Berarducci et al. to appear) since we build types starting only from the unique constant !, i.e. we don't introduce a new type constant to be interpreted as the set of all strong zero terms.
We have to prevent the presence of inconsistent types. For example, !! says that a top normal form is the application of two terms, the first one being a strong zero term, whereas ! ! ! says that a top normal form is an abstraction. So we need to prevent their intersection !!^(! ! !).
To describe Types t we can define first a set of "pretypes" and then restrict it. In writing types we assume the following precedence between operators: application, intersection, arrow. Moreover, ! n ! is short for ! : : : ! | {z } n ! .
Definition 14 (Pretypes) The set of pretypes PTypes is defined by the grammar:
P ::= ! j P ! P j PP j P^P: In what follows we shall consider only types. , , will range over types of any kind, , , will range over types of arrow kind (arrow types), , , will range over types of applicative kind (applicative types). To describe normal forms other than top normal forms, applicative types are not needed. Moreover, since all the intersections are meaningful, the definition of Types wh and Types ei can be given in a direct way. However, for weak head normal forms and head normal forms, we need to have a new constant, , representing -free terms . Roughly speaking, can be seen as the collapse of all the applicative types.
Definition 16 (Types wh ) The set of types Types wh is defined by the grammar:
T wh ::= ! j j T wh ! T wh j T wh^Twh :
In order to define Types ei , since terms are considered modulo , we are forced to equate all atomic types to intersections of arrow types. This means that another type constant, #, is needed. Sangiorgi in (Sangiorgi 1994) proves that x:xx and x:x( y:xy) have the same types when types are built starting from ! using arrow and intersection type constructors. Clearly these terms have different weak and head trees.
Definition 17 (Types ei ) The set of types Types ei is defined by the grammar:
T ei ::= ! j j # j T ei ! T ei j T ei^Tei :
Type preorders
On the sets of types of the previous subsection we define five preorder relations which all take into account the meaning of ! as universal type, of ! as function space constructor, and of^as intersection. These five preorders have also distinguished clauses which make them suitable to describe the different trees. The preorder t defined on Types t reflects the interpretation of applicative types.
The preorder h defined on Types wh equates ! to ! ! !, since we want to take into account the reduction x:? ! ?. The preorders e and i equate all atomic types to arrow types. They differ since in i the left argument of this arrow type is always !, while this is not true for e . This difference is essential to mimic either infinite or finite -reductions, as we shall see later.
Definition 18 1. Let t be the smallest binary relation over Types t such that: -(a) it is a preorder in which^is the meet and ! is the top;
-the arrow satisfies: = y is short for y and y , where y 2 ft; w; h; e; ig.
Notice that clause (b) is derivable from clause (g), so we can eliminate clause (b)
from the definitions of h ; e ; i .
For example we have !^ = y for every type 2 Types z where y 2 ft; w; h; e; ig, (! ! !)^ = t for every arrow type 2 Types t , (! ! !)^ = y for every type 2 Types z (proviso that 6 = w ! when y = w) where y 2 fw; h; e; ig, and !!^ = for every applicative type 2 Types t .
Type assignment systems
For each preorder introduced in the previous subsection, we define a type assignment system associating -terms to the corresponding set of types. As said at the beginning of this section, these systems can be defined almost uniformly. In fact there are six rules which are common to all systems and which are standard in intersection type disciplines. The type assignment systems f`yg y2fw;h;e;ig are defined by such six rules, by instantiating rule ( y ) with the corresponding preorder. However, to definè t we have to deal with applicative types, and hence we need two extra rules:
(!app) and (app). Moreover, a rule (Eq ) is needed as well, since applicative types are not invariant under -expansion of subjects. For example, without (Eq ) we havè 2 I:!(! ! !), but 6 ( xy:y 2 x)I 2 : !(! ! !).
A basis ? is a (finite or infinite) set of statements of the shape x : , with distinct variables as subjects. In writing ?; x : we assume that x does not occur in ?. We denote by B t , B wh , B ei the sets of bases whose predicates belong to Types t , Types wh , and Types ei , respectively. . Since terms are considered modulo -conversion, the weakening rule is admissible.
The type assignment system`t is defined by the axioms and rules
Moreover we have ? jM`y M: whenever ?`y M: , where ? jM = fx: 2 ? j x 2 FV (M)g for y 2 ft; w; h; e; ig.
We want to consider unions of bases taking the intersections of the types with the same subjects. Since not all intersections of types in Types t are types, we need to allow in this case only unions of compatible bases, according to the following definition. For the other sets of types any two arbitrary bases are compatible. As expected, we have generation lemmas for all the given type assignment systems.
Definition 20
Due to the presence of rule (Eq ), in the generation lemma for`t we need to consider approximate normal forms instead of arbitrary terms. With a standard proof we can show that rule (Eq ) is admissible in the systems`y for y 2 fw; h; e; ig.
Lemma 21 (Generation Lemma for`t )
Our type assignment systems enjoy the approximation theorem, i.e. we can deduce a type for a term M iff we can deduce this type for an approximant of M, w.r.t. the relative notion of approximant (Theorem 23). Such a theorem, having an interest also by itself, will be used in the next section to show that our type assignment systems are tools to analyse the observational behaviour represented by trees. The Approximation Theorem can be proved by means of a variant of Tait's "computability" technique (Tait 1967) by defining sets of "approximable" and "computable" terms.
Theorem 23 (Approximation Theorem) Let y 2 ft; w; h; e; ig. ?`y M : iff there is A 2 A y (M) such that ?`y A : .
CORRESPONDENCE BETWEEN TREES AND TYPINGS
In this section we present the main result of the paper, namely that our type assignment systems can be used to analyse the observational behaviour represented by trees. As recalled in the introduction, similar results are present in the literature for particular notions of tree. In the following we shall provide an (almost) uniform proof for a theorem which considers other trees besides the ones of the results recalled above. More precisely, we shall prove that`y derives the same types for two terms M; N iff M; N have the same y-trees, where y 2 ft; w; h; e; ig.
In order to prove this property, we follow an approach similar to (Dezani et al. 1997) and to (Berarducci et al. to appear) in that we do not allow an infinite set of type variables. The expressive power needed for our purposes and that could be provided by an infinity of type variables can be obtained instead by defining, as we shall do, an infinite set of constant types. These constants will also allow to define the characteristic pairs hbasis; typei for approximate normal forms.
The key idea is that characteristic pairs give us sufficient information to discriminate between approximate normal forms obtained by pruning (in a suitable way) different trees. We introduce three different sets of type constants, one for each set of types Types t , Types wh and Types ei . It is easy to verify that each one of these constants belong to the corresponding set of types.
Definition 24 1. Let = (!! ! ! ! !)^((! ! !) ! !!). We define 0 as the type !(!! ! ) and inductively i+1 i .
Define
We need to consider special kinds of bases which allow us to distinguish occurrences of different variables or even different occurrences of the same variable. More precisely in presence of applicative types it suffices to give different types to occurrences of different variables, but in all other cases we need to give also different types to different occurrences of the same variable. Notice that we can always choose the ? i in such a way the conditions of the previous definition are satisfied.
We can now prove that, in all cases, if the y-characteristic pair of A is h?; i, and if we deduce ?`y B: (and some conditions on the number of symbols of B or of (B) (h) y , where h is the height of the tree of A, hold), then A v y B, where v y has been defined in Definition 11. (2.))(1.). If T y (M) 6 = T y (N), then by Lemma 13 we can find an approximate normal form A such that A 2 A y (M) and there is no B 2 A y (N) such that A v y B (or vice versa). If y = t we have by the Approximation Theorem and Lemma 28(4.) that ? t`t M: ct t (A) and ? t 6 t N: ct t (A). If y 2 fw; hg let n be so big that A 2 A (n) y and h?; i = pp (n) y (A). We have by the Approximation Theorem and Lemma 29 that ?`y M: and ? 6 y N: . If y 2 fe; ig, let h be the height of T y (A) and n be so big that A; (N) In all cases we get a discrimination algorithm, i.e. for two arbitrary terms M; N with different y-trees, we can always find a basis ? and a type such that ?`y M : and ? 6 y N : , or vice versa. The less easy case is that of y 2 fe; ig. In this case we take an approximate normal form A such that A 2 A y (M) and there is no B 2 A y (N) such that A v y B (or vice versa). Let h be the height of T y (A) and n be so big that A; (N) (h) y 2 A (n) y . This implies (B) (h) y 2 A (n) y for all B 2 A(N). Now we can choose h?; i = pp (n) y (A).
Lemma
