An approximate solution method for solving the optimization problem which contains semi·fixed costs represented as a lower semi-continuous step function is developed. The fundamental idea of the algorithm is based on the simplex procedure of linear programming. We define the decrease in the objective function considering twice pivot calculations, and preparing two kinds of simplex tahleau we propose the computational procedure to systemati· cally obtain the approximate solution. Also some properties of the pivot calculations are theoretically analyzed.
Introduction
In this paper, we develop an algorithm for solving the optimization problem which contains semi-variable costs represented as a piecewise linear function shown in Figure 1 
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The prime represents the transposition of vectors.
Originally this problem appeared when determining the production planning for the mixed-model assembly line production system [1] . In [1] , the problem is formulated as a kind of separable programming which minimizing the objective function constructed from the sum of a convex function and a kind of step function under the constraints of linear inequalities. Approximating the I;onvex function as a piecewise linear function and generalizing the problem, lITe have relations from (1) to (4) . The problem of minimizing (1) subject to (:2) and (3) is considered to be a kind of the fixed charge problem and, introducing 0-1 variables, we can treat this problem as a mixed-integer programming problem [3] .
Also an algorithm which is based upor. a branch and bound method is presented for the general fixed charge problem [4] .
In this paper, we will attempt to solve the problem (1)- (3) by means of the simplex method. Though some approximate solution methods using the simplex method havE! been proposed for the fh:ed charge problem [2, 6, 7] , we will derive an another approximate algorithm from the different point of view making use of 246 S. Hiraki following properties of the problem, that is, (a) From the assumption (4), for the problem of minimizing only the first term of the objective function (1) subject to (2) and (3), we can carry out the ordinary calculations of the simplex algorithm without considering the restriction (3) and, in optimal state, the restriction (3) is automatically satisfied [5] .
(b) From the restriction (3), for the problem (1) The algorithm proposed is essentially constructed with two phases.
(a) First, without considering fixed charges, ordinary simplex calculations are carried out to obtain the initial feasible solution.
(b) Next, considering fixed charges, twice pivot calculations method are carried out to search for a better extreme point assuring the feasibility and monotone decreasing.
Preparations for the Algorithm

Definitions of the sets
Introducing slack variables y and zk (k=l,---,l), we can represent inequalities (2) as follows:
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We will call the linear programming p:rob1em of minimizing (8) subject to (5),
and (7) Problem A and the fixed charge problem of minimizing (1) subject to (5), (6) and (7) ppoblem B hereafter.
Let X be the set of t,jk (j=l,---,n k 
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Hence we know that there exists at least one nonzero element for lli E Y N corresponding to the basic variable which takes ~jk= O.
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where E and 0 represent the unit matrix and the zero matrix, respectively.
Assuming that the squar matrix P is regular, we have the inverse matrix A-l of A as follows:
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A Simplex Procedure Jc)r a Fixed Charge Problem
From (12) 
no-ml-mz From (13), we know that there exist no nonzero elements for C,jk € X N corresponding to C,jk € Xi, Hence we cannot replace C,jk € Xi by C,jk € X N ' Thus we know that the cases 1, 6, 9 and 14 never occur.
And yet, for the case 7, 11 and 12, we know that it is enough to investigate the value ~l' Therefore we may consider the combinations of remaining eight cases for the twice pivot calculations. But if the basic variable which moves to the nonbasis in the second iteration does not concern the fixed charge, it is meaningless for the purpose of decrease in the objective function. After the consideration of these facts, meaningful twice pivot calculations in our a1gori-thm become as Table 1 . 
Algorithm
In this section, we will propose the computational procedure to solve the fixed charge problem def ined as Prob lem B. The fundamental idea is bas.~d on the simplex method of linear programming. Though this algorithm seems to resemble the heuristic method proposed by Steinberg [6] and Walker [7] , it is slightly different from [6] and [7] ill respect of selecting the pivot element by utilizing properties of the problem. We prepare two kinds of simplex tableau
for the algorithm, that is, S-&mplex T,"bleau 1 (ST1) and Simplex Tableau 2 (ST2).
We use ST1 for the pivot calculations when variables to enter the basis and move to the nonbasis are determined. 
to
Step 12 in the a1gcrithm.
Step 1. Solve Problem A by using ordinary simplex method.
Step 2.
Step 3.
Step 4.
(15) 
that is,
Step 6. Compare fj,H 1 with F:
Step 13 at once.
Ust ST2 from Step 7 to
Step 12.
Step 7. Set each element of ST2 as the same value as ST1.
Replace w. E: W B by W. E: W N and set k +-1.
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Step 8. Step 9. Calculate the, value of M2 by (17):
Step 10.
For fj,H2: Step n. Compare 
6.H2 with F:
~ + 3 and go to
Step 12,
Step 12 at once.
Step 12. Set k + k+1:
Step 13.
Step 13. SE~t j + j+1:
Step 14.
Step 14. after solving Problem A and at any step of the pivot calculation, that is, at
Step 1 and Step 14. Then we can contrive the algorithm as follows:
a) It is enough to investigate only t,j*+lk E X N for each k and only Sj*_lk 
The optimal state of Problem A is shown in Table 2 and Figure 3 . [,23 [,33 u; '3 The value of the objective function it; F = 82.5. According to the algorithm, we have the values of 6.H1 and M2 as Table 3 . After these pivot calculations we have the state shown in Table 4 and Figure 4 .
The value of the objective function is F = 62.8. For Table 4 , we have the values of 6.81 and M2 as Table 5 . As there exists no 6.H1 or 6.H2 which takes the negative value, we know that Table 4 shows the terminal state of Pr'oblem B. 
Results of numerical experiments
In order to test the effectiveness of our algorithm mentioned in this paper, we prepare some numerical examples with the following properties:
( 
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and 0 ~ U i1k ~ 9 (i=l,---,m; k=l,---,lJ,
Sik are given about 0.6 times as many as L u ijk for all i and k (i=l,---,m; j k=l,---,lJ, and Table 6 shows the input data we used. For each coefficients matrix and vector (Ak,bJ of Table 6 (a), we examined all the cases of the cost and the fixed charge vector (ck,dkJ of Table 6 (b), that is, we solved 5 x 4 20 cases. Table 7 shows the results of numerical experiments. In Table 7 , case 1-2, for example, implies that data no. 1 of Table 6 (a) and data no. 2 of Table 6 (b) are combined.
