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Summary 
SPECTRAL A~ALYSIS OF .\iAPPJ~G ~l:X .. N-X XNI - Dcscription is given 
of thc öpe.ctrai analysis of mapping ~(:X .-- NqX XN,q !~terpreted iIl: the . space of p .q-
Type matrlees of complex elements where Np [Gi.j-I]' 1, ] L .... p, IS amipotent malrIx 
of order p, alld Nl is the tramposed of Nq• ?Je is shown to be a Ililpotent operator with thc ex-
po,,,,nt p q 1: henee its eigenvectors are solutions of matrix c'luation NpX + XNJ ~~O 
F or lillearly independent eigenveetors Xrl; = [( _1)i Tl Gi+ j'f+ rl. i= L .... p, j = L ... , q a 
Jurdan's dlain of principal yectors is produced. demonstrating them to be of maximum 
Zusammenfassung 
Im Beitrag wird die spektrale Untersnchnng der im Raum der ~Iatrizen mit komplexen 
Elementen vom Typ p >< q interpretierten Abbildung 5>"(,: X - Np X -j-- Xl"liJ behandelt, "'0 
Np [oi,j-d. i. j = 1, .. " p eine nilpotente ~Iatrix p-ter Ordnung ist, und durch Nf die 
Transponierte von Nq bezeichnet wird. Es wird bewiesen, daß 5>L ein nilpotenter Operator mit 
Illdex p -;- q - 1 ist, so sind seine Eigenvektoren die Lösungen der Matrizengleichung Np X ~ 
-- X~r = O. Zu den linear unabhängigen Eigenvektoren xg) = [( -1)i+l Oi+i,t+l]' i = 1, 
.... p, j = 1, ... , q wird im Beitrag eine Jordansehe Kette von Hauptvektoren hergestellt, 
so dann wird bewiesen, daß die Hauptvektorketten von maximaler Länge sind. 
I. Auf vielen Gebieten der Mathematik, so in Verbindung mit der Stabi-
lität der Auflösung linearer Differentialgleichungssysteme ([1], [7]) bei der 
numerischen Integration gev,,-jsser partieller Differentialgleichungen nach der 
}VIethode der endlichen Differenzen ([3], [9]) hei der Lösung von Integrale 
mit entartetem Kern enthaltenden Integralgleichungen [8] kommt die Matri-
zengleichung der Form 
(1.1 ) AX XB* c 
vor, wo A eine quadratische Matrix l1l-tCl', B eine quadratische Matrix n-ter 
Ordnung, C eine Matrix vom Typ 111 X n mit komplexen Elementen ist, und 
B* die transponierte Konjugierte von B bezeichnet. In Spezialfällen dient 
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GI. (1.1) zur Bestimmung von mit einer gegehenen Matrix auswechselharen 
Matrizen. 
Zu den genannten mathematischen Aufgahen führen viele Prohleme der 
Physik (Quantenmechanik [6]) sowie der technischen Wissenschaften. Die 
schwingungstheoretischen Beziehungen der linearen Differentialgleichungs-
systeme, die Bedeutung des elliptischen und hiharmonischen partiellen Dif-
ferentialgleichungen z. B. in der Theorie der Stahlhetonkonstruktionen ([4], 
[5]) sind wohlhekannt. Gewisse Bemessungsverfahren gekrümmter Krag-
träger, Bogenge, ... -:tchtsmauern ([11], [12]) führen zu Integralgleichungen des 
genannten Ty'ps. 
Nach dem Gesagten ist es leicht zu verstehen, daß die GI. (1.1) seit dem 
Ende des vergangenen Jahrhunderts his zum heutigen Tag die Mathematiker 
heschäftigt. Die Existenz- und Unizitätsuntersuchungen hahen ,,-:tele Teilergeb-
nisse gebracht, und es 'wurden zahlreiche Methoden angewandt, um eine 
explizite Lösung zu finden. 
Eine der grundlegenden Untersuchungsverfahren hesteht darin, die 
Matrizen A und B in Jordansehe Form zu transformieren (s. z. B. GANTMACHER 
[7], RUTHERFORD [14] und MA [10]). Die Auflösung der GI. (1.1) nach diesem 
Verfahren führt zur Untersuchung der speziellen homogenen linearen Matri-
zengleichung 
(1.2) 
In dieser Gleichung ist 
(1.3) [6 i,j-d i, j = 1, ... , p 
wobei 0 das Kronecker-Symbol ist. Np ist also die nilpotente Matrix p-ter 
Ordnung, in deren erster schräger Zeile über der Hauptdiagonalen Einser, 
an den ührigen Stellen Nullen stehen. N~ hezeichnet die Transponierte von Nq • 
Die Lösung von GI. (1.2) ist im wesentlichen hekannt (s. z. B. [7], 
[13]). Unter Anwendung diesel' Ergehnisse ergibt sich, daß GI. (1.2) linear 
unabhängige Lösungen der Zahl min(p, q) hat; die allgemeine Lösung hat im 
Falle q < p die Form 
(1.4) 
wo CI beliebige Konstanten, X~t) (t = 1, ',' ., q) das volle System der linear 
unahhängigen Lösungen sind. Die Lösungen X~t) können in Form 
(1.5) X(I) o 1. = 1, .. . ,p j = 1, ... , q 








E, sei hemerkt, daß sieh im Falle q > p die allgemeine Lösung in der GI. (1.4) 
ähnlicher Form ergibt, und die linear unabhängigen Lösungen die Transpo-
nifrten der Matrizen (1.6) sind. 
Bei der Untersuchung der Eigenfunktionl'l1 gewisser Integraloperatoren 
kam WITOWA [15] direkt zur spezialen Matrizengleichung der Form (1.2). 
Dadurch wurde sie zu der spektralen Untersuchung [16] der im Raum der 
~Vlatrizen mit komplexen Elementen vom Typ p X q. interpretierten Abbildung 
7) 
ve!'anlaßt. Es ist offensichtlich, daß die Bestimmung des zum Eigenwert 
o der Abbildung 8)1 gehörenden Eigenvektorsystems eine mit der Auflösung 
v-on GI. (1.2) identische Aufgabe ist. Auf die Erkenntnis diesel' Beziehung 
gestützt, stellte WITOWA - von den Eigenvektoren der Form (1.5) ausgehend 
ein linear unabhängiges System der Hauptvektoren her. Dieses System 
ist jedoch nicht vollständig, die Hauptvektorketten sind nicht von maximaler 
Länge. 
In der gegenwärtigen Arbeit sollen die spektrale Untersuchung des 
Operators 5iZ, die Ergänzung und Weiterentwicklung der von WITOWA erhalte-
llPn Ergebnisse behandelt werden. 
2. In diesem Ahschnitt werden einige vorbereitende Bemerkungen ge-
macht, Definitionen gegeben und einige Sätze angeführt, die im weiteren 
angewandt werden sollen. 




Es läßt sich leicht nachweisen [16), daß es genügt, sich auf den Fall 
q / P zu beschränken, weil der Fall q > p auf diesen zurückgeführt werden 
kann. Daher wird bei den weiteren Untersuchungen stets angenommen, daß 
q :<;p. 
Es seien im weiteren durch K der komplexe Zahlkörper und durch 
K pxq der lineare Raum der Matrix vom Typ p X q mit komplexen Elementen 
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hl::"zeichnet. Eine Basis dieses Raumes 'wird durch die :\Iatrixeinheiten E ij 
gebildet: 
(.) :» _.~ ,u, i = 1, .. . ,p, 
v, j c= 1 ... , q< 
Bei der Behandlung sind folgende Definitionen notwendig. 
Definition 2.1. Eine Matrix V [vij] vom Typ mX n wird lote Neben-
diagonalmatrix genannt, w,"nn im Falle bei i j I 1: 
(} (l 1,2, ... , m -;- n - 1). 
Es sei nun q p. 
Definition 2.2. Eine ~ebendiagonalmatrix vom Typ p X q wird im Falle 
von 1 q obere Nebendiagonalmatrix, im Falle von I p untere Nebendiagonal-
matrix genannt (l = 1, ... , p + q - 1). 
Da die Summe der loten Nebendiagonalmatrizen und auch ihr Produkt 
mit einer Zahl wieder I-tl::" Nebendiagonalmatrizen sind, ist es offenbar, daß 
deren Menge MI den Unraum des Raumes K pXq bildet. In ähnlicher Weise 
hilden die Mengen F t bzw. At der oberen bzw. unteren Diagonalmatrizen die 
""Cnräume von K pXq (t 1, ... , q). 
Ist 1 q, dann definieren wir 
F t = Jli 
und ist 1 "2 p, dann definieren ,viI' 
At = JJ p+q_!' 
Die Basis von Ft i8t K~j-f1,.u (p c= 1, .... t). Das bedeutet, daß 
(2.3) 
WO vp E K. 
Die schematische Form von V(t) E F t ist: 
[ '" * , *. 
t\ "* * 
*" 
* 
Die Basis von _4 t i~t 
(/) = 1,. ., t). 
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Daher gilt 
(2.4) 
Die schcmatische Form von V(t) E A; ist: 
Es wird bcmerkt, daß im Falle q ;.> p die Lnräume Pt hzw. At in ähn-
licher Weise definiert werden können, und ihre Vektoren die Transponierten 
der Matrizen der Formen (2.3) und (2.4.) sind. 
Nun wird die beliebige Potenz mit nichtnegativen ganzzähligen Expo-
nenten des Operators olL unter Anwendung des folgenden Satzes hergestellt. 
Satz 2.1. ([13], H. 6. Satz 11, S. 342). Ist Zn eine Matrix vom Typ In X n. 
und sind P und Q quadratische Matrizen m-ter bzw. n-ter Ordnung, so kann 
das rote Glied der durch die Rekursion 
(2.5) 
definierten Matrizenserie mit Hilfe von Zo in der Form 
(2.6) Zr 0, 1, ... ) 
ausgedrückt werden. 
Wenden wir die Rekursion (2.5) auf den Ausdruck (2.1) bei der Wahl von 
an. Dann läßt sich die kote Potcnz des Operators m in der Form 
Z = 8JLI-:V = ~ (k)' Nk-VV(NT)" 
" ~ P - q 
,-=0 11 
(2.7) 
herstellen (k = 0, 1, ... ). 
Der nächste Satz bezieht sich auf die Invertierbarkeit einer aus binomi-
alen Koeffizienten bestehendcn Matrix, die in Abschnitt 4 eine wich tige 
Rolle spielen wird. 
(2.8) 
Satz 2.2 [2]. Es seien die Elemente der Matrix 
A = [au] 
Bl~ZI 
die binomialen Koeffizienten 
Q.ij = I' 12 ')' m +j - i i, j ,= 0, ... , s. 
Hier sind n und m beliebige nichtnegative Ganzen unter der Bedingung n > 171, 
und der Definition gemäß 
12. .) = 0, wenn 12 < m -L j - i oder 111 
J-L 
j - i < O. 
Dann ist die Matrix A nichtsingulär. 
Es wird bemerkt, daß dieser Satz die Invertierbarkeit formmäßig ver-
schiedener Matrizen ausspricht. Dementsprechend nämlich, ob m < s bzw. 
n - m < s, stehen in den linken unteren bzw. rechten oberen Diagonalen 
der Matrix (2.8) Nullelemente: sind also beide Bedingungen erfüllt, dann ist 
(2.8) eine Bandmatrix, jedoch im Falle von m > s, n m > s ist keines df'I" 
Elemente gleich Null. 
3. Untersuchen wir, '",'ie der Operator (2.1) auf die Matrizen V E KpX'l 
wirkt. Durch die Multiplikation mit ND von links werden die Elemente von 
V um eine Zeile aufwärts, durch die ~:1ultiplikation mit N~ von rechts um 




Untersuchen wir nun die Wirkung des Operators ffftk auf die Matrixeill-
heiten Eij' Setzen 'wir in (2.7) V Eij ein: 
~ (k) Nk-VE,,(NT)V 
.,;;;;.; p Ij q • 
v=o 'V 
Da 
Nk-VE - E p ij - i-/;+v,j' 
ergibt sich 
(3.1) 
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Wenden wir den Zusammenhang (2.7) auf die in Form (2.4) hergestellte 
Matrix y(t) E At an; es ergibt sich 
(3.2) Cf7ky<t) _ ~ '?fkE _ ~, ~ (k') E Clt - .,,;;,;,; vP.c L p-"-l-p.,q+p.-t - .,,;;,;,; 1;p..,,;;,;,; P+l-k-,u.+v,q-t+p.-'" 
p=1 1,=1 v=o J'. 
Für die weiteren Ausführungen ist der nächste Satz "Wichtig. 
Satz 3.1. Ist V(t) E At, dann gilt 
c9lp+q-2ty(t) E Fe. 
Na{;hweis. Wenden wir die Formel (3.2) auf k = P + q 2t an: 
Die Bezeichnung % = q 
daß die :Matrizen 
.u 
2t\ 
) E2t+1-q_p.+v, q-I+p.-v -
]' eingeführt, ist es klar zu erkennen, 
in den Gliedern der Summe die Basisvpktoren von F t sind, die nur im Falle 
1 ;S. % t von Null verschieden sind, daher genügt es, die Summierung 
innerhalb dieser Grenzen vorzunehmen. Dann erhält man: 
(3.3) 
Durch den Vergleich mit (2.3) ist die Behauptung nachgewiesen. 
4. Im weiteren wird zuerst ein Satz bewiesen, der für die spektrale 
Untersuchung des Operators (2.1) von grundlegender Bedeutung ist, jedoch 
auch an sich ein interessantes Ergebnis darstellt. 
Satz 4.1. fj)l ist ein nilpotenter Operator von Index p + q - 1. 
Nachweis. Untersuchen wir die Formel (2.7) mit der die kote Potenz 
des Operators ff( hergestellt wird. Da Np und Nq nilpotente Matrizen mit 
Index p bzw. q sind, verschwindet bei der Wahl von 
k p+q-1 
in jedem Glied der Summe auf der rechten Seite von (2.7) einer die nilpotenten 
Faktoren, also erhält man 
(4.1) ff(p+q-l Y == 0 
für jedes Y E K pXq ' 
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N ach der Identität (4.1) ist der Index des Operators 51L höchstens gleich 
p -,-- q 1. Nun sieht man ein, daß er auch nicht kleiner sein kann. Da grc 
ein Operator mit nichtnegativen Elementen ist, genügt es, seine Wirkung 
auf eine aus lauter positiven Elementpl1 bestehende Matrix Y zu betrachten, 
denn dann ist 
(4.2) 1, .. . ,p, j = ~, ... , q 
also ist (2.7) die Summe nichtnegativer Glieder. 
Nehmen wir an, daß bei k < P + q - 1 für ein beliebiges Y also 
z. B. auch für die Matrix 
p q 
V .:E.:E Ei; 
i=lj=l -
- grcky = 0 gilt: daraus folgt wegen der Annahme (4.2) bezüglich V, 
daß in (2.7) alle Glieder gleich Null sein werden. 
Aber so 
Daraus folgt 3J(:ky C~~ 0, gerieten wir zu Widerspruch. 
Folge. Da der Operator 81I nilpotent ist, sind alle seine EigZ'n,ycrte 
gleich Null. Deshalb kann die Lösung der homogenen linearen Matrizen-
gleichung 
als die Bestimmung der zu der Eigenwertaufgabe 
clIX IX 
gehörenden Eigenvektoren aufgefaßt werden. 
Nach den vorigen Ausführungen bilden die Matrizen (1.6) xg) (t == 1, 
... , q) ein linear unabhängiges Eigenvektorsystem des Operators 8Jl. Da 




Satz 4.2. Zu jeder Matrix xg) existiert eine Matrix VU) E At, daß 
gJIP~q-2tV(t) = X~t) 
gilt, d.h., daß die l'latrizen 
(4.5) 
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eine J ordansche Kette bildende Hauptvektoren des Operators m sind (t = L 
... q,q::-p). 




.Man muß einsehen, daß die Elemente vI' der nach (2.4) hergestellten 
Matrix V(t) so gewählt werden können, daß (4.4) erfüllt sei. 
Setzen wir in Gleichheit (4.4) die Ausdrücke (3.3) und (4.3) ein. 
Wegen der Eindeutigkeit der Herstellung mit Hilfe der Basisvektoren 
hedeutet die Gleichheit (4.6) die Bedingung 
7) t I P -- q ~I ' 1'=1q t k 1, ... , t 
also ist es not"wendig, die Auflösbarkeit der Gleichungssysteme der Form 
(4.7) zu prüfen (t = 1, ... , q). 
(4.8) 
Die Koeffizientenmatrix des Gleichungssystems lautet: 
A = [aij] = [r p + q . 2t .")] i, j = 1, ... , t. 
q-t--':""j-L 
Nach Satz 2.2 ist die Matrix (4.8) bei keinem der in Frage kommenden 
Werte von t singulär, so hat das Gleichungssystem (4.7) für jedes t eine ein-
deutige Lösung, und damit ist der Beweis des Satzes beendet. 
Im ·weiteren ist nachzuweisen, daß die hergestellten Hauptvektorketten 
von maximaler Länge sind. Um dies zu beweisen, genügt es einzusehen, daß 
die in der Form (4.5) hergestellten Hauptvektoren die Basis des Raumes K pXq 
bilden. 
Satz 4.3. Die Hauptvektoren der Form (4.5) (t =-= 1, ... , q) bilden ein 
vollständiges, linear unabhängiges System. 
Nachweis. Die Zahl der Hauptvektoren des Operators 8JZ ist nach Satz 4.2 
q 
~(p + q - 2t 
(=1 
1) q(p + q ( ...L 1) 1) - 2 q q! = pq. 
2 
was mit der Dimensionszahl des Raumes K pXq übereinstimmt. 
Es muß noch nachgewiesen werden, daß die Hauptvektoren (4.5) linear 
unabhängig sind. Es liegt auf der Hand, daß jene Hauptvektoren linear 
unabhängig sind, deren von Null verschiedene Elemente sich verschiedene 
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Nebendiagonalen entlang befinden. Daher genügt es einzusehen, daß für 
irgendein k die Vektoren 
(4.9) 
linear unabhängig sind, wo 
r k, r q, 
ferner 
k p-;-q-l. 
Bezeichnen wir im weiteren die Matrizen (4.9) durch VI' V 2, ••• , V r• Da 
C
mp
-':-Q-21+1V<I) = 0 (t 1 ) J'~ = , •.. , q , 
existiert ein Index s, bei dem 
(4.10) 
§(SV1 = 0, §(S-lV1 .. -'- 0 
§(S-lV2 = 0, §(S-2V2 --'- 0 
Nehmen ,vir an, daß für irgendein 
linear abhängig sind, d.h. 
r die Vektoren VI' VZ-':-I' ... , V T 
r r 1: Cv Vv = 0, wo ;Ec; ~ / O. 
"=1 v=1 g 
Dann ist 
r r 
§'(S-I(.2: Cv YJ = J: cv(§(S-tV.,) = O. 
v=1 ,'=1 
In dieser Summe ist wegen (4.10) 
8J(s-ly
v 
= 0 V = l 1, ... , r, 
jedoch 
§(s-IYI . / O. 
Daraus folgt, daß CI = O. Das bedeutet, daß 
r 
1: cvYv = 0, 
v=l+l 
d.h., daß auch V/+ 1, ••• , Vr schon lineal' abhängig sind. 
Wird nun der lineare Zusammenhang der Vektoren (4.9) angenommen, 
d.h. wird angenommen, daß 
r 
o und .2: c; " 0, 
,-=1 
dann folgt daraus im Sinne der vorigen Ausführungen, daß 
Cy = 0; v = 1, ... , r. 
Man kommt zu einem Widerspruch, die Vektoren (4.9) sind also linear unab-
hängig. 
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Ein interessantes Ergebnis der Satze 4.2 und 4.3 ist, wenn die Eigen-
vektoren X~) als Nebendiagonalmatrix der Form (1.6) gewählt werden, dann 
läßt sich zu diesen eine aus Nebendiagonalmatrizen bestehende Hauptvektor-
kette konstruieren. Aus Satz 4.2 ist auch ersichtlich, daß die mögliche Länge 
der Ketten p + q + I - 2t (t = I, ... , q) ist. 
Das auf die elementaren Teile unformulierte Ergebnis lautet: 
Die elementaren Teiler des nilpotenten Operators 5f(X = NpX + XNJ hahen 
die Form 
"p-'-q+ 1-21 (t I ) 
" = , .. . ,q. 
Die Exponenten der elementaren Teiler ändern sich also einer arithme-
tischen Progression gemäß. Man erhält im Falle t = I den höchsten Exponen-
ten und dieser ist p + q - I, was damit übereinstimmt, daß der Nilpotenzgrad 
des Operators 5f( p + q 1 ist. So darf die interessante Feststellung gemacht 
"werden, daß der Operator 5f( dann und nur dann einen linearen elementaren 
Teiler hat, wenn q = p. 
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