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Abstract- -This  paper is concerned with the numerical solution of functional-differential and func- 
tional equations which include functional-differential equations of neutral type as special cases. The 
adaptation of linear multistep methods, one-leg methods, and Runge-Kutta methods is considered. 
The emphasis is on the linear stability of numerical methods. It is proved that A-stable methods 
can inherit the asymptotic stability of underlying linear systems. Some general results of stability on 
explicit and implicit methods are also given. © 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
This paper is concerned with the numerical solution of the system of functional-differential and 
functional equations 
y'(t) = f ( t ,  ~(t), y(t - ~-), z(t  - r)), 
t > o, (1.1) 
z(t) = g(t, y(t), y(t - ~), z(t - ~)), 
with the initial conditions 
y(t) = Y( t ) ,  z(t) = Z(t) ,  t E [--T,O], (1.2) 
where v is a positive number, y and z are unknown vectors of complex functions, f and g are 
given vectors of complex functions with appropriate domains of definition, and Y and Z are given 
vectors of complex functions which satisfy the consistency condition 
Z(0) = g(0, Y(0), Y(-T), Z(-r)) .  (1.3) 
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Systems of form (1.1) have widely occurred in many biological, control, and physics problems 
(see [1] and its references therein). In particular, neutral delay differential equations of the form 
y'(t) = f (t, y(t), y(t - T), y'(t - T)) (1.4) 
can be transformed into (1.1). In fact, (1.4) is equivalent to 
y'(t )  = f ( t ,  y(t) ,  y( t  - T), z ( t  -- T)), 
(1.5) 
z(t )  = f ( t ,  y(t), y(t  - T), z ( t  -- T)). 
Numerical solution of (1.4) has been studied extensively in recent years and a significant number 
of numerical stability results have already been found (see, for example, [2-20]). Recently, Liu [1] 
considered the adaptation of Runge-Kutta-collocation methods to (1.1) and investigated the 
numerical stability of Runge-Kutta-collocation methods with a constrained grid and linear 9- 
methods with a uniform grid for linear systems of form (1.1). In this paper, we further consider 
the adaptation of linear multistep methods, one-leg methods, and general Runge-Kutta methods 
to (1.1) and investigate the linear stability of these methods with a uniform grid. It is proved 
that A-stable methods can inherit the asymptotic stability of underlying linear systems. Some 
general results of stability on explicit and implicit methods are also given. Our results extend, 
and unify, many results mentioned above. 
2. NUMERICAL METHODS FOR FUNCTIONAL-DIFFERENTIAL 
AND FUNCTIONAL EQUATIONS 
2.1. Adaptat ion  of  Mult is tep Methods  to  Functional-Differential  
and Funct ional  Equat ions  
For approximating system (1.1), we consider the linear k-step method 
k k 
~y~+j  = h ~ ~f  (to+5, y~+5, ~+5,  ~.+J), (2.1a) 
5=0 5=0 
Zn+k = g (tn+k, Yn+k, Yn+k, 2n+k), (2.1b) 
where h > 0 is the stepsize, Yn and zn are approximations to the exact solutions y(tn)  and z( tn)  
k with tn = nh,  respectively, and ~5=o asx5 and Y~k=0 f~sx ~ are generating polynomials of the 
method, which are assumed to have real coefficients and no common divisor. We also assume 
ak ~ 0 and that the generating polynomial ~k=o asx5 satisfies the root condition, i.e., all of its 
roots lie in the closed unit disc and all roots on the boundary of the closed unit disc are simple. 
The arguments ~,~ and 2n denote approximations to y(tn - r )  and z(tn  - r)  which are obtained 
by a specific interpolation procedure at the point t = tn - r using {Yi}~<,~ and {z~}i<,~. 
In this paper, we adopt Lagrange interpolation to calculate ~n and 5n. Let r = (m - 5)h with 
integer m > 1 and 5 • [0, 1), and #,v > 0 be integers. Define 
Y! tn  - ~'), t,~ - T <_ O, 
fin = Y]~ L~(5)yn-m+i ,  tn - v > O, 
~n L i (5 )z~-m+i ,  t~ - T > O, 
i=  - t t  
where 
v+l_<m,  
u+l_<m,  
(2.2a) 
(2.2b) 
~- j  
j=-Iz 
• [0,1), (2.3) 
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and we have used values Yn and zn(n < 1) which can be given by 
y~= Y(t~), zn= Z(t~), n < l. 
We assume m >_ u + 1 so as to guarantee that, in the interpolation procedure for Yn and 2n, no 
unknown values yi and zi with i >_ n are used. 
The one-leg method corresponding to the same generating polynomials is given by 
E ajyn+j = h f  , Yn+j, fin, z.n , (2.4a) 
j=O 
z,~+k = g ( tn+k, Y~+k, Y~+k, 5,~+k ) , (2.4b) 
where in k = ~-~j=o ~3jt,~+j, Yn and ~n are approximations to y(tn - T) and Z(tn - T), respectively, 
which are obtained by (2.2), and ~)n and zn are approximations to y(in - T) and z(in - T), 
respectively. For the reason of stability (cf. [21,22]), we will use the following interpolation 
procedure for ~)n and in: 
{ Y( in - - r ) ,  in--T<_O, 
(2.5a) 
~)n = ~ Li(5) ~jYn+j-m+i, in -- T > O, u + l <_ m, 
i=-~ j=0 
(2.5b) 
s~= ~ L,(5) Zjz~+j_~+,, in-~>0,  u+l<m.  
i=-t~ j=0 
2.2. Adaptation of Runge-Kutta Methods to Functional-Differential 
and Funct iona l  Equat ions  
In this section, we consider the adaptation of Runge-Kutta methods to (1.1). Let (A, b, c) 
denote a given Runge-Kutta method with s x s matrix A = (aij) and vectors b = (b l , . . . ,  bs)-r, c = 
(c l , . . .  ,c8) -r. In this paper, we always assume that 0 <: ci _< 1 (i = 1,. . .  ,s) and ci (i = 1, . . .  ,s) 
are distinct (i.e., the method is nonconfluent). Let h > 0 be a given stepsize, let Y0 = Y(0) 
and define gridpoints tn (n = 0, 1, 2 . . . .  ) by tn = nh. Then the approximations Yn+l and Zn+l 
to y(tn+l) and z(tn+l) (n = 0, 1, 2, . . .  ) are defined by 
8 
Yn+l = Yn + h K"" b'f(n) (2.6a) A.~3 j , 
j= l  
. (n) 
Zn+l  -= bjyj , (2.6b) 
j= l  
where o3f!n) and gJn) are approximations to y'(tn + ejh) and z(tn + cjh), respectively, which are 
determined by the system of algebraic equations 
f ( in )=f  tn+c ih ,  y~+h _ t(~) (~),-  , i=1 , .  s, ~JJJ ,~  n) . . ,  (2.7a) 
j= l  
_(n) N - ' -  An) (n), - , i = 1, . . . ,  s, (2.7b) Yi =g tn+c ih ,  yn+hz_,  ui j j j  ,~j n) 
j= l  
where ~(n) and 2~ n) are approximations to y(tn + cjh - T) and z(tn + cjh - T), respectively, 
which are obtained by a specific interpolation procedure at the point t = tn + cj h - T using 
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values f(0,  g~0, Yl, and zl with l < n. In (2.6b), we use the collocation method with the 
collocation points tn + cjh, j = 1,. . . ,  s, to give zn+l. The coefficients b~ are determined by 
. l~i 1-c4 
i~ l  iCj 
Now we consider the interpolation procedure for l~i (n) and - ('~) Z} . A kind of interpolation pro- 
cedure is to use continuous extensions of Runge-Kutta methods originated with Zennaro [23]. 
Liu [1] considered this interpolation procedure and obtained some stability results of A-stable 
methods with a constrained grid. In this paper, we will consider Lagrange interpolation pro- 
cedure which was first proposed by in't Hout [7] for the numerical solution of delay differential 
equations. Consider r = (m - 5)h with integer m _> 1 and 5 E [0,1). Define 
{ g(tn + cih-- r), t,~ + c~h - r _< 0, = ( . (2.Sa) ~(n) ~ Ll(5) Yn + n aijJj , ) 
{ Z(tn + c ih -  v), t,~ +c ih -  v <_ O, 
-- (2.8b) 
t .  + - > o, + 1 _< m, 
where we have used values fin) and g~n)(n < 0) which are defined by 
f ( i " )=f ( tn+c~h,Y( t ,+c~h) ,Y ( t ,+c~h-T) ,Z ( t~+c ih -T ) ) ,  i= l , . . . , s ,  n<O,  
g~n) = g(t~ + c~h, Y(t~ + c~h), Y(tn + c~h - r), Z(tn + c~h - r)), i = 1,. . . ,  s, n < O. 
We assume that m >_ v + 1 so as to guarantee that, in the interpolation procedure for ~(n) 
and 2~n), no unknown values f(k) and g~k) with k > n are used. 
3. THE TEST  EQUATION 
In order to get insight into the stability behaviour of numerical methods for problem (1.1), we 
will follow Liu's practice (cf. [1]) and analyze the behaviour of numerical methods in the case of 
the linear system 
y'(t) + Aly(t) + A2y(t - T) + BlZ(t - T) = O, 
t _> 0, (3.1) 
z(t) + A3y(t) + A4y(t - r) + B2z(t - r)  = 0, 
with the constant coefficient matrices A1, A2 ~ C d~×d~, A3, A4 E C d~xdl, B1 E C d~×d2, B2 E 
cd2 × d2. 
First, we introduce some notations, a(.), p(.), and a(.) designate the spectrum, spectral 
radius, and maximal real part of the eigenvalues of a matrix, Id is the d x d identity matrix, the 
function P(z, ~) is defined by 
ZId~ + A1 + A2~ BI~ 
P(z,~) = A3 + A4~ Id~ + B2~ ' 
and other notations include 
C +={zECIRez>0},  C °={zEC lRez=0},  C -={zECIRez<0},  
D = {z e C[ [z  I < 1}, F = {z • C I[zl = 1}. 
For the asymptotic stability of (3.1), Liu [1] proved the following. 
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PROPOSITION 3.1. System (3.1) is asymptotically stable for every T > 0 if and only i[ 
p(B2) < 1, 
P(z, ~) # O, [or a11 z • C ° \ {0} and ~ • F, 
c~ (Bl(Id2 + B2)-I(A3 + A4) - A1 - A2) < 0. 
In addition, Liu [1] further proved the following. 
PROPOSITION 3.2. Condition (3.2) implies 
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(3.24) 
(3.2b) 
(3.2c) 
a(-A1)  < O, (3.3a) 
P(z, ~) # 0, t'or all z • C o and ~ • D, (3.3b) 
P(z, ~) # O, for a11 z • C + and ~ • D U F. (3.3c) 
Now we further discuss some stability conditions on (3.1). If ~ • D U F and p(B2) < 1, then 
the matrix Id2 + B2~ is nonsingular. Considering 
-B1~(Ia2 + B2~) -1 ] [zla~ + Al + A2~ BI~ ] 
J L A3 + + J 
= [zld~ + A1 + A2~ - Bl~(Ia: + B2~)-l(A3 + A4~) 
[ A3 -4- A4~ 
we have 
P(z,~) = det (Id2 + B2~) det (ZIdl + A1 + A2~ - BI~ (Id2 + B2~) -1 (A3 + A4~)) . 
Therefore, we have the following. 
PROPOSITION 3.3. Condition (3.2) implies 
(3.4) 
a (A1 + A2~ - BI~ (Id2 + B2~) - I  (A3 + A4f)) C C +, 
a (A1 + A2f - BI~ (Id~ + B2~) -1 (A3 + Aa~)) C C + U {0}, 
for all ~ c D, (3.5a) 
for all ~ E F. (3.5b) 
On the other hand, the characteristic equation of (3.1) is 
P(z ,e  -~z) =0. (3.6) 
If p(B2) < 1 and a(A1 + A2~ - BI~(Id2 + B2~)- 1 (A3 + A4~)) c C + for all ~ E D t3 F, then system 
(3.1) is asymptotically stable by Proposition 3.1. Here we give a direct proof. From (3.4), it 
follows that every root of (3.6) possesses negative real part. Let Ai(~), i = 1, . . . ,  dl, denote the 
real parts of the eigenvalues of the matrix (A1 + A2~ - Bl~(Id~ + B2~)-1(A3 + Aa~)), then Ai(~) 
are continuous on the bounded-closed set D u F. Therefore, they can attain their minimums 
on D 12 F. So we can conclude that there exists a positive constant E0 such that 
Ai(~) > e0, i = 1 . . . .  ,dl, 
which further shows that the roots of characteristic equation (3.6) all have negative real part 
bounded away from 0. In this case, the asymptotic stability of system (3.1) can be guaranteed. 
Therefore, we have the following. 
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PROPOSITION 3.4. The following relationship holds: 
p(B=)<I,~(AI+A2~-BI~(Id~+B=~)-'(A3+A4e)) cC+, ~o~a~eDur, (3.7) 
lira y(t) = 0 and lim z(t) = O, for every r > O, 
t -'* O0 t---* OO 
p(B2)<I ,a (A~+A2~-BI~( Id~+B2~)- I (A3+A4~))cC+U{O},  ~or aU ~ e Dur.  (3.8) 
Finally, we discuss the relationship between (3.1) and the linear models in the literature on the 
numerical stability of delay differential equations. In the context of delay differential equations, 
much attention has been given to the test problem 
y'(t) + Aly(t) + A2y(t - r) = O, (3.9) 
or its scalar case (cf. [3,7-11,14,16,17]). In many papers, the assumption on (3.9) is the counter- 
part of (3.2) or (3.7). A different assumption is the following (cf. [8,9]): 
cr(-nl)  C C-  and sup p ((~Id, - Ax)-IA2) < 1. (3.10) 
Re ~=0 
In view of Lemma 2.8 in [9], we can see that (3.10) implies 
a(A1 + A2~) e C +, for all ~ e D tJ F, 
which is also equivalent to condition (3.7) in the case of B1 = 0, B2 = 0, A3 --- 0, and A4 = 0. 
For delay differential equations of neutral type, the test problem 
y'(t) + Aly(t) + A2y(t - r) + Blyt(t - -  T )  = O, (3.11) 
has been widely used (cf. [2,4,6,12,13,15,19,20]). Let z(t) = yt(t), then (3.11) is equivalent to 
y'(t) + Aly(t) + A2y(t - T) + Blz(t - r) = 0, (3.12a) 
z(t) + Aly(t) + A2y(t - T) + Baz(t - T) = O. (3.125) 
And (3.2c) is reduced to 
a ((I42 + B1)- I( -A1 - A2)) < O. 
In this case, (3.2) is just the assumption used in [12]. Similarly, (3.7) is just the assumption used 
in [4,6,15,19,20]. 
In view of above discussions, we will use condition (3.2) to analyze the stability of A-stable 
methods and use (3.7) to get stability results of general methods. 
4. STABIL ITY  OF  MULT ISTEP  METHODS 
Applying methods (2.1),(2.2) or (2.4),(2.5),(2.2) to the test problem (3.1), one arrives at the 
same system of difference quations 
Ea jyn+j+h E~j  Alyn+j+A2 L~(5)yn+j-ra+,+B1 L~(5)zn+i-m+ = O, (4.1a) 
j=0 j-~0 i---t~ i=-# 
zn+a+Aszn+k+A4 ~ L,(6)yn+k-m+,+B2 ~ Li(Slzn+k-m+,=O. (4.1b) 
i=- - l z  i=-- l~ 
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Let 
T x~ = (~:, z:) 
Then Xn satisfy the system of difference quations 
k 
z[ °0] o°] Xn+ j -~- 1-,2 Xn+ k 5=0 
"~ Li(~) A4 B2 Xn+k-m+i~-hE~J A20 
i=-~ j=0 
The corresponding characteristic equation is 
where 
det (2mQM(z)) = O, 
k 
E zJ(ajId, + h~5(A1 + A2q(z))) 
QM(Z)= j=o 
zk(A3 + A4q(z)) 
q(z) : £ Li(~)z -m+i. 
i~-# 
B1 ] xn+j-m~-i } ~- O. 
(4.2) 
k ] 
h E (13jzJBlq(z)) 
j=O 
Zk(Id2 + B2q(z)) 
We recall some stability concepts of multistep methods for ordinary differential equations 
(cf. [24]). The stability polynomial of method (2.1) or (2.4) is defined by 
k 
n(z,~)=EzJ(~5-~5~), ~c .  
5=0 
Let the roots of R(z, f~) be r l (h ) , . . . ,  rk(h), then 
k 
n(z,~) = (~k- z~)  [ I  ( z -  rj (~)). (4.3) 
j=l 
The stability region of the method for ODEs is the set 
SM = {f~ e C s.t. ak - zkf~ ~ 0 and [r 5 (h)] < 1, j = 1 , . . . , k} .  
The method is said to be A-stable if its stability region satisfies 
S M DC- .  
LEMMA 4.1. A-stability implies akj3k > O. 
PROOF. We will prove the conclusion by contradiction. Suppose that ak~3k <_ O. Using the 
k j k - assumption that the generating polynomials ~J-~j=o ajx and ~-~d=o/3J x have no common divisor, 
we conclude that there exists an index J0 c {0, 1, . . . ,  k - 1} such that 
~Jo ~ ~k~5o 
~k 
We will further prove that, for any N > O, there exists h E R -  -- {z E R I z < O} C C-  such 
that 
> N. (4.4) 
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Using the well-known relation between roots and coefficients, there exists it E R -  such that R(z, h) 
has at least a root whose modulus is strictly greater than 1. This shows that the method is not 
A-stable. 
The proof of (4.4) is split into two cases. In the case of f~k = 0, we have 
#~o #0,  
which gives 
[aJ° - J3J°h[ --* +co whenever h -+ -oo ,  
This show that (4.4) holds. 
In the case of/~k # 0, we have 
<0, 
C~k --* +c<) whenever h ~ -:--, 
Zk 
heR-. 
S = A1 + A2~ - BI~ (Id~ + B2~) -1 (A3 + A4~). 
Considering 
, -h  E ~jAJBI~(Id2 + B2~) -1 (ajId~ + h~jM(A1 + A2~)) hj~=ol3JZJBl~ 
Id2 A3 + A4~ Id2 + S2~ J 
A3 + A4( Id~ + B2( 
which gives 
I Jo-  o l 
This show again that (4.4) holds. | 
In order to analyze the stability of difference quation (4.1), we also make use of the following 
result proved by Strang [25] and Iserles and Strang [26]. 
LEMMA 4.2. 
(1) [~v=_~L~(5)z~+i[ <_ 1, (whenever [z[ = 1, 0 _< 5 < 1) if and only if # <_ v <_ #+2.  
(2) I f# _< v _< #+ 2, #+ v > O, [z I = 1, 0 < 6 < 1, then ]~ i~- .L , (6 )z"+i [  = 1 if and only 
i f z= l .  
Now we state and prove the main result of this section. 
THEOREM 4.3. Suppose # < v < # + 2, system (3.1) satisfies (3.2), and one of the following 
conditions holds: 
k (1) Ej=o ajzJ # O, for an z E F \ {1}, 
(2) 5#0and~+v>0.  
Then the difference quation (4.1) is asymptoticaUy stable if and only if the underlying multistep 
method for ordinary differential equations is A-stable. 
PROOF. First, we consider the "if" part. We will prove by contradiction that the characteristic 
equation (4.2) has no solution outside the open unit disc D. Suppose that there exists A E C 
such that det(QM(),)) = 0 and [A[ >_ 1. Let 
= q(),). 
From m >_ u + 1, it follows that limz-.oo q(z) = 0. Considering Lemma 4.2 and the maximum 
modulus principle, we have 
Iq(z)t < 1, for all z e C, Izl ___ 1, 
which gives 1~[ < 1. It  follows from (3.2a) that the matrix Id= + B2~ is nonsingular. Define 
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we have 
which gives 
where 
Hence, 
det (QM(A) )=A~det ( Id2+B2~)det ( tA J (a J I~ '+hf l jS ) )  ' j : o  
det(R(A,-hS)) = O, 
k 
R(A, -hS)  = E AJ(ajIdl + fljhS). 
j=0 
II 
~ea(s) 
k 
(ak + flkh$) H (A - rj (-h3)) = O. 
j= l  
From (3.5), it follows that a(S) c C + U {0}. 
exist ~o E a(S) and j0 E {1,. . . ,  k} such that 
Since A-stability implies ak + flkhs ~6 0, there 
rio (-h30) = A. (4.5) 
If Re(~0) > 0, then we have 
Irjo ( -h~0)r = I~1 > 1, 
which contradicts A-stability of the method. Therefore, 
~o = o. (4.6) 
From (4.5) and 0-stability of the method, we obtain 
1 < I~1 = I r~o(O) l _  1, 
which gives IAI = 1. 
contradicts (4.6). Therefore, 
On the other hand, if I~1 < 1, from (3.5) it follows that a(S) c C + which 
I~1 =1.  (4.7) 
If condition (1) holds, then we have 
~=1.  (4.8) 
If condition (2) holds, then from (4.7) and Lemma 4.2, we also get (4.8). Hence, f = 1 and 
0 = So e a(S) = a (A1 + A2 - BI(Id2 + B2)-1(A3 + A4)). 
This contradicts assumption (3.2c), which implies that the "if" part holds. 
In order to prove the "only if" part, we set dl = 1,A2 = 0, B1 = 0, A3 = 0, A4 = 0, B2 = 0 
in (4.1), so that A-stability follows immediately from the asymptotic stability of system (4.1). | 
REMARK 4.4. Condition (1) in the assumptions of Theorem 4.3 is very weak. In fact, it holds 
for many multistep methods, including methods of Admas type and BDF methods. 
For general multistep methods, we have the following result. 
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THEOREM 4.5. Suppose # < v < # + 2, p(B1) < 1, and a(h(Bl~(Id2 + B2~)-l(A3 + A4~) -  A1 - 
A2~)) C SM for all ~ E D U F, then the difference quation (4.1) is asymptotically stable. 
PROOF. We only need to prove that the matrix QM(Z) is nonsingular for any z E C, ]z[ >_ 1. In 
fact, for any z C C, [z[ > 1, we define 
-- q(z), 
S = A1 + A2~ - BI~(Id2 + Bg.~)-l(A3 + A4~). 
Therefore, 
which gives 
This shows that, for every g E a(S), 
I'~1 -< 1, 
a(-hS) C SM. 
k 
(ak + ~kh~) l - I  (z - rj ( -h$))  ~ 0. 
j=l  
Hence, 
det z j (aj Idl 
\ j=0 
which in combination with p(B1) < 1 gives 
+ hi'iS)) ¢ O, 
det(QM(z))-=zkdet(Id2+B2~)det(~-~zj(ajIdl+hl~jS) j = o  50,  
i.e., the matrix QM(Z) is nonsingular for any z e C, [zJ > 1. | 
Now we give some applications of above theorems to the case of delay differential equations of 
neutral type. 
THEOREM 4.6. Consider methods (2.1),(2.2) or (2.4),(2.5),(2.2) applied to system (3.12) which 
is assumed to be asymptotically stable for every r > O. Suppose # <_ v <_ # + 2 and one of the 
following conditions holds: 
(1) k E~=o a~zJ ¢ 0, for a11 z e r \ {1}, 
(2) 5¢Oand#+v>O.  
Then the corresponding difference quation is asymptotically stable if and only if the underlying 
multistep method for ordinary differential equations is A-stable. 
THEOREM 4.7. Consider methods (2.1),(2.2) or (2.4),(2.5),(2.2) applied to system (3.12). Sup- 
pose l~ <- g <_ # + 2, p(B1) < 1, and a(h(Id2 + Bl~)-l(-A1 - A2~)) C SM for all ~ e D U F. 
Then the corresponding difference quation is asymptotically stable. 
REMARK 4.8. Theorem 4.7 is in accord with the corresponding numerical stability results pre- 
sented in the literature (cf. [3,4,6,16,20]). In some cases of Theorem 4.6, however, our result is 
sharper than them. For example, we consider the equation 
In this case, we have 
y'(t) + y(t) + y(t - T) = 0. (4.9) 
P(z, ~) = z + (1 + ~). 
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It is easily verified that (3.2) holds. Therefore, equation (4.9) is asymptotically stable for ev- 
ery T > 0. When the second-order BDF method is applied to (4.9), Theorem 4.6 can guarantee 
the asymptotic stability of the difference equation. However, this result can not be derived by 
the previously mentioned literature because condition (3.7) is not valid for equation (4.9). 
REMARK 4.9. In this paper, the definition of stability region coincides with the definition of 
strict stability region (see, for example, [27, Chapter 21). In the relevant literature, however, 
there exists another definition of stability region which only requires that all roots of character- 
istic polynomial R(z,E) satisfy the root condition. For many methods, there are not essential 
differences between them and only the boundary is not included in the former case. The advan- 
tage of the former is that it can be conveniently applied to multidimensional linear systems with 
constant coefficients. For example, consider the application of the explicit Euler method to the 
equation 
y’(t) = 0 
[ 1 
-l _i y(t), 
we get the difference equation 
For any h E [0,2], 1 - h has bounded powers. When h = 2, however, the coefficient matrix 
of (4.10) does not have bounded powers. This shows that Theorem 4.5 is not valid if SM is the 
stability region defined by bounded powers. 
5. STABILITY OF RUNGE-KUTTA METHODS 
The application of the method (2.6),(2.7) with the interpolation procedure (2.8) to the test 
problem (3.1) leads to the difference equation 
~n+i = y,z + h&f?), 
i=l 
z,+1 = f: b;p, 
i=l 
$n) = ” % c bc(6) yn-m+/c + h f: aijf3(n-m+k) , 
k=-p i j=l 
@,!“’ = 2 Lk(qg,!‘+“‘+k), 
k=-p 
Let 
i = 1,. . . ) s, (5.lc) 
i = l,...,s, (5.ld) 
i=l,...,s, (5.le) 
(5Jf) 
(5.la) 
(5.lb) 
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Then xn satisfy the system of difference quations 
/el -hb T ® Idl 
Is ® Id~ +hA®A1 
hA ® A3 
+ ~ L~(5) 
[ - ld,  0 
O0 ~,~ + [ e ® A1 0 
1~®Id2 Le®A3 0 
o o 1 hA®A2 Is® ^ S l  Xn-mTi  
hA®A4 1~ ® B2 
o Oil e ® As 0 Xn-m+i- -1  = O, 
e@A4 0 
i ]  :~r,- 1 
(5.2) 
-hb T ® Idl 
Is ® Id~ + hA ® (A1 + q(z)A2) 
hA @ (A3 + q(z)A4) 
o ] 
q(z)Is ® B1 , (5.4) 
Is ® (142 + q(z)B2) 
(5.5) 
Now we recall some stability concepts of Runge-Kutta methods for ordinary differential equa- 
tions (cf. [24,27-29]). 
The stability function of the method (A, b, c) is defined by 
r = 1 + T ( I s  - -1  
The stability region of the method (A, b, c) for ODEs is the set 
SRK = {h • C s.t. the matrix (/8 - hA) is regular and Ir (h)l < 1}. 
The method (A, b, c) is said to be A-stable if its stability region satisfies 
SRK ~C- .  
For A-stable Runge-Kutta methods, we have the following stability results which can be simi- 
laxly proved on the basis of the ideas of [1] in combination with Lemma 4.2. 
THEOREM 5.1. Suppose # < p < # + 2 and system (3.1) satisfies condition (3.2). Then the 
difference quation (5.1) is asymptotically stable if and only if the underlying Runge-Kutta 
method (A, b, c) is A-stable. 
For general Runge-Kutta methods, we have the following result whose proof is similar to that 
of Theorem 4.5. 
THEOREM 5.2. Suppose # < u <_ # + 2, p(Bx) < 1, and a(h(Bl~(ld2 + B2~)- 1(A3 + A4~) - A1 - 
A2~)) C SnK for all ~ • D U F, then the difference quation (5.1) is asymptotically stable. 
Now we give some applications of above theorems to the case of delay differential equations of 
neutral type. 
THEOREM 5.3. Consider method (2.6),(2.7) with # <_ u < #+2 applied to system (3.12) which is 
assumed to be asymptotically stable for every ~- > 0. Then the corresponding difference quation 
is asymptotically stable/f and only if the underlying Runge-Kutta method (A, b, c) is A-stable. 
THEOREM 5.4. Consider method (2.6),(2.7) applied to system (3.12). Suppose # < u < # + 2, 
p(B1) < 1, and a(h(la2 + Bt~) - l ( -A1-  A2~)) C SRK for all ~ • D U F. Then the corresponding 
difference quation is asymptotically stable. 
REMARK 5.5. Theorem 5.3 is an extension of the results obtained by Koto [11,12] to the case of 
uniform grid. Theorem 5.4 is in accord with the results presented in the literature (cf. [2,4-7,15]). 
where 
: (z--1)Idl 
QRK(Z) = ® (A1 + q(z)A2) 
@ (A3 + q(z)A4) 
q(z) = £ i~(5)z -'~+i. 
i=-- I~ 
where the symbol ® denotes the Kronecker product and e = (1,. . . ,  1) T E R 8. 
From the theory of matrix difference quations, we get the characteristic equation of (5.2) 
z 2m det(QnK(Z)) = 0, (5.3) 
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