Biometrika 79: 311 -319 ) to this class of models. The optimal LRE is a two-step estimator. We propose a simple one-step estimator that is close to optimal if there is no unobserved heterogeneity. The efficiency gain associated with the optimal LRE increases with the degree of unobserved heterogeneity.
Introduction
The Mixed Proportional Hazard (MPH) model for duration data was independently introduced by Lancaster (1979) and Manton, Stallard and Vaupel (1981) . It has been used very frequently in empirical work but the standing of this model among econometricians has changed over time. Lancaster noted that the MPH model provided a simple framework for the distinction between unobserved heterogeneity and duration dependence. The question whether these two components of the MPH model are separately identified and estimable with samples of reasonable size has been answered differently. Lancaster ' s original answer was negative. He gave a simple example in which an observed duration distribution was consistent with an MPH model with duration dependence, but no heterogeneity, and an MPH model with no duration dependence, but with unobserved heterogeneity. Elbers and Ridder (1982) and Heckman and Singer (1984a) showed that to identify unobserved heterogeneity and duration dependence separately, some exogenous variation is needed. Besides exogenous variation, they made an at first sight innocuous assumption on the distribution of the unobserved heterogeneity, namely that this distribution had a finite mean. Heckman and Singer replaced this assumption by a restriction on the tail behavior of the unobserved heterogeneity distribution, in particular that the exponential rate at which this tail went to zero was known.
These results on nonparametric identification led to the development of estimation methods that required fewer parametric assumptions. Heckman and Singer (1984b) used the NPMLE for mixture models that was first characterized by Lindsay (1983) to estimate regression parameters and the parameters of the baseline hazard in an MPH model. A problem with Heckman and Singer ' s NPMLE is that the speed of convergence and the asymptotic distribution of the estimators are not known. This is not just a theoretical concern. Simulation studies, e.g., the recent study by Baker and Melino (2000) , have shown that the NPMLE gives biased estimates of all the parameters in the MPH model if the baseline hazard is left fairly free. Horowitz (1999) proposed a semiparametric estimator for the MPH model that does not require parametric assumptions either on the unobserved heterogeneity or on the duration dependence. This estimator is based on Horowitz ' s (1996) estimator for a semiparametric transformation model. The main problem in the estimation of the parameters of the MPH model is the estimation of a scale parameter. This scale parameter enters the (integrated) baseline hazard as a power and the regression parameter as a multiplicative constant. The scale parameter is identified by the assumption that the mean of the distribution of the unobserved heterogeneity is finite. Because the estimator of the scale parameter only uses information on durations close to zero, the rate of convergence is arbitrarily close to N 2/5 , the fastest possible rate given the model. Honor é (1990) proposed an estimator for the Weibull MPH based on the same idea, and his estimator has the same rate of convergence. The slow rate of convergence of these estimators is an impediment to their use in applied work. It is, however, consistent with the Monte Carlo evidence on the NPMLE and also with a result in Hahn (1994) . Hahn shows that in the MPH model with Weibull baseline hazard (but unspecified distribution for the unobserved heterogeneity), the information matrix is singular. This precludes the existence of regular N consistent estimators of the parameters of this model.
These results suggest that the original idea of using the MPH model to distinguish between unobserved heterogeneity and duration dependence is sound in theory, but that in practice this can be done only in very large samples. However, the situation may not be as bleak. For instance, Ridder and Woutersen (2003) reconsider Hahn ' s (1994) result. They show that the Weibull example is a worst case, although it is not the only parametric model that gives a singular efficiency bound. They characterize the class of parametric models for the baseline hazard that gives a singular bound, and they show that the defining feature of this class is that the baseline hazard at 0 is either 0 or ∞ . Note that this is the case for the Weibull baseline hazard. Although MPH models with Weibull like baseline hazards are identified, their estimation is problematic. Ridder and Woutersen argue that Weibull type behavior near zero is a consequence of a convenient functional form and not of interest in its own right. The distinction between unobserved heterogeneity and duration dependence is more relevant for strictly positive durations. They show that bounding the baseline hazard away from 0 and ∞ at 0 resolves the problem. Incidentally, this assumption is also sufficient for nonparametric identification of the MPH model and with it the finite mean assumption can be discarded.
Until now we have taken for granted that it is important to make a distinction between unobserved heterogeneity and duration dependence. It has been argued [see e.g., Wooldridge (2005) ] that the distinction is irrelevant if one wants to estimate the impact of covariates on the average duration. There are, however, instances where the distinction is important in its own right. Examples are the distinction between heterogeneity and duration dependence as an explanation of the decreasing probability of re-employment for the unemployed (Lancaster 1976; Heckman 1991) . Recently, Chiaporri and Salanie (2000) have argued that the distinction is also important to understand insurance contracts. The distinction is also important if one is interested in the effect of covariates on the quantiles of the duration distribution, which may often be the more interesting effect. In particular, let the waiting time to some event T have a conditional distribution given observed and unobserved covariates with hazard rate 
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where λ ( t, α ) is the baseline hazard, β is the regressor parameter, and X h ( t ) = { X ( s ) | 0 ≤ s ≤ t } is the sample path of the observed covariates. The covariate at time t is denoted by X ( t ) and V is the multiplicative unobserved heterogeneity. We assume that X h ( t ) is independent of V . Since the distribution of V is not specified, the only parameter of the model is θ = { α , β } Integrating the baseline hazard with respect to time gives the integrated baseline hazard, Λ ( t ). For an MPH with such time constant covariates, the derivative of the q th quantile t q ( X ) with respect to the covariate X is 
which is independent of the distribution of the unobserved heterogeneity but depends on the baseline hazard.
In this paper we consider a simple N consistent estimator for the parameters of a semiparametric MPH model with unspecified distribution of the unobserved heterogeneity. This estimator is a GMM estimator that uses moment conditions to derive estimating equations. It is based on the linear rank statistic of Prentice (1978) . That statistic has been used by Tsiatis (1990) to estimate the parameters of a censored regression model and by Robins and Tsiatis (1992) in the Accelerated Failure Time model. In its simplest form, the estimator does not require nonparametric estimation of unknown densities. Hence, it is simpler than the semiparametric maximum likelihood estimator of Bearse et al. (2007) . Moreover, we provide primitive conditions under which our estimator converges while Bearse et al. (2007) assume N consistency.
Our simple GMM estimator is not efficient. In the case of constant covariates and no censoring it does not reach the Hahn (1994) efficiency bound. Fully efficient estimation requires a second step, in which the hazard of the distribution of the integrated hazard is estimated. This hazard is then used to construct the likelihood function for arbitrarily (noninformatively) censored integrated hazards, and this likelihood is maximized over the parameters of the MPH model. As is evident from the discussion results in Bearse et al. (2007) , the second step requires much care, even in the simpler case of no censoring, and achieving the efficiency gain associated with it may be problematic. Therefore, we recommend the simple GMM estimator, which performed well in simulations.
A paper that is related to our work is Hausman and Woutersen (2005) , who estimate a related duration model. That paper does not use the identification strategy of Ridder and Woutersen (2003) and requires some regressors to vary over time. This paper allows regressors to vary over time but does not require it. By redefining the regressors to be zero in all but one period, this paper allows the effect of the regressors to have a different coefficient for each period, while Hausman and Woutersen (2005) do not allow for that.
The outline of the article is as follows. In Section 2 discusses the MPH model and a counting process interpretation of the MPH model is given in the Appendix. The counting process approach simplifies the definition of predictable time-varying explanatory variables and noninformative censoring. Section 3 presents our version of the linear rank estimator. In Section 4 we derive the asymptotic properties of the (two stage) optimal linear rank estimator. Section 5 discusses the implementation of the estimator. The Monte Carlo experiments of Section 6 give some insight into the small sample behavior of the estimator. Finally, in Section 7 we apply our estimator to a real data set of cyclical migration. Section 8 summarizes the results and states our conclusion.
The Mixed Proportional Hazard Model
The waiting time to some event T has a conditional distribution given observed and unobserved covariates with hazard rate
where X h ( t ) = { X ( s ) | 0 ≤ s ≤ t } is the sample path of the observed covariates, X, up to and including time t , which without loss of generality is assumed to be left continuous, and V is the multiplicative unobserved heterogeneity. Because V is time constant we assume that its value is determined at time zero. We assume that X h ( t ) is independent of V . Note that although we express the hazard at t as a function of X ( t ), we can allow for lagged covariates by redefining X ( t ). The positive function λ ( t, α ) is the baseline hazard that is specified up to a vector of parameters α . It reflects the duration dependence of the hazard rate. The other parameter of the model, β is the regressor parameter. The distribution of V is not specified so that the parameter vector is θ = { α , β } . In the Appendix, we give a counting process interpretation of this model.
Durations and Transformed Durations
The MPH model in (2) specifies the conditional hazard of the distribution of T given X h ( t), V . Because V is not observed, we need to integrate with respect to the conditional distribution of V given T > t, X h ( t ) to obtain the hazard conditional on X h ( t ). An alternative approach is to consider the transformed duration
This transformation is the observed integrated hazard, i.e., the integrated baseline hazard except for the unobservable V . A key feature of the MPH model is that in the population 0 0
with A a standard exponential random variable.
Equations (3) and (4) show that the MPH model is essentially a transformation model that transforms the conditional distribution of T given the observable covariates X h ( ‧ ) to a positive random variable that is independent of X h ( ‧ ) and of the baseline hazard λ ( ‧ ; α 0 ). This independence is the key to understanding the intuition behind the proposed Linear Rank Estimator (LRE). The fact that the right hand side random variable is the ratio of a standard exponential and a positive random variable only plays a role in the interpretation of the components of the transformation as a baseline hazard and a regression function that multiplies the baseline hazard. For parameter values θ ≠ θ 0 , i.e., not equal to the true values, we have
with U a nonnegative random variable. We denote the inverse of h ( T, X h ( t), θ ) with respect to its first argument by h -1 ( U, X h ( t), θ ) and we sometime suppress the last to arguments and use h ( T ) and h 
For the population parameter value θ 0 = ( α 0 , β 0 ), this becomes
If V has a gamma distribution with mean 1 and variance σ 2 , then
The basis of the LRE is that for the true transformation, and only for the true parameter vector, the hazard rate of the transformed variable is constant if we condition on V. This implies that the unconditional hazard rate (i.e., without conditioning on V ) only depends on the distribution of V and not on the regressors. A typical way to test the significance of a covariate on the hazard is the rank test [see Prentice (1978) ]. This test is based on (possibly weighted) comparisons of the estimated nonparametric hazard rates. It is also equivalent to the score test for significance of a (vector of) coefficient(s) that arises from the Cox partial likelihood. The test rejects the influence of the covariate(s) on the hazard when it is " close " to zero. Tsiatis (1990) shows that the inverse of the rank test, the value of the (vector of) coefficient(s) that sets the rank test equal to zero, can be used as an estimating equation for Accelerated Failure Time (AFT) models. Here we extend the inverse rank estimation to include the parameters of the duration dependence.
Before we elaborate on the LRE in detail, we first discuss nonparametric identification of the MPH model.
Identification
Using the counting process framework, we can express an important assumption on the covariate process. We assume that with d
For the observation process we make a similar assumption. As noted, in all cases of interest we have Y ( t ) = Ι ( t ≤ T) Ι C ( t ) with some random set, e.g., the set t ≤ C for right censoring. We assume
In other words, we assume that changes in X and Ι C at t are conditionally independent of the occurrence of the event after t . This means that X ( t ) and Ι C ( t ) are predetermined at t . Note that if X ( t ) or Ι C ( t ) depends on V , then these assumptions cannot hold.
In Appendix B and the following equations, we condition on the unobserved V . The corresponding unconditional results are obtained by taking the expectation of
of V , then we need not condition on Ι C ( t ), and the conditional expectation is
The hazard that is not conditional on V is
Nonparametric identification of the MPH model has been studied by Elbers and Ridder (1982) and Heckman and Singer (1984a) . These results refer to the model in which both the baseline hazard and the distribution of the unobserved heterogeneity are left unspecified. In their proofs, Elbers and Ridder (1982) need the assumption the mean of the distribution of V is finite, and Heckman and Singer (1984a) need the assumption that the tail of that distribution decreases at a fast enough and known rate. Ridder and Woutersen (2003) show that it is possible to replace assumptions on the distribution of V by an assumption on the behavior of the baseline hazard near 0. They show that with time constant covariates the semiparametric MPH model with parametric baseline hazard is identified if the following assumptions hold. 
The Linear Rank Estimator
There are a number of estimators for transformation models that transform to an unspecified distribution. Amemiya (1985) has shown that the nonlinear 2SLS estimator introduced in Amemiya (1974) can be used to estimate both the regression parameters and the parameters in the transformation. Han (1987) proposed an estimator that maximizes the rank correlation between the transformed dependent variable and a linear combination of the covariates [see also Sherman (1993) ]. These estimators, as well as Khan (2001) , Chen (2002) , and Khan and Tamer (2007) Bijwaard and Ridder (2005) and Woutersen (2000) . Neither of these estimators, however, use the identification framework of Ridder and Woutersen (2003) and Woutersen (2000) requires panel data. Before we turn to the general model, we discuss a simple example to provide more insight into the inverse rank estimation approach. Suppose we would like to test whether a covariate X influences the hazard. If the covariate does not influence the hazard, the mean of the covariate among the survivors does not change with the survival
. Then the rank test statistic is (assuming no censoring)
where the second term is the average of the covariate among those units still alive at t i . Thus, for each observation of the covariate we compare the observed value with its expected value among those still alive (under the hypothesis of no effect of the covariate) and sum over all observations. If this sum is significantly different from zero, then we reject the null of no influence. Now assume that the true model is an MPH model without duration dependence with transformed duration U = e βX T . Then, for the true parameter β = β 0 the hazard of U does not depend on the covariate X . This implies that the rank statistic for the true parameter on the transformed U-time is zero. However, the β 0 is unknown and an inverse rank estimate β of β 0 is the value of β for which
Y u I U u the observation indicator on the (transformed) U-time. Tsiatis (1990) used this statistic as an estimating equation for the parameters in a censored linear regression model, and Robins and Tsiatis (1992) employed the same statistic to estimate the parameters in the Accelerated Failure Time (AFT) model with timevarying covariates introduced by Cox and Oakes (1984) .
In the general MPH model, we consider a random sample
1,. . . , .
The indicator Δ i is 1 if the duration is observed and 0 if it is censored. For some θ this random sample can be transformed to u θ θ θ + = < ≤ where u k and u k + 1 are just two scalars. For θ = θ 0 the transformed durations U 0 i are identically distributed, and this implies that the rank statistic is 0 in large samples for this choice of W .
Because
it need not be a step function either], we may not be able to find a solution to S N ( θ , W ) = 0. For that reason, we define the linear rank estimator (LRE) of the parameters of the MPH model by
Lemma 1 below shows that S N is asymptotically equivalent to a linear (and hence continuous) function in θ .
[Continuation of Example 2.1] Simple weight functions for this example are
The expression for the rank statistic simplifies if we order the observations by increasing transformed duration
In the ordered transformed durations, we obtain
U (which is either drawn from X 1 or from X 2 ) to the average value of X ( j ) of all j > i at ( ) i U and takes the sum over all (uncensored) units. S N , α compares the value of the indicator function, ( )
,
U (which is either 1 or 0) to the average value of the indicator functions, ( )
The functions S N , β and S N , α are not continuous in θ = ( α , β ). The points of discontinuity are values of θ that make e.g., θ θ
and this difference goes to 0 if N increases for both W β ( u, X ) and W α ( u, X ). For consistency and asymptotic normality of the MPH LRE estimator, we make the several assumptions that we present in Appendix B. Under these assumptions, the linear rank statistic is asymptotically equivalent to a statistic that is linear in the parameters. This linearity causes the estimators to be asymptotically normally distributed. Here is our linearity result where K denotes a positive constant.
Lemma 1
Under assumptions (A1) -(A4) for all 0
Proof : See Appendix.
From Lemma 1, we obtain the asymptotic distribution of the LRE.
Theorem 1
Under assumptions (A1) -(A4) we have with
The function S N ( θ , W ) in Lemma 1 is an " approximate derivative " and an " influence function " in the terminology of Newey and McFadden (1994) . It allows us to view the asymptotic behavior of an estimator as an average, multiplied by . N Moreover, as Horowitz (2001, theorem 2.2) shows, bootstrapping an asymptotically normally distributed estimator that can be represented by an influence function yields a consistent variance-covariance matrix and consistent confidence intervals.
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The variance matrix of the LRE is the limit of (we suppress the dependence on θ 
By the Cauchy-Schwartz inequality, this matrix is minimal if
) .
With this weighting matrix, V ( θ 0 ) = D ( θ 0 ) and the variance matrix of the LRE with the optimal weighting matrix is V ( θ 0 ). A consistent estimator of this matrix is u W u N u N (27) which is just the average over the uncensored population transformed durations U 0 .
The optimal weighting function depends on the distribution of U 0 through its hazard and the derivative of that hazard. In Appendix B, we find from (B.29) and (B.30) that
Note that the inverse of the transformed duration is also needed, so that a closed form of this inverse is desirable.
[Continuation of Example 2.1] By (B.29) and (B.30) the optimal weighting functions are
e t e u
If U 0 is unit-exponentially distributed, i.e., if there is no unobserved heterogeneity, then we obtain the weighting functions in the last example. In general, this weighting function is a feasible but suboptimal choice. Note that factor in W 0 depends on the distribution of V . If V has a gamma distribution with mean 1 and variance σ 2 , then
Hence the weight decreases with the transformed duration.
The Linear Rank Estimator with an Estimated Weight Function
First, we simplify the notation by suppressing the dependence of the weight function on the covariate history. Instead we make the dependence of this function on the parameters θ 0 and the hazard of U 0 , κ 0 explicit. With this change, the LRE estimating equation is
with θ θ θ κ θ θ κ θ
The optimal weight functions are given in (28) and (29). We obtain an estimated weight function by substituting the consistent first-stage estimates β α , N N for the parameters and by using a nonparametric estimator for the hazard κ 0 of U 0 and its derivative. This complicates the asymptotic analysis of the estimator because the estimated weight function is not predictable, i.e., at (transformed duration) time u it depends on values of the transformed durations beyond u .
To deal with this problem, we use a method that was first used by Lai and Ying (1991) . They suggested to split the sample I = 1, … , N randomly into two subsamples of size N 1 and N 2 with N 1 + N 2 = N and N 1 = Ο ( N), N 2 = Ο ( N ). Sample 1 is used to obtain consistent, but not necessarily efficient, estimators of α , β which we denote by β α 
In the same way, the estimated weight function derived from subsample 2 is used in the estimating equation for subsample 1, 
equal to zero, or because the S N is a step function, the efficient LRE is defined by
The advantage of the sample splitting is that the estimated weight function θ κ 
and the usual operations can be performed to derive e.g., its variance (conditional on θ 1 N ) and the estimated transformed durations
i N U i N The linearization lemma applies to random, but predictable weight functions that converge uniformly to a nonstochastic function. To prove uniform convergence of the weight function, we must establish the uniform convergence of the nonparametric estimator of κ 0 based on the estimated transformed durations (see Lemmas 2 and 3). We need to know the uniform rate of convergence because we need to modify the nonparametric hazard estimator to avoid a zero denominator in the weight function.
The nonparametric hazard estimator is the kernel estimator of Ramlau-Hansen (1983) . If we were to observe the possibly censored transformed durations
The properties of the kernel hazard estimator have been studied by Ramlau-Hansen (1983) and Andersen et al. (1993) . In particular, theorem IV.2.2. of Andersen et al. (1993) gives a sufficient condition for uniform convergence. Inspection of their proof shows that the same method gives Lemma 2 that we present in the appendix.
Also, note that Lin and Ying (1995) propose an alternative inference procedure that avoids numerical derivatives. However, Lin and Ying (1995) do not allow for a weighting matrix. For that case, we recommend the bootstrap.
However, if the bootstrap is computationally infeasible than the procedure by Lin and Ying (1995) may be worthwhile. Finally, our GMM estimator can be extended to the case in which some of the covariates are endogenous using techniques similar to what Bijwaard (2009) uses for the Generalized AFT model, see also Bijwaard and Ridder (2005) .
Practical Implementation
To obtain the LRE we use an iterative procedure of two methods for finding the roots of a non-differentiable (multidimensional) function. We iterate between the Powell method and the Nelder-Mead method. The Powell method [see Press et al.(1986, § 10.5 ) and Powell (1964) ] minimizes the function by a bi-directional search along each search vector, in turn. The new position can then be expressed as a linear combination of the search vectors. The new displacement vector becomes a new search vector, and is added to the end of the search vector list. Meanwhile the search vector which contributed most to the new direction, i.e., the one which was most successful, is deleted from the search vector list. The algorithm iterates an arbitrary number of times until no significant improvement is made. The basic algorithm is simple, the complexity is in the linear searches along the search vectors, which can be achieved via Brent ' s method.
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A nice feature of our estimation procedure is that it provides a convergence test because the solution of the estimation equations implies that a small change of the value of any element of the parameter leads to a sign change in the S-statistic. One iteration of the Powellmethod often does not converge to the solution. Then, starting from the last obtained parameter estimate, a search using the Nelder-Mead method is used. We iterate between these two methods till convergence. Still, a solution is not always found. Then, 10 iterations of a pseudo Newton Raphson method, based on the pseudo derivative, provides a new starting point for the iterative procedure. A STATA (STATA 11.0) procedure, LRE, is available on our website. 
Monte Carlo Experiments
In this section we show that estimating a hazard regression with NPMLE can lead to biased inference if we allow for duration dependence and unobserved heterogeneity when they are not present in the DGP. The LRE does not suffer from this misspecification.
Sample Design
We try to resemble the simulation experiments by Baker and Melino (2000) who choose true hazards that match those typically observed in unemployment duration data. They assume a discrete time duration model, while we consider a continuous time model. First we consider the very simple exponential model without unobserved heterogeneity (and no duration dependence) and one explanatory variable, that is
where X is normally distributed with mean zero and variance 0.5. The true value of the regression parameter, β , is 1. The true value of the intercept, β 0 , is ln(0.05). The variance of X and the regression parameter determine the relative importance of the unobserved heterogeneity; they determine how accurate we can estimate β and whether we can distinguish duration dependence from unobserved heterogeneity. We choose the variance of X such that the R 2 from a regression of the log duration on X is 0.13, close to values typically observed in practice. This implies that the average duration is 22.5, say weeks. In practice the durations are often censored, that is only observed up to a certain time. We choose a moderate censoring scheme that censors all durations lasting more than 40 (weeks). This implies a censoring rate of 16%. We generated 100 random samples of size 5000 for this DGP and stored it. We are interested in the effect of wrongly assuming duration dependence and/or unobserved heterogeneity. We therefore consider estimating a flexible duration dependence despite the fact that the DGP has no duration dependence. In the estimation we assume three alternative specifications for the duration dependence: none, a piecewise constant duration dependence on four intervals and a piecewise constant duration dependence on 10 intervals. This implies the following baseline hazard
with K = 4 or 10 and I k ( t ) = I ( t k -1 ≤ t < t k ), which is one if the duration falls between t k −1 and t k . For the four interval piecewise constant duration dependence, we choose t 0 = 0, t 1 = 5, t 2 = 10, t 3 = 20 and t 4 = ∞ , such that each interval contains about a quarter of the durations. For the 10 interval piecewise constant duration dependence, we have t 0 = 0, t 1 = 2, t 2 = 4, t 3 = 6, t 4 = 10, t 5 = 13, t 6 = 16, t 7 = 20, t 8 = 25, t 9 = 30 and t 10 = ∞ , such that each interval contains about 10% of the durations. The parameter of the first interval, α 1 , is fixed to zero. The remaining α ' s now reflect the proportional shift in the baseline hazard in each interval compared to the first, base, interval. This facilitates the comparison between the MLE results and the LRE results. The effect of wrongly assuming unobserved heterogeneity is investigated by estimating an MPH model with discrete unobserved heterogeneity using a maximum likelihood procedure. In one approach, we assume a fixed number of two support points for the distribution of the unobserved heterogeneity, (MLE two points). 4 The other approach estimates the NPMLE of Heckman and Singer (1984b) where the number of support points is determined by the G â teaux derivative.
5 Note that multiplicative unobserved heterogeneity does not influence the LRE procedure.
For the LRE, we use the most simple weight functions, X i for β and the interval indicator on the transformed time scale,
s ds for α k . These weight functions might be inefficient but it simplifies the estimation. In Section 6.3 we elaborate on estimating efficient LRE in just one additional step. To obtain the LRE, we need to solve the minimizer of the quadratic form of the estimation equations in (18). However the statistic S n ( θ ; W ) is a multi-dimensional step-function and the standard Newton-Raphson algorithm cannot be used to solve this, see Section 5.
We also investigate the effect of sample size on our estimations. We consider three values for the number of observations in the sample: 500, 1000 and 5000. The experiments involving a sample size of 500 are constructed using the first 500 observations of the 5000 observations generated by the true DGP. For the experiments involving a sample size of 1000, we add to the observations in the experiments the next 500 generated observations. For each of the alternative duration dependences and each sample size, we apply four different estimation 4 In the MLE for models with duration dependence, we do not need the standard identification restriction that the unobserved heterogeneity term has mean one because the baseline hazard is normalized to be equal to 1 in the first interval. 5 The G â teaux derivative is a directional derivative; let
procedures: MLE of MPH without unobserved heterogeneity (PH-model), MLE two points, NPMLE and LRE. Thus in total we have 36 experiments in our sample design constructed from 1 DGP, three specifications for the duration dependence, three sample sizes and four different estimation techniques.
Monte Carlo Results
In Table 1 we report the average bias and standard deviation of the average for the estimates of β in the 36 experimental settings. 6 For each of the three sample sizes, we took the 100 simulated samples and estimated β using each of the three alternative duration dependence specifications and the four different estimation procedures.
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The results indicate that assuming a discrete unobserved heterogeneity distribution when it is absent leads to well behaved estimates when it is known that there is no duration dependence. The LRE is also unbiased and the efficiency of the LRE is close to the MLE.
Assuming duration dependence when it is absent also leads to well behaved estimators of β when it is known that there is no unobserved heterogeneity. However, the combination of a flexible duration dependence and the distribution of the unobserved heterogeneity leads to a systematic positive bias for the maximum likelihood estimates of β that declines very slowly with sample size. This is in line with the results from Baker and Melino (2000) . The LRE continues to provide unbiased estimates of β despite assuming duration dependence that is not present.
If β is not estimated well, this is reflected in the estimates of the parameters of the duration dependence (see Table A1 and Table A2 in Appendix A). Assuming unobserved heterogeneity when it is absent leads to a positive duration dependence that declines very slowly with the sample size. Baker and Melino (2000) also find that an overestimation of β is accompanied by a positive bias in the estimated duration dependence. Note that the MLE of the model without unobserved heterogeneity also leads to a bias in the estimated duration dependence in small samples. The LRE estimates the nonexistent duration dependence well, although at the expense of efficiency loss.
Duration Dependence and Efficiency
Two remaining interesting issues are estimating duration dependence that is truly present and the efficiency of the (optimal) LRE. If unobserved heterogeneity is present, the optimal LRE should be more efficient than the first stage LRE (see last example). To this end we simulate four different random samples from a gamma-mixture with different types of duration dependence. We assume a piecewise constant baseline hazard on 3 intervals, 0 -5, 5 -20 and 20 and over, with Again we assume that we have only one explanatory variable X that is normally distributed with mean zero and variance 0.5. The true value of the regression parameter, β , is 1. The variance of the gamma mixture is 0.75. For each DGP, we create 100 samples of 1000 observations and store them. We estimate the regression parameter and the parameters of the duration dependence by the following six alternative methods (i) MLE for a gamma-mixture (the true model); (ii) MLE no unobserved heterogeneity; (iii) MLE with discrete unobserved heterogeneity and two points of support; (iv) NPMLE where the number of support points is determined by the G â teaux derivative; (v) LRE and (vi) Optimal LRE. We estimate the parameters using both the uncensored sample and a sample in which the durations are artificially censored at 30. This implies a censoring rate of around 15%.
For the first stage LRE we use, again, the weight functions, X i for β and the interval indicator on the transformed time scale, I k ( u ) for α k . For calculating the optimal LRE, we need to know the distribution of U 0 because the optimal weighting function depends on the distribution of U 0 through its hazard and the derivative of that hazard [see (28) and (29)]. We use the method with an estimated weight function described in Section 4 to obtain the efficient optimal LRE. First we randomly split each sample into two subsamples. Then, for each subsample, we estimate the parameters and the corresponding transformed durations using LRE. Based on the transformed durations of the first subsample, we estimate the weights in the second subsample and vice versa. We use the kernel estimator of Ramlau-Hansen (1983) to obtain these functionals. The efficient LRE is now obtained from the combined estimating equation (32) and equal is given in (33), see Section 4.
In Table 2 , we report the average bias, the standard deviation of the average bias and the RMSE for the estimates of β in the four experimental settings. Table 3 gives the results for the censored sample. 8 The results indicate that ignoring the unobserved heterogeneity leads to a severe bias. Using a two point discrete unobserved heterogeneity distribution to approximate the true gamma heterogeneity distribution still leads to biased estimation results. The MLE based on the true gamma mixture DGP is, not surprisingly, the most efficient estimation procedure.
7 The LRE with a duration dependence on 10 intervals for a sample size of 500 did not converge in seven of the experiments. The average is therefore base on 93 experiments instead of 100.
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The results for the parameters of the piecewise constant duration dependence, α 2 and α 3 , are given in Tables A3 and A4 in Appendix A. For two of the four DGP ' s the RMSE of the NPMLE is higher than the RMSE of the LRE. In particular, for both the negative and the inverse U-shaped duration dependence, the NPMLE is biased if the sample is censored. The optimal LRE is 5 -25% (uncensored U-shaped duration dependence) more efficient than the LRE.
Time-varying Covariates
One advantage of the LRE is that it can handle time-varying covariates. In the next Monte Carlo study, we show that LRE performs rather well when regressors vary with time. Note that a hazard model is a very natural way to model time-varying regressors. To this end we simulate random samples from a gamma-mixture with positive duration dependence that includes a time-varying covariate. We assume a piecewise constant baseline hazard on three intervals: 0 -5, 5 -20 and 20 and over, with
e I t α 1 = 0, α 2 = 0.2 and α 3 = 0.5. Now we assume that we have two explanatory variables, a time-constant variable X 0 that is normally distributed with mean zero and variance 0.5 with a true regression parameter β 0 of 0.6 and a time-varying variable X 1 ( t ) that is also normally distributed with mean zero and variance 0.5, but it changes value after t = 5 and t = 20. These changes are exogenous to the process. The true regression parameter of the time-varying covariate is 0.4. The variance of the gamma mixture is 0.75. We create 500 samples of 1000 observations and store them. We estimate the regression parameter and the parameters of the duration dependence using the LRE and the Optimal LRE, both on the uncensored sample and a sample in which the durations are artificially censored at 30. This implies a censoring rate of around 42%. For the first stage LRE, we use the weight functions, X 0 i and X 1 i ( u ) for β 0 and β 1 and the interval indicator on the transformed time scale, I k ( u ) for α k . For calculating the optimal LRE, we need to know the distribution of U 0 , because the optimal weighting function depends on the distribution of U 0 through its hazard and the derivative of that hazard. We use a Ramlau-Hansen kernel method to obtain these functionals necessary to estimate the weight function of the efficient optimal LRE.
In Table 4 we report the average bias, the standard deviation of the average bias and the RMSE for the estimates of the two regression parameters β 0 (time-constant covariate) and β 1 (time-varying covariate) and the parameters of the baseline hazard. The results show that the LRE and optimal LRE give consistent estimates of all parameters. The optimal LRE is slightly more efficient, although the efficiency gain is rather small.
Empirical Application
Much of the theoretical and empirical literature on the economics of migration views migrations as permanent. This is a convenient assumption and often facilitates the analysis of immigrant behavior and the impact of migration on the host country. The life -cycle theories imply that assimilation in the host country and migration decisions are correlated over time. It is therefore more appropriate to base the analysis of migration on a dynamic model that takes the timing of migration moves into account. The literature on the timing of outmigration is rather scarce. Bijwaard (2010) shows that recent migrants to the Netherlands leave rather fast. After 5 years about 40% of the labor migrants have left the country.
We have data on recent immigrants to the Netherlands (1999 -2007) . All immigration by non-Dutch citizens, immigrants who do not hold the Dutch nationality, who legally entered the Netherlands is registered in the Central Register Foreigners (Centraal Register Vreemdelingen, CRV), using information from the Immigration Police (Vreemdelingen Politie) and the Immigration and Naturalization Service (Immigratieen Naturalisatie Dienst, IND). For all these immigrants without the Dutch nationality we know when their migration move(s) took place and what their migration motive was to enter the Netherlands. For people with a nationality that implies a visa to enter the Netherlands, their migration motive can be directly derived from their legal entry status. People with other, Western nationalities, fill in their migration motive at their mandatory registration at their municipality of residence. The data further contain information on the timing of migration moves, both on the timing of immigration and on the timing of (return) emigration. This enables us to construct the duration till out-migration (or the end of the observation window).
The CBS, Statistics Netherlands, has linked these data to the Municipal Register of Population (Gemeentelijke Basisadministratie, GBA) and to their Social Statistical database (SSB). The GBA data contain basic demographic characteristics of the migrants, such as age, gender, marital status and country of origin. From the SSB we have information (on a monthly basis) on the labour market position and income. The most important income source determines the labour market position.
For this article we use a subsample of the data used in Bijwaard et al. (2013) . Bijwaard et al. (2013) only used data labor migrants aged 18 to 64 years at entry. We further restrict the data to migrants born in EU-countries who entered the Netherlands in 1999 and who have a monthly income above € 1000 per month at entry. We end up with 4418 individual migrants, 3109 males and 1309 females, with 62,699 records (m 42,548; f 20,151), an average of 14.2 observations per migrant (m 13.7; f 15.4), due to changes in time-varying information. From these migrants 3080 (m 2256; f 824), around 70% (m 73%; f 63%), have left the Netherlands before the end of the observation period (December 31, 2007) . Tables 5 and 6 provide the estimates of the outmigration intensity of these labor migrants. Selfemployed migrants have higher investments and are therefore less prone to leave the Netherlands. Marriage has only an impact on the behavior of female migrants with married migrants remaining longer in the country. The income of the migrant plays an important role in explaining the out-migration. It has a U-shaped effect, as both low income and high income lead to faster out-migration. As usual the inclusion of unobserved heterogeneity in the intensity (compare the PH to NPMLE) leads to more pronounced positive duration dependence and regression parameters further away from zero. The main difference between the NPMLE (and PH) estimates and the LRE is a change in the duration dependence. The LRE and optimal-LRE show a much less pronounced duration dependence and this duration dependence is insignificant for females. This change in duration dependence is also the main difference with the results in Bijwaard et al. (2013) using a more extensive sample of all recent labor migrants to the Netherlands. The regression parameters also change when using the LRE procedures, but only a little. The optimal LRE is only slightly more efficient than the LRE. 
Conclusion
In this paper, we have discussed and implemented a simple N consistent estimator for the parameters of a semiparametric MPH model with an unspecified distribution of the unobserved heterogeneity. This LRE is a GMM estimator that uses moment conditions to derive estimating equations. It is based on the linear rank statistic. We have derived the asymptotic properties of the LRE and of the two-stage optimal LRE. We presented Monte Carlo evidence that the LRE performs well in samples of moderate size. In contrast to the commonly applied Nonparametric MLE of Heckman and Singer (1984b) , the LRE provides asymptotically unbiased estimates of the regression coefficients despite allowing for nonexistent duration dependence. Moreover, we derive the asymptotic distribution of the LRE estimators (so that we can derive confidence intervals) while the rate of convergence and the asymptotic distribution of the Nonparametric MLE are unknown. The counting process approach is a very useful framework for analyzing duration data since an indicator can be used to denote whether a transition happened or not. Andersen et al. (1993) have provided an excellent survey of counting processes. Less technical surveys have been given by Klein and Moeschberger (1997) , Therneau and Grambsch (2000) , and Aalen et al. (2009) . The main advantage of this framework is that it allows us to express the duration distribution as a regression model with an error term that is a martingale difference. Regression models with martingale difference errors are the basis for inference in time series models with dependent observations. Hence, it is not surprising that inference is much simplified by using a similar representation in duration models.
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To start the discussion, we first introduce some notation. A counting process { N ( t ) | t ≥ 0 } is a stochastic process describing the number of events in the interval [0, t ] as time proceeds. The process contains only jumps of size + 1. For single duration data, the event can only occur once because the units are observed until the event occurs. Therefore we introduce the observation indicator Y ( t ) = I ( T ≥ t ) that is equal to one if the unit is under observation at time t and zero after the event has occurred. The counting process is governed by its random intensity process, Y ( t) κ ( t ), where κ ( t ) is the hazard in (2). If we consider a small interval ( t -dt ] of length dt , then Y ( t) κ ( t ) is the conditional probability that the increment d N ( t ) = N ( t ) -N ( t -) jumps in that interval given all that has happened until just before t . By specifying the intensity as the product of this observation indicator and the hazard rate, we effectively limit the number of occurrences of the event to one. It is essential that the observation indicator only depends on events up to time t .
Usually we do not observe T directly. Instead we observe = ( , )
T g T C with g a known function and C a random vector. The most common example is right censoring, where g ( T, C ) = min ( T, C ). By defining the observation indicator as the product of the indicator I ( t ≤ T ) and, if necessary, an indicator of the observation plan, we capture when a unit is at risk for the event. In the case of right censoring Y ( t ) = I ( t ≤ T)I ( t ≤ C ), and in all cases of interest we have Y ( t ) = I ( t ≤ T)I A ( t ) with A a random set that may depend on random variables. We assume that C and T are conditionally independent given X . The history up to and including t, Y h ( t ) is assumed to be a left continuous function of t . The history of the whole process also includes the history of the covariate process, X h ( t ), and V . Thus, we have
The sample paths of the conditioning variables should be up to t -, but because these paths are left continuous we can take them up to t . A fundamental result in the theory of counting processes, the Doob-Meyer decomposition, 9 allows us to write
where M ( t), t ≥ 0 is a martingale with conditional mean and variance given by
The (conditional) mean and variance of the counting process are equal, so the disturbances in (B.2) are heteroscedastic. The probability in (B.1) is zero, if the unit is no longer under observation. A counting process can be considered as a sequence of Bernoulli experiments because if dt is small, (B.3) and (6) give the mean and variance of a Bernoulli random variable. The relation between the counting process and the sequence of Bernoulli experiments given in (B.2) can be considered as a regression model with an additive error that is a martingale difference. This equation resembles a time-series regression model. The Doob-Meyer decomposition is very helpful to the derivation of the distribution of the estimators because the asymptotic behavior of partial sums of martingales is well-known.
Technical Details Section 3: Assumptions 1 -4
To simplify the expressions, we use the notation
The conditional distribution of T given X ( ‧ ) and V has hazard rate
with X ( ‧ ) a K covariate bounded stochastic process that is independent of V and such that if the probability of the event
t t S some set S with positive measure and for some constants c 1 , c 2 , then c 1 = c 2 = 0. For the baseline hazard, 0 < lim t ↓ 0 λ ( t, α 0 ) < ∞ . (A2) For the covariate process X ( t), t ≥ 0, we assume that the sample paths are piecewise constant, i.e., its derivative with respect to t is 0 almost everywhere, and left continuous. The hazard that is not conditional on V is
X t h hh t X t t e V T t Y t X t (B.6)
The observation process is Y ( t), t ≥ 0 with Y ( t ) = I ( t ≤ T) I ( t ≤ C ) and we assume
The support of C is bounded. (A3) The parameter vector θ = ( β ′ , α ′ ) ′ is an M vector with β a K vector and α an L vector. The parameter space Θ is convex. The baseline hazard λ ( t, α ) > 0 and is twice differentiable and the second derivative is bounded in α (in the parameter space) and t . Note that the uniform convergence holds on a compact subset of [0, τ ] . Although this can be generalized to uniform convergence on [0, τ ], the variable kernels that are needed for this generalization complicate the asymptotic analysis. In practice, estimation of the hazard is inaccurate near the endpoints, and it may be preferable to exclude observations that are close to the endpoints. Note that the observations near the endpoints are used in the estimation of the hazard. Also, using a bandwidth proportional to N -1/5 and ε= 1 11 satisfies all the assumptions of this paper.
We do not observe the transformed duration θ 
T X t h T t e t if the duration T is (right) censored at C, Y ( t ) = I ( T ≥ t)I ( C ≥ t ), so
If the censoring time and the duration are conditionally independent given the history up to t , i.e., 
Proof of Lemma 2 and 3
We have 
. 
