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Abstract
To reduce greenhouse gas emissions, higher penetration levels of renewable energy re-
sources are added to existing power grids. Among them, wind energy resources are be-
coming a major source of electricity generation. However, wind energy production has a
critical downside: intermittency. The intermittent nature of wind energy in combination
with the load demand uncertainties, make it difficult to maintain power system stability and
reliability. In addition, the uncertainty and variability of wind power generation (WPG)
forces power utilities to retain higher levels of spinning reserves (SRs) to maintain power
balance in the system. While necessary to ensure grid reliability, the utilization of those
reserves often leads to an increase in operating costs of the power system.
To ensure the continuous operation of reliable and economically efficient power sys-
tems, system operators and planners need to study the impact of WPGs on bulk power
systems and determine the best ways to manage their variability. Such studies require effi-
cient and effective probabilistic models characterizing the variable nature of wind power.
Therefore, this dissertation develops new methodologies for modeling the uncertainty and
variability of WPG. The developed methods are combined with stability indices to form
analytical tools for analyzing the impact of increased penetration of wind energy on power
system steady-state stability. The case study results show that the developed methods sim-
ulate real-world wind power scenarios, which lead to an accurate assessment of the impact
of wind generation uncertainty on power systems.
With large-scale adoption of renewable energy, a significant amount of conventional
generation units could be replaced with wind energy resources. The best way to use the
variable WPG and the remaining conventional generation resources, for continuous bal-
ance between load and generation, remains to be determined. Within this context, this
dissertation investigates the problem of optimal substitution of conventional generation
units by wind-powered generators, while considering the variability of WPG and the un-
certainties of energy demand. The goal is to ensure that during unplanned wind power
unavailability, the system has the ability to meet the load demand, and maintain steady
acceptable voltage levels in the grid. A two-stage solution methodology is proposed to the
problem in consideration. The first stage determines the best candidates, among conven-
tional generator (CG) resources, for retirement and replacement by WPG resources. The
best candidates for wind replacement are selected such that the adverse impacts of wind
power intermittency on system stability and reliability are minimized. In the second stage,
the expected amount of wind generation to be added at each retired CG bus is determined.
The simulation results show that the developed method facilitates the integration of high
wind energy with a reduced need for additional spinning reserves in the system.
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The need for sustainable energy has led to an increase in adoption of renewable energy re-
sources as sources of electricity generation. Renewable energy resources, currently repre-
sent more than one third of the worldwide installed power capacity [3]. Among them, solar
and wind generation are widely used for electricity production due to the rapid progress in
wind and solar energy technologies and different incentives paid by the governments for
the reduction of greenhouse gas emissions [4–6].
Over the last decade, the penetration rate of wind power has significantly grown in
many countries, especially in countries such as the United States, Denmark, and Ireland.
The net generation of wind energy (in Thousand of GWh) produced in the United States
has increased by more than three times between the years of 2009 and 2018, as shown
in Fig. 1.1 [1]. The wind energy penetration rate in Denmark and Ireland reached 41%
and 28% in 2018, respectively [7]. The increased penetration of wind power offers many
benefits from both the economic and environmental viewpoint. As wind energy systems
continue to expand, cleaner generation can be produced and new job opportunities are
created [8, 9]. In addition, the increased penetration of renewable energy resources can
lead to a reduction in transmission and distribution system losses [10].
Alongside the benefits, large-scale penetration of wind energy presents significant
challenges to power system planning and operation. Ensuring power system reliability
2
Figure 1.1: Amount of electricity transmitted (net generation) by wind power plants into
the United States power grids [1].
and maintaining acceptable voltages under high fluctuations of wind power generation
(WPG) are some key challenges [11, 12]. To make best use of WPGs while maintaining
the continuous balance between load and generation, it is important to assess the impact of
wind power uncertainty on bulk power systems and determine the best ways to adequately
and efficiently manage systems with high penetration levels of wind energy resources.
1.2 Motivation
Large-scale adoption of renewable energy resources is a relatively new concept for power
system utilities, and the best way to integrate these resources into existing power grids is
yet to be determined. Higher penetration levels of renewable generation into power sys-
tems may lead to a significant amount of conventional generation units being replaced by
wind energy resources. Wind energy resources are dramatically different from conven-
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tional resources: they are intermittent in nature and do not contribute to system inertia
in the same manner as the conventional synchronous generators. Moreover, systems with
high levels of wind energy resources suffer from lack of reactive power support due to
fewer number of traditional generation units present in such systems.
Significant challenges exist in operations planning of high wind-penetrated energy
systems. Optimal placement of wind power resources, the daily commitment of the re-
maining conventional generation resources, and the day-ahead scheduling of reserves;
are some challenging issues to be considered for accommodation of wind energy re-
sources [13–15]. In addition, high wind penetration levels affect power system stability
and reliability. The impacts of high wind penetration on power system stability and relia-
bility have been previously investigated in the literature [12, 16–21]. These works largely
study the effect of various faults, which occur close to wind resources, on rotor angle
stability, or the effect on steady-state voltage magnitudes for different wind power place-
ments. These works are effective in finding the favorable locations for wind power integra-
tion so that their adverse impacts on power systems are minimized. The studies in [16–21]
also confirm that the impacts of wind power resources are largely system-dependent. Tak-
ing into consideration the location-based and system-dependent effects of wind power, the
research works [22–28] analyze how the power production levels of committed traditional
generation units and the energy demand should be managed to facilitate the penetration
of higher levels of wind power generation. However, power system operational planning
studies which indicate how conventional generators (CGs) are replaced by wind-powered
generators (WGs), are still lacking.
Previous research works have studied the optimal substitution of fossil fuels-based
generation resources with a diverse generation portfolio in which the number of WGs,
the number of photovoltaic (PV) generation resources, and the energy storage capacity
are determined [29–37]. These methods perform well for power distribution systems, but
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their performance is limited in bulk power systems. Additionally, the need for large energy
storage would significantly increase the costs of operations, which may hinder large-scale
adoption of renewable energy resources.
Unlike the methods mentioned above, this dissertation investigates the problem of
optimal replacement of conventional generation units by WGs at bulk power systems level.
The problem is studied with the consideration of the uncertainties of wind generation and
energy demand. These uncertainties lead to solving a stochastic optimization problem
for the determination of an optimal strategy solution (OSS). The OSS is such that the
replacement of CGs by wind-powered generators leads to the minimal adverse impacts
of wind power intermittency on power system steady-state stability and reliability. In
particular, the OSS identifies the CGs that are more qualified for replacement by wind
energy resources and determines the optimal amount of wind power to be placed at each
retired traditional generation location.
1.3 Solution Methodology Tools
The objective of this research work is to facilitate higher penetration levels of wind power
generation into electric power systems with reduced adverse impacts on system steady-
state stability and reliability. To achieve this goal, it is important to accurately represent
wind power uncertainty in order to ensure that a correct assessment of the impacts of
WPG on bulk power systems is conducted. It is also important to develop appropriate
stability and reliability indices, which help quantify the impacts of wind power variability
and demand uncertainties on power system operational planning. Therefore, in an effort to
optimally replace conventional synchronous generators for high wind energy penetration,
this dissertation utilizes the following tools:
• Steady-state stability indices are developed in Chapter 2 to capture the effects of
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wind generation and load uncertainties on power system.
• Probabilistic models that help simulate real-world wind power scenarios for power
system planning and stability studies. Chapters 3 and 4 discuss such models.
• Stochastic optimization in combination with the analytical tools from Chapters 2
to 4, help build a framework for identification of an OSS, as discussed in Chapter 5.
1.4 Main Contributions
The main contributions of the research results presented in this dissertation are summa-
rized as follows:
1.4.1 Chapter 2
• Development of a new stability index for assessment of power system long-term
steady-state voltage stability.
• Quantification of the impact of voltage measurement uncertainties on the prediction
of voltage instability using the developed index.
• Identification of appropriate filtering techniques to mitigate the negative effects of
voltage measurement uncertainties on the stability prediction capability of the de-
veloped index.
1.4.2 Chapter 3
• Development of a new methodology for the modeling of correlated wind power
generations for probabilistic power flow (PPF) studies.
• Development of a flexible and accurate PPF procedure that can be used in power
system planning studies to study the impacts of high wind energy penetration on
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power system steady-state stability.
1.4.3 Chapter 4
• Development of an effective model that can be utilized to simulate scenarios of wind
farm power production while incorporating the spatial and temporal correlations
among the generated powers from different turbines.
• Quantification of the impacts of the uncertainty in wind system modeling, on power
system steady-state stability and economic dispatch planning studies.
1.4.4 Chapter 5
• Development of an effective methodology to allow system planners determine which
fossil fuel-based generators in a system can be retired and replaced with WPGs.
• Development of a framework that facilitates the integration of high penetration lev-
els of WPG into bulk power systems with reduced adverse impacts on system steady-
state stability and reliability.
• Development of a methodology which facilitates the integration of higher levels of
wind energy resources into power systems with a need for less additional SRs.
1.5 Dissertation Outline
This dissertation has been organized into six chapters.
1.5.1 Chapter 2: Development of a New Stability Index for Steady-
State Voltage Stability Assessment
This chapter presents the methodology used in developing a new voltage stability index,
named as the global voltage stability index (GVSI), to assess power system steady-state
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voltage stability margin. GVSI combines a weighted of two stability indices: one derived
from basic power flow equations, and another from the rate of change of voltage mag-
nitudes. The effectiveness of GVSI is demonstrated by comparison with other voltage
stability indices for several case studies. In addition, the impact of voltage measurement
uncertainties on the prediction of voltage instability using GVSI is quantified. Finally, to
ensure the robustness of the prediction capability of GVSI against measurement uncertain-
ties, appropriate filtering techniques are identified for different type of voltage measure-
ment errors. The application of the selected filter reduces the adverse impacts of uncertain
measurements on the capability of GVSI in prediction of instability.
1.5.2 Chapter 3: Uncertainty Modeling of WPG for PPF
In this chapter, the impact of high wind power penetration on steady-state voltage stabil-
ity is studied. To account for the uncertainty of wind generation in simulation studies,
a probabilistic modeling of WPG is developed. The developed model captures the spa-
tial dependence between the generated power from different wind power resources. This
model is utilized for probabilistic power flow studies combined with stability indices such
as GVSI of Chapter 2. Such combination forms an analytical tool which quantifies the
impact of wind generation uncertainty on steady-state stability of power systems.
1.5.3 Chapter 4: Uncertainty Modeling of Wind Farm Production for
Power System Operational Planning Studies
The uncertainty modeling of WPGs in Chapter 3 has shown to be limited in higher dimen-
sions. In addition, the model does not consider the dependence in time for wind power
generations. To overcome these limitations, Chapter 4 presents a new methodology for
modeling the uncertainty and variability of a WF power production, which captures the
existing spatial and temporal correlations among the output power generated from each
wind turbine (WT) within the farm. Comparison study results to other methods, which
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model wind generation, demonstrate the effectiveness of the developed model. To evalu-
ate the effect of wind power variation on power system steady-state stability and the daily
cost of grid operations, power flow and economic dispatch studies are performed with
WPG scenarios generated using the new modeling technique and the compared models.
The simulation results indicate that, in order to correctly evaluate the effects of the vari-
ability and uncertainty of wind power generation on steady-state operational planning, the
dependence among wind power resources should not be neglected for power flow studies.
1.5.4 Chapter 5: Optimal Replacement of Conventional Synchronous
Generators by Wind Power Generations
Chapter 5 investigates the problem of optimal replacement of conventional generation
units by wind-powered generators, while taking in consideration the variability of wind
power and load uncertainties. A new methodology that identifies the best candidates,
among the conventional generation units, for wind replacement is developed. The gener-
ators are found through simulation-based sensitivity analysis by quantifying their outage
impact on power system steady-state stability and reliability. Upon identifying the most
appropriate generators to be retired, a sample average approximation (SAA) models the
second stage of the optimization problem. The solution provides the expected amount of
wind generation to be added at the retired CG buses. Comparing the results with existing
algorithms shows that the developed methodology can be used in power system planning
to determine which conventional generators can be replaced by wind power generations,
while minimizing the adverse impacts of wind power variations on system steady-state
stability and reliability. Moreover, the developed methodology facilitates integration of
higher levels of wind power generation, while eliminating the need for additional SRs.
1.5.5 Chapter 6: Summary and Future Work
This chapter summarizes the main contributions, findings, and results of this dissertation.
Directions and ideas for future research related to uncertainty modeling of wind power
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generation and optimal replacement of fossil fuels-based generators are also presented.
1.6 Publications
Part of the works presented in this dissertation has appeared in multiple publications, as
outlined below:
1. W. P. Jean Philippe, S. Eftekharnejad, and P. K. Ghosh, “Development of a new
voltage stability index and its implementation considering voltage measurement un-
certainty,” IET Generation, Transmission & Distribution, 2019.
2. W. P. Jean Philippe, S. Eftekharnejad, and P. K. Ghosh, “A copula-based uncer-
tainty modeling of wind power generation for probabilistic power flow study,” in
2019 the 7th International Conference on Smart Energy Grid Engineering (SEGE).
IEEE, 2019, pp. 218–222.
3. W. P. Jean Philippe, E. Iannone, S. Eftekharnejad, and P. K. Ghosh, “Selection of
conventional generation resources for optimal replacement by wind power genera-
tions,” in Texas Power and Energy Conference 2020. IEEE, 2020, pp. –.
4. W. P. Jean Philippe, S. Eftekharnejad, and P. K. Ghosh, “Optimal Replacement of
Conventional Synchronous Generators by Wind Power Generations,” in preparation
for submission to IEEE Transactions on Industry Applications.
5. W. P. Jean Philippe, S. Zhang, S. Eftekharnejad, P. K. Ghosh and P. K. Varshney,
“Uncertainty Modeling of Wind Farm Production for Power System Operational
Planning Studies,” in preparation for submission.
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Chapter 2
Development of a New Stability Index
for Steady-State Voltage Stability
Assessment
2.1 General Background
The basic characteristics of electric power systems and how it is represented for power
flow simulation studies in this research work are discussed. In addition, the classification
and definitions of terms related to power system voltage stability are presented.
2.1.1 Electric Power System
Electric power system is a network of components used to generate, transfer and distribute
power from generation resources to the customers. Figure 2.1 presents a one-line diagram
representation of an electric power system. The bars, or simply referred to as buses, rep-
resent power system substations. The substations are equipped with transformers that can
step up or step down the voltage levels in the network. The generation, the transmission
and the substations systems together are often referred to as the bulk power system [38].
In this dissertation, bulk power system studies are considered. This means the distribution
systems are represented as aggregated loads seen at the sub-transmission level (bus noted
with V= 13.8kV in Figure 2.1) for power flow studies.
Power flow is widely used in power system operation and planning. The power flow
model of an electric power system is constructed using its network topology, load and
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Figure 2.1: One-line diagram representation of an electric power system.
generation data. In power flow studies, each bus is represented with four parameters: ac-
tive power P, reactive power Q, voltage magnitude V , and voltage angle θ . Outputs of
the power flow model include voltage magnitudes and angles at different buses, transmis-
sion line power flows, and power system losses [39]. The calculation of the bus voltage
magnitudes and angles are often required for analyzing power system voltage stability.
2.1.2 Power System Voltage Stability
As defined in [40], voltage stability is the ability of a power system to maintain steady
acceptable voltages at all buses for normal conditions and after being subjected to a dis-
turbance from an initial operating condition. Voltage stability problems normally occur in
systems with heavily loaded transmission lines and with lack of reactive power supply to
meet reactive power demand. A system operating under such conditions may enter a state
of voltage instability, in which any disturbance would cause a progressive drop in voltage
magnitudes of the buses. The propagation of uncontrollable low voltages within the grid,








Figure 2.2: Classification of voltage stability.
Voltage stability can be classified according to the nature of the disturbances and
the time frame of interest of the stability problems, as shown in Fig. 2.2 [38, 40]. Large-
disturbance voltage stability refers to a system’s ability to maintain steady bus voltages
within an acceptable range when being subjected to disturbances such as loss of a gener-
ator, line outage, or system faults. Large-disturbance voltage stability studies depend on
the load characteristics with the effects of the control and protection schemes of power
systems taken into account. The load characterization is formed by the load types (e.g. in-
duction motors, thermal loads, lightning) and the load models (e.g. static, exponential, and
polynomial) [41]. Small-disturbance voltage stability refers to a system’s ability to main-
tain acceptable voltages when experiencing disturbances such as incremental changes in
load demands. Small-disturbance voltage stability is often used to study the response of
bus voltages to load variations at any time instant.
The time frame of interest divides the voltage stability problems into long-term and
short-term analysis. In general, short-term voltage stability lasts in the order of several
seconds, while long-term voltage stability could extend to several minutes [42]. Long-term
voltage stability simulation studies usually involve equipment such as generator excitation
current limiter, transformer tap adjustment, and the controllable system loads, which often
have a longer response time. Therefore, steady-state analysis is usually assumed for long-
term voltage stability studies [43, 44]. A similar assumption is made in this dissertation.
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2.2 Motivation
Existing electric power systems are operated with heavily loaded transmission lines be-
cause of limited upgrades of the power grids and the deregulation in the electricity mar-
kets [45,46]. This increases the risk of voltage instability, leading to voltage collapse, and
eventually may result in large power system blackouts.
Power system blackout events have caused significant economic damages, and have
affected the life of several thousand to millions of people. An estimated 3 million people
were affected during the New York City Blackout of 1977, leading to an economic loss
of approximately $300 million [47]. The Northeast Blackout of August 2003, caused an
estimated 50 millions people in the Midwest and Northeast of United States, and Ontario
(Canada) to be without electricity for several hours to several days. The estimated energy
not served was 61,800 MW and the cost of the blackout was approximately $6 billion in the
United States [48]. On September 8 of 2011, the Southwest Blackout caused 2.7 millions
people to be without power for an average time of 12 hours. The effects of electricity
outage events around the world, such as the July 2012 blackout in India, the nationwide
blackout of 2014 in Bangladesh, and the Ukrainian power outage of 2015; echoe the fact
that PSBs cause great financial losses and inconvenience to people [49]. The main causes
for some of the aforementioned blackouts, especially the 2003 Northeast blackout and the
Indian blackout of 2012, were the insufficiency of reactive power supply and the lack of
adequate and effective tools for voltage stability monitoring [48–50]. Therefore, voltage
stability monitoring is an important consideration in the planning and stable operation of
electric power systems.
Many techniques exist in the literature for the study of voltage stability. P-V and
Q-V curves [51–54], sensitivity analysis techniques [55–57], eigenvalue analysis [58–60],
and continuation power flow [61–63], to name a few. The P-V and Q-V curves analyze
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the effects of changes in active power P or reactive power Q on the voltages in order to
estimate system voltage stability margin. Generally, such curves are generated by solving
a large number of power flow iterations under various loading conditions, which makes
them time-consuming. To lessen the computational complexity for voltage stability stud-
ies, sensitivity analysis techniques investigate the slope (∆Q/∆V ) of Q-V curves for sta-
bility prediction. Any operating point leading to a negative sensitivity value represents
an unstable operation. However, Q-V sensitivity studies do not provide a direct measure
of proximity to voltage instability. In eigenvalue analysis, the eigenvalues of the system
Jacobian matrix, a matrix relating P and Q to V and θ , provide information about the
system voltage behavior. As opposed to sensitivity-based methods, the magnitude of the
eigenvalues are able to provide a relative measure of proximity to instability [38]. Simi-
larly, continuation power flow models provide effective analysis tools for voltage stability
assessment. The eigenvalue and the continuation power flow methods, however, involve
large computational time, in particular for large EPSs, making those methods unsuitable
for real-time applications. As a result, prediction techniques of real-time voltage stability
for online applications are of great interest.
Power flow analysis has served as the basis for the development of several steady-state
stability indices aimed at identifying impending voltage instability. The authors of [64–67]
develop new voltage stability indices (VSI) using the theories of power flow model and
maximum power transfer. The implementation of these methods requires phasor measure-
ment units (PMUs) to be placed at all the buses, which makes the aforementioned methods
impractical for large power systems. In [68], a stability index is formulated considering
the variations of transmission line power flows. This index proves to be applicable with
a limited number of installed PMUs. However, the need for Thévenin network reduc-
tion limits its implementation. Some recent works [69–71] have introduced new methods
that are applicable for online stability monitoring without the need for network reduction.
These methods, however, [67], lack the capability of early voltage instability detection,
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which is important for proper control actions to prevent voltage collapse.
2.3 Derivation of the Global Voltage Stability Index
The limitations and shortcomings of the previously discussed stability indices motivate the
need for the development of the GVSI. The GVSI method combines a weighted sum of
two voltage stability indices: one derived from power flow equations, and another from
the analysis of changes of voltage magnitudes.
2.3.1 Singularity of the Power Flow Jacobian Matrix
For an electric power system with a total number of Nb buses, the active and reactive










(GkmVm sinθkm−BkmVm cosθkm), (2.2)
where,
θkm = θk−θm, (2.3)
Ykm = Gkm + jBkm, (2.4)
Vk and Vm are voltage magnitudes at buses k and m; θk and θm are voltage angles at buses
k and m; and Ykm is the (k, m) element of the system admittance matrix Y .
The differences in voltage angle between buses in a practical power system are usually
small, thus, the following assumptions can be made [38]:
cosθkm ≈ 1, Gkm sinθkm Bkm. (2.5)
Substituting (2.5) into (2.1) and (2.2) with some simplifications leads to (2.6)-(2.7):
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The power flow Jacobian matrix Jk is formed by taking the first derivative of (2.6-2.7) with






























The calculation of the determinant of the matrix in (2.9) leads to the following expression:











When the determinant of Jk is zero, no solution exists for the unknown voltage magnitude





0, the term in the second bracket of (2.10) is zero, which yields a trivial solution for which
the voltage magnitude at bus k would be zero. Hence, in order for the determinant (2.10)






VmBkm = 0, (2.11)
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The SVPI takes a value of one when a load bus k becomes voltage unstable as it can be
seen based on (2.12) and (2.13).
To evaluate the range of the SVPI values for a system operating under normal con-
ditions, an ideal scenario with the voltage magnitudes at all buses being close to their
nominal value of one per-unit (p.u.) is assumed. Under these assumptions, the SVPI at a










From power flow theory, the system admittance matrix is such that the following assump-




The substitution of (2.15) into (2.14) shows that the SVPI value for a stable voltage load
bus k is approximately 0.5.
2.3.2 Study of Changes of Voltage Magnitudes
The SVPI formulated in (2.13) makes use of bus voltage magnitudes for voltage instability
prediction. When the voltage magnitudes are close to 1 p.u., the SVPI indicates a value
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close to 0.5. However, in a power system with heavily loaded transmission lines, voltage
instability event could occur at nominal bus voltages. In that situation, the SVPI would
fail to predict or detect such instability events. Therefore, another stability index, which
overcomes the limitation of the SVPI is developed in this dissertation.
This new index studies the variation of load bus voltage magnitudes. For any stability















Vk j s > Na,
(2.16)
where Vk j is the voltage magnitude of bus k at an instant j, and Na is the MA window size.
To evaluate the change in voltage magnitudes at load bus k, the voltage difference, referred
to as V dk, between two consecutive moving average voltages is calculated as,
V dk = V̄k(s−1)−V̄k(s), (2.17)
The expression in (2.17) is normalized into the index, referred to as V dratio, which takes





The parameter V dmax is the maximum voltage decay (positive value of V dk), which is ob-
tained from offline simulation studies for different study systems. Specifically, the param-
eter V dmax for a system is found by studying the different patterns of voltage magnitudes
of the system buses under various load types and loading conditions.
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2.3.3 GVSI Formulation
The SVPI and V dratio previously described are summed into a weighted normalized index,
GVSI, to develop a joint index that consider both indices,
GV SIk =




where w1 and w2 are the weights related to the indices, and their summation equals one.
The GVSI takes values from zero to one. A GVSI close to zero at a load bus k indicates
that SVPI is close to 0.5, and the V dratio is small, which means that load bus k is voltage
stable. While a GVSI close to one indicates that load bus k is voltage unstable. This is
due to the fact that at least one of the indices that forms (2.19) should be in the proximity
of one for the GVSI to converge to unity. To represent the system voltage stability as a
whole, the most critical load bus, i.e. the load bus with the highest GVSI, is considered,
GV SIsys = max{GV SIk |k = 1,2, ...,Nl}, (2.20)
where Nl is the number of load buses in an electric power system.
The GVSI as formulated can be used for online voltage stability assessment as well
as in system planning studies. Its computation mainly requires the bus voltage magnitudes
and the network topology. Therefore, GVSI can be calculated with either conventional
voltage measurements or the PMU measurements, which makes it independent from the
type of measurements.
2.3.4 Calculation of the Weights
Here, an algorithm is developed to tune the weight values and improve the GVSI capability
in predicting power system voltage instability. The algorithm utilizes the rate of change in
the slope of the SVPI and V dratio indices. The rate of slope change is utilized due to the
fact that it can quantify which slope of the indices has the highest variation. Hence, it can
be utilized to assign higher weight to the index with the highest slope change.
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To compute the rate of slope change, a Backward Euler Approximation (BEA) is
utilized. Let ∆t denote the time interval between two consecutive measuring instants of a
study system. It is assumed that the system is being observed and analyzed at a constant
time interval. Using BEA, the second derivatives x and y of the SVPI and V dratio indices
at any instant s are calculated as follows [73],
x(s) =




SV PI(s∆t)−2SV PI((s−1)∆t)+SV PI((s−2)∆t)
(∆t)2
. (2.22)
This algorithm assigns a higher weight to an index with a higher rate of slope change.
However, it is not always necessary to change the weight values if there is neither a sig-
nificant variation nor a significant difference in change of slope. Hence, a threshold ε is
introduced to decide when to update the weights. It is noted that the computation of the
expressions in (2.21) and (2.22), at an instant s, requires the values of the indices at the
two previous instants. For simulation purposes, at the first two initial instants, expressions
(2.21) and (2.22) cannot be used due to the lack of past values for computation. Therefore,
equal weights are assigned at the first two initial instants. For simplification of the notation
inside the BEA algorithm (see Algorithm 1), the initial time instant s is assigned a value
of one, the following instant a value of two, and so on. The initial time instant (related to
a specific time window of stability monitoring) can be seen as the instant where the first
set of system voltages is monitored for stability studies.
In summary, the BEA algorithm to update the weight values is presented as a pseudo
code in Algorithm 1. The effectiveness of the BEA algorithm is demonstrated through
comparison studies to the case where w1 = w2 = 0.5 at every instant.
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Algorithm 1 Calculation of weights.
1: if s = 1 or s = 2 then
2: w1 = w2 = 0.5
3: else
4: Calculate x and y from (2.21) and (2.22), respectively.
5: Compute ∆d(s) = |x(s)− y(s)|
6: if ∆d(s)> ε then













12: Calculate GVSI using (2.19).
2.4 Effectiveness of GVSI
The effectiveness of GVSI is demonstrated using four testbeds: 5-bus [71], IEEE 14-bus
(shown in Fig. 2.3), IEEE 57-bus, and IEEE 118-bus systems [74]. The base-case datasets
for power flow studies based on these testbeds can be found in the Section Appendix of
the dissertation. The GVSI method has been compared to the voltage collapse prediction
index (VCPI) [64], voltage collapse index (VCI) [70], local Thévenin index (LTI) [71],
and to Q–V curves obtained by utilizing the Voltage Security Assessment Tool (VSAT) of
the DSA-Tools software [75]. It should be noted that in vicinity of voltage instability, the
LTI and VCPI indices converge to a value of one; while the VCI converges to zero.
To create scenarios of instability events, an increase of active and/or reactive power
has been performed at the load buses in all four testbeds as follows:
P(s) = Po(λ )s,
Q(s) = Qo(λ )s.
(2.25)
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Figure 2.3: One-line diagram representation of the IEEE 14-bus system.
The parameters Po and Qo are the active and reactive power at the load buses in the base-
case (testbed with original data), respectively. The values used for parameter λ are chosen
as small as possible to avoid a sudden large load increase. This is explained by the fact
that this research study is focused on small disturbances and long-term voltage stability, as
discussed earlier in Section 2.1.2. Two types of load changes are simulated: active power
increase with constant reactive power, and increase of active power with a constant power
factor. These load modeling are used as they have shown to be reasonable approximation
of load changes of real power system loads, especially for steady-state voltage stability
studies [76]. The power flow model is solved using the Power Flow and Short Circuit
Analysis Toolbox (PSAT) [77], and the output voltage magnitudes are used to compute
GVSI and the other indices for comparison. The window size of the moving average is
taken as 20 [78], while the choice of ∆t is dependent on the type of voltage measurements
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Table 2.1: Threshold ε and parameter V dmax values for all four testbeds obtained with a
moving average window size value of 20.
Testbeds V dmax ε
System 1: 5-bus 0.004 0.005
System 2: IEEE 14-bus 0.006 0.002
System 3: IEEE 57-bus 0.007 0.001
System 4: IEEE 118-bus 0.009 0.0005
available in the system [79, 80]. However, the simulation results that follow are indepen-
dent of the choice of ∆t, and are obtained with the values of parameters ε and V dmax as
presented in Table 2.1. It should be noted that V dmax depends on the study system, i.e, if
loads and/or generations locations change, the value of V dmax would also change.
2.4.1 Effectiveness of GVSI in Predication of Instability
The following three power flow scenarios have been conducted to analyze the effectiveness
of GVSI in prediction of voltage instability:
1. Increase of active power with constant power factor at the two load buses of the 5-
bus system with λ = 1.003. It should be noted that the increase of active load power
with constant power factor leads to an increase in load reactive power.
2. Increase of active power with constant power factor at all load buses in a 14-bus
system with λ = 1.005.
3. Increase of only active power at bus 45 in IEEE 118-bus system with λ = 1.008.
The values of the indices and voltage magnitudes at the most critical load bus are
shown for scenarios 1, 2 and 3 in Figs. 2.4-2.6, respectively. In all three figures, it is ob-
served that GVSI, VCPI, and LTI converge to unity as system load increases, while GVSI
with BEA algorithm always indicates a higher value than VCPI and LTI as the system
moves towards instability. The impending voltage instability, in all three scenarios, is ex-
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Figure 2.4: Voltage magnitude, GVSI, VCPI, VCI, and LTI of the most critical load bus in
scenario 1 (5-bus system).
plained by the rapid drop in voltage magnitudes as the systems approach the knee of a P-V
curve. The value of the VCI index decreases towards zero but does not necessarily reach
zero near the voltage collapse point. The results indicate that the GVSI combined with the
BEA algorithm, as an instability prediction tool, perform better than the other stability in-
dices considered in the study. This is explained by the fact that the GVSI formulation takes
into consideration the rate of change of voltage magnitudes as opposed to the compared
voltage stability indices.
It is also observed that the GVSI performs better with the developed BEA algorithm
as opposed to having equal weights. As presented in Figs. 2.5 and 2.6, the GVSI with
BEA algorithm already reaches a value of one; while with w1 = w2 = 0.5, GVSI takes a
final value of 0.814 and 0.938 for scenarios 2 and 3, respectively. That implies having the
BEA algorithm helps the GVSI to promptly detect an impending voltage instability. The
improvement of GVSI detection capability with the BEA algorithm is explained by the
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Figure 2.5: Voltage magnitude, GVSI, VCPI, VCI, and LTI of the most critical load bus in
scenario 2 (14-bus system).
Figure 2.6: Voltage magnitude, GVSI, VCPI, and LTI of the most critical load bus in
scenario 3 (118-bus system).
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Figure 2.7: Weights obtained with the BEA algorithm for scenario 2.
fact that the algorithm assigns a higher weight values to the V dratio index as the system
moves closer toward instability. For the weight values shown in Fig. 2.7, it is observed
that a weight of 0.9 is assigned to V dratio just before the voltages collapse.
2.4.2 Evaluation of GVSI Capability to Rank Critical Load Buses
In voltage stability monitoring, it is important that power system operators are capable of
identifying the critical (or weak) load buses, as it enables them to take proper preventive
and control actions in the vicinity of these buses to prevent instability [67]. An incorrect
ranking of the load buses may lead to wrong actions taken by the operators and may further
jeopardize system stability. Hence, in this section, the capability of GVSI in ranking of the
critical load buses is analyzed. The ranking obtained using the Q–V curves methodology
serves as a benchmark for verification of the GVSI results in ranking the load buses. An
increase of active power with a constant power factor is performed at all load buses of
the IEEE 14-bus, IEEE 57-bus, and IEEE 118-bus systems. The parameter λ were cho-
sen as 1.006 and 1.005 and 1.003, for load increase in the 14-bus, 57-bus, and 118-bus
systems, respectively.
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Figure 2.8: Final GVSI value at load buses for the IEEE 14-bus system.
In Fig. 2.8, it is observed that the final GVSI value at load bus 14, obtained just before
the load flow model diverges, is the highest among the load buses. This implies that bus 14
is the most critical load bus. The results of the Q–V curves shown in Fig. 2.9, also identify
load bus 14 as the most critical. Load bus 14 is identified as the most critical by the Q–V
curves because for the same amount of MVAr injected power at all load buses, the voltage
of bus 14 suffers the largest drop in magnitude. For the IEEE 14-bus system, the order
of load buses from more critical to less critical found by the Q–V curves are 14, 12, 10,
11, 13, 9, 5, and 4; while the ranking is 14, 12, 13, 10, 11, 9, 5 and 4 using the GVSI
method. The same analysis is performed for the IEEE 57-bus system and GVSI values at
load buses are shown in Fig. 2.10. The four most critical load buses are 31, 33, 32 and
30, which are the same critical buses identified by Q–V curve simulation studies as seen
in Table. 2.2. For the 118-bus system, the results shown in Fig. 2.11 identify load bus 45
as the most critical, followed by load bus 118.
Table 2.2 compares the ranking obtained with the GVSI and Q-V curves by listing the
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Figure 2.9: Q-V curves at load buses for the IEEE 14-bus system.
Figure 2.10: Final GVSI value at load buses for the IEEE 57-bus system.
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Figure 2.11: Final GVSI value at load buses for the IEEE 118-bus system.
Table 2.2: Comparison of critical ranking of the load buses based on GVSI and the Q-V
curves methods.
Q-V curves -based ranking GVSI-based ranking
14-bus system 14, 12, 11, 13, 9, 5, 4 14, 12, 13, 11, 9, 5, 4
57-bus system 31, 33, 32, 30, 35, 57, 25 31, 32, 30, 33, 25, 35, 57
118-bus system 44, 118, 75, 43, 20, 33, 35 44, 118, 43, 45, 75, 35, 82
top seven critical load buses. It is seen that the final load ranking from the two methods
may differ for some buses, but they always identify the same most critical load bus. One
advantage of the GVSI method is the computational time, which is very short when com-
pared to stability studies performed by Q–V curves. This is due to the fact that the Q-V
curves methodology requires numerous power flow iterations to be solved, as opposed to
the GVSI. Under similar system operating conditions, the computational time of GVSI
for finding the most critical load bus increases linearly with the number of system buses
(O(Nb)), while for the Q-V curves the time complexity is in the order of O(N2b ). Hence,
as the system dimension increases, the GVSI method yields faster simulation results than
the Q-V curves. Quick identification of the critical load buses is vital as it allows faster
actions by operators to keep the power system safe and stable.
30
Figure 2.12: GVSIs calculated with three different window size values.
2.4.3 Analysis of Moving Average Window Size Value
In the previous simulation studies, a moving average window size of 20 has been used. To
investigate the impact of the window size value, a study with three different window sizes
has been conducted. The load at bus 31 of the IEEE 57-bus system, is increased with a
constant power factor with λ = 1.005, until the power flow diverges.
The GVSIs at bus 31 for each window size is presented in Fig. 2.12. For all three win-
dow size values, it is observed that GVSI converges to one as the reactive power increases.
It is seen that for the window size of 20 and 30, the GVSI values are approximately the
same; while for a value of 10 there are some gaps when compared to the other two cases.
These gaps exist because the value for ε , shown in Table 2.1 and obtained with a window
size of 20, was used in the simulations for the other window values. An appropriate se-
lection of the threshold ε for each window size would help reduce the gaps. These results
confirm that the developed GVSI is able to detect instability with a flexible range of win-
dow size. Note that in the rest of this chapter, a moving average window size of 20 is used
for the other case study results that follow.
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2.4.4 Stability Studies Considering Load Uncertainty
The previous simulation results show that GVSI performs better than the compared stabil-
ity indices for voltage stability studies considering an increase in the load values. However,
the load values were assumed to be perfectly known. To establish the performance of the
developed GVSI under random load changes, in this section, case study results obtained
with load uncertainty are presented.
The load uncertainty has been modeled in two ways for simulation studies: (1) a
random change in load values for which the power flow converges and; (2) an increase
in load values until the power flow diverges while considering uncertainty. For the first
modeling approach, random load scenarios are generated based on Monte Carlo simulation
(MCS). Assuming a MCS with a total number of 500 iterations, the active load value at
any load bus for an iteration m is generated using:
P(m) = P(m−1)(1+CoV.randn), m = 1,2, ....500, (2.26)
where P(0) is the initial load value in the base-case. The function randn generates ran-
dom values based on the standard Gaussian distribution, while CoV is the coefficient of
variation for the loads. The coefficient of variation is defined as the ratio of the standard
deviation to the mean. The initial load values are assumed as the mean values, and CoV of
5% is used in the simulation studies [81].
Power flow simulations are conducted using the 14-bus system by considering loads
with a constant power factor and with random variations as shown in (2.26). The voltage
magnitudes and GVSI values obtained at load bus 14 are presented in Figs. 2.13 and 2.14
for two different sets of MCSs. It is observed that for random voltage trends caused by
load uncertainties, GVSI is capable of tracing whether or not there is a decline in voltage
magnitudes. The higher GVSI values indicate that the system is more prone to voltage
instability under a specific loading condition.
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Figure 2.13: Voltage magnitude and GVSI at load bus 14 for Monte Carlo set 1.
Figure 2.14: Voltage magnitude and GVSI at load bus 14 for Monte Carlo set 2.
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Further simulation studies were conducted to evaluate the impact of load uncertainty
on the developed GVSI under increasing load scenarios. The load values at any instant s
were computed based on a modified version of (2.25),
P(s) = Po(λ )s(1+CoV.randn),
Q(s) = Qo(λ )s(1+CoV.randn).
(2.27)
Fig. 2.15 shows the GVSI and voltage magnitude obtained at load bus 31 for IEEE 57-bus
system when λ = 1.01. It is observed that GVSI is still capable of identifying the impeding
voltage instability even for increasing load scenarios, where load uncertainty is taken into
account as formulated in 2.27. It should be noted that the increase in load was considered
in order to simulate voltage instability events. Similar results were obtained when the same
procedure is repeated for the other test cases under different loading conditions with a
coefficient of variation as high as 10%. These results show that GVSI performs well under
load uncertainty, and is able to provide insight into power system steady-state voltage
stability margin.
2.5 Effect of Voltage Measurement Uncertainties on GVSI
Most measured quantities are uncertain in nature [82]. In electric power systems, many
parameters, including the voltages, are measured. The GVSI formulation depends on volt-
age magnitudes. Therefore, further analysis is conducted to investigate the capability of
GVSI in predicting voltage instability in presence of voltage measurement uncertainties.
The error introduced to voltage magnitudes as a result of measurements uncertainties
may lead to an incorrect ranking of the load buses. To quantify the effect of uncertainty
on system stability utilizing GVSI, the probability of an error in ranking the load buses is
studied. A load bus k is deemed to be more critical than load bus l when the following
condition holds:
GV SIk > GV SIl, k 6= l. (2.28)
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Figure 2.15: Voltage magnitude and GVSI at load bus 31.
For instants where the system moves closer towards voltage instability due to increase
in the loads, weight values close to one are assigned to the V dratio index (see Fig. 2.7).
Therefore, at an instant sc where the system voltages collapse, the condition in (2.28) can
be simplified to:
V dratiok(sc)>V dratiol(sc), k 6= l. (2.29)
Using (2.17), (2.29) can be rewritten as:
V̄k(sc−1)−V̄k(sc)> V̄l(sc−1)−V̄l(sc), k 6= l, (2.30)
where V̄k(s) and V̄l(s) represent the value of the moving voltage magnitudes at an instant s
at load buses k and l, respectively. For slowly developing voltage instability (small distur-
bances), the instant sc is such that sc > Na. Therefore, the substitution of the expression of
























Vl j, k 6= l. (2.31)
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Further simplifications yield:
Vk(sc−Na)−Vk(sc)>Vl(sc−Na)−Vl(sc) k 6= l. (2.32)
Let nk and nl be the distribution of the voltage measurement uncertainties at buses k and
l, respectively. The critical ranking of load buses is affected by the uncertainties when the
condition in (2.32) does not hold, hence,
Vl(sc−Na)−Vl(sc)+nl >Vk(sc−Na)−Vk(sc)+nk. (2.33)
Equation (2.33) can be simplified to:
nl−nk > α, (2.34)
with,
α = (Vl(sc−Na)−Vl(sc))− (Vk(sc−Na)−Vk(sc)). (2.35)
Equation (2.34) indicates that when the difference of the error amplitudes at load buses
k and l is larger than α , load bus l will be erroneously classified to be more critical than
load bus k. Assuming that bus voltage measurements are independent of each other, the
probability Pber to erroneously classify a load bus l as more critical than the actual critical






where the density distribution of nk−nl , f , is defined in R. In particular, for voltage mea-
surement uncertainties modeled as independent and identically distributed (i.i.d) Gaussian
noise with zero mean and standard deviation σ [83], the probability of error is given by:




















Formula (2.37) shows that the probability of an error in ranking the load buses increases
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with an increase in the standard deviation of the voltage measurement errors.
To show the validity of the formulation in (2.37), the probability of error results ob-
tained using (2.37) are compared to random MCS results. Power flow studies, carried
out for different testbeds, made it possible to obtain the bus voltage magnitudes for GVSI
computation and load ranking. The voltage magnitudes added to random samples, which
were generated using a standard Gaussian distribution with standard deviation σ , formed
different iterations of the MCS. An increase of active power at all IEEE 14-bus and IEEE
57-bus load buses with a constant power factor was simulated. The following simulation
results were obtained with a parameter λ of 1.006, but other values as high as 1.03 could
also be used for the testbeds in consideration. Different values of σ ranging from 0.001 to
0.02 have been used for simulation and comparison purposes [84].
Tables 2.3 and 2.4 present the probability of error obtained by MCSs, in finding the
most critical load bus for the 14-bus and 57-bus systems, respectively. Note that the listed
probabilities in Tables 2.3 and 2.4 were obtained with a MCS of 5000 sample of iterations.
In both Tables 2.3 and 2.4, it is observed that the probability increases with the amplitude
of voltage measurement errors. These observations confirm the property of the formulation
in (2.37), which indicates that the probability of error increases with σ . Moreover, the
results show that the probability of error calculated using MCSs are similar to the ones
calculated from (2.37). As an example, for σ = 0.02, the exact probability to erroneously
classify bus 12 as more critical than bus 14 is 25.48%. From the MCS results in Table 2.3,
this probability is found to be 24.60%. The similarities between the Monte Carlo results
and the probabilities obtained with (2.37), indicate that the formulation in (2.37) is valid.
This is is justified by the fact that random scenarios, created for different testbeds and
different loading conditions, lead to similar probability results as the exact probabilities
calculated using (2.37).
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Table 2.3: Probability of error in ranking the critical load buses of the 14-bus system.
Pber for buses 12 and 14 (%) Pber for buses 13 and 14 (%)
σ MCS-based results From (2.37) MCS-based results From (2.37)
0.001 0 0 0 0
0.005 1.35 1.78 1.02 1.41
0.01 13.53 14.15 12.38 13.08
0.02 24.60 25.48 23.75 24.83
Table 2.4: Probability of error in ranking the critical load buses of the 57-bus system.
Pber for buses 12 and 14 (%) Pber for buses 13 and 14 (%)
σ MCS-based results From (2.37) MCS-based results From (2.37)
0.001 0 0 0 0
0.005 1.75 2.03 1.52 1.90
0.01 16.38 17.12 14.30 15.62
0.02 28.70 29.56 25.92 26.45
2.6 Techniques to Reduce the Effect of Voltage Measure-
ment Uncertainties
The study results of Section 2.5 indicate that the uncertainties related to voltage mea-
surements could have a significant adverse impact on voltage stability using the GVSI. To
improve the performance of GVSI in stability studies, it is important to have an appropriate
technique that reduces such adverse impact. Therefore, in this section, appropriate tech-
niques which ensure the robustness of the instability prediction of GVSI against voltage
measurement uncertainties are discussed.
It is assumed for each duration of time interval ∆t that M different measurement
values of voltage magnitudes are available at each load bus. The goal is to estimate from
these measurements one voltage magnitude value for each bus, which will be used in
the computation of GVSI. For any load bus, the M measurements of voltage magnitude
collected between two consecutive time instants (a time period of duration ∆t) can be
represented as follows,
ri =Vi +ηi, i = 1,2, ...,M, (2.39)
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where ri is the ith voltage measurement, Vi is the expected voltage magnitude value with-
out uncertainty, and ηi is the error related to the ith voltage measurement. For real-time
application, the time interval ∆t is small enough so that the expected voltage magnitudes
Vi can be assumed to be close to each other. Therefore, the voltage magnitudes Vi are
replaced by a constant voltage, referred to as V c,
ri =Vc +ηi, i = 1,2, ...,M. (2.40)
Estimation of Vc is discussed next under the assumptions of Gaussian and non-Gaussian
voltage measurement errors.
2.6.1 Gaussian Voltage Measurement Errors
Here, the errors in measurements ηi are assumed to be i.i.d, and follow a Gaussian distri-
bution with zero mean. To estimate Vc based on M sets of ri, the joint probability func-
tion of the measurement conditional on Vc is studied. This density function, denoted as














where Ri is a random realization of ri.
One possible way to estimate Vc, is to find the maximum likelihood (ML) estimate of Vc.
The ML estimate is such that its value maximizes the density formulated in (2.41). To
obtain the ML estimate, a modified version of (2.41) is considered,





















The voltage value V̂c that maximizes (2.41) is obtained when (2.43) equals to zero. Thus,








Equation (2.44) shows that V̂c is the mean of random realizations R of the different
measurements r. It can be also interpreted as a filter, referred to as the mean filter. The
capability of the mean filter, in reducing the adverse impacts of measurement uncertainties
on GVSI’s capability in predicting instability, has been studied. To do so, simulation
studies with and without a filter were conducted and the results were compared. For each
time interval ∆t, 30 measurements were assumed to be available. This is similar to a
scenario in which PMUs provide 30 samples per second of the bus voltage magnitudes.
Similar case studies as described in Section 2.5 have been considered. The results
for the probability of error, obtained with and without the application of a filter, are shown
in Tables 2.5 and 2.6 for the 14-bus system and the 57-bus system, respectively. It is
observed that the mean filter reduces the probability of error in ranking the critical loads.
For σ as high as 0.005, the presented results show that Pber is zero when the mean filter
is applied. When the standard deviation of the measurement uncertainties reaches a value
of 0.02, the probability of error for critical ranking of load bus 32 with respect to bus 31
reduces from 25.92% (no filter) to 5.80% (with filter). Same observations are made at the
other load buses. Therefore, the application of the mean filter has shown to reduce the
adverse impacts of uncertain voltage measurements on the GVSI, when the uncertainties
are assumed to be i.i.d and follow a normal distribution.
2.6.2 Non-Gaussian Voltage Measurement Errors
A mean filter helps mitigate the adverse impacts of uncertain voltage magnitudes on the
GVSI prediction capability when Gaussian distribution is assumed as probability distribu-
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Table 2.5: Comparison of error probability for ranking the critical load buses of the IEEE
14-bus system calculated with and without a filter.
Pber for buses 12 and 14 (%) Pber for buses 13 and 14 (%)
σ No filter mean filter No filter mean filter
0.001 0 0 0 0
0.005 1.35 0 1.02 0
0.01 13.53 2.35 12.38 2.14
0.02 24.60 5.75 23.75 5.20
Table 2.6: Comparison of error probability for ranking the critical load buses of the IEEE
57-bus system calculated with and without a filter.
Pber for buses 31 and 33 (%) Pber for buses 31 and 32 (%)
σ No filter mean filter No filter mean filter
0.001 0 0 0 0
0.005 1.75 0 1.52 0
0.01 16.38 4.12 14.30 3.95
0.02 28.70 6.94 25.92 5.80
tion of the measurement errors. However, with other sources of uncertainty such as load-
type dynamics, measurement errors related to current and voltage transformers, transients
caused by load tap changer and over-excitation limiter of the generators, among others, the
assumption of a Gaussian distribution as probabilistic model of the voltage measurement
uncertainties does not hold. Indeed, the authors in [86] have shown that the PMU measure-
ment errors related to field data mostly follow Student-t, logistic and Laplace distributions.
As a result, it is prudent to also study the impact of voltage uncertainties that do not fol-
low a Gaussian distribution. As an example, the Laplace distribution has been assumed
to model voltage measurement uncertainties. However, logistic and student-t distributions
can also be used as long as a similar procedure, as discussed next, is followed.
Reconsidering (2.40) with the measurement errors represented by a Laplace distribu-














where b is a parameter of Laplace distribution with zero means. To find the ML estimate
of Vc, the logarithmic of (2.45) is analyzed,
















According to [87, 88], one possible solution for Vc that minimizes (2.47) is the median of
the random realizations R.
V̂c = median(R1,R2, ...,RM). (2.48)
The result in (2.48) can be interpreted as a median filter of M voltage measurements.
The performance of GVSI is investigated with the consideration of errors generated
from a Laplace distribution with parameter b chosen to be 0.0035, so that the standard
deviation of the uncertainties is 0.005. A scenario of active load increase at load bus
31 of the 57-bus system is considered. Random samples, generated using the Laplace
distribution, are added to the voltage magnitudes obtained from the power flow solutions.
The modified voltages are then used to calculate the GVSI with and without the median
filter. The calculated voltage magnitudes and GVSIs are shown in Fig. 2.16 for load bus
31 of the IEEE 57-bus system. It is observed that the median filter helps smooth the GVSI
values. In addition, the filter helps improve the GVSI instability prediction capability.
Without the median filter, the final GVSI value is still below one due to the measurement
uncertainties, while with the filter the index reaches one to indicate the system voltage
collapse. Moreover, the filter reduces the probability of error in ranking the critical loads.
For the presented case, the probability of error of bus 31 not being the most critical reduces
from 10.15% to zero. These results indicate that the median filter can be used to ensure
that the GVSI remains effective for steady-state voltage stability assessment, when the
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Figure 2.16: Voltage magnitude and GVSI at load bus 31 with noisy measurements.
assumption of Gaussian distribution as the measurement uncertainties does not hold.
2.7 Summary
In this chapter, power flow analysis was considered to study the steady-state voltage stabil-
ity of power systems based on the voltage magnitudes of the buses. From the singularity
of the Jacobian matrix of power flow equations and the variations of load bus voltage
magnitudes, a new method for voltage instability prediction was developed. The superi-
ority of the GVSI method over existing VSIs and other stability techniques such as the
Q-V curves was demonstrated by extensive simulation studies performed under different
loading conditions and for different testbeds.
The GVSI combined two indices using a weighted sum. Therefore, using a backward
Euler approximation, a tuning algorithm of the weights was introduced. The simulation
results showed that the BEA algorithm enhances the GVSI capability for early detection
of impending voltage instability. In addition, the adverse impacts of voltage measurement
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uncertainties on steady-state voltage stability prediction utilizing the GVSI method was
quantified. The analysis suggested that the probability of error in ranking the critical load
buses increases with the standard deviation of the voltage measurement uncertainties. To
address this drawback, filtering techniques were added before the GVSI computation. The
necessary filter, obtained by maximum likelihood estimation, reduced the adverse impacts
of uncertain measurements on the GVSI. It was observed that the addition of such filter
helped rank the weak load buses with minimal probability of error.
The developed GVSI method is later utilized in this dissertation, specifically, in Chap-
ters 3 and 5 for planning and stability studies of power systems, where high penetration
levels of wind power generation are considered.
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Chapter 3
Uncertainty Modeling of WPG for
Probabilistic Power Flow
3.1 Overview
Wind energy resources differs from the traditional generation units from many perspec-
tives. To integrate higher levels of wind energy into power systems, it is important to
understand the different characteristics of WPGs. Therefore, in this section, an overview
of the characteristics and the modeling of wind power generation, is provided.
3.1.1 Overview of Wind Power Generation
Wind power generation is produced by the conversion of the kinetic energy of wind into
electric energy. Wind power is clean, sustainable and is regarded as one of the most
promising renewable energy resources. However, the variable nature of wind energy poses
numerous challenges to power system operation. As shown in Fig. 3.1, wind power can
vary from 0% to 100% over the course of a day. The large fluctuations of WPG make it
difficult to maintain the load and generation balance.
To make the best use of WPG, it is important to characterize its intermittency. Inter-
mittency refers to the variable and uncertain nature of wind power. The characterization
of wind power intermittency requires modeling or prediction of wind power production,
which often leads to the modeling of wind speeds, since wind power production is highly
correlated with wind speed. Figure 3.2 shows a typical curve relating wind speed to wind
power. From the figure, it is possible to identify four main regions. In two of these re-
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Figure 3.1: Variation of wind power generation for different wind speed values.
gions (wind speeds value larger than the cut-off speed or smaller than the cut-in speed),
no power is produced. For wind speed values between the rated speed and the cut-off
speed, a constant power called the rated power is generated. Finally, for wind speed values
between the cut-in speed and the rated speed, the power production is non-linear. Taking
into consideration these different operating regions and a wind turbine of rated power Pr,
the turbine power production, Pout , is related to wind speed v as follows [89]:
Pout(v) =

0 v < vin or v > vo f f ,
av3−bPr vin ≤ v≤ vr,
Pr vr ≤ v≤ vo f f .
(3.1)
where vin, vr and vo f f are the cut-in speed, rated speed and cut-off speed, respectively.
Table 3.1 shows some typical values of these parameters. The coefficients a and b are
calculated using the formulation in (3.2).
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Figure 3.2: Power curve of a wind power plant of rated power of 16 MW.
Table 3.1: Values of wind speed parameters used for simulation studies.
cut-in speed vin rated speed vr cut-off speed vo f f










The operating regions of the wind turbine power production, related to different wind
speed values, are utilized to develop a new probabilistic power flow model, which is dis-
cussed in more details later in this chapter.
3.1.2 Uncertainty Modeling of WPG
To ensure the continuous operation of reliable and economically efficient power systems
with high levels of wind energy resources, it is important to study the impacts of WPGs on
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bulk power systems. To do so, appropriate probabilistic models for the representation of
WPG intermittency are required. These models should accurately represent wind power
production scenarios so that a correct assessment of the impacts of wind uncertainty on
bulk power systems is conducted.
Several probabilistic methods have been reported in the literature to model the uncer-
tainty of wind power production, as summarized in [90–92]. As discussed in [93, 94], the
modeling of wind farm power production can be classified into two main groups: single-
turbine representation, and multiple-turbine representation. For the single-turbine repre-
sentation, as developed in [95, 96], wind power uncertainty is modeled by fitting a proba-
bility density function (PDF) to the total output power production of a farm. Upon proper
PDF identification, random scenarios of wind power generations can be created based
on statistical sampling of the estimated PDF. However, the single-turbine representation-
based models are somewhat unrealistic due to assuming that the power generated from a
turbine is identical to that of all the turbines within a farm [97]. In addition, these mod-
els do not capture the variability of wind speed at different locations where wind turbines
are located [93]. As a result, the modeling of wind farm production based on the multiple-
turbine representation has become a better alternative, and remains to be an active research
area [98, 99]. The multiple-turbine representation is considered in this research work for
wind modeling in power system planning and stability studies.
The modeling of a wind farm production, based on the multiple-turbine represen-
tation, requires to incorporate the spatial correlations among the generated power from
different turbines within the farm. This is due to the fact that modeling of the spatial
dependence, due to the geographic locations of the turbines, leads to more accurate wind
farm production scenarios, which is vital for analyzing systems with high wind power pen-
etration (WPP) [100]. In this chapter, the spatial dependence of wind turbine productions
is modeled for probabilistic power power flow studies, in order to quantify the impacts of
48
wind power variability on power system steady-state stability.
3.2 Motivation
The intermittent and stochastic nature of wind power generation presents great challenges
to power system planning and operation [101, 102], particularly for systems where high
wind energy penetration is considered. First introduced in 1974, the probabilistic power
flow has shown to be a powerful tool for studying the impacts of uncertainties on power
system planning [103]. Most of the existing probabilistic power flow techniques analyze
uncertainties originating from loads or renewable energy generations. Renewable gener-
ation resources that are in the same region can have high to moderate correlations [98].
Thus, for an accurate assessment of the impacts of wind generation on power system plan-
ning and operation, these correlations should be considered in PPF analysis.
Many techniques are available in the literature for PPF with correlated input vari-
ables. Throughout this chapter, input variables refer to the WPG resources. The exist-
ing PPF models can be classified into three main groups: analytical methods, approxi-
mation methods and simulation methods. The simulation methods are mainly based on
Monte Carlo simulation, where power flow simulations are repeated under different un-
certainties [104,105]. Although PPF obtained by means of MCS are highly accurate, they
require numerous power flow iterations [106], making them computationally expensive.
The approximate models based on the theory of point estimate method (PEM) consider-
ably reduce the computational time [81, 107]. However, they lack accuracy as the system
dimensions increase. The analytical models, mainly formulated using the theory of cu-
mulant, maintain a balance between computational burden and accuracy [108, 109]. Their
limitation lies in the finding of the cumulant values, which turns out to be quite complex
as the number of variables increases.
The previously discussed PPF methods lack adequate flexibility in modeling the cor-
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relation among random variables. Hence, they are not able to capture the correlations of
the input variables independent from their marginal distributions. To address this draw-
back, in recent years researchers have considered using copula theory and related theories.
In [110–112] new copula-based PPF models are introduced that produce accurate results
even when higher dimensions are considered. However, they involve a large number of
power flow iterations, which limits their application.
In this chapter, a PPF model that overcomes most of the drawbacks of the previ-
ously discussed methods is developed. The developed PPF model utilizes the theories of
PEM and regular vine (R-vine) copula. The complexity and the computational burden
related to construction of an R-vine copula significantly increase for a large number of
wind power resources. Therefore, an algorithm based on the property of Kullback-Leibler
(KL) distance is introduced to tackle the computational burden of forming an R-vine. The
PEM significantly reduces the number of power flow iterations to solve, while the R-vine
joined with the KL-based algorithm form a flexible model to capture the spatial depen-
dence among neighboring wind power resources.
The probabilistic power flow model, developed in this chapter, is combined with the
GVSI method of Chapter 2 to form an analytical tool, which is used to analyze the impact
of high wind power penetration on steady-state stability.
3.3 Background
Copulas are a flexible and powerful methodologies that can be used to model the depen-
dence among continuous random variables. In this dissertation, copula theory is used
to model the dependence among the power productions of neighboring wind power re-
sources. Copula theory allows studying the dependence structure of multiple variables
independent from their marginal distributions. In particular, copula theory allows to form
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any multivariate distribution using the marginal distributions of the respective variables
and a copula distribution. A copula distribution is a multivariate cumulative distribution
function (CDF) with uniform marginal distributions. The copula distribution contains all
the information on the dependence structure between the input variables. According to
Sklar’s theorem [113], the joint distribution F of random variables x1,x2, . . . ,xn with con-
tinuous marginal distributions F1, . . . ,Fn is given as follows,
F(x1,x2, . . . ,xn) =C(F1(x1),F2(x2), . . . ,Fn(xn)|φ), (3.3)
where C is a unique n-dimensional copula distribution with dependence parameter φ that is
used to characterize the amount of dependence among the n random variables. In general,
the parameter φ could be a scalar, a vector or a matrix.
For absolutely continuous distributions F and F1, . . . ,Fn, the joint probability density
function (PDF) of random variables x1, . . . ,xn can be obtained by differentiating both sides
of (3.3):





where f is the joint density, f1, f2, . . . , fn are the marginal densities, and c is the copula
density function. The copula density c is given by,
c(F1(x1),F2(x2), . . . ,Fn(xn)|φ) =
∂ nC(F1(x1),F2(x2), . . . ,Fn(xn)|φ)
∂F1(x1)∂F2(x2) . . .∂Fn(xn)
. (3.5)
The formulation in (3.4) indicates that the joint PDF of n continuous random vari-
ables is fully known with the knowledge of the marginal densities and the determination
of copula density c. The dependence parameter φ is typically unknown and needs to be
estimated, e.g., using Maximum Likelihood Estimation (MLE) [114]. φ can also be esti-
mated using a rank-based dependence measure, such as Kendall’s τ , which is a correla-
tion coefficient used to measure the ordinal association between two measured quantities.
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Kendall’s τ takes values in the range of [−1,1], with τ = 0 indicating that the measured
quantities are independent [115]. The selection of a suitable copula function for a specific
problem depends on the type of dependence that exists among the variables. There exists
various families of multivariate copula functions, as described in [113]. Among them, the
elliptical and the Archimedean copulas are widely used. Specifically, in this dissertation,
the multivariate Gaussian copula of the elliptical family, the Frank, Gumbel, and Clayton
of the Archimedean family, have been implemented for wind modeling. These copula
distributions are discussed next.
3.3.1 Multivariate Gaussian Copula
A multivariate Gaussian copula is formed using the multivariate normal distribution [116].
It can model linear dependence among multiple random variables. Let Φθ be the joint cu-
mulative distribution function (CDF) of a multivariate normal distribution with zero mean
vector and correlation matrix θ . A n-dimensional Gaussian copula CG with parameter
matrix θ is given by [117],
CG(u1,u2, . . . ,un|θ) = Φθ (Φ−1(u1),Φ−1(u2), . . . ,Φ−1(un)), (3.6)
where uk =Fk(xk),k = 1, . . . ,n and Φ is the univariate normal CDF.
To estimate the correlation matrix θ , the relationship between each element θi j of
the matrix and the pairwise Spearman’s ρ is considered. The Spearman’s ρ is a rank
correlation coefficient that assesses how well the relationship between two variables can
be described using a monotonic function. A value of −1 or 1 for the Spearman coefficient
indicates a perfect monotone function, while a value of 0 indicates that the variables are
independent [118]. In copula theory, each element θi j of the parameter matrix θ of the
Gaussian copula is related to the Spearman’s ρ as follows [116],







where ρi j is the Spearman’s ρ evaluated for the pair (Fi(·),Fj(·)). An estimate of Spear-







where di is the difference between the ranks of the pair variables.
3.3.2 Archimedean Copulas









where uk =Fk(xk) and u = [u1, . . . ,un]. Ψ(·) is referred to as the generator function and α
as the parameter of the Archimedean copula. The commonly used Archimedean copulas
are the Frank, Clayton and the Gumbel, the generator functions of which are shown in
Table 3.2 [119]. When modeling the dependence of two variables based on the listed
copula distribution in Table 3.2, it is important to select the one that best incorporates the
correlation between the variables. To do so, based on Ns samples for each variable, the






where c is the copula density function. In this research study, the parameter α of an
Archimedean copula is estimated using its dependence relationship with the Kendall’s τ .
The association between the Kendall’s τ and the parameters of the Frank, Clayton and
Gumbel copulas, is summarized in Table 3.2. It should be noted that the D1(α), appearing











Table 3.2: Some Archimedean copula functions, and the relationship between their param-
eters and the Kendall’s τ
Copula Generator function Ψ Kendall’s τ
Clayton 1
α
(u−α −1), α ∈ [−1,∞)\{0} α
α+2
Frank -log(exp(−αu)−1exp(−α)−1 ), α ∈ R\{0} 1+
4[D1(α)−1]
α
Gumbel -ln(uα ), α ∈ [1,∞) 1- 1
α
3.3.3 Regular Vine Copula
The Gaussian and Archimedean copulas do not offer enough flexibility in modeling the de-
pendence among continuous random variables. This is due to the fact that the Archimedean
copulas are often limited to two variables, while the Gaussian copula is mostly applicable
when a linear dependence exists between the variables. Therefore, in this section, the vine
copula model overcoming these limitations is discussed.
From (3.3), the joint CDF of three variables x1, x2 and x3 is given by,
F(x1,x2,x3) =C(F1(x1),F2(x2),F3(x3)|φ). (3.12)
For a simpler representation of the equations to follow, the copula parameter φ is omitted.
The partial derivatives of (3.12) with respect to x1, x2, x3 gives:
f (x1,x2,x3) = f1(x1) f2(x2) f3(x3).c(F1(x1),F2(x2),F3(x3)), (3.13)
where f and c are the joint PDF and copula density, respectively. Using the property of
conditional density, the joint probability density f can be written as,
f (x1,x2,x3) = f3(x3) f(x2|x3) f (x1|x2,x3). (3.14)
It should be noted that other decompositions could be written for (3.14), based on which
variables are chosen for the conditional densities. With the help of Sklar’s theorem, it is
shown in [122] that (3.14) could be modified to:
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f (x1,x2,x3) = f1(x1). f2(x2). f3(x3).c13(F1(x1),F3(x3))
.c23(F2(x2),F3(x3)).c12|3(F(x1|x3),F(x2|x3)), (3.15)
where, c13 is the bivariate copula density between variables x1 and x3, c23 is the bivari-
ate copula density between variables x2 and x3, and c12|3 is the bivariate copula density of
variables x1 and x2 given variable x3. The main interpretation of (3.15) is that the multivari-
ate copula density c can be decomposed into a product of pair-copula density functions.
The decomposition of c into pair-copula densities, called pair-copula construction (PCC),
is not unique. The number of possible PCCs increases significantly with the number of
variables. In this research study, the graphical model named R-vine copula introduced by
Bedford and Cooke [123, 124], has been considered as a representation for PCCs.
Fig. 3.3 illustrates an R-vine copula distribution with four random variables. The
structure of the vine contains three trees (T1, T2, and T3) and six edges. Each edge repre-
sents a pair-copula density associated with the label on that edge. The final R-vine copula
density would be obtained by multiplying all six pair-copula densities. Based on the il-
lustration, an R-vine with n variables contains n−1 trees, and decomposes a multivariate
copula density into the multiplication of n(n−1)/2 bivariate copulas. It should be noted
that the edges in the mth tree become the nodes in the m+1th tree, with m = 1,2, ..,n−2.
The selection of pair-copula densities to form an R-vine copula can be solved in
many different ways. In this dissertation, the sequential procedure proposed by the work
in [123] has been used. It is modeled considering the fact that the first trees contain the pair
copulas with high dependence, which indicates that the latter trees have small influence
on the chosen R-vine. To fit an R-vine for n variables using the sequential procedure, the
Kendall’s τ between the variable pairs is used. First, for all possible variables pairs ( j,k),
1≤ j < k ≤ n, the Kendall’s τ jk is calculated. The first tree of the R-vine copula structure
is selected such that the sum of the τ jk is maximum over the first n− 1 edges. Next,
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Figure 3.3: Representation of an R-vine with four variables: Each edge represents a pair-
copula density, and the vine contains three trees.
a bivariate copula and its parameter(s) are obtained for each edge by utilizing the AIC
in (3.10) as a criteria selection. The bivariate copula of each edge of the R-vine is selected
between the Gaussian, Clayton, Frank and Gumbel copulas. The selection of these copulas
ensures that both linear and non-linear dependence can be modeled inside the R-vine, and
thus makes it extremely flexible. The procedure for the first tree is repeated on all the
following m = 2, ..,n− 1 trees, by maximizing the summation of Kendall’s τ coefficient
over all conditional variable pairs (edges) that form the tree Tm.
3.4 Point Estimate Method (PEM)
In this section, a brief description of the theory of point estimate method is given. Let Y
be a random quantity that is assumed to be a function of n random input variables. Y can
be written as:
Y = f (Z), (3.16)
where Z represents the set of random variables Zk, k = 1,2, ...,n. To study the character-
istics of Y , one can use the PEM described in [125]. The PEM determines the moments
of Y using different point locations and weights obtained for each random input variable
Zk. Here, the focus is on finding the locations and weights of the input variables. Three
locations have been used for each input variable Zk, and they are given as:
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Zk,l = µk + εk,lσk, l = 1,2,3, (3.17)
where, µk is the mean and σk is the standard deviation of the input variable Zk, and εk,l is










, l = 1,2, (3.18)
εk,3 = 0. (3.19)
βk and λk are the kurtosis and skewness of an input variable Zk, respectively. The skew-
ness and the kurtosis are the third and and fourth standardized moment of the variable,
respectively. When εk,3 equals to zero, it indicates that one of the locations is fixed at the











3.5 Development of a Probabilistic Power Flow Model
In this section, a new probabilistic power flow algorithm is introduced. The developed
PPF utilizes the theories of R-vine copula and PEM discussed in Sections 3.3.3 and 3.4,
respectively. The R-vine copula is used to capture the spatial dependence, due to geo-
graphic locations, among the power productions of neighboring wind power resources;
while the PEM helps reduce the number of power flow iterations to solve for PPF analysis.
Figure 3.4 presents the steps to be followed for probabilistic power flow studies based
on the proposed PPF method. The steps to be followed are summarized as:




data for N wind turbines.
Estimate the PDF of wind
speeds for each turbine.
Transform the wind speed data
to uniform values over [0,1]
using CDF transformation.
Estimate the best R-vine
to fit the transformed data.
Apply PEM for two ran-
domly selected turbines.
Generate random uniform values us-
ing R-vine and PEM location points.
Transform the random values to
wind speeds, then wind speeds








Figure 3.4: Flowchart of the developed PPF methodology.
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Figure 3.5: Fitting of a Weibull distribution to historical wind speed data.
• The marginal PDF and CDF of each wind data is estimated using a Weibull distri-
bution, which has shown to be a good approximation for wind speeds probability
















The shape and scale parameters ki and li of the Weibull distribution are obtained












where Γ is the gamma function.
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• Each wind speed sample is converted into uniform values over [0,1] using the CDF
of a Weibull distribution as follows:








• Fit an R-vine copula to the N transformed wind speed data. This is done utilizing
the sequential procedure developed by [123], as explained in Section 3.3.3.
• Randomly select two wind turbines of the wind farm, and classify the wind speed
data for the selected turbines into four different intervals as follows:
1. Interval 1: v≤ vin,
2. Interval 2: vin < v≤ vr,
3. Interval 3: vr < v≤ vo f f ,
4. Interval 4: v > vo f f .
These four intervals are chosen based on the operating regions of a turbine produc-
tion, as described in Section 3.1.1. To reduce the problem computational complexity,
PEM is applied to the aforementioned intervals. With four intervals and three points
estimated per interval, twelve locations and twelve weights values are obtained for
the selected wind sites. It should be noted that the so-called locations are wind speed
values. They are transformed to uniform values over [0,1] using the cumulative den-
sity function of a Weibull distribution (see (3.25)). The transformed data points for
the locations of any selected turbine are denoted by the vector V = (V1,V2, . . . ,V12).
• The obtained R-vine and the converted location points are used to generate random
values in the [0,1]N domain for all the N turbines. The generation procedure of cor-
related uniform values, referred to as Uk = (Uk1 ,U
k
2 , . . . ,U
k
N), with k = 1,2, . . . ,12,
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by utilizing the R-vine can be summarized as follows. First, the kth sample of any
selected turbine, such as turbine one, is given as:
Uk1 =Vk. (3.26)
Next, N− 1 independent samples T2,T3, . . . ,TN , uniform over [0,1], are generated.
Any algorithm that allows the generation of random numbers can be used to generate






















where the conditional function F−1j| j−1,...,1(·), j = 2, . . . ,N, is the inverse conditional
distribution function between turbine j and turbines j− 1, . . . ,1. The values for
the inverse CDF, F−1(·), are calculated using bivariate copula distributions. These
bivariate copulas form the R-vine, which models the spatial correlations among wind
time-series data of all N turbines. Wind time-series data refers to the chronological
representation of different values of wind speed and/or wind power recorded for a
wind turbine over time.
The procedure, as described by (3.26)- (3.27), is repeated a total of Ns times
for two randomly selected turbines, generating 2×12×Ns data points in the [0,1]n
domain for each wind turbine. These data points are transformed into wind speeds
utilizing the inverse marginal CDFs of the Weibull distribution in (3.25).
• For any study system, transform the created wind speed scenarios into wind power
generations using (3.1), then run power flow simulations with obtained wind power
generations and the system loading condition.
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The weights obtained from PEM combined with the output results from power flow
solutions are used to study the statistical characteristic of bus voltage magnitudes as well as
power flows of the transmission lines. For a total of M = 2×12×Ns power flow iterations,
the jth moment of voltage magnitudes at any bus i, with i = 1,2, . . . ,Nb, is written as:







wk,l(Vi(k, l)) j, (3.28)
where E[·] stands for the expectation operator, and Vi(k, l) represents the voltage mag-
nitude corresponding to the kth power flow iteration and the lth point estimate location.
From 3.28, the mean of voltage magnitudes is calculated using the first moment ( j = 1);
while its standard deviation (SD) are calculated using the first and second moments ( j =
1,2). A similar formulation as in 3.28 has been used to evaluate the moments of transmis-
sion line power flows, by substituting the voltage magnitudes with line power flows.
Remark 1 The flowchart of the developed PPF is shown for only one wind farm. However,
the new PPF model is applicable to be used for systems with more than one farm. This is
done by repeating the same procedure of Fig. 3.4 for each wind farm in a study system. This
is valid under the assumption that the distance between any two wind farms is significant,
so that their power productions are uncorrelated.
3.6 Effectiveness of the Developed PPF Model
The developed PPF method has been implemented on two different testbeds: the IEEE 57-
bus and Illinois 200-bus systems [128]. The base-case data for these systems are shown
in Appendix D and Appendix F. The wind speed data used for simulation studies are
obtained from the National renewable energy laboratory (NREL) wind dataset [2, 129].
As an example, Figure 3.6 presents a year of historical wind speed data recorded at a site
in Oregon. Wind time-series data for sites located in Oregon, is one among many others
that has been used to show the effectiveness of the developed PPF model.
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Figure 3.6: Historical wind data recorded every 5 minutes over a period of a year.
For the IEEE 57-bus system, It was assumed that wind-powered generators were
placed at buses 2, 6, and 12 for a total of 410 MW of rated wind power, i.e. a wind
power penetration of 32.78%. Wind power penetration is defined as the ratio of the to-
tal rated wind power to the total generation capacity. For the Illinois 200-bus system, a
wind power penetration of 20.93% has been simulated for a total rated wind power of
308.9 MW at buses 65, 104 and 105. It is important to note that the wind power place-
ments in both systems were randomly chosen. The wind power at each selected bus was
assumed to be produced by a wind farm with four turbines. For each wind farm, the
turbines time-series data are selected such that their correlations are non-negligible. The
developed PPF is compared to results obtained with random MCS and with a multivariate
Gaussian copula to fit the wind data. Three months of wind speed data, recorded every
five minutes from January to March 2011, have been utilized. This leads to a total of
(31+ 28+ 31)× 12× 24 = 25,920 data points. The MCS results are obtained by solv-
ing the power flow 25,920 times by direct usage of the historical data. The results of the
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proposed PPF model are obtained with Ns = 200, which is the number of time to repeat
the procedure for wind data generation as explained in Section 3.5. To compare the com-
putational complexity of the proposed regular vine-based PPF method to the multivariate
Gaussian copula approach, the same number of power flow iterations are used for both
methods. However, it should be noted that for the Gaussian copula approach, the wind
power scenarios were created without usage of PEM.
An application example of the PEM on the four intervals, as described in Section 3.5,
is shown in Fig. 3.7. It can be seen that for each interval, three wind speed concentrations
are obtained to represent the standard locations formulated in (3.18)-(3.19). The wind
speed values are converted to uniform values over [0,1] using the corresponding Weibull
distribution of the wind turbine time-series data. The corresponding weights to the point
locations shown in Fig. 3.7, are presented in Table 3.3. It can be observed that the summa-
tion of all the weights over all four intervals equals one. In addition, the summation of the
weights per interval equals to 0.25, which indicates that each interval equally contributes
in the computation of the moments in (3.28) for voltage magnitudes, as well as the line
power flows, when the results obtained from power flow iterations are used.
Table 3.3: PEM weights related to PEM locations shown in Fig. 3.7.
Weight values
Interval 1 Interval 2 Interval 3 Interval 4
0.12 0.07 0.05 0.07
0.08 0.08 0.13 0.14
0.05 0.10 0.07 0.04
The PPF results are presented for some load buses in both systems. For the IEEE 57-
bus system, load bus 17 and load bus 53 are selected based on their proximity to the wind
power generators; while for the Illinois load buses 74 and 192 were randomly selected.
These selections ensure that power flow results for load buses with distinct positions rel-
ative to the wind power buses are presented. The histograms of voltage magnitudes of
bus 53 and the cumulative density function (CDF) of voltage magnitudes of bus 17 are
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Figure 3.7: Point estimate locations calculated using three months of wind speed times-
series data for a wind site located in Oregon, USA.
presented in Fig. 3.8 and Fig. 3.9, respectively. It can be seen that in terms of voltage
magnitudes, the results produced by the proposed PPF match closely the results produced
by both the MCS and multivariate Gaussian copula. However, more power flow iterations
were required when using the historical data points as Monte Carlo iterations. The simi-
larity between the PPF results of the proposed model and the Gaussian copula, is due to
the fact that the wind turbines power productions are linear dependent. In fact, the R-vine
model for the NREL dataset considered, as shown in Table 3.4, is composed of bivariate
Gaussian copula in modeling the dependence between any two turbines. It is seen that the
parameters of the bivariate Gaussian copulas in the first tree take values between 0.79 and
0.90. The high value of these parameters, which represent the Pearson’s correlation coef-
ficient, justify the linear dependence among the turbines. Thus, the similarity between the
probabilistic power flow results from the R-vine copula-based model and the multivariate
Gaussian copula is entirely logical.
The CDFs of voltage magnitudes of the selected buses in the 200-bus system are
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Figure 3.8: Histogram of voltage magnitude at load bus 53 of the 57-bus system.
Table 3.4: Bivariate copula parameters of edges of an R-vine of dimension four.








3 4,3|1,2 Gumbel 1.14
shown in Fig. 3.10. It is again observed that in term of the voltage magnitudes, the results
obtained by the proposed PPF method are approximately the same as the MCS results. To
quantify the overall accuracy of the developed PPF in estimating the bus voltage magni-
tudes and line power flows, an average root means square error (ARMSE) is utilized [130].















Figure 3.9: CDF of voltage magnitude at load bus 17 of the 57-bus system.
Figure 3.10: CDF of voltage magnitudes at load buses 74 and 192 of the 200-bus system.
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where, V histk and V
sim
k are the voltage magnitudes at bus k calculated using MCS and the
proposed PPF method, respectively. A similar formula as 3.29 is used in terms of line













where L is the total number of transmission lines in the system. It is important to note
that the mean for the voltage magnitudes and line power flows are calculated using the
formulation in (3.28).
The ARMSE results for the 57-bus and 200-bus systems are shown in Table 3.5. It
is seen that the errors are larger in the 57-bus system than the 200-bus system, which
is due to a higher wind penetration levels in the IEEE 57-bus system, which leads to a
more significant wind power variations. It is also observed that the errors obtained in
line power flows are smaller with the proposed PPF than the ones produced when using a
multivariate Gaussian copula. This is explained by the fact that the R-vine combined with
the PEM produce more accurate wind power scenarios than a random sampling of the
multivariate Gaussian copula. However, the computational time is smaller when using the
multivariate Gaussian copula. Therefore, a balance between accuracy and computational
time is necessary to improve the effectiveness of the proposed PPF model. This balance
can be achieved with the proposed method by tuning of the parameter Ns. The top two
plots in Fig. 3.11 show for both the 57-bus and 200-bus systems that a value of 200 can
be used, as to obtain minimal ARMSE values. Further analysis with six months of wind
speed data shows that a minimum error is obtained when Ns = 240, which is close to the
error value produced when Ns = 200. Therefore, to maintain a balance between accuracy
and computational time of the proposed PPF method, the value of 200 has shown to be a
reasonable selection. For Ns selected as such, the proposed method take less than one fifth
of the computational time of MCS to produce the same results (see Table 3.5).
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Table 3.5: ARMSE results and computational time comparison.
ARMSE and Simulation time 57-bus 200-bus
ARMSE of voltage magnitudes
(proposed method)
0.013% 0.004%
ARMSE of voltage magnitudes
(Gaussian copula)
0.022% 0.005%
ARMSE of line power flows (pro-
posed method)
4.450% 4.307%
ARMSE of line power flows (Gaus-
sian copula)
8.120% 8.020%
Simulation time (MCS) 404.74s 614.48s
Simulation time (proposed method) 76.480s 116.02s
Simulation time (Gaussian copula) 54.320s 90.250s
Figure 3.11: ARMSE in voltage magnitudes for different values of Ns and different lengths
of historical wind speed data.
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3.7 Application of the PPF Model under Increasing Wind
Power Penetration
The developed PPF model is applied to study the impact of increased wind generation on
steady-state voltage stability. Three cases were created using the Illinois 200-bus system:
Case 1: Wind power at buses 65,104, and 105 for a total wind power of 308.9 MW (wind
power penetration of 20.93%).
Case 2: Wind power at buses 65,104,105, and 147, for a total of 401.3 MW (wind power
penetration of 27.19%).
Case 3: Wind power at buses 65,104,105,147,115 for a total of 534.8 MW (wind power
penetration of 36.24%).
The active load variation at each load bus is modeled as (2.26) with a coefficient of
variation of 5%, and the loads have been assumed to be independent. Here, the number of
random loads generated vary from 4800 to 25,920 as opposed to just 500, as considered
in (2.26). Also, it should be noted that random reactive load values have been considered
by assuming load changes with a constant power factor. In Fig. 3.12, the CDFs of voltage
magnitude of bus 192 are presented under different wind power penetrations. The devel-
oped PPF method produces accurate results in comparison to MCS even under higher wind
power penetration. It is also seen that for the same random change in loads, an increase
in wind power penetration leads to an increase in the probability of lower voltage magni-
tudes. As an example, the probability that voltage magnitude of bus 192 is less than 0.95
p.u. becomes 14.14% for a wind power penetration of 36.24%, while the same probability
was zero for 20.93% and 27.19% penetration scenarios. At higher wind penetration, a
greater likelihood of lower voltages is observed because more wind generator buses fail
to maintain their nominal voltages in period of low wind speeds due to a lack of reactive
power production. The increase in low voltage probabilities indicates that system is more
prone to voltage instability at higher wind penetration levels.
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Figure 3.12: CDF of voltage magnitude at load bus 192 of the 200-bus system for different
wind power penetrations.
For a better understanding of the impact of the increase in wind power generation on
steady-state stability, the GVSI method of Chapter 2 and another index studying the line
power flow changes, have been considered. The index for power flow changes, referred to





(l f ml− l f bl)2I(l f ml > l f bl), (3.31)
where l f b and l f m are the mean of the line power flows in the base-case, a case with only
load change and no intermittent WPG, and the case with wind power resources; respec-
tively. I(·) is an indicator function that takes a value of 1 if the condition inside is verified;
and zero otherwise. A large Il f value indicates a significant change in line power flows.
Table 3.6 presents the values of the indices under different wind penetration levels.
The indices increase in magnitude indicating that the system is more prone to instability
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Table 3.6: Impact of increase wind power penetrations on steady-state stability.
Steady-state stability indices
Wind power penetration Il f GVSI
Base-case (0%) 0 0.097
Case 1 (20.93%) 137.04 0.129
Case 2 (27.19%) 187.224 0.176
Case 3 (36.24%) 297.186 0.238
when the wind power penetration increases and no corrective measures take place. It is also
observed that the increase in percentage of wind power penetration has more significant
adverse impacts on line power flows than bus voltage magnitudes. From a wind power
penetration of 27.19% to 36.24%, the relative increase in GVSI is 33.3%, while for Il f it
is 58.7%. This is explained by the fact that the fluctuations of WPG cause the traditional
generation units to constantly ramp up/down their capacity generations, to maintain the
load and generation balance. The different modifications of generators’ output power
productions introduce larger variations in line power flows than bus voltage magnitudes.
3.8 Application of the PPF Model to Higher Dimensions
For a total number of n wind energy resources, if all the n−1 trees of an n dimensional R-
vine copula density are used, n(n−1)/2 pair-copula densities need to be estimated. This
number increases with the square of the number of variables. Thus, for higher dimensions,
the R vine-based PPF model becomes computationally expensive. With the sequential
procedure in [123], as discussed in Section 3.3.3, to fit an R-vine for a given dataset of
n variables, the first trees capture the higher correlations among the variables. Hence,
less than the n− 1 trees could be considered, assuming that the higher order trees are
independent. Yet, a reasonable approximation of the original R-vine is achieved. The
resulting R-vine is called a truncated vine copula distribution. In the following, finding of
an optimal truncated vine and its implementation for PPF studies are discussed.
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3.8.1 Truncated R-vine Algorithm Utilizing the KL Distance
To obtain an optimal tree level to truncate the R-vine, the property of Kullback-Leibler(KL)
distance has been considered. The KL distance measures the similarities between two
probability densities. For two n dimensional copula densities ct and c f , an approximate
KL distance is defined in [131] as:








c f (u j)
), (3.32)
where, u j-s are random values generated from ct , and Nrm is the size of a total random
values generated. With the KL distance formulated in (3.32), Algorithm 2 is used to
identify an optimal tree level to truncate an R-vine. The copulas ct and c f represent R-vine
truncated at level m and m+1, respectively and, m = 1,2, ...,n−2.
Algorithm 2 Truncation algorithm based on KL distance.
1: for m = 1 : n−2 dodo:
2: Fit R-copula ct to given dataset of n variables
3: Fit R-copula c f to given dataset of n variables
4: Calculate the KL distance between ct and c f using (3.32)
5: if KL(ct ,c f )< th then
6: break for loop;
7: truncationlevel = m;
8: else
9: truncationlevel = m+1;
10: end if
11: end for
3.8.2 Implementation of the KL-based Truncation Algorithm
To demonstrate the effectiveness of the PPF model with truncated vine copulas, the 200-
bus system is considered. It is assumed that wind farm with a total number of twelve
turbines is placed on bus 147. Other bus locations may be selected for implementation pur-
poses. With a full R-vine, the modeling of the spatial dependence among twelve turbines
would be computationally challenging. Therefore, the KL-based truncation algorithm is
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used to reduce the number of bivariate copula parameters to be estimated. For a threshold
value th as small as 0.008, a truncation level of four is obtained. As seen in Fig. 5.4, at
a level four the KL distance becomes smaller than the threshold value th. The truncated
R-vine copula distribution, with a dimension of four, reduces the number of pair-copula
density parameters to be estimated from 66 to 38, hence reduces the computational burden
for parameter estimation.
The histograms and CDFs of voltage magnitudes for load bus 74 in IEEE 200-bus,
are shown in Fig. 3.14 and Fig. 3.15 for R-vine copula with and without the truncation
algorithm, respectively. The results produced with the truncated vine match those of a full
R-vine copula density and the MCS results. The ARMSE obtained in voltage magnitudes
using a truncated vine and a full R-vine, were 0.53% and 0.48%, respectively. These re-
sults show that the proposed PPF can deal with relative high dimensions when truncated
vine is considered, however, the accuracy of the PPF results decrease for higher dimen-
sions. In fact, the accuracy has reduced by more than hundred times from an ARMSE
value of 0.005% to 0.48%, for an increase of the problem dimension from four to twelve.
Moreover, when dimensionality becomes very significant, finding an optimal truncation
level is not an easy task, as explained in [132, 133]. Therefore, other alternatives, such as
the multivariate Gaussian and Student-t copulas, may be preferred to regular vine copulas
when modeling the spatial correlations among large number of wind power resources for
probabilistic power flow studies.
3.9 Summary
In this chapter, a probabilistic power flow model was developed to study the effects of
wind power uncertainty on power system steady-state stability. The PPF model was de-
veloped based on the theories of PEM and R-vine copula. The R-vine copula was used
to model the spatial dependence of wind power resources; while the application of PEM
reduced the number of power flow iterations to solve. To address the complexity and the
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Figure 3.13: KL distance for optimal truncated R-vine.
Figure 3.14: Histograms of voltage magnitude at load bus 74 with full and truncated vines.
computational burden of the construction of an R-vine in high dimensions, an algorithm
using the property of KL distance to reduce was implemented. The algorithm led to a re-
duction of the numbers of copula parameters needed to be estimated and ensured that the
PPF model is scalable to relatively high dimensions. The simulation results showed that
the PPF produced accurate results when compared to power flow results generated using
either the historical data or a multivariate Gaussian copula.
In addition, an analytical tool was formed by introduction of steady-state stability in-
dices in combination with the developed PPF method. This analytical tool was used to
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Figure 3.15: CDFs of voltage magnitude at load bus 74 with full and truncated vines.
quantify the impacts of increased wind power penetration on steady-state stability. The
case study results showed that the analytical tool precisely quantified the impacts of wind
generation uncertainty on steady-state operation. From the simulation studies, the follow-
ing conclusions were drawn:
• With no corrective actions, power systems are more prone to steady-state voltage
instability as wind power penetration increases.
• As wind power penetration increases, more changes are expected in the transmission
line power flows than the bus voltage magnitudes.
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Chapter 4
Uncertainty Modeling of Wind Farm
Production for Power System
Operational Planning Studies
4.1 Motivation
Previously, in Chapter 3, a probabilistic method was developed to model the spatial cor-
relations of wind power generation resources. The developed model, however, did not
consider the time-dependence between wind power generations resources. In addition, the
application of R-vine in problems with high dimensions proves to be complex. Therefore,
it is important to develop a probabilistic wind model, which overcomes the limitations of
the methodology in Chapter 3.
To better indicate the motivation for the research study in this chapter, in Fig. 4.1, a
notional diagram of the power production process of a wind farm at different time instants
t = 1,2, ...,T is presented. The farm contains three wind turbines, whose output power pro-
ductions are spatially correlated and depend on the wind speed (WS) values at that farm.
The power generated at an instant t = i and output power productions at time instants
t = i−1, i−2, ...,1, 2≤ i≤ T are also dependent due to wind speed persistence, which in-
troduces the statistical dependence between past and current wind speed values [134]. For
an accurate assessment of the impact of WPG uncertainty on power systems, it is vital that
wind farm output power is statistically characterized. An accurate characterization should
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Figure 4.1: Representation of the spatial and temporal correlations of wind power gener-
ated from three wind turbines (WT) within a farm.
capture the spatial and temporal correlations among the generated power from different
turbines within the farm.
The research works in [135–140] have investigated the modeling of wind farm pro-
duction, when incorporating the spatial and temporal correlation among the turbines power
productions. These models aim to capture the spatio-temporal dependence among histor-
ical wind time-series data for different neighboring wind turbines. The spatio-temporal
dependence modeling of wind time-series data in these works can be grouped into two
categories of linear [135–137] and non-linear [138–140] models.
As an example of a linear model, in [135] autoregressive (AR) models are used to cap-
ture the temporal dependencies while the Cholesky decomposition of a matrix composed
of the AR residual noise vectors models the spatial correlations among wind speed time-
series data. A similar spatio-temporal dependence model is considered in [136], where
autoregressive moving average (ARMA) models are used to capture the temporal depen-
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dencies instead of AR models. The models [135, 136] may produce negative values of
wind speeds as also explained in [141], which limits their application for simulation of
wind farm power production. To remove the generation of negative wind speed values,
the authors in [137] use the theory of principal component analysis (PCA) in place of
Cholesky decomposition to model the spatial dependence of neighboring wind turbines.
PCA transforms the multivariate correlated time-series data into a set of uncorrelated uni-
variate time-series data so that an appropriate ARMA model can be selected for each uni-
variate time-series data. Spatially uncorrelated samples are generated from each estimated
ARMA model, which are in turn transformed to correlated wind speeds through an inverse
PCA procedure. A major shortcoming of [137] is the requirements of having Gaussian and
stationary data as inputs for the model, which could be difficult to satisfy. The ARMA-
based spatio-temporal models lack adequate flexibility to model the dependence among
the power productions of multiple neighboring wind turbines. In addition, the assumption
of linear temporal dependence in wind modeling for the works in [135–137], makes them
inappropriate to precisely model wind farm power production which is often non-linearly
dependent across time (see Fig. 4.2).
To address these drawbacks, some research works have utilized copula theory for
modeling the spatio-temporal modeling of wind farm power production. The probabilis-
tic model in [138] captures the spatio-temporal correlations of the power generated from
multiple turbines using a multivariate Student-t copula and introduce a sampling algo-
rithm to create wind power generation scenarios. The scenarios of wind turbines pro-
ductions have been created through the sampling of a conditional density function found
using the Student-t copula distribution. The methodology presented in [138] has two ma-
jor drawbacks: changes in statistical characteristics of simulated wind power scenarios
with different choices of the initial sampling condition; and being computationally expen-
sive. In [139, 140] probabilistic models are proposed that use vine copula and capture
the spatio-temporal dependence among wind power resources, while removing the limi-
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tation of initial sampling condition as considered in [138]. A drawable vine (D-vine) is
used in [139] to model the mismatch between the actual and forecasted wind power data
across multiple wind energy resources. Historical data from offshore wind farms in Bel-
gium are used as the actual data, while appropriate forecast methods are used to forecast
wind generations. The wind power forecasts added to wind power mismatches, which are
generated using the D-vine copula and appropriate inverse CDF transformation, help cre-
ate different scenarios of wind farm production. In [140], a vine copula is used to model
the spatio-temporal dependence between wind speeds of the turbines. Then, wind speed
samples generated by the properties of vine sampling and inverse cumulative density func-
tion are converted to wind power generations. The methods presented in [139, 140] offer
flexibility to choose different pair copulas to form the joint distribution of output power
of multiple neighboring wind turbines. However, the computational cost for estimating
the parameters of pair copula construction increases exponentially with an increase in di-
mension [132, 133]. To address this issue, the research study in [140] proposed to reduce
the vine copula dimension using a reduction algorithm based on a likelihood ratio test
from [132]. While promising, as detailed in [142], this method leads to an inexact trun-
cated vine copulas. Therefore, the dependence among the wind power resources is not
properly characterized. Moreover, the computational complexity to form a vine copula
in higher dimensions, as explained in Chapter 3, limits the usefulness for the non-linear
models in [138–140].
The limitations of the previously described methods and the need for real-world wind
power production scenarios, which play an important role in power system planning stud-
ies, motivate the development of the Hourly Mixed Copula Model (HMCM). The HMCM
has been developed using Gaussian and Archimedean copulas. First, Gaussian copula
is used to model the spatial correlation among the output power production from differ-
ent turbines. Gaussian copula densities are estimated for each time instant (e.g. hourly),
without considering the temporal correlations. The utilization of Gaussian copula offers
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Figure 4.2: Scatter plots of historical wind power data for consecutive hours 1 and 2 at a
wind site in Oregon, USA [2].
the flexibility to capture the spatial correlations among a large number of turbines with
reduced computational burden. Next, the temporal correlations are modeled by using a
sampling procedure based on bivariate Archimedean copulas. This sampling procedure
assumed that wind data at any hour only depends on the wind data of its previous hour.
This assumption was made based on the results in [143, 144], which have shown that
hourly wind data could follow a first order Markov chain model. The motivation for using
Archimedean copulas to model the temporal dependence is that the output power pro-
duction is often non-linearly dependent across time and Archimedean copulas are able to
capture this non-linear dependency. More details of the HMCM are discussed next.
4.2 Hourly Mixed Copula Model
Generally, the joint modeling of spatial and the temporal dependence of multiple variables
is computationally challenging [145]. In particular, the modeling of the spatio-temporal
correlations among wind power resources often requires exhaustive computational burden.
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To address this computational complexity, the hourly mixed copula model, a hierarchical
copula-based approach, has been developed for probabilistic modeling of the wind power
production of a single farm. The HMCM aims to incorporate the spatial and temporal
correlations among output power productions from different turbines within a farm, when
simulating the wind farm production. It is assumed that the wind data across different
hours follow a first-order Markov process, i.e. the wind data at the current hour only
depends on that of the previous hour. The spatial dependence among different turbines
is captured using multivariate Gaussian copulas and the temporal dependence across dif-
ferent hours is modeled using Archimedean copulas. The utilization of Gaussian copula
offers the flexibility to capture the spatial correlations among a large number of turbines,
while the Archimedean copulas models the temporal dependence between the wind data
across different hours.
The HMCM is generally unknown, i.e., its parameters are unknown and need to be
estimated. In this dissertation, historical wind speed data is used to estimate the HMCM
parameters. The reason for considering wind speed data, as opposed to wind power data, is
that wind power data are often not readily available and may be unreliable due to failures in
different turbine equipment [137]. Historical wind time-series data, with the same length
Ts, is considered for a total of N turbines that are part of a wind farm. It is assumed that
each turbine contributes to a set of M wind speed samples whi1,w
h
i2, . . . ,w
h
iM, i = 1,2, . . . ,N
at each hour h,h = 1,2, . . . ,24. The Gaussian copula cGh is used to model the spatial de-
pendence among different turbines at hour h,h = 1, . . . ,24. Additionally, cij( j−1) is used
as the copula to model the temporal dependence between the wind data at hours j and
j− 1, j = 2,3, . . . ,24 for turbine i, i = 1,2, . . . ,N. The estimation of HMCM requires the
fit of copulas for both the spatial dependence and the temporal dependence. To find the
best copula models, marginal CDFs are to be determined. As considered in Chapter 3, the
Weibull distribution function has shown to be a suitable model of wind speed probability
distribution. Therefore, the marginal PDF and CDF for hourly wind speeds are estimated
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using a Weibull distribution. After the marginal CDFs are obtained, Spearman’s ρ is
used to estimate the corresponding Gaussian copula parameters θ 1, . . . ,θ 24 for the spatial
dependence (see (3.7) and (3.8)). To model the temporal correlations, the Archimedean
copulas of Table 3.2 have been used. Although, in this dissertation, only the Frank, Gum-
bel and Clayton copula were considered as part of the HMCM. It is important to note that
the HMCM can be implemented with other types of Archimedean copula. To estimate
the parameters of the Frank, Clayton, and Gumbel copulas, their dependence relationship
with the Kendall’s τ is utilized. Such dependence relationship can be seen in Table 3.2.
The best copula model for cij( j−1) is the Archimedean copula distribution that leads to the
smallest AIC value (see (3.10)).
With the identification of the parameters of the HMCM, it can be used to generate
spatially and temporally dependent wind power data. The generation of wind data plays
an important role in power system operational planning studies, for which large number of
wind power scenarios are required. In particular, the HMCM will later be used in Chap-
ter 5, to create wind power scenarios when studying the problem of optimal replacement of
CGs by wind energy resources. The data generation procedure using the proposed HMCM
is shown in Fig. 4.3, and can be summarized as the following steps:
Step 1 Matrix W h ∈RM×N containing the wind speed data for all N turbines at hour h,h =












32 · · · whN2
...
...






3M · · · whNM

, (4.1)
where the element whi j represents the j
th sample of wind speed data at ith site (tur-
bine) and hour h. M < Ts is the number of wind data samples, which are obtained
for each hour h from the historical wind time-series data.
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Input: Historical wind speed time-series
data for all N turbines within a farm
Step 1: Construct matrix W h containing wind speed data for
all turbines at hour, h,h = 1,2, . . . ,24
Step 2: Estimate the marginal PDF and CDF for wind speeds
of each turbine at each hour using a Weibull distribution func-
tion
Step 3: Apply CDF transformation to convert hourly wind
speeds into uniform values over [0,1]
Step 4: Fit a Gaussian copula for spatial dependence modeling
among all turbines at each hour. 24 correlation matrices are
estimated.
Step 5: Generate 24 sample vectors S1, . . . ,S24 based on the
obtained Gaussian copula in Step 4
Step 6: Modify each sample vector S j into S+j for the addition
of time dependence between samples using (4.2), j = 2, . . . ,24
Step 7: Transform the created samples S1,S+2 . . . ,S
+
24 into wind
speed values using the inverse marginal CDFs estimated in
Step 2
Output: Hourly wind speed samples for all
N turbines, with spatial and temporal cor-
relations similar to the input data in Step 1
Figure 4.3: Flowchart of the wind speed data generated using the developed HMCM.
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Step 2 The marginal PDF for wind speeds of each turbine at each hour is estimated using
a Weibull distribution given by (3.22), with hourly shape and scale parameters
obtained using (3.23) and (3.24).
Step 3 Each hourly wind speed sample is converted into uniform value over [0,1] using
the CDF of Weibull distribution given by (3.25).
Step 4 Next, a Gaussian copula is fitted to capture the spatial dependence among all the
turbines at each hour. Therefore, there are a total of 24 correlation matrices to be
estimated. The correlation matrices are estimated based on Spearman’s ρ using
(3.7) and (3.8).
Step 5 Using the obtained 24 Gaussian copulas, sample vectors S1, . . . ,S24, uniform over
[0,1] are generated, where S j = (s1 j,s2 j, ...,sN j) is the sample vector for all the
turbines at jth hour, where si j ∈ [0,1], i = 1, . . . ,N denotes the sample created for
each ith turbine and the jth hour. It should be noted that the generated samples
are independent of the marginal distributions because they are uniform values over
[0,1], which indicates that any appropriate transformation of the wind speed data
into uniform values could be used in Step 3.
Step 6 To incorporate the temporal correlations of the wind data, a new sample vector
S+j , j = 2, . . . ,24 is created using
s+i j = hi
−1(si j,si( j−1)|α), (4.2)
where hi(si j,si( j−1)|α) = F(si j|si( j−1)) denotes the conditional distribution func-
tion between si j and si( j−1) for ith turbine. Generally, h(x,v|α) can be obtained





where x and v are uniform random variables over [0,1]. The copula function
C(x,v|α) and the corresponding parameter α needs to be determined. As men-
tioned earlier, only Archimedean copulas are utilized for characterizing the tempo-
ral dependence. More specifically, the Archimedean copula parameters are calcu-
lated using the Kendall’s τ , which is obtained from wind speed data of consecutive
hours for all the turbines. After the parameters are estimated, the best copula is
obtained with the minimum AIC value (see (3.10)).
Remark 2 For the computation of 4.2, the formulation of the h−1(·) function is
needed. For Clayton and Frank copulas the h−1, inverse function of 4.3, is given
in (4.4) and (4.5), respectively [122, 146].

















where u1 and u2 are uniform random variables over [0,1]. For the Gumbel copula,
there is no closed form to write the function h−1. Numerical approximations based
on the bisection method [147] have been used to calculate the inverse function
from the values calculated with (4.6).














with u+1 =− logu1 and u
+
2 =− logu2.
Step 7 S1,S+2 , . . . ,S
+
24 are transformed into wind speeds by applying the inverse marginal
CDFs estimated in Step 3.
Remark 3 The generated wind speed data from Steps 1 to 7 are further converted to wind
power generations using the wind turbine power curve, as formulated in (3.1).
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4.3 Performance Evaluation of the HMCM in Modeling
Wind Farm Power Production
To demonstrate the effectiveness of the HMCM, it has been compared to three other
methods: the multivariate autoregressive (MAR) model in [135]; the PCA-ARMA model
in [137]; and a global multivariate Gaussian (MVG) copula-based method. The reader
is referred to [135, 137] for more details about the procedure to follow for implementa-
tion of the PCA-ARMA and MAR methods. For the MVG copula-based approach, only
one copula function has been estimated in modeling the spatial and temporal correlations
of wind turbines power productions. The estimation of the Gaussian copula correlation
matrix is performed using (3.7) and (3.8). To create wind scenarios using the MAR and
PCA-ARMA models, appropriate MAR and ARMA models to be fitted to the historical
wind data needed to be determine. This was done using the Yule-Walker method or the
Box-Jenkins method, as described in [148, 149]. These methods ensure that the residuals
of appropriate MAR and ARMA models, selected as best fit for wind time-series data, are
approximately equivalent to a white noise.
The adequacy of the residuals being white noise was checked using the property of
auto-correlation function (ACF). Let z1,z2, . . . ,zt , . . . ,zM be M successive random obser-
vations of a time-series. These observations are assumed to be made at equidistant time
intervals. For any time instant t, the auto-correlation rk at lag k, that is the correlation





where E[·] stands for the expectation operator and µ is the mean of the time-series data.
From 4.7, it can be seen that for lag k = 0, the coefficient rk equals one. For any time-series
signal equivalent to a white noise, the ACF is such that rk is zero for lags k > 0 [149]. As
an example, Fig. 4.4 presents the auto-correlation function of a white noise.
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Figure 4.4: Residual test for MAR or ARMA model fitted to hourly wind time-series data.
The ACF indicates that such residual is equivalent to a white noise due to the fact that the
correlation values for lag k ≥ 1 are approximately zero.
For simulation purposes, data obtained from the National Renewable Energy Labora-
tory wind dataset [2, 129] is utilized as historical wind data for the turbines within a wind
farm. Three years of wind speed data, recorded every five minutes for each turbine, are
used. This leads to the length of each time-series equal to 365× 24× 12× 3 = 315360.
The dataset contains twelve univariate wind time-series data, which indicates a wind farm
with a number up to twelve turbines can be simulated. The pairwise Spearman’s corre-
lation values between the univariate wind time-series data, presented in Fig. 4.5, indicate
that the turbines power productions are highly correlated. Thus, the turbines are close
enough in terms of geographic location, to be considered as part of the same wind farm.
Results obtained for two scenarios with a total of six and twelve turbines within a wind
farm are presented in the dissertation. However, different number of turbines may be cho-
sen for simulations. Figure 4.6 shows the probability distribution of the wind speeds for
the case of six turbines. It is seen that the PDFs of the wind speeds at the turbines are
different, which indicates that the power production of each turbine need to be modeled
for simulation studies.
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Figure 4.5: Spatial correlation matrix of wind turbines power productions.
Two metrics were used to study the effectiveness of the developed model and the
other models under consideration: the Euclidean distance and the Kullback-Leibler (KL)
divergence. The Euclidean distance (ecd) quantifies the similarities of spatial and temporal
correlations between simulated and historical wind data. For N turbines, the total number
of pairwise spatial correlation values among turbines are Np = (N2−N)/2. Let ρhistj and
ρsimj ( j = 1,2, ...,Np) be the pairwise Spearman’s correlation values among the turbines
for historical and simulated data, respectively. The Euclidean distance for similarities in





(ρhistj −ρsimj )2. (4.8)
A similar formulation as (4.8) can be written for similarities in term of temporal correla-
tions for simulated and historical data. However, the values for hourly wind dependence
should be used and the total number of hourly temporal correlations have to be considered
instead of Np. For Nh hours, the number of temporal hourly correlations, Ntemp, is:
Ntemp = N(Nh−1) (4.9)
The second metric used is the KL divergence, also referred to as KL distance in
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Figure 4.6: Histograms of the historical wind speed data for six turbines.
this dissertation. This metric measures the closeness between the PDFs of simulated and
historical wind speed data. For two Weibull densities, assumed as probability density
for wind speed distribution, with shape parameters ki and scale parameters li (i = 1,2),
denoted as f1(x|k1, l1) and f2(x|k2, l2), the KL divergence to measure their similarity is
written as [150],























where Γ and γ ≈ 0.5772 are the gamma function and the Euler-Mascheroni constant, re-
spectively. The largest KL distance obtained by comparison of simulated and historical
wind speeds at all turbines, is used to represent the final distance value to evaluate the
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Figure 4.7: Goodness-of-fit comparison based on Akaike Information Criterion.
effectiveness of each wind modeling.
Figure 4.7 shows the AIC results obtained for the considered Archimedean copula
functions when the wind data is analyzed using the HMCM. These results represent the
performance of each copula in modeling the temporal dependence between consecutive
hourly wind data. It is seen that the Frank copula is the best selection due to the fact that
its AIC values are the smallest. Note that for a different dataset, the Frank copula would not
necessarily be the best selection. However, this does not affect the HMCM performance
because its formulation includes a selection procedure of the best copula for modeling the
temporal dependence of wind data. With the Gaussian and Archimedean copulas being
estimated, the HMCM can generate hourly wind data with similar probability distributions
as the historical data. This is confirmed by the results shown in Figs. 4.8-4.10 for wind
speeds simulated at the first hour for different turbines.
Table 4.1 shows the ecd and KL distance obtained when comparing the historical data
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Figure 4.8: Comparison between HMCM simulated wind speeds and historical wind data
for turbine 1 at hour 1.
Figure 4.9: Comparison between HMCM simulated wind speed and historical wind data
for turbine 2 at hour 1.
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Figure 4.10: Comparison between HMCM simulated wind speeds and historical wind data
for turbine 3 at hour 1.
to the simulated wind speeds using different models. The calculated ecd values indicate
that for the NREL dataset considered, the HMCM outperforms the MAR and PCA-ARMA
models in retaining the spatio-temporal correlations of the wind data. It is also observed
that the ecd values of the HMCM are similar to the MVG model. However, one advantage
of the HMCM in comparison to MVG is that it requires smaller number of copula param-
eters to be estimated. As an example, for a total of six turbines, the number of estimated
parameters are 10,296 and 429 for the MVG and the HMCM models, respectively. Gen-
erally, as presented in Fig. 4.11, the total number of copula parameters to be estimated for
the MVG are in average 24 times higher than the developed HMCM.
The KL distance values shown in Table 4.1, indicate that HMCM produces wind
speed data that better fit the historical data than the MAR, the MVG and PCA-ARMA
models. This is explained by the fact that unlike the models under comparison, the
HMCM is capable of modeling non-linear temporal dependence that may exist in wind
time-series data. Moreover, compared to the other methods, the HMCM requires less
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ecd (temporal) 1.72 1.78 0.54 0.36
ecd (spatial) 0.35 0.39 0.15 0.15
KL distance 0.12 0.14 0.08 0.02
Twelve turbines
ecd (temporal) 2.95 2.88 1.16 0.82
ecd (spatial) 0.84 0.92 0.41 0.40
KL distance 0.27 0.29 0.11 0.05
Figure 4.11: Comparison between the total number of estimated copula parameters of the
MVG and HMCM models. The Y-axis represents the ratio of the number of the MVG
parameters to the number of HMCM parameters. For the total number of turbines larger
than 50, the ratio values are 24, which indicate that the total number of copula parameters
for the MVG are 24 times higher than the HMCM. The convergence to a value of 24
could be explained by the hourly classification of the wind data and the Markov chain
assumption between consecutive hourly wind speeds of the developed HMCM.
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Table 4.2: Comparison of the computation times.
Six turbines Twelve turbines





computational time to generate the same number of wind data scenarios as presented in
Table 4.2. It should be noted that the simulation studies were performed on a computer
with i7-8700 CPU, 3.20GHz core, and 64.0GB RAM. For off-line simulation studies, the
difference in the computational times appears to be insignificant. However, the required
procedure of transforming wind time-series data as Gaussian and stationary for the MAR
and PCA-ARMA models, could lead to significant loss of information and result in inac-
curacy in generated wind speed scenarios.
The simulated wind speeds from all the methods are converted into wind power us-
ing the wind turbine curves formulated as (3.1). Histograms and CDFs of output power
production, considering a farm with six wind turbines wit 5 MW each, are presented in
Fig. 4.12 and Fig. 4.13, respectively. It can be seen that HMCM produces similar PDF
and CDF as the historical data, and provides better results than both PCA-ARMA and
MAR models. In addition, the results shown in Figs. 4.14 and 4.15, further confirm that
the HMCM properly incorporates the spatio-temporal correlations of the turbines power
productions, as previously indicated by the ecd distances in Table 4.1.
The previous results demonstrated that the data generated by HMCM characterized
the actual measured wind farm data more accurately than MAR and PCA-ARMA models.
Other case studies, discussed next, have been conducted to demonstrate further advantages
of the HMCM in comparison to the considered probabilistic wind models.
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Figure 4.12: Histograms of total output power from a wind farm containing six turbines
with 5 MW each.
Figure 4.13: CDFs of total output power from a wind farm containing six turbines with 5
MW each.
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Figure 4.14: Comparison of temporal correlation matrices of a turbine power power pro-
duction. The x-axis and y-axis represent time in hours.
Figure 4.15: Comparison of spatial correlation matrices of wind turbines productions. The
x-axis and y-axis represent total number of turbines.
4.4 Effect of Wind Modeling Uncertainties on Power Sys-
tem Planning Studies
Here, the need for the HMCM model is demonstrated by its application in power system
steady-state stability and economic dispatch planning studies, when high levels of wind
energy resources have been considered. Specifically, the impact of the uncertainty in wind
system modeling on bus voltage magnitudes, loadings of transmission lines, and average
daily cost of operations has been studied. A modified IEEE 30-bus system, as shown in
Fig. 4.16, was considered as a testbed for simulation studies. This system contains six
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conventional generator buses, 41 transmission lines, and a total number of 19 load buses.
The daily load profile, shown in Fig. 4.17, has been used as load variation, for which the
peak value of 1 p.u. represents an active load of 394.22 MW. To simulate the changes in
reactive power of the load buses, it has been assumed that the load values changed with a
constant power factor. The constant power factor load model has been considered because
it is a good approximation of the changes of loads in a real-world power system for power
system steady-state stability studies, as discussed in [76].
4.4.1 Steady-State Stability Analysis
Six cases were created for steady-state analysis, with the wind farm placed at different
buses. The placement of the wind farm on different buses was considered so to take into
consideration the location dependency of the impact of WPG on power systems. The
cases are named cases 1 to 6 for wind farm production simulated at buses 6, 9, 22, 25,
27 and 28. The selected buses are marked with the legend WF (wind farm) in Fig. 4.16.
For each case, the ratio of total rated wind power to the peak load was close to 32%.
Power flow computations with 20,000 samples of daily wind power generation and a fixed
daily load profile were conducted and analyzed. For comparison purposes, the power flow
computations are analyzed with different samples created using the HMCM, the MAR
and the PCA-ARMA models. Besides, the problem is examined with samples simulated
from an independent modelling for which the spatial and temporal correlations among
the generated power from different turbines have been ignored. To quantify the impact of
wind uncertainty on steady-state voltage stability, the probability of bus voltage violations,
referred to as Pvv, is studied:
Pvv = 1−Prob(0.95 <Vbus < 1.05), (4.11)
where Vbus is the bus voltage magnitude in p.u, and Prob(·) stands for the probability
operator. Additionally, the utilization factor of the transmission lines are also considered.
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where Sactuall and S
max
l represent the apparent power flow and capacity rating of a trans-
mission line l, l = 1,2, . . . ,L.
With the power flow results obtained with three years of the historical wind data as
a reference, the relative errors in average utilization factor calculated based on different
models are shown in Fig. 4.18. Let Reshist and Ressim, represent the results based on





The transmission lines with the highest loadings are considered to illustrate the effec-
tiveness of each model. When the correlations among the output power production from
different turbines are neglected, an inaccurate assessment of the transmission line load-
ings is achieved. This incorrect assessment may lead to ineffective mitigations by system
planners, which could jeopardize power system stability. It is also seen from Fig. 4.18 that
HMCM yields the smallest errors in utilization factor of the lines. These results indicate
that the HMCM provides a better quantification of the impact of wind power generation
uncertainty on the transmission lines compared to the MAR and PCA-ARMA models.
Table 4.3 presents the probability of voltage violation at two critical load buses for
four different cases. The most critical load bus refers to a bus with the largest probability
of violation, as defined in (4.11). It is observed that the probabilities obtained with the
HMCM are similar to the ones obtained from the historical data. It is also seen that the
HMCM provides a better evaluation of the bus voltage violation than the MAR and PCA-
ARMA models. Moreover, these results show if the dependencies between turbine power
productions are ignored, the power flow simulation studies would not properly reflect the
impact of WPG variability on changes of voltage magnitudes at the critical load buses.
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Figure 4.16: One line diagram of a modified IEEE 30-bus system. The buses with legend
WF are the locations where wind farm production is simulated.
4.4.2 Economic Dispatch with Uncertain Wind Power Generation
In Section 4.4.1, it has been demonstrated that HMCM-simulated wind scenarios led to
an accurate assessment of wind generation on power systems. However, for HMCM wind
modeling to be used in optimal planning studies as in Chapter 5, it should lead a cor-
rect estimation of costs of operations of power systems. Therefore, a daily economic
dispatch (ED) has been repeatedly analyzed for 20,000 scenarios of wind farm power
production using the HMCM. For comparison purposes, the ED were also solved for the
same number of wind generation scenarios created with MAR, PCA-ARMA and the in-
dependent models. The economic dispatch is an optimization problem, for which the total
costs of operations need to be minimized. The minimization is such that several network
constraints should be satisfied. The ED problem is formulated from (4.14) to (4.18).
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Figure 4.17: Total daily load profile in per unit (p.u.), on a 395 MVA base. The peak load
is considered as 1 p.u.
Figure 4.18: Relative error in average utilization factor of selected transmission lines for
different types of uncertainty modelling of wind power production.
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Table 4.3: Voltage violation at the critical load buses calculated from 20,000 scenarios of
wind generation.
Probability of voltage violation, Pvv (%)
Bus 24 Bus 30
Data type Case 1 Case 2 Case 3 Case 4
Historical 15.25 9.76 8.52 6.44
MAR 8.35 5.36 4.87 4.02
PCA-ARMA 8.12 4.70 4.25 3.86
HMCM 14.90 9.25 8.62 6.54














0.95≤ vbus≤ 1.05, (4.15)
0≤ Pw ≤ Pmaxw , (4.16)








where, Pg is the output power of a conventional generator bounded Pming and P
max
g ; Pw is
wind farm output power bounded by maximum Pmaxw ; Cg(Pg) is the cost function of a con-
ventional generator; and Cw(Pw) is the cost function of a wind farm. For the conventional
generators, a quadratic cost function is often used, while a linear cost function is assumed
for wind-powered generators [151]:
Cg(Pg) = agP2g +bgPg + cg, (4.19)
Cw(Pw) = bwPw. (4.20)
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The cost coefficients ag, bg, and cg obtained from [152, 153] and shown in Table C.1 have
been used for simulation purposes. The cost coefficient bw is chosen as the smallest of
the coefficients bg. This is to represent the fact that rapid progress in technologies and in-
centives paid by government lead to wind power being able to compete with conventional
fossil fuel based generations [3]. The constraints defined from (4.15)-(4.17) separately
represent the conditions of voltage limits and generation output limits. The power balance
equation (4.18) ensures that the system meets the total demand D(t) at any time instant t.
The ED optimization problem described by (4.14-4.18) has a quadratic objective function
and its constraints can be represented as linear. Hence, it can be solved using quadratic
programming algorithms. Quadratic programming algorithm refers to methods that can
solve optimization problems, in which the objective function is represented as a quadratic
function while the system constraints are assumed to be linear. The methodology devel-
oped by Reid and Hasdorff in [154] served as a solution to the considered ED problem,
which was implemented in Gurobi software [155].
The average daily costs of operations for different modeling approaches are shown
in Tables 4.4 and 4.5. The presented results were obtained for a wind farm placed on
either bus 27 or bus 28, respectively. With the cost obtained with historical data chosen
as a reference, it is observed that the relative error in the average cost of operation is the
smallest in both scenarios, i.e. 1.38% and 1.47%, when HMCM is used to generate wind
power scenarios. In other words, the HMCM provides a more accurate estimation of the
grid operation costs with high wind energy resources than the other compared methods.
The results shown in Tables 4.4 and 4.5 also indicate that independent modeling of wind
energy resources provides the worst estimation of the costs of operations, while the MAR
performs slightly better than PCA-ARMA.
4.5 HMCM Application with Large Number of Turbines
The results previously presented were obtained with wind farms containing a maximum
number of twelve turbines. Whether HMCM is applicable for cases with larger number
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Table 4.4: Average daily cost of operations based on 20,000 scenarios of wind farm power
production placed on bus 27.






Table 4.5: Average daily cost of operations based on 20,000 scenarios of wind farm power
production located at bus 28.






of turbines within a wind farm, is yet to be addressed. In what follows, the properties of
parallel computation and clustering of time-series data in improving the HMCM, so that it
remains a computationally tractable algorithm for higher dimensions, are discussed. The







where Nh is 24 for hourly wind data classification. From (4.21), it is seen that the total
number of parameters increase with the square of the number of turbines N. One main ad-
vantage of the HMCM is that all the copulas to model spatial dependence across different
time instants can be simultaneously estimated using parallel computation techniques. This
will automatically lead to a reduction in computational time with no modifications to the
algorithm presented in Section 4.2.
Clustering of the wind turbines into different groups based on measures of similar-
ity between their time-series data can further improve the computational time. Similarity
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distance measures based on Euclidean distance [156], Pearson’s cross-correlation [157],
k-means [158], to name a few, have been used in clustering studies of time-series data.
Additionally, the KL divergence formulated in (4.10) can also be used for this purpose. A
remaining challenge is the determination of the appropriate number of clusters, which was
not investigated in this dissertation.
4.6 Summary
In this chapter, the HMCM was proposed for the joint modeling of the spatio-temporal
dependence between output power productions of the wind turbines within a farm. The
HMCM was developed using the properties of multivariate Gaussian and Archimedean
copulas. The Gaussian copula modeled the spatial correlations among the output power
production of different turbines, while the Archimedean copula modeled the temporal de-
pendence of wind power generations across hours. The simulation results, performed us-
ing historical wind time-series data, showed that the developed HMCM produced accurate
scenarios of wind farm power production with a significant reduction in the total number
of copula parameters needed to be estimated.
The usefulness for the HMCM was demonstrated by its application in power system
steady-state stability and economic dispatch planning studies, when high levels of wind
energy resources were considered. The case study results indicated that wind power sce-
narios generated from the HMCM led to accurate assessment of the impact of wind gen-
eration uncertainty on bus voltage magnitudes, loadings of transmission lines, and daily
costs of grid operations. Moreover, the results showed that the HMCM were able to pro-
vide a better estimation of the effects of wind power generation on steady-state operation,
compared to other existing approaches in the literature.
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Chapter 5
Optimal Replacement of Conventional
Synchronous Generators by Wind
Power Generations
5.1 Problem Formulation
With the large-scale adoption of renewable energy resources, a significant number of con-
ventional generation units could be replaced with wind energy resources. An optimal way
to replace the conventional resources with wind energy resources is yet to be determined.
This chapter builds upon the research works presented in the previous chapters to address
this pressing research problem. It should be noted that the research work presented in this
chapter constitutes the main goal of this dissertation, which is the optimal replacement
of traditional generation units with higher penetration levels of wind energy resources in
power systems.
Let Pt be the total amount of wind power generation to be integrated into an electric
power system. Pt is such that the capacity of wind production in the system can be consid-
ered as high wind energy penetration. In this dissertation, a high wind energy penetration
level is a ratio of total wind power to the total generation capacity greater than 20%. As
wind energy resources are added to the system, conventional generators are retired to keep
the total load and generation within the system in balance. For a seamless wind integra-
tion as described above, the following question should be answered: Is there an optimal
strategy solution (OSS) for identification of the traditional generation units to be retired
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and replaced by wind? The OSS should be such that the adverse impacts of wind power
generation uncertainty on the system stability and reliability are minimized. In addition,
the costs of scheduling of spinning reserves should not significantly change in comparison
to the cost before the replacement of CGs by WGs. Spinning reserve refers to the extra
generation capacity that is available to rapidly ramp up in case of a major generation loss
in the system [159]. The spinning reserve plays a vital role for reliable and economically
efficient power systems, as it reduces the outage costs [160]. Typically, the spinning re-
serve requirement is based on either a deterministic criteria or a stochastic criteria. As
explained in [161], the capacity of the largest online infeed is often used by power utilities
as SR requirement. Such criteria do not take into account either the uncertainties of load
and wind power generation, or the probability of loss of the largest generator. Thus, the
deterministic criteria do not schedule the proper amount of spinning reserves, as needed
by the system for each time instant (e.g. hourly). The stochastic scheduling of system
spinning reserves considers wind power and load uncertainties, and results into lower op-
erating costs than the deterministic scheduling, as shown in [162–165]. As a result, the
stochastic scheduling of spinning reserve is considered in this dissertation.
For Nc candidate conventional generators to be retired among a total of Ng conven-
tional generation units, the problem is formulated as follows:
Minimize the total adverse impact Rsys as well as the daily scheduling cost Cr of SRs,






















ug = Nc, (5.5)
where Pmaxg is the generation capacity of generator g, ug is a binary variable for which a
value of one (zero) indicates that generator g is selected (not selected) for wind replace-
ment; Pwad is the amount of wind power to be placed at a retired conventional generator
bus. Rstab represents the adverse impacts of wind power variability on system steady-state
stability, while Rrel quantifies the changes in system reliability as a result of wind power
intermittency. Stability and reliability indices, as explained later in this chapter, are used
to obtain the values of Rstab and Rrel . A linear cost function (5.2) with parameter kr, as
described in [74], is assumed for the amount of hourly spinning reserves Prg provided by
a conventional generator g.
The constraint in (5.3) ensures that the amount of generation capacity displaced is
not larger than the amount of wind generation added to the system. The equality con-
straint in (5.4) enforces that an exact amount of Pt of WPG is added into the system,
while (5.5) enforces the number of CG buses to be selected. The optimization problem
in (5.1) and (5.2) is subject to other system constraints such as:
1. Generation output limit: Power generated from both conventional and wind gener-
ators are constrained by upper and lower limits, while the spinning reserve require-
ment Rreq(t) should be satisfied for each time instant t.
Pming ≤ Pg−Prg, (5.6)
Pg +Prg ≤ Pmaxg , (5.7)













where Pg is the output power of a conventional generator g, Pw is the power pro-
duced from a wind-powered generator; and D is the demand. The replacement of
traditional generation units for higher levels of wind energy resources leads to an
increase of uncertainties in system power production. Hence, the scheduled spin-
ning reserves need to be modified to take into account the different system changes.
This is done using the formulation in (5.9). The hourly reserve requirement Rreq(t)








where, Pwindrated is the total rated capacity of wind power generation and P
wind
av is the to-
tal available wind power, obtained from wind power generation scenarios. The wind
power scenarios are created using the HMCM in Chapter 4. The term maxg(Pmaxg )
provides the largest online generation capacity in the system. The Loss-of-Load













The reserve requirement, as formulated in (5.11), takes into consideration the LOLP
under the loss of the largest generation capacity, and the mismatch between sched-
uled and available wind power generations. Hence, it can be interpreted as a stochas-
tic scheduling of the system spinning reserves.
2. Voltage and line power flow limits: The bus voltage magnitudes should not violate
the following limits:
0.95≤ vbus ≤ 1.05. (5.13)
The optimization problem described from (5.1) to (5.13) is stochastic in nature, due to
the uncertainties in demand and wind power generation. Moreover, the problem involves
the optimization of more than one objective function, which can be difficult to solve. Fur-
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thermore, the identification of the set of Nc candidate conventional generation units to be
replaced by wind-powered generators increases the problem complexity. To address these
challenges, this chapter introduces a solution methodology to the problem in consideration
which is discussed next.
5.2 Proposed Solution Methodology
To reduce the complexity of the problem described in Section 5.1, it is decomposed into
two sub-problems. The first sub-problem minimizes (5.1), while considering the constraint
in (5.5) for identification of the traditional generation units to be replaced by wind power.
These generators are found through simulation-based sensitivity analysis, which help rank
the generators from best to worst candidates for wind replacement. The best candidate,
is a generator whose outage leads to the smallest negative impact on steady-state voltage
stability, loadings of the transmission lines, and the system’s ability to meet the energy
demand of the customers.
The best selected CGs, found by solving the first sub-problem, are considered as
inputs to the original optimization problem. This leads to the formation of the second sub-
problem, which minimizes (5.2) considering all the constraints except (5.5). Although less
complex than the original optimization problem, the second sub-problem still involves load
and wind generation uncertainties. In this research work, a sample average approximation
(SAA)-based optimization algorithm, discussed later in this chapter, has been utilized as a
solution methodology of the second sub-problem.
The minimization of (5.1) requires the quantification of the adverse impacts of wind
power variability on power system steady-state stability and reliability. For steady-state
stability studies, it is important to analyze the changes in bus voltage magnitudes and line
power flows. Therefore, three indices have been considered for power system reliability
and steady-state stability assessment. The GVSI developed in Chapter 2 is utilized to
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assess system steady-state voltage stability margin. For the loadings of the transmission
lines, the utilization factor of the lines is used as a metric; while the Expected Energy Not
Served (EENS) is chosen as the reliability criterion. Before going into further details of
the sub-problems and their solution methodologies, the transmission line utilization factor
and the EENS are discussed.
5.2.1 Transmission Line Utilization Factor
Let L be the total number of transmission lines of a system. The utilization factor of any





where Sactuall and S
max
l are the apparent power flow and capacity rating of transmission
line l. Using an exponential cost function, a normalized Utilization Factor Index (UFI)






, u fl > th
UFIl = 0, u fl ≤ th,
(5.15)
where th is a threshold taking values between zero and one. It should be noted that an
increase in the value of threshold th leads to a decrease in UFI values calculated at the
same utilization factor, as seen in Fig. 5.15.
Based on the UFI of each transmission line, the overall congestion of the system is






A high value of UFIsys indicates that the system is more prone to thermal limit violations
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Figure 5.1: Comparison of the utilization factor index calculated for three different values
of the threshold th.
of the transmission lines. It should be noted that other cost functions than the exponential
cost can be used to quantify the system loading conditions.
5.2.2 Expected Energy Not Served (EENS)
Reliability is the ability of a power system to always serve the energy demand of the
customers [166]. Different indices exist in the literature to evaluate power system relia-
bility [167, 168]. The expected energy not served is chosen as reliability index to study
power system reliability, but other reliability indices can also be used. A Monte Carlo
simulation-based approach has been used to evaluate the EENS. For a total number of Ns








where Pngen and P
n
load are the available generation capacity and the peak load demand for
simulation scenario n. For each scenario, random samples of wind generation are simu-
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lated based on the HMCM in Chapter 4. Moreover, randomly uniform generated numbers
on [0, 1] are compared to the forced outage rate (FOR) of the conventional generation
units. A conventional generator for which the random generated value is smaller than its
FOR has no power production. Simulated wind generations and the generation capacity of
available CGs are added to obtain Pngen. The load P
n
load is the summation of all the active
load values, generated using (2.26) for a total number of Ns iterations.
5.2.3 Two-Stage Solution Algorithm
In this section, the main steps of the solution methodology for the problem in study is
presented in Fig. 5.2. These steps can be summarized as follows:
• Conduct power flow simulation studies for the identification of the CGs to be re-
placed by wind power resources. Power flow solutions are found for each CG outage
for different scenarios of loads and wind power generations. The power flow results
help calculate the EENS, GVSI and UFI to assess the adverse impacts of the outage
of each conventional generation unit.
• Rank each CG from best to worst based on GVSI, UFI and EENS calculated from
the power flow simulation studies. As an example, if the outage of each of these
three generators G1, G2 and G3 leads to GVSI values of 0.45, 0.34, and 0.51. Their
ranking in terms of GVSI would be G2 (1), G1 (2) and G3 (3).
• After the ranking from each criteria is obtained, a procedure, i.e. the analytic hi-
erarchy process (AHP) for multi-criteria decision making discussed in [169, 170],
is used to obtain the final ranking for the generators. Criteria refers to the GVSI,
EENS and GVSI metrics. In AHP methodology, weights are assigned to each crite-
ria based on prior knowledge or historical data. In this research work, equal weights
are assigned to each criteria. This is due to lack of historical data that could be used
to properly assign the weight of each criteria. For n criteria and m possible alterna-
tives, a decision matrix D is constructed to represent the importance of each possible
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choice (selection of CG) regarding each decision criteria [171]:
D =

d11 d12 · · · d1n
d21 d22 · · · d2n
...
... . . .
...
dm1 dm2 · · · dmn

, (5.18)
where each element di j is the capacity value of the ith (1≤ i≤m) choice with respect
to the jth (1≤ j ≤ n) criteria. For each criteria j, a pairwise comparison matrix M j
is formed as follows [172],
M j =

a11 a12 · · · amm
a21 a22 · · · a2m
...
... . . .
...
am1 am2 · · · amm

, (5.19)
with aii = 1 and aik = 1/aki, (1 ≤ i,k ≤ m). The aik represents the degree of pref-
erence of the ith alternative over the kth alternative. Values ranging from 1 to 9 are
frequently used to represent the degree of preference of one selection choice in com-
parison to the other choices [172]. The higher di j is in comparison to dk j ( j 6= k),
the higher is the degree of preference of aik with respect to ai j.
The eigenvalue of each M j is calculated in order to identify the eigenvector cor-
responding to the highest eigenvalue. Let’s denote the normalized version of such
eigenvector by Wj. The normalization transforms the elements of the original eigen-
vector to values between 0 and 1. The elements of Wj define the weights for each










where wi j is the weight of the ith alternative choice under the jth criteria. The
overall weight coefficient for each selection choice is the weighted average of the
different weight values obtained under each criteria. Under the assumption of equal








The best selection choice is the one with the highest AHP weight value.
• Upon identifying the most appropriate generators to be retired, referred to as first
stage solution of the first sub-problem, a sample average approximation (SAA)
model [173] is utilized as to solve the second sub-problem. The solution of the sec-
ond sub-problem, called second stage, determines the amount of WPG to be placed
at each retired traditional generation location.
5.3 Simulation Results: First Stage
In this section, the case study results obtained by studying the first sub-problem on two
different test cases are presented. To simulate the variability of wind power, wind power
generation scenarios were created using the HMCM, whose parameters are estimated us-
ing NREL historical wind data. Also, to evaluate the effectiveness of the CGs ranking
obtained in the first stage solution, it has been compared to results obtained with the ge-
netic algorithm (GA)-based method in [30]. The proposed methodology is compared to the
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Input: Wind power generation and
loads scenarios created using the HMCM
and Gaussian distribution, respectively.
Step 1: Run power flow simulations for the outage of each
conventional generation unit of the study system.
Step 2: Calculate the reliability and stability indices: EENS,
GVSI and UFI to quantify each CG outage.
Step 3: Rank each generator from best to worst based on the
calculate GVSI, UFI and EENS values.
Step 4: Use AHP methodology to rank the CGs from best to
worst candidate for wind replacement.
Step 5: Select the most appropriate generators to be retired,
then use SAA optimization-based methodology to obtain the
expected amount of wind power to be added at the retired con-
ventional generator buses.
Output: Finding of: 1) the CGs to be retired, 2) the
amount of WPG to be added at retired CG bus, and
3) the changes in scheduling of spinning reserves.
Figure 5.2: Flowchart of the developed methodology for optimal replacement of conven-
tional synchronous generators by wind power generations.
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work in [30] due to two main reasons: the relatively easy implementation of [30], and the
lack of similar research works in the literature as investigated in this chapter. Note that the
work in [30] helps determine optimal placement and design of hybrid photovoltaic/wind
system, however, optimal selection of CGs for wind replacement has not been considered
in this work. Therefore, a modified application of the work in [30] was considered, by
repeatedly solving the minimization of (5.1) for each CG replaced by wind. The best can-
didate for retirement is a generator whose replacement by WPG leads to the smallest value
of the objective function in (5.1).
5.3.1 Description of the Test Cases
The selection of traditional generation units for wind replacement has been studied using
two modified test cases: IEEE 30-bus [174] and 57-bus systems [74]. The 30-bus system
contains six conventional generators, six wind-powered generator buses, and a total of 41
transmission lines. The wind-powered generator buses are 6, 9, 22, 25, 27, and 28. The
wind power penetration is approximately 25%. All the conventional generators, except the
generator at the slack bus, are assumed to be available for wind replacement. The capacity
limits of the CGs, and their force outage rate (FOR) used for reliability studies are shown
in Table 5.1. Values ranging from 1 to 6% are usually assumed as FOR [175].
The 57-bus system contains seven CGs at buses 1, 2, 3, 6, 8, 9 and 12, and a total of
80 transmission lines. The system has been modified by adding WGs at buses 7, 11, 21,
22, 24 and 37. The WPP is approximately 30%. All the CG buses except the slack bus
(bus 1) are analyzed for wind power replacement. The capacity limits of the CGs of the
57-bus system, and their FOR used for reliability studies are shown in Table 5.2.
5.3.2 Ranking of Conventional Generators for Wind Replacement
Sensitivity analysis is conducted by the outage of CGs for both systems, while consider-
ing the uncertainties of wind power generations and load variations during the simulation
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Table 5.1: Output limits and forced outage rate (FOR) for conventional generators of the
IEEE 30-bus system.
Generator bus Pming [MW] P
max
g [MW] FOR
1 50 500 0.01
2 20 80 0.02
5 18 70 0.02
8 10 35 0.04
11 10 45 0.05
13 12 40 0.05
Table 5.2: Output limits and forced outage rate (FOR) for conventional generators of the
IEEE 57-bus system.
Generator bus Pming [MW] P
max
g [MW] FOR
1 20 580 0.04
2 10 100 0.02
3 5 140 0.01
6 10 100 0.03
8 10 550 0.06
9 18 100 0.04
12 35 410 0.06
studies. Power flow simulations were conducted using active load variations as shown
in (2.26). In addition, the loads were assumed to change with a constant power factor.
A total number of Ns = 50,000 of power flow scenarios were solved for reliability and
stability analysis.
Figure 5.3 shows the maximum GVSI values obtained for each CG outage considering
the 30-bus system. The maximum GVSI value is considered because it indicates the worst
case scenario in terms of steady-state voltage stability. It is seen that the highest GVSI
values are obtained when the CG at bus 13 has been turned off, indicating that the outage
of this generator has the most negative impact on the system voltage stability. This is
explained by the fact that this generator is located in neighborhood of the most critical
load buses, i.e. buses with large power consumption. Therefore, the outage of the CG at
bus 13 causes a reduction in power support near the critical loads, thus, leads to the largest
drop in bus voltage magnitudes. The opposite observation for CG at bus 13, is made when
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Figure 5.3: Maximum GVSI value for outage of CG in the 30-bus system.
the generators at the buses 2 and 5 are disconnected from the system. Their outages lead
to the least reduction in voltage stability margin, due to the fact that CG buses 2 and 5 are
not located in the proximity of the critical buses.
Table 5.3 presents the reliability results evaluated using the EENS, and the average
congestion of system transmission lines calculated from the utilization factor results ob-
tained with different values of the threshold th. The results indicate that outage of the
generator at bus 2 causes the highest value of EENS. This is due to the fact that the gener-
ation capacity at bus 2 is the largest when compared to buses 5, 8, 11 and 13. Ranking the
effect of CG outages on the loadings of transmission lines from the one causing the least
to the most adverse effects, an order of 2, 8, 5, 11, 13 is achieved. The final ranking of
the conventional generator buses is obtained using the combined AHP weights calculated
from their respective rankings based on the EENS, GVSI and UFI criteria.
Table 5.4 presents the generators’ rankings and the calculated AHP weights for the
30-bus system. The smaller the ranking number of a generator, the better is the generator
as a candidate to be retired and replaced by wind energy resources. It is observed that both
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Table 5.3: EENS and average utilization factor index results for generator outages of the
IEEE-30 bus system.






the proposed and compared methods identify the CG at bus 5 as the best candidate for wind
replacement, while the CGs at bus 11 and 13 are the worst. Rankings and AHP weights
of the analyzed CGs for the 57-bus system are also shown in Table 5.4. The largest AHP
weight is obtained for the CG unit at bus 3, indicating that this generation unit is the best
candidate for wind replacement. This is explained by the fact that there are no critical lines
or critical load buses in the approximate neighborhood of bus 3. The opposite observations
are made for bus 12, which make it less qualified for wind replacement.
It is observed that the final rankings obtained from both methods are approximately
similar, with few differences in some generator rankings. Both algorithms correctly iden-
tify the same best and worst candidates. However, as explained earlier, the original GA-
based method introduced in [30] cannot be directly used to rank the CGs for wind replace-
ment. A modified implementation of [30] was considered and used as a benchmark to
evaluate the effectiveness of the ranking methodology proposed in this dissertation. The
obtained results show that the proposed methodology identifies the best candidates among
traditional generation units, to be replaced by WGs without the utilization of an opti-
mization algorithm. Therefore, the proposed ranking approach reduces the challenges of
selection of optimization parameters and initial starting solution, which are often complex
to determine in optimization algorithm methodologies.
5.3.3 Discussion of generator ranking for wind replacement
To further test the validity of the obtained ranking for the generators, the generators of
the 30-bus system are classified into two groups based on their AHP values, as shown in
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Table 5.4: Final ranking of the conventional generation units for replacement by wind-
powered generators.
Modified IEEE 30-bus system
Generation units AHP weight (First stage ranking) GA-based method in [30]
Generator at bus 2 0.266 (2) 2
Generator at bus 5 0.277 (1) 1
Generator at bus 8 0.235 (3) 3
Generator at bus 11 0.112 (4) 5
Generator at bus 13 0.110 (5) 4
Modified IEEE 57-bus system
Generator at bus 2 0.196 (2) 2
Generator at bus 3 0.232 (1) 1
Generator at bus 6 0.172 (3) 4
Generator at bus 8 0.138 (5) 3
Generator at bus 9 0.152 (4) 5
Generator at bus 12 0.110 (6) 6
Fig. 5.4. Group 1 contains generators at buses 2, 5 and 8; while group 2 contains buses 11
and 13. From these groups, three set of synchronous conventional generators were created
for wind replacement. The sets are referred to set 1 to set 3. Set 1 contains generators at
buses 2 and 8, set 2 contains generators at buses 5 and 8, and finally set 3 contains buses
11 and 13. A total amount of 200 MW of additional wind power, has been assumed to be
equally shared at each generator bus for each set. For all the sets, simulation studies under
the same load variations and the same wind data are performed to evaluate the adverse
impacts of increase wind penetration on system steady-state stability and reliability.
Using the results obtained before wind replacement in the base-case as a reference,
the variations in terms of the voltage stability margin, EENS, and the congestion of the
transmission lines are analyzed for each set. Figure 5.5 shows the results for stability and
reliability variations for the three sets. It is seen that the results are similar in term of
EENS variation. This indicates that the impact of wind power variation on the system reli-
ability does not significantly change with substitution of any of the sets by wind-powered
generators. However, it is seen that the replacement of CGs at buses 11 and 13 by wind-
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Figure 5.4: Grouping of CGs based on final AHP weight values.
powered generators has higher adverse impacts on the system steady-state stability than
the retirement of conventional generation units of set 1 and set 2.
Other simulation studies considering the created sets with different wind dataset, dif-
ferent loading conditions, and different levels of additional wind generations; largely show
that set 1 and set 2 cause less adverse impacts on the system as opposed to set 3. This in-
dicates that the CGs of group 1 are better candidates for wind replacement than those of
group 2. Similar observations are made when sets are created based on the ranking of the
CGs of the 57-bus system. This seems to indicate that the first stage solution leads to a
proper ranking of the CGs for wind replacement. Therefore, more simulation studies are
conducted as part of the second stage to identify a conclusion.
5.4 Minimization of the Cost of Spinning Reserves
The results of the first stage solution allows to select the best candidates among the tradi-
tional generation units for wind replacement. The case studies indicated that the retirement
and replacement of the least impacted conventional generation units by wind power facil-
itates the integration of wind energy resources with reduced adverse impacts on power
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Figure 5.5: Average variation in stability and reliability indices for different sets with 200
MW of wind power being added to the 30-bus system.
system steady-state stability and reliability. However, there still exists a need to determine
the optimal amount of wind power to be placed at each retired CG bus, and the necessary
changes to be made in the allocation of the spinning reserves. These issues are addressed
in the study of the second sub-problem.
5.4.1 Second Stage Sub-Problem
With the first stage solution methodology, it is possible to identify the best Nc traditional
generation units to be retired and replaced by wind power. Thus, the optimization problem













Pwad = Pt , (5.23)
and the additional constraints in (5.7)-(5.13).
The optimization problem described above is stochastic in nature. The objective
function and the constraints involve uncertainties in wind power generation and/or de-
123
mand. As a result, stochastic programming is leveraged to model the problem.
5.4.2 Stochastic Programming and Sample Average Approximation
As defined in [173], stochastic programming (SP) is an approach which models optimiza-
tion problems involving uncertainty. There exists several stochastic approaches, among
those the sample average approximation method have been vastly used due to its relatively
easy implementation. Therefore, in this dissertation, the sample average approximation is
used to model the stochastic optimization problem (SOP) in Section 5.4.1.
Sample average approximation method, as described in [173, 176, 177], decomposes
a stochastic optimization problem into different scenarios-based optimization problems.
The scenarios are created to represent different random realizations of the uncertainties.
Each scenario defines an optimization problem, which can be solved using an appropriate
optimization algorithm. The final solution of the SOP is obtained as the expected value
of the solutions obtained with the different scenarios. Let ξ 1,ξ 2, · · · ,ξ NS be the set of NS
scenarios of wind generation and demand, with equal probability p= 1NS . The optimization
problem for any scenario ξ j, j = 1,2, · · · ,NS, is defined as follows:












Pwad = Pt , (5.25)
Pming ≤ Pg−Prg, (5.26)
Pg +Prg ≤ Pmaxg , (5.27)













Pw(t,ξ j) = ∑
d
D(t,ξ j), (5.30)
where, Nw is the number of WG buses after the replacement of Nc traditional generation
units by wind energy resources.
The optimization problem in (5.24)-(5.30) is deterministic, as it does not involve any un-
certainties. In addition, it is a linear optimization problem since its objective function and
constraints are linear. Therefore, it can be solved based on a linear programming algo-
rithms. In this research study, an interior point method has been implemented since it
leads to fast and accurate solution of the linear optimization problem at hand [178, 179].
The scenarios ξ j, j = 1,2, · · · ,NS, which need to be created for the uncertainties of
load and WPG influence the obtained solutions for (5.24). This indicates that accurate
characterization of these uncertainties are needed in order to obtain accurate solutions.
In addition, the number of scenarios should be such that the SAA model, combined with
linear optimization, form a computationally tractable algorithm. These challenges are
addressed based on the works in the previous chapters. The HMCM in Chapter 4 is utilized
to create a large number (e.g. 20,000-50000) of daily wind power scenarios, which are then
reduced to smaller number (e.g. 4800-6000) of scenarios using the PEM-sampling based
approach in Chapter 3. The load scenarios are created using (2.26) under the assumption of
constant power factor, and for a daily load change as shown in Fig. 4.17. In the following,
the implementation of the sample average approximation model and the case study results
obtained for the second stage are presented.
5.4.3 Simulation Results: Second Stage
For simulation purposes, it was assumed that three CG buses (NC = 3) needed to be retired,
when considering the modified 30-bus and 57-bus systems as described in Section 5.3.1.
From the results of Table 5.4, the top 3 candidates are chosen for retirement in each of the
test cases. These buses were 5, 2 and 8 in the 30-bus system; and 3, 2 and 6 in the 57-bus
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system. The number of scenarios NS was chosen as 4800 (see Chapter 3), while values
ranging from 10 to 15 $/MWh are usually assumed as kr [180]. The following results
were obtained with a kr = 15$/MWh. Besides, a total amount of 300 MW (Pt = 300) was
assumed as wind power generation to be added in each system. The value of 300 MW was
chosen to represent higher levels of wind energy resources.
Table 5.5 presents the hourly average of wind power generation to be placed on
buses 2, 5 and 8 of the 30-bus system. It is observed that higher amount of WPG is
scheduled for bus 5 than buses 2 and 8. This is explained by the fact that the outage of
the conventional generation unit at bus 5 causes the least adverse impacts on the system
stability and reliability. Therefore, if unplanned wind availability occurs at bus 5, the
system would remain secure and reliable. At each hour, it is seen that different wind
generation values are scheduled per location and the total scheduled amount equals to 300
due to the constraint in (5.25). Note that the values presented in Table 5.5 represent the
average of the 4800 different values obtained for each hour. As an example, for hour 1 and
bus 2, a value of 105.62 MW can be seen. The 105.62 MW is the mean of the different
values for bus 2 at hour 1, as seen in Fig. 5.6. The overall statistical characteristics in terms
of mean and standard deviation, for the optimal amount of wind power to be placed at the
selected buses of the 30-bus system are shown in Table 5.6. The optimal wind generations
are 127.2 MW, 90.9 MW and 81.9 MW for buses 5, 2 and 8, respectively. These results
indicate that the smaller is the effect of loss of production at a point of interconnection
(POI), the more wind energy resources can be integrated at this POI. Similar observations
were made for the 57-bus system based on the results presented in Tables 5.6 and 5.7. A
large amount of wind power generation can be integrated at bus 3 of the 57-bus system,
due to the fact that a loss or reduction of power production at that location leads to the
smallest LOLP and drop of the bus voltage magnitudes.
The hourly average of scheduled spinning reserves and the related costs, obtained for
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Table 5.5: Average amount of wind power generation placed at the retired traditional
generation locations of the modified IEEE 30-bus system.
Wind Power (MW)
Time (H) Bus 2 Bus 5 Bus 8
1 105.62 123.92 70.46
2 95.2 123.18 81.62
3 97.97 122.30 79.73
4 85.78 125.41 88.81
5 88.73 118.06 93.21
6 89.71 132.90 77.39
7 96.57 130.68 72.75
8 89.66 127.97 82.37
9 94.58 127.91 77.51
10 80.82 124.08 95.1
11 89.31 133.17 77.52
12 86.96 127.41 85.63
13 83.20 124.50 92.3
14 93.61 134.83 71.56
15 92.49 126.95 80.56
16 91.24 125.13 83.63
17 84.41 126.61 88.98
18 96.71 123.84 79.45
19 92.83 122.47 84.7
20 89.58 140.70 69.72
21 91.19 136.35 72.46
22 89.77 129.61 80.62
23 82.32 121.79 95.89
24 89.65 123.75 86.6
Table 5.6: Statistical characteristics of optimal wind power generation placed at retired
conventional generator buses. The mean and standard deviation (S)D values are calculated
based on the hourly results in Tables 5.5 and 5.7.
IEEE 30-bus system
Wind Power Placement Mean (MW) SD (MW)
Bus 2 90.9 5.5
Bus 5 127.2 5.29
Bus 8 81.9 7.71
IEEE 57-bus system
Bus 2 94.56 4.51
Bus 3 136.9 3.77
Bus 6 68.54 5.57
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Figure 5.6: Histogram of wind power generation added at bus 2 of the 30-bus system,
when the first hour is considered.
the 30-bus and 57-bus systems, are presented in Table 5.8. It is observed that for the same
amount of wind power generation to be added, the cost of spinning reserves increases as
the system dimension increases. The total daily costs of the scheduled spinning reserves
are $4025.4 and $7171.65 for the 30-bus system and the 57-bus system, respectively. This
is justified by the fact that more uncertain variables need to be managed for larger systems.
Hence, larger amount of spinning reserves are scheduled. It is also seen that smaller
amount of reserves has been scheduled for the 30-bus and 57-bus systems at hours 12 and
14, respectively. These hours could either represent time instants where reduced amount
of wind power generation has been scheduled to serve the loads, or instants where the
imbalance between scheduled and available wind power generations is minimum. The
opposite applies to time instants where the larger SRs have been scheduled.
The need for less additional spinning reserves for integration of higher levels of wind
power generation, is yet to be addressed. In the following, case studies based on different
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Table 5.7: Expected amount of wind power generation placed at the retired traditional
generation locations of the modified IEEE 57-bus system.
Wind Power (MW)
Time (H) Bus 2 Bus 3 Bus 6
1 94.31 135.18 70.51
2 99.15 136.81 64.04
3 88.53 136.95 74.52
4 83.55 140.83 75.62
5 87.95 144.32 67.73
6 96.86 139.03 64.11
7 97.15 135.65 67.2
8 97.45 139.82 62.73
9 94.54 137.61 67.85
10 96.11 131.55 72.34
11 92.82 141.44 65.74
12 99.51 138.23 62.26
13 88.39 137.36 74.25
14 97.47 139.27 63.26
15 90.95 138.01 71.04
16 93.52 132.03 74.45
17 97.96 135.88 66.16
18 100.39 135.96 63.65
19 89.61 134.04 76.35
20 101.50 145.11 53.39
21 98.50 132.32 69.18
22 94.86 134.28 70.86
23 94.22 133.14 72.64
24 94.11 130.82 75.07
wind power placements with respect to CGs ranking, are considered to demonstrate the
reduction in additional SRs. Additional spinning reserve, ASR, is defined as follows,
ASR = SRa f t−SRbe f , (5.31)
where SRbe f and SRa f t are the total daily reserves before and after the replacement of the
traditional generation units by WGs. The smaller the ASR is, the better the wind placement
strategy is. Different scenarios for wind placement have been created for both 30-bus and
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Table 5.8: Costs and scheduling of the spinning reserves for the IEEE 30-bus and IEEE
57-bus systems.
30-bus system 57-bus system
Time (H) Reserves (MW) Cost ($US) Reserves (MW) Cost ($US)
1 10.73 160.95 12.91 193.65
2 13.74 206.1 15.53 232.95
3 9.72 145.8 14.80 222
4 8.82 132.3 19.80 297
5 7.10 106.5 24.72 370.8
6 8.19 122.85 27.70 415.5
7 5.58 83.7 29.53 442.95
8 10.49 157.35 11.57 173.55
9 8.46 126.9 13.16 197.4
10 19.78 296.7 28.66 429.9
11 14.64 219.6 19.57 293.55
12 2.32 34.8 14.19 212.85
13 17.84 267.6 25.52 382.8
14 9.32 139.8 8.38 125.7
15 4.11 61.65 14.70 220.5
16 14.65 219.75 11.96 179.4
17 18.12 271.8 23.88 358.2
18 13.47 202.05 28.74 431.1
19 14.02 210.3 21.70 325.5
20 8.01 120.15 26.08 391.2
21 11.25 168.75 26.46 396.9
22 11.50 172.5 21.44 321.6
23 10.84 162.6 14.45 216.75
24 15.66 234.9 22.66 339.9
57-bus systems. The wind power placements, as listed in Table 5.6, are called scenario 1
and scenario 2 for the 30-bus and 57-bus systems, respectively. For the 30-bus system, two
other scenarios were assumed for wind placement: scenario 3 with WGs at buses 8, 11, and
13; and scenario 4 with WGs at buses 5, 11, and 13. For the 57-bus system, the scenarios
referred to as scenario 5 and scenario 6, were such that the WGs are placed at buses 8,
9, and 12; and 6, 9, and 12, respectively. The optimization problem in Section 5.4.2 was
solved for each testbed before and after wind replacement. The obtained results give the
additional spinning reserves, as formulated in (5.31).
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Table 5.9: Additional spinning reserves calculated for different wind power placements.
30-bus system
Case study (Wind placement) Additional Spinning Reserves (MW)
scenario 1 (2, 5, and 8) 38.15
scenario 3 (8, 11 and 13) 65.4
scenario 4 (5,11 and 13) 53.32
57-bus system
scenario 2 (2, 3 and 6) 62.40
scenario 5 (8, 9, and 12) 90.26
scenario 6 (6, 9 and 12) 77.97
Table 5.9 presents the additional reserves for the different wind placements in the
IEEE 30-bus and IEEE 57-bus systems. It is observed that the amount of additional SRs
increases when the WGs are not placed at the best candidate buses as ranked in Table 5.4.
Scenario 3 and scenario 5 lead to the largest increase in additional reserves. This is ex-
plained by the fact that the WGs, in scenario 3 and scenario 5, were added as replacement
of conventional generator buses whose outages cause significant negative impacts on the
studies system. Scenario 1 and scenario 2 lead to the smallest variation in reserves, with
values of 28.15 MW and 62.40 MW in the 30-bus and 57-bus systems, respectively. These
results confirm that the first stage properly ranks the traditional generation units for wind
replacement, so that the retirement of the least impactful ones lead to reduced adverse im-
pacts on power system stability and reliability. In addition, it is seen that the placement of
wind power at location of the best candidates, among traditional generation units, reduces
the need for additional spinning reserves when higher levels of wind energy resources are
added to the power systems.
5.5 Summary
In this chapter, the problem of optimal replacement of conventional generation units by
wind generation was investigated. The optimization problem to be solved was complex,
and stochastic in nature due to the uncertainties of loads and wind power generations.
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Therefore, a two-stage solution methodology was developed. In the first stage, an AHP-
based approach identified the best candidates among traditional generational units, for
wind replacement. The best candidates were selected such that their outage lead to re-
duced adverse impacts on system reliability and steady-state stability. In the second stage,
a SAA-based optimization algorithm was used to obtain the amount of wind power gener-
ations to be placed at each retired traditional generation location, while reducing the need
for additional spinning reserves.
From the case study results, the following conclusions were drawn. First, the pro-
posed solution methodology led to proper ranking of the traditional generation units for
wind replacement. Second, the replacement of the most suitable conventional generation
units by wind power facilitates the integration of wind energy resources with reduced ad-
verse impacts on power system steady-state stability and reliability. Third, the developed
methodology allowed the integration of higher levels of wind energy resources in power
systems with a need for less additional spinning reserves.
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Chapter 6
Summary and Future Work
In this chapter, the main contributions of the works presented in this dissertation are sum-
marized. Directions and ideas for future research, related to uncertainty modeling of wind
power generation and optimal replacement of fossil fuels-based generators for higher pen-
etration levels of wind power generation in power systems, are also presented.
6.1 Summary
In this dissertation, the penetration of large-scale wind energy resources in power systems
was investigated. To minimize the adverse impacts of wind power generation on power
systems, it was important to accurately model its intermittency and uncertainty, which al-
lowed to conduct a correct assessment of the impacts of wind generation on bulk power
systems. Additionally, it was important to develop appropriate analytical tools for im-
pact quantification of the uncertainties of WPG and demand on power system operation
and planning. Therefore, in an effort to optimally replace tradition generational units for
large-scale adoption of wind energy resources, this dissertation developed the following
analytical methods.
First, in Chapter 2, GVSI method was introduced to quantify the effects of load un-
certainties on power systems. GVSI was formulated using the singularity of the Jacobian
matrix of power flow equations and the rate of change in bus voltage magnitudes. Com-
parison studies to other existing VSIs showed the effectiveness of GVSI for prediction of
voltage instability. In addition, the quantification of voltage measurement uncertainties on
the stability prediction capability of GVSI was formulated. The obtained formula showed
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a reduction in the capability of the proposed stability index in predicting voltage instability
when the amplitude of measurement uncertainties increases. Therefore, appropriate filter-
ing techniques were identified to be added in combination with GVSI. The addition of the
filtering techniques ensured the robustness of GVSI’s prediction capability against voltage
measurement uncertainties.
Next, in Chapter 3, a PPF model combining the theories of R-vine copula and PEM
was developed. The R-vine joined with a truncation algorithm using the property of
Kullback-Leibler distance, modeled the joint distribution of power generation of multiple
wind power resources; while the application of PEM reduced the number of power flow
iterations to solve. It was shown that the proposed PPF methodology produced accurate
power flow results by comparison studies to a MCS and a multivariate Gaussian copula.
Further, the developed PPF model was combined with stability indices like GVSI to form
analytical tool, which was used to quantify the impact of increased penetration of WPG
on power system steady-state stability. The case studies indicated that such analytical tool
led to an accurate assessment of the effects of WPG uncertainty on power systems.
The wind modeling in Chapter 3 has shown to be limited in higher dimensions.
This is due to the fact that the computational cost for estimating the parameters of an
R-vine copula distribution increases exponentially with an increase in dimension. More-
over, the model in Chapter 3 did not consider the temporal correlations of WPGs. To
overcome these limitations, a new wind modeling for spatio-temporal dependence of mul-
tiple wind energy resources was introduced in Chapter 4. The model utilized Gaussian
and Archimedean copulas. The Gaussian copula captured the spatial correlations among
the wind energy resources, while the Archimedean copula was used for the temporal de-
pendence. The simulation studies showed that the hourly mixed copula model produced
accurate scenarios of wind farm power production, and properly captured the correlations
among the output power produced from different turbines within the farm. The useful-
ness for the HMCM was demonstrated by its application in power steady-state stability
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and economic dispatch planning studies, when high levels of wind energy resources were
considered. The case study results showed that wind power scenarios, generated from
the HMCM, led to an accurate estimation of the impact of wind power uncertainty on
steady-state stability and the daily costs of grid operations.
Finally, the large-scale adoption of wind energy resources in power systems has led to
the investigation of optimal replacement of conventional generators with wind energy re-
sources. The goal was to ensure that during periods of low wind power production, power
systems remain reliable with acceptable voltage stability margins. Thus, in Chapter 5, a
new methodology was developed to allow system planners determine which conventional
generators can be replaced by WGs, while minimizing the adverse impacts of wind power
variations on system stability and reliability. The developed methodology consisted of
two stages. The first stage identified the CGs that have the smallest negative impacts on
steady-state voltage stability, loadings of the transmission lines, and the system ability to
respond to the customers’ demands. The impacts of each CG were analyzed by turning off
the CG, one at a time, and conducting power flow simulations for different scenarios of
loads and WPGs. From the power flow simulation results, the values of GVSI, EENS and
UFI metrics were calculated. These metrics were used as part of a multi-criteria decision
ranking to classify the CGs from best to worst candidates for wind replacement. In the
second stage, the expected amount of wind generation to be added at each displaced tra-
ditional generation location was found based on a sample average approximation model.
The simulation results showed that the proposed methodology facilitates the integration of
higher levels of wind power generation, while eliminating the need for additional SRs.
6.2 Future Work
Some promising directions for future work related to uncertainty modeling of WPG and
large-scale penetration of wind energy resources in power systems, are listed below:
• Modeling the multivariate dependence among wind power resources taking into con-
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sideration the wind direction and air density,
• Utilization of machine learning-based techniques for modeling the spatio-temporal
correlations among wind power resources for power system planning studies,
• Uncertainty quantification of wind power generation using copula theory for the
improvement of scheduling of spinning reserves,
• Development of copula-based probabilistic operating tools for quantification of the
effects of WPG uncertainty and variability on the transient stability and frequency
stability of power systems,
• Optimal replacement of conventional generation units by wind power generations,
while minimizing the adverse impacts of wind power uncertainty and variability on
the transient stability and frequency stability of power systems.
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Appendix A
Base-case data of the 5-bus system
Table A.1: Base-case power flow data of active power, reactive power, voltage magnitude
and angle of the 5-bus system
Bus / Type P (MW) Q (MVAr) V (p.u.) θ (degree)
1 (generator) 100 -9.09 1.01 0
2 (generator) 120 56.15 1.03 0.02
3 (load) 100 40 1 -3.4
4 (load) 160 50 1.01 -3.92
5 (generator) 40 60.14 1.03 -2.92
Table A.2: Line branches data of the 5-bus system
From bus To bus R (p.u.) X (p.u.)
1 2 0.10 0
1 3 0.06 0
2 4 0.06 0
3 4 0.09 0
3 5 0.09 0
4 5 0.06 0
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Appendix B
Base-case data of the 14-bus system
Table B.1: Line branches data of the IEEE 14-bus system
From bus To bus R (p.u.) X (p.u.) B (p.u.)
1 2 0.01938 0.05917 0.05280
2 3 0.04699 0.19797 0.04380
2 4 0.05811 0.17632 0.03400
3 4 0.06701 0.17103 0.01280
2 5 0.05695 0.17388 0.03460
1 5 0.05403 0.22304 0.04920
4 5 0.01335 0.04211 0.00000
7 8 0.00000 0.17615 0.00000
7 9 0.00000 0.11001 0.00000
9 10 0.03181 0.08450 0.00000
6 11 0.09498 0.19890 0.00000
10 11 0.08205 0.19207 0.00000
6 12 0.12291 0.25581 0.00000
6 13 0.06615 0.13027 0.00000
12 13 0.22092 0.19988 0.00000
9 14 0.12711 0.27038 0.00000
13 14 0.17093 0.34802 0.00000
5 6 0.00000 0.25202 0.00000
4 7 0.00000 0.20912 0.00000
4 9 0.00000 0.55618 0.00000
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Table B.2: Base-case power flow data of active power, reactive power, voltage magnitude
and angle of the 14-bus system
Bus number / Type P (MW) Q (MVAr) V (p.u.) θ (degree)
1 (generator) 100.31 34.46 1.0400 0.0000
2 (generator) 70.00 -4.53 1.0200 -1.2335
3 (generator) 35.00 -1.77 1.0100 -2.0667
4 (load) 47.80 47.80 0.9767 -6.2079
5 (load) 70.00 70.00 0.9761 -6.3411
6 (generator) 15 28.05 1.0300 -11.8493
7 (Tie) - - 1.0004 -8.9373
8 (generator) 20 17.63 1.0300 -6.9781
9 (load) 29.5 16.6 0.9850 -11.6729
10 (load) 20.00 7.00 0.9811 -12.4434
11 (load) 3.50 1.80 1.0015 -12.2676
12 (load) 16.00 8.00 0.9907 -13.5794
13 (load) 25.00 7.00 0.9924 -13.6000
14 (load) 20.00 5.00 0.9648 -14.1235
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Appendix C
Base-case data of the 30-bus system
Table C.1: Cost coefficients for conventional generators of the IEEE 30-bus system
Generator bus ag bg cg
1 0.02 2 320
2 0.0175 1.75 225
5 0.0625 1 175
8 0.083 3.25 240
11 0.025 3 330
13 0.025 3 335
Table C.2: Initial load values of the IEEE 30-bus system























Table C.3: Line branches data of the IEEE 30-bus system
From bus To bus R (p.u.) X (p.u.) B (p.u.) Line rating (MVA)
1 2 0.00575 0.0575 0 210
1 3 0.01652 0.1652 0 221
2 4 0.01737 0.1737 0 71
3 4 0.00379 0.0379 0 207
2 5 0.01983 0.1983 0 158
2 6 0.01763 0.1763 0 93
4 6 0.00414 0.0414 0 132
5 7 0.0082 0.082 0 156
6 7 0.0116 0.116 0 127
6 8 0.0042 0.042 0 43
9 10 0.011 0.11 0 75
9 11 0.0208 0.208 0 62
12 13 0.014 0.14 0 72
12 14 0.02559 0.2559 0 34
14 15 0.01304 0.1304 0 43
12 15 0.01997 0.1997 0 24
12 16 0.01987 0.1987 0 32
16 17 0.00845 0.0845 0 25
10 17 0.01923 0.1923 0 25
15 18 0.02185 0.2185 0 26
18 19 0.01292 0.1292 0 20
19 20 0.0209 0.209 0 27
10 20 0.0068 0.068 0 22
10 21 0.00749 0.0749 0 42
21 22 0.01499 0.1499 0 40
10 22 0.00236 0.0236 0 34
15 23 0.0202 0.202 0 24
22 24 0.0179 0.179 0 34
23 24 0.027 0.27 0 19
24 25 0.03292 0.3292 0 32
25 26 0.038 0.38 0 8
25 27 0.02087 0.2087 0 24
8 28 0.02 0.2 0 37
6 28 0.00599 0.0599 0 36
27 29 0.04153 0.4153 0 24
27 30 0.06027 0.6027 0 24
29 30 0.04533 0.4533 0 19
6 9 0 0.208 0 50
6 10 0 0.556 0 40
4 12 0 0.256 0 60
28 27 0 0.396 0 38
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Appendix D
Base-case data of the 57-bus system
Table D.1: Cost coefficients for conventional generators of the IEEE 57-bus system
Generator bus ag bg cg
1 0.0776 16.5 680
2 0.01 19.7 450
3 0.25 22.6 370
6 0.01 27.7 480
8 0.0222 25.92 660
9 0.01 27.7 665
12 0.0323 27.9 670
Table D.2: Line branches data of the IEEE 57-bus system
From bus To bus R (p.u.) X (p.u.) B (p.u.) Line rating (MVA)
1 2 0.0083 0.028 0.129 135
2 3 0.0298 0.085 0.0818 100
3 4 0.0112 0.0366 0.038 65
4 5 0.0625 0.132 0.0258 20
4 6 0.043 0.148 0.0348 20
5 6 0.0302 0.0641 0.0124 10
6 7 0.02 0.102 0.0276 20
6 8 0.0339 0.173 0.047 45
7 8 0.0139 0.0712 0.0194 85
8 9 0.0099 0.0505 0.0548 185
9 10 0.0369 0.1679 0.044 25
9 11 0.0258 0.0848 0.0218 20
9 12 0.0648 0.295 0.0772 20
10 12 0.0277 0.1262 0.0328 30
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12 13 0.0178 0.058 0.0604 70
9 13 0.0481 0.158 0.0406 10
11 13 0.0223 0.0732 0.0188 15
13 14 0.0132 0.0434 0.011 30
3 15 0.0162 0.053 0.0544 40
1 15 0.0178 0.091 0.0988 155
13 15 0.0269 0.0869 0.023 55
14 15 0.0171 0.0547 0.0148 75
1 16 0.0454 0.206 0.0546 85
12 16 0.018 0.0813 0.0216 40
1 17 0.0238 0.108 0.0286 95
12 17 0.0397 0.179 0.0476 55
18 19 0.461 0.685 0 10
19 20 0.283 0.434 0 10
21 22 0.0736 0.117 0 10
22 23 0.0099 0.0152 0 15
23 24 0.166 0.256 0.0084 10
24 25 0 1.182 0 10
24 25 0 1.23 0 10
26 27 0.165 0.254 0 15
27 28 0.0618 0.0954 0 25
28 29 0.0418 0.0587 0 30
25 30 0.135 0.202 0 15
30 31 0.326 0.497 0 10
31 32 0.507 0.755 0 10
32 33 0.0392 0.036 0 10
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34 35 0.052 0.078 0.0032 15
35 36 0.043 0.0537 0.0016 20
36 37 0.029 0.0366 0 25
22 38 0.0192 0.0295 0 15
37 38 0.0651 0.1009 0.002 30
37 39 0.0239 0.0379 0 10
36 40 0.03 0.0466 0 10
56 41 0.553 0.549 0 10
41 42 0.207 0.352 0 16
56 42 0.2125 0.354 0 10
41 43 0 0.412 0 16
38 44 0.0289 0.0585 0.002 30
44 45 0.0624 0.1242 0.004 45
46 47 0.023 0.068 0.0032 60
47 48 0.0182 0.0233 0 30
38 48 0.0312 0.0482 0 30
48 49 0.0834 0.129 0.0048 14
38 49 0.115 0.177 0.003 16
49 50 0.0801 0.128 0 15
50 51 0.1386 0.22 0 18
29 52 0.1442 0.187 0 25
52 53 0.0762 0.0984 0 18
53 54 0.1878 0.232 0 15
54 55 0.1732 0.2265 0 20
57 56 0.174 0.26 0 10
4 18 0 0.555 0 25
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4 18 0 0.43 0 25
21 20 0 0.7767 0 10
24 26 0 0.0473 0 15
7 29 0 0.0648 0 70
34 32 0 0.953 0 15
11 41 0 0.749 0 20
11 43 0 0.153 0 25
15 45 0 0.1042 0 45
14 46 0 0.0735 0 70
13 49 0 0.191 0 55
10 51 0 0.0712 0 40
9 55 0 0.1205 0 30
40 56 0 1.195 0 15
39 57 0 1.355 0 15
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Table D.3: Initial load values of the IEEE 57-bus system













































Base-case data of the 118-bus system
Table E.1: Line branches data of the IEEE 118-bus system
From bus To bus R (p.u.) X (p.u.) B (p.u.) Line rating (MVA)
1 3 0.0129 0.0424 0 43
1 2 0.0303 0.0999 0 33
2 12 0.0187 0.0616 0 54
3 12 0.0484 0.16 0 37
3 5 0.0241 0.108 0 72
4 5 0.00176 0.00798 0 108
4 11 0.0209 0.0688 0 65
5 11 0.0203 0.0682 0 78
5 6 0.0119 0.054 0 89
6 7 0.00459 0.0208 0 63
7 12 0.00862 0.034 0 79
8 9 0.00244 0.0305 0 450
8 30 0.00431 0.0504 0 420
9 10 0.00258 0.0322 0 455
11 13 0.02225 0.0731 0 84
11 12 0.00595 0.0196 0 71
12 117 0.0329 0.14 0 22
12 14 0.0215 0.0707 0 107
12 16 0.0212 0.0834 0 142
147
13 15 0.0744 0.2444 0 106
14 15 0.0595 0.195 0 119
15 33 0.038 0.1244 0 40
15 17 0.0132 0.0437 0 227
15 19 0.012 0.0394 0 62
16 17 0.0454 0.1801 0 166
17 18 0.0123 0.0505 0 106
17 113 0.00913 0.0301 0 22
17 31 0.0474 0.1563 0 22
18 19 0.01119 0.0493 0 46
19 20 0.0252 0.117 0 32
19 34 0.0752 0.247 0 47
20 21 0.0183 0.0849 0 47
21 22 0.0209 0.097 0 60
22 23 0.0342 0.159 0 73
23 32 0.0317 0.1153 0 135
23 25 0.0156 0.08 0 187
23 24 0.0135 0.0492 0 118
24 70 0.00221 0.4115 0 70
24 72 0.0488 0.196 0 62
25 27 0.0318 0.163 0 164
26 30 0.00799 0.086 0 225
27 115 0.0164 0.0741 0 25
27 28 0.01913 0.0855 0 40
27 32 0.0229 0.0755 0 19
28 29 0.0237 0.0943 0 24
148
29 31 0.0108 0.0331 0 13
30 38 0.00464 0.054 0 207
31 32 0.0298 0.0985 0 49
32 114 0.0135 0.0612 0 11
32 113 0.0615 0.203 0 39
33 37 0.0415 0.142 0 62
34 37 0.00256 0.0094 0 120
34 43 0.0413 0.1681 0 41
34 36 0.00871 0.0268 0 33
35 36 0.00224 0.0102 0 7
35 37 0.011 0.0497 0 38
37 39 0.0321 0.106 0 56
37 40 0.0593 0.168 0 45
38 65 0.00901 0.0986 0 444
39 40 0.0184 0.0605 0 30
40 42 0.0555 0.183 0 46
40 41 0.0145 0.0487 0 22
41 42 0.041 0.135 0 28
42 49 0.0715 0.323 0 106
42 49 0.0715 0.323 0 106
43 44 0.0608 0.2454 0 56
44 45 0.0224 0.0901 0 73
45 46 0.04 0.1356 0 60
45 49 0.0684 0.186 0 72
46 47 0.038 0.127 0 50
46 48 0.0601 0.189 0 17
149
47 49 0.0191 0.0625 0 28
47 69 0.0844 0.2778 0 107
48 49 0.0179 0.0505 0 37
49 69 0.0985 0.324 0 97
49 50 0.0267 0.0752 0 56
49 54 0.0869 0.291 0 40
49 66 0.018 0.0919 0 150
49 51 0.0486 0.137 0 70
49 54 0.073 0.289 0 40
49 66 0.018 0.0919 0 150
50 57 0.0474 0.134 0 38
51 52 0.0203 0.0588 0 30
51 58 0.0255 0.0719 0 20
52 53 0.0405 0.1635 0 12
53 54 0.0263 0.122 0 14
54 55 0.0169 0.0707 0 8
54 59 0.0503 0.2293 0 33
54 56 0.00275 0.00955 0 20
55 56 0.00488 0.0151 0 23
55 59 0.04739 0.2158 0 37
56 57 0.0343 0.0966 0 25
56 58 0.0343 0.0966 0 8
56 59 0.0825 0.251 0 32
56 59 0.0803 0.239 0 31
59 60 0.0317 0.145 0 45
59 61 0.0328 0.15 0 64
150
60 62 0.0123 0.0561 0 13
60 61 0.00264 0.0135 0 114
61 62 0.00824 0.0376 0 30
62 67 0.0258 0.117 0 29
62 66 0.0482 0.218 0 41
63 64 0.00172 0.02 0 172
64 65 0.00269 0.0302 0 205
65 68 0.00138 0.016 0 282
66 67 0.0224 0.1015 0 57
68 81 0.00175 0.0202 0 115
68 116 0.00034 0.00405 0 197
69 77 0.0309 0.101 0 113
69 70 0.03 0.127 0 191
69 75 0.0405 0.122 0 158
70 74 0.0401 0.1323 0 23
70 71 0.00882 0.0355 0 85
70 75 0.0428 0.141 0 34
71 73 0.00866 0.0454 0 22
71 72 0.0446 0.18 0 73
74 75 0.0123 0.0406 0 76
75 77 0.0601 0.1999 0 41
75 118 0.0145 0.0481 0 47
76 77 0.0444 0.148 0 71
76 118 0.0164 0.0544 0 12
77 78 0.00376 0.0124 0 54
77 82 0.0298 0.0853 0 26
151
77 80 0.017 0.0485 0 106
77 80 0.0294 0.105 0 50
78 79 0.00546 0.0244 0 32
79 80 0.0156 0.0704 0 74
80 96 0.0356 0.182 0 31
80 97 0.0183 0.0934 0 38
80 98 0.0238 0.108 0 31
80 99 0.0454 0.206 0 24
82 96 0.0162 0.053 0 13
82 83 0.0112 0.03665 0 55
83 85 0.043 0.148 0 46
83 84 0.0625 0.132 0 30
84 85 0.0302 0.0641 0 38
85 89 0.0239 0.173 0 73
85 86 0.035 0.123 0 19
85 88 0.02 0.102 0 52
86 87 0.02828 0.2074 0 16
88 89 0.0139 0.0712 0 102
89 90 0.0238 0.0997 0 112
89 90 0.0518 0.188 0 60
89 92 0.0393 0.1581 0 65
89 92 0.0099 0.0505 0 203
90 91 0.0254 0.0836 0 7
91 92 0.0387 0.1272 0 13
92 94 0.0481 0.158 0 55
92 102 0.0123 0.0559 0 46
152
92 93 0.0258 0.0848 0 59
92 100 0.0648 0.295 0 36
93 94 0.0223 0.0732 0 49
94 95 0.0132 0.0434 0 43
94 96 0.0269 0.0869 0 23
94 100 0.0178 0.058 0 50
95 96 0.0171 0.0547 0 22
96 97 0.0173 0.0885 0 23
98 100 0.0397 0.179 0 10
99 100 0.018 0.0813 0 24
100 101 0.0277 0.1262 0 30
100 103 0.016 0.0525 0 123
100 104 0.0451 0.204 0 58
100 106 0.0605 0.229 0 62
101 102 0.0246 0.112 0 41
103 104 0.0466 0.1584 0 34
103 105 0.0535 0.1625 0 44
103 110 0.03906 0.1813 0 62
104 105 0.00994 0.0378 0 50
105 108 0.0261 0.0703 0 27
105 107 0.053 0.183 0 28
105 106 0.014 0.0547 0 11
106 107 0.053 0.183 0 25
108 109 0.0105 0.0288 0 25
109 110 0.0278 0.0762 0 19
110 112 0.0247 0.064 0 77
153
110 111 0.022 0.0755 0 37
114 115 0.0023 0.0104 0 3
8 5 0 0.0267 0 365
26 25 0 0.0382 0 125
30 17 0 0.0388 0 506
38 37 0 0.0375 0 314
63 59 0 0.0386 0 172
64 61 0 0.0268 0 39
65 66 0 0.037 0 80
68 69 0 0.037 0 398
81 80 0 0.037 0 115
Table E.2: Generation capacity values of the 118-bus system
Bus Initial MW Max MW Min MW Initial MVAr Max MVAr Min MVAr
1 0 1000 0 -3.1 15 -5
4 0 1000 0 -14.95 300 -300
6 0 1000 0 15.93 50 -13
8 0 1000 0 62.77 300 -300
10 450 1500 0 -51.05 200 -147
12 85 1000 0 91.27 120 -35
15 0 1000 0 3.06 30 -10
18 0 1000 0 25.53 50 -16
19 0 1000 0 -8 24 -8
24 0 1000 0 -15.29 300 -300
25 220 1000 0 49.79 140 -47
154
26 314 1000 0 9.9 1000 -1000
27 0 1000 0 2.83 300 -300
31 7 400 0 31.96 300 -300
32 0 1000 0 -14 42 -14
34 0 1000 0 -8 24 -8
36 0 1000 0 -1.26 24 -8
40 0 1000 0 26.9 300 -300
42 0 1000 0 41.01 300 -300
46 19 600 0 -5.22 100 -100
49 204 1500 0 115.66 210 -85
54 48 700 0 3.9 300 -300
55 0 1000 0 4.66 23 -8
56 0 1000 0 -2.29 15 -8
59 155 1500 0 76.83 180 -60
61 160 1500 0 -40.42 300 -100
62 0 1000 0 1.25 20 -20
65 391 2000 0 80.8 200 -67
66 392 2500 0 -1.95 200 -67
69 513.48 4000 0 -82.38 300 -300
70 0 1000 0 9.68 32 -10
72 0 1000 0 -11.13 100 -100
73 0 1000 0 9.66 100 -100
74 0 1000 0 -5.62 9 -6
76 0 1000 0 5.27 23 -8
77 0 1000 0 11.98 70 -20
80 477 2500 0 105.03 280 -165
155
85 0 1000 0 -5.77 23 -8
87 4 600 0 11.02 1000 -100
89 607 3000 0 -11.8 300 -210
90 0 1000 0 59.3 300 -300
91 0 1000 0 -14.85 100 -100
92 0 1000 0 -3 9 -3
99 0 1000 0 -17.54 100 -100
100 252 3000 0 110.06 155 -50
103 40 1500 0 40 40 -15
104 0 1000 0 5.65 23 -8
105 0 1000 0 -8 23 -8
107 0 1000 0 5.69 200 -200
110 0 1000 0 4.86 23 -8
111 36 1000 0 -1.84 1000 -100
112 0 1000 0 41.51 1000 -100
113 0 1000 0 6.33 200 -100
116 0 1000 0 51.31 1000 -1000
Table E.3: Initial load values of the IEEE 118-bus system










































































































Base-case data of the 200-bus system
Table F.1: Line branches data of the 200-bus system
From bus To bus R (p.u.) X (p.u.) B (p.u.) Line rating (MVA)
1 119 0.01854 0.11976 0.02285 40
2 1 0.00067 0.00334 0 100
3 137 0.00589 0.03804 0.00726 50
4 3 0.00057 0.0033 0 5
5 64 0.00788 0.05487 0.00897 100
6 5 0.00069 0.00334 0 10
7 148 0.00867 0.05598 0.01068 38
7 86 0.00376 0.02426 0.00463 37
7 101 0.0036 0.02323 0.00443 42
8 7 0.00063 0.00319 0 30
9 124 0.00807 0.05512 0.00938 65
9 141 0.00445 0.03097 0.00506 17
9 193 0.0037 0.02524 0.00429 34
10 9 0.00059 0.00397 0 52
11 15 0.01041 0.06722 0.02095 25
11 93 0.01839 0.12814 0.01282 80
12 11 0.00053 0.00353 0 100
13 11 0.00062 0.00361 0 100
14 121 0.00701 0.0501 0.11895 130
161
14 149 0.00913 0.06524 0.09134 205
16 15 0.00055 0.0032 0 54
17 120 0.01032 0.07047 0.01199 55
18 17 0.0005 0.00393 0 100
19 17 0.00051 0.00308 0 100
20 17 0.00062 0.00334 0 100
21 17 0.00062 0.00394 0 100
22 27 0.01138 0.07349 0.01402 7
23 22 0.00062 0.00322 0 100
24 22 0.00069 0.00307 0 100
25 64 0.00764 0.05324 0.0087 106
26 25 0.00061 0.00307 0 100
27 158 0.02043 0.13194 0.02867 12
27 93 0.02517 0.17536 0.02517 10
28 27 0.00059 0.00396 0 100
29 140 0.0079 0.055 0.00899 71
30 29 0.00069 0.00313 0 70
32 31 0.00067 0.00388 0 100
33 31 0.00053 0.00364 0 100
34 137 0.00691 0.04464 0.00852 38
34 54 0.00627 0.04282 0.00728 62.5
35 34 0.00058 0.00367 0 25
37 36 0.00055 0.00333 0 100
38 36 0.00067 0.00351 0 36
39 85 0.0087 0.06062 0.00991 45
40 39 0.00051 0.0031 0 100
162
41 180 0.00941 0.06077 0.00566 72
41 100 0.00459 0.02968 0.01159 86
41 163 0.00317 0.02162 0.00368 61
43 84 0.00751 0.0513 0.00873 38
43 132 0.01105 0.0755 0.01285 40
44 42 0.01226 0.08538 0.01396 55
44 200 0.01481 0.1012 0.01722 58
45 187 0.00347 0.02482 0.04525 350
47 54 0.00668 0.04562 0.00776 44
47 66 0.00734 0.0474 0.00904 39.5
48 5 0.00625 0.04351 0.00711 96
48 74 0.00796 0.05437 0.00925 102
54 66 0.00705 0.04554 0.00869 44.5
55 102 0.00125 0.0089 0.03378 280
55 112 0.00417 0.02976 0.05426 110
55 45 0.00259 0.01853 0.01623 215
55 128 0.00341 0.02439 0.04448 100
56 103 0.00428 0.02983 0.00488 21
57 3 0.0085 0.0581 0.00988 48
57 159 0.00752 0.05137 0.00874 45
58 36 0.01089 0.07439 0.01266 62
59 139 0.00967 0.06243 0.01191 26
59 119 0.01121 0.0724 0.01381 32
60 97 0.01227 0.07928 0.01512 80
61 103 0.00654 0.04556 0.00745 60
61 46 0.00697 0.04856 0.00794 50
163
63 66 0.01195 0.08324 0.01361 40
63 184 0.01796 0.11602 0.02214 34.5
66 158 0.00499 0.03225 0.00615 61
74 190 0.00889 0.06076 0.01034 92
75 157 0.01349 0.08711 0.01662 30
80 100 0.02146 0.14953 0.02345 34
80 143 0.02059 0.14347 0.02444 34
81 178 0.0066 0.04714 0.08594 195
81 55 0.00547 0.03905 0.0712 190
82 195 0.00384 0.02627 0.00447 76
83 146 0.00538 0.03677 0.00902 56
83 186 0.00792 0.05517 0.00626 102
83 36 0.00962 0.06699 0.01095 80
84 113 0.00665 0.04544 0.00773 39
85 120 0.00779 0.05029 0.00959 51
86 101 0.00512 0.03307 0.00631 30
86 193 0.00661 0.04266 0.00814 38
88 150 0.00557 0.03597 0.00686 63
88 194 0.00426 0.02909 0.00495 55
89 95 0.00873 0.05641 0.01076 90
93 191 0.02209 0.14266 0.02722 31
95 58 0.00984 0.06353 0.01212 92
96 143 0.01586 0.10242 0.01954 62
96 188 0.0109 0.07042 0.01343 56
97 200 0.01318 0.08512 0.01624 70
98 123 0.0047 0.03357 0.06121 100
164
99 142 0.00761 0.05298 0.00866 85
100 179 0.00709 0.04941 0.01218 60
100 184 0.01275 0.08879 0.00808 92
100 174 0.0107 0.07453 0.01451 46
101 141 0.00314 0.02031 0.0061 100
101 117 0.00525 0.03583 0.00387 31
102 45 0.0029 0.02071 0.03777 280
102 128 0.0027 0.01929 0.03517 150
103 106 0.00775 0.05399 0.00883 39
107 129 0.00517 0.03531 0.00784 98
107 113 0.00675 0.0461 0.00601 98
108 75 0.01099 0.07097 0.01354 26
108 198 0.02479 0.16013 0.03055 30
109 17 0.00979 0.0682 0.01115 72
110 193 0.00344 0.02224 0.00241 28
110 101 0.00196 0.01266 0.00424 35
111 175 0.00795 0.05539 0.00905 46
113 192 0.00542 0.035 0.00668 88
117 162 0.01617 0.10444 0.01357 55
117 132 0.01191 0.08298 0.01993 36
118 134 0.0116 0.0808 0.01321 75
118 198 0.00949 0.06481 0.01103 36
121 178 0.0089 0.0636 0.11596 150
122 96 0.01062 0.07399 0.01209 85
122 46 0.01013 0.06542 0.01248 165
123 133 0.00146 0.01042 0.019 142
165
124 1 0.00562 0.03627 0.00692 68
124 29 0.00556 0.03874 0.00633 90
124 193 0.00658 0.04582 0.00749 75
128 112 0.0013 0.00925 0.01687 132
128 133 0.00955 0.06826 0.12444 125
130 106 0.00699 0.04776 0.00813 37
130 144 0.02268 0.15799 0.02583 31
131 9 0.00414 0.02673 0.0051 42
131 118 0.00718 0.04638 0.00885 70
133 116 0.00389 0.02779 0.05067 131
134 60 0.00901 0.06275 0.01026 85
134 140 0.01045 0.07136 0.01214 83
134 186 0.01446 0.09341 0.01782 70
138 195 0.00873 0.05637 0.03015 34
138 139 0.02648 0.18446 0.01075 37
141 193 0.0029 0.0187 0.00357 32
141 148 0.01019 0.06582 0.01256 38
142 86 0.00339 0.02314 0.00394 60
145 176 0.0088 0.06011 0.01023 33
146 177 0.01106 0.07708 0.0126 102
149 87 0.00162 0.01158 0.02111 156
156 123 0.00112 0.00798 0.0255 107
156 133 0.00196 0.01399 0.01455 76
158 11 0.00852 0.0582 0.0099 52
158 22 0.0127 0.08677 0.01476 10
159 62 0.00863 0.05898 0.01003 51
166
159 39 0.00733 0.05108 0.00835 36.5
160 62 0.00763 0.05314 0.00869 41
160 181 0.0043 0.02935 0.00499 41
162 144 0.00696 0.0485 0.00793 35
163 111 0.00528 0.03411 0.00651 56
163 179 0.00579 0.03956 0.00673 90
171 190 0.00987 0.0674 0.01147 82
173 174 0.01537 0.09929 0.01056 70
173 175 0.00857 0.05536 0.01894 60
174 188 0.01795 0.12264 0.02087 105
176 88 0.00386 0.02492 0.00475 56
177 31 0.00841 0.05856 0.00957 46
177 58 0.01405 0.09597 0.01633 65
180 172 0.0153 0.10656 0.03006 36.5
180 199 0.01218 0.0787 0.01501 80
180 191 0.02639 0.18387 0.01742 50
181 42 0.00801 0.05579 0.00912 41
181 194 0.00439 0.02838 0.00542 76
185 150 0.01346 0.09193 0.01564 221.1
185 145 0.01084 0.07551 0.01234 221.1
186 109 0.00877 0.05994 0.0102 78
187 121 0.00106 0.00759 0.01384 392
188 89 0.00805 0.052 0.00992 108
192 31 0.00809 0.05525 0.0094 221.1
192 107 0.00394 0.02544 0.00485 59
193 1 0.00426 0.0275 0.00525 39
167
194 150 0.00314 0.02144 0.00365 95
195 171 0.01164 0.08112 0.01326 80
199 25 0.00991 0.064 0.01221 105
199 172 0.024 0.15504 0.02958 55
15 14 0.00064 0.02753 0 116
46 45 0.00094 0.04919 0 120
49 48 0.02715 0.53202 0 28.9
50 48 0.02172 0.40417 0 28.7
51 48 0.02715 0.61271 0 24.3
52 48 0.02172 0.37982 0 24.3
53 48 0.02121 0.57655 0 35.3
56 55 0.00515 0.12465 0 160
65 64 0.00128 0.10157 0 102
67 66 0.02095 0.14479 0 30
68 66 0.00689 0.265 0 73
69 66 0.00441 0.09499 0 70.5
70 66 0.00689 0.19945 0 70.5
71 66 0.00353 0.08154 0 68
72 66 0.00353 0.0746 0 68
73 66 0.00689 0.14642 0 65
76 75 0.03846 0.78433 0 24.3
77 75 0.08013 2.19211 0 7.4
78 75 0.00854 0.18141 0 65
79 75 0.01068 0.27777 0 62.1
82 81 0.00097 0.04237 0 81
88 87 0.00083 0.03419 0 180
168
90 89 0.0601 2.27992 0 8.6
91 89 0.02461 0.50342 0 32
92 89 0.01954 0.36204 0 35.3
94 93 0.01068 0.2806 0 62.1
99 98 0.00064 0.03052 0 105
103 102 0.00171 0.05458 0 250
104 102 0.0021 0.08775 0 80
105 102 0.00097 0.05942 0 180
113 112 0.00208 0.05861 0 200
114 112 0.06 0.43401 0 20
115 112 0.00128 0.06277 0 154
117 116 0.00052 0.03494 0 135
122 121 0.00079 0.06302 0 200
124 123 0.00033 0.01748 0 262
125 123 0.00448 0.10456 0 52
126 123 0.00148 0.06604 0 57
127 123 0.001 0.03169 0 78
129 128 0.00075 0.04445 0 200
134 133 0.0002 0.01333 0 220
135 133 0.00043 0.03351 0 168
136 133 0.00043 0.02748 0 170
147 146 0.0025 0.10181 0 104
150 149 0.00041 0.02025 0 190
151 149 0.02267 0.62552 0 20
152 149 0.00249 0.14169 0 30
153 149 0.00549 0.1846 0 30
169
154 149 0.00249 0.10294 0 34
155 149 0.00249 0.09984 0 34
157 156 0.00059 0.04565 0 300
161 160 0.00139 0.08029 0 180.2
164 163 0.00821 0.11301 0 58.1
165 163 0.0074 0.30166 0 65
166 163 0.01637 0.38208 0 42
167 163 0.01048 0.1965 0 42
168 163 0.018 0.49098 0 40
169 163 0.01637 0.39642 0 40
170 163 0.01637 0.3749 0 35.6
179 178 0.0005 0.03616 0 180
182 181 0.01099 0.29775 0 60.3
183 181 0.00463 0.11425 0 18
188 187 0.00139 0.04476 0 255
189 187 0.0003 0.00781 0 697
196 195 0.00285 0.06004 0 87.7
197 195 0.00285 0.19148 0 87.7
Table F.2: Initial load values of the 200-bus system








































































































































































Table F.3: Generation capacity values of the 200-bus system
Bus Initial MW Max MW Min MW Initial MVAr Max MVAr Min MVAr
49 1.56 4.53 1.36 0.12 2.11 -0.55
50 1.56 4.53 1.36 0.17 2.11 -0.55
51 1.56 4.53 1.36 0.1 2.11 -0.55
52 1.56 4.53 1.36 0.18 2.11 -0.55
53 3.12 9.07 2.72 0.09 4.23 -1.11
65 99.31 150.4 45.12 -2.66 32.04 -21.66
67 1.62 4.7 1.41 -0.57 2.19 -0.57
68 9.62 27.92 8.38 -3.41 13.01 -3.41
69 9.62 27.92 8.38 -3.41 13.01 -3.41
70 9.62 27.92 8.38 -3.41 13.01 -3.41
71 9.62 27.92 8.38 -3.41 13.01 -3.41
72 9.62 27.92 8.38 -3.41 13.01 -3.41
73 9.62 27.92 8.38 -3.41 13.01 -3.41
76 1.38 4 1.2 0.69 2.04 -0.44
77 0.83 2.4 0.72 0.24 1.22 -0.27
78 5.4 18 5.4 4.18 9.16 -2
79 5.4 18 5.4 3.48 9.16 -2
90 1.1 3.2 0.96 -0.12 1.63 -0.36
91 1.72 5 1.5 -0.52 2.55 -0.55
92 1.89 6.3 1.89 3.21 3.21 -0.7
94 6.2 18 5.4 -2.2 8.39 -2.2
104 77.61 99 29.7 -0.15 21.09 -14.26
105 177.73 198 59.4 4.69 42.17 -28.51
177
114 1.61 1.7 0.51 0.36 0.36 -0.24
115 150 150 45 6.36 31.95 -21.6
125 44.8 130.05 39.02 3.12 60.6 -15.87
126 44.8 130.05 39.02 6.05 60.6 -15.87
127 44.8 130.05 39.02 12.29 60.6 -15.87
135 153.76 446.4 133.92 10.29 208.02 -54.46
136 153.76 446.4 133.92 11.08 208.02 -54.46
147 100.5 100.5 30.15 4.93 21.41 -14.47
151 1.86 5.4 1.62 -0.66 2.52 -0.66
152 26.6 77.22 23.17 -3.71 35.99 -9.42
153 26.6 77.22 23.17 -3.03 35.99 -9.42
154 26.6 77.22 23.17 -5.4 35.99 -9.42
155 26.6 77.22 23.17 -5.59 35.99 -9.42
161 41.58 138.6 41.58 36.31 70.55 -15.38
164 3.6 12 3.6 6.11 6.11 -1.33
165 7.8 26 7.8 13.23 13.23 -2.89
166 2.82 9.4 2.82 4.78 4.78 -1.04
167 3.24 9.4 2.82 -1.04 4.78 -1.04
168 2.82 9.4 2.82 4.78 4.78 -1.04
169 2.82 9.4 2.82 4.78 4.78 -1.04
170 3.24 9.4 2.82 -1.04 4.78 -1.04
182 6.03 17.5 5.25 0.36 8.16 -2.14
183 9.16 26.6 7.98 1.06 12.4 -3.25
189 -246.39 569.15 170.75 -7.36 209.45 -46.67
196 20.25 67.5 20.25 18.78 34.36 -7.49




L Number of the Lines. 67
N Number of Wind Turbines Within a Farm. 56
Na Moving Average Window Size. 18
Nb Number of Buses. 15
Ng Number of Generator Buses. 106
Nl Number of Load Buses. 19
P Active Power. 11
Q Reactive Power. 11
R Resistance. 136
V Voltage Magnitude. 11
X Reactance. 136
∆t Time Interval. 20
Y Power System Admittance Matrix. 15
θ Voltage Angle. 11
ACF Auto-correlation Function. 86
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AIC Akaike Information Criterion. 52
ARMA Autoregressive Moving Average. 86
ARMSE Average Root Mean Square Error. 65
BEA Backward Euler Approximation. 20
CDF Cumulative Distribution Function. 51
CG Conventional Generator. 3
ED Economic Dispatch. 99
EENS Expected Energy Not Served. 111
FOR Forced Outage Rate. 112
GVSI Global Voltage Stability Index. 6
GWh Gigawatt-Hour. 1
HMCM Hourly Mixed Copula Model. 79
i.i.d Independent and Identically Distributed. 35
KL Kullback-Leibler Distance. 49
kV Kilovolt. 10
LOLP Loss-of-Load Probability. 108
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LTI Local Thévenin Index. 21
MA Moving Average. 18
MAR Multivariate Autoregressive. 86
MCS Monte Carlo Simulation. 31
ML Maximum Likelihood. 38
MVAr MegaVolt-Amp-reactive. 27
MW Megawatt. 13
NREL National Renewable Energy Laboratory. 61
OSS Optimal Strategy Solution. 4
p.u. Per Unit. 17
PCA Principal Component Analysis. 86
PCC Pair Copula Construction. 54
PDF Probability Density Function. 50
PEM Point Estimate Method. 48
PMU Phasor Measurement Unit. 14
PPF Probabilistic Power Flow. 5
PSAT Power Flow and Short Circuit Analysis Toolbox. 22
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PSB Power System Blackout. 11
PV Photovoltaic. 3
R-vine Regular Vine Copula. 49
SAA Sample Average Approximation. 8
SD Standard Deviation. 61
SOP Stochastic Optimization Problem. 123
SP Stochastic Programming. 123
SVPI Steady-State Voltage Prediction Index. 17
VCI Voltage Collapse Index. 21
VCPI Voltage Collapse Prediction Index. 21
VSAT Voltage Security Assessment Tool. 21
VSI Voltage Stability Index. 14
WG Wind-powered Generator. 3
WPG Wind Power Generation. 2
WPP Wind Power Penetration. 47
WT Wind Turbine. 7
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