Abstract. This paper proves a conjecture of Fomin and Shapiro that their combinatorial model for any Bruhat interval is a regular CW complex which is homeomorphic to a ball. The model consists of a stratified space which may be regarded as the link of an open cell intersected with a larger closed cell, all within the totally positive part of the unipotent radical of an algebraic group. A parametrization due to Lusztig turns out to have all the requisite features to provide the attaching maps. A key ingredient is a new, readily verifiable criterion for which finite CW complexes are regular involving an interplay of topology with combinatorics.
Introduction and terminology
This paper gives the following new characterization of which finite CW complexes are regular, followed by the proof of a conjecture of Fomin and Shapiro from [FS] regarding stratified, totally positive spaces that model Bruhat intervals. Condition 2 implies that the closure poset is graded by cell dimension. Section 2 gives examples demonstrating that each of conditions 1991 Mathematics Subject Classification. 05E25, 14M15, 57N60, 20F55. The author was supported by NSF grant 0500638.
2, 3, 4, and 5 is not redundant, then proves Theorem 1.1. The fairly technical conditions of Theorem 1.1 seem to capture how the combinatorics (encoded in condition 3) substantially reduces what one must check topologically. Notably absent is the requirement that f α is bijective between the entire boundary of B dim α and a union of open cells. Björner proved in [Bj] that any finite poset which has a unique minimal element and is thin and shellable (i.e. stronger conditions than condition 3 above) is the closure poset of a finite regular CW complex. However, this by no means guarantees that any particular CW complex with this closure poset will be regular. One goal of this paper is to explore how the combinatorial data of the closure poset may be used in conjunction with limited topological information (namely information about the codimension one cell incidences) to prove that a CW complex is regular; this in turn enables determination of its homeomorphism type directly from the combinatorics of its closure poset.
Björner asked in [Bj] for a naturally arising family of regular CW complexes whose closure posets are the intervals of Bruhat order. To this end, Fomin and Shapiro introduced stratifications of links of open cells within bigger closed cells, all within the totally positive part of the unipotent radical of a semisimple, simply connected algebraic group. In [FS] , they showed these had the Bruhat intervals as their closure posets and proved quite a bit about their topological structure (especially in type A). They also conjectured that these decompositions were regular CW decompositions, which would imply that the spaces themselves are homeomorphic to balls. In Section 3, we prove this conjecture: Theorem 1.2. These combinatorial decompositions from [FS] are regular CW decompositions, implying the spaces are homeomorphic to balls.
Our plan is to construct a regular CW complex rather explicitly, using Theorem 1.1 to prove that it is indeed regular, then show its equivalence, at least up to homeomorphism, to the complexes of Fomin and Shapiro. It was previously open whether the decompositions of Fomin and Shapiro were CW decompositions, so we also prove that along the way. A simple consequence of the exchange axiom for Coxeter groups will allow us to confirm condition 4 of Theorem 1.1, using an argument that cannot possibly generalize to higher codimension cell incidences (see Section 3), seemingly making this a good example of the efficacy of Theorem 1.1. Now let us review terminology and a few basic facts from topology and combinatorics. See e.g. [Mu] or [St] for further background. Let [σ, τ ] denote the subposet consisting of elements z such that σ ≤ z ≤ τ , called the closed interval from σ to τ . Likewise, the open interval from σ to τ , denoted (σ, τ ), is the subposet of elements z with σ < z < τ . A cell σ covers a cell ρ, denoted ρ ≺ σ, if ρ < σ and each z with ρ ≤ z ≤ σ must satisfy z = ρ or z = σ. Definition 1.6. The order complex of a finite partially set is the simplicial complex whose i-dimensional faces are the chains u 0 < · · · < u i of i + 1 comparable poset elements.
Remark 1.7. The order complex of the closure poset of a finite regular CW complex K (with0 removed) is the first barycentric subdivision of K, hence is homeomorphic to K. In particular, this implies that the order complex for any open interval (u, v) in the closure poset of K will be homeomorphic to a sphere S rk(v)−rk(u)−2 .
Recall that a finite, graded poset with unique minimal and maximal elements is Eulerian if each interval [u, v] has equal numbers of elements at even and odd ranks. This is equivalent to its Möbius function satisfying µ(u, v) = (−1) rk(v)−rk(u) for each pair u < v, or in other words the order complex of each open interval (u, v) (u, v) has order complex homeomorphic to a sphere S rk(v)−rk(u)−2 , then the poset is Eulerian, but not necessarily shellable.
In the application developed in the second half of the paper, the closure posets will consist of the intervals in Bruhat order. These were proven to be shellable and Eulerian by Björner and Wachs in [BW] , hence meet condition 3 of Theorem 1.1. Remark 1.9. Lusztig and Rietsch have also introduced a combinatorial decomposition for the totally positive part of a flag variety (cf. [Lu] and [Ri] ). Lauren Williams conjectured in [Wi] that this is a regular CW complex. It seems quite plausible that Theorem 1.1 could also be a useful ingredient for proving that conjecture.
Rietsch determined the closure poset of this decomposition in [Ri] . Williams proved in [Wi] that this poset is shellable and thin, hence meets condition 3 of Theorem 1.1. Recently, Postnikov, Speyer and Williams proved in [PSW] for the special case of the Grassmannian that its decomposition is a CW decomposition; Rietsch and Williams subsequently generalized this to all flag varieties in [RW] . In each case, it remains open whether these CW complexes are regular. Also still open is the question of whether the spaces themselves are homeomorphic to balls, though these papers show that the Euler chararacteristic is what one would expect in order for these CW complexes to be regular, providing further evidence for Williams' conjecture.
A criterion for determining whether a finite CW complex is regular
This section is devoted to the proof of Theorem 1.1. Let us first give a few examples demonstrating the need for its various hypotheses.
The CW complex consisting of an open 2-cell with its entire boundary attached to a 0-cell does not have closure poset graded by dimension, forcing it to violate condition 2 of Theorem 1.1. Condition 2 is designed also to preclude examples such as: a CW complex whose 1-skeleton is the simplicial complex comprised of the faces {v 1 , v 2 , v 3 , e 1,2 , e 1,3 , e 2,3 }, also having a two cell with a closed interval of its boundary not equalling a point mapped to v 2 and the remainder of its boundary mapped homeomorphically to the rest of the 1-skeleton.
Remark 2.1. In this case, one may choose a different characteristic map which is a homeomorphism even at the boundary. Whether or not this can always be done seems subtle at best, in light of examples such as the Alexander horned ball: a 3-ball which cannot be contracted to a point without changing the homeomorphism type of the complement.
The next example is a non-regular CW complex satisfying conditions 1, 2, 4, and 5 of Theorem 1.1, but violating condition 3.
Example 2.2. Let K be a 2-dimensional CW complex whose 1-skeleton is the simplicial complex with maximal faces {e 1,2 , e 2,3 , e 1,3 , e 3,4 , e 4,5 , e 3,5 } and which has a unique 2-cell σ. The boundary of σ is mapped by f σ to the 1-cycle (e 3,1 , e 1,2 , e 2,3 , e 3,4 , e 4,5 , e 5,3 ). The point v 3 is hit twice, while the rest of the 1-skeleton is hit once, so the attaching map f τ is not a homeomorphism.
One might ask if the connectedness part of requirement 3 is redundant, at least if one requires the closure poset to be Eulerian. Closure posets do have the property that the open intervals (0, u) with rk(u) > 2 are connected, by virtue of the fact that the image of a continuous map from a sphere S d with d > 0 is connected. However, there are closure posets of CW complexes which are Eulerian and have disconnected intervals (u, v) with rk(v) − rk(u) > 2 [Th] . Nonetheless, it is still plausible that condition 3 in Theorem 1.1 could be replaced by the requirement that the closure poset be Eulerian.
Next is a non-regular CW decomposition of RP 2 satisfying conditions 1, 2, 3, and 5 of Theorem 1.1, but failing condition 4. Example 2.3. Let K be the CW complex having as its 1-skeleton the simplicial complex with maximal faces e 1,2 , e 2,3 , e 1,3 . Additionally, K has a single 2-cell whose boundary is mapped to the 1-cycle which goes twice around the 1-cycle (v 1 , v 2 , v 3 ). Notice that this CW decomposition of RP 2 has the same closure poset as a 2-simplex, but the attaching map for the 2-cell is a 2 to 1 map onto the lower dimensional cells.
Finally, we give an example (due to David Speyer) of a CW complex with characteristic maps meeting conditions 1, 2, 3 and 4, but failing condition 5, though this CW complex is regular with respect to a different choice of characteristic maps. David Speyer also helped with the formulation of condition 5.
Example 2.4. Let the 2-skeleton be the boundary of a pyramid. Now attach a 3-cell which is a triangular prism by sending an entire edge of one of the rectangular faces to the unique vertex of degree 4 in the pyramid, otherwise mapping the boundary of the prism homeomorphically to the boundary of the pyramid. Now to the proof of Theorem 1.1.
Proof. It is clear that conditions 1, 2 and 4 are each necessary. The necessity of 3 follows easily from the fact that a regular CW complex is homeomorphic to the order complex of its closure poset. To see that 5 is also necessary, note that if K is regular with respect to the characteristic maps {f α }, then σ ⊆ τ implies that f σ factors as
τ | σ is the desired continuous inclusion map. Now to the sufficiency of these five conditions. We must prove that each attaching map f σ for m = dim σ is a homeomorphism from a sphere S m−1 (which we call the boundary of σ) to the set of open cells comprising σ \ σ. Since K is a CW complex in which the closure of each cell is a union of cells, f σ must be continuous and surjective onto a union of lower dimensional cells, leaving us to prove injectivity of f σ and continuity of its inverse. However, once we prove injectivity, we may use the fact that any bijective, continuous map from a compact set to a Hausdorff space is a homeomorphism to conclude continuity of the inverse, so it suffices to prove injectivity.
If the attaching maps were not all injective, then we could choose open cells ρ, σ with dim(σ) − dim(ρ) as small as possible such that ρ ∈ σ and f σ restricted to the inverse image of ρ not 1-1. Then we could choose a point z ∈ ρ with |f −1 σ (z)| = k for some k > 1. We will now show that the open interval (ρ, σ) in the closure poset has at least k connected components, which by condition 3 forces [ρ, σ] to have rank exactly two. The point is that each of the k copies of f −1 σ (z) in the boundary of σ must be contained in closures of preimages (under f σ ) of open cells that cover ρ in the closure poset. We will prove next that the collections of cells whose closures contain the various copies of f −1 σ (z) must belong to distinct, nonempty components of (ρ, σ), yielding the desired k connected components in the poset.
Let τ 1 , τ 2 be cells in (ρ, σ), implying z ∈ τ i for i = 1, 2. Our choice of σ and ρ minimizing dim σ−dim ρ among pairs where the attaching map is not a homeomorphism ensures that f σ restricted to the preimage of τ i is a homeomorphism for i = 1, 2, implying that f −1 σ is a well-defined continuous function on the domain τ i for i = 1, 2. We also know that exactly one element w i of the set f −1 (z) lies in f −1 σ (τ i ) for i = 1, 2, again by our choice of σ and ρ. We claim that if w 1 = w 2 , then τ 1 , τ 2 must be incomparable elements of the closure poset. Otherwise, without loss of generality, we would have τ 1 < τ 2 which by condition 5 would imply
, and hence w 1 , w 2 ∈ f −1 σ (τ 2 ), contradicting the fact that f τ 2 restricted to the preimage of ρ is a homeomorphism. Thus, [ρ, σ] must be a rank two interval.
Finally, we show that (ρ, τ ) has at least 2k elements, forcing k to be 1, by the thinness requirement in condition 3. To this end, Lemma 2.5 will show that for each of the k preimages of z, there are at least two elements τ of (ρ, σ) with f −1 σ (τ ) containing that particular preimage of z, i.e. at least two elements in each of the k connected components. 
-ball, all of whose points map are mapped by f τ into ρ. In particular, each such ball containing x includes points not sent by f τ to ρ. Since K is finite, there must be some particular cell σ 1 such that points arbitarily close to x within the boundary of B dim τ map into this σ 1 , implying x ∈ σ 1 , with dim ρ < dim σ 1 < dim τ . Thus, ρ ⊆ σ 1 and dim σ 1 = dim ρ + 1, just as needed. Now let us find a suitable σ 2 . Here we use the fact that removing the boundary of σ 1 from a sufficiently small ball B dim τ −1 about x yields a disconnected region, only one of whose components may include points from σ 1 . This forces the existence of the requisite open cell σ 2 which includes points of the other component and has x in its closure.
3. An application: proof of Theorem 1.2
We now verify the hypotheses of Theorem 1.1 for the stratified space introduced by Fomin and Shapiro in [FS] , so as to prove their conjecture that this stratified space is a regular CW decomposition. Our proof will rely on the following basic property of Coxeter groups:
Lemma 3.1. Given a reduced word s i 1 s i 2 · · · s ir for a Coxeter group element w, any two distinct subwords of length r − 1 which are both themselves reduced must give rise to distinct Coxeter group elements.
We include a short proof of this vital fact for completeness sake.
Proof. Suppose deleting s i j yields the same Coxeter group element which we get by deleting s i k for some pair 1 ≤ j < k ≤ r. This implies
contradicting the fact that the original expression was reduced.
Notice that the statement of the above lemma no longer holds if we replace r − 1 by r − i for i > 1, as indicated by the example of the reduced word s 1 s 2 s 1 in the symmetric group on 3 letters, where s i denotes the adjacent transposition (i, i + 1) swapping the letters i and i + 1. For this reason, it really seems to be quite essential to our proof of the conjecture of Fomin and Shapiro, that Theorem 1.1 will enable us to focus on codimension one cell incidences.
See [Hu] or [BB] for further background on Coxeter groups.
3.1. Totally positive spaces modeling Bruhat intervals. Recall that the totally positive part of SL n (R) consists of the matrices in SL n (R) whose minors are all nonnegative. Motivated by connections to canonical bases, Lusztig generalized this dramatically in [Lu] as follows.
The totally positive part of a reductive algebraic group G over C which is split over R is the semigroup generated by the sets {x i (t)|t ∈ R >0 , i ∈ I}, {y i (t)|t ∈ R >0 , i ∈ I}, and T >0 = {t ∈ T |χ(t) > 0 for all χ ∈ X * (T )}, for I indexing the simple roots. In type A, x i (t) is I n + tE i,i+1 , namely the n by n identity matrix modified to have the value t in position (i, i + 1), and likewise let y i (t) = I n + tE i+1,i . In general type, x i (t) = exp(te i ) and y i (t) = exp(tf i ) for e i , f i the Chevallay generators. In other words, if we let φ i be the homomorphism of SL 2 into G associated to the i-th simple root, then
Let B + , B − be opposite Borels with N + (or simply N) and N − their unipotent radicals. In type A, we may choose B + , B − to consist of the upper triangular matrices and lower triangular matrices in GL(n), respectively. In this case, N + , N − are the matrices in B + , B − with diagonal entries one. The totally positive part of N + , denoted Y , is the submonoid generated by {x i (t i )|i ∈ I, t i ∈ R >0 }. Let W be the Weyl group of G. [Lu] in using the standard topology on R throughout this paper. See e.g. [Hu2] for further background on algebraic groups.
Lusztig proved for (i 1 , . . . , i d ) any reduced word for w that Y o w consists exactly of the elements u with x u ∈ N u , x u ∈ N(u). In light of results in [FS] , π u (x) may be defined as equalling this element [FS, p. 11] ). Thus, points of lk(u, w) belong to cells Y u ′ for u < u ′ ≤ w, and closure relations are inherited from Y . Fomin and Shapiro proved that each cell in lk(u, w) is indeed homeomorphic to R n for some n, i.e. is a cell. We will use the same notation for cells in Y and in lk(u, w) throughout the paper, letting context dictate which is meant.
We work mainly with a more geometric description of lk(u, w), whose equivalence to the notion of Fomin and Shapiro will be justified later. Specifically, we will prove that (R d ≥0 ∩ S d−1 )/ ∼ is a regular CW complex, where S d−1 may be regarded as a unit sphere about the origin and ∼ is an equivalence relation which we will prove identifies exactly those points having the same image under Lusztig's map
). This will serve as lk(1, w) and enable us to define lk(u, w) as the link of the cell indexed by u within lk(1, w). Now let us turn to the details of this construction for lk(1, w). Fix a reduced word (i 1 , . . . , i d ) for w. We will use Lusztig's map sending (t 1 , . . . , t d ) to
to specify characteristic maps. One of the biggest challenges will be proving sphericity of the preimages of the attaching maps. This is done in the next section. Now we verify conditions 2 and 4 of Theorem 1.1, deferring issues of continuity to the next section. The points in a cell boundary (i.e. the preimage of the attaching map) are obtained by letting parameters go to 0. This preimage takes the form ∂(R )/ ∼ where ∼ is an equivalence relation that will be defined carefully in the next section.
By regions or faces in
, we mean the sets F S = {(t 1 , . . . , t d ) ∈ X|t i = 0 if and only if i ∈ S}. Call a face F S illegal if the associated word s i j 1 · · · s i j k with S = {j 1 , . . . , j k } is not reduced. The proofs of Lemmas 3.3 and 3.2, will use the following properties of ∼, which will follow easily from how ∼ is defined later:
(
) whose associated word w is not reduced is identified by ∼ with a point having more parameters set to 0, i.e. with associated word which is a subword of w. Proof. Let α = Y v for some v ≤ w. Sending some t r to 0 while holding the other parameters fixed has the effect of replacing x ir (t r ) by the identity matrix, hence yields a point in the cell Y v ′ for v ′ obtained from v by deleting the simple reflection s ir if the new expression is reduced. In this case this boundary cell will have codimension one in Y v . By Lemma 3.1, deleting a simple reflection from one position in a reduced expression for v yields a different Coxeter group element than deleting a simple reflection from a different location, provided both of the resulting expressions are reduced; thus, boundary points living in codimension one cells that are obtained by sending distinct single parameters to 0 must be distinct. If deleting the r-th simple reflection appearing sequentially in the word yields a non-reduced word, then sending t r to 0 sends us to a point in a boundary cell of Y w that is not a codimension one cell. For any particular codimension one cell, changing parameters other than the one which is set to 0 must also yield distinct points in the boundary cell, by virtue of results of [Lu] . Thus, the map is injective on the requisite domain within ∂(R ). Property (2) above ensures that injectivity continues to hold even after the point identifications due to ∼.
To see that each attaching map f α is surjective onto each cell σ satisfying σ ∩ im(f α ) = ∅, simply note that we may reach boundary points by setting any t j 's to 0 and then choosing any desired set of positive real values summing to one for the other t j 's.
3.2. Explicit construction of attaching maps. Let us now describe the attaching maps in a way that allows us to show that the preimage of each attaching map f α is a sphere and also that the characteristic map f α is continuous. To strike a balance between convenience for our argument and consistency of notation with [FS] , we make the nonstandard convention of letting R Recall from [Lu] or [FZ] the relations x i (t 1 )x j (t 2 ) = x j (t 2 )x i (t 1 ) for any pair of commuting simple reflections s i , s j , and
) for any s i , s j with (s i s j ) 3 = 1 and any t 1 + t 3 = 0. These are not difficult to verify directly. In [Lu] , it is proven that there are more general relations of a similar nature for each braid relation (s i s j ) m(i,j) = 1 of W . These relations will hold whenever the parameters involved are all nonzero, since the subword upon which we apply the relation will be reduced. Additionally, notice for any braid relation (s i s j ) m(i,j) and any t 2 , . . . , t m(i,j) > 0 that there is a unique (t
The situation is similar if we have t (m(i,j)) = 0 instead of t 1 = 0.
Lemma 3.4. The new coordinates after reparametrization will have the same sum as the old coordinates; moreover, this preservation of sum refines to the subset of coordinates given by any fixed x i .
Proof. This follows from the description of x i (t) as exp(te i ), simply by comparing the linear terms in the expressions i for all i = r, s. However, for each non-reduced word, we only choose one such way of reducing its number of nonzero parameters, and establish equivalence ∼ based on this one choice. Lemma 3.9 will specify exactly which of the possible such equivalences are used.
Remark 3.6. Additional equivalences will hold by transitivity, but it will be quite important to the proof of Lemma 3.11 that we only specify as many as are justified by the collapses in Lemma 3.11.
Once a sufficient series of braid relations has been applied to the word associated to (t 1 , . . . , t d ) to cause two copies of the same simple reflection s i to appear in consecutive positions j and j + 1, then the point expressed in the new coordinates as (u 1 , . . . , u d ) will be identified with the points having (u j , u j+1 ) replaced by (u j + u j+1 , 0) and (0, u j + u j+1 ), respectively. We use the same series of braid relations for all points in the region, thereby collapsing entire level curves to pairs of boundary points which are thereby identified. Thus, ∼ will be described by a series of region collapses on a sphere.
Remark 3.7. Each (i − 1)-face for i > 1 corresponding to a reduced word will have at least two (i − 2)-faces also corresponding to reduced words, because Bruhat order is thin. Thus, any region which survives the collapsing process will have at least two faces of each dimension which also survive. Specifically, the leftmost and rightmost subwords of length i − 1 in a reduced word of length i are themselves reduced. Now let us establish an ordering for the collapsing steps, justified by Lemma 3.9. We will order the collections (F 1 , l 1 , r 1 ) , . . . , (F s , l s , r s ) of faces to be collapsed in the individual collapsing steps, where F 1 , . . . , F s are the maximal faces in these collections; (l i , r i ) denote the indices of a chosen pair of simple reflections in (i 1 , . . . , i d ) which, after a series of braid relations moving these simple reflections into consecutive positions, may be simultaneously deleted from the word associated to F i to obtain a shorter word for the same Coxeter group element. Call these two simple reflections the chosen omittable pair. The parameters u j , u j+1 in the level curves u j + u j+1 = k across which we collapse F i will be the parameters of the chosen omittable pair after the requisite change of coordinates. We will use the following order on the non-reduced words w i associated to the faces F i to order the faces.
For any non-reduced word w, let c(w) be the smallest number of long braid relations needed (together with any number of commutation relations) enabling application of a nil-move to w, i.e. moving two copies of the same simple reflection into consecutive positions. For example, in type A, c(s 1 s 2 s 1 s 2 ) = 1 while c(s 1 s 3 s 1 ) = 0. Let d(w) be the smallest difference |k − j| in indices within (i 1 , . . . , i d ) between a pair of identical simple reflections which may be moved into consecutive positions using exactly c(w) long braid relations (together with any number of commutation relations). Let p(w) = min(j, k). Order the triples (c(w), d(w), p(w)) by linear order on c(w), breaking ties using linear order on d(w), and breaking further ties by linear order on p(w).
Choose F 1 to be a maximal face among those minimizing the triple (c(w), d(w), p(w)), collapse F 1 as in Lemma 3.9, then among the remaining faces to be collapsed, again choose a maximal one among those minimizing (c(w), d(w), p(w)), and continue in this fashion. Collapsing steps may identify pairs of faces; in future steps, we interchangeably refer to collections of identified faces and the earliest members of these collection (i.e. the ones with smallest (c(w), d(w), p(w)), using these earliest members both for purpose of ordering the faces to be collapsed and also for describing the collapses. For each F i , let E i be the edge whose vertices are the standard basis vectors e l i and e r i , so this edge is comprised of the earliest omittable pair in w i .
Example 3.8. Let w = s 1 s 2 s 1 s 2 in type A, so c(w) = 1. The proper face given by x 1 (t 1 )x 2 (t 2 )x 1 (t 3 )x 2 (t 4 ) with t 2 = 0 and all other parameters nonzero will have already been collapsed, since c(s 1 s 1 s 2 ) = 0. We may apply the braid relation Lemma 3.9. Ordering collapses as above, the faces F i may be collapsed in such a way that for each collapsed face G, at least two of its proper faces of each dimension are not collapsed prior to when G is.
Proof. First consider faces G collapsed within a step (F i , l i , r i ) having c(w i ) = 0. Commutation relations leave parameters unchanged, so the collapsing step identifies collections of points with t l i + t r i = k for any constant k and all other parameters fixed. Any face H ⊆ F i not having E i in its closure has t l i = 0 or t r i = 0. Every point in such an H has this same parameter equalling 0, implying the points of H will all be endpoints of distinct level curves (also implying that distinct points of H remain distinct). Thus, each face H collapsed together with F i must belong to the closure poset interval [E i , F i ]. The faces H of F i not containing E i provide the desired collection of faces not collapsed prior to when G is collapsed. Moreoever, a face H is collapsed along with F i iff neither of the two parameters t l i , t r i is fixed at 0 for all the points of H. Each face H not collapsed is instead identified with another proper face of F i , namely the one containing the other endpoints of the same level curves, i.e. with the other parameter instead set to 0. Now to the case c(w i ) > 0. This is similar, once we show that all long braid relations are still well defined; Lemma 3.10 will now provide the requisite lower dimensional faces not yet collapsed. Suppose F i has a face G to which one of the long braid relations s i s j · · · → s j s i · · · for collapsing F i cannot be applied directly, by virtue of G having some parameters set to 0. Then the subword of s i s j · · · comprised of those simple reflections in G having nonzero parameters does not admit any braid relations; we may assume the s i 's and s j 's in this subword alternate, since otherwise G would have already been collapsed. Consider the possibilities for (u 1 , . . . , u d ) with
There could be choices for the parameters u i , but it turns out that earlier collapses will have identified the various possibilities, making the braid relation map well-defined (and in fact bijective) on the closure of the region being collapsed.
Since the word s i s j . . . to which the braid relation is applied to obtain s j s i . . . is reduced (and likewise for its subword appearing in the word for G), the only possible choices are: (1) which u i 's are 0, and (2) which pairs u j , u k > 0 with fixed sum to use when k − j is even and all intermediate parameters are 0. By definition, points differing in these ways will have already been identified in the c(w) = 0 round of collapsing (in case (1)) or live in faces already collapsed (in case (2)). In case (1), we make the convention of concentrating nonzero values as close as possible to the omittable pair (or towards the other member of the omittable pair when moving one member towards the other), i.e. we choose these faces G as the representatives to which we apply the braid relations. The fact that this change of coordinates map is a homeomorphism follows now from its definition. Proof. Note that faces collapsed during the collapsing of some earlier F j must have associated word w with c(w) = c(w j ). But G 1 , G 2 each have (c(w), d(w), p(w)) at least as large as in F i . Also notice that any sequence of braid relations enabling G 1 to be identified with G 2 gives a way to collapse F i , hence uses at least c(w i ) long braid relations.
We now show that if G 1 were identified with G 2 during an earlier F j collapsing, then F i would have been identified with F j (or a proper face of it) before F j was collapsed. Let L be the leftmost subword of w i with exactly one fewer letter than w i let L ′ be the leftmost such subword of w j , and let R, R ′ be the rightmost such subwords of w i , w j , respectively. The fact that R has been identified with R ′ implies that the leftmost letter in w i equals that of w j (though not necessarily in the same indexing position). If F i differs from F j only in the location of its leftmost letter, then F i , F j would have been identified in the c(w) = 0 round of collapses. Thus, we assume their leftmost letters are in identical indexing positions. This implies that the step at which R was identified with R ′ would have also identified F i with F j , since collapsing faces are chosen to be maximal among those with fixed (c(w), d(w), p(w)).
If G 1 (or similarly G 2 ) were already collapsed within some earlier F j collapsing, then one may check that F i would have also been collapsed within F j . The point is to observe that either F i must be contained in a larger face within which G 1 was collapsed (and F i was also collapsed), or that F i was identified prior to the collapsing of F j with a face that is collapsed within F j . The details are similar in spirit to our argument that G 1 could not yet have been identified with G 2 . Proof. Denote by ∆ i an i-dimensional simplex. We will repeatedly use the easy fact that
Let h be such a homeomorphism, chosen to act as the identity map outside of a bounded region; h extends to a homeomorphism from
More generally, it is easy to construct such a homeomorphism from S m − ∆ d to S m − ∆ d−1 for any d < m. Let σ 1 , σ 2 be facets of ∆ d with v 1 , v 2 the unique vertices with v i ∈ σ i for i = 1, 2. Contracting the edge from v 1 to v 2 and likewise all parallel segments will identify each x i ∈ σ 1 with some y i ∈ σ 2 . We choose h so that any neighborhoods U i , V i , of x i , y i , respectively, are mapped by h to a neighborhood of the point given by x i , y i in ∆ d−1 . Thus we define h in this case.
We also use similar homeomorphisms from S m −∆ d to S m −∆ d−1 where∆ d is a simplex with some faces already collapsed, specifically an illegal region F i about to be collapsed; our method of collapsing along level curves still works unchanged, because any level curve which includes points of the relative interior of the region being collapsed cannot intersect any of the faces of∆ d that were already collapsed; this was shown within the proof of Lemma 3.9. Each of the collapses is of the form dealt with by h because after applying a suitable series of braid relations, each collapse takes a region F i and a pair of parameters (u j , u k ), and identifies each point (u 1 , . . . , u d ) in F i via ∼ to the points having (u j , u k ) replaced by (u j + u k , 0) and (0, u j + u k ), respectively.
Applying braid relations causes us to change coordinates, seemingly making point identifications more complicated; however, for purpose of justifying a collapse, we may work in terms of the new coordinates, since we already showed within the proof of Lemma 3.9 that the change of coordinates is a homeomorphism on the closure of the illegal region. Clearly, this change of coordinates homeomorphism f restricts to a homeomorphism on the boundary of the region (i.e. a sphere S), enabling us to define coordinates within a small neighborhood N of the closure of the region consistently with the new coordinates on the region itself. Define h using these coordinates, choosing h in such a way that it is the identity outside of N.
To see the last claim, begin with
), which is regular and homeomorphic to a sphere. Apply collapsing steps eliminating all regions whose words are non-reduced, using the homeomorphisms h. Remark 3.7, combined with the proof of Lemma 3.9 and the argument above, ensures that regularity and sphericity are preserved.
This does not imply that (R
)/ ∼ is a regular CW complex with respect to the characteristic map (t 1 , . . . ,
However, we now have all the ingredients needed to prove that.
Theorem 3.12. The parametrization of Lusztig provides a regular CW complex structure for lk(1, w), and hence also for lk(u, w).
Proof. Our plan is to show that (R
giving the characteristic maps, then use Theorem 1.1 to prove it is regular. We assume by induction that the (d −1)-skeleton is a regular CW complex, then show that the d-skeleton is also regular, i.e., that attaching any open d-cell preserves this property. The case of the big cell is completely general. )/ ∼ is a CW complex with characteristic maps f . Lemmas 3.2 and 3.3, respectively, confirm conditions 2 and 4 of Theorem 1.1, while condition 1 is clear. Results of [BW] that Bruhat order is thin and shellable give condition 3 of Theorem 1.1. Condition 5 follows from the fact that we start with the regular CW complex R
, and that collapses are done on the complex treated as a whole, together with our use of one parametrization to give all characteristic maps. Thus, Theorem 1.1 yields the result.
In particular, ∼ identifies all regions corresponding to a fixed u, i.e. those resulting from all reduced words for u appearing as subwords of the reduced word (i 1 , . . . , i d ) for w. Thus, lk(1, w) may be defined as the regular cell complex (R
)/ ∼, enabling lk(u, v) to be defined as the link of u within lk(1, w) for any u ≤ w.
Corollary 3.14. The space lk(u, w) is homeomorphic to a ball.
Finally, we relate this to the definition of lk(u, w) from [FS] . For a general Coxeter group, define the inversions of an element u to be the hyperplanes separating the associating region from the base chamber. This is trivial when u is the identity, i.e. the case of lk(1, w), but will require some work to give a careful proof for all u.
Proof. For any x ∈ Y ≥u , we will show that x may be written as x ′ y for some y ∈ N(u) = u −1 Bu ∩ N with x ′ as above. We begin with type A. Regard x ′ as an operator acting on matrices on the right. Thus, each x i j (t j ) in turn (read from left to right) adds t j copies of column i j to column i j + 1. From this viewpoint, it is not hard to see that for any element of Y o u , the entries at the positions (i, j) indexed by the inversions of u give enough information to determine x u .
On the other hand, we show for any matrix M out in N(u) and any inversion pair (i, j) of u with i < j that M out must have a 0 in position (i, j), so that acting on the right by M out does not add any copies of column i to column j. Let red(u) = s i 1 · · · s i j be a reduced expression for u and red (u) rev its reversal, namely a reduced expression for u −1 . Since M out ∈ u −1 Bu, it is obtained by taking some M in ∈ B and successively letting s i 1 , s i 2 . . . act simultaneously on the left and the right, so that each s i j simultaneously swaps rows and columns (i j , i j + 1). Thus, for each inversion (i, j) in u, M out has the entries (i, j) and (j, i) of M in swapped, forcing both to be 0. This implies that right multiplying x ′ by an element of N(u) does not impact this data which was shown to determine the element x u ∈ N u ; to see this claim, use an alternative description of the operator by letting the piece of data indexed by the pair (i, j) record how many copies of the vector comprising the sum of the first i columns is added to column j, so that an element of N u determines exactly the data for those (i, j) which are inversions. Since x ′ consists of exactly those factors of x impacting this data which determines x u , and since x ′ is in N u , x ′ must equal π u (x). To generalize this to other types, we must work in terms of the appropriate homomorphisms φ i of SL 2 into our group G. Otherwise the proof is quite similar to type A; again, the point is that an element of Y o u is determined by data that is held fixed under right multiplication by an element of N(u), that x ′ consists of exactly the factors impacting this data, and that x ′ ∈ N u .
Choose any point x u in the region of (R u (x u ) within a neighborhood of x u as the subspace satisfying the same equations t i + t j = k which the parameters in x u satisfy, with all unconstrained parameters set equal to their values in x u . Thus, a tiny sphere about x u restricted to this subspace intersected with R d ≥0 gives a region homeomorphic to lk(u, w). Corollary 3.16. The stratified space lk(u, w) defined in [FS] is equivalent, up to homeomorphism, to the link of u in lk(1, w) = (R l(w) ≥0 ∩ S l(w)−1 1 )/ ∼. Thus, lk(u, w) as defined in [FS] is a regular CW complex homeomorphic to a ball, as conjectured in [FS] .
It would be interesting to better understand how lk(u, w) relates both to shellability of subword complexes (cf. [KM] ) and also to the synthetic CW complexes for Bruhat intervals studied in [Re] .
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