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One of the key challenges for future development of efficient and stable metal halide perovskite solar cells is
related to the migration of ions in these materials. Mobile ions have been linked to the observation of hysteresis
in the current–voltage characteristics, shown to reduce device stability against degradation and act as recom-
bination centers within the band gap of the active layer. In the literature one finds a broad spread of reported
ionic defect parameters (e.g. activation energies) for seemingly similar perovskite materials, rendering the iden-
tification of the nature of these species difficult. In this work, we performed temperature dependent deep-level
transient spectroscopy (DLTS) measurements on methylammonium lead iodide perovskite solar cells and de-
veloped a novel extended regularization algorithm for inverting the Laplace transform. Our results indicate that
mobile ions form a distribution of emission rates (i.e. a distribution of diffusion constants) for each observed
ionic species, which may be responsible for the differences in the previously reported defect parameters. Im-
portantly, different DLTS modes such as optical and current DLTS yield the same defect distributions. Finally
the comparison of our results with conventional boxcar DLTS and impedance spectroscopy (IS) verifies our
evaluation algorithm.
I. INTRODUCTION
In recent years, solar cells based on organic–inorganic per-
ovskite semiconductors have gained significant attention from
the emerging photovoltaics community.1 Perovskites exhibit
many advantageous properties such as high charge carrier
lifetimes, large absorption coefficients and impressive power
conversion efficiencies.2–6 However, perovskites are also rich
on ionic defects, which have been shown to cause hysteresis
and reduced stability.7–10 Among the various types of native
point defects in methylammonium lead iodide (MAPbI3) per-
ovskite, vacancies such as V+I , V
−
MA, and interstitials such as
I−i and MA
+
i have been reported to be the most dominant ionic
defects.11–16 The iodine interstitial and the iodine vacancy
have been shown to be the most mobile species,15,17,18 which
can act as recombination centers.13,19 Unfortunately, a wide
variation of different ionic defect parameters such as activa-
tion energies have been reported in the literature11,14,17,20,21
even for the same types of perovskite solar cells, rendering
the identification of the nature of these species difficult. This
is particularly noticeable for iodine migration. Theoretical
calculations predicted an activation energy of 0.1 eV for io-
dine migration.17 Duan et al. 22 found an activation energy of
0.16 eV by admittance spectroscopy. A slightly higher ac-
tivation energy was determined by transient ionic-drift mea-
surements to 0.29 eV.11 Chronophotoampereometry measure-
ments revealed activation energies of 0.6 eV.20 Overall, the re-
sults reported in literature for the activation energy of iodine
ions varies within 0.5 eV.
a These authors contributed equally to this work.
In this work, we performed deep-level transient spec-
troscopy (DLTS) measurements to examine the properties of
mobile ions in methylammonium lead iodide solar cells. The
capacitance transients obtained by DLTS typically represent
the response of a wide range of emission rates. The anal-
ysis of such multi-exponential processes is challenging due
to the commonly unknown number of single components. It
is further complicated by superposition of closely adjacent
time constants in the presence of noise. Herein, we intro-
duce an enhanced regularization algorithm for the inverse
Laplace transform which significantly simplifies the evalua-
tion of DLTS measurements. The application of the new algo-
rithm to temperature dependent DLTS data reveals three dis-
tinct ionic species, each exhibiting a distribution of diffusion
coefficients. A comparison with conventional boxcar evalu-
ation verifies the results obtained by the new regularization
algorithm. Moreover, the results are consistent when different
DLTS modes such as reverse, optical and current DLTS are
applied to obtain a more detailed understanding of the distri-
butions of diffusion coefficients. Our measurements indicate
two anion and one cation distributions, which we assign to I−i ,
V−MA and MA
+
i , respectively. The diffusion coefficients of I
−
i
and V−MA were found to be three orders of magnitude higher
than that of the MA+i species, indicating the high mobility
of I−i and V
−
MA ions. The ion concentrations of all species
are within the same order of magnitude, so that all species
have a comparably high impact on the device properties. It
is noteworthy that the observed ionic defect distributions can
explain the large deviations of ionic defect parameters previ-
ously reported in literature. Finally, unraveling these defect
distributions can help to understand how to avoid their forma-
tion during the active layer fabrication, in order to improve the
performance and stability of perovskite solar cells. Alterna-
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2tively, it may assist with the development of novel passivation
strategies tailored to certain types of defects.
II. METHODS AND THEORY
A. Sample preparation and current density–voltage
characteristics
Pre-patterned indium tin oxide (ITO) coated glass
substrates (PsiOTech Ltd., 15 Ω/sqr) were ultrasoni-
cally cleaned with 2 % Hellmanex detergent, deionized
water, acetone, and isopropanol, followed by 10 min
oxygen plasma treatment. Modified poly(3,4-ethylene-
dioxythiophene):poly(styrenesulfonate) (m-PEDOT:PSS)
was spin cast on the clean substrates at 4000 rpm for 30 s
and annealed at 150 ◦C for 15 min to act as hole transport
layer.23 The MAPbI3 active layer was formed using the lead
acetate trihydrate route following previous works.24,25 In
short, the perovskite solution (at a stoichiometry of 1:3.00
MAI:PbAc2) was spin cast at 2000 rpm for 60 s in a dry air
filled glovebox (relative humidity < 0.5 %). After blowing
25 s and drying 5 min, the as-spun films were annealed at
100 ◦C for 5 min forming a uniform perovskite layer. The
prepared samples were transferred to a nitrogen filled glove
box, where an electron transport layer [6,6]-phenyl-C61-
butyric acid methylester (PC60BM), 20 mg/ml dissolved in
chlorobenzene, was dynamically spin cast at 2000 rpm for
30 s on the perovskite layer followed by a 10 min annealing
at 100 ◦C. Sequentially, a bathocuproine (BCP), 0.5 mg/ml
dissolved in isopropanol, hole blocking layer was spin cast
on top of the PC60BM. The device was completed with a
thermally evaporated 80 nm thick silver layer.
The current density–voltage (jV) characteristics were mea-
sured by a computer controlled Keithley 2450 Source Measure
Unit under simulated AM 1.5 sunlight with 100 mW/cm2 ir-
radiation (Abet Sun 3000 Class AAA solar simulator). The
light intensity was calibrated with a Si reference cell (NIST
traceable, VLSI) and corrected by measuring the spectral mis-
match between the solar spectrum, the spectral response of the
perovskite solar cell and the reference cell.
B. Ionic defects in perovskite solar cells
Ionic defects have a major impact on device stability and
performance, and can lead to deep-level trapping of charge
carriers.13,19,25–28 It is therefore necessary to include the ionic
responses when analyzing the solar cell behavior. When de-
scribing the capacitance of a perovskite solar cell, the capac-
itive response caused by ions (Cion) has to be added to the
geometrical capacitance (C0, considering the solar cells as a
classical parallel plate capacitors in dependence of the per-
mittivity εR, the active area A and thickness L of the solar
cell) and the capacitance caused by charge carriers trapped in
defect states (Ctrap):
Ctot =C0+Ctrap+Cion. (1)
As recent studies show, mobile ions are a dominant pro-
cess for limiting device performance and stability whereas
classical semiconductor deep-level defects are less significant
since the low concentration of such defects compared with
the high concentration of mobile ionic species.11,28–30 These
results are confirmed by theoretical calculations and simula-
tions showing that the deep-level trapping of charge carriers
is quite unlikely compared to ionic movement.14,16,31,32 Mo-
bile ions must overcome an activation energy EA in order to
hop between localized states within the perovskite lattice.33–35
A temperature dependent emission rate et can be defined for
describing this hopping process:11,36,37
et =
e2DNeff
kBTε0εR
, (2)
where e is the elementary charge, D the ion-diffusion coeffi-
cient, Neff the effective doping density, kB the Boltzmann con-
stant, T the temperature and ε0 the absolute dielectric permit-
tivity. The ion diffusion coefficient is linked to the activation
energy EA by
D= D0 exp
(
− EA
kBT
)
, (3)
with the diffusion coefficient at infinite temperatures D0.
C. Characterization of mobile ions with DLTS
An effective technique to obtain specific information about
mobile ions in perovskite solar cells is DLTS.38 This tech-
nique was originally conceived for measuring electronic deep-
level defects, but mobile ions can also be investigated due
to their dependence on external voltages and capacitive re-
sponse. The device under test is initially biased at zero volt.
During a voltage or light pulse, mobile ions previously located
at an interface between perovskite layer and transport layer are
pushed into the perovskite until they reach a new steady state.
After the pulse is finished, mobile ions relax back to the steady
state condition by returning to the interfaces which gives rise
to a capacitance transient
Ct =C∞±∆Cexp(−ett), (4)
where C∞ is the steady state capacitance. The ion concentra-
tion Nion is proportional to ∆C,
∆C ∝
Nion
Neff
C∞ if Nion Neff. (5)
The DLTS setup used in this work consists of a Zurich In-
struments MFLI lock-in amplifier with MF-IA and MF-MD
options, a Keysight Technologies 33600A function generator
and a cryo probe station Janis ST500 with a Lakeshore 336
temperature controller. The capacitance transients (Fig. 1)
were recorded in the temperature range of 200 K to 350 K in
5 K steps, controlled accurately within 0.01 K, using liquid ni-
trogen for cooling. DLTS measurements were performed us-
ing an AC frequency of 80 kHz with amplitude ofVac = 20 mV
3and biasing the perovskite device from 0 V to 1 V for 100 ms.
The transients were measured over 30 s and averaged over 35
single measurements.
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FIG. 1. DLTS measurements on MAPbI3 solar cell for different tem-
peratures from 200 K to 350 K in 5 K steps. The capacitance tran-
sients were obtained after pulsing the sample from 0 V to 1 V for
100 ms.
For the extraction of characteristic information from DLTS
data several methods are available. Most commonly, DLTS is
evaluated using the boxcar method.38–40 Plotting the extracted
emission rates on logarithmic scale over 1000/T in an Arrhe-
nius diagram results in straight lines according to Eqn. (9),
which contain information about the activation energy for ion
migration (slope) and the diffusion coefficient (y-intercept).
The boxcar evaluation is a valuable technique to obtain emis-
sion rates without presuming any specific model. The disad-
vantage of the boxcar evaluation is the low time resolution
especially in presence of noise, which makes it difficult to
distinguish between two closely spaced rates. A more sen-
sitive evaluation method is achieved by the inverse Laplace
transform. The exponential capacitance transient C(t) can be
considered as the Laplace transform of a function in the trans-
form space et.41,42 That means C(t) is the Laplace transform
of g(et) and can be expressed as
C(t) =∑
i
Ci exp(−etit) =
∫ ∞
0
g(et)exp(−ett)det. (6)
The inverse Laplace transform of C(t) is subsequently given
by the spectral function g(et)
g(et) =∑
i
Ciδ(et− eti). (7)
Peaks at et = eti can be obtained by plotting g(et) versus et and
by transferring the emission rates into an Arrhenius diagram
according to Eqn. (9).
Since inverting the Laplace transform is an ill-posed prob-
lem in the sense that small errors in measurements may
yield large errors in the inversion, regularization of the in-
version process is necessary. A first numerical implementa-
tion was developed by Provencher 43 (Contin) and later mod-
ified (Ftikreg).43–47 For successfully using these Tikhonov
regularization-based methods, a high signal-to-noise (SNR)
ratio in the range of 1000 is required.47 A large number of
transients have to be averaged to achieve such a high SNR.
This issue is challenging because of the long transient time
of about 30 seconds necessary for measuring ion movement
in perovskite solar cells. The long recording time in combi-
nation with averaging over a high member of single measure-
ments for each transient would result in long measurement
times for each temperature step. To overcome this issue, we
implemented an improved algorithm to regularize the inverse
Laplace transform, implemented in the modern programming
language Python. The enhanced method is faster and easier
when compared to Contin due to the lower amount of param-
eters necessary to achieve reliable results.
D. Numerical inversion of Laplace transform via Regularized
Sparse Laplace Spectrum RegSLapS
Inverting the Laplace transform in Eqn. (6) is an ill-posed
problem in the sense that very small deviations in the data C
(noise, round-off errors) may cause extremely large errors in
the solution g. Equivalently, very different spectral functions
g may have almost the same Laplace transform and, thus, can-
not be reconstructed solely from data C as the very small dif-
ference of their Laplace transforms cannot be distinguished
from noise.
To obtain reasonable reconstruction results for ill-posed
problems additional information about expected solutions has
to be taken into account. One standard approach is Tikhonov’s
regularization method:
‖Lg−C‖2+α‖g‖2→min
g
. (8)
Here ‖ · ‖ denotes the mean-square norm of a function and L
is the Laplace transform, a linear mapping. The regularization
parameter α > 0 controls the trade-off between data fitting
and regularization, where the latter is a consequence of the
penalty term ‖g‖2. See Engl et al.48 for details on Tikhonov
regularization.
Additional information added by this standard Tikhonov
approach is that the sought-for spectral function has a small
norm. The Contin algorithm for processing DLTS measure-
ments uses the squared norm of the second derivative g′′ as
penalty instead of ‖g‖2. This leads to very smooth (low
curvature) spectral functions g. The advantage of the Con-
tin approach is that its numerical realization is rather simple,
since minimizing the corresponding Tikhonov-like functional
is achieved by simply solving a well-posed system of linear
equations.
4The approach presented here differs significantly from stan-
dard Tikhonov and Contin. Since in addition to smooth sec-
tions, Laplace spectra may also contain sharp peaks, it is unde-
sirable to apply methods that yield only very smooth results.
Deciding whether a smooth regularized spectrum originates
from sharp peaks or from smooth distributions is almost im-
possible. But as will be shown in Sec. III from a regularized
spectrum containing peaks, it can be easily determined if the
real spectrum was smooth or contained peaks.
Functions consisting of a small number of peaks can be
mathematically encoded as preferring a function which is zero
on large parts of its domain. Such functions are the usual
outcome of a method called `1-regularization, see Daubechies
et al. 49 This method involves solving the minimization prob-
lem
‖Lg−C‖2+α
∫ ∞
0
|g(et)|det→min
g
.
The problem is again of Tikhonov-type, but is accompanied
with a non-differentiable penalty due to the absolute value in-
side the integral. This non-differentiability makes numerical
minimization more challenging.
Our implementation RegSLapS is based on fast iterative
soft-threshold algorithm (FISTA),50 which is essentially a
projected gradient method. To describe the algorithm we re-
place the spectral function g by a finite vector of function val-
ues at fixed grid points. Then the Laplace transform L be-
comes a matrix which maps g to a finite data vectorC. We use
the following algorithm
• initialization: fix α > 0 (details below), set g to zero
everywhere, set gold := g
• do until convergence:
– mixing step: gmix := g+ i−1i+2 (g−gold)
(where i is the iteration counter)
– calculate gradient of fitting functional:
d := LT (Lgmix−C)
– calculate step size: s := ‖d‖
2
‖Ld‖2
– gradient step: g˜ := gmix− sd
– projection step: for all k set
gproj := (sign g˜k) max{0, |g˜k|− sα}
– update: set gold := g and g := gproj
The choice of the regularization parameter α is crucial and
difficult. However, DLTS data is very smooth for prolonged
times t, which allows to obtain a reasonable estimate for the
data’s noise level as the difference between measured data and
a smoothed version of the measured data. Based on this noise
level we can apply Morozow’s discrepancy principle51 as fol-
lows:
• choose some large initial α
• calculate regularized solution, denoted by gα
• do until ‖Lgα−C‖ ≤ kη (where η is the noise level and
k > 1 a constant close to one):
– decrease α by some fixed factor
– calculate regularized solution gα
• last gα is the result of the method
The estimate of the spectral function g allows for peaks to
be simply identified as the grid points for which g is not zero.
Tests using synthetic data confirm that the area under the curve
is very close to the height of a δ-peak in the exact spectral
function.
III. RESULTS AND DISCUSSION
The photovoltaic performance of the devices investigated
here is that of typical MAPbI3 solar cells. The current den-
sity–voltage characteristics are shown in Fig. S1. The device
exhibits a current density of 21.6 mA/cm2, open circuit volt-
age of 0.96 V, fill factor of 76.5 % and a power conversion ef-
ficiency of 15.8 %. As reported in literature, jV measurements
are often affected by hysteresis.52–54 The origin of hysteresis
is attributed to mobile ion within the active layer of perovskite
solar cells.55–58 The jV data of Fig. S1 show almost no hys-
teresis, but corresponding to the results of Calado et al. 59 ion
migration can also take place in devices with minimal hystere-
sis.
In Fig. S2, the rate window evaluation of the DLTS tran-
sients (Fig. 1) is shown. Three ion-related peaks are visible,
which are labeled as β, γ and δ. The sign of the peaks are
related to the charge state of the contributing ions. Defects
β and δ are anions whereas γ is a cation. We determine the
two low-frequency responses below 10 Hz to correspond to
the same defect γ. We cannot exclude that the defects β and
δ correspond to the same ionic origin. However, as a working
hypothesis, we assume that they are different ionic defects as
we did not observe a change in the activation energy or diffu-
sion coefficient according to Futscher et al. 11 in the IS data at
the tetragonal-cubic phase-transition temperature at 327 K.60
We distinguished the nature of defects, electronic or ionic,
by applying reverse DLTS.61,62 In this technique, the filling
pulse is reversed, meaning that the voltage pulse goes from
1 V to 0 V. Other parameters such as AC frequency and fill-
ing pulse parameters remain constant. As a consequence for
electronic traps, the capture process of charge carriers in trap
states is measured in contrast to conventional DLTS measure-
ments. Since the emission rate is much lower than the cap-
ture rate, the latter (determined by reverse DLTS) is expected
to be higher than the emission rate (obtained by conventional
DLTS) if deep-level trap states are being measured. The sit-
uation is different, when mobile ions respond to the voltage
pulse. When no external voltage is applied, mobile ions are at
equilibrium at the interfaces of the perovskite layer due to the
internal field.11,13 As a result, the mobile ions will be pushed
into the perovskite layer by the voltage pulse. For ions it can
be expected that this process is approximately as fast as the
back drift of the ions to the interfaces. We measured reverse
DLTS at room temperature and plotted the boxcar evaluation
for a rate window of t2/t1 = 2 in Fig. 2. Since the emis-
sion rates for all defects are comparable for conventional and
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FIG. 2. Conventional DLTS and reverse DLTS evaluation via boxcar
at room temperature with a rate window of t2/t1 = 2. The emission
rates are equal for all defects which indicates the underlying ionic
origin.
TABLE I. Activation energy EA, diffusion coefficient D300K at
300 K and ion concentration Nion obtained by boxcar evaluation.
defect ion EA [eV] D300K [cm2s−1] Nion [cm−3]
β V−MA 0.37 2 ·10−7 6 ·1014
γ MA+i 0.37 1 ·10−11 2 ·1014
δ I−i 0.19 5 ·10−9 9 ·1013
reverse DLTS, we can conclude that the measured emission
rates originate from mobile ions and not charge carriers such
as electron and holes.
A defect signature can be obtained by measuring the emis-
sion rate et(T ) at different temperatures, as the emission rate
for ions is thermally activated according to Eqn. (2) and
(3):11,17,21
et =
e2NeffD0
kBTε0εR
exp
(
− EA
kBT
)
. (9)
Emission rates for each temperature were plotted in Fig. 4,
obtained by evaluating the peaks visible in the rate window
plot of Fig. S2. Eqn. (9) was used to fit the data, in order to
determine the activation energy EA and diffusion coefficient
D with Eqn. (3). For calculating these defect parameters the
effective doping density and permittivity were determined by
capacitance–voltage measurements (Fig. S6). The results are
summarized in Table I. We determined the activation energy
of β to 0.37 eV, for γ to 0.37 eV and for δ to 0.19 eV. These re-
sults are in agreement with the results of Park et al. 18 and Yin
et al. 14 which supports our findings that the measured ionic
defects have low activation energies. The diffusion coefficient
at 300 K for δ was determined to be 5 · 10−9 cm2s−1. For β
the diffusion coefficient at 300 K is 2 ·10−7 cm2s−1, which is
several orders of magnitude higher when compared to that of
γwith 1 ·10−11 cm2s−1. The determined diffusion coefficients
at 300 K are in the range of 10−7–10−12 cm2s−1, consistent
with values reported in literature.11,15,20,63,64 Ion concentra-
tions were found to be 6 ·1014 cm−3 for β, 2 ·1014 cm−3 for γ,
and 9 ·1013 cm−3 for δ.
By comparison with literature we made a conceivable sce-
nario for identifying the measured defects with mobile species
in perovskite solar cells. First we compared the results of
our measurements with those reported by Futscher et al. 11
(Fig. S5). This allowed us to attribute defect γ to MA+i since
both the position and the sign of both measurements are in
good agreement. However, in contrast to the interpretation
of phase transition induced changes of the diffusion coeffi-
cient and activation energy, our results predict that different
parts of the same defect distribution were measured. This is
in agreement with the two measured MA+i responses deter-
mined by Futscher et al. 11 (see Fig. S5 C1 and C2) which
belong to the same defect distribution. The identification of
β and δ is less certain. The defect attributed to I−i (see A1
in Fig. S5) measured by Futscher et al. 11 is indeed close to
the edge of distribution β. However, both distribution β and
δ are very close to one another and it cannot be excluded that
the distribution δ is also present at low temperatures and fre-
quencies. Consequently, the identification of β and δ is not
possible by comparing with the results of Futscher et al. 11 .
Instead, we compared our results with the DFT calculations of
Yang et al. 21 The reported activation energy of MA+i ions (ab-
plane: 0.38 eV, c-axis: 0.48 eV) is in good agreement with our
findings. Furthermore, the reported diffusion barrier of Yang
et al. 21 for I−i ions (ab-plane: 0.19 eV, c-axis: 0.33 eV) are
in the same range as our result for defect δ. Therefore we at-
tributed δ to I−i . Since the only negative ion among all likely
native point defects left is V−MA, we assign β to V
−
MA. Notice-
ably, the activation energy of Yang et al. 21 forV−MA (ab-plane:
0.62 eV, c-axis: 0.89 eV) does not agree with our findings and
at the moment we have not yet an explanation for that discrep-
ancy. Moreover we would expect comparable diffusion coef-
ficients for both MA+i and V
−
MA in contrast to our observation
(Tab. I). However, our assignment is in good agreements with
the high mobility reported for anions which is significantly
higher than the mobility of cations.12,15–18
It is important to note that the emission rates obtained by
boxcar evaluation for β, γ and δ cannot describe the capaci-
tance transients completely. As shown in Fig. 3a, we high-
lighted this observation using the 230 K capacitance transient
up to 0.1 s exemplary for β. We chose this particular tran-
sient as a compromise between good signal-to-noise ratio and
absence of the response of the other defects γ and δ. The
mono-exponential decay with the emission rate obtained by
boxcar evaluation is insufficient to fit the experimental data.
The ambiguity between experimental result and the capac-
itance transient reconstructed very likely indicates a defect
distribution, as a distribution of emission rates is necessary
to describe the experimental transient. Consequently, by fit-
ting a defect distribution consisting of two Gaussian distri-
butions to the capacitance transient, which yield the emission
rate spectrum Fig. 3b, a good agreement with the experimental
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FIG. 3. (a) Capacitance transients of experimental data, reconstructed with the emission rates calculated with RegSLapS and reconstructed by
fitting Gaussian defect distributions. The data were cut at 0.1 s to avoid the influence of γ on fitting Gaussian distributions to the emission rate
spectrum, which is still present even for low temperatures (inset). (b) Calculated Emission rate spectrum of RegSLapS with fit of Gaussian
distributions.
capacitance transient can be obtained. The presence of a de-
fect distribution would offer a reasonable explanation for the
different and partly inconsistent defect parameters reported
for perovskite solar cells in literature.11,13,17,20,65 Different ex-
perimental methods and conditions could lead to probing dif-
ferent parts of the defect distribution. We propose that the
broad distribution of ionic defects might originate from the
non-constant internal electric field in perovskite solar cells, in
part caused by ion migration.
To exploit the higher resolution offered by the evaluation
via inverse Laplace transform, we subsequently calculated
emission rates by using our RegSLapS algorithm described in
Sec. II D with the resulting emission rates plotted in Fig. S4.
As mentioned above, an inverse Laplace transform is an ill-
posed problem, so that artifacts can occur within the spec-
trum calculated by RegSLapS. This means that only calcu-
lated emission rates are physically justifiable, which follow
the emission rates equation Eqn. (9). Emission rates that sat-
isfy this criterion are shown in Fig. 4 resulting in a set of
straight lines for each defect. The emission rates that differ in
the vertical offset are linked to a defect distribution since the
capacitance transient reconstructed with RegSLapS fits to the
experimental capacitance data as well as the capacitance tran-
sient reconstructed with the Gaussian defect distribution. This
indicates that the measured emission rates with equidistant
spacing belong to a defect distribution. To benefit of low cal-
culation times, the algorithm described in Sec. II was adjusted
to keep the amount of calculated solutions low by preferring
zeros in the solution space. Therefore, the calculated emis-
sion rate spectrum by RegSLapS results in et with equidistant
spacing instead of a continuous distribution of emission rates.
The contour plot of the boxcar data (Fig. S2) in Fig. 4 shows
an excellent agreement with the equidistantly spaced emission
rates, since all emission rates determined using RegSLapS are
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FIG. 4. Comparison of emission rates obtained by conventional box-
car evaluation (contour plot of Fig. S2), by inverse Laplace transform
via RegSLapS and by impedance spectroscopy (IS). Visible are three
different ionic defects β, γ and δ. Parallel straight lines are related to
ionic distributions.
within the bounds of the broad peak obtained by the boxcar
evaluation. Only the maxima of the emission rate peaks can
be extracted by boxcar, likely close to the peak of the experi-
mental emission rate distribution.
To verify our results, we performed impedance spec-
troscopy (IS) measurements (Fig. S3), which were analyzed
7and added to the contour plot (Fig 4). As IS is a small-
signal technique, the perovskite solar cells are closer to equi-
librium conditions during the measurement compared with
DLTS, where voltage pulses have a strong effect on the in-
ternal electric fields which influence the ion migration. The
comparison of IS with DLTS is therefore very helpful to ver-
ify the results obtained by DLTS. As shown in Fig. 4 there is
a good agreement of the emission rates of defect β, whereas
defect δ is not visible. In the case of defect γ only one part of
the defect distribution can be measured, in contrast to DLTS,
because of the lower sensitivity of IS for low emission rates.
Additionally to capacitance DLTS measurements (Fig. 1),
we used different DLTS modes such as optical DLTS (O-
DLTS, see Fig. S7) and current DLTS (I-DLTS, see Fig. S8)
to verify our previous results and to learn more about the
nature of these ionic defects. For O-DLTS the solar cell is
probed using a light pulse (250 mW/cm2 for 100 ms) in-
stead of a voltage pulse. In the case of I-DLTS measure-
ments the current response of the solar cells after applying
the voltage pulse was measured simultaneously with the ca-
pacitance transient. Parameters such as filling pulse duration,
transient measurement time and the number of averages cor-
responds to that of capacitance DLTS. As shown in Fig. S9,
all DLTS modes gives access to the same defect distributions,
whereas with each DLTS mode another part of the distribu-
tion is measurable. The existence of transients in O-DLTS
measurements indicate the ion movements caused by light in-
teraction, since light induce free charge carriers with impact
on the internal electrical field.20 This result indicates the im-
plication of mobile ions in optical measurements. Since mo-
bile ions have an impact on the internal electrical field, they
may influence the charge carrier extraction and recombina-
tion in the perovskite solar cell with consequences on optical
measurements such as IMPS/IMVS, photocurrent decay and
photovoltage decay measurements.20,55,59,66–69 In the case of
our I-DLTS measurements, more than one component of the
defect distribution of γ and δ is visible even in the boxcar eval-
uation due to the higher resolution of I-DLTS measurements
for higher emission rates in comparison to C-DLTS measure-
ments. This verifies our result on the ionic defect distributions
using RegSLapS.
It is interesting to note that recently it has been reported
that perovskite crystal grain orientation influences the rate
of lateral ionic transport in spin cast MAPbI3 films.70 In
this work, photoluminescence microscopy was utilized to
track the migration of ions upon the application of an electric
field, with the results showing a broad quenching front
being present only for films with a random grain orientation.
Modelling of these results was only possible using a large
distribution of diffusion coefficients for the same ionic defect.
It is thus possible, that different grain orientations in the
vertical solar cell devices also result in a wide distribution of
ionic transport rates, in agreement with the results presented
here.
IV. SUMMARY
In this work we performed DLTS measurements on
MAPbI3 perovskite solar cells and analyzed them using a
newly developed algorithm. Our results indicate the pres-
ence of three different mobile ions, which were attributed
to V−MA, MA
+
i and I
−
i , respectively. We introduced an im-
proved numerical implementation of regularization algorithm
RegSLapS for performing the inverse Laplace transform. Our
algorithm is a powerful instrument for the evaluation of any
kind of exponential decays and is especially useful to ex-
tract components of DLTS transients. By using RegSLapS we
found that all measured mobile ions correspond to distribution
of diffusion constants. This result could be the explanation for
the different ionic defect parameters as reported in literature.
A range of different DLTS modes as well as impedance spec-
troscopy verifies our findings.
Future developments in the field of perovskite solar cells
depend on a detailed understanding of the ionic transport
mechanisms and the degradation pathways influenced by ionic
species. Our method and experimental results open routes for
improvements in the fabrication process of perovskite solar
cells in order to decrease the density of mobile ions within the
active layer.
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1I. CURRENT DENSITY–VOLTAGE (JV) CHARACTERISTICS
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FIG. S1. Current density–voltage (jV) measurement of the MAPbI3 solar cell. The jV characteristics are plotted inside the graph:
Jsc = 21.60 mA/cm2, Voc = 0.96 V, FF = 76.49 % and PCE = 15.81 %. Minimal hysteresis is visible in measurement which is caused
by mobile ions within the MAPbI3 layer.
II. DLTS MEASUREMENTS EVALUATION BY BOXCAR
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FIG. S2. Rate window evaluation for the DLTS transients for a rate window of t2/t1 = 5. Visible are three different ionic responses, which
were labeled with β, γ and δ.
2III. IMPEDANCE SPECTROSCOPY (IS) MEASUREMENTS
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FIG. S3. Impedance spectroscopy (IS) on MAPbI3 solar cells for different temperatures from 200 K to 350 K in 5 K steps (a). Evaluation of
the IS data by calculating the derivation (b). Visible are the defects β and γ. Peaks of the derivation are related to the emission rates at each
temperature.
IV. ARRHENIUS PLOTWITH RAW DATA OBTAINED BY REGSLAPS
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FIG. S4. Emission rates computed by inverse Laplace transform using RegSLapS. The color of the points in the spectrum correspond to the
sign of the defect contribution to the spectrum (blue: majority defect, red: minority defect). The transparency of the color provides information
about peak height, whereas the width of the data points are connected to the width of each peak. Inverse Laplace calculation is an ill-posed
problem which can cause artefacts in the spectrum. Therefore only emission rates are physically interesting, which follows the emission rate
equation.
3V. COMPARISON OF EMISSION RATES WITH FUTSCHER ET AL.
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FIG. S5. Emission rates of β, γ and δ in comparison with results of Futscher et al. S1 . Defect γ can be associated with defects C1 and C2,
whereas all responses stem from the same defect distribution. Defect A1 is close to beta, but it can not be excluded, that A1 is a low frequency
part defect δ. For the identification of β and γ, further comparisons with literature are necessary.
VI. CAPACITANCE-VOLTAGE MEASUREMENTS
 !"#$!
%&
'!
(!
)!
*!
+
"
,
-
.
/
0
1
2
!34!3)!3!%!3)
5",62
(!!"#$!
$1
)(!
)!!
*(!
*!!
1(!
1!!
+
"
,
-
.
/
0
1
2
FIG. S6. Capacitance-voltage (CV) measurements (left axis) and Mott-Schottky representation (right axis) at room temperature. Built-in
potential Vbi, effective doping density Neff are obtained by a linear fit at around 0.8V in the Mott-Schottky plot as follows: Vbi = 1.13 V and
Neff = 1.8 ·1016 cm−3. The permittivity of the cell is 20.3. For accurate extraction of these parameters, the solar cells was pre-biased at 1 V
for 60 s and rapidly swept with 3 V/s in reverse direction.S2
4VII. O-DLTS MEASUREMENTS
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FIG. S7. a) O-DLTS measurements using an light filling pulse with intensity of 1 sun for 100 ms at an AC frequency of 80 kHz with amplitude
of Vac = 20 mV. b) Boxcar evaluation of the transients reveals the same ionic defect distributions measured with C- and I-DLTS. c) Emission
rates obtained by boxcar evaluation (b)) and by performing inverse Laplace transformation using RegSLapS.
VIII. I-DLTS MEASUREMENTS
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FIG. S8. a) I-DLTS transients were measured choosing an AC frequency of 80 kHz with amplitude of Vac = 20 mV and using a filling
pulse from 0 V to 1 V for 100 ms. Measurements were averaged over 35 single measurements and were measured simultaneously with C-
DLTS transients. Boxcar evaluation of the transients reveals the same ionic defect distributions measured with C- and O-DLTS. The higher
resolution of I-DLTS especially at high emission rates gives insight into different parts of the distributions. c) Emission rates obtained by
boxcar evaluation (b)) and by performing inverse Laplace transformation using RegSLapS.
5IX. COMPARISON OF C-, I- AND O-DLTS MEASUREMENTS
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FIG. S9. Comparison of emission rates of the ionic defects β, γ and δ obtained by C-, I-, O-DLTS (boxcar and Laplace evaluation) and IS
(Fig. S3). With all DLTS modes the same defect distributions are measurable. The plot illustrate how close the distributions are spaced.
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