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ABSTRACT

Kramer, Gregory Robert. Ph.D., Department of Computer Science and Engineering,
Wright State University, 2007. An Analysis of Neutral Drift’s Effect on the Evolution
of a CTRNN Locomotion Controller with Noisy Fitness Evaluation.

This dissertation focuses on the evolution of Continuous Time Recurrent Neural
Networks (CTRNNs) as controllers for control systems. Existing research suggests
that the process of neutral drift can greatly benefit evolution for problems whose
fitness landscapes contain large-scale neutral networks. CTRNNs are known to be
highly degenerate, providing a possible source of large-scale landscape neutrality, and
existing research suggests that neutral drift benefits the evolution of simple CTRNNs.
However, there has been no in-depth examination of the effects of neutral drift on
complex CTRNN controllers, especially in the presence of noisy fitness evaluation. To
address this problem, this dissertation presents an analysis of the effect of neutral drift
on the evolution of a complex CTRNN locomotion controller for a simulated hexapod
robot in the presence of noisy fitness evaluations. In particular, two stochastic hillclimber-based EAs are examined and compared, one that does not engage in neutral
drift, and one that does. The experimental results show that while neutral drift
provides a significant advantage early in the evolutionary process, the later effects of
noisy fitness evaluations seriously degrades the utility of neutral drift, and overall,
there is no significant difference between the non-drifting and drifting EAs. These
results provide evidence that large-scale neutral networks do exist in complex CTRNN
fitness landscapes and highlight the important role that noisy fitness evaluations play
in influencing evolutionary performance.
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Chapter 1
Introduction
1.1

Dissertation Summary

Since its inception in the 1960s, the field of evolutionary computation has grown at
a rapid pace. Practitioners of evolutionary computation have successfully employed
optimization techniques inspired by biological evolution to solve difficult problems in
a diverse array of application domains. One such domain is the design of controllers
for control systems. Initial success in this domain has generated growing interest in
automatically designing controllers by evolving an underlying reconfigurable control
substrate. To date, many different reconfigurable control substrates have been explored, including FPGAs; FPAAs; FPTAs; neural networks; and other more exotic
substrates. This dissertation focuses on the evolution of continuous time recurrent
neural networks (CTRNNs) as controllers.
Until recently, the majority of evolved CTRNN controller research has focused
on two main efforts: demonstrating efficacy against difficult control problems and
analyzing the operational principles of evolved CTRNN controllers. Both of these
research efforts are important in order to effectively evolve CTRNNs for real-world
control applications. However, to date, relatively little research has focused on understanding how the techniques of evolutionary computation can best be applied to the
evolution of CTRNN controllers. Evolving CTRNNs is currently a time-consuming,
1

computationally expensive task, and it has become clear that improved evolutionary
techniques will be required to efficiently evolve CTRNNs for increasingly complex
control applications. Such progress requires a better understanding of how different evolutionary processes affect the evolution of complex CTRNN controllers. One
evolutionary process that shows promise is called neutral drift.
Existing research in the evolutionary computation community shows that neutral drift can greatly benefit artificial evolution in the presence of wide-scale fitness
landscape neutrality. Additional investigations by the evolved CTRNN research community have provided evidence that such wide-scale fitness landscape neutrality may
be an inherent feature of CTRNN evolution. However, in an attempt to simplify already complex analyses, these investigations have tended to focus almost exclusively
on the evolution of simple CTRNNs for “toy” problems. Therefore, it is largely unknown how neutral drift might benefit the evolution of more complex CTRNNs for
difficult control problems. Furthermore, existing investigations have tended to avoid
studying problems that exhibit a characteristic known as noisy fitness evaluations.
Noisy fitness evaluations complicate analysis, but are often an unavoidable feature of
real-world control problems, and are likely to affect the utility of neutral drift.
The purpose of this dissertation is to expand upon existing research by examining how neutral drift affects the evolution of a non-trivial CTRNN controller in
the presence of noisy fitness evaluations. To accomplish this goal, we present an
analysis of how neutral drift affects the evolution of a complex hexapod locomotion
controller by a stochastic hillclimber-based evolutionary algorithm. Note however,
that the primary focus of this dissertation is not the development of an improved
process for evolving robot locomotion controllers. Rather, this work is intended as
a bridge between existing theoretical results and practical application. Although the
analysis focuses on a single locomotion control problem, it is hoped that the results
of the reported experiments may provide some guidance on the potential for neutral

2

drift to benefit many similar problems in the wider field of evolved controllers.
The remainder of this chapter expands upon the above summary to provide a more
complete overview of this dissertation and its objectives. The next three sections
introduce the fundamental concepts that form the basis of the dissertation: evolvable
controllers, CTRNN controllers, and the evolutionary process known as neutral drift.
Following these are sections that present the dissertation’s research objectives and an
outline of the rest of the document.

1.2

Evolvable Controllers

The problem domain that is addressed by this dissertation is the automatic design of
a control system’s controller. A controller is a device that governs another system,
called the plant, by producing control efforts via effectors to make the plant behave in
a desired manner. A simple example of a controller is the cruise control system found
in many cars. The cruise controller monitors the speed of the car (the plant) and
applies more or less throttle in an effort to make the car’s speed match the driver’s
desired speed. The design and analysis of controllers is the domain of a field known as
control theory. Control theory classifies controllers into one of two categories, openloop or closed-loop, depending on the controller’s relationship to the plant. Both
categories can be illustrated using a car’s cruise control as an example.
An open-loop cruise controller might simply lock the position of the throttle when
the driver engages cruise control. As long as the environmental conditions (the road’s
surface and inclination, wind speed and direction, etc.) do not change, the car will
maintain the desired speed. However, any change in these conditions will cause the car
to deviate from the desired speed. The defining characteristic of open-loop controllers
is that they do not use feedback to determine if the applied control efforts have had
the desired effect on the plant’s behavior. Consequently, open-loop controllers cannot

3

compensate for disturbances to the plant’s behavior caused by outside influences or
an inexact understanding of how control efforts affect the plant’s behavior.
In contrast, a closed-loop cruise controller continuously monitors the car’s speed
and increases or decreases the throttle as necessary to maintain the desired speed.
Closed-loop controllers are defined by their use of feedback to monitor the plant’s
behavior and update the control efforts accordingly. Because of feedback, closedloop controllers can compensate for disturbances to the plant’s behavior caused by
external influences, such as changing road conditions in the cruise-control example.
For this reason, closed-loop controllers are those most often encountered in fields
such as mobile autonomous robotics, in which the robots are assumed to operate in a
largely uncontrolled environment. The hexapod robot locomotion controller, whose
evolution is examined in this dissertation, is an example of closed-loop controller.
Traditionally, controllers are designed by an engineer who mathematically models
the plant’s dynamics, which define the behavior of the plant over time in response
to control efforts and other external influences. The mathematical model is then
analyzed to determine how the plant’s dynamics must be modified to make it behave in
the desired manner. This may require the engineer to simplify the model (for example,
linearizing non-linear terms) to ease analysis. While, traditional design methodology
has proven effective at designing controllers for a wide variety of applications, the
desire for increasingly complex controllers has begun to place a larger burden on the
controls engineer. Control applications, particularly in the robotics and aerospace
fields, often display strong, non-linear dynamics. Such systems are often sufficiently
sensitive to mathematical simplifications, such as linearization of non-linear terms,
that such simplifications can result in inaccurate models. This sensitivity increases the
difficulty of analyzing, modeling, and controlling such systems. Additionally, there is
increasing interest in designing controllers that can adapt to handle changing control
needs, which may be caused by unpredictable external influences, slow mechanical
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degradation of the plant due to normal wear, and/or rapid mechanical degradation of
the plant due to damage. While traditional design methods have evolved to address
these issues, evolvable controllers offer an alternative solution to such demanding
control applications.
In contrast to traditional controllers, evolvable controllers are not directly designed by a human engineer. Instead, the engineer specifies how the controller should
behave, then employs an optimization technique that is inspired by biological evolution to automatically design the controller by a process of guided trial and error. The
following three sections provide a brief introduction to how the principles of biological
evolution are employed to evolve controllers. In order to understand artificial evolution it is necessary to have a basic understanding of the process on which it is based.
Therefore, we will begin with a short review of the key ideas underlying biological
evolution.

1.2.1

Principles of Biological Evolution

Biological evolution is the process by which species change over time in response to
their environment. It is an emergent process that operates on genes, the heritable
genetic components that play a major role in determining an organism’s physical and
behavioral characteristics. Biological evolution can be explained as the result of the
following four characteristics of the natural world:
1. Genes are inherited - passed from parent to offspring.
2. The process of genetic inheritance causes genetic variation. During reproduction the parent’s genetic material is copied. Errors during the copying process,
or damage caused to the parent’s genetic material by environmental mutagens,
may be passed on to offspring. These sources of variation are known as mutations. An additional source of variation is recombination, wherein an offspring’s
5

genetic material is created by combining the genetic material of two parents.
3. There are not enough resources to support an unlimited number of organisms in
an environment. Thus, there is competition amongst organisms for the resources
required to survive, reproduce, and raise offspring.
4. Some genes result in physical and behavioral characteristics that give the host
organism a competitive advantage over the other organisms in its environment.
For instance, white feathers may provide better camouflage than dark feathers
in snowy climates.
Together, observations 3 and 4 are popularly known as natural selection. The environment implicitly favors (selects) organisms with good physical and behavioral
characteristics, such that they reproduce and raise offspring with higher probability
than organisms without such traits. In this context, good means any physical or
behavioral characteristic that confers an advantage in the competition to survive,
reproduce, and raise offspring. Consider the example of white vs. dark feathers in a
snowy environment. All else being equal, birds with white feathers can more effectively evade predators than birds with dark feathers. Since birds with dark feathers
are easier to see, they will be killed by predators at higher rate than birds with white
feathers, thus reproducing at a lower rate. Therefore, we would expect more birds
with white feathers to reproduce and pass on their genes than birds with dark feathers, so that in each successive generation the ratio of white feathers to dark feathers
should increase.
While natural selection is responsible for increasing the frequency of beneficial
alleles (good variants) in a population, it cannot explain how new alleles, or new
combinations of alleles, come to exist in the first place. Examination of the fossil
record shows that species change over time, gaining new physical and behavioral
characteristics. This process can also be observed today in organisms such as bacteria
6

that have evolved resistance to common antibacterial drugs. How do species gain new
physical and behavioral characteristics over time? The answer lies in observations 1
and 2, inheritance with variation.
When an organism reproduces, it passes a copy of its genetic material to its
offspring. However, due to a variety of causes, including copying errors, environmental
mutagens, and recombination, offspring are not exact genetic copies of their parents.
New physical and behavioral characteristics are introduced into a population because
the process of inheritance with variation produces offspring with new alleles or new
combinations of alleles. Some of the new physical and behavioral characteristics will
be worse than those of the parent (deleterious), some will be better (advantageous).
Returning to the bird example, consider a mutation or new combination of alleles,
which results in a pattern of white and grey feathers that provides more effective
camouflage in the snow than pure white feathers. Just as the white birds will tend to
outcompete birds with dark feathers, the white and grey birds will tend to outcompete
their all-white and dark feathered siblings. Over time, natural selection will cause
the alleles for the white and grey feathers to dominate the bird population and the
species will have gained a new advantageous physical characteristic.
As we have now seen, the combination of natural selection and inheritance with
variation allows species to evolve, gaining new advantageous physical and behavioral
characteristics over time. The field of evolutionary computation (EC) harnesses these
processes to form a general-purpose problem-solving technique.

1.2.2

Evolutionary Computation

Evolutionary computation’s utility is based on the fact that many problems can be
posed in terms of an optimization problem. Given a set of potential solutions to
a target problem, the goal is to determine which potential solution is the best, or
optimal, solution. More formally, we can define such problems as a 2-tuple (S, f )
7

where
• S (called the solution space) is the set of all possible solutions to the target
problem,
• f : S → R (called the fitness function) measures the problem solving quality of
a potential solution,
and the goal is to find an optimal solution s0 ∈ S such that ∀s ∈ S, f (s) ≤ f (s0 ).
Evolutionary computation refers to the use of algorithms that are inspired by biological evolution to solve such problems; these algorithms are known as evolutionary
algorithms (EAs).
At a high level, the core process employed by all evolutionary algorithms is essentially the same. An evolutionary algorithm is an iterative stochastic process that
operates on a set of individuals called a population. Each individual, stored in a
computer-amenable representation called a genotype, represents a potential solution
from the problem’s solution space. In evolutionary computation, a genotype is analogous to a biological organism’s DNA. The actual problem solving behavior encoded
in a genotype is known as the potential solution’s phenotype, and is analogous to
the physical and behavioral characteristics conferred on a biological organism by its
DNA.
The heart of the evolutionary computation process is the fitness function, which
is used to assign genotypes a measure of their quality with respect to the target
problem. This measure is called fitness, analogous to the Darwinian concept of fitness
in natural selection. The distribution of the population’s fitness guides the search for
an optimal solution using the principles of biological evolution. The process consists
of four procedures, which are listed below:
1. Initialization: The initial population Pt=0 is created by selecting some number
of potential solutions from the problem’s solution space. Usually, there is no in8

formation to suggest that one area of the solution space is better than another;
therefore, it is normal to select genotypes for Pt=0 with a uniform random probability. However, starting from a set of good guesses can greatly decrease the
time required to evolve good solutions. If possible, domain specific knowledge
should be used to seed the initial population. Once the initial population has
been formed, each genotype in Pt=0 is evaluated via the fitness function and
assigned a fitness score.
2. Selection: Following initialization, members of the breeding population Pt0 are
selected from Pt . Selection is usually carried out such that genotypes with high
fitness have a high probability of being selected, and genotypes with low fitness
have a low probability of being selected. The selection process is designed to
mimic natural selection, in that fitter organisms have a higher probability of
surviving long enough to reproduce.
3. Reproduction: Once members of the breeding population Pt0 (the parents)
have been selected, they are used to generate a population of offspring genotypes Pt00 . Reproduction is accomplished via genetic operators, the two most
common of which are recombination and mutation. Recombination is an N -ary
operator that combines components from N parent genotypes to create a new
offspring genotype. For instance, if genotypes are schematics representing electrical circuits, recombination might create an offspring by combining random
sub-circuits from the N parents. Mutation creates an offspring from a single
parent by copying the parent’s genotype then randomly altering the new offspring genotype. Returning to the circuit example, mutation might generate a
new offspring genotype by randomly inserting or removing a new circuit component to the parent’s schematic. The reproduction process is designed to mimic
the biological process of genetic inheritance with variation.
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4. Replacement: Lastly, the current generation’s population Pt is replaced by
a new population Pt+1 whose members are selected from Pt00 , although some
algorithms select from both Pt00 and Pt . Selection for membership in the next
generation is based on the same principles used to select the breeding population. High fitness genotypes have a high likelihood of being selected and low
fitness genotypes are mostly culled from the population.
Evolutionary optimization consists of repeatedly applying the above selection, reproduction, and replacement procedures to the EA’s population until the user-specified
termination criteria are met. Typically, evolution is terminated after a user-defined
number of generations have elapsed, or when a genotype has been found that exceeds
a preset fitness threshold. The EA terminates by returning the highest fitness solution
that was found during the evolutionary process.

1.2.3

Evolving Controllers

Evolutionary computation is well-suited to the design of controllers. To evolve a
controller, a controls engineer first chooses an appropriate reconfigurable control substrate; two common examples are neural networks and FPGA circuits. He or she
then develops a genotype format to encode potential solutions, and either chooses an
existing evolutionary algorithm, or develops their own problem-specific set of selection, reproduction, and replacement strategies. Lastly, a fitness evaluator is created
to calculate the fitness of candidate controllers. Figure 1.1 shows a high-level block
diagram of the components that are used to evolve a controller.
To ground the concept of controller evolution, let us consider how a neural network controller is evolved. The evolvable control system consists of all the components shown in Figure 1.1, but with a neural network replacing the generic Evolvable
Control Substrate block, and a particular EA replacing the generic Evolutionary Algorithm block. To evaluate a controller, the evolutionary algorithm configures the
10

Evolvable
Control
Substrate

Effector
Commands
Plant
Performance
Feedback

Controller
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Figure 1.1: An evolvable control system is composed of the four illustrated components. The evolutionary algorithm relies on feedback about the current controller’s
quality from the fitness evaluator to gradually learn a controller configuration that
effectively controls the plant.
neural network to match the neural network configuration encoded in the candidate
controller’s genotype. The neural network’s outputs are connected to effectors and
its inputs are connected to sensors that monitor the plant’s performance. Once the
neural network is configured and connected to its effectors and sensors, the plant is
activated and the neural network is allowed to control the plant for some period of
time. During this time period, the plant’s behavior is monitored by the fitness evaluator, which measures the deviation between the plant’s actual and desired behavior.
The fitness evaluator reports this measure to the evolutionary algorithm as the controller’s fitness. This process repeats until every genotype in the population has been
evaluated. The previous described evolutionary cycle of selection, reproduction, and
replacement is then continued until a suitably good controller is identified.
Employing evolution to design controllers has several interesting advantages. Controllers are traditionally designed by analyzing a mathematical model of the plant to
determine what control efforts are required to achieve the desired behavior. However,
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to ease analysis, or simply because we do not have a perfect understanding of the
plant’s dynamics, the mathematical models are often approximations of the physical plant’s dynamics. The small differences between the model and the real plant
make little difference for many problems. However, the dynamics of some systems
are sufficiently sensitive that control laws that function perfectly on the model will
be sub-optimal for the real plant. In such cases, it may still be possible to evolve a
controller by allowing the evolutionary process access to the real plant instead of a
model during evolution. Since evolution relies on a highly parallel generate and test
strategy, no modeling is required during so-called intrinsic evolution, and the problem
of modeling error is eliminated.
Additionally, evolution may help expand engineering knowledge by discovering
new solution techniques from beyond the bounds of conventional engineering practice. Engineers are trained to recognize common classes of problems and to apply
time-tested solutions to these problem classes. This is not to say that engineering
is an exercise devoid of creativity, but simply that our tendency is to try to frame
new problems in terms of older solved problems. However, evolutionary design is a
process of guided trial and error that is largely unconstrained by human preconception. As such, we may view evolutionary design as a way to think outside the box, to
produce novel solutions that can be analyzed and added to our repertoire of solution
techniques. For example, NASA’s Evolvable Systems Group has recently evolved an
unusually shaped antenna for the ST5 satellite that performs better, requires less
circuitry, and was designed in less time than the competing antenna solution that
was developed by human experts [41].
Lastly, an often discussed, but little studied, potential benefit of evolvable control systems is the ability to create control devices that can automatically adapt to
changing control needs. These changing needs may be caused by a variety of factors,
including unpredictable environmental influences, and uncontrollable alterations to
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the plant, such as externally-caused damage. Normally, evolved controllers are developed offline (either in simulation or while the plant is not operational) and the
final product of evolution is implemented and fielded as a static control device. In
contrast, an adaptive evolutionary controller would field all the components depicted
in Figure 1.1 as part of the final control system. This arrangement potentially allows
the system to re-evolve the controller in response to changing control needs. Together,
the above advantages have lead to increased interest in the application of evolution
to the design of complex real-world controllers.

1.3

CTRNN Controllers

As previously mentioned, there are many possible substrates that can be evolved to
form controllers. This dissertation focuses on the evolution of controllers that are
based on the continuous time recurrent neural network (CTRNN). CTRNNs are a
type of artificial neural network, which are discussed in greater depth in Chapter
2. For now, it is sufficient to think of an artificial neural network as a simplified
artificial nervous system that is composed of functional units that are loosely modeled
on biological neurons. CTRNNs are attractive as a control substrate for a variety of
reasons.
First, CTRNNs are highly expressive universal approximators of smooth dynamics
[18]. Simply put, it is reasonable to assume that with a sufficient number of neurons,
a CTRNN can express any set of control laws. Secondly, it has been shown that
the operational principles of evolved CTRNN controllers can be analyzed and explained using dynamical system analysis techniques [8, 13, 20–22]. CTRNNs are also
attractive from a practical engineering perspective because they are amenable to both
software simulation and hardware implementation. Furthermore, it has been shown
that the behavior of CTRNNs evolved in software transfers accurately to hardware-
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based CTRNN implementations, a capability that has not yet been demonstrated
by many alternative reconfigurable control technologies [9, 23, 57]. Lastly, multiple
CTRNN hardware implementations are already available, covering the range from
commercial off-the-shelf implementations to low-power analog VLSI implementations
[9, 12, 38, 58].
While a large body of research has demonstrated that CTRNNs are an effective
substrate for evolved controllers, relatively little work has focused on analyzing and
improving the process of evolving CTRNNs. The evolution of CTRNN controllers
is currently a time-consuming, computationally expensive process. Additionally, the
quality of evolved controllers is often highly variable, since computational evolution
is a stochastic process and good results are not guaranteed in any single evolutionary
run. Therefore, it is common for EC practitioners to use large computing clusters to
execute many independent evolutionary algorithms in parallel, in order to increase the
probability of finding a good solution in a reasonable amount of time. As CTRNNbased controllers are developed to solve more difficult control problems, improved
evolutionary processes will be required to ensure that effective controllers can be
evolved in a reasonable amount of time with minimal computational resources. This is
particularly true if CTRNNs are to be used as the previously described online adaptive
controllers that reconfigure in the field as needed. Autonomous systems, particularly
mobile autonomous robots, have neither the space nor power budget to include many
processing units dedicated solely to the parallel execution of evolutionary trials. For
online adaptation to be effective, the evolutionary algorithm must reliably evolve good
solutions using minimal computational resources. Without a better understanding of
CTRNN evolution, it will be difficult to determine what evolutionary techniques will
satisfy these requirements. Continued progress requires an increased understanding
of how different evolutionary processes affect the evolution of CTRNN controllers.
One evolutionary process that shows promise is neutral drift, which is studied in a
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Figure 1.2: An example fitness landscape for a genotype that is composed of two
real-valued parameters. The problem’s optimal solution is represented by the point
at the top of the highest peak. The smaller peak in the foreground represents a local
optimum that will tend to trap an EA’s population members. Figure obtained from
[54].
sub-field of evolutionary computation called evolutionary dynamics. The following
section introduces the core concepts of evolutionary dynamics and neutral drift.

1.4

Evolutionary Dynamics and Neutral Drift

When analyzing a complex system it is often useful to frame the analysis in terms of
familiar concepts that are easier to manipulate and examine than the raw underlying system. Fortunately, evolutionary dynamics, which is the study of how systems
evolve, has such a conceptual framework in the fitness landscape [61]. Recall that a
problem’s solution space is the set of all possible solutions to the problem. The key
idea underlying fitness landscapes is that an evolutionary algorithm’s genotype encoding imposes a topology on the solution space. For instance, a genotype that consists
of two real-valued parameters forms a solution space that can be represented by a
2-dimensional cartesian plane. Thus, any problem’s solution space can be thought of
as a multi-dimensional plane in which each point on the plane represents a potential
solution. If the fitness of each potential solution in the plane is considered to be an
15

additional dimension that signifies elevation, the solution space can be though of as
a multi-dimensional landscape or terrain. Figure 1.2 illustrates a simple fitness landscape that might be produced by a genotype containing two continuous real-valued
parameters. The genotype encoding for this problem creates a 2-dimensional plane
that forms the base of the landscape. The fitness landscape is obtained by graphing
the fitness of each solution along the figure’s third dimension.
The primary utility of the fitness landscape is that it allows the process of evolution
to be visualized as the movement of an EA’s population over the landscape. In this
context, the goal of evolution is to find the point(s) of highest elevation in the fitness
landscape, since these points correspond to a problem’s optimal solutions. The ease
with which this goal is accomplished depends on the landscape’s characteristics.
Recall that the evolutionary algorithm’s replacement process is biased in favor
of high fitness individuals; high fitness individuals will be chosen to form the next
generation with greater probability than low fitness individuals. In terms of the
fitness landscape, this means that uphill moves will occur with high-probability, while
those that move members of the population downhill will most often be rejected.
This has important consequences for understanding how the terrain of the fitness
landscape affects evolutionary performance. Finding the point of highest elevation is
conceptually easy if the landscape is a plain that is dominated by a single large hill. A
greedy strategy of always rejecting downhill moves and always accepting uphill moves
will quickly locate the optimum solution. However, finding the highest elevation
is difficult if the landscape is covered by numerous sub-optimal peaks and/or deep
crevasses. Such terrain may force the population to traverse a crevasse or descend
from a locally optimal hill before reaching a point of higher elevation elsewhere in
the fitness landscape. Both of these scenarios require members of the population to
engage in a series of improbable downhill moves. Sub-optimal peaks and crevasses
therefore impede the population’s movement, limiting its ability to efficiently explore
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the landscape. It is therefore unsurprising that characterizing the ruggedness of a
landscape is an important topic in evolutionary dynamics. In fact, ruggedness has
often been considered the dominant characteristic that influences how easy it is to
evolve solutions to a given problem [59]. However, this view is slowly changing.
There is increasing evidence that, for certain problems, a landscape characteristic
called neutrality may play an equally important role.
Neutrality is concerned with flat or nearly flat areas of the fitness landscape.
Genotypes that have equal fitness are said to be selectively neutral, since fitness
proportional selection and replacement processes will not prefer one genotype to another. Such neutrality is caused by redundancy in the genotype to phenotype to
fitness mapping. Large numbers of adjacent neutral solutions form neutral networks,
which appear as flat areas in the fitness landscape. When a fitness landscape contains
a significant number of large neutral networks a process known as drifting may occur
during evolution.
Neutral drift occurs when a population member is replaced by a selectively neutral
alternative. Upon first analysis, neutral drift may appear to be an uninteresting
process. Replacing a population member with a selectively neutral alternative does
not improve the overall fitness of the population, and thus brings us no closer to the
goal of finding an optimal solution. Furthermore, since neutral networks exhibit no
fitness gradient, they contain no information that would tend to drive the population
toward higher fitness areas of the fitness landscape. Therefore, neutral areas are often
considered dead-space that can trap a population, while offering no potential increase
in fitness. However, a body of research has emerged which challenges this view. If
a large enough number of neutral networks span a significant portion of the fitness
landscape, neutral drift has been shown to significantly benefit evolution by allowing
populations to side-step difficult terrain such as sub-optimal peaks and crevasses.
Figure 1.3 illustrates two simple examples of how large neutral networks may
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benefit evolution. The left-most fitness landscape is a reproduction of the example
landscape in Figure 1.2. The sub-optimal peak in the foreground has the potential
to trap population members, preventing them from reaching the landscape’s globally
optimal peak. To escape the sub-optimal peak, population members will be required
to make a series of downhill moves, crossing the gap between peaks, before they can
begin climbing to the globally optimal solution. During this time, the fitness of these
population members will decrease as they move downhill, making them increasingly
susceptible to being replaced by the higher fitness individuals that have remained on
top of the locally optimal peak. As a result, it may require a very long period of time
for a population member to survive the descent and reach the globally optimal peak.
In contrast to the left-most fitness landscape, both the middle and right-most
fitness landscapes exhibit a large beneficial neutral network, which connects each
landscape’s peaks. The difference between these two landscapes is found only in the
size of their beneficial neutral network; the middle fitness landscape exhibits a thin
neutral ridge connecting the two peaks, whereas the right-most landscape exhibits a
wide neutral plateau. The advantage of landscapes with such neutral networks is that
population members may drift from the sub-optimal peak to the globally optimal peak
without crossing the fitness barrier represented by the gulf between the two peaks. If
such neutral pathways are prevalent in a problem’s fitness landscape, then promoting
the act of neutral drifting may allow EAs to more quickly and reliably evolve good
solutions by side-stepping difficult fitness landscape terrain. While these two simple
examples are somewhat contrived for the purpose of illustration, Chapter 2 presents
research that indicates that beneficial neutral networks may exist in many real-world
evolutionary computation problems.
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Figure 1.3: Two examples of beneficial fitness landscape neutrality. The neutral
networks in the middle and right-most fitness landscapes allow population members
to drift from the sub-optimal peak to the optimal peak without crossing the fitness
barrier represented by the gap between the two peaks. Figures obtained from [54].

1.4.1

CTRNNs and Neutrality

Of particular interest to evolved CTRNN researchers is evidence that beneficial largescale neutrality may be an inherent component of CTRNN fitness landscapes. If this
is true, neutral drift might be exploited to allow EAs to more quickly and reliably
evolve CTRNNs. CTRNNs are highly degenerate, allowing many different network
configurations to produce equal or nearly equal behavior. This degeneracy naturally
produces neutral points within a CTRNN’s fitness landscape. Whether these neutral
solutions generally form large, highly-connected neutral networks for any particular
problem is unknown. However, evidence of such large-scale neutrality has been observed in a small number of evolved CTRNN experiments. Researchers at Wright
State University and Case Western Reserve University have independently analyzed
the evolution of CTRNN hexapod locomotion controllers and it has been hypothesized that large neutral plains may be the dominant characteristic of the problem’s
fitness landscape. Additionally, work at the University of Sussex has demonstrated
improved evolutionary performance for simple CTRNN-based logic gates when promoting neutral drift. These results suggest that neutral drift may benefit CTRNN
evolution. However, it is currently unknown if more complicated CTRNN controllers
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exhibit large-scale neutrality of a form that allows useful neutral drifting to occur.
Additionally, existing studies of neutral drift have tended to ignore the issue of noisy
fitness evaluations. By definition, neutral drift occurs from one population member
to another with equal fitness. But, what if the fitness evaluator can only approximate
a genotype’s fitness, plus or minus some amount of uncertainty? As we shall see
later in chapters 2 and 3, this situation is commonly the case during the evolution of
controllers. Since noisy fitness evaluations impede our ability to accurately compare
the fitness of two genotypes, we would expect noisy evaluations to affect the utility of
neutral drifting. However, it is unknown if noisy evaluations will offset the benefits
that might otherwise be gained by neutral drift.

1.5

Research Objectives

The primary objective of this dissertation is to examine whether neutral drift can
benefit the evolution of a non-trivial CTRNN controller in the presence of noisy
fitness evaluations. Specifically, the following three research questions are addressed:
1. Does modifying selection to promote neutral drift benefit the evolution of a
complex CTRNN controller in the presence of noisy fitness evaluation?
2. Does neutral drift occur primarily in certain periods of evolution? What might
this tell us about the neutral structure of the problem’s fitness landscape?
3. How do noisy fitness evaluations affect the utility of neutral drift? Are noisehandling modifications to the EA necessary for drift to be useful?
Of course, the answers to the above questions depend on the specific combination
of control problem and EA that one chooses to examine. This work examines the
above issues in the context of evolving a hexapod robot locomotion controller using
a previously studied stochastic hill-climber EA. We believe that the chosen problem
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shares many characteristics with other problems in the evolvable control field, which
may allow the findings to provide guidance to future studies of related problems.

1.6

Organization of the Dissertation

The remainder of the dissertation is organized as follows:
Chapter 2 provides additional background and a review of the relevant literature
for core topics such as evolutionary computation, the neutral theory of evolution, and
artificial neural networks and CTRNNs.
Chapter 3 discusses the experimental methodology employed in the dissertation’s
experiments, including a description of the hexapod locomotion control problem,
the evolutionary algorithms used to examine neutral drift, and the experiments performed.
Chapter 4 presents the experimental results as well as analyses of the results in
the context of the aforementioned research objectives.
Chapter 5 provides a high-level summary of the experimental results, as well as a
discussion on the implications of these results to the wider field, and how the work
in this dissertation might be extended in the future.
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Chapter 2
Background and Literature Review
2.1

Chapter Overview

This chapter contains additional background material and a review of the relevant
literature. The chapter is split into three major sections: evolutionary computation,
neutral theory of evolution, and continuous time recurrent neural networks.
Section 2.2 deals with evolutionary computation. The historical development of
evolutionary computation is discussed, including the three original types of evolutionary algorithm. The section concludes with a brief discussion of two of the major
issues in evolutionary computation that are particularly relevant to this dissertation.
Section 2.3 deals with the role of neutral theory in the study of evolutionary
dynamics. Following a brief introduction to neutral theory’s biological origins, its
role in artificial evolution is examined.
Lastly, section 2.4 deals with continuous time recurrent neural networks. The
section begins with a short introduction to artificial neural networks. Following this,
the section pulls together themes from sections 2.2 and 2.3, with a short introduction
to how CTRNNs are commonly evolved, and the evidence that CTRNNs inherently
exhibit large-scale neutrality that may enable beneficial neutral drift to occur during
evolution.
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2.2

Evolutionary Computation

In Chapter 1, the term evolutionary computation was introduced to describe a collection of optimization techniques that are loosely modeled on the process of biological
evolution. Mathematical optimization is a well-established field of study with a long,
rich history. However, the study of optimization techniques that are inspired by biological evolution is much younger. While it is impossible to pinpoint the exact moment
at which the field came into being, we may point to work in the late 1950s and early
1960s, by pioneers such as Friedberg and Bremermann, that helped established the
foundations of modern evolutionary computation. Friedberg’s research represents an
early effort in machine learning and describes the use of an evolutionary algorithm to
build functions that produce a user defined input to output mapping [16, 17]. Bremermann’s work focused on applying artificial evolution to solve numerical optimization
problems [10]. Analysis of optimum mutation rates for linearly separable problems by
Bremermann et al. also helped lay the early theoretical foundations of evolutionary
computation [11]. By the mid to late 1960s, the study of artificial evolution began to
receive more attention, resulting in the development of what are now recognized as
the three original families of evolutionary algorithms: genetic algorithms, evolutionary strategies, and evolutionary programming.
At the conceptual level, all evolutionary algorithms consist of the same basic cycle
of selection, reproduction, and replacement that is shown in Figure 2.1. The major
differences among EAs are found in their implementation of each step in the evolutionary cycle, as well as how they represent solutions. For instance, genetic algorithms
generally utilize bitstring-encoded solutions, fitness proportional selection, and favor
recombination over mutation. In contrast, evolutionary strategies and evolutionary
programming generally represent solutions as vectors of real-valued parameters and
rely on mutation as the primary genetic operator. However, as evolutionary computation has matured, the dividing line between the three major EA families has
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Create an initial population of solutions
Evaluate each solution in the population
WHILE (termination criteria not met)
DO
Select parents from population
Create children from parents
Evaluate children
Select from children, or children and parents to
create new population
DONE
Figure 2.1: A pseudocode description of a generic evolutionary algorithm. All evolutionary algorithms consist of the same core cycle of selection, reproduction, and
replacement.
grown less distinct. It is now common to find hybrid algorithms that mix and match
representation, selection, reproduction, and replacement techniques as dictated by
the needs of the problem, without regard to the conventional rules that defined the
original EAs.
The next three sections contain a short introduction to each of the three original EAs to provide historical perspective and examples of the different ways in which
selection, reproduction, and replacement are commonly implemented. For more information about the development of evolutionary computation and existing algorithms,
the reader is referred to the following texts [2, 3].

2.2.1

Genetic Algorithms

The genetic algorithm (GA) was developed by John Holland at the University of
Michigan as a model for studying adaptive systems [30]. The canonical genetic algorithm is primarily distinguished from other EAs by the use of fixed-length bitstrings
to encode candidate solutions, fitness proportional selection, and crossover as the primary genetic operator. At each generation, a population of genotypes is evaluated,
and parents are selected with a probability proportional to their fitness. Children are
then created by repeatedly applying the crossover operator to pairs of parents. The
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crossover operator is illustrated in Figure 2.2. Given two parent genotypes, with bits
numbered from 0 to L, a random crossover point is selected from the range [1, L − 1].
Child 1 is created by concatenating the bits of Parent 2 that follow the crossover
point to the bits of Parent 1 that precede the crossover point. The second child
is created in the same manner using the other half of each parent. This style of
crossover is named one-point crossover, since the parent genotypes are split at only
one point. However, many other crossover operators are now common including generalized n-point crossover and uniform crossover, in which each bit position acts as a
crossover point with a user-defined uniform random probability. Following crossover,
a mutation operator is applied to each child with low probability. Mutation generally
consists of randomly flipping a small number of bits in a child’s genotype. To GA
practitioners, mutation is considered a secondary operator, whose purpose is to reintroduce bit values that may be lost due to convergence of the population as a result
of crossover. However, it should be noted that the relative importance of crossover
vs. mutation remains a hotly debated issue in the evolutionary computation community. Continuing, the next generation’s population is formed from the newly created
children. In addition, the best parents from the current generation’s population are
commonly propagated to the next generation, a policy known as elitism.

2.2.2

Evolutionary Strategies

The evolutionary strategy (ES) [46] was created by Bienert, Rechenberg, and Schwefel
at the Technical University of Berlin as a tool to automatically optimize a surface’s
shape to minimize drag in a wind tunnel. In contrast to GAs, ESs are distinguished
by their representation of candidate solutions as vectors of real-valued parameters,
the use of tournament selection, and their focus on mutation as the primary genetic
operator. Today it is common to denote the two major types of ES using Schwefel’s
(µλ) notation [47]. The (µ + λ) ESs form the next generation’s population from the
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Crossover point

Parent 1 =

1011 0110 1001 1110

Parent 2 =

1100 1011 1010 0101

Crossover

Child 1 =

1011 0110 1010 0101

Child 2 =

1100 1011 1001 1110

Figure 2.2: The crossover operator creates new offspring by swapping sections of the
parent genotypes. The figure illustrates one-point crossover operator in which two
parent genotypes are split at a single location.
µ best genotypes chosen from the pool of µ parents and λ offspring. The (µ, λ) ESs
choose the µ best genotypes solely from the pool of λ offspring. The canonical ES
is an example of a (1+1) ES and operates as follows. The population consists of a
single parent, represented by a vector X = {x0 , x1 , ..., xN } of real-valued parameters
that specify a potential solution to the problem. The parent is mutated by adding a
Gaussian random value with mean 0 and standard deviation σ to each of the parent’s
parameters, resulting in a child X 0 = {x00 , x01 , ..., x0N }. Following reproduction, the
child is evaluated and the parent and child engage in tournament selection. If the
child’s fitness is greater than or equal to the parent’s fitness, the child replaces the
parent in the population. This general optimization strategy, sometimes referred to
as hillclimbing, is not unique to ESs and had been studied for some time in the
optimization community [48]. The primary differences between such algorithms are
commonly found in the techniques used to implement and automatically control the
strength of the mutation operator. Rechenberg’s solution was to set σ according to
the 1/5 rule. The number of times the child wins in the last M tournaments is tracked
by the ES. The value of σ is increased if the ratio of wins to tournaments is larger
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than 1/5 or decreased if less than 1/5. Contemporary ESs have extended the original
(1+1) algorithm, permitting populations with multiple parents, the use of crossover,
and auto evolution of mutation parameters on a per-population member basis. Auto
evolution of mutation parameters is accomplished by adding additional parameters
that control the variance and covariance of the mutation probability distribution to
each population member’s parameter vector.

2.2.3

Evolutionary Programming

Evolutionary programming was developed by Lawrence Fogel while on leave at the
National Science Foundation as an alternative to heuristic-based artificial intelligence
approaches that dominated the field at the time. Fogel’s original work with evolutionary programming focused on evolving finite-state machines (FSMs) to predict
their next input based on a history of past inputs [15]. The original EP operates
as follows. A population of N finite state machines is created and evaluated. Each
member of the population is then mutated to produce a single offspring. In this context, mutation consists of randomly changing the parent FSM’s start state, changing
an output symbol, changing a state transition, or adding or removing a state. The
children are evaluated and the next population is formed by choosing the N highest
fitness individuals from amongst the parents and children. This early focus on evolving finite state machines was quickly extended to include alternative representations,
mutation operators, and selection and replacement routines. Contemporary EPs are
now nearly indistinguishable from an ES, and commonly utilize real-valued parameter
representations and auto-evolution of mutation parameters. However, EPs may still
be distinguished by their sole use of mutation as the genetic operator; a strict EP
does not use crossover.
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2.2.4

Issues in Evolutionary Computation

As evolutionary computation has grown, research in the field has branched out to
examine a wide array of issues related to evolutionary optimization. Examples of
contemporary EC research include the study of new genotype encodings, new genetic operators, methods to assign fitness for multi-objective optimization problems,
constraint preservation for evolved parameters, new population structures, etc. Unfortunately, it is beyond the scope of this document to summarize the state of contemporary EC research. Instead, this section will briefly discuss two issues in evolutionary
computation that are particularly relevant to this dissertation: how theoretical models are used to provide guidance for choosing an EA and evolutionary parameters for
a particular problem, and the effect of noisy fitness evaluations on evolution.

Choosing an EA and Evolutionary Parameters
Since the introduction of the three original evolutionary algorithms, many additional
algorithms have been created, along with new solution representations, genetic operators, and selection and replacement routines. Given the large number of EAs, one
might wonder which EA will be the most efficient at solving a particular problem. As
with many interesting questions there is no simple answer. Wolpert and Macready’s
No Free Lunch (NFL) theorem [60] demonstrates that no general purpose optimization algorithm exists, that is on average superior to all other optimization algorithms
for all problems. In other words, no one EA is optimal for solving all problems. Even
when an EA is well-suited to a problem, its performance is often highly sensitive to
the evolutionary parameters that control its population size, genetic operators, etc.
At best we might hope for theoretical results to provide guidelines for choosing EAs
and evolutionary parameters for different classes of problems.
Chapter 1 introduced the fitness landscape as a tool to understand how an EA’s
genotype encoding and genetic operators affect the ease with which solutions to a
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problem can be evolved. A great deal of effort has been spent by the EC community
to create a range of artificial fitness landscapes to evaluate how different EAs perform
in a variety of scenarios. Early examples of such artificial landscapes are the Dejong
F-series landscapes, which test the ability of an EA to climb smooth hills, escape
local optima, and deal with noisy fitness evaluations [14]. Contemporary examples of
artificial landscapes, discussed later in this chapter, include the NK landscape, which
exhibits tunable levels of ruggedness, and the derivative NKp and NKq landscapes
that exhibit tunable levels of neutrality. A common factor to all artificial fitness
landscapes is that they are designed to test a particular fitness landscape scenario
in isolation, and are small enough to be fully observable. Analysis of such landscapes has lead to the establishment of some general guidelines for choosing EAs that
work well on different terrain types. However, it has proven difficult to apply these
lessons directly to solving non-artificial problems. Since bridging the gap between
existing theoretical results and practical real-world application is the subject of this
dissertation, we will briefly discuss the source of the problem and how it is handled.
The biggest obstacle to analyzing a particular EA’s suitability for a non-artificial
problem is that EC practitioners rarely have complete access to their problem’s fitness landscape. This makes it difficult to determine which set of artificial fitness
landscapes are representative of the terrain exhibited by their problem. For example,
the fitness landscape of the problem studied in this dissertation has 21088 ≈ 2.5×10326
members. If one were able to evaluate a trillion solutions per second, it would still
require roughly 7.9 × 10306 years to evaluate every solution; this amount is quite a
bit longer than the estimated 1.4 × 1012 years that the universe has existed. Thus,
not only is it impossible to compute, and thus directly observe the fitness landscape,
its highly dimensional nature means that we can’t even visualize more than 2 of its
1088 dimensions at once. It seems we are resigned to a situation in which analysis is
out of reach. However, all is not lost. Experience shows that it is possible to make
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an educated guess as to which terrain features are present in a real-world problem’s
fitness landscape. Studies of evolution on artificial fitness landscapes show that many
landscape terrain features leave a sort of signature, or fingerprint, on evolution. These
fingerprints may be observed by analyzing data such as the time series of an EA’s
change in fitness vs. elapsed evaluations and other such statistics. Analysis of such
data may strongly suggest the presence of certain terrain features, even though the
fitness landscape isn’t directly observable. This allows the EC practitioner to empirically test guidelines from artificial landscapes that exhibit the suggested terrain.
This experimental approach is exactly the process that is used in this dissertation.
First principles analysis provides evidence for a large amount of neutrality in CTRNN
search spaces. Additional experimental results provide evidence that neutral drift may
play an important role in CTRNN evolution. Thus, studies of artificial neutral fitness
landscapes suggest that promoting neutral drift may improve CTRNN evolution.

Noisy Fitness Evaluations
Earlier we saw how the movement of an EA’s population over the fitness landscape
is guided by fitness. Consider the task of choosing coefficients of a polynomial to
fit a curve to a set of data points. The solution space S consists of all the possible
combinations of coefficients, and a natural measure of fitness might be F (s) = −1 ×
SSE(s), where SSE(s) is sum of the squared errors between the fitted curve produced
by solution s ∈ S and the target data points. Since the fitness function F is a function
solely of s, evaluating a set of coefficients will always result in the same fitness score.
In such cases, it is accurate to think of the fitness evaluator as a function f : S → R
as presented in Chapter 1. However, for many problems it is more accurate to think
of fitness as a random variable with a certain amount of variance, or noise.
Recall the open-loop cruise control example from Chapter 1. The controller operated by locking the throttle at the moment the driver engaged cruise control. We
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might naturally want to know how good this control strategy is; in other words, what
is its fitness? When operating on a flat smooth road with no wind, the open-loop
cruise controller will do a good job of maintaining the driver’s desired speed. However,
hills, rough roads, wind, and a variety of other factors will cause the car to deviate
significantly from the desired speed because of the lack of feedback to the controller.
In this case, the fitness of the controller depends not only on the controller itself, but
also on the conditions under which it’s tested. In such situations, it is more accurate
to think of the fitness evaluator as a function f : S, C → R, where C is the set of
conditions under which the evaluation takes place.
Situations in which fitness also depends on external conditions raise an interesting
problem. As end users, we aren’t primarily interested in the fitness of a candidate
solution under a particular set of conditions, but rather the long-term average fitness
of a candidate solution over all conditions. However, the long-term fitness is often not
measurable in practice. In the cruise control example there are so many combinations
of road and weather conditions as to be practically infinite. Instead, we must estimate
the controller’s long-term performance based on a manageable set of test conditions
that can be evaluated in a reasonable amount of time. Statistically, we are attempting
to estimate a population mean from a set of samples. Noise, in the context of fitness
evaluation, is related to the uncertainty inherent in this estimation caused by sampling
error. From an EC perspective, noise makes it difficult to accurately compare fitness,
which means that the selective pressure towards better solutions in the population
is reduced. Many techniques have been proposed in the EC literature to handle
noisy fitness evaluations. The experiments performed in this dissertation employ a
technique known as weighed resampling, which is introduced in Chapter 3. Of more
immediate interest is the effect of noisy evaluations on neutral drift. Determining
if two individuals are selectively neutral becomes difficult if every fitness score is, in
reality, only an estimation of the solution’s true long-term fitness, plus or minus some

31

uncertainty. Thus, noise may mask neutrality in the fitness landscape and decrease
the overall utility of neutral drift.

2.3

Neutral Theory of Evolution

Studies of neutrality and drift in evolutionary computation are based in the neutral
theory of molecular evolution which was introduced in the late 1960s and early 1970s
by the population biologist Motoo Kimura [39]. Neutral theory is based on Kimura’s
observation that when one compares the genomes of members of the same species,
the vast majority of genetic differences at the molecular level are selectively neutral.
In other words, the majority of observed genetic differences between individuals do
not result in physical or behavioral differences and thus would not be expected to
affect the fitness of the host organisms. One source of such neutrality is degeneracy
in the genetic mapping of codons to amino acids.
Recall that an organism’s DNA stores the genetic instructions for creating proteins. The sequence of amino acids that is required to form a specific protein is encoded in DNA as sequential triplets (codons) of the nucleotides adenine (A), thymine
(T), guanine (G), and cytosine (C). Since codons are composed of three nucleotides,
and there are four possible nucleotides, there are thus 43 = 64 unique codons. Of
these 64 codons, 61 code for amino acids, while the remaining 3 are used as control
signals for the genetic machinery that is responsible for transcribing DNA. Since there
are only 20 amino acids, there is a many-to-one mapping from codons to amino acids.
For example, the amino acid isoleucine can be encoded as ATT, ATC, and ATA, while
lysine can be encoded as AAA or AAG. The result of this many-to-one mapping is
that mutations can change an organism’s DNA without changing the protein that the
effected DNA encodes. For example, a mutation that changes the codon ATT to ATC
has not changed the specified amino acid, as both codons code for isoleucine. Since
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such mutations result in no change in phenotype, and thus would not be expected to
cause a change in fitness, they are not subject to differentiation by natural selection.
The observed frequency of neutral alleles in a species’ population is instead the result
of random genetic drift.
Recent work has demonstrated that these phenotypically neutral (sometimes called
“silent”) mutations can influence the fitness of an organism in more subtle ways
[1, 24, 29]. In particular, the effeciency with which proteins are synthesized can be
affected by the particular codons used in their DNA template [32]. However, the
overall influence of this sort of secondary effect is believed to be orders of magnitude
smaller than the effect of changes at the protein level.
In its original form, neutral theory deals with strictly neutral mutations, in other
words, mutations that cause no difference in fitness. Further work by researchers such
as Ohta have extended neutral theory to consider the effects of nearly-neutral mutations [44]. Nearly-neutral mutations are mutations that result in very small differences
in fitness. Due to sampling error inherent in selection, especially in small breeding
populations, the frequency of nearly-neutral alleles in a species’ population may also
be largely determined by random genetic drift rather than by natural selection. In
the interest of economy of language, all subsequent statements about neutrality or
neutral drift will refer to both the neutral and nearly-neutral variety. Whenever it
is necessary to create a distinction between the two, the terms strict neutrality and
strictly neutral drift will be used to refer to situations where fitness is equal.

2.3.1

Neutrality and Evolutionary Computation

From an evolutionary computation point of view, neutral theory is interesting because of its theorized role in improving adaptive evolution by setting the stage for
advantageous mutations without the fitness penalty commonly associated with genetic change. Consider the biological case in which replacing an occurrence of the
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codon for arginine (CGT) with the codon for lysine (AAA) in a gene would be advantageous. Single-point mutations that change one nucleotide are by far the most
common form of biological mutation. Thus, changing arginine to lysine requires a
sequence of three point-mutations. One possible combination of mutations is arginine (CGT) → serine (AGT) → asparagine (AAT) → lysine (AAA). Notice that this
sequence of mutations results in two intermediate genotypes that contain serine and
asparagine in place of arginine in the discussed gene. Biologically, this sequence of
mutations has a low probability of being observed since the majority of such mutations are deleterious, and are either fatal, or result in lower fitness offspring. Since
selection will tend to eliminate deleterious changes from a species’ population, it may
require a long period of time for the deleterious intermediate genotypes to remain
in the population long enough to mutate into the final advantageous genotype. In
optimization terms, the genotype whose gene contains arginine is a local optima. The
majority of ways to transform arginine to lysine involve crossing the fitness barrier of
deleterious intermediate genotypes.
Neutral drift provides a mechanism to make this transformation without a penalty
in fitness. Consider the following sequence of mutations: arginine (CGT) → arginine
(CGA) → arginine(AGA) → lysine (AAA). Notice that this sequence still requires
three point mutations, but due to degeneracy in the codon to amino-acid mapping,
the two intermediate genotypes represent the same phenotype as the original, which
means that they carry no fitness penalty. The overall biological effect of neutrality
is to increase the number of alternative codons that can be reached via mutation
without introducing intermediate, deleterious amino-acid substitutions. This eases
the difficulty associated with escaping local optima. Notice that the above sequence of
neutral mutations represents drift across a neutral network, which allows evolution to
bypass a fitness barrier between a local and global optima. This biological scenario is
thus a direct example of the hypothetical fitness landscapes with beneficial neutrality
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that are shown in Figure 1.3.
The potential benefits of neutral drift to biological evolution have prompted an
examination of neutrality and drift in the context of evolutionary computation. Two
artificial benchmark landscapes have been instrumental in improving our understanding of how neutrality and drift shape evolutionary dynamics. Both are modifications
of Kaufmann’s well known NK landscapes that exhibit tunable ruggedness / modality [35–37]. Barnett’s NKp landscapes add tunable neutrality via a model in which
selected parts of a genotype make no contribution to fitness [4, 5, 7]. Newman and
Engelhardt’s NKq landscape adds tunable neutrality by discretizing fitness into one
of q levels [43]. Analysis of the NKp and NKq landscapes has shown that for problems
with substantial neutrality, the neutral structure of the landscape can be far more
influential than ruggedness / modality in regards to evolutionary dynamics [4–7, 43].
To summarize, these studies have found that:
• Neutrality helps the population find high fitness genotypes without the need to
cross fitness barriers.
• The evolutionary process is characterized by long periods of stasis in which
fitness doesn’t appear to change, punctuated by dramatic jumps in fitness.
• During the periods of stasis, the population is drifting across the current neutral
network, until it reaches a portal to a network of higher fitness.
• Drifting can be recognized as a continuous change in a population’s genotypes,
which does not result in changes in fitness.
• Recombination is not likely to be an effective genetic operator. Mutation will
be the driving force behind evolutionary search.
• For fitness landscapes that exhibit certain neutral structure (-correlated landscapes [7]), it can be shown that the most appropriate search process is a
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population-of-1, mutation-based hill-climber rather than a population-based
EA. It should actively promote neutral drift.
If evidence of beneficial neutral drift were limited to biological evolution and simulated evolution on artificial fitness landscapes, it would be of limited interest. However
a growing body of evidence suggests that large-scale neutral networks, and the potential for beneficial neutral drift, are present in many real-world EC problems. Harvey
and Thompson report beneficial neutral drift as being essential to the evolution of a
tone discrimination circuit [28, 55]. Analysis found that redundancy in the genotype
to phenotype mapping was introduced by the existence of non-coding “junk” regions
in the genotype, similar in nature to biological introns in DNA. Neutral drift has also
been identified as an important factor when evolving neural network controllers for
autonomous visually guided robots [26, 27]. Similarly, evidence of large-scale fitness
landscape neutrality has been observed in the evolution of GasNet robot controllers
[52–54]. As we shall see in the next section, examination of CTRNN evolution also
suggests the existence of wide-spread neutrality and a beneficial role for neutral drift.

2.4

Continuous Time Recurrent Neural Networks
(CTRNNs)

Artificial neural networks (ANNs), commonly called neural nets, make up a rich field
of study with many applications. Much like evolutionary algorithms draw inspiration
from biological evolution, artificial neural networks are inspired by their biological
neural counterparts. Since their inception, neural nets have found use in a variety
of areas including pattern recognition, signal processing, function approximation,
and as controllers. The purpose of this section is to introduce the basic concepts,
terminology, and literature necessary to understand the continuous time recurrent
neural network controllers that are the subject of this dissertation. We begin with
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a short introduction to artificial neural networks. Due to the breadth of the neural
net literature, it is beyond the scope of this section to provide a full-background on
artificial neural networks. For a more detailed coverage of neural networks in general,
the reader is referred to [25].

2.4.1

Artificial Neural Networks

Conceptually, a neural network consists of a set V of computational nodes (called
neurons) that are connected by weighted links. Data is passed into a neural network
at its input neurons, flows through the network, and is read from its output neurons.
Links between neurons are represented as edges in a directed graph G, where an edge
e = (i, j) indicates that neuron j receives input from neuron i. Each edge e = (i, j) is
assigned a link weight wi,j which scales the data that is sent from neuron i to neuron
j. If a neural network receives external inputs, a special class of neurons called input
neurons are defined 1 . Each external input pi is paired with exactly one input neuron
which simply outputs the value of pi . The set of neurons whose output constitutes
the network’s output are called output neurons. A neuron that is neither an input
neuron or an output neuron is called a hidden neuron. Note, that the input, output,
and hidden neuron sets are disjoint. The output of neuron vi ∈ V is represented
(t)

by the time-varying value yi

called the neuron’s state, which has an initial value

(0)

yi . The state of an input neuron is simply the value of its associated external input
at time t. The state of each non-input neuron is computed by applying its transfer
function to its inputs (an example of this process is supplied in the next section).
In addition to the link weights and state equation for each of its neurons, a neural
network’s graph structure plays a major role in determining its computational abilities. Thus, the graph structure that defines the neuron connectivity is commonly
1

One example of neural networks that receive no input are the central pattern generator CTRNNs
that have been used to control locomotion in hexapod robots. These networks receive no input, but
produce recurring patterns of control signals autonomously [8, 13]
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used to classify neural networks. This section presents the two major network graph
structures: feed-forward and recurrent. For a more complete treatment of neural net
architectures, the reader may wish to read “A Computational Taxonomy and Survey
of Neural Network Models” [50] by Sima and Orponen, which provides an excellent
up-to-date survey of the field.
Feed-forward Networks
Feed-forward networks are neural networks in which the network’s graph structure is
acyclic. In such a network, neurons can be grouped into N disjoint sets L1 , L2 , ...,
LN called layers with the following constraints:
• If the network receives input, layer L1 may only contain input neurons.
• Layer LN may only contain output neurons.
• Neurons in layer j may only receive input from neurons in layer i|i < j.
The number of layers in a feed-forward network, minus the input layer, is called the
network’s depth. Layers may generally contain any number of neurons although the
number of neurons in layers 1 and N are determined by the number of network inputs
and outputs, which is problem dependent. An example of a three layer, feed-forward
network with three inputs and three outputs is shown in Figure 2.3. Feed-forward
networks are often used for such applications as function approximation, pattern
recognition, and signal processing.
Recurrent Networks
Recurrent networks are a superset of feed-forward networks in which the network
graph is unrestricted. A neuron in a recurrent network may receive input from any
neuron in the network, including itself. The neurons in a recurrent network are sometimes arranged in layers, but may also have a free-form arrangement as illustrated
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in Figure 2.4. Even in free-form networks it may be possible to identify neural modules, which are groups of neurons that act together to perform a specific function.
However, unlike layers, module boundaries are often fuzzy, and a neuron may belong
to several modules at once. One of the major benefits of recurrent networks is that
they implicitly have memory since the network’s output is a function of its previous
output.
Neurons in a recurrent network are often fully-connected. A set of neurons C ∈ V
is fully-connected to a set of neurons D ∈ V if every neuron in D receives input from
every neuron in C. Note, that the sets C and D may intersect. If a set of neurons
are not fully-connected then they are said to be partially-connected. A neural net is
fully-connected when each non-input neuron receives input from every other non-input
neuron. Figure 2.4 is also an example of a fully-connected network. Subsets of neurons
from non-recurrent networks may also be fully-connected. In Figure 2.3 all neurons in
layer i are fully-connected to the neurons in layer j|j > i. Recurrent neural networks
are generally more computationally powerful than feed-forward networks, and are
capable of exhibiting temporal behavior due to the ability of recurrent connections
to act as a short term memory.

2.4.2

Definition of the CTRNN

At this point we have defined the terminology and concepts required to introduce
the continuous time recurrent neural network. CTRNNs are recurrent networks of
Hopfield continuous model neurons [31] with unconstrained link weights. The state
update equation for a Hopfield continuous neuron is shown in Equation 2.1, where
τ ∈ R is the time constant, wji ∈ R is the weight of the link from neuron j to neuron
i, b ∈ R is the bias, σ is the standard sigmoid function σ(x) =
number of neurons in the network.
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Figure 2.3: Example of a three-layer feed-forward neural network. The defining characteristic of feed-forward networks is that activity always flows in a single direction,
from neurons in lower numbered layers to neurons in higher numbered layers.
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Figure 2.4: Example of a recurrent neural network. The neuron output labels
{y1 , y2 , . . . , y5 } have been omitted for clarity. Unlike a feed-forward neural network,
recurrent networks have no restrictions on the connections between neurons.
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N

(t)

τi



X
dyi
(t)
(t)
= −yi +
wj,i σ yj + bj
dt
j=1

(2.1)

The neuron state (y) and link weight (w) variables were introduced in Section 2.4.1.
The time constant (τ ) and neuron bias (b) are new and require some explanation.
The time constant controls the amount of time, dt, required to change a neuron’s
state by dy. Alternatively, τ may be viewed as a neuron’s sensitivity to input. As
the value of τ approaches 0, neurons become less sensitive and large changes in input
are required to cause small changes in state. By allowing neurons to have different
time-responses / sensitivities to input, networks of Hopfield neurons can exhibit a
wide array of interesting dynamics. The bias b can be interpreted as a weight for an
imaginary neuron input whose value is always equal to 1.0. By including a bias, the
range of a neuron’s state can be shifted, which provides greater flexibility than if all
neuron states are confined to the same range of values.

2.4.3

Evolving CTRNNs

The most commonly observed method in the literature for configuring CTRNNs is evolutionary computation, although recurrent versions of traditional feed-forward neural
network training algorithms have been explored [45]. Surveying the evolved CTRNN
literature reveals that there are three main styles of evolutionary algorithm that are
commonly used to evolve CTRNNs: the real-valued genetic algorithm, Netcrawler,
and MiniPop.

The Real-Valued Genetic Algorithm
The real-valued genetic algorithm [42] is a hybrid genetic algorithm that represents
solutions as vectors of real-valued parameters rather than bitstring-encoded parameters. A representative use of the real-valued genetic algorithm to evolve CTRNNs
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can be found in [49]. A population of 100 randomly chosen individuals is initialized
and evaluated. Subsequent generations are created by copying the highest fitness
individual from the current generation and mutating parents, which are chosen by
rank-based selection. Mutation is accomplished by adding a Gaussian random value
with mean 0 and variance σ 2 to each parameter in a parent’s vector. It is also fairly
common to find crossover used in addition to mutation, as reported in [51].

Netcrawler
Netcrawler is a (1 + 1) mutation-based hill-climber that was originally used in studies
of neutral drift [6]. Like the real-valued genetic algorithm, CTRNNs are represented
by vectors of real-valued parameters. The population consists of a single randomly
chosen individual called the netcrawler. Evolution proceeds via repeated tournaments
between netcrawler and a mutated version of the netcrawler, in which mutation is
performed by adding a Gaussian random value with mean 0 and variance σ 2 to each
parameter in netcrawler’s vector. The mutated netcrawler replaces the netcrawler
when its fitness is greater than or equal to netcrawler’s fitness. Notice that this
tournament policy explicitly promotes neutral drift, as a netcrawler will always be
replaced by a neutral mutant. A later version of netcrawler introduced the possibility of nearly-neutral drift by allowing a mutant netcrawler whose fitness is greater
than or equal to netcrawler’s fitness minus a drift threshold parameter D, to replace
netcrawler [34].

MiniPop
MiniPop consists of a population of between 1 and 4 independent (1 + 1) mutationbased hill-climbers [40][56]. Unlike Netcrawler, MiniPop represents CTRNNs as bitstrings of binary encoded parameters. In round-robin fashion, each population member competes in a tournament against a mutated version of itself. Mutation is accom-
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plished by randomly flipping a user-controlled number of bits in a parent’s bitstring.
In the original MiniPop implementation, a mutant may only replace its parent when
the mutant’s fitness is strictly greater than the parent’s fitness. However, MiniPop
has since been modified to allow neutral and nearly neutral drift in the manner of
Netcrawler. MiniPop’s use of a bitstring representation is driven by an interest in
online evolution for low power environments such as mobile autonomous robotics.
Bitstring-based solution representations and simple mutation and selection operators allow MiniPop to be easily implemented in low-power digital VLSI hardware to
complement existing low-power analog VLSI CTRNN implementations.

2.4.4

CTRNNs and Neutrality

Neutrality has attracted increased attention in the CTRNN community because
CTRNNs, like many artificial neural networks, naturally exhibit neutrality in their
genotype to fitness mapping. Unique genotypes can encode CTRNNs that are simply
mirror images of each other as shown in Figure 2.5. Although mirror-image CTRNNs
are genotypically different, they are phenotypically equivalent, producing the same
input to output mapping. Neutrality can also be introduced when a CTRNN’s output
is discretized into one of several states, as is commonly the case when used to control
mechanical systems. Consider using a CTRNN to control an on/off actuator that is
activated when its input is greater than 0.5. In this case, the CTRNN’s output is
discretized into two states by its coupling to the actuator: off (≤ 0.5) and on (> 0.5).
One CTRNN might evolve to produce values of 0.6 and 0.1 to switch the actuator on
and off, another might use the values 1 and 0. Again, both CTRNNs are genotypically
different, but produce the same behavior and thus have the same fitness.
Increasing amounts of experimental evidence suggest that neutrality plays an important role in shaping CTRNN evolution. Long periods of stasis, punctuated by
leaps in fitness (the hallmark of a population engaged in neutral drifting) have been
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Figure 2.5: One example of how two different genotypes may encode the same phenotype. Notice that the link weights for neurons A and B are mirror images of each
other. Assuming that the time constant and bias terms are also mirrored in the two
genotypes for neurons A and B, then Network 1 and Network 2 are functionally the
same CTRNN and will have the same fitness. Sources of degeneracy like this produce
neutral solutions in a CTRNN’s solution space.
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observed during CTRNN evolution by the author, Izquierdo [33, 34] and Seys [49].
Izquierdo has also demonstrated increased evolvability of three-neuron CTRNN logic
gates when nearly-neutral drifting is encouraged during evolution [34]. Kramer and
Vigraham have shown that non-trivial CTRNN controllers can be efficiently evolved
using the simple hill-climber-based MiniPop EA [40, 56]. Recall, that Barnett’s analysis of NKp landscapes suggests that for solution spaces that contain highly-connected
neutral networks, population-of-one hill-climbers may be the optimal search strategy.
The surprisingly good performance of MiniPop may then suggest the existence of such
neutral networks in the landscapes of CTRNN control problems. Together, the above
studies provide evidence of large-scale neutrality in CTRNN solution spaces and consequently the promise that neutral drift has the potential to benefit the evolution
of CTRNN controllers. However, the existing body of research into CTRNNs and
neutrality provides no direct indication of how neutral drift will affect the evolution
of non-trivial CTRNNs in the presence of noisy fitness evaluation.
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Chapter 3
Experimental Methodology
3.1

Chapter Overview

This chapter presents the benchmark problem, evolutionary algorithms, evolutionary
parameters, data collection techniques, and experiments that were used to achieve
the research objectives that were introduced in Section 1.5.
Section 3.2 describes the hexapod locomotion control problem that is used as a
benchmark to examine the utility of neutral drift in the context of CTRNN controller
evolution. The section includes an in-depth overview of the hexapod robot model, as
well as a discussion on how controllers are evaluated, and the sources of noise in the
fitness evaluation process.
Section 3.3 describes Non-Drifter and Drifter, the evolutionary algorithms that are
used in the dissertation’s experiments. The section provides pseudocode for both algorithms, along with a discussion of the noise-handling technique, genotype encoding,
evolutionary parameters, and data collection methods used by each algorithm.
Section 3.4 describes the dissertation’s experiments. The section includes a discussion of how the experiments are structured into independent trials, and the two
performance metrics used to determine how neutral drift affects evolutionary performance.
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Figure 3.1: Illustrations of the hexapod robot model that is used in the dissertation’s
experiments. The goal is to evolve a robust CTRNN controller that allows the robot
to walk as fast as possible from any initial stance, while minimizing the number of
times the robot trips and falls.

3.2

A Hexapod Locomotion Control Problem

The experiments reported in this work were performed using a hexapod robot locomotion control problem to examine the effects of neutral drift on CTRNN controller
evolution. This locomotion problem has been extensively studied by the CTRNN
research community and is a well-understood problem. One of the reasons that this
problem was chosen as the benchmark is that a familiar problem allows the research
to focus exclusively on neutrality and neutral drift, without the complications that
accompany a new problem domain. More importantly though, this CTRNN control
problem exhibits characteristics of many real-world control problems; specifically, it
has a large, highly-dimensional, degenerate solution space, and is subject to noisy
fitness evaluations. Since a large class of control problems share these characteristics,
the results of this study may provide guidance about the effect of neutral drift on the
evolution of controllers for similar applications.
A hexapod robot is illustrated in Figure 3.1. The robot is bilaterally symmetric
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A

B

Figure 3.2: Illustration of stable vs. unstable hexapod stances. In these illustrations,
the hexapod’s center of gravity is marked by a star and planted feet are distinguished
by a circle at the end of the leg. Stance A is stable because the hexapod’s center
of gravity is within the polygon of support formed by the planted feet. Stance B is
unstable and will cause the robot to fall.
with three independent legs per side. The goal of the problem is to evolve a robust
locomotion controller that allows the robot to walk in a straight line as quickly as
possible from any initial stance, while minimizing the number of times that the robot
falls.
Each of the robot’s six legs can be raised or planted. The robot is considered to
be statically stable so long as its center of mass remains inside the polygon of support
formed by the planted legs, as illustrated in Figure 3.2. As long as the robot is stable,
it is considered to be standing and may make forward progress. If stability is lost,
the robot falls. Upon falling, the robot’s forward velocity is immediately set to zero,
and the angular (forward and backward) and vertical (raised or planted) position of
each leg is randomized to simulate displacement from impact with the ground.
The robot’s legs are controlled by a total of 18 effectors, three per leg. A leg’s
FT (foot) effector governs the vertical position of the leg (raised or planted), and
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the FS (forward swing) and BS (backward swing) effectors generate clockwise and
counterclockwise torques about the leg’s body joint. These torques are summed to
determine the overall torque on each leg. If a leg is planted, the body joint torque is
resolved through the leg/torque arm, and an appropriate translational force is applied
to the robot’s body. If a leg is raised, the body joint torque determines an angular
acceleration that is applied about the body joint, causing the leg to swing without
applying any translational force to the robot’s body. Each leg has a limited range
through which it can provide propulsion and/or joint rotation. A supporting leg may
stretch outside of this range under certain conditions, but provides no translational
forces if it does. For example, when the robot takes a step, its body coasts forward
due to momentum, which may cause any planted legs to stretch beyond their normal
propulsion range. However, each leg also has an ultimate angle limit that prevents
further motion of the body until the leg is lifted and returned into the propulsion
range. The limits on range-of-motion are intended to capture some of the effects of leg
hyperextension, and are a legacy of the robot’s past service as a model for biologically
motivated studies. In addition to the three effectors, each leg also contains a sensor
that reports the leg’s angular position (forward and backward) in radians.

3.2.1

CTRNN Locomotion Control Architecture

Each of the robot’s legs is controlled by an eight-neuron fully-connected CTRNN
(called a leg module) that is intended to provide the basic stance/swing behavior
needed for propulsion. The six leg modules are themselves cross-connected to allow
global coordination of leg activity. The output of three neurons in each leg module,
designated as FT, FS, and BS, are connected to the foot, forward swing, and backward
swing effectors of the corresponding leg. The output of those neurons are taken to
be scaled representations of the effector efforts to be applied. Each leg module also
possesses seven input terminals that accept analog inputs from outside the network.
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Each input terminal sends weighted sensor values to each of the eight neurons in the
leg module. One input terminal is tied to the corresponding leg’s angle sensor, and
two each are tied to the FT and FS outputs of neighboring leg modules. One FT/FS
pair comes from the leg module to the front, one from the leg module across the body,
and one from the leg module to the rear. The network architecture of a CTRNN leg
module is shown in Figure 3.3. The FT/FS connections between neighboring leg
modules are shown in Figure 3.4.

3.2.2

Evaluating Controllers

CTRNN locomotion controllers are evaluated using a software simulation of the hexapod robot rather than a physical robot. Previous work has verified that the hexapod
locomotion simulator employed in this research is accurate, by demonstrating that
controllers evolved in simulation produce the same results when used to control a
physical robot [19]. An in-depth, mathematical description of the robot simulation
can be found in [19]. The primary advantage of evolving in simulation is throughput;
simulation allows many trials to be run in parallel, greatly increasing the number of
experiments it is possible to perform. Given the size of the problem’s search space
(21088 possible solutions), generating as many trials as possible is crucial to help prevent sampling errors that may lead to invalid conclusions.
Controllers are evaluated by allowing the controller’s six interconnected leg modules to control the simulated robot for 1000 seconds of simulation time. During this
time period, each of the controller’s leg modules is updated a total of 10,000 times,
with an integration time step size of 0.1 simulation seconds. After 1000 seconds of
simulation time have elapsed, the controller’s fitness is calculated as the distance between the simulated robot’s current location and its starting location, minus penalties
assessed for falling, which are discussed below.
In order to evolve robust locomotion controllers, the fitness evaluator enforces two
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Figure 3.3: The CTRNN leg module network architecture. Solid lines represent
outputs that are sent as input to other neurons and dashed lines represent outputs
to effectors. In the interest of clarity the module’s inputs are not shown.
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Figure 3.4: Each leg module shares its FT and FS effector commands with its neighboring leg modules to facilitate coordination of leg activity. Arrows show which leg
modules share FT and FS commands.
policies during evaluation. First, before each fitness evaluation, the simulated robot is
initialized by setting each leg’s sweep (forward and backward) and stance (planted or
raised) position to a random state. Past experience shows that if the simulated robot’s
legs always start in a known configuration, evolution tends to produce brittle control
solutions that rely on that particular starting configuration. However, we desire
robust controllers that can generate locomotion from any initial stance. Without
enforcing leg randomization at the beginning of each evaluation, evolution will not be
forced to evolve such robust controllers. Second, a random value in the range [0, 20]
is subtracted from a controller’s fitness every time the robot falls. This introduces
additional selective pressure that favors controllers that fall as few times as possible.
While the above two policies help ensure the evolution of robust controllers, they
also introduce noise into the evaluation process. Notice that the fitness of a locomotion controller is dependent not only on the controller itself, but also on the
randomly chosen initial stance, and the randomly chosen fitness penalties that are
assessed if the robot falls. However, we aren’t primarily interested in the fitness of a
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Evaluation # Controller 1 Fitness Controller 2 Fitness
1
146.6
859.7
2
246.3
871.5
3
137.2
778.7
4
149.2
879.6
5
173.0
722.6
6
128.4
760.0
7
131.9
888.9
8
176.1
877.0
9
210.8
891.8
10
105.1
831.4
Mean
160.5
836.1
Std.Dev.
42.3
60.8
Table 3.1: The effects of noise on fitness evaluation. The overall, long-term performance of each controller is estimated in this example by averaging over 10 independent
samples of the controller’s fitness. Notice that any single fitness score varies (sometimes significantly) from the mean. The variance in the sampling process is what is
meant by noise.
locomotion controller under one particular set of such conditions. We are interested
in the long-term average performance of a locomotion controller over all possible initial starting stances. Unfortunately, given the enormous number of combinations of
starting stances and fall penalties, it is a practical impossibility to directly measure
this long-term average fitness. Instead, we must estimate a controller’s long-term
fitness. Table 3.1 illustrates the difficulty of this task by showing how the robot’s
initial stance and fall penalties cause consecutive evaluations of the same controller
to vary, sometimes significantly, in fitness. Such noisy fitness evaluations will mislead
evolutionary search, resulting in sub-optimal performance if not handled. Section
3.3.1 describes a noise-handling technique called weighted-resampling that is used in
the reported experiments to lessen the impact of these noisy-evaluations on evolution.
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3.3

The Non-Drifter and Drifter EAs

The performance of any evolutionary technique or process, including neutral drift,
is heavily dependent on the evolutionary algorithm used to test said technique or
process. As such, a wide array of EAs could have been used in these experiments.
However, for the experiments reported in this work, two mutation-based hill-climbers,
that are similar to both Netcrawler and the hardware-amenable MiniPop, were used
to examine the effects of neutral drift during locomotion controller evolution. This
choice of evolutionary algorithms was made based on the author’s interest in online
adaptive controllers, especially for applications such as autonomous robotics. Simple,
single-population, mutation-based hill-climbers are amenable to implementation in
low-power VLSI hardware, which complements the limited power sources of many
autonomous robotics. The first of the hill-climbers, named Non-Drifter, does not
engage in neutral drift, and is used to establish a baseline performance against which
the second hill-climber, named Drifter, can be compared. Drifter is a clone of NonDrifter, but with a modified replacement policy that promotes user-defined levels of
neutral drift.

The Non-Drifter EA
Non-Drifter embodies the same stochastic hill-climbing strategy that has previously
been used by MiniPop to evolve hexapod locomotion controllers. Non-Drifter has a
population consisting of a single individual, named the Hillclimber, which repeatedly
engages in tournament selection against a mutated version of itself named the Mutant.
Note that we will use capital letters whenever we are referring to these individuals
by name and not to hill-climber, the general search technique, or mutant the general
term for the result of a mutation. Pseudocode for Non-Drifter is shown in Figure
3.5; descriptions of the functions and parameters referenced in the pseudocode are
provided in Table 3.2.
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Function / Parameter
L
M
N
D

Description
Length of the genotype’s bitstring
Number of bits to flip per mutation
Number of evaluations to perform before exiting
Drifter’s drift threshold. If the difference in fitness
between the Hillclimber and a Mutant is less than D,
the two individuals are considered to be selectively
neutral
RF
The frequency (in elapsed evaluations) with which
the resampling operator is applied
RW
The weight given to the new fitness score vs. the
old fitness score when computing the Hillclimber’s
resampled fitness score
RANDOM BITSTRING(L) Returns a bitstring of L randomly set bits
EVALUATE(B)
Evaluates the genotype encoded as bitstring B using the user-defined fitness evaluator and returns a
fitness score
MUTATE(B,M)
Randomly flips M bits in bitstring B and returns the
mutated bitstring

Table 3.2: Descriptions of the functions and parameters appearing in the Non-Drifter
and Drifter pseudocode
Lines 1 - 2 of the Non-Drifter pseudocode create and evaluate the Hillclimber.
Lines 3 - 18 contain the algorithm’s main loop in which solutions are evolved. Lines
5 - 8 contain code for the weighted resampling operation, which is a technique that
helps deal with noisy evaluations, and is discussed later in this section. Lines 10 15 contain the algorithm’s mutation tournament in which Hillclimber and Mutant
compete. If a Mutant’s fitness is greater than the Hillclimber’s fitness, then the
Mutant replaces the Hillclimber in the population. The requirement that a Mutant’s
fitness must be strictly greater than the Hillclimber’s fitness to win the tournament
prevents Non-Drifter from explicitly engaging in neutral drift. Evolution halts once
N evaluations have been performed.
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NON-DRIFTER(L, M, N, RF, RW)
1. hillclimber := RANDOM_BITSTRING(L)
2. h_fitness := EVALUATE(hillclimber)
3. evals := 1
4. WHILE evals < N DO
5.
IF evals MODULO RF = 0 THEN
6.
old_fitness := h_fitness
7.
new_fitness := EVALUATE(hillclimber)
8.
h_fitness := (1-RW)*old_fitness + RW*new_fitness
9.
ELSE
10.
mutant := MUTATE(hillclimber, M)
11.
m_fitness := EVALUATE(mutant)
12.
IF m_fitness > h_fitness THEN
13.
hillclimber := mutant
14.
h_fitness := m_fitness
15.
ENDIF
16.
ENDIF
17.
evals := evals + 1
18. DONE

Figure 3.5: Pseudocode for the Non-Drifter EA. Non-Drifter is a stochastic mutationbased hill-climber in which the single population member named Hillclimber is only
replaced by its mutant when the mutant has a higher fitness.

DRIFTER(L, M, N, D, RF, RW)
1. hillclimber := RANDOM_BITSTRING(L)
2. h_fitness := EVALUATE(hillclimber)
3. evals := 1
4. WHILE evals < N DO
5.
IF evals MODULO RF = 0 THEN
6.
old_fitness := h_fitness
7.
new_fitness := EVALUATE(hillclimber)
8.
h_fitness := (1-RW)*old_fitness + RW*new_fitness
9.
ELSE
10.
mutant := MUTATE(hillclimber, M)
11.
m_fitness := EVALUATE(mutant)
12.
IF m_fitness >= (h_fitness - D) THEN
13.
hillclimber := mutant
14.
h_fitness := m_fitness
15.
ENDIF
16.
ENDIF
17.
evals := evals + 1
18. DONE

Figure 3.6: Pseudocode for the Drifter hillclimber. The differences between Drifter
and Non-Drifter are shown in bold typeface. Drifter explicitly promotes neutral drift
by ensuring that neutral and nearly-neutral mutants always replace the Hillclimber.
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The Drifter EA
Drifter is a variant of Non-Drifter that promotes neutral drift by changing the conditions under which a Mutant can replace the Hillclimber. Pseudocode for Drifter is
shown in Figure 3.6. Non-Drifter requires that a Mutant’s fitness must be strictly
greater than the Hillclimber’s fitness to win the tournament. Drifter allows a Mutant
to replace the Hillclimber if its fitness is greater than or equal to the Hillclimber’s
fitness, minus the value of the drift parameter D. When D = 0, Drifter will only
engage in strictly neutral drifting. For all non-zero, positive values of D, Drifter will
engage in nearly-neutral drifting. For example, if D = 2, Hillclimber’s fitness = 800
and Mutant’s fitness = 799, then Mutant would win the tournament, and replace
Hillclimber in the population, since 799 ≥ 800 − 2.

3.3.1

Weighted Resampling

Mutation based hill-climbers, such as Non-Drifter, have been successfully used in
past work to evolve CTRNNs for a variety of control problems, including hexapod
locomotion. However, such algorithms are susceptible to a number of problems if
the evaluation process is noisy. By default, each potential solution is evaluated once,
when it is first created, and its fitness is stored for later use to save time on expensive
evaluations. However, in noisy environments this policy leads to two related problems,
which we will call Type 1 and Type 2 errors. A Type 1 error occurs when, due
to noise, a controller is assigned a fitness score that is higher than the controller’s
average long-term fitness. In Table 3.1, the fitness assigned to Controller 1 during
the second evaluation is an example of a Type 1 error. A Type 2 error occurs when,
due to noise, a controller is assigned a fitness score that is lower than the controller’s
average long-term fitness. In Table 3.1, the fitness assigned to Controller 1 during
the 10th evaluation is an example of a Type 2 error.
Both types of errors degrade evolutionary performance by increasing the likeli57

hood that a Mutant with lower overall fitness replaces a superior Hillclimber, or that
a Hillclimber with low overall fitness is not replaced by a superior Mutant. Past
work with the hexapod locomotion problem has shown that without some attempt
to minimize the impact of Type 1 and Type 2 errors, simple hill-climber-based EAs
such as Non-Drifter are unable to evolve good controllers. Weighted resampling is a
technique that has worked well in the past to solve this problem.
Weighted resampling is a computationally inexpensive, hardware-amenable technique for minimizing the impact of noisy evaluations. The code that implements
weighted resampling is contained in lines 5 - 8 of both the Non-Drifter and Drifter
pseudocode. The basic idea of weighted resampling is to smooth noise in the fitness evaluation process by performing a moving average of Hillclimber’s fitness over
a number of evaluations. After every RF evaluations, the current Hillclimber is reevaluated in an operation called resampling. This is used to correct Hillclimber’s
fitness by assigning it a new fitness score that is set to (1 − RW ) multiplied by its
fitness prior to resampling, plus RW multiplied its resampled fitness. Over time, as a
Hillclimber undergoes repeated applications of weighted resampling, its fitness should
come to better approximate its overall long term fitness. Typically, RW values are
chosen such that a Hillclimber’s fitness, which over time represents the accumulated
moving average of many evaluations, has significantly more weight than the newly
resampled fitness.
The effect of weighted resampling on noisy fitness evaluations is illustrated in Table
3.3. Notice that resampling produces new fitness scores that better approximate the
controller’s average fitness. Past work has demonstrated that this smoothing effect
counters the effects of noise enough to allow mutation-based hill-climbers to effectively
evolve controllers for the hexapod locomotion problem.
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Resample Count Current Fitness
1
146.6
2
176.5
3
164.7
4
160.1
5
163.9
6
153.3
7
146.9
8
155.6
9
172.2

Resampled Fitness New Fitness
246.3
176.5
137.2
164.7
149.2
160.1
173.0
163.9
128.4
153.3
131.9
146.9
176.1
155.6
210.8
172.2
105.1
152.1

Table 3.3: An example of weighted resampling’s smoothing effect on noisy evaluations. The Current Fitness column shows the fitness of an example Hillclimber before
each application of the weighted resampling operator. The Resampled Fitness column shows the fitness obtained by re-evaluating the Hillclimber. The New Fitness
column shows the noise-corrected fitness assigned to the Hillclimber by the weighted
resampling operator. In this example, the original and resampled fitness scores are
the series of fitness scores reported for Controller 1 in Table 3.1. The weighted resampling calculations are preformed with RW = 0.3 Notice that the noise-corrected
fitness scores assigned by the weighted resampling operator closely approximate the
mean value of 160.5 that is reported in Table 3.1

3.3.2

Genotype Encoding

For the experiments reported in this work, hexapod locomotion controllers are created
by evolving one leg module, which is then copied into the six leg positions. This
means that the genotype must encode just one eight-neuron CTRNN. A single eightneuron leg module is specified by 136 real-valued parameters (eight time constants,
eight biases, sixty-four inter-neuron weights, and fifty-six input terminal to neuron
weights). Controllers are represented as binary-encoded genotypes in which each
CTRNN parameter value is encoded as an 8-bit binary string. Consider an interneuron weight parameter x ∈ R| − 16 ≤ x ≤ 16. An 8-bit binary encoding discretizes
the values of x to one of 256 possible values spread evenly through the range [−16, 16].
Let y be the binary encoding of x. The value of x is decoded using the following
equation:
x=

y
28

∗ (xmax − xmin ) + xmin
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Neural Parameter
Time Constants
Biases
Sensor to Neuron Link Weights
Neuron to Neuron Link Weights

Value Range
[0.5, 10]
[-16,16]
[-16,16]
[-16,16]

Table 3.4: The range of values to which each neural parameter was constrained during
evolution. Range values were chosen to coincide with those used on previous successful
evolved hexapod locomotion controller research.
For example, let y = 101011012 = 17310 and xmin , xmax = -16, 16 as specified above.
The value of x is decoded as follows, (173/256) ∗ [16 − (−16)] + (−16) , yielding a
parameter value of 5.625. A controller’s genotype is formed by concatenating the
binary encoding of each of its neural parameter, resulting in a binary string of 1088
bits. The permissible range of for each neural parameter in the reported experiments
is shown in Table 3.4. The use of bitstring encoding serves the needs of the specialized,
hardware-amenable EAs that are used in this work. Specifically, bitstrings are easier
to store and manipulate than real-numbers if the goal is to minimize transistor count.
In addition, this genotype format has been used successfully with MiniPop in the past
to evolve CTRNN locomotion controllers. Reusing a genotype format that is known
to work helps reduce the number of uncontrolled variables, allowing the research to
focus exclusively on neutrality and neutral drift.

3.3.3

Evolutionary Parameters

The evolutionary parameters used for the Non-Drifter and Drifter algorithms are
shown in Table 3.5. The value of L is determined implicitly by the chosen genotype encoding. The values of the N, RF, and RW parameters were chosen based
on extensive experience with this hexapod locomotion problem. In general, 180,000
evaluations allows sufficient time for simple mutation-based hill-climbers like NonDrifter to evolve effective solutions. The weighted resampling value W = 0.3 was
chosen based on prior experiments, which have shown that within reasonable limits,
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Evolutionary Parameter
L
M
N
D
RF
RW

Value
1088 bits
Chosen by experimentation
180,000 evaluations
Chosen by experimentation
Every 25 evaluations
0.3

Table 3.5: The values used for each evolutionary parameter in the reported experiments.
approximately [0.3,0.6], the specific setting of RW does not significantly change the
performance of weighted resampling for the hexapod robot locomotion problem. The
mutation parameter M and drift threshold D were chosen by experimentally testing
a range of values for each parameter. The purpose of this parameter sweep was to
ensure to the greatest degree possible, that the comparison between Non-Drifter and
Drifter was performed using the best examples of each EA’s potential performance.
The mutation parameter M was chosen by comparing the performances of NonDrifter with M values of 1, 11, 33, 44, 77, and 109, which represent mutations of
approximately 0.1%, 1%, 3%, 7%, and 10% of the genotype’s bits respectively. The
drift threshold parameter D was chosen by comparing the performances of Drifter
using the best value of M identified in the previous parameter sweep, and D values
of 0, 5, 10, 20, 50, and 75.

3.3.4

Data Collection

In order to facilitate analysis, Non-Drifter and Drifter track and record a large amount
of information during evolution. Each time a Mutant replaces the Hillclimber, NonDrifter writes the current number of elapsed evaluations, and the bitstrings and fitness
scores of both the Mutant and replaced Hillclimber to a log file. Drifter logs the same
information, except that Drifter differentiates between situations in which a Mutant
replaces the Hillclimber because of neutral drift, and situations in which a Mutant
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replaces the Hillclimber because it has a superior fitness score.
In addition, to facilitate analysis in the presence of noisy evaluations, both NonDrifter and Drifter are paused after every 100 elapsed evaluations to record a more
accurate fitness score for the current Hillclimber. This is accomplished by sampling
the current Hillclimber’s fitness 10 times and reporting the average of the returned
fitness scores. The evaluations performed to compute these noise-suppressed Hillclimber fitness scores do not affect evolution in any manner, since the EA is paused
while they are performed, and the results are not used to determine the outcome of
any future tournaments. These noise-suppressed fitness scores are the primary data
used during analysis to determine each EA’s performance using the yield and mean
acquisition time metrics that are introduced below.

3.4

The Experiments

Each experiment reported in this dissertation is composed of 34 independent trials.
To ensure fair comparisons between Non-Drifter and Drifter, each experiment uses
the same set of 34 initial Hillclimbers, which were chosen randomly from the solution
space. Using the same set of initial Hillclimbers for each experiment helps ensure
that neither EA is assigned an unfairly good or bad set of starting locations compared to its competitor. Each experiment’s 34 trials were run in parallel on a cluster
computer that is composed of thirty-four 2.8 GHz Intel Celeron processors. An individual experiment requires roughly one week to run on this system, illustrating the
computational complexity of the problem.
The primary metric used to compare the performances of Non-Drifter and Drifter
for these experiments is yield. Yield is defined as the percent of an experiment’s
trials that result in a controller whose fitness is 800 or greater; for simplicity we will
refer to such controllers as good controllers. Yield is computed by examining the
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noise-suppressed Hillclimber fitness entries recored in each trial’s log file. The fitness
threshold of 800 was chosen because solutions with fitness scores of 800 or greater
represent controllers that combine fast walking speed with a small number of falls.
Yield is an important metric, especially for evolutionary systems such as the online
adaptive controllers that were discussed in Chapter 1. Since online evolutionary
systems rarely have access to large computational clusters, it is important that they
reliably produce good solutions. In other words, we desire high yields so that the
probability of any single run producing a good solution is also high.
Secondary to yield, mean acquisition time is used to compare the performances
of Non-Drifter and Drifter. Mean acquisition time is defined as the average number
of evaluations required to produce a good controller. If two experiments have similar
yields, we will naturally prefer the one that requires fewer evaluations to produce good
solutions. Like yield, mean acquisition time is computed from the noise-suppressed
Hillclimber fitness scores reported in each trial’s log file.
We are now ready to introduce the dissertation’s experiments. Recall from Chapter 1 that the goal of this dissertation is to address the following three research
questions:
1. Does modifying selection to promote neutral drift benefit the evolution of a
complex CTRNN controller in the presence of noisy fitness evaluation?
2. Does neutral drift occur primarily in certain periods of evolution? What might
this tell us about the neutral structure of the problems fitness landscape?
3. How do noisy fitness evaluations affect the utility of neutral drift? Are noisehandling modifications to the EA necessary for drift to be useful?
These questions are addressed by the following two sets of experiments.
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3.4.1

Non-Drifter vs. Drifter Experiments

The Non-Drifter vs. Drifter experiments provide the data to address the first and
second research objectives. These experiments begin by running the Non-Drifter
mutation parameter sweep experiments. The performance of Non-Drifter using the
best mutation parameter value is used to represent the optimal baseline evolutionary
performance when no neutral drift is allowed.
Following the mutation parameter sweep, Drifter is used to run the drift parameter sweep. The drift parameter sweep is conducted using the best mutation parameter
value found during the mutation parameter sweep. The performance of Drifter using the best mutation and drift parameter values is used to represent the optimal
evolutionary performance when neutral drift is promoted.
Whether neutral drift benefits evolution will be determined by comparing the
yields and mean acquisition times of the best Non-Drifter with the best Drifter. The
distribution of drift events and the neutral structure of the fitness landscape is explored by direct examination of the log file entries written for each drift event, as well
as statistical sampling of the immediate fitness landscape around logged controllers.

3.4.2

Noise Analysis Experiments

The noise analysis experiments provide the data to address the dissertation’s third,
and final, research objective. To determine the effect of noise on neutral drift, each
recorded drift event is analyzed to determine the actual change in fitness caused by
drift. The noise-suppressed difference in fitness is computed by a modified fitness evaluator that computes fitness as the average of 10 evaluations. This method of fitness
evaluation, sometimes called oversampling, greatly decreased the noise in the fitness
evaluation process. Unfortunately, past research has demonstrated that oversampling
is not suitable for normal evolutionary use, since evaluating a controller requires 10×
as many evaluations as usual. However, the use of oversampling is justified as an
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analysis tool in this setting. Comparison of the noisy to non-noisy experiments will
clearly show what effect noise is having on both EAs.
In addition, to determine whether noise-handling techniques, such as weightedresampling, are necessary for drift to be useful, the Drifter experiments will be re-run
with weighted resampling disabled. These results will then be compared to the results
of the Drift experiments during which weighted resampling is enabled.
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Chapter 4
Experimental Results and Analysis
4.1

Mutation Parameter Sweep Results

In order to establish a near optimum non-drifting baseline, an experimental sweep
of six different mutation parameter values was performed using Non-Drifter. The
mutation parameter sweep experiments tested M values of 1, 11, 33, 44, 77, and 109
bits per mutation. These values correspond roughly to changing 0.1%, 1%, 3%, 4%,
7%, and 10% of the genotype with each mutation. The results of this parameter
sweep are summarized in Table 4.1.
From the data we can immediately see that the experiments readily separate
into two groups based on yield. Mutation parameter values of 1, 11, and 109 bits
produce very low yields, while mutation parameter values of 33, 44, and 77 bits
produce higher yields. A 2-sample Z-test for proportions at the 95% confidence level
shows no statistically significant difference in yields amongst the high yield group.
Furthermore, T-testing at the 95% confidence level shows no significant difference in
mean acquisition time amongst the high-yield group. With no statistically significant
differences in yield or mean acquisition time amongst the high yield group, we chose
M = 33 as the best mutation parameter value because it has the highest yield value.
All subsequent Non-Drifter and Drifter experiments were performed using a mutation
parameter value of M = 33.
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Mutation Parameter Sweep Results
M Value
Yield
Mean Acquisition Time Std. Dev.
1
2.9% (1/34)
70,600
11
5.9% (2/34)
29,650
33
29.4% (10/34)
99,170
44
20.6% (7/34)
116,929
77
20.6% (7/34)
90,700
109
2.9% (1/34)
163,000

Acquisition Time
N/A
37,574
47,027
59,176
68,476
N/A

Table 4.1: Results from the Non-Drifter mutation parameter sweep experiments. M =
33 was selected as the best mutation parameter value because it has the highest yield,
although there is no statistically significant difference in yield or mean acquisition time
at the 95% confidence level between M = 33 and M = 44 and 77.

4.2

Drift Parameter Sweep Results

In order to establish a near optimum drifting baseline, an experimental sweep of six
different drift parameter values was performed using Drifter. The drift parameter
sweep experiments tested D threshold values of 0, 5, 10, 20, 50, and 75. The results
of this parameter sweep are summarized in Table 4.2.
Unlike the Non-Drifter mutation parameter sweep experiments, the Drifter results
do not readily separate into groups based on yield. The only apparent trend is the
small decrease in yield for the experiments at D = 50 and D = 75. However, an
additional test of D = 100 resulted in a yield of only 2.9%, which provides strong
evidence that the tested values bracket the optimal value of D for this problem.
Two-sample Z-tests for proportion at the 95% confidence level show no significant
difference in yield between the Drifter trials. T-testing at the 95% confidence level
shows that the only significant difference in mean acquisition time is between the
D = 20 and D = 0 experiments. With no statistically significant differences in
performance amongst the Drifters, we chose D = 20 as the best drift parameter value
because it has the highest reported yield. All subsequent Drifter experiments were
performed using D = 20.
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D Value
0
5
10
20
50
75

Drift Parameter Sweep Results
Yield
Mean Acquisition Time Std. Dev.
26.5% (9/34)
106,733
26.5% (9/34)
104,667
26.5% (9/34)
86,367
38.2% (13/34)
63,677
17.6% (6/34)
78,000
20.6% (7/34)
93,757

Acquisition Time
46,967
58,006
54,360
47,901
31,617
36,896

Table 4.2: Results from the Drifter D parameter sweep experiments. D = 20 was
selected as the best drift parameter value because it has the highest yield. However,
there is no statistically significant difference in yield between any of the drift parameter sweep trials at the 95% confidence level, and similarly, there is no statistically
significant difference in mean acquisition time between the D = 20 trial and the other
trials at the 95% confidence level, with the exception of D = 0.

4.3

Evaluating the Utility of Neutral Drift

The dissertation’s first research objective is to examine whether modifying selection
to promote neutral drift benefits the evolution of the previously described CTRNN
hexapod locomotion controllers. The results of the best Non-Drifter (M=33) and best
Drifter (M=33, D=20) are reproduced for convenience in Table 4.3. It is immediately
apparent that Drifter produces a slightly higher yield than Non-Drifter. However,
a 2-sample Z-test for proportions at the 95% confidence level shows no significant
difference in yields. Less apparent is whether there is a significant difference in mean
acquisition time between Non-Drifter and Drifter. While Drifter’s mean acquisition
time is approximately 35,000 evaluations lower than Non-Drifter, the mean acquisition
time of both algorithms exhibit high variability. T-testing at the 95% confidence
level shows no significant difference between Non-Drifter and Drifter. These results
provide evidence that neutral drift does not significantly effect overall yield or mean
acquisition time.
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Best Non-Drifter vs. Best Drifter
Yield
Mean Acquisition Time Std.Dev. Acq. Time
Non-Drifer 29.4% (10/34)
99,170
47,027
Drifter
38.2% (13/34)
63,677
47,901
Table 4.3: Summary of the best Non-Drifter (M=33) and the best Drifter (M=33,
D=20) results. A 2-sample Z-test for proportions at the 95% confidence level shows no
statistically significant difference in yields. Similarly, T-testing at the 95% confidence
level shows no statistically significant difference in mean acquisition time. These
results provide evidence that Drifting appears to offer no overall improvement in
evolutionary performance for this problem.

4.4

Characterizing Neutral Drift

The dissertation’s second research objective is to examine whether neutral drift primarily occurs during certain periods of evolution, and what the distribution of drift
events might reveal about the neutral structure of this problem’s fitness landscape.
Figure 4.1 clearly demonstrates that drift occurs primarily in two well-defined periods
of evolution when the fitness of Drifter’s Hillclimber is approximately in the ranges
[0,10] and [160,310]. The reason that drift is largely constrained to these two ranges
of fitness can be understood by examining how controllers develop during evolution.
Examination of the trial data shows that the evolution of a hexapod locomotion
controller is characterized by two prominent developmental phases, which we will
call Phase I and Phase II. During Phase I, controllers have not yet learned how to
generate any significant forward movement. This period is characterized by controllers
whose fitness scores are in the range [0,10], with the vast majority of such controllers
possessing a fitness of exactly zero. Drifter remains in Phase I for a varying number of
evaluations before mutation produces a controller that can generate a small amount
of forward movement; we will refer to this event as a breakthrough. Once the first
breakthrough individual is found, evolution has entered Phase II of development.
During Phase II, controllers can generate forward movement, but have not yet
learned to coordinate the robot’s legs. This phase is characterized by controllers with
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Figure 4.1: The distribution of drift events during the Drifter trials. The x-axis shows
fitness, broken into 100 bins. The y-axis shows the average number of drift events
that occur from a Hillclimber whose fitness is in the corresponding bin, to a neutral
mutant. The vast majority of drift occurs from Hillclimbers whose fitness is in the
range [0,10] and [160,310], which correspond to the ranges of fitness that characterize
the two developmental phases of locomotion controller evolution.
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fitness scores that are approximately in the range [160,310]. Like Phase I, Drifter
remains in Phase II for a varying number of evaluations, waiting for mutation to
produce a controller that has begun to coordinate the robot’s leg movements. Once
the second breakthrough is found, fully coordinated locomotion is quickly evolved.
The key to understanding why drifting occurs almost exclusively from controllers
in the two observed fitness ranges is that breakthroughs result in nearly instantaneous
jumps to the next phase of development. Figure 4.2 shows Hillclimber’s fitness plotted
vs. elapsed evaluations for four representative Drifter trials. The first plateau in
fitness at the [0,10] level, which is the result of each trial waiting to find the first
breakthrough, is not readily apparent because of the scale of the plot. As we will
see in the following section, neutral drifting allows Drifter to very quickly find a
controller that breaks through to Phase II. However, the second plateau in fitness at
the [160,310] range, caused by each trial waiting to find the second breakthrough, is
readily apparent. This second plateau in fitness is not flat, as might be expected,
for two reasons. Firstly, noise in the fitness evaluation process causes controllers to
be assigned inaccurate fitness scores that are later corrected by weighted resampling.
Secondly, each neutral drift event results in a decrease in fitness by between 0 and 20
points. Both of these processes cause the fitness of Phase II controllers to fluctuate.
As previously stated, the important feature of these plots are that breakthroughs
appear as almost completely vertical lines. The steepness of the slope indicates that
breakthrough individuals are jumping from one range of fitness to the next with few
intermediate steps. Therefore, drifting occurs almost exclusively from controllers in
the two fitness ranges observed in Figure 4.1, because each trial’s Hillclimber spends
the great majority of its time in one of those fitness ranges. In other words, significant
drifting does not occur from Hillclimbers with a fitness of 75 or 650, because there
are not significant numbers of Hillclimbers with a fitness of 75 or 650 from which to
drift.
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Figure 4.2: Plot of Hillclimber’s fitness vs. elapsed evaluations for four representative Drifter trials. Each trial quickly locates a controller that produces sub-optimal
locomotion via uncoordinated leg movement, moving quickly from Phase I to Phase
II of controller development. Although both phases of development cause fitness to
plateau while Drifter searches for a breakthrough, the only visible plateau in this
figure occurs during Phase II. Drifters transition so quickly from Phase I to Phase II
that that the first fitness plateau is not visible given the figure’s scale.
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Based on the prevalence of drift during Phase I and Phase II, we can infer that
this problem’s fitness landscape contains two significant neutral networks, the first
spanning areas of the fitness landscape where fitness is in the range [0,10], and the
second spanning areas where fitness is in the range [160,310]. The neutral structure
of the fitness landscape in each of the developmental phases can be characterized by
examining the probability that mutating a controller from a given phase will produce:
• a deleterious mutant: a mutant whose fitness is lower than the original controller’s fitness by 20 or more points.
• a nearly-neutral mutant: a mutant whose fitness is between 0 and 20 points
(exclusive of the end points) lower than the original controller’s fitness.
• a strictly neutral mutant: a mutant whose fitness is exactly the same as the
original controller’s fitness.
• an advantageous mutant: a mutant whose fitness is greater than the original
controller’s fitness.
Note that in actuality, all strictly neutral mutants are also nearly-neutral, and all
neutral mutants that are not strictly neutral are deleterious. However, to present a
more fine-grained view of the fitness landscape, the following analyses will adopt the
above distinction between deleterious, nearly neutral and strictly neutral mutants.

4.4.1

Phase I Landscape Analysis

Figure 4.3 shows the effects of mutation on Phase I controllers. Roughly 94% of
mutations result in a strictly neutral mutant, while the remaining 6% result in an
advantageous mutant. Deleterious and nearly neutral mutants are not observed, since
each of the randomly selected Phase I controllers had a fitness of zero, which is the
lowest possible fitness score. The data show that during Phase I of evolution, the
73

Advantageous
6%

Strictly Neutral
94%

Figure 4.3: The frequency of deleterious, nearly neutral, strictly neutral, and advantageous mutants during Phase I. Thirty-four Phase I controllers were randomly
selected and each was mutated 1000 times. The fitness of each of these mutants was
computed and compared to the fitness of the parent controller to determine the percent of mutations in Phase I that result in an advantageous, strictly neutral, nearly
neutral, or deleterious mutant. Note the overwhelming percentage of strictly neutral mutants, which confirms the existence of a large strictly neutral network that
dominates evolution during Phase I.
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Phase I: Evaluations until first breakthrough
% of trials that breakthrough Mean Std. Dev.
Non-Drifter
97% (33)
8,558
19,033
Drifter
100% (34)
159
78
Table 4.4: A comparison of the number of evaluations required for Non-Drifter and
Drifter to find their first breakthrough individual, and transition from Phase I of
development to Phase II.
fitness landscape exhibits extensive strict neutrality, with the significant percentage
of strictly neutral neighbors accounting for the drift observed in Figure 4.1. This data
corroborates earlier research by Seys [49] and Kramer [40] who independently suggested that the fitness landscape during early CTRNN hexapod locomotion controller
evolution is dominated by a vast neutral plateau.
This data also provides the first clue as to how evolution differs between NonDrifter and Drifter. Drifter’s Hillclimber is replaced by a Mutant if the Mutant’s
fitness is strictly neutral, nearly-neutral or advantageous. Since the data indicates
that 100% of mutations in Phase I result in a strictly neutral or advantageous mutant,
Drifter can rapidly move about the fitness landscape in search of a controller with
a higher probability of mutating into a breakthrough individual. In contrast, NonDrifter’s Hillclimber can only be replaced by a strictly advantageous Mutant. Since
the data indicates that only 6% of mutations result in an advantageous mutation, we
would expect Non-Drifter to explore far less of the fitness landscape than Drifter, and
remain in Phase I for a significant period of time before it locates a breakthrough
individual.
Figure 4.4 shows Hillclimber’s fitness plotted vs. elapsed evaluations for four representative Non-Drifter trials. The plots appear very similar to the plots of Drifter’s
fitness vs. elapsed evaluations, with one major exception. As predicted, the majority
of the Non-Drifter trials remain in Phase I for a significant period of time, displaying
a well-defined fitness plateau in the [0,10] fitness range. Further analysis of the data
clearly shows that neutral drifting gives Drifter a significant advantage during Phase
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Figure 4.4: Plot of Hillclimber’s fitness vs. elapsed evaluations for four representative
Non-Drifter trials. Unlike the Drifter trials, the majority of Non-Drifter trials exhibit
two clearly visible fitness plateaus, one during Phase I when fitness plateaus at zero,
and another during Phase II in the same [160,310] fitness range that is apparent for
the Drifter trials. The existence of a strong Phase I fitness plateau indicates that
Non-Drifter is spending significantly more time in Phase I than Drifter.
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I of evolution.
Table 4.4 compares the mean number of evaluations required for Non-Drifter and
Drifter to locate the first breakthrough individual. As we can see, on average NonDrifter requires approximately 8,400 more evaluations than Drifter to breakthrough to
Phase II; T-testing shows that the difference is significant at the 95% confidence level.
Additionally, examination of the log files shows that during the approximately 8,500
evaluations required to make the first breakthrough, Non-Drifter’s Hillclimber moves,
on average, only three times, compared to the 96 times that Drifter’s Hillclimber
moves in the approximately 159 evaluations required for Drifter to make the first
breakthrough. These results strongly imply that there is a non-uniform probability
of mutating a Phase I controller into a breakthrough individual. Neutral drift clearly
benefits this phase of evolution by allowing Drifter to remain mobile, despite the
low probability of advantageous mutations, allowing it to explore more of the fitness
landscape, and increasing its odds of finding an individual with a high probability of
mutating into a breakthrough to Phase II.

4.4.2

Phase II Landscape Analysis

Figure 4.5 shows the effect of mutation on Phase II controllers. This phase exhibits
far less neutrality than observed during Phase I, with 5% of mutations producing a
nearly neutral mutant, 6% producing an advantageous mutant, and the remaining
89% producing a deleterious mutant. Because of the reduced percentage of neutral
neighbors in Phase II, we would expect the performances of Non-Drifter and Drifter
to be more similar than during Phase I.
Table 4.5 shows the mean number of evaluations required for Non-Drifter and
Drifter to make the second breakthrough, which confirms the above expectation.
The difference between Non-Drifter and Drifter is much smaller, with both algorithms
requiring a fairly significant number of evaluations to make the second breakthrough.
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Figure 4.5: The frequency of deleterious, nearly neutral, strictly neutral, and advantageous mutants during Phase II. Thirty-four Phase II controllers were randomly
selected and each was mutated 1000 times. The fitness of each of these mutants was
computed and compared to the fitness of the parent controller to determine the percent of mutations in Phase II that result in an advantageous, strictly neutral, nearly
neutral, or deleterious mutant. When compared with Phase I, Phase II exhibits far
less neutrality, but an equal chance of producing an advantageous mutant.
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Phase II: Evaluations until second breakthrough
% of trials that breakthrough Mean Std. Dev.
Non-Drifter
29% (10)
98,620
47,795
Drifter
44% (15)
56,993
46,531
Table 4.5: A comparison of the number of evaluations required for Non-Drifter and
Drifter to find their second breakthrough individual, and transition out of Phase II
of development.
T-testing at the 95% confidence level supports the hypothesis that, on average, Drifter
requires fewer evaluations than Non-Drifter. Although the data also indicates that
more Drifters breakthrough than Non-Drifters, a 2-sample Z-test for proportions at
the 95% confidence level shows the difference is statistically insignificant. The data
also shows that, just like during Phase I, neutral drift allows Drifter to remain more
mobile than non-Drifter during Phase II. Non-Drifter’s Hillclimber moves on average
7,300 times, compared to the average 17,629 times that Drifter’s Hillclimber moves
during Phase II.
The greatly increased breakthrough times seen in Table 4.5 also help explain why
Phase II has a far greater number of drift events than Phase I, even though there is
a smaller probability that mutation will produce a neutral mutant during Phase II.
Simply put, drifting allows Drifter to breakthrough to Phase II so quickly that there
is not enough time to accumulate a large number of drift events. Conversely, the
data shows that it is much harder to find a breakthrough during Phase II, causing
Drifter to spend enough time in Phase II to accumulate a large number of Drift events,
despite the greatly reduced probability of discovering a neutral mutant.

4.5

Noise Analysis Results

The dissertation’s third research objective is to examine how noisy fitness evaluations
affect the utility of neutral drift, and whether noise-handling modifications are necessary for drift to be useful. In section 3.3.1 we introduced the concept of Type 1
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and 2 errors in fitness assignment. To summarize, mutation-based hill-climbers are
susceptible to a number of problems when the fitness evaluation process is noisy. By
default, each potential solution is evaluated when it is first created, and its fitness
is stored for later use to save expensive evaluation time. However, in noisy environments this policy leads to two kinds of errors in assigning fitness. A Type 1 error
occurs when, due to noise, a controller is assigned a fitness score that is higher than
the controller’s average long-term fitness. A Type 2 error occurs when, due to noise,
a controller is assigned a fitness score that is lower than the controller’s average longterm fitness. Both types of errors degrade evolutionary performance by increasing the
likelihood that a Mutant with lower overall fitness will replace a superior Hillclimber,
or that a Hillclimber with low overall fitness is not replaced by a superior mutant.
Past experience with the hexapod locomotion problem has shown that without some
attempt to minimize the impact of Type 1 and Type 2 errors, simple hill-climbers
such as Non-Drifter are unable to evolve good controllers. Weighted resampling is
one of many existing noise-handling techniques that are intended to help correct the
problems associated with Type 1 and 2 errors in fitness assignment, and has proven
effective for algorithms such as Non-Drifter. However, when combined with noisy
fitness evaluations, neutral drift has the potential to greatly increase the number of
Type 1 and 2 errors during evolution. In this section, we will examine how noisy
evaluations affect the utility of neutral drift via the introduction of additional Type
1 errors. For this analysis we will largely ignore Type 2 errors, since past research
shows that Type 1 errors are the most problematic during evolution for this problem.
Neutral drift can introduce Type 1 errors when noise causes a deleterious mutant
to appear selectively neutral to the current Hillclimber. Consider a Hillclimber whose
fitness is 200. The Hillclimber is mutated and the resulting Mutant is assigned a
fitness of 181, even though its average long-term fitness is 80. Standard hill-climbers
like Non-Drifter are not susceptible to such errors in fitness assignment, since the Mu-
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tant has a lower fitness than the Hillclimber, and will therefore be rejected. However,
Drifter will replace the Hillclimber with the Mutant, since a fitness of 181 is nearly
neutral to 200 for all D values greater than 19. Once the Mutant replaces Hillclimber
via neutral drift, its effect on evolution is the same as a normal Type 1 error. The new
Hillclimber will degrade evolutionary performance by increasing the probability that
mutants with fitness scores greater than 80, but lower than the fitness-inflated 181,
will be rejected until weighted resampling eventually corrects Hillclimber’s fitness to
a more accurate value. Such errors will also degrade the ability of Drifter to engage
in neutral drift, since many of the new Hillclimber’s mutants will have scores closer
to 80 than the noise-inflated 181. Even if these mutants are in fact selectively neutral
to the new Hillclimber, they will appear deleterious and no drifting will occur.
To test how noisy fitness evaluations affect the introduction of additional Type
1 errors via drift, each drift event recorded during the previously reported Drifter
trials was analyzed by re-evaluating both the Hillclimber from which the drift event
occurred, and the Mutant to which the drift occurred, a total of 10 times. The average
of the 10 evaluations was then substituted as a more accurate, noise-suppressed fitness
score for each individual. Regular occurrences of Mutants with noise-suppressed
fitness scores that are lower than the Hillclimber’s fitness by 20 or more points will
indicate that Type 1 errors are being introduced by drift.

4.5.1

The Effect of Noisy Evaluations During Phase I

Recall from Section 4.4.1 that sampling the fitness landscape during Phase I showed
extensive strict neutrality. This resulted in a large amount of strictly neutral drifting,
which greatly decreased the number of evaluations required by Drifter to make the
first breakthrough. Figure 4.6 shows that noisy evaluations do slightly mislead the
drift process during Phase I, causing Drifter to mistakenly classify a small percentage
of advantageous and nearly neutral mutants as strictly-neutral. However, there are
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no occurrences of deleterious mutants being mistakenly classified as strictly neutral.
The reason for the lack of Type 1 drift errors during Phase I is simple. Recall
that Phase I controllers have not learned to generate any significant forward motion.
In fact, the vast majority of Phase I controllers generate no forward movement at
all, resulting in a fitness score of zero. The fitness evaluation noise that is inherent
to this dissertation’s version of the hexapod locomotion control problem will have
little chance to affect the evaluation of these controllers. Recall, that evaluation
noise is introduced by the policies of randomizing the robot’s initial stance before
each evaluation, and subtracting a random fitness penalty for each fall. Since most
Phase I controllers produce no forward movement, the robot’s initial stance cannot
greatly benefit or harm a controller’s performance. Similarly, since zero is defined
as the lowest possible fitness score, noise from fall penalties does not affect Phase
I controllers, since any assessed penalties result in a negative score, which is then
rounded up to zero. As a result of each controller’s low initial fitness, it is improbable
that neutral drift would introduce any Type 1 errors during Phase I.

4.5.2

The Effect of Noisy Evaluations During Phase II

Recall from Section 4.4.2 that sampling the fitness landscape during Phase II revealed
a small amount of near neutrality. However, due to the number of evaluations that
Drifter requires to locate the second breakthrough individual, it engages in a large
amount of nearly neutral drifting. Figure 4.7 shows that noisy evaluations significantly
mislead the drift process during Phase II. Forty-six percent of drift events result from
mistakenly classifying advantageous mutants as nearly neutral. More significantly,
23% of drift events result from mistakenly classifying deleterious mutants as nearly
neutral, thus introducing additional Type 1 errors.
The severity of these Type 1 drift errors depends upon the magnitude of the
resulting decrease in Hillclimber fitness. Table 4.6 contains the statistics on the
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Figure 4.6: The effect of evaluation noise on accurately classifying neutral mutants
during Phase I. Each neutral mutant encountered during Phase I was assigned a new
noise-suppressed fitness by computing the average of ten fitness evaluations. Compared to Figure 4.3, we can see that noisy evaluations mislead the drift process during
Phase I, causing Drifter to mistakenly classify a small percentage of mutants that are
actually advantageous or nearly neutral as strictly-neutral. More significantly, Phase
I exhibits no Type 1 drift errors.
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Figure 4.7: The effect of evaluation noise on accurately classifying neutral mutants
during Phase II. Each neutral mutant encountered during Phase II was assigned a
new noise-suppressed fitness by computing the average of ten fitness evaluations.
Noisy evaluations mislead the drift process much more than during Phase I, causing
Drifter to mistakenly classify a significant percentage of advantageous and deleterious
mutants as nearly neutral. The drift events that mistakenly replace Hillclimber with
a deleterious mutant introduce additional Type 1 drift errors.
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Magnitude of noise-initiated Type 1 drift errors during Phase II
Min
Mean Std.Dev.
Max
-20.02 -37.30
19.58
187.45
Table 4.6: Figure 4.7 shows that noisy evaluations mislead Drifter such that 23% of
the “nearly neutral” drifts during Phase II replace the Hillclimber with a deleterious
mutant, resulting in a Type 1 drift error. This table summarizes the magnitude of the
change in actual fitness as a result of replacing Hillclimber with a deleterious mutant.
For example, of the 23% of drifts that mistake deleterious mutants for nearly neutral
mutants, the deleterious mutants had fitness scores that are, on average, 37.3 points
lower than Hillclimber.
average decrease in fitness caused by Type 1 drift errors during Phase II. Type 1 drift
errors cause Hillclimber to be replaced by a Mutant whose fitness is on average 37.3
points lower. The maximum observed decrease in fitness is 187.45 points, enough to
lose the breakthrough to Phase II and return evolution to Phase I. Approximately
3% of all Type 1 drift errors during Phase II result in a decrease in fitness of 100 or
more points. Considering the large number of drift events that occur during Phase
II, it is probable that Type 1 drift errors are degrading the utility of neutral drift by
frequently allowing poor mutants to replace higher-fitness Hillclimbers. The reason
that large decreases in fitness aren’t evident in the plots of Drifter’s fitness vs. elapsed
evaluations is that Type 1 drift errors are essentially “silent” errors, in which mutants
with poor fitness are portrayed as nearly neutral mutants because of noisy fitness
evaluations. The additional Type 1 errors introduced by the combination of noisy
fitness evaluations and neutral drift may provide one explanation for the decreased
utility of neutral drift in Phase II compared to its highly beneficial role in Phase I.

4.5.3

Evaluating the Necessity of Weighted Resampling

The second part of the dissertation’s third research objective is to determine whether
noise-handling modifications are necessary for drift to be useful. The results of the
previous section provide strong evidence that noise handling techniques will be vital.
To confirm this hypothesis, the Drifter experiments were re-run with weighted resam85

The Effect of Weighted Resampling (WR) on Drifter
Yield
Mean Acquisition Time Std.Dev. Acq. Time
With WR
38.2% (13/34)
63,677
47,901
Without WR 8.8% (3/34)
80,133
69,053
Table 4.7: A comparison of the performances of Drifter with and without the use
of the weighted resampling operator to handle noisy evaluations. When weighted
resampling is not used, Drifter’s yield drops significantly.
pling disabled. The results of this run are shown in Table 4.7. As expected, when no
attempt is made to correct for noisy evaluations, Drifter is unable to reliably evolve
good controllers, and the yield drops by approximately 30%. A 2-sample Z-test for
proportions shows that the difference in yields is significant at the 95% confidence
level. This significant drop in yield can largely be explained as the result of Type 1
errors creating fitness barriers in the fitness landscape.
Previous research by the author and his colleagues has shown that hill-climbers
are particularly susceptible to situations in which a spike in evaluation noise causes a
controller to be assigned a fitness score that is significantly higher than the controller’s
real long-term average fitness (a Type 1 error). In these situations, the fitness-inflated
controller becomes a sort of artificial local optima in the fitness landscape. In the
previous sections, we have seen evidence that the ability to freely move through
the fitness landscape benefits evolution by increasing the probability of finding a
breakthrough individual. In order for the no-weighted-resampling Drifter to escape
from these artificial local optima, one of three events must occur:
1. A breakthrough mutant is discovered. As we have seen, breakthrough mutants
represent a significant increase in fitness, allowing the breakthrough mutant to
replace the fitness-inflated parent.
2. A mutant is generated and a Type 1 error causes the mutant to be assigned a
fitness that is even higher than the fitness-inflated parent’s fitness.
3. A mutant whose fitness is nearly-neutral to the fitness-inflated parent’s fitness
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is discovered.
Based on earlier results, we know that breakthrough mutants are rare, so we
should not rely on the discovery of breakthroughs to help Drifter escape the artificial
local optima caused by Type 1 errors. Fitness-inflated mutants are more likely, but
only make the situation worse; they replace one artificial local optima with another
that is even harder to escape. We could also expect the probability of escaping via
nearly-neutral drift to be low if noisy-evaluations create an artificial local optima,
whose fitness is outside the previously observed drift fitness range of [160,310]. Since
most Phase II controllers exist within this fitness range, the vast majority of mutants
will not be nearly-neutral to a controller whose noise-inflated fitness is outside this
range. We might expect a noisy-evaluation to mistakenly assign a mutant an inflatedfitness that is nearly-neutral to the fitness-inflated parent, but this places us back in
the situation of replacing one artificial local optima with another. The end result is
that, without some attempt to manage noisy evaluations, we would expect Drifter to
frequently become stuck on artificial local optima, limiting its ability to search the
fitness landscape for a breakthrough individual.
Figure 4.8 shows the distribution of mutation and drift events across Hillclimber
fitness for Drifter when weighed resampling is disabled. Figure 4.9 shows the distribution of mutation and drift events across Hillclimber fitness for Drifter when weightedresampling is enabled. Recall that a drift event is defined to occur when a neutral or
nearly neutral mutant replaces the current Hillclimber. Similarly, a mutation event
occurs when an advantageous mutant replaces the current Hillclimber. Notice, that
during Phase I, the use of weighted-resampling makes no difference in regard to the
average number of drift or mutation events. As we saw earlier in this chapter, noise
has little effect during this phase of evolution. However, the massive difference in the
number of drift and mutation events during Phase II provides strong evidence that
when weighted resampling is not used, Drifter frequently becomes stuck on local op87

tima, greatly reducing its ability to effectively move throughout the fitness landscape
in search of a breakthrough individual. This conclusion is more clearly supported by
examining the difference in the lagged-diffusion coefficients. Figure 4.10 shows the
lagged-by-100 diffusion coefficient for Drifter when weighted resampling is enabled
and disabled. The lagged-by-100 diffusion coefficient measures the average number
of bits that change in Hillclimber’s genotype between the Hillclimber at evaluation
x and (x − 100). This value is a measure of the velocity at which Drifter is moving
in the fitness landscape. From the figure, it is clear that both algorithms exhibit
a high velocity during Phase I, which then drops significantly once a breakthrough
to Phase II is discovered. However, the lagged diffusion coefficient of Drifter with
weighted-resampling disabled drops to near zero, indicating that it is hardly moving
in the fitness landscape, whereas Drifter with weighted-resampling enabled maintains
a velocity that is on average approximately 23× greater. From these results, it is clear
that weighted-resampling, or an equivalent noise-handling technique, is required for
Drifter to effectively evolve solutions to this problem.

4.5.4

Noise-Suppressed Non-Drifter

Before leaving this chapter there is one more interesting observation to make about
the effect of noisy evaluations on hexapod locomotion controller evolution. Table
4.8 shows the results of re-running the Non-Drifter experiments with a new fitness
evaluator that reports fitness as the average of 10 evaluations. We will call this
the Noise-Suppressed Non-Drifter, in contrast to the previously reported Noisy NonDrifter. We might expect that when noise is suppressed, Non-Drifter’s performance
would increase. However, as the data in Table 4.8 shows, suppressing noise has the
opposite effect. Yield falls by almost 27% and a 2-sample Z-test for proportions at
the 95% confidence level shows this to be a statistically significant difference.
Figure 4.11 shows Hillclimber’s fitness plotted vs. elapsed evaluations for a rep88
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Figure 4.8: The distribution of Drifter’s drift and mutation events across Hillclimber
fitness when weighted resampling is disabled. Notice the greatly decreased frequency
of mutation and drift events during Phase II, indicating that Drifter is exploring very
little of the fitness landscape.
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Figure 4.9: The distribution of Drifter’s drift and mutation events across Hillclimber
fitness when weighted resampling is enabled. Compared to the Drifter trials in which
weighted resampling is disabled, Drifter with weighted resampling remains much more
mobile during Phase II, exploring more of the fitness landscape.
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Figure 4.10: The average lagged-by-100 diffusion coefficients for the Drifter experiments with and without weighted resampling. The lagged diffusion coefficient measures the velocity at which the Hillclimber is moving through the fitness landscape.
This data supports the hypothesis that the reduced number of drift and mutation
events during Phase II cause the Drifter with no weighted resampling to move very
slowly, allowing it to explore very little of the fitness landscape.
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Noise-Suppressed vs. Noisy Non-Drifter
Yield
Mean Acquisition Time Std.Dev. Acq. Time
Noise-Suppressed 2.94% (1/34)
59,075
N/A
Noisy
29.4% (10/34)
99,170
47,027
Table 4.8: Results from the Noise-Suppressed Non-Drifter results. The results from
the previously run Noisy Non-Drifter experiments are reproduced here for convenience. Surprisingly, suppressing noise severely degrades Non-Drifter’s yield.
resentative Noise-Suppressed Non-Drifter trial. From the plot we can confirm that
the new fitness evaluator is effectively suppressing noise; Hillclimber’s previously fluctuating fitness during Phase II is no longer evident. Why then is the performance
of Noise-Suppressed Non-Drifter so bad? One hypothesis is that the fitness landscape during Phase II is populated by many local optima. Noisy evaluations would
tend to mask these local optima by degrading the ability to make fine distinctions
in fitness. However, when noise is sufficiently suppressed, the ability to accurately
distinguish small differences in fitness would cause such local optima to trap NonDrifter, severely limiting its ability to freely move throughout the fitness landscape.
Figure 4.12 shows the lagged-by-100 diffusion coefficient for both Noisy and NoiseSuppressed Non-Drifter. The lagged-diffusion coefficient of Noise-Suppressed NonDrifter provides strong evidence to support the above hypothesis. During Phase I,
there is little difference between Noisy and Noise-Suppressed Non-Drifter. However,
as soon as evolution enters Phase II, Noise-Suppressed Non-Drifter’s lagged diffusion
coefficient plummets to a baseline value of zero with only intermittent spikes of activity. This is the classic signature of a population that is trapped by local optima. In
contrast, Noisy Non-Drifter’s lagged-diffusion coefficient remains at a relatively high
level even during Phase II. The data suggests that like drift, noisy evaluations allow
Non-Drifter to remain mobile, despite the presence of fitness barriers such as local
optima in the fitness landscape. We might call this phenomenon noisy drift, since the
effect is similar to the effect of neutral drift. If the proposed hypothesis is correct,
it provides another explanation for neutral drift’s decreased utility in Phase II when
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compared with Non-Drifter. In essence, drift’s utility would appear smaller because
Non-Drifter may already be receiving many of the benefits of neutral drift via noisy
drift.
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Figure 4.11: Plot of Hillclimber’s fitness vs. elapsed evaluations for a representative
Noise-Suppressed Non-Drifter trial. Only one of the Noise-Suppressed trials manages
to locate a breakthrough during Phase II. Notice that the noise-suppression results
in a smooth fitness plateau during Phase II, unlike the fluctuating fitness observed
during the Noisy Non-Drifter experiments.
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Figure 4.12: The average lagged-by-100 diffusion coefficients for Noisy and NoiseSuppressed Non-Drifter. The lagged diffusion coefficient measures the velocity at
which the Hillclimber is moving through the fitness landscape. Notice that NoiseSuppressed Non-Drifter only moves significantly in the fitness landscape during Phase
I, but rarely moves when compared to Noisy Non-Drifter during Phase II. This data
supports the hypothesis that noise can play a beneficial role during evolution by
enabling a kind of noisy-drift.
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Chapter 5
Conclusion
5.1

Summary of Results

The first objective of this research was to investigate whether promoting neutral
drift would benefit the evolution of a non-trivial CTRNN controller for a real world
control problem with noisy fitness evaluations. To this end, Non-Drifter and Drifter,
two variants of a standard mutation-based hill-climber, were used to evolve CTRNN
locomotion controllers for a hexapod robot. Analysis of these experimental results
shows no statistically significant change in either overall yield, the number of good
controllers that are evolved, or overall mean acquisition time, the time it takes to
evolve such good controllers when neutral drift is explicitly promoted.
The second objective of this research was to investigate the nature of neutral
drift during evolution. Analysis of experimental results shows that the majority of
neural drift occurs when the fitness of Drifter’s Hillclimber is in one of two distinct
ranges: [0,10] and approximately [160,310]. These ranges correspond to the two major
developmental phases that each controller is observed to progress through during
evolution.
Analysis of evolution during Phase I provides strong evidence that the fitness
landscape is dominated by large areas of strict neutrality. Neutral drifting during this
phase provides a clear evolutionary benefit, allowing Drifter to breakthrough to Phase
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II in approximately 8,400 fewer evaluations than Non-Drifter. This result has strong
implications for the utility of neutral drift in the wider field of evolvable hardware.
Many such problems exhibit noisy fitness evaluation processes, but like the hexapod
locomotion problem, noise will likely have little effect early in the evolutionary process
when the population’s average fitness is low. This means that noise has little or no
chance to negatively affect the utility of neutral drift. Since many reconfigurable
substrates naturally exhibit neutrality in the same manner as CTRNNs, this suggests
that neutral drift can potentially play a beneficial role for many evolvable hardware
applications early in the evolutionary process.
Analysis of the fitness landscape during Phase II shows no strict neutrality, and
Drifter only engages in nearly neutral drifting. Although Drifter achieved a greater
number of breakthroughs than Non-Drifter during Phase II, the difference was statistically insignificant. However, analysis did show a statistically significant difference
between the amount of time required by Non-Drifter and Drifter to make a breakthrough in favor of Drifter. Further analysis, discussed below, indicates that the
decreased utility of neutral drift during Phase II is likely due to the problem’s noisy
fitness evaluations.
The dissertation’s final research objective was to investigate the effects of noisy
evaluations on the utility of neutral drift, and to determine if noise-handling techniques are necessary. Analysis showed that noisy evaluations have little effect on
neutral drift during Phase I, because the processes that introduce noise into fitness
evaluation only affect controllers that are already engaged in locomotion. The vast
majority of Phase I controllers have not yet learned how to generate any forward
movement, and are thus largely unaffected by noisy evaluations.
Conversely, noisy evaluations have a large impact on the utility of drift during
Phase II, causing Drifter to make a significant number of Type 1 errors when engaging
in nearly neutral drift. It is hypothesized that the introduction of additional Type
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1 errors via neutral drift may partly account for drift’s reduced utility in Phase II
compared to Phase I. Since the affect of noise on evolution is partly a function of the
noise-handling techniques used by the EA, this suggests that more powerful noisehandling techniques than weighed resampling will be necessary for drifting to provide
a clear benefit during the noisy Phase II of evolution.
Additionally, the experimental data supports the hypothesis that noisy evaluations
may actually play a minor beneficial role during evolution, resulting in drift-like
movement over the fitness landscape despite the presence of local optima. This noisydrift hypothesis provides an additional explanation for drift’s reduced utility in Phase
II when compared to Non-Drifter’s performance. It is likely that Non-Drifter is also
taking advantage of drift to increase its mobility in the fitness landscape, although
the source of such drift is noisy evaluations rather than selective neutrality. Thus,
the difference in observed performance between Non-Drifter and Drifter is lower than
expected since both algorithms may be benefiting from drift, either implicitly via
noise, or explicitly via selective neutrality in the fitness landscape.
Lastly, the need for noise-handling techniques, such as weighted resampling, was
tested by re-running the Drifter experiments with weighted resampling disabled. The
results clearly show that without some correction for noisy fitness evaluations, Drifter
is unable to reliably evolve good solutions, and its yield drops by approximately 30%.

5.2

Future Extensions

The dissertation’s experimental results provide important information for expanding
our understanding of how neutral drift affects the evolution of complex CTRNNs for
demanding, real-world, noisy control problems. However, this effort is only a start
and there remain many interesting research opportunities in this area. Logical future
extensions of this research include, but are not limited to:
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• Performing similar studies using different benchmark control problems to see
whether they exhibit similar fitness landscape neutrality.
• Performing similar studies using different evolutionary algorithms, such as the
population-based real-valued genetic algorithm, to determine how the effect of
drift changes with different underlying EAs.
• Performing similar studies using different noise-handling techniques to determine if better noise-handling techniques improve the utility of drift during noisy
periods of evolution such as Phase II.
• Examining techniques for dynamically setting the drift parameter value during
evolution based on real-time feedback to optimize drift’s utility.
The goal of such future work, much like this dissertation, will be to bridge the gap
between theory and practice, between purely artificial fitness landscapes and realworld problems, to build a set of practical guidelines to help engineers confidently
apply evolutionary design methods to solve difficult problems.
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