It is a well known fact that at high sampling frequencies, the contamination of microstructure noise causes the Realized Variance to be a biased measure of the Integrated Variance. Recent developments in this field propose sampling on lower frequencies, sub-sampling techniques, or bias corrections using the autocorrelation patterns in the data. In this paper we propose a structural decomposition of the efficient price process and the microstructure noise. In this decomposition we allow for potential correlation between the efficient price and the microstructure noise. We apply this decomposition to 20 actively traded stocks at Nasdaq. Our results suggest that ignoring this correlation leads to an upward bias in the Realized Variance. As our model is designed for ultra-high frequency data, we can study the impact of time between transaction on the evolution of the efficient price and on the correlation between the microstructure noise and the efficient price.
Introduction
Probably one of the most aggressively developing fileds in finance is the area of realized variance (RV ). Introduced by Andersen, Bollerslev, Diebold, and Labys (2001) , RV, defined as the sum of squared intraday returns, is a consistent measure for the integrated variance (IV ) (see Barndorff-Nielsen and Shephard (2002) and Meddahi (2002) ). However, at very high frequencies data is contaminated by microstructure noise, which causes RV to be biased and inconsistent for IV (see e.g. Andreou and Ghysels (2002) and Oomen (2002)). Sampling at lower frequencies reduces the impact of the microstructure noise, which is theoretically motivated and justified by e.g. Bandi and Russel (2003) . However, as motivated by Zhang, Mykland, and Aït-Sahalia (2003) , sampling at lower frequencies leads to a loss of information. They therefore propose a measure for RV based on subsampling techniques, which in the presence of microstructure noise, is consistent for IV.
However, all these approaches rely on data aggregation to mitigate the microstructure noise.
A well established notion in market microstructure literature is that at high frequencies the contaminated log price process (p(t)) can be decomposed into p(t) = p * (t)+u(t), where p * (t) is the latent efficient price and u(t) is microstructure noise. A common assumption adhered to by previuous studies (e.g. Bandi and Russel (2003) , Hansen and Lunde (2004a) and Zhang, Mykland, and Aït-Sahalia (2003) ) is that the microstructure noise is IID and uncorrelated with the innovation in the efficient price, 1 an assumption that does not hold in practice. More recently, Hansen and Lunde (2004b) have relaxed this assumption and allow for potential correlation between microstructure noise and the efficient price. Incorporating this correlation they find that the best unbiased estimator for RV is achieved at the highest possible frequency.
Inspired by previous research, which focuses on the autocorrelation structure in high frequent returns to correct for the bias in RV, we take a structural approach for the decomposition of the price process. Motivated by Hansen and Lunde (2004b) , we allow for potential correlation between the innovation in the efficient price and the microstructure noise. Additionally, the microstructure noise can depend on the time of the day. Given the parameter estimates of the model we can explicitly express the bias in RV as derived 1 Awartani, Corradi, and Distaso (2004) derive a test statistic for the presence of IID microstructure noise based on bipower variation (Barndorff-Nielsen and Shephard (2004) ) sampled at different frequencies.
by Hansen and Lunde (2004b) . In line with their reasoning we also sample at the highest possible frequency, transaction time. As such it can be seen as an empirical application of Engle (2000) . Although Hansen and Lunde (2004b) prefer sampling in calendar time at every second using a previous-tick rule, 2 this is essentially the same as sampling in transaction time.
3
However, the bias correction they perform is based on calendar time correction. Oomen (2004) finds that a correction in business time/transaction time is in general superior to a calendar time correction.
As we sample in transaction time, we observe the durations between transactions.
This allows us to test for the impact of time between transactions on the innovation in the efficient price. Our results suggest that for the evolution of the efficient price, calendar time is not the appropriate time scale. We additionally test for the impact of time between trades on the correlation between the microstructure noise and the innovation in the efficient price.
At the highest sampling frequency these durations have a negative impact, but this impact becomes positive at lower frequencies.
At the highest possible frequency, we achieve an unbiased measure for RV that is substantially lower than the traditional RV. Furthermore, our results suggest that data aggregation has a positive impact on the average level of RV. This increase in RV seems to be related to a decrease in the correlation between the efficient price and the microstructure noise. We additionally find that this increase in volatility is more pronounced for the liquid stocks than for the illiquid stocks.
The explicit modelling of the price process and the microstructure noise gives us an insight into their properties. We find high correlations between the efficient price and the microstructure noise when sampling at the highest frequency. At lower frequencies this correlation diminishes, although the idiosyncratic noise persists. In line with Madhavan, Richardson, and Roomans (1997), we find a larger impact of the microstructure noise near the open and the close and a lower impact in the middle of the trading day.
The remainder of this paper is structured as follows. In the next section we discuss the concept of realized volatility. We discuss some relevant issues for the realized volatility when sampling is done in different time scales. Subsequently we propose a model for the price process in transaction time. Section 4 discusses the data used in this study. In section 2 The previous-tick rule (Wasserfallen and Zimmermann (1985) ) is defined as recording the last observation before a pre-determined time interval.
3 Every second records the previous transaction price unless a new transaction has taken place.
5 we present the results for the model proposed in section 2. We compare realized volatility for different aggregation levels with the results from our model. Section 6 concludes.
Realized Variance
In this section we develop a model for the log price process of a security using all relevant transactions. We start by defining RV when no microstructure noise is present.
Realized variance is defined as the discrete time approximation to the integrated variance. If p(t) is the log price of an asset, where t is measured in units of one day, then the i th intraday return is given by
where
is a positive integer referring to the intraday sampling frequency. The realized volatility on day t is defined by
When the sampling frequency goes to infinity RV converges to the quadratic variation (QV ). If we further assume that the price process is a semi-martingale, with stochastic differential equation
where µ C (t) is a drift term, σ C (t) the spot volatility and W (t) is standard brownian motion, then QV equals IV. The subscript c for the drift and the diffusion indicates that these terms belong to a process that evolves in calendar time. When h → 0,
The first point we want to make is that RV is consistent for IV independent of the time scale adopted. A recent discussion focusses on the time scale the return process evolves in. The traditional assumption is that this process evolves in real time, or in so called calendar time. This assumption is still adhered to, although recent research proposes alternative time scales for the returns process (see e.g. Clark (1973), Müller, Dacorogna, Olsen, Pictet, Schwarz, and Morgenegg (1990) and more recently Ané and Geman (2000) ).
Derman (2002) explores the properties of the return process if it evolves in intrinsic time.
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The main idea behind intrinsic time is that the return process remains an Itô process, but evolves in a different time scale (dθ),
where µ I (θ) and σ I (θ) are the drift and diffusion in this time scale, Z(θ) is again standard brownian motion. The subscript I for the drift and the diffusion indicates that these terms belong to a process that evolves in intrinsic time. Given that this stochastic differential equation also satisfies the properties of a semi-martingale a discrete time approximation by RV in this time scale also leads to a consistent and unbiased measure of IV.
In the absence of microstructure noise, IV in calendar time yields the same result as IV in intrinsic time, although both return series might have different time series properties.
Reason for this is that the interval we integrate over is the same for both time scales.
Analogous to Derman (2002) we can say
and
where λ(t) represents the trading frequency and maps calendar time to transaction time.
Then over a predefined interval [a, b] ,
We do note that the discrete time approximations to IV in different time scales have different rates of convergence.
Although the best measure of RV is achieved at the highest frequency, the presence of microstructure noise at these frequencies seriously contaminates the observed price process.
When microstructure noise is present the observed price process no longer satisfies the 4 Intrinsic time is the time scale where all relevant events take place in. A potentially relevant event is the occurrence of a transaction. Ané and Geman (2000) explicitly suggest that the price process evolves in this time scale.
properties of a semi-martingale. This makes RV a biased measure of IV at very high frequencies. Most of the previous research has relied on data aggregation in order to mitigate the microstructure noise, but data aggregation leads to a loss of information.
An alternative approach introduced by Zhang, Mykland, and Aït-Sahalia (2003) Moreover, it will introduce higher order autocorrelations in the return series. This effect is not present when sampling in transaction time. It also motivates a bias correction in transaction time (Oomen (2004) ) and our approach in sampling at the highest frequency.
Price Process sampled in Transaction Time
In this section we propose a model for the price process of a security that uses ultrahigh frequency data. In essence the model is very simple in the sense that we decompose the stock price into two components, one referring to the efficient price, the other to microstructure noise (see e.g. Hasbrouck (1993) , Aït-Sahalia, Mykland, and Zhang (2003) and Zhang, Mykland, and Aït-Sahalia (2003) at the time they are reported to the trading system. We thus sample each transaction and do not aggregate the data to some equidistant sampling interval.
On day t let p t+jk(t) be the log price of the j
), which occurs at time t+jk (t) . The total number of transaction on day t is 1 k (t) . We decompose this price process in a latent component referring to the efficient price and microstructure
where the first component (p * t+jk(t) ) refers to the true, or efficient price of an asset and the second component (u t+jk(t) ) measures the microstructure noise in each transactions. The efficient price is assumed to follow a random walk. However, we let the model determine which time scale the price process evolves in. This is done by including a duration function in front of the innovation term of the random walk,
measures the deviation from the average duration over the sample. The innovation term ε t+jk(t) measures the innovation in the random walk at average durations and has a variance of σ 2 t . The parameter δ 1,t measures the impact duration has on the innovation in the random walk. When δ 1,t = 1 2 the variance of the random walk innovation grows proportional to the duration between observation. In this case the price process evolves in calendar time, where the variance of the innovation in the efficient price grows proportional to the time length between observation. This process would be the discrete time equivalent of the continuous price process in (3). On the other hand when δ 1,t = 0, the time between observations does not influence the innovation in the random walk. In this case the variance of the random walk grows proportional to the number of transactions. This is the time scale that has been promoted more recently by Ané and Geman (2000) .
We further want to specify the microstructure noise u t+jk (t) . One factor that we consider is whether the innovation in the efficient price is correlated with the microstructure noise.
Hansen and Lunde (2004b) stress the importance of the correlation that exists between microstructure noise and the innovation in the efficient price. Moreover, by including a parameter that measures the impact of time between transactions on these correlations we allow for richer dynamics than when sampling at fixed time intervals. We include a parameter that measures this correlation and we consider the effects of the opening and closing of the market. The amount of microstructure noise might differ substantially around the open and close of the market (see e.g. Madhavan, Richardson, and Roomans (1997) ).
Combining these two factors we specify the noise as
where α t measures the extent to which the innovation in the efficient price and the microstructure noise co-vary at average durations. The parameter δ 2,t measures the impact that time has on this correlation. When δ 2,t > 0 the dependence increases with an increase in durations and vice versa. The three idiosyncratic noise terms (e 1,t+jk(t) , e 2,t+jk(t) , e 3,t+jk(t) ) capture the microstructure noise at different times of the day, e 1,t+jk(t) captures the noise near the opening of the market (between 9.30 and 11.00), e 2,t+jk(t) captures the part over the normal part of the trading day (11.00 -14.30) and e 3,t+jk(t) captures the part near the close (14.30 -16.00).
The model presented above is can be put into a state space model and estimated by QML using a Kalman Filter
t+jk(t) ε t+jk(t) + e 1,t+jk(t) + e 2,t+jk(t) + e 3,t+jk(t) .
(12)
As the latent variable in the state equation is a random walk the model is initialized using a diffuse prior. This entails that the initial prediction error variance is set at a very large number. For the prediction error variance to converge to normal levels we leave out the first 50 observations for the calculation of the likelihood function. As the innovation in the random walk depends on the time length between observations, the model does not converge to a steady state. This increases the computational efforts of this filter as the prediction error variance needs to be computed at every single recursion.
In a first step, we estimate the model assuming constant parameters over all trading days. In this case, the subscript t can be omitted for the parameters. Every day, we re-initialize the system by increasing the prediction error variance and leaving out the first 50 observations on each day in the calculation of the likelihood function. This procedure allows us to analyze the properties of the microstructure noise effectively. As a second step, the model is re-estimated on a daily basis. In this case, the re-initialization procedure does not allow us to calibrate the model at lower than the highest frequency. In addition to the full calibration, this is a more correct approach to compute RV.
Given the parametrization in the model above we can define the realized variance for the price process p t+jk(t) ,
where the first part
is an unbiased measure for the RV of the efficient price. The remaining part in (13) is the bias in RV introduced by the microstructure noise.
In the later discussion we will drop the superscript k(t) or h for the measure of realized variance and use the sampling frequency as a superscript, e.g. (1-tick ) or (5-min). For practical reasons in finance it is often more common to report the square root of this measure. We will further indicate rv referring to the realized volatility, which is the square root of RV.
Data
In this study we examine transaction data of 20 actively traded stocks at Nasdaq. The selected stocks vary in liquidity, but were all included in the Nasdaq-100 index during 1999. Data were provided by Nastraq. The sample period extends from February 1 st until July 30 th , spanning a total of 124 trading days and contains all transactions within normal trading hours (9.30 -16.00) of the Nasdaq National Market. The transaction data contains the reported time of the trade, the executed time of the trade, the price at which the trade took place and the volume traded. Some indicators were added to trades that were reported late.
As we are interested in evaluating informative transactions, we remove all trades with a late reported indicator. In a similar way we remove all trades that were executed before, but reported at the same time or after the next executed trade. If two trades were executed at the same time, the trade reported first is considered and the other one is removed. This procedure removes a substantial amount of the transaction data. If these transactions are not removed from the data then tick data would be noisy as we constantly observe past information. The data set we construct contains all trades where the discrepancy between executed and reported time is minimized and thus has the highest information content.
From this data set we remove all outliers. Observations are considered outliers when there are either two consecutive observations that deviate more than 5 standard deviations from the mean, or a single observation that deviates more than 10 standard deviations.
The information used from this data set are the log price at which the transaction takes place (p t+jk(t) ) and the reported time of the j th transaction t+jk(t) .
INSERT TABLE 1 HERE Table 1 reports some summary statistics of the data. In our filtered sample, the most frequently traded stock, Dell computer corporation, had 1,218,852 transactions over 124 trading days. This averages to 13,842 trades per day. In contrast the least liquid stock in the sample had 213,749 trades over the whole period, resulting in 2,051 trades per day on average. More interesting are the large differences between the minimum and the maximum number of transactions that are observed within a day. This clearly indicates that, there is a great variety in the liquidity of these stocks, although all these stocks were included in the Nasdaq-100 index. The diversity in liquidity is also confirmed by the average duration between transactions. For the most liquid stocks in the sample this duration is below 15 seconds, whereas for the least liquid stock in the sample this lies around one minute. The maximum duration between transactions illustrates that the distribution of durations is right skewed (see Engle and Rusell (1997) ).
Additional to the data set in tick time we also sample the data at 2 ticks, 5 ticks and 10 ticks, where the 10 tick level is only used for the traditional realized volatility measure.
We consider these data sets to analyze the effect of data aggregation on realized volatility.
To compare our results to the traditional method of computing realized volatility, we also construct a price series sampled at one, two, five and ten minute intervals. Sampling in fixed time intervals is done using the previous-tick rule.
Results
In this section we first discuss results regarding the parameter estimates of the model developed in the previous section. Next we will address issues that focus on realized volatility.
We consider realized volatility calculated with fixed interval sampling and consecutively determine realized volatility by sampling in tick time.
Parameter Estimates
In this sub-section we discuss the parameter estimates of the model developed in section 2. The parameters are calibrated using the full sample and are not re-estimated on a daily basis. Therefore the subscript t for the parameters is omitted. We estimate this model at three different sampling frequencies, the 1-tick, 2-tick and 5-tick level.
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In tables 2 -4 we report the results of these parameters.
The results of the model when sampled at every tick are reported in Table 2 . The first column reports the duration parameter (δ 1 ) on the innovation of the efficient price.
The two values of interest for this parameter are INSERT TABLE 2 HERE Consequently, we are also interested in the impact of time on the correlation between the microstructure noise and the innovation in the efficient price, measure by the sum of δ 1 and δ 2 . The second column of Table 2 reports the parameter estimates of δ 2 . Again there is a large difference between the parameter values for the individual stocks. The average of these values is about 0, however there are 8 stocks for which the parameter is significantly negative compared to only 3 significant positive values. We typically find that δ 2 takes the opposite sign of the parameter δ 1 in all but two cases. In combination with δ 1 this reduces the effect of time on the correlation (see Equation (13)). However, for all stocks the impact of time on the correlation is positive, which refers to higher correlations at longer durations.
The third column of Table 2 reports the α of the model. This parameter measures the extend to which the innovation in the random walk correlates with the microstructure noise. A first conclusion from these parameters is that all values for α are positive, although not all parameter values are significant. Values of α larger than 2 indicate that the noise around the efficient price is more than twice the innovation in the random walk. This leads to an approximate average correlation between the efficient price and microstructure noise of 0.78. One point to consider is that whenever we get an insignificant value for α this necessarily leads to an insignificant value for δ 2 .
The next column reports the results on the innovation parameter of the random walk (σ), expressed as the square root of the variance of the innovation in the efficient price.
These parameters are estimated with very high precision as indicated by their low standard errors. The most interesting result for these parameters is that the innovation in the efficient price is inversely related to the liquidity of the asset. For the most liquid stocks the innovation in the random walk per transaction is smaller. For the illiquid stocks the innovation is larger. Therefore, there seems to be a liquidity effect in the innovation in the efficient price, but no relationship with the time between transactions.
The last three columns in the Table report 
INSERT TABLE 3 HERE
For the aggregated data at the 2-tick level and the 5-tick level we discuss the results simultaneously. A first overall result that we observe is that the δ 1 parameter decreases, where at the 5-tick level we observe only significant negative values. Where the value for δ 1 was 0.07 for the 1-tick level, we now have -0.10 and -0.31 for the 2-and 5-tick level respectively. These results indicate that when for the aggregate data the duration between multiple transactions is short, the innovation in the efficient price is larger and vice versa.
The opposite result is observed for the δ 2 parameter. When data is aggregated this term increases. Where the average value for this parameter was about 0 for the 1-tick level, this increases to 0.21 and 0.65 for the 2-and the 5-tick level respectively. The impact of time on the correlation between the innovation in the efficient price and the microstructure noise, defined as the sum of δ 1 and δ 2 , tends to be larger when durations are longer than average.
Again the overall result holds in each case that δ 2 take the opposite sign of δ 1 , but the sum remains positive.
For the α's we see a decreasing trend. The average of 2.01 for the 1-tick level, decreases to 1.28 and 0.60 for the 2-and the 5-tick level respectively. However, as the innovation in the random walk increases, the correlation between the microstructure noise and the efficient price remains nearly at the same level, on average 0.82 for the 2-tick level and 0.80 for the 5-tick level.
INSERT TABLE 4 HERE
A very interesting result comes from the idiosyncratic noise component. This noise does not change at higher aggregation levels. However, the signal to noise ratio increases from around 0.20 for the 1-tick level to 0.42 and 1.78 for the 2-tick and 5-tick level, respectively.
Therefore, the total impact of microstructure noise disappears at higher aggregation levels, as expected.
Realized Volatility
In this section, we discuss the results of realized volatility. On each of the 124 trading days, we calculate realized volatilities based on calendar time returns as well as tick returns.
INSERT TABLE 5 HERE Table 5 presents the summary statistics of the realized volatility estimates. The first column reports the unconditional intra-day volatility over the 124 trading days and is computed as the standard deviation of the daily return from open till close. The next four columns represent the mean realized volatility and standard deviation over 124 trading days for MA(1) corrected one, two, five and ten minutes returns. The unconditional volatility is always higher than the realized volatility based on intra-day returns suggesting that it is a upward biased, noisy measure of volatility. Results suggest that aggregating squared returns on different sampling frequencies (here 1, 2, 5 and 10 minutes) has a substantial impact on the average level of the realized volatility process. This is not surprising, because it is known that non-synchronous trading, non-trading or very thin trading may induce noise and add variance in return series at higher frequencies. Therefore it is interesting to note that the effects are much more pronounced for rather illiquid stocks like Starbucks or Novell. For liquid stocks like Microsoft or Cisco the effect of the sampling frequency on the realized volatility is negligible. In general, sampling on a lower frequency let the realized volatility process appear much more volatile, independent of the liquidity of the stock.
INSERT TABLE 6 HERE
The equivalent results based on tick data are reported in Table 6 . The Table presents the mean realized volatility and standard deviation over 124 trading days for MA(1) corrected one, two, five and ten tick returns. Results suggest that aggregating squared returns on different sampling frequencies (here 1, 2, 5 and 10 ticks) has a substantial impact on the average level of the realized volatility process. As expected, on the highest frequency the microstructure noise in the data leads to realized volatilities that are on average twice as high compared to the 10 tick frequency. The MA(1) correction seems to take out the negative autocorrelation, but leaves a substantial amount of microstructure noise in the data. In general, sampling on a lower frequency lets the realized volatility process appear much less volatile. This is in contrast to the results obtained for calendar time returns.
All results hold independent of the liquidity of the stock. It is interesting to note that the 10 tick frequency nicely corresponds to the 5 minute calendar time frequency regarding average level and volatility of the realized volatility process. Figure 1 shows the scatter plot of the MA(1) corrected 10 tick realized volatility vis-a-vis the MA(1) corrected 5 minute realized volatility. We display the graphs for a representative sample of stocks, ranging from liquid stocks to illiquid stocks. The R-squared of the regression is typically as high as 85%, with a slope coefficient being insignificantly different from 1.
Panel A in Table 7 presents the realized volatility estimates obtained from (12) The results of the model presented above assume fixed parameters over the whole sample period. As a robustness test of our results we relax this restriction and allow the parameters to vary on a daily basis. Panel B in Table 7 presents the results when the model is estimated on a daily basis at a 1 tick frequency.
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The results suggest that estimating the model over the whole sample period smooths out some of the daily variations. However, the average levels of the realized volatilities are nearly equal, but the time series of daily computed realized volatilities appear to be more volatile. Figure 2 confirms this notion.
Our general result that at the highest frequency, realized volatilities are lower are not affected when estimating the model on a daily basis.
In Figure 3 the 1 tick daily kalman filter realized volatility is plotted against the 5 minute realized volatility. As the kalman filter realized volatilities are smaller than the five minute realized volatilities, the slope coefficient will be smaller than 1. Interestingly however is the fact that both realized volatilities, to a large extent, share the same dynamics. This results in relatively high R-squares of up to 78%.
Conclusion
In this paper, we propose a model-based approach to realized volatility in the presence of microstructure noise. Using ultra-high frequency transaction data, we decompose the stock price into a component referring to the efficient price and one referring to microstructure noise. We find evidence that the aggregation of data in order to minimize the impact of microstructure noise comes at the cost of a loss of information.
Results suggest that the microstructure noise is highly correlated with the innovations in the efficient price. This correlation constitutes a large part of the bias measured in the realized volatility. When we look at the impact on realized volatility, we observe that on the highest frequency the model nicely filters out the microstructure noise in the data, which results in the lowest average level of realized volatility among the sampling frequencies analyzed. These results are more pronounced for liquid stocks and less pronounced for illiquid stocks. One might argue that our approach provides a lower bound of realized 
where V ar(ε t+jk(t) ) = σ 2 and V ar(e 1,t+jk(t) ) = ω 2 1 , V ar(e 2,t+jk(t) ) = ω 2 2 , V ar(e 3,t+jk(t) ) = ω 
where V ar(ε t+jk(t) ) = σ 2 and V ar(e 1,t+jk(t) ) = ω Note: These graphs show the scatter plots of the realized volatility, based on a 10 tick and 5 minute sampling frequency.
Returns have been corrected with an MA(1) correction. Note: These graphs show the scatter plots of the realized volatility, based daily estimated parameters using the Kalman Filter and based on a 5 minute sampling frequency. The 5 minute returns have been corrected with an MA(1) correction.
