ABSTRACT In recent years, many sentiments classification models, such as deep learning models and traditional machine learning models, claim that they can achieve state-of-the-art performance in sentiment analysis problems. Admittedly, this is based on the premise that the training samples are class balanced. However, in the real world, the training data sets we can get are often imbalanced, which will cause the trained classifier to tend to predict the test samples into a majority, making the recall of minority very low. In order to minimize the influence of the imbalanced data class on the model performance, a transfer learning method based on a convolution neural network is proposed in this paper. First, we use a CNN-based model for pre-training in the class-balanced source domain data set, before transferring the model to the target domain for fine-tuning to improve the recall of minority class; furthermore, we propose a transfer learning-based under-sampling technique, which can under-sample the majority class in the target domain. In the data set after under-sampling, we again fine-tune the pre-trained model, so that the recall and precision of the minority class have been greatly improved. The experiments on real-world data sets show that our proposed under-sampling method has obvious advantages compared with others.
I. INTRODUCTION
Data distribution is often imbalanced in the real world [1] , such as reviews on tourist attractions by visitors on travel sites, comments on hotel services by guests on lifestyle service websites, and products reviews left by consumers on e-commerce websites. Most of these reviews are positive and only a few are negative, but negative reviews are often more helpful to us because they are more conducive to companies finding defects in their services or products and remedying identified defects. In order to solve the classification problem of imbalanced data sets, many re-sampling techniques, cost-sensitive algorithms, kernel-based techniques, and active learning methods have been proposed [2] .
Re-sampling techniques are usually classified as undersampling and over-sampling. Under-sampling method is adopted to remove redundant information in majority classes, so that the number of samples remaining in the set is
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as close as possible to the proportion of minority classes. In addition, it still covers most of the valid information in the original set. The commonly used methods are random under-sampling and sampling based on the nearest neighbor algorithm (NNA) [3] . But they can potentially lead to loss of information about the majority classes. For minority classes, the over-sampling method is usually employed for randomly copying the minority samples so as to multiply the minority samples. However, this will cause model to overfitting in the minority samples. Another common over-sampling method is SMOTE [4] , which uses random linear interpolation between adjacent samples of minority classes to manually generate samples. For text data, in the existing re-sampling methods, whether it be under-sampling or over-sampling, vector space model (VSM) is used to represent samples. It represents text as a point in high dimensional space, thus ignoring the potential correlation between words in the text and the order of statements; therefore, the existing re-sampling technology has serious defects in the text data.
In addition, the reason why classification algorithms cannot perform well on imbalanced data sets lies in not only the imbalance of classes, but also the small number of samples. Although we can under-sample and over-sample data sets to balance the classes of the training data sets, the classification algorithms uses a small amount of data which cannot train a robust model, especially when using a deep learning methods. Transfer learning (TL) can transfer knowledge learned from source domain (S d ) which is similar to target domain (T d ), so that even if the training data set of T d is small, we can also train a robust classification model.
In this paper, we use the data set of hotel service reviews (S d , positive and negative sample ratio is 1:1) to pre-trained a sentiment classification model, and then fine-tune the model on the data set of reviews on tourist attractions (T d , positive and negative sample ratio is 52:1). Compared with the non-transfer model, the classifier's precision, recall and f1-value of minority class improved from 35%, 34%, 35% to 42%, 45%, 43% respectively. Furthermore, we use the TL model to classify the majority class samples in the training set of the T d , discard all the correct samples, take the predicted error samples as the under-sampling data set, and then fine-tune the model again. Finally, the classifier's precision, recall and f1-value of the model in the T d of minority class reached 63%, 64% and 63% respectively.
The main contributions of this paper are as follows:
• Proposed a novel transfer learning-based undersampling technique (TL-based-US), which makes use of auxiliary data sets in similar domain for supervised training, and then under-sample when predicting on the target domain. Therefore, it can be said that TL-based-US is a supervised under-sampling technique. Besides, experiments on real-world data sets show that the proposed TL-based-US method outperforms the existing under-sampling method in text sentiment classification.
• Presented a new fine-tuning framework for sentiment classification task, which contains two different convolution modules. One is transferred from the pre-training model, and the other is retrained by the target domain datasets. Experiments and verify the effectiveness of the framework in solving the problem of sentiment classification in imbalanced datasets. The rest of the paper is organized as follows: In Part II, we will introduce related work on text classification of imbalanced datasets and the application of transfer learning based on deep neural network (DNN) to text classification. In Part III, we will elaborate on our proposed TL-based-US approach and the entire model framework. In Part IV, the empirical analysis and the comparison of experimental results are presented. Part V concludes our work.
II. RELATED WORK A. IMBALANCED TEXT CLASSIFICATION
The results of [1] and [5] show that the factors affecting the classification performance involve not only the data skew, but also the number of minority class samples, the independence of samples, the subclasses in the category and the overlap of categories. This paper focuses on the class imbalance of samples and the small number of samples in minority class. In view of the problems above, scholars have proposed many solutions, including data level and algorithm level.
At the data level, it focuses on adjusting the original imbalanced class distribution via re-sampling. Shuyang et al. [6] proposed an under-sampling method based on K-means, which simply keeps the samples in the cluster center of majority class and removes redundant samples. Zhang and Mani [7] proposed a KNN-base approach called NearMiss to undersampling. It perform under-sampling of points in the majority class based on their distance to other points in the same class and selects k nearest neighbors in majority class for every point in minority class. Chawla et al. [8] proposed a SMOTE algorithm to over-sampling, for each point p in minority class, it first computes k nearest neighbors, then randomly chooses r points of the neighbors, which r less then k, and then selects a random point along the lines joining p and each of the r selected neighbors, finally adds these synthetic points to the dataset of minority class. Song et al. [9] combine SMOTE and K-Means under-sampling method to solve the within-class imbalanced problem and the between-class imbalanced problem.
At the algorithmic level, it mainly modifies the existing classification algorithms to solve the classification problem of class imbalance. It includes cost-sensitive learning [10] , ensemble learning and recognition-based learning [11] . Cost-sensitive learning mainly considers how to train the classifier in the classification when different classification errors will lead to different punishment strength. He et al. [12] express the loss cost as a gradient, and as for disease diagnosis problem, they convert the target from minimizing the number of errors to minimizing the total cost, thereby making the learning process develop with the lowest cost. To solve the problem of under-sampling which causes many samples in majority classes to be ignored, Liu et al. [13] propose two ensemble learning algorithms, EasyEnsemble and BalanceCascade. EasyEnsemble samples several subsets from the majority class, then trains a AdaBoost ensemble from each training subset (which consists of minority class and above one of subset), and finally combines the above-mentioned classifiers into a meta-ensemble. The BalanceCascade model is a model structure designed to solve unbalanced data sets. By using multiple meta-models to form a serial structure. As a first step, all the data used to train the first metamodel, which is further used for predicting the majority class in the training data, deleting the correct samples of the prediction and leaving the wrong samples of the prediction as under-sampling samples. By analogy, the training meta-model stops until the proportions of the majority class and the minority class are consistent, and finally the predicted results of all the meta-models are synthesized as the final results. 
B. THE APPLICATION OF TRANSFER LEARNING IN TEXT CLASSIFICATION
In machine learning and data mining, there are two major assumptions. One is that the amount of training data is large enough, and the other is that the training data and test data must be in the same feature space with the same distribution [14] . However, in the real world, the assumptions above are often untenable, for example, in the field of sentiment classification (SC) mentioned in this paper. It is gratifying to note that TL is not constrained by the aforementioned assumptions. In addition, we note that the flexible and customizable hierarchical structure of DNN and the adjustability of parameters are very beneficial to TL. Integrating DNN with TL has been carried out successfully in many areas of computer vision, such as image and video style transfer [15] , [16] . At the same time, a growing number of studies have been conducted recently in natural language processing (NLP) applications.
TL with DNNs in NLP fileds generally involves transfer at both the word embedding feature level and the model structure level.
Word embedding feature level transfer refers to the use of S d datasets or auxiliary tasks to learn about the low-level features' expression of T d , that is, word vectors, and then the adoption of the learned vectors as input to the T d model. Mccann et al. [17] use a deep LSTM encoder to machine translation model trained attention Seq2Seq model to obtain context word vectors (CoVe). They reported that CoVe can improve the performance of many NLP tasks compared with unsupervised word and character vectors. Abdelwahab and Elmaghraby [18] use the S d and T d to train a number of word2vec models, and finally to calculate the average of all word2vec as the word vector in the T d , the method in the twitter sentiment classification dataset (Twitter2016) to get a good performance. Bollegala et al. [19] train the sentiment sensitive embeddings by selecting common words as pivots word from the source and target domains, as well as combining unigram and bigram features. Yu and Jiang [20] use auxiliary tasks (predicting whether the input sentence contains domain-independent sentiment words) to learn the sentence embedding of the T d , which works well in cross-domain SC tasks.
Model structure level transfer refers to continuing training by porting some layers of the DNNs model trained in the S d into the T d . This approach, also known as fine-tuning, helps achieve the purpose of transferring higher-level abstract features. Mou et al. [21] conducted TL experiments on three different layers of neural network: input layer, hidden layer and output layer. Experimental results show that fine-tuning the input layer and hidden layer of the model can boost the classification performance of the T d . Howard and Ruder [22] obtain a transfer model, FitLaM, by pre-training a model on a large general-domain corpus, then iteratively freezing each layer on the neural network on the target task, while fine-tuning the other layers.
III. OUR APPROACHES
This section details our proposed approach. Tag-pos i and Tag-neg i represent the predictive output of the model, which indicates that the predicted results are positive emotion polarity samples and negative ones respectively. The explanation for these notations can be found in Table 1 3 and Tag-neg 3 . The entire process is shown in Fig. 1 
A. MODEL PRE-TRAINING ON SOURCE DOMAIN
In order to train a model suitable for knowledge transfer, we use a data set with consistent proportions of positive and negative samples (sampled from the data set MinChnCorp [23] ) to pre-train the sentiment classification model model 1 . The accuracy of the model on S d is 88.2%, although in fact, our focus is not on training a high-precision classification model in S d . We just want to use the pre-train model to extract some features of negative comments in T d . Therefore, we did not carefully tuning parameters for the pre-train model. In addition, we use the skip-gram architecture to pre-train the word2vec [24] vectors on the Chinese Wikipedia corpus, with a vector dimension of 200. When we pre-training the classification model, we use the CNN-static [25] mode, which keeps the word2vec vectors parameter constant and trains only the remaining parameters.
In pre-training, the CNN architecture we used was TextCNN [25] , whose structure was slightly tweaked. We set up 4 kinds of convolution filter of different sizes, respectively, 2,3,4,5, and the number of channels per filter was 128. Compared with the original model structure, we have added a convolution kernel with a filter size of 2 to extract more fine-grained sentiment features in Chinese. After the convolution layer we connected the batch-normalization (BN) layer to deal with the parameter distribution of the convolution kernel, thus allowing the model to converge more quickly, and improving the recall rates of minority in T d (which will be introduced later). Then we added the activation layer and the max pooling layer, before integrating with the fully-connected layer and the Softmax layer.
B. DNN MODEL FINE-TUNING
Fine-tuning is a means of TL, which uses the parameters of the pre-trained model as the initialization value of the target task network T net , and the labeled target domain data set to fine-tune the parameters of the T net . In the 2nd and 4th steps of the approaches we propose (as shown in Fig. 1) , we fine-tune the model on data of the T d . In these two steps,given the different purposes of fine-tuning (the second step of fine-tuning is one of operation in our proposed under-sampling method, and the fourth step fine-tuning, is able to promote the f1-value of minority class in the T d ), so the way of fine-tuning can be different. Thus, this subsection focuses on the fourth step of fine-tuning. We know that the hierarchical layered architecture of DNNs provides flexibility for building models and is therefore well suited for TL. When using a pre-trained model to transfer knowledge to a target task for fine-tuning, we can choose to transfer the embedding(E) layer, the convolution(C) layer, the fully connected hidden(H) layer and the output(O) layer, a layer or layers of one of these [26] . In our experiment, we chose to transfer the E and C layers so that we could fully utilize the n-grams features learned by the model in the S d and make the model more adaptive to the target task by fine-tuning the H and O layers. Figure 2 shows the diagram.
The light blue convolution layer and the pooling layer in Figure 2 show the transfer from the pre-trained model 1 , and we freezed its parameters without updating them during training. As shown in Fig 2, besides transferring the O layer from the pre-trained model, we also trained the C layer (shown in light brown) to extract the semantic information features for the target task. We know that in the text classification task, CNN extracts the n-gram features and the local order relationship of the statements. The transfer light blue C layer has four convolution kernels of different sizes, which are 2, 3, 4, and 5, which can extract some domain-independent sentiment features. For the retrained light brown C layer, we set up three sizes of convolution kernels, 5, 6, and 7, respectively, to learn some context-related long-term dependency features and some domain related sentiment features in the T d . Then the output of these two parts of the C layer to undergo the max pooling operation, the pooling output of the two vectors (called p 1 and p 2 , respectively) are concatenated together into a long vector. The symbol + represents the vector concatenate operation.
Assuming that the sentence length is n (padded where necessary), the convolution layer filter size is w, then convolution operation will extract n − w + 1 features from the sentence to form a feature map [25] .
Here c i represents the output value of the convolution operation. The max pooling operation is performed on the feature maps and the maximum value c = max{c} on the feature map is obtained as the most important feature. If the convolution layer of the pre-trained model has s 1 filters of different sizes, the number of kernel filters per size will be k 1 ; the corresponding numbers in the newly trained convolution layer are s 2 and k 2 , respectively. Then the dimensions of the vectors output by the pooling operation are s 1 * k 1 and s 2 * k 2 , respectively.
The result of pooling vector after being concatenated is p = [p 1 , p 2 ]. We can control the ratio relationship between the number of features of the transfer and the number of those newly extracted by adjusting the values of s 2 and k 2 to make the model get the best performance on T d . After the pooling layer we use Dropout [27] to prevent over-fitting.
C. TRANSFER LEARNING-BASED UNDER-SAMPLING
Our proposed TL-based-US approach, contains three steps, shown as step1,step2 and step3 in Fig. 1 . First we use the S d pre-training model model 1 ; then we sample in T d to get the sub-dataset mini T d with the same ratio of positive and negative samples, and then use model 1 to fine-tune on the mini T d to get model 2 ; Finally, using model 2 to classify majority class of the T d , we classify the wrong samples as under-sampling samples. From this perspective, TL-based-US is a model-based supervised under-sampling method.
Different from step 4 of fine-tuning, we only fine-tune pre-trained model, and no additional training newly C layer. We freezed the E layer and the C layer, and only fine-tune the H and O layer. The entire fine-tuning training is similar to INIT [21] .
In the third step, we classify the positive comments (majority class) of the T d data set by the fine-tuned model model 2 and find that most of the samples have been correctly classified. For example, the number of positive comments samples in the training set of T d is 125,331, of which 100,374 are classified as positive comments, 24,957 are classified as negative ones, and the number of wrong samples is similar to the proportion of negative comments in the training set of T d . After analyzing the correctly classified samples we found that most of the comments containing domain-independent positive sentiment words (such as good, beautiful, cost-effective, affordable, convenient, clean, etc.) and others containing domain-related positive sentiment words (such as beautiful scenery, cheap tickets, etc.) had been correctly classified. Intuitively, we can use positive review samples of classification errors as under-sampling samples for majority class. This allows us, on the one hand, to balance the proportion of the majority and minority classes in the target domain training set (from 52:1 to 10:1) and, on the other hand, to make the fine-tuning training in step 4 more responsive to the distribution of the target domain data set.
In the above, we introduced several re-sampling techniques, all of which use the NNA to re-sample. As is known, traditional machine learning algorithms (including NNA) divide sentences into words when dealing with NLP tasks, and then represent all words as Bag of Words (BoW) model, which destroys the order of statements and fails to capture the semantic information between words. To some extent, these disadvantages can be overcome by using the deep learning method, and similarities between different words can be calculated by using word vectors, and the design of convolution kernel enables the model to capture the local orderliness of the statements. In addition, the knowledge learned can be transferred to the T d using the TL method with the S d data set. Therefore, the case of using TL-based-US to under-sample majority class is equivalent to using prior knowledge for selecting samples.
IV. EXPERIMENTS AND RESULTS
In order to find the best model structure and hyperparameters, and further verify the superiority of our proposed method, we carried out multiple sets of comparative experiments on the real-world Chinese sentiment classification data sets. All experiments were divided into two groups. In the first group, we compared the performance of TL-based-US with that of some other existing under-sampling methods. In the second group, we compared our method and two algorithms, BalanceCascade [13] and Multi-model Fusion [28] , specifically designed for imbalanced data sets. For all experiments we used a 5-fold cross-validation approach to optimize the model in the development set. And then used T d -test to verify the final performance of the under-sampling methods or the model.
A. PERFORMANCE MEASURES
The metrics of classification algorithm include the accuracy rate, error rate, ROU-AUC curve, precision, recall, and f1-value, among which, the accuracy rate and error rate are applicable to the balance data sets, and the ROU-AUC curve is applicable to binary classification problems in unbalanced classes. Because this paper mainly deals with the classification of extremely unbalanced data sets, our goal is to differentiate as many negative comments as possible to help enterprises improve their service quality. Therefore, we need a model with a higher recall rate for negative comments, and at the same time we do not want to mistake positive comments for negative comments. In other words, the model shall ideally have higher precision for identifying negative comments. So f1-value is chosen the performance measure to evaluate the model. However, as the ratio of positive and negative samples is very imbalanced on testset, it adds confusion when using the average f1-value and f1-value of majority. Taking into account the above considerations, we choose f1-value of negative comments as the indicator for evaluating the performance of the model. The calculation of f1-value is described below.
By convention, we refer to the minority classes in the data set as positive(P) and the majority classes as negative (N). As shown in Table 2 of the confusion matrix, TP and TN, respectively, represent the correct number of predictions in positive and negative cases; in contrast, FP and NP represent the number of prediction errors in positive and negative cases, respectively. Precision stands for the number of true positive comments that are classified as positive divided by the number of all classified as positive. The recall is the number of true positive comments classified as positive divided by the number of all true. They are defined as:
F1-value takes into account both the precision and recall of the classification model. It can be regarded as a weighted average of the model's precision and recall rate, with a maximum value of 1 and a minimum value of 0. The definition is as follows:
B. DATA SETS
We choose data set of reviews on Chinese hotels, MinChnCorp [23] as the S d data set, which contains about 1 million pieces of hotel reviews, each with a corresponding rating score ranging between 1-5. The T d is the data about reviews on tourist attractions 1 with a total of 220,000 reviews. Similarly, it has a corresponding score for each review, with the same scoring range as the former. In the two data sets we removed comments with a score of 3 for containing ambiguous sentiment polarity, and deleted redundant, repetitive comments. In addition, the comments rated as 1, 2 were expressed as positive-polarity samples, and the comments with a rating of 4 and 5 were expressed as negative-polarity samples. In addition, predominantly concerned with sentence-level sentiment classification, we deleted comments in two data sets that are longer than 60 words. Finally, all the samples were processed, the final data sample information was retained as shown in Table 3 . As can be seen from Table 3 , the ratio of samples with positive and negative sentiment polarity in the T d is 52:1, and there are only 2394 positive(P) samples. We take one-tenth of them as a test set (T d -test) and the rest as a development set. Because the number of minority samples is too small, we over-sampled the minority samples by randomly splicing the negative comments two or two together to get statement S concat , prior to randomly removing the individual words in S concat and scrambling the order. In this way, the number of negative samples from the T d data set increased from 2,154 to 6,000.
C. HYPERPARAMETER SETTING
Our model framework involves five steps, in particular, model pre-training (1st step), model fine-tuning (step 2 and 4). Neural network models have been used, and there are some differences in the training parameters of these different stages. Although we mentioned some parameter settings previously, it is necessary for us to describe in detail in this section some of the parameters that need to be noted in all our models. The specific parameter settings are shown in Table 4 .
In Table 4 , (2, 3, 4, 5) means that convolution kernels of three different sizes are set, and the sizes are 2, 3, 4, and 5, respectively. In addition, we can see that the filter size in the fourth step is (2, 3, 4, 5) , (5, 6, 7) , because we also use the migrated convolution layer and the separately trained convolution layer in the target data set. BN refers to the batch normalization regularization technique. 
D. EXPERIMENT RESULTS
In order to verify the superiority of our proposed method, we carried out some comparative experiments on the T d data set. First, we used TextCNN [25] as a classification model to compare the classification effects of non-undersampling (Non-US) and several different under-sampling strategies. The benchmarks for under-sampling methods are random under-sampling (Random-US), NearMiss [7] and repeated edited nearest neighbor under-sampling (RENN-US) 2 [29] . Figure 3 shows the precision, recall and f1-value of the various under-sampling methods on the testset of T d (minority class). As can be seen from Figure 3 , ours proposed undersampling method TL-based-US have obvious advantages over other methods. The precision, recall, and f1-value of the test set in the T d reached 56%,58% and 57% respectively, higher than other methods by over 5 percentage points. Because of the very uneven proportion of positive and negative samples in the data set and the small number of minority samples, the original TextCNN model had quite poor performance. Without under-sampling for majority class in the training data, the precision, recall, and f1-value would have only yielded 35%, 34%, and 35%, respectively. For the existing under-sampling techniques, the NNA based on measuring distance is mostly employed for deleting the majority of samples which are partially clustered together so as to achieve the goal of under-sampling. The NNA also uses VSM to represent sentences for modeling, which makes the under-sampling of text data undesirable. On the other hand, because most samples of majority class are near majority class, the number of majority class that can be deleted by this method are very limited. For random under-sampling methods, it is clear that there is a risk of losing some of the key information in majority class.
Although we can use the under-sampling to greatly reduce the number of samples in majority classes, sometimes we still can't balance the sample ratio between different classes in the dataset. For example, in our target dataset, we can reduce the majority and minority ratios from 52:1 to 10:1, but if we sample most of the majority classes, it will result in great loss of information, as a consequence of which, the trained model does not have better generalization ability. Therefore, in addition to under-sampling, it is necessary to design the model to fit the classification of the imbalanced data set. We use TL-based-US to under-sample the target dataset and then compare it with the BalanceCascade [13] and Multi-model Fusion [28] using our proposed model. The experimental results are shown in Figure 4 . As shown in Figure 4 , our proposed framework outperforms others substantially, with f1-value reaching 63%, which are 5 and 12 percentage points higher than that of BalanceCascade and Multi-model Fusion, respectively. This is due to our TL model being able to efficiently migrate knowledge learned from the S d to the T d . However, for Balancecascade, as in [13] , we use AdaBoost as its metaclassifier. For Multi-model Fusion, it uses models such as naive Bayes, decision trees, logistic regression, and support vector machines for fusion. These algorithms all use the VSM to characterize the text. However, the VSM tends to ignore the order information of the sentences and cannot express the relationship between the similar words, so it is not very good in for the task of text classification, especially the sentiment classification task.
E. REGULARIZATION METHODS IN TRANSFER LEARNING
It is found that using batch normalization can make the model converge faster with a higher recall rate for minority class, which we mentioned in Section III-A. In the first step of model pre-training and the second step of model fine-tuning, we use batch normalization as the regularization technique. In the pre-training model, when using batch normalization, the model reaches the convergence state around 3000 steps, and the model needs to train more than 5,800 steps to converge when using dropout, as shown in Figure 5 . In step 5 of our proposed approach, the target domain test set is first predicted using model 2 , and then the samples Tag-neg 2 , which predicts negative polarity emotion, is predicted again to model 3 . It can be seen that model 2 needs a good recall rate for negative polarity emotion samples to ensure a high recall rate in the end. Table 5 shows the precision, recall, and f1-value of the minority class of model 2 in Td-test when the two regularization techniques, batch normalization and dropout, are used in the second step of model fine-tuning. While the use of batch normalization can improve recall rates for minority class, it can also be seen that the precision is very low, only 27%. Therefore, in step 4 of the model fine-tuning, we employed dropout as a regularization tool, as described in Section III-A. Applying batch normalization and dropout into the model fine-tuning in step 4, the final f1-value is obtained in the minority class of the T d test set, as shown in Figure 6 .
V. CONCLUSION
In this paper, we have introduced a transfer learning method for solving the sentiment classification problem in imbalanced datasets. It includes fine-tuning of the pre-trained model and under-sampling of text data based on transfer learning. We have verified the effective performance of this method based on real sentiment classification datasets. It is important to note, however, that our proposed approach is not without its limitations. First, we need a similar external dataset with a sufficient number of samples as the S d to pre-train the model; second, we only use TL-based-US for sentiment classification and it works after verification; nonetheless, we are not sure if it works for other text classification tasks. It can be concluded that more comprehensive research is needed in this direction in the future. He is currently an Assistant Professor with the Central South University of Forest and Technology, China. His research interests include modeling and scheduling for parallel and distributed computing systems, embedded system computing, cloud computing, parallel system reliability, and parallel algorithms.
