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Hardyho-Weinbergova rovnováha je princíp vyuºívaný v popula£nej genetike. Je
to ideálny stav, ktorý slúºi ako základ k zi´ovaniu a meraniu zmien v populácii.
Hardyho-Weinbergov zákon bol odvodený na sebe nezávisle matematikom G. H.
Hardym a fyzikom Wilhelmom Weinbergom v roku 1908.
Z biologického hladiska tento princíp tvrdí, ºe pravdepodobnosti výskytu aliel a
genotypov zostávajú kon²tantné z generácie na generáciu. Rovnováha môºe by´
poru²ená ak:
• párenie nie je náhodné,
• nastávajú mutácie,
• ve©kos´ populácie je obmedzená,
• nastáva tok génov.
V mojej práci sa zaoberám prípadom diploidných jedincov (kaºdý jedinec má dve
alely) a génmi, ktoré sú ur£ované dvoma alelami.
Predmetom tejto práce je popis ²tatistických testov, ktoré sa pouºívajú pri ove-
rovaní, £i sa pravdepodobnosti výskytu genotypov v populácii lí²ia od pravde-
podobností v prípade splnenia Hardyho-Weinbergovej rovnováhy. Prvé kapitoly
takéto testy  konkrétne exaktný test, χ2 test spolu s rôznymi modikáciami a
test pomerom vierohodnosti  popisujú a overujú oprávnenos´ ich pouºitia v da-
nej situácii. Posledná kapitola je venovaná odhadovaniu hladiny a sily testov a
grackému znázorneniu niektorých uvedených testov.
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1. Multinomické rozdelenie
Denícia 1.1. Uvaºujme n rôznych nezávislých pokusov. Pri kaºdom pokuse na-
stane práve jeden z k javov a pravdepodobnos´, ºe nastane jav i je pi, 0 < pi < 1,
i = 1, ..., k. Ozna£me Xi po£et pokusov, v ktorých nastal jav i. Potom zdruºené
rozdelenie náhodného vektoru (X1, X2, ..., Xk)
′ nazývame multinomické. Ozna£u-
jeme ho M(n, p1, p2, ..., pk) a platí:






pre xi = 0, ..., n, i = 1, ..., k a x1 + ...+ xk = n
alej zave¤me ozna£enie X = (X1, X2, ..., Xk)′ a p = (p1, p2, ...., pk)′.
Veta 1.1. Predpokladajme, ºe X má multinomické rozdelenie X∼M(n,p). Zvo©-
me 1 < l ≤ k. Platí:
a) marginálne rozdelenie veli£ín Xl, ..., Xk je dané vzorcom
P (Xl = xl, ..., Xk = xk)
=
n!
xl!...xk!(n− xl − ...− xk)!
pxll ...p
xk
k (1− pl − ...− pk)
n−xl−...−xk
b) podmienené rozdelenie veli£ín X1, ..., Xl−1 za podmienky Xl = xl, ..., Xk = xk
je dané vzorcom
P (X1 = x1, ..., Xl−1 = xl−1 | Xl = xl, ..., Xk = xk)
=






1− pl − ...− pk
)xi
,
kde xi = 0, 1, ..., n− xl − ...− xk, i = 1, ..., l − 1 a x1 + ...+ xk = n.
Dôkaz. a) Pouºijeme multinomický rozvoj.























xl!...xk!(n− xl − ...− xk)!
pxll ...p
xk




xl!...xk!(n− xl − ...− xk)!
pxll ...p
xk
k (1− pl − ...− pk)
n−xl−...−xk
Pri£om v sumách s£ítavame cez v²etky také x1, ..., xl−1, pre ktoré platí
x1 + ...+ xl−1 = n− xl − ...− xk.
b) z Bayesovho vzorca plynie
P (X1 = x1, ..., Xl−1 = xl−1 | Xl = xl, ...Xk = xk)
=
P (X1 = x1, ..., Xl−1 = xl−1 ∩Xl = xl, ..., Xk = xk)
P (Xl = xl, ...Xk = xk)
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Z £asti a) teda plynie:









(n− xl − ...− xk)!
pxll ...p
xk
k (1− pl − ...− pk)n−xl−...−xk
=






1− pl − ...− pk
)xi
Veta 1.2. Nech X je náhodný vektor s multinomickým rozdelením X ∼M(n,p).
Potom platia nasledujúce rovnosti:
EXi = npi, 1 ≤ i ≤ k
varXi = npi(1− pi), 1 ≤ i ≤ k
cov(Xi, Xj) = −npipj, 1 ≤ i, j ≤ k, i ̸= j
Dôkaz. Zvo©me ©ubovolné i, j = 1, ..., k
Z vety 1.1 vyplýva, ºe P (Xi = xi) = n!xi!(n−xi)!p
xi
i (1− pi)n−xi , i = 1, ..., k.
















EXi(Xi − 1) =
n∑
l=0







(l − 2)!((n− 2)− (l − 2))!
pl−2i (1− pi)(n−2)−(l−2)
= n(n− 1)p2i
EX2i = EXi(Xi − 1) + EXi = n(n− 1)p2i + npi
varXi = n(n− 1)p2i + npi − n2p2i = npi(1− pi)
Denujme Xij := Xi +Xj. Potom platí:
var(Xij) = n(pi + pj)(1− pi − pj)
var(Xij) = var(Xi +Xj) = var(Xi) + var(Xj) + 2cov(Xi, Xj)
= npi(1− pi) + npj(1− pj) + 2cov(Xi, Xj)
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Z toho vyplýva:
2cov(Xi, Xj) = npi − np2i − 2npipj − npj − p2j − npi + np2i − npj + np2j
cov(Xi, Xj) = −npipj
Uvaºujme výber z populácie s genotypmi AA, Aa, aa. Ozna£me po£et jedin-
cov s genotypom AA ako XAA, s genotypom Aa ako XAa a s genotypom aa ako
Xaa. Predpokladajme, ºe X = (XAA, XAa, Xaa)′ je náhodný vektor s trinomickým





varXAA = npAA(1− pAA)
varXAa = npAa(1− pAa)
varXaa = npaa(1− paa)
cov(XAA, XAa) = −npAApAa
cov(XAA, Xaa) = −npAApaa
cov(XAa, Xaa) = −npAapaa
Po£et aliel A a a môºeme popísa´ náhodnými veli£inami XA, Xa, nech XA udá-
va po£et aliel A a Xa udáva po£et aliel a. V prípade nezávislého zdruºovania,
tj. aj v prípade, ºe populácia spl¬uje Hardyho-Weinbergovú rovnováhu môºeme
rozdelenie týchto náhodných veli£ín popísa´ binomickým rozdelením s pravdepo-
dobnos´ami pA = θ a pa = 1− θ, tj.:




kde 2n je po£et génov vo výbere z populácie a xA + xa = 2n. Populácia je
v Hardyho-Weinbergovej rovnováhe ak pAA = p2A = θ




V ¤al²ích kapitolách budeme testova´, £i je daná populácia v Hardyho-Weinbergovej
rovnováhe, tj. testujeme nulovú hypotézu H0 : pAA = θ2, pAa = 2θ(1 − θ), paa =
(1− θ)2, vo£i alternatívnej hypotéze, ktorá je denovaná nasledovne: H1 : aspo¬
jedna z nasledovných nerovností je splnená pAA ̸= θ2, pAa ̸= 2θ(1 − θ), paa ̸=
(1 − θ)2, resp. nulovú hypotézu H0 : p2Aa = 4pAApaa vo£i alternatívnej hypotéze
p2Aa ̸= 4pAApaa. V druhom prípade vieme testova´ H0 vo£i jednostranným alter-





Majme populáciu v Hardyho-Weinbergovej rovnováhe. V kapitole 1 sme odvodili
pravdepodobnos´, ºe alela A sa za n pokusov vyskytne vo výbere xA-krát:




Podmienená pravdepodobnos´ javu XAA = xAA, XAa = xAa, Xaa = xaa za pod-
mienky XA = xA, Xa = xa bude:






















Bez ujmy na obecnosti nech xA < xa. Potom zo vz´ahu xA = 2xAA+xAa vyplýva,
ºe xA je párne práve vtedy, ke¤ xAa je párne. Túto informáciu vyuºijeme neskôr.
Potrebujeme zisti´ P-hodnotu testu.
a) Jednostranné testy
P-hodnotu ur£ujeme ako sú£et v²etkých pravdepodobností (2.1) vhodných situ-
ácií za predpokladu, ºe xA je pevné. V prípade, ºe H1 : p2Aa(θ) < 4pAA(θ)paa(θ),
získame P-hodnotu ako PD = P (XAa ≤ xAa | XA = xA, Xa = xa). Túto hodnotu
môºeme získa´ ako sú£et pravdepodobností (2.1), kde po£et aliel A a a zostáva
stály, po£et heterozygotov j bude men²í alebo rovný ako xAa a po£et homozygo-
tov AA bude spl¬ova´ xA = 2xAA+ j. alej pri výpo£toch musíme bra´ do úvahy
párnos´, resp. nepárnos´ xA.
Podobný postup sa pouºíva pri H1 : p2Aa(θ) > 4pAA(θ)paa(θ), pre P-hodnotu platí
PH = P (XAa ≥ xAa | XA = xA, Xa = xa). Podobne ako v predchádzajúcej situ-
ácii PH získame ako sú£et pravdepodobností (2.1), kde po£et aliel A a a zostáva
stály, po£et heterozygotov j bude vä£²í alebo rovný ako xAa, po£ty homozygotov
budú spl¬ova´ podmienku xA = 2xAA + j.
b) Dvojstraný test
P-hodnotu môºeme denova´ dvoma spôsobmi. Prvý spôsob vyuºíva jednostran-
né testy uvedené vy²²ie. Vyberieme men²iu z P-hodnôt a tú prenásobíme dvoma.
Ak by v²ak obe P-hodnoty boli vä£²ie ako 1
2
, P-hodnota dvojstranného testu by
bola vä£²ia ako 1, preto v nasledovnom výraze zavádzame kon²tantu 1
2
: P-hodnota
bude ma´ tvar P = 2min{1/2, PD, PH}. V tomto prípade bude ma´ dvojstranný
test dvojnásobne ve©kú P-hodnotu ako jednostranné testy.
Pri pouºití druhého spôsobu výpo£tu získame P-hodnotu ako sú£et pravdepodob-
ností rozloºenia v²etkých genotypov, ktorých pravdepodobnos´ je men²ia alebo
rovná pravdepodobnosti skuto£ného rozloºenia. Ozna£me moºný po£et heterozy-
gotov za podmienky, ºe xA a xa sú pevné ako j, cez ktoré budeme s£itova´. Potom
j musí spl¬ova´:
P (XAA = xAA, XAa = xAa, Xaa = xaa | XA = xA)
≥ P (XAA =
xA − j
2
, XAa = j,Xaa =
xa − j
2
| XA = xA)
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Ozna£me
N := {j;xA = 2xAA + j, xa = 2xaa + j, xAA + j + xaa = n
∧ P (XAA = xAA, XAa = xAa, Xaa = xaa | XA = xA)
≥ P (XAA = xAA, XAa = j,Xaa = xaa | XA = xA)} .




P (XAA = xAA, XAa = j,Xaa = xaa | XA = xA).
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3. Testy χ2 pri neznámych
parametroch
Uvaºujme náhodný vektor (X1, ..., Xk)′ s multinomickým rozdelením s pravde-
podobnos´ami (p1, ..., pk)′. Predpokladajme, ºe pravdepodobnosti p1,...,pk závisia
na nejakom parametre θ = (θ1, ..., θm), p1(θ) + ... + pk(θ) = 1, 0 < pi < 1,
i = 1, ...k.














































Veta 3.1. Bu¤ m < k − 1 a nech pre v²etky θ z nedegenerovaného intervalu
Θ ⊂ Rm a pre v²etky pi platia nasledujúce predpoklady:
(1) p1(θ) + ...+ pk(θ) = 1.
(2) Existuje také c > 0, ºe pre kaºdé i = 1, ..., k platí pi(θ) > c
2.






pre s, t =
1, ...,m






platí, ºe h(M) = m.
Nech sú moºné výsledky náhodného pokusu Υ rozdelené do k nezlu£itelných sku-






0 = (θ01, ..., θ
0
m) je vnútorným bodom intervalu Θ. Nech xi
ur£uje po£et výsledkov prislúchajúcich k i-tej skupine, tj. po n opakovaniach ná-
hodného pokusu Υ platí
∑n
i=1 xi = n.
Potom rovnice (2.1) majú práve jeden systém rie²ení θ̃ = (θ̃1, ..., θ̃n) taký, ºe θ̃
konverguje k θ0 pre n → ∞. Po dosadení θ̃ má veli£ina χ2(θ̃n) asymptoticky
χ2k−m−1 rozdelenie pre n→ ∞.
Dôkaz. Cramér (1946).
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Majme populáciu s genotypmi AA, Aa, aa, náhodné veli£iny XAA, XAa, Xaa a
pravdepodobnosti pAA, pAa, paa denované v kapitole 1. Predpokladajme, ºe po-
pulácia je v Hardyho-Weinbergovej rovnováhe. V tejto situácií sú pravdepodob-
nosti pAA, pAa, paa závislé na nejakom parametre θ a to spôsobom, ºe pAA = θ2,
pAa = 2θ(1 − θ), paa = (1 − θ)2. Z predpokladov 3.1 plynie, ºe m = 1, t.j. θ je
jednorozmerné.















[XAa − 2nθ(1− θ)]
2nθ(1− θ)
+
[Xaa − n(1− θ)2]
n(1− θ)2

















(1− 2θ)− 2 Xaa
(1− θ)2
(1− θ) = 0
Z toho dostávame odhad θ̃n = XA2n . Overme predpoklady vety 3.1:
Predpoklad (1): platí uº z denovania problému.
Predpoklad (2): Z denície multinomického rozdelenia vieme, ºe 0 < pi < 1
pre i ∈ {AA,Aa, aa}. Z toho plynie, ºe 0 < θ < 1 a predpoklad (2) je splnený.
Predpoklad (3): Prvé a druhé derivácie majú tvar:
p′AA(θ) = 2θ, p
′
Aa(θ) = 2(1− 2θ), p′aa(θ) = −2(1− θ)
p′′AA = 2, p
′′
Aa = −4, p′′aa = 2
Prvé derivácie sú teda lineárne funkcie spojité na (0, 1) a druhé derivácie sú kon-
²tantné, teda aj spojité na celom intervale (0, 1).




aa(θ)) = (2θ, 2(1 −
2θ),−2(1− θ)) a M je teda nenulový vektor. Z toho vyplýva h(M) = 1 = m.
Z 3.1 plynie, ºe χ2(θ̃n) z (3.2), kde θ̃n je rie²enie (3.3), má asymptoticky χ21 roz-
delenie pri n→ ∞.
V praxi sa £asto vyuºíva χ2 test s opravou na spojitos´, z dôvodu, ºe multinomické,
teda diskrétne rozdelenie aproximujeme rozdelením χ21, £o je spojité rozdelenie.
Rozdelenie χ2 s opravou na spojitos´ bude ma´ tvar:
χ2 =
(| XAA − npAA | −c)2
npAA
+
(| XAa − npAa | −c)2
npAa
+
(| Xaa − npaa | −c)2
npaa
kde za c volíme naj£astej²ie hodnoty 0,5 alebo 0,25.
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4. Modikovaný χ2 test
Uvaºujme populáciu v Hardyho-Weinbergovej rovnováhe ako v kapitole 3. Pred-
pokladajme, ºe xA, xa sú pevné. V kapitole 2 sme odvodili, ºe pravdepodobnos´
javu XAA = xAA, XAa = xAa, Xaa = xaa za podmienky XA = xA, Xa = xa je:




Pomocou tohto vzorca sme schopní vypo£íta´ podmienené stredné hodnoty
E [XAA | XA = xA, Xa = xa], E [XAa | XA = xA, Xa = xa],
E [Xaa | XA = xA, Xa = xa].
Po£ítajme:












(n− 1)!(xA − 2)!xa!



















(n− 1)!(xA − 1)!(xa − 1)!







Pri£om v oboch prípadoch v prvej sume s£ítavame cez v²etky xAA, xAa, xaa,
pre ktoré platí: xAA + xAa + xaa = n a v druhej cez v²etky xAA, xAa − 1, xaa, pre
ktoré platí: xAA+xAa−1+xaa = n−1, xA = 2xAA+xAa, xa = 2xaa+xAa. Suma ⋆
je rovná jednej, ke¤ºe s£ítame cez v²etky moºné pravdepodobnosti trinomického
rozdelenia.
Rovnako ako pre E [XAA | XA = xA, Xa = xa] by sme odvodili:
E [Xaa | XA = xA, Xa = xa] = xa(xa−1)2(2n−1) .
Pomocou podmienených stredných hodnôt vyjadríme nový odhad θ∗ parametru







































∣∣∣∣θ − XA − 12n− 1
∣∣∣∣2 n→∞−−−→ 0
Z tohto vyplýva, ºe θ̃ P−−−→
n→∞
θ a θ∗ P−−−→
n→∞
θ. Teda θ̃ a θ∗ sú asymptoticky ekviva-
lentné.
Poznámka 1. Veta 1 platí pre v²etky asymtoticky normálne a asymptoticky efek-
tívne odhady parametrov.
[3, str.506]
Z Poznámky 1 plynie, ºe modikovaný χ2 test má pre n → ∞ asymptoticky
χ21 rozdelenie.
Podobne ako v χ2 teste aj tu môºeme pouºi´ opravu na spojitos´. Potom modi-
kovaný χ2 test s opravou na spojitos´ bude ma´ tvar:
(| XAA − npAA(θ∗) | −c)2
npAA(θ∗)
+
(| XAa − npAa(θ∗) | −c)2
npAa(θ∗)
+
(| Xaa − npaa(θ∗) | −c)2
npaa(θ∗)
,
kde c je zvy£ajne 0,5 alebo 0,25.
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5. Test pomerom vierohodnosti
V predchádzajúcich kapitolách sme odhadli parameter θ metódou maximálnej
vierohodnosti. Teraz túto metódu vyuºime k odhadu pravdepodobností pAA, pAa,
paa vo v²eobecnom prípade:










Vyuºime metódu Lagrangeových multiplikátorov s podmienkou pAA+pAa+paa−



















− λ = 0
∂G
∂λ
= pAA + pAa + paa − 1 = 0











, λ = n (5.1)
Veta 5.1. (Zehnaova Princíp invariancie pre maximálne vierohodné odhady) Ak
θ̃ je maximálne vierohodný odhad parametru θ, potom u(θ̃) je maximálne viero-
hodným odhadom parametrickej funkcie u(θ).
Dôkaz. And¥l(2011).
Zo Zehnaovej vety vyplýva, ºe v nasledujúcej vete môºeme pouºi´ ©ubovol-
nú, vzájomne jednozna£nú reparametrizáciu pAA, pAa, paa. V tomto prípade je
výhodné pouºi´ reparametrizáciu:
pAA(f, θ) = θ
2 + f(1− θ)θ (5.2)
pAa(f, θ) = 2(1− f)θ(1− θ) (5.3)
paa(f, θ) = (1− θ)2 + fθ(1− θ), (5.4)
kde f ∈ (−1, 1), θ ∈ (0, 1) ∩ ( −f
1−f ,
1
1−f ). Testujeme hypotézu H0: f = 0 vo£i
alternatívnej hypotéze H1: f ̸= 0. Za platnosti nulovej hypotézy odhad parametru
θ je θ̃ = xA
2n
a pre odhady funkcií pAA(f, θ), pAa(f, θ),paa(f, θ) platí:




p̃Aa(f, θ) = pAa(0, θ̃) =
xAxa
2n2





Vo v²eobecnom prípade majú maximálne vierohodné odhady p̂AA(f, θ) = pAA(f̂ , θ̂),
p̂Aa(f, θ) = pAa(f̂ , θ̂), p̂aa(f, θ) = paa(f̂ , θ̂) funkcií pAA(f, θ), pAa(f, θ), paa(f, θ)
tvar ako v (5.1).
Veta 5.2. Predpokladajme, ºe {f(x, α), α ∈ Ω} je regulárny systém hustôt s Fis-
herovou mierou informácie, α0 je skuto£ná hodnota α a nech platia nasledujúce
predpoklady:
(i) Nech Ω ⊂ Rm, m ≥ 2 ktorý obsahuje taký otvorený interval ω, ºe skuto£ná
hodnota parametru α0 patrí do ω.
(ii) Nech X = (X1, ..., Xl)
′, kde Xi sú nezávislé, rovnako rozdelené náhodné veli-
£iny s hustotou f(x, α) vzhladom k nejakej σ-kone£nej miere µ.
(iii) Nech M = {x : f(x, α) > 0} nezávisí na α.
(iv) Nech pre α1, α2 ∈ Ω. Potom f(x, α1) = f(x, α2)[µ] ⇔ α1 = α2.
(v) Existuje derivácia: ∂
3f(x,α)
∂αi∂αj∂αk
, pre skoro v²etky x ∈M , pre v²etky α ∈ Ω a pre
v²etky i, j, k = 1, ...,m.
(vi) Pre v²etky α ∈ Ω platí
∫
M
f ′′ij(x, α)dµ(x) = 0, i, j = 1, ...,m.
(vii) Pre v²etky i, j, k = 1, ...,m existujú funkcieMijk(x) ≥ 0 tak, ºe Eα0Mijk(X) <
∞ a ∣∣∣∣∂3 ln f(x, α)∂α1∂αj∂αk
∣∣∣∣ ≤Mijk(x),
pre v²etky α ∈ ω a pre skoro v²etky x ∈M .
(viii) Nech matica J(α) je spojitá v bode α = α0.
Nech 1 ≤ k < m. Ozna£me τ = (α1, ..., αk)′, ψ = (αk+1, ..., αm). Predpokladajme,






odhad parametru α, ktorý nie je závislý na ºiadnych iných podmienkach, α̃l =
(τ0, ψ̃l) maximálne vierohodný odhad parametru θ za podmienky, ºe platí nulová







LR∗ = 2[L(α̂l)− L(α̃l)]
d−→ χ2k.
Dôkaz. And¥l(2011).











Overme predpoklady vety 5.2




ε > 0, δ > 0 dos´ malé, tak aby mnoºina ω = (−ε, ε) × (θ′ − δ, θ′ + δ) bola pod-
mnoºinou mnoºiny Ω, kde θ′ je pravá hodnota parametru θ v prípade, ºe f = 0
(tj. platí θ′ =
√
pAA). Tým máme predpoklad (i) overený.
Predpoklad (ii): Predpoklad platí, ke¤ºe uskuto£¬ujeme nezávislé náhodné vý-






xaa nadobúda len klad-
né hodnoty pre v²etky f, θ ∈ ω, tj. mnoºina M je nezávislá na f , θ.
Predpoklad(iv): Ozna£me F (f, θ) := n!
xAA!xAa!xaa!
(θ2+ fθ(1− θ))xAA(2(1− f)θ(1−
θ))xAa((1− θ)2 + fθ(1− θ))xaa . Nech pre v²etky trojice xAA, xAa, xaa platí
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F (f1, θ1) = F (f2, θ2)
Potom vhodnou vo©bou trojíc xAA, xAa, xaa získame:
θ21 + f1θ1(1− θ1) = θ22 + f2θ2(1− θ2)
2(1− f1)(1− θ1)θ1 = 2(1− f2)(1− θ2)θ2
(1− θ1)2 + f1θ1(1− θ1) = (1− θ2)2 + f2θ2(1− θ2)
Z druhého výrazu vyjadríme:
f1(1− θ1)θ1 − f2(1− θ2)θ2 = θ1(1− θ1)− θ2(1− θ2)
Po dosadení do prvého výrazu vieme odvodi´, ºe θ1 = θ2 a z tohto f1 = f2. Druhá
implikácia, ktorá tvrdí, ºe ak θ1 = θ2 a f1 = f2 potom F (f1, θ1) = Ff2, θ2 je
zrejme pravdivá.
Predpoklad (v): Pre xAA, xAa, xaa dos´ ve©ké (napr. xAA ≥ 3, xAa ≥ 3, xaa ≥ 3)
tretie parciálne derivácie vyjdú ako lineárne kombinácie sú£inov mocnín nejakých
funkcií f a θ. Tieto funkcie sú tvorené sú£tami sú£inov prvkov f , θ, 1− f , 1− θ,
prípadne ich mocninami (o tomto sa môºeme presved£i´ napríklad programom
Mathematica). Takéto výrazy sú denované pre v²etky f, θ ∈ ω.
Predpoklad (vi): Z vety o zámene sumy a derivácie vyplýva:∫
M
F ′′ij(x, f, θ)dµ(x) =
∑
xAA,xAa,xaa




Fij((xAA, xAa, xaa), f, θ)
)′′
= 1′′ = 0,
pre i, j ∈ {AA,Aa, aa}.








(θ + f(1− θ))

















(θ + f(1− θ))2
















(θ + f(1− θ))3


























(θ + f(1− θ))2












(θ + f(1− θ))3










(θ + f(1− θ))2
+
xaa






(θ + f(1− θ))3
− xaaθ







(θ + f(1− θ))3
+
xaa(1− f)
(1− θ + fθ)3
)
Teraz potrebujeme obmedzi´ tretie parciálne derivácie lnF . Pouºijeme fakt, ºe
pAA, pAa, paa sú parametrizované spôsobom (5.2)  (5.4). Z denície multinomic-
kého rozdelenia (konkrétnej²ie z faktu, ºe pAA > 0, pAa > 0, paa > 0) vyplýva, ºe
θ + f(1− θ) > 0 ∧ 1− θ + fθ > 0. Zvo©me ©ubovolne malé β > 0, γ > 0. Potom
môºeme predpoklada´, ºe θ + f(1− θ) > β ∧ 1− θ + fθ > γ.∣∣∣∣ ∂3∂θ3 lnF
∣∣∣∣ = 2 ∣∣∣xAAθ3 ∣∣∣+ 2
∣∣∣∣ xAA(θ + f(1− θ))3 (1− f)3

















(1− θ′ − δ)3
+ 2
xaa




=:M1(xAA, xAa, xaa)∣∣∣∣ ∂3∂f 3 lnF
∣∣∣∣ = 2 ∣∣∣∣ xAA(θ + f(1− θ))3 (1− θ)3
∣∣∣∣+ 2 ∣∣∣∣ xAa(1− f)3










=:M2(xAA, xAa, xaa)∣∣∣∣ ∂3∂θ∂f 2 lnF
∣∣∣∣ = 2 ∣∣∣∣ xAA(1− θ)(θ + f(1− θ))3







=:M3(xAA, xAa, xaa)∣∣∣∣ ∂3∂f∂θ2 lnF
∣∣∣∣ = 2 ∣∣∣∣ xAA(1− f)(θ + f(1− θ))3





















(1− θ′ − δ)3
+
2n(1− θ)2






























Predpoklad (viii): Pomocou výsledkov z predchádzajúceho bodu môºeme vypo-














(θ + f(1− θ))2



































(1− θ + fθ)2
)
=
















1− θ + fθ
(f − 1)2
Pri£om výsledok získame vyuºitím vzorcov získaných z kapitoly 1. Podobne od-
vodíme ostatné prvky:













(θ + f(1− θ))2
− xaa
1




θ + f(1− θ)
− n(1− θ)













(θ + f(1− θ))2















1− θ + fθ
Preto bude Fisherová informa£ná matica v bode (0, θ′) spojitá a bude ma´ nasle-




Tým sme overili predpoklady Vety 5.2. Preto
LR∗ = 2[L(θ̂n)− L(θ̃n)] = xAA lnxAA + xAa lnxAa + xaa lnxaa




V nasledujúcej kapitole budeme pouºíva´ program R a kniºnicu HardyWeinberg
(zdrojové kódy sa nachádzajú v prílohe £.1  prílohe £. 5). Nami pouºívané funkcie
sú HWData, HWExact, HWTernaryplot. HWData pouºívame pri simulácii dát,
HWExact, HWTernaryplot pri testovaní nulových hypotéz. HWTernaryplot slúºi
na gracké znázornenie niektorých testov.
6.1 Gracké znázornenie niektorých testov
De Finettiho diagram













Majme rovnostranný trojholník XY Z a nech vý²ka trojholníka je 1.
Nech (pAA, pAa, paa) sú pravdepodobnosti výskytu genotypov AA, Aa, aa. Po-
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tom populáciu môºeme reprezentova´ ako bod P v trojholníku XY Z, kde prie-
se£nice kolmíc z bodu P na jednotlivé strany majú vzdialenos´ od bodu P pAA,
pAa, paa. Predpokladajme, ºe bod Y reprezentuje heterozygotov, bod X homo-
zygotov AA a bod Z homozygotov aa. Potom d¨ºka kolmice, ktorá spája bod P
so stranou XZ je pAa, d¨ºka kolmice, ktorá spája bod P so stranou XY je paa a
d¨ºka kolmice, ktorá spája bod P so stranou Y Z je pAA. V prípade, ºe populácia
je v Hardyho-Weinbergovej rovnováhe platí p2Aa = 4pAApaa a body znázor¬ujú-
ce pravdepodobnosti pAA, pAa, paa leºia na parabole. Takýto diagram nazývame
de Finettiho diagram.
Pomocou programu R, funkcie HWTernaryPlot, sme schopní zakresli´ do de
Finettiho diagramu ve©ký po£et dát. Ak chceme gracky testova´ hypotézu H0
máme moºnos´ do diagramu zakresli´ aj oblasti prijímania hypotézy H0, ktorú
môºeme ur£i´ pomocou χ2 testu, χ2 testu s opravou na spojitos´ a exaktného
testu s oboma spôsobmi výpo£tu P-hodnoty. Simulujme 1000 moºných rozloºení
postupne pre n = 10, n = 20, n = 50 ktoré sú v Hardyho-Weinbergovej rovnová-
he pomocou funkcie HWData. De Finettiho diagramy, pre rôzne n sú znázornené
na obrázku 6.1. Zelené body znázor¬ujú populácie, pre ktoré nulovú hypotézu
nezamietame, £ervené znázor¬ujú populácie, pre ktoré nulovú hypotézu zamie-
tame. Krajné paraboly ohrani£ujú oblas´ prijímania nulovej hypotézy. Ozna£me
D := (xAa − EXAa)/2, kde EXAa sú stredné hodnoty heterozygotov v prípade,
ºe populácia je v Hardyho-Weinbergovej rovnováhe. Potom krivka znázor¬ujúca
trojice pravdepodobností, ktoré sú v Hardyho-Weinbergovej rovnováhe má £erve-
nú farbu, krivky, ktoré ohrani£ujú oblas´ prijímania nulovej hypotézy pre χ2 test
majú zelenú farbu, pre χ2 test s opravou na spojitos´ c = 0,5 majú modrú farbu
ak D > 0 alebo £iernu ak D < 0 a krivky, ktoré ohrani£ujú oblas´ prijímania
pre exaktný test s prvým spôsobom výpo£tu P-hodnoty majú alovú, s druhým
spôsobom výpo£tu P-hodnoty oranºovú farbu.
6.2 Hladina testov
V nasledujúcej £asti sa budeme venova´ odhadovaniu hladiny testov. Ako prvý
krok si musíme simulova´ dáta. Budeme generova´ rozloºenie genotypov pri ve©-
kosti populácie n = 100, ktoré spl¬ujú Hardyho-Weinbergovú rovnováhu. Na ten-
to ú£el pouºijeme funkciu HWData, pri£om budeme poºadova´ 1000 moºných
simulácií. Postupne uvaºujme populácie s p ∈ {0, 0,1, ..., 0,9, 1}. al²ie argumen-
ty funkcie budú exactequilibrium=FALSE a f = 0, pri£om prvým argumentom
zabezpe£íme, ºe po£ty genotypov, ktoré získame z HWData budú celé £ísla.
Na takto získanú tabu©ku hodnôt postupne aplikujeme vy²²ie zmienené ²tatis-
tické testy. V prípade exaktného testu sme vyuºívali oba spôsoby výpo£tu P-
hodnoty. χ2 testy s opravou na spojitos´ prevádzame najprv pre c = 0,5, potom
pre c = 0,25. Nech α = 0,05. Pre kaºdý test sme zistili, ºe ko©kokrát sme nu-
lovú hypotézu zamietli (tj. ko©kokrát bolo P < α), pomocou tohto sme odhadli
pravdepodobnos´ chyby I. druhu, viz tabu©ka 6.2.
Pomocou týchto výsledkov môºeme ur£i´ 95% interval spo©ahlivosti pravde-
podobností chyby I. druhu. Intervalové odhady budú ma´ tvar viz tabu©ka 6.2.
Pre lep²iu názornos´ výsledkov sme odhady pravdepodobností I. druhu, ktorých
interval spo©ahlivosti nepokrýva hodnotu α = 0,05 a odhad je men²í neº α sme
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test \θ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Exaktný 1. 0.009 0.034 0.03 0.031 0.032 0.027 0.029 0.023 0.015
Exaktný 2. 0.018 0.041 0.035 0.037 0.043 0.034 0.036 0.033 0.024
χ2 test 0.036 0.057 0.042 0.051 0.052 0.044 0.044 0.046 0.047
χ2 c = 0.5 0.011 0.035 0.031 0.033 0.034 0.031 0.033 0.023 0.018
χ2 c = 0.25 0.023 0.041 0.036 0.039 0.037 0.035 0.036 0.032 0.036
Mod. χ2 0.037 0.053 0.043 0.051 0.049 0.046 0.044 0.043 0.047
Mod. χ2 c = 0.5 0.012 0.03 0.03 0.036 0.033 0.032 0.029 0.028 0.02
Mod. χ2 c = 0.25 0.023 0.044 0.037 0.037 0.043 0.037 0.036 0.037 0.036
T. pom. vierohod. 0.026 0.069 0.047 0.051 0.052 0.045 0.048 0.064 0.034
Tabu©ka 6.1: Odhad hladiny testov
test \θ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Exaktný 1. (0.007, 0.011) (0.031, 0.038) (0.027, 0.034) (0.028, 0.035) (0.029, 0.036) (0.024, 0.03) (0.026, 0.032) (0.02, 0.026) (0.013, 0.018)
Exaktný 2. (0.015, 0.021) (0.037, 0.045) (0.031, 0.039) (0.033, 0.041) (0.039, 0.047) (0.031, 0.038) (0.032, 0.04) (0.03, 0.037) (0.021, 0.027)
χ2 test (0.032, 0.04) (0.053, 0.062) (0.038, 0.046) (0.047, 0.055) (0.048, 0.057) (0.04, 0.048) (0.04, 0.048) (0.042, 0.05) (0.043, 0.051)
χ2 c = 0.5 (0.009, 0.013) (0.031, 0.039) (0.028, 0.035) (0.03, 0.037) (0.031, 0.038) (0.028, 0.035) (0.03, 0.037) (0.02, 0.026) (0.015, 0.021)
χ2 c = 0.25 (0.02, 0.026) (0.037, 0.045) (0.032, 0.04) (0.035, 0.043) (0.033, 0.041) (0.031, 0.039) (0.032, 0.04) (0.029, 0.036) (0.032, 0.04)
Mod. χ2 (0.033, 0.041) (0.049, 0.058) (0.039, 0.047) (0.047, 0.055) (0.045, 0.053) (0.042, 0.05) (0.04, 0.048) (0.039, 0.047) (0.043, 0.051)
Mod. χ2 c = 0.5 (0.01, 0.014) (0.027, 0.034) (0.027, 0.034) (0.032, 0.04) (0.03, 0.037) (0.029, 0.036) (0.026, 0.032) (0.025, 0.031) (0.017, 0.023)
Mod. χ2 c = 0.25 (0.02, 0.026) (0.04, 0.048) (0.033, 0.041) (0.033, 0.041) (0.039, 0.047) (0.033, 0.041) (0.032, 0.04) (0.033, 0.041) (0.032, 0.04)
T. pom. vierohod. (0.023, 0.029) (0.064, 0.074) (0.043, 0.051) (0.047, 0.055) (0.048, 0.057) (0.041, 0.049) (0.044, 0.052) (0.059, 0.069) (0.031, 0.038)
Tabu©ka 6.2: Intervaly spo©ahlivosti pravdepodobností I. druhu
ozna£ili zelenou farbou a odhady ktorých interval spo©ahlivosti nepokrýva hod-
notu α = 0,05 a odhad je vä£²í neº α sme ozna£ili £ervenou farbou. Vidíme, ºe
najkonzervatívnej²ie sú: exaktný test s prvým spôsobom výpo£tu P-hodnoty, χ2
test s opravou na spojitos´ c = 0,5 a modikovaný χ2 test s opravou na spojitos´
c = 0,5. Najlep²ie z hladiska hladiny testu si vedie modikovaný χ2 test. Test
pomerom vierohodnosti sa javí v dvoch, χ2 test v jednom prípade antikonzerva-
tívny.
6.3 Sila testov
al²ou charachteristikou testov, ktorú budeme odhadova´, je ich sila. V tom-
to prípade bude postup nasledovný: simulujeme dáta, ktoré nespl¬ujú Hardyho-
Weinbergovú rovnováhu, zistíme, ºe v ko©kých prípadoch daný test nulovú hypo-
tézu zamietol a pomocou tejto informácie odhadneme pravdepodobnos´ zamiet-
nutia nulovej hypotézy za predpokladu, ºe hypotéza by mala by´ zamietnutá.
Generujme dáta v závislosti na f a p. Nech f ∈ {−0,9, ...,−0,1, 0,1, ..., 0,9} a
θ ∈ {0, 0,1, ..., 0,9, 1}, n = 100, po£et simulácií bude 1000. Potom odhad sily
testov v závislosti od f a θ bude nasledovná:
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.152 0.397 0.635 0.855 0.937 0.974 0.997 1 1
0.2 0.451 0.075 0.115 0.395 0.697 0.925 0.992 0.999 1 1 1
0.3 0.999 0.869 0.438 0.107 0.116 0.437 0.81 0.963 0.998 1 1 1 1
0.4 1 1 0.983 0.81 0.444 0.117 0.123 0.438 0.798 0.974 0.997 1 1 1 1
0.5 1 1 1 1 1 0.983 0.851 0.465 0.135 0.132 0.461 0.804 0.979 0.999 1 1 1 1
0.6 1 0.999 0.973 0.814 0.429 0.118 0.128 0.435 0.801 0.98 1 1 1 1 1
0.7 0.999 0.87 0.442 0.1 0.137 0.426 0.772 0.959 0.996 1 1 1 1
0.8 0.449 0.076 0.123 0.389 0.706 0.92 0.987 0.998 1 1 1
0.9 0 0.073 0.303 0.557 0.774 0.906 0.974 0.987 0.999 1
1
Tabu©ka 6.3: Odhad sily exaktného testu s 1. deníciou P-hodnoty
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θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.138 0.38 0.654 0.845 0.94 0.986 0.998 0.999 1
0.2 0.496 0.101 0.152 0.454 0.753 0.948 0.993 0.999 1 1 1
0.3 0.999 0.882 0.468 0.13 0.14 0.471 0.834 0.97 0.999 1 1 1 1
0.4 1 1 0.985 0.835 0.48 0.132 0.139 0.476 0.837 0.979 0.998 1 1 1 1
0.5 1 1 1 1 1 0.985 0.863 0.489 0.146 0.155 0.525 0.841 0.985 0.999 1 1 1 1
0.6 1 0.999 0.98 0.836 0.462 0.14 0.149 0.473 0.834 0.985 1 1 1 1 1
0.7 0.999 0.884 0.472 0.113 0.158 0.469 0.796 0.966 0.999 1 1 1 1
0.8 0.495 0.093 0.153 0.449 0.754 0.939 0.99 1 1 1 1
0.9 0 0.118 0.399 0.645 0.836 0.934 0.984 0.993 1 1
1
Tabu©ka 6.4: Odhad sily exaktného testu s 2. deníciou P-hodnoty
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.22 0.467 0.723 0.897 0.967 0.989 0.999 0.999 1
0.2 0.597 0.151 0.191 0.509 0.787 0.966 0.995 0.999 1 1 1
0.3 0.999 0.915 0.545 0.162 0.152 0.497 0.85 0.975 0.999 1 1 1 1
0.4 1 1 0.99 0.873 0.558 0.177 0.151 0.505 0.853 0.983 0.998 1 1 1 1
0.5 1 1 1 1 1 0.99 0.899 0.543 0.193 0.158 0.527 0.843 0.986 0.999 1 1 1 1
0.6 1 0.999 0.986 0.886 0.536 0.177 0.164 0.491 0.853 0.989 1 1 1 1 1
0.7 0.999 0.923 0.559 0.167 0.174 0.494 0.818 0.973 0.999 1 1 1 1
0.8 0.606 0.151 0.18 0.498 0.792 0.952 0.994 1 1 1 1
0.9 0 0.171 0.482 0.722 0.895 0.951 0.996 0.995 1 1
1
Tabu©ka 6.5: Odhad sily χ2 testu
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.116 0.333 0.603 0.823 0.925 0.977 0.997 0.999 1
0.2 0.431 0.071 0.117 0.398 0.704 0.926 0.993 0.999 1 1 1
0.3 0.999 0.882 0.471 0.13 0.117 0.437 0.81 0.963 0.998 1 1 1 1
0.4 1 1 0.986 0.844 0.487 0.136 0.121 0.437 0.797 0.974 0.997 1 1 1 1
0.5 1 1 1 1 1 0.984 0.859 0.476 0.138 0.129 0.456 0.8 0.979 0.999 1 1 1 1
0.6 1 0.999 0.981 0.841 0.47 0.144 0.127 0.429 0.795 0.98 1 1 1 1 1
0.7 0.999 0.883 0.472 0.114 0.137 0.426 0.772 0.959 0.996 1 1 1 1
0.8 0.415 0.072 0.124 0.393 0.712 0.923 0.989 0.998 1 1 1
0.9 0 0.092 0.356 0.602 0.812 0.924 0.981 0.99 1 1
1
Tabu©ka 6.6: Odhad sily χ2 testu s opravou na spojitos´ c = 0,5
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.167 0.417 0.685 0.863 0.957 0.987 0.998 0.999 1
0.2 0.499 0.105 0.151 0.455 0.753 0.948 0.993 0.999 1 1 1
0.3 0.999 0.904 0.506 0.146 0.136 0.472 0.837 0.972 0.999 1 1 1 1
0.4 1 1 0.986 0.855 0.508 0.15 0.133 0.462 0.823 0.977 0.997 1 1 1 1
0.5 1 1 1 1 1 0.987 0.874 0.506 0.157 0.134 0.468 0.807 0.98 0.999 1 1 1 1
0.6 1 0.999 0.983 0.859 0.493 0.159 0.146 0.463 0.823 0.984 1 1 1 1 1
0.7 0.999 0.904 0.521 0.127 0.159 0.471 0.802 0.968 0.999 1 1 1 1
0.8 0.5 0.099 0.153 0.446 0.755 0.939 0.99 1 1 1 1
0.9 0 0.141 0.428 0.68 0.859 0.941 0.989 0.993 1 1
1
Tabu©ka 6.7: Odhad sily χ2 testu s opravou na spojitos´ c = 0,25
24
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.221 0.468 0.724 0.9 0.967 0.992 0.999 1 1
0.2 0.55 0.135 0.195 0.518 0.791 0.967 0.995 0.999 1 1 1
0.3 0.999 0.915 0.545 0.162 0.156 0.502 0.854 0.977 0.999 1 1 1 1
0.4 1 1 0.989 0.866 0.53 0.168 0.157 0.528 0.861 0.983 0.999 1 1 1 1
0.5 1 1 1 1 1 0.987 0.883 0.518 0.167 0.166 0.548 0.854 0.987 1 1 1 1 1
0.6 1 0.999 0.985 0.872 0.513 0.173 0.175 0.508 0.864 0.99 1 1 1 1 1
0.7 0.999 0.923 0.559 0.166 0.176 0.505 0.824 0.973 0.999 1 1 1 1
0.8 0.562 0.131 0.183 0.502 0.794 0.952 0.994 1 1 1 1
0.9 0 0.174 0.483 0.723 0.896 0.955 0.996 0.996 1 1
1
Tabu©ka 6.8: Odhad sily modikovaného χ2 testu
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.129 0.361 0.627 0.834 0.929 0.978 0.998 0.999 1
0.2 0.359 0.051 0.143 0.442 0.735 0.941 0.993 0.999 1 1 1
0.3 0.999 0.869 0.437 0.106 0.119 0.445 0.814 0.967 0.998 1 1 1 1
0.4 1 1 0.984 0.821 0.455 0.121 0.131 0.462 0.823 0.977 0.997 1 1 1 1
0.5 1 1 1 1 1 0.983 0.852 0.469 0.136 0.132 0.468 0.807 0.98 0.999 1 1 1 1
0.6 1 0.999 0.976 0.824 0.441 0.124 0.146 0.463 0.823 0.984 1 1 1 1 1
0.7 0.999 0.87 0.442 0.102 0.139 0.442 0.779 0.96 0.998 1 1 1 1
0.8 0.351 0.058 0.148 0.435 0.741 0.936 0.99 0.998 1 1 1
0.9 0 0.106 0.376 0.628 0.825 0.931 0.982 0.991 1 1
1
Tabu©ka 6.9: Odhad sily modikovaného χ2 testu s opravou na spojitos´ c = 0,5
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0 0.167 0.417 0.685 0.863 0.959 0.989 0.999 0.999 1
0.2 0.473 0.095 0.165 0.469 0.766 0.954 0.993 0.999 1 1 1
0.3 0.999 0.9 0.492 0.14 0.144 0.492 0.846 0.973 0.999 1 1 1 1
0.4 1 1 0.986 0.844 0.487 0.136 0.147 0.493 0.844 0.981 0.998 1 1 1 1
0.5 1 1 1 1 1 0.984 0.859 0.476 0.139 0.146 0.512 0.83 0.984 0.999 1 1 1 1
0.6 1 0.999 0.981 0.841 0.47 0.144 0.156 0.483 0.841 0.985 1 1 1 1 1
0.7 0.999 0.897 0.492 0.12 0.168 0.487 0.811 0.97 0.999 1 1 1 1
0.8 0.477 0.092 0.163 0.463 0.765 0.941 0.99 1 1 1 1
0.9 0 0.141 0.428 0.68 0.86 0.942 0.989 0.994 1 1
1
Tabu©ka 6.10: Odhad sily modikovaného χ2 testu s opravou na spojitos´ c = 0,25
θ \ f -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1 0.079 0.14 0.38 0.654 0.845 0.94 0.986 0.998 0.999 1
0.2 0.714 0.225 0.156 0.456 0.753 0.948 0.993 0.999 1 1 1
0.3 1 0.933 0.581 0.189 0.152 0.494 0.847 0.975 0.999 1 1 1 1
0.4 1 1 0.99 0.874 0.559 0.177 0.151 0.505 0.853 0.983 0.998 1 1 1 1
0.5 1 1 1 1 1 0.99 0.899 0.543 0.193 0.158 0.527 0.843 0.986 0.999 1 1 1 1
0.6 1 0.999 0.986 0.886 0.537 0.177 0.164 0.491 0.853 0.989 1 1 1 1 1
0.7 1 0.945 0.607 0.201 0.175 0.49 0.815 0.972 0.999 1 1 1 1
0.8 0.725 0.233 0.155 0.45 0.756 0.939 0.99 1 1 1 1
0.9 0.061 0.121 0.399 0.645 0.836 0.934 0.984 0.993 1 1
1
Tabu©ka 6.11: Odhad sily testu pomerom vierohodnosti
Prázdne miesta v tabu©kách zna£ia, ºe takáto kombinácia parametrov f a θ
nie je prípustná, tj. (f, θ) ̸∈ Ω.
Porovnaním týchto tabuliek zistíme: χ2 test je pre kaºdú dvojicu (f, θ) silnej²í
alebo rovnako silný ako exaktný test, kde P-hodnotu po£ítame druhým spôso-
bom, ten je v²ak silnej²í alebo rovnako silný ako exaktný test, kde P-hodnotu
po£ítame prvým spôsobom. alej χ2 test je pre kaºdé uvedené (f, θ) silnej²í ale-
bo rovnako silný ako χ2 s opravou na spojitos´ c = 0,25, ktorý je silnej²í ako χ2 s
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opravou na spojitos´ c = 0,5. Taktieº platí, ºe χ2 test je silnej²í alebo rovnako sil-
ný ako modikovaný χ2 test s opravou na spojitos´ c = 0,25, ktorý je silnej²í ako
modikovaný χ2 s opravou na spojitos´ c = 0,5. alej sme zistili, ºe pre v²etky
skupiny simulovaných dát platí, ºe modikovaný χ2 test s opravou na spojitos´
c = 0,25 je silnej²í alebo rovnako silný ako exaktný test s prvým spôsobom vý-
po£tu P-hodnoty. Podobne ako pre χ2 test, aj pre modikovaný χ2 test platí, ºe
je silnej²í alebo rovnako silný ako χ2 s opravou na spojitos´ c = 0,25, ktorý je
silnej²í ako χ2 s opravou na spojitos´ c = 0,5, je tieº silnej²í alebo rovnako silný
ako modikovaný χ2 s opravou na spojitos´ c = 0,25, ktorý je silnej²í ako modi-
kovaný χ2 s opravou na spojitos´ c = 0,5 a je silnej²í ako oba exaktné testy. Test
pomerom vierohodnosti je silnej²í ako nasledovné testy: χ2 s opravou na spojitos´
c = 0,5, modikovaný χ2 s opravou na spojitos´ c = 0,5 a oba exaktné testy.
Zvy²né prípady nevieme jednozna£ne porovna´.
Pre názornej²iu reprezentáciu výsledkov ich môºeme zobrazi´ gracky. Na£rtnime
grafy pre hodnoty p = 0,1, 0,3, 0,5, 0,7, 0,9. Oranºová farba prislúcha exaktnému
testu s prvým spôsobom výpo£tu P-hodnoty, ºltá exaktnému testu s druhým
spôsobom výpo£tu P-hodnoty, £ervená χ2 testu, tmavomodrá χ2 testu s opravou
na spojitos´ c = 0,5, bledomodrá χ2 testu s opravou na spojitos´ c = 0,25, £ierna
modikovanému χ2 testu, zelená modikovanému χ2 testu s opravou na spojitos´
c = 0,5, alová modikovanému χ2 testu s opravou na spojitos´ c = 0,25 a ruºová
testu pomerom vierohodnosti.
Zhrnutím £asti o odhadovaní hladiny testov a o sile testov môºeme usudí´, ºe
najlep²ie výsledky pre n = 100 dosahuje modikovaný χ2 test. Naopak ako naj-
menej vyhovujúce pre n = 100 môºeme ozna£i´ exaktný test s prvým spôsobom
výpo£tu P-hodnoty, χ2 test s opravou na spojitos´ c = 0,5 a modikovaný χ2 test
s opravou na spojitos´ c = 0,5.
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Obr. 6.2: Gracké znázornenie odhadov síl testov pre p = 0,1



















Obr. 6.3: Gracké znázornenie odhadov síl testov pre p = 0,3
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Obr. 6.4: Gracké znázornenie odhadov síl testov pre p = 0,5



















Obr. 6.5: Gracké znázornenie odhadov síl testov pre p = 0,7
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Obr. 6.6: Gracké znázornenie odhadov síl testov pre p = 0,9
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Záver
V tejto práci sme sa venovali testom, ktoré sa pouºívajú pri overovaní, £i daná
populácia je v Hardyho-Weinbergovej rovnováhe. V prvej kapitole sme sa venovali
multinomickému rozdeleniu a to z toho dôvodu, ºe ak je populácia v Hardyho-
Weinbergovej rovnováhe, môºeme rozloºenie genotypov, ktoré k nej prislúchajú,
popísa´ trinomickým rozdelením, s pravdepodobnos´ami θ2, 2θ(1 − θ), (1 − θ)2.
Neskôr sme popísali niektoré testy a overili oprávnenos´ ich pouºitia pri tomto
probléme.
V poslednej kapitole sme sa venovali odhadnutiu hladiny a sily testov. Pri ve©kos-
ti populácie n = 100, nám ako najvhodnej²ie testy pre rie²enie daného problému
vy²iel modikovaný χ2 test. Ako najmenej vhodné, tj. najkonzervatívnej²ie a s
najniº²ou odhadovanou silou testu vy²li exaktný test s prvým spôsobom výpo£tu
P-hodnoty, χ2 test s opravou na spojitos´ c = 0,5 a modikovaný χ2 test s opra-
vou na spojitos´ c = 0,5. Ako antikonzervatívne sa v niektorých prípadoch javili
χ2 test a test pomerom vierohodnosti. Nesmieme v²ak zabúda´, ºe tieto výsled-
ky nám vznikli pre n = 100, pri iných ve©kostiach populácií vyjde odhadovaná
hladina testov a sila testov inak.
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