Abstract. In this paper we develop numerical techniques of order 2, 4 and 6 for the solution of a fourth order linear equation. A priori error bound is obtained for the fourth order method to prove the convergence of the finite difference scheme. A sufficient condition guaranteeing the uniqueness of the solution of the boundary value problem is also given. Numerical illustrations are tabulated and results compared with the classical Runge-Kutta method.
1. Introduction. We consider the problem of bending a rectangular clamped beam of length / resting on an elastic foundation. The vertical deflection w of the beam satisfies the system (1 , ) [L + ikID)] w = ET1 q(x), L = d4/dx4, w(0) = wil) = w'iO) = w'il) = 0, where D is the flexural rigidity of the beam, and k is the spring constant of the elastic foundation, and the load qix) acts vertically downwards per unit length of the beam.
The details of the mechanical interpretation of (1.1) are given in [7, p. 175] . Mathematically, the system (1.1) belongs to a general class of boundary problems of the form (1.4) 0) -4^0 4-lyx -4y2 +y3= 2hy'0 + aV<4> + 0(A3),
(ii) SV" = AV<4> + 0(A6), n = 2(1)/V-1,
They also remarked that in case of the boundary value problem (1.2) one may arrive at a more detailed analysis of the inverse matrix associated with the system of linear equations (1.4) in relation to the properties of the corresponding Green's function. For instance, such an analysis would yield max" \en I = Oih ). The purpose of this note is two-fold. We first examine the conditions under which the system (1.2) has a unique solution. We then pass on to describe ways in which the numerical solution of (1.2) obtained in [1] can be improved. In fact, we develop and analyze three finite difference schemes of order 2, 4, and 6, respectively, to obtain an approximate solution of (1.2). In the end numerical evidence is included to demonstrate the superiority and practical usefulness of our finite difference scheme for a wider class of boundary value problems (1.2) than considered in [1] .
2. Uniqueness of Solution of (1.2). The proof of the lemma is not difficult. We omit it for brevity. For corresponding eigenfunctions, see [7] . We remark that the equation cos p cosh p = 1 has infinitely many roots p. < p2 < ■ ■ • < pn < ■ ■ ■ with pn -*■ °° as n -> °°. Also, two distinct roots he in each one of the intervals
We obtain numerically, using Newton-Raphson's method, the smallest root p. = 4.7300407. . . The proof of Theorem 2.1 now follows from Lemma 2.2 in the standard way.
3. Finite Difference Methods. Our basic finite difference formulas can be derived from (3-D^v=(54456+aôô8-745l0
see [2, p. 19] . From (3.1) we obtain the scheme (3.2) SVB =**;#+g äV6-^). n=2il)N-l,xn_2<^"<xn + 2.
We note that from (3.2), on neglecting truncation error, and setting yn ~ zn, we
The system (3.3) gives us N -2 equations in the N unknowns zn, n = 1(1 )N. At the boundaries we develop the following formulas (0 -y»*,, +9yx-\y2+y3=
where x0 < £. < x3 and xN_2 < %N < xN+.. The equation 3.7(h) can also be deduced from (3.1) by operating on both sides of it with (1 4-cyS2 4-ßo4), choosing a, ß so that the coefficients of S6 and S8 are both zero, and finding the coefficient of 510 to be 1/3024.
Convergence of our Numerical Methods. Let Y = (yn), Z = (zn),C = (cn),
T = (tn), E = (en) be A-dimensional column vectors. Then we can write the standard matrix equations for any of the three numerical methods described in the previous section as follows:
(ii) MZ = C, (iii) ME = T.
We also have in each of the three cases The analytical solution of (5.2) is y(x) = x(l -x)ex.
All computations are performed in double precision arithmetic using an IBM 370/65 computer at The University of Manitoba. The experiments are summarized in Table I .
To broaden the scope of the application of our methods, we now consider a boundary value problem of the form (1. •c a > For the sake of comparison we also solved some of these boundary value problems by a modified shooting technique, the details of which are given in [5] . It can be shown that a boundary value problem (1.2) is equivalent to a system of 12 first order differential equations. The details are omitted for brevity. The resulting system of differential equations is solved by a fourth order Runge-Kutta method [6, p. 110] . Table m Observed llf II Table III shows that our fourth order method outperforms the classical fourth order Runge-Kutta method.
