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Geologic CO2 sequestration (GCS) in subsurface saline aquifers is a promising strategy to 
mitigate climate change caused by increasing anthropogenic CO2 emissions from energy 
production. At GCS sites, interactions between fluids and geomedia are important because they 
can affect CO2 trapping efficiency and the safety of CO2 storage. These interactions include the 
dissolution and precipitation of minerals. One of the most important minerals is calcium carbonate, 
because it can permanently trap CO2.  
In this work, Portland cement was used as a model geomedium to investigate the chemical 
reactions, mechanical alterations, transport of reactive fluids, and the interplay of all these aspects. 
Also, because Portland cement is used in building and decommissioning CO2 injection wells, its 
alteration is important for wellbore integrity. Wellbore cement can deteriorate as a result of 
extensive reactions with injected CO2. Typically, a carbonated layer forms, which can partially 
reduce CO2 attack by clogging pores in the cement. We conducted high temperature/pressure 
experiments using Portland cement paste samples, and after 10 days of reaction, quantified the 
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chemical changes using scanning electron microscope backscattering electron imaging and X-ray 
diffraction. The mechanical changes were quantified as well using a three-point bending setup and 
nanoindentation. The experimental results showed that after CO2 attack, the cement samples 
decreased in strength by ~80%, and this decrease was closely related to the formation of a wide 
and weak portlandite-depleted zone in the cement matrix immediately inside of the carbonated 
layer. The effects of 0.05 M of sulfate ions were also examined. Interestingly, the additional sulfate 
ions were found to mitigate CO2 attack by forming a more protective and less soluble carbonated 
layer, and thus a thinner portlandite-depleted zone. 
To further investigate the detailed mechanisms by which the wide and weak portlandite-
depleted zone formed and the carbonated layer’s surface dissolved, we set up a one-dimensional 
continuum reactive transport model using the CrunchTope software. Two mechanisms were found 
to be critical in reproducing our main observations: First, the precipitated CaCO3 could not fill the 
entire pore spaces in the carbonated layer. The inefficiency of CaCO3 precipitation in filling all 
the pores might be due to fractures and defects in the carbonated layer, or due to the extent of pore-
size-dependent precipitation. Second, nucleation kinetics had to be incorporated into the model to 
predict the mineral precipitation observed in the reaction solution and to capture the dissolution of 
the carbonated layer’s surface.  
To acquire parameters for the incorporation of nucleation kinetics, CaCO3 nucleation 
experiments were conducted primarily using atomic force microscopy and synchrotron-based in 
situ grazing incidence small angle X-ray scattering. Newly obtained interfacial energies were 
compared for mica and quartz systems, and a slightly higher interfacial energy was found in the 
quartz system. The effects of salinity were investigated in the range of 0.15–0.85 M ionic strengths, 
and we found a decrease of interfacial energies at high salinity. The kinetic factors, including the 
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apparent activation energy and the pre-exponential factor in the nucleation rate equation, were 
experimentally obtained for the first time by varying temperatures in the range of 12–31 oC. These 
parameters provided the key information for modeling nucleation in geomedia and synthesizing 
well controlled materials in materials science. 
  The CaCO3 nucleation studies advanced our current understanding of nucleation under 
various conditions, and the acquired parameters were indispensable for our numerical simulations 
of the cement deterioration. The reactive transport modeling work revealed the important 
mechanisms in the cement–CO2 reactions, and provided many insights for understanding the 
chemical and mechanical alterations of geomedia. The investigation of cement deterioration 
quantitatively coupled the chemical and mechanical changes of the cement samples, and proved 
that the molecular scale of water–rock reactions can have a substantial impact on the change of the 
bulk geomedia. Such information can be also be applied to shale/sandstone–CO2 interactions. 
Overall, this dissertation presents a platform to understand fluid–geomedia interactions, combining 
experimental and modeling approaches, and connecting basic sciences and real applications. The 
advanced understanding of fluid–geomedia interactions will help improve GCS operation and thus 
address the climate change challenge.
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Chapter 1: Introduction  
1.1 Background 
1.1.1 Geologic CO2 Sequestration 
With the growth of population and development of technology, global demands for energy 
are skyrocketing. Despite alternative renewable energy sources, such as wind, solar, and nuclear 
energies, most energy is still produced by comparatively inexpensive burning of coal, oil, and 
natural gas. The rate of atmospheric CO2 emission from fossil fuel burning, 35.9 GtCO2/year 
(billion tonnes of carbon per year) in 2014, keeps increasing at a faster rate.1 The atmospheric CO2 
concentration increased from 310 ppm in 1950 to 390 ppm in 2015,1 and is believed to have caused 
an increase in average global temperature (0.8 oC since 1950)2 and consequential changes in 
weather and climate, including rising sea levels, severe weathers, ocean acidification, and ice cap 
shrinkage.3  
 
Figure 1.1  Schematic of geologic CO2 sequestration (IPCC, 2005).4  
 
 To decrease CO2 emissions, CO2 capture and storage (CCS) is a promising approach. It has 
the potential to contribute to a 19% overall reduction of CO2 concentrations.
4, 5 CCS includes 
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capturing CO2 from large point sources, transporting it to sequestration sites, and sequestering it 
in deep oceans or geologic formations, such as depleted oil/gas reservoirs and deep saline aquifers 
(Figure 1.1).4, 6 Suitable geologic formations should be deeper than 800 m, usually 1.5–3 km deep, 
to enable CO2 (critical point 31.1 
oC and 73.8 bar) to remain in a supercritical phase with reduced 
volume. The formation should have a caprock of low permeability shale，and have sufficiently 
permeable formation rocks to facilitate CO2 injection and storage. 
7, 8 
 
Figure 1.2  CO2 trapping mechanisms. 
 
 To safely and efficiently store CO2 in the geologic formation for thousands of years, it is 
important to be aware of and understand the interactions among CO2, brine, and rocks in the 
subsurface environment.7, 9 Several mechanisms can trap the injected CO2, as shown in Figure 1.2, 
and each can be affected by CO2–brine–mineral interactions.8 Structural/stratigraphic trapping is 
the dominant mechanism in the short term. When CO2 is injected, it rises to the top of formation 
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water due to its lower density compared to brine where it is trapped by low permeable caprock. 
Residual trapping refers to the residual CO2 free phase becoming disconnected and trapped in pore 
spaces as the CO2 plume migrates. CO2 can dissolve into brine and stay as an aqueous species in 
the brine: This is solubility trapping. As CO2 dissolves, the aqueous CO2 can speciate to H
+, HCO3
- 
or CO3
2- ions. The brine is acidified by CO2 dissolution, which can dissolve minerals in the 
formation rock to release cations such as Ca2+, Mg2+, and Fe2+/3+. These cations can precipitate 
with carbonate ions to form secondary carbonate minerals, thus trapping CO2 in the mineral form. 
This process, called mineral trapping, is the most stable trapping mechanism.   
In some GCS sites where reactive minerals are less abundant, such as the Cranfield (USA) 
and Sleipner (North Sea) fields,10, 11 CO2 mineralization can take thousands of years. However, in 
other sites, CO2 mineralization is observed in a short time. For example, the CarbFix site (Iceland) 
reported that 95% of injected CO2 mineralized to calcite in 2 years after injection. In the 
cementitious materials used in building injection sites, mineralization is usually obvious after 
exposure to CO2 for only several hours to several days.
12  
1.1.2 Calcium Carbonate and Its Nucleation 
The mineralized CO2 takes the form of carbonate minerals, such as CaCO3, MgCO3, and 
FeCO3. Among these carbonate minerals, CaCO3 is the most common form. Beyond its formation 
in subsurface systems, CaCO3 also plays crucial roles in much wider applications and fields.  In 
nature, it is one of the most abundant minerals in the Earth’s crust, and it can be formed by abiotic 
or biotic processes in groundwater, soil, hot springs, etc..13 Precipitated CaCO3 exists in several 
polymorphs: Beginning with the thermodynamically most stable phase, they are calcite, aragonite, 
vaterite, and amorphous CaCO3 (ACC). CaCO3 precipitates can change the porosity and 
permeability of porous media,14, 15 and alter the surface properties of substrates, such as by 
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increasing the reactive surface area and enhancing adsorption of heavy metals.16-18  In everyday 
life, CaCO3 is applied widely: Beneficial uses include paper filler/coatings, plastic fillers, paint 
extenders, and even food additives, tablets, or as inert fillers of tablets. In manufacturing CaCO3, 
the grain sizes, purity, and polymorphs of CaCO3 are controlled by reaction conditions and times.
13, 
19 In agriculture, CaCO3 is used to improve soil quality;
20 and in water treatment, CaCO3 can 
remove heavy metals by adsorption.17, 18 Conversely, CaCO3 formation can cause scaling in 
pipelines and fouling on reverse osmosis membranes.21-23  
Because of the importance of CaCO3, it has been intensively studied, with abundant 
information already available. Thus, it is an ideal model mineral for investigating new complex 
systems. For example, it has been used an a model material to study mineral growth pathways,24, 
25 phase transformation,26, 27 aggregation or coagulation,28 epitaxial attachment,29 and mineral 
nucleation.30-36 Among these studies using CaCO3 as a model material, studies on nucleation have 
been conducted mostly via indirect analyses of aqueous chemistry or via observation of microscale 
nuclei. Direct observations of nanoscale nuclei are sparse. Nucleation refers to the process of 
forming a nanoscale new phase out of a mother phase (Figure 1.3). It is a very important process 
in geosciences and in materials sciences. For example, nucleation can generate large surface areas 
for further mineral evolution,37-39 and it can also alter the permeability of the medium if it occurs 
in nanometer pore throats.40 Considering the significance of the nucleation process, it would be 
very useful if reactive transport models could include this kinetic pathway in addition to the 
mineral growth pathway. The incorporated nucleation pathway in modeling, however, is seldom 
available in current modeling codes, because the required parameters are insufficient, even for the 
widely studied CaCO3. Moreover, the effects of subsurface fluid conditions and chemistries, such 
as high temperature and high salinity, on nucleation behaviors remain elusive.   
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Figure 1.3  Illustration of nucleation as the process of forming a solid phase nucleus out of a 
liquid phase. Homogeneous nucleation refers to nucleation in solution, and heterogeneous nucleation 
refers to nucleation on substrates.  
 
1.1.3 Wellbore Cement Deterioration 
As mentioned above, CO2 mineralization can be easily found in wellbore cement if the 
cement is exposed to injected CO2. This is because cement is a basic material, and thus, reactive 
with acidic CO2. The mostly commonly used cement, Portland cement, is produced by heating a 
mixture of clay and lime to about 1,450 oC until the mixture fuses to produce cement clinker. The 
clinker is cooled and ground to fine powder, containing mainly calcium oxide and calcium 
silicate.41 Upon mixing with water, these components experience hydration reactions with water, 
and harden to produce mechanical support.  
 
Figure 1.4  Chemical reactions in cement in the presence of CO2 (Kutchko et al., 2007).42 
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Portland cement is used widely in construction, and is also used for building injection 
wells. Chemical reactions of cement with CO2 are shown in Figure 1.4, and they can deteriorate 
cement’s mechanical properties, although they can also lead to CO2 mineralization. The CO2-
altered cement has altered porosity, permeability, strength, and mineralogy, and can influence CO2 
transport in the subsurface. It may also contain opened fractures that facilitate CO2 leakage. 
Therefore, further understanding of quantitative linkage between chemical and mechanical 
changes can help us understand and predict wellbore integrity in wellbores, and it can also serve 
as an excellent example for investigating roles of CaCO3 formation in energy-related subsurface 
operations. Improved knowledge about CO2–brine–cement is applicable to other geomedia where 
dissolution of primary minerals and precipitation of secondary minerals is predicted when CO2 is 
present. For example, in the case of shales, which are often caprocks at GCS sites, it is important 
to analyze their chemical and mechanical changes. The difference of shales from cement systems 
is that the porosity and permeability of the shale are lower, the mineralogy is more complicated, 
and the minerals are less reactive. However, as with cement, exposure to CO2 can alter shales’ 
mineralogy through dissolution and reprecipitation,43 and these reactions could change the 
wettability, structure, and mechanical properties of the shale.44, 45 As in the cement systems, the 
alterations of the shale matrix or shale fractures will determine whether CO2 transport will be 
facilitated or hindered.  
1.1.4 Reactive Transport Modeling (RTM) 
To investigate interactions between fluid and geomedia, experimental approaches are 
indispensable. However, it is difficult to obtain results for geologic time scales or for each varying 
temperature, pressure, aqueous chemistry, or geomedia property. Reactive transport modeling is 
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thus an ideal approach to help understand and predict the system.46, 47 In the model, one sets up a 
geomedium or a solid mineral, and adds the fluid flowing through the medium or passing the 
mineral surface. As the fluid moves, it also interacts with the minerals via dissolution, 
precipitation, sorption, and catalytic surface reactions. Both the solid phases and the fluids may 
continue to transform throughout the entire process. 
In terms of wellbore cement deterioration caused by CO2 injection, reactive transport 
modeling can predict the chemical reactions,48 the distribution of solids and aqueous species in 
space, and the results can be extrapolated to predict the scenario for thousands of years equal to 
the expected CO2 storage time. In addition to predicting long-term outcomes of cement–CO2 
interactions, reactive transport modeling can also provide detailed mechanistic understanding of 
these systems. This mechanistic understanding is important, because it enables more accurate 
prediction for long term reactions, and it also reveals the significance of pore scale mineral–fluid 
interactions. Some of the pore scale mechanisms have not been investigated for cement 
deterioration systems, such as the nucleation kinetics mentioned in Section 1.1.2, and their 
influences on the overall system. Hence, reactive transport modeling incorporated with these pore 
scale insights would be helpful for better understanding wellbore cement deterioration.  
 
1.2 Objectives and Tasks 
1.2.1 Knowledge Gaps 
As introduced in section 1.1.3, wellbore integrity is crucial for safety of CO2 storage. In 
building wellbores in GCS sites, cement provides necessary mechanical support. From a practical 
view, the chemical deterioration of cement would become apparent and important only if it caused 
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mechanical deterioration. However, quantitative coupling of chemical and mechanical properties 
during CO2 attack on cement has not been systematically studied. Although it is known that the 
chemical reactions can decrease local permeability in part of the CO2-altered zone
49-51 and also 
decrease the overall strength,52 the quantitative relationship between alteration extent and strength 
decrease is not completely clear. It is also not clear which part of the altered zone has the most 
critical effect on overall strength decrease.  
Apart from CO2, there are many other dissolved species in the formation brine as well. For 
example, sulfate is one of the most abundant ions, and its concentration has a range of 0.01 M–
0.05 M.53 Sulfate also plays important roles in water–rock interactions due to its adsorption on 
mineral surfaces,54, 55 including CaCO3 surfaces. Because CO2 attack on cement is coupled with 
CaCO3 formation, it is expected that sulfate ions will interfere with cement’s chemical and 
mechanical changes during CO2 attack. However, the detailed interferences have not been studied 
before.  
For understanding the mechanisms during CO2 attack on cement, reactive transport 
modeling has proven effective,48, 49, 56-60 and yet most studies focus on porosity-permeability 
relationships of the media and the advection and diffusivity of the fluids. There are limited studies 
investigating pore scale precipitation mechanisms. The lack of focus on the pore scale mechanisms 
is likely due to the absence of a modeling code incorporated with these important mechanisms, 
such as nucleation kinetics and pore scale precipitation.  
 As one of the most important processes in geomedia–fluid interaction, nucleation deserves 
more attention both experimentally and in modeling. The lack of the parameters for setting up 
nucleation kinetics in modeling needs to be filled by experimental measurements using new 
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techniques for in situ observations of nanoscale nuclei, and these parameters have not been 
available in the past. The two categories of missing parameters are the thermodynamic parameters 
(most importantly the interfacial energies involved in nucleation) and the kinetic factors. Previous 
studies have provided limited values for interfacial energies for CaCO3 nucleation in solution,
61 
and very recently also for CaCO3 nucleation on substrates,
31 but there have been no reported values 
for kinetic factors such as the activation energy. In addition to parameters for incorporating 
nucleation in modeling, nanoscale observation of nucleus formation is also instructive in that it 
can provide new information on the influences of various conditions on nucleation behaviors, such 
as nuclei size, relative rates of nucleation and growth, and aggregation tendency. Such information 
can guide materials synthesis as well as helping us better understand geomedia–fluids interactions.  
1.2.2 Specific Objectives and Tasks 
In order to fill the knowledge gaps and provide important information for safer and more 
efficient GCS applications, the following objectives and tasks are specified.  
Objective 1: Quantitatively examine chemical reactions and mechanical deterioration in cement 
after exposure to CO2 under GCS conditions in the presence and absence of additional sulfate ions.  
Hypothesis 1: Chemical reactions of cement with CO2 under GCS conditions involve dissolution 
of cement components and precipitation of CaCO3 in the cement matrix. The precipitated CaCO3 
can hinder CO2 transport into the inner core of the cement and decelerate cement deterioration. 
After CO2 attack, the overall strength of the cement sample will decrease, and this decrease is 
related to the loss of materials in cement matrices caused by dissolution. The presence of additional 
sulfate ions will change the rate of CO2 attack, but will not change the mechanisms of the CO2 
attack.  
10 
 
Objective 2: Set up a reactive transport model to simulate the reactive transport of CO2 in cement; 
identify the most important pore scale mechanisms and incorporate them into the modeling 
framework to reproduce the experimental observations in CO2-deteriorated cement.  
Hypothesis 2: The modeling results will be greatly affected by CaCO3 nucleation kinetics and 
CaCO3 precipitation in pore spaces. The experimental observations will be reproduced at 
continuum scales only if these pore scale processes are incorporated.  The modeling results will 
suggest influences of more complicated environments on cement alteration, such as the effects by 
additional sulfate ions. The results will also imply strategies for mitigating CO2 attack on cement. 
The model will serve as a benchmark example to demonstrate the roles of pore scale insights in 
larger scale subsurface field sites.  
Objective 3: Experimentally obtain the interfacial energy, the activation energy, and the pre-
exponential factor for modeling CaCO3 nucleation according to nucleation rate equation: 𝐽 =
𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
) ; and examine CaCO3 nucleation behaviors with different substrates, 
salinities, and temperatures.    
Hypothesis 3: A full set of thermodynamic and kinetic factors required for incorporating 
nucleation kinetics in modeling will be obtained by experimentally measuring nucleation rates 
with different supersaturations of the solutions and with different temperatures. The varying 
substrates, salinities, and temperatures will impact nucleation behaviors as well as altering 
interfacial energies and kinetic factors.  
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1.3 Overview of Dissertation 
The three objectives have been accomplished in three tasks. Task 1 elucidated the 
quantitative relations between chemical and mechanical alterations of wellbore cement using 
experimental approaches, and clarified the effects of additional sulfate ions on cement alteration. 
Task 2 set up a reactive transport model using CrunchTope based on the experimental system in 
Task 1, and numerically simulated the cement deterioration process with an updated CrunchTope 
code. The updated code has incorporated nucleation kinetics and the minimum porosity. Tasks 3 
experimentally determined the interfacial energies and kinetic factors for CaCO3 nucleation on 
environmentally abundant mineral substrates, and evaluated the influences of substrates, salinity, 
and temperature on these parameters and on nucleation behaviors.  
Task 1 regarding experimental study of cement deterioration is presented in Chapters 2 
and 3. In Chapter 2, experiments were conducted with Portland cement paste samples submerged 
in CO2-saturated brine under GCS conditions (100 bar, 95 
oC, and 0.5 M NaCl in brine) for 10 
days. After the experiment, mechanical properties were tested using a three-point bending setup 
for overall strength of the samples, and using a nanoindentation setup for hardness of microscale 
zones. Chemical reactions were characterized by observing the polished cross sections using 
backscattered electron imaging. The chemical and mechanical alterations were quantitatively 
related, and the most important zone within the deteriorated cement is identified. Chapter 3 
utilized the same experimental method, but focused on the effects of additional 50 mM of sulfate 
ions (added as Na2SO4) on the chemical reactions and the resulting mechanical changes. 
Additional tests were conducted to support the hypothesized mechanisms of sulfate ion 
interactions with the CaCO3 formed in the cement matrices.  
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Task 2 on reactive transport modeling of cement deterioration is addressed in Chapter 4. 
The experimental data obtained in Task 1 regarding the mineral fronts (i.e., the edges of a mineral 
block) in the cement matrices were used for this task, and additional data were obtained by reacting 
cement samples for 1, 3, and 6 days. A 1D continuum model was set up using software package 
CrunchTope to simulate the experimental observations. A code was added to CrunchTope to allow 
users to set a minimum allowed porosity in the geomedia, and also to allow mineral precipitation 
to initiate with nucleation kinetics, as opposed to beginning with growth on pre-existing mineral 
seeds.  
Task 3 regarding CaCO3 nucleation on mineral substrates is addressed in Chapters 4–6. 
In these chapters, nucleation was observed using in situ grazing incidence small angle scattering 
(GISAXS) which can provide information on nucleus sizes and shapes. The nucleation rates were 
obtained at different supersaturations for CaCO3 (log10(IAP/Ksp)=10
1.3–102.0) to obtain the 
interfacial energy, and at different temperatures (12 oC–31 oC) to extract the activation energy. In 
addition to parameters, nucleation behavior was further investigated using complimentary 
techniques such as atomic force microscopy (AFM), Raman spectroscopy, and scanning electron 
microscopy. In Chapter 4, a detailed method to analyze GISAXS data is presented, and CaCO3 
nucleation on mica was compared with that on quartz. Chapter 5 investigated the effects of high 
salinity on interfacial energies, kinetic factors, and nucleation behaviors. In Chapter 6, GISAXS 
measurements were calibrated with visual observations of nuclei using AFM, and the activation 
energy and the pre-exponential factor were obtained for nucleation CaCO3 on quartz according to 
the nucleation rate equation: 𝐽 = 𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
). This chapter also delineated the change 
of nucleation behaviors at different temperatures.   
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Figure 1.5  Overview of dissertation tasks and relating chapters.  
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Chapter 2: Chemical Reactions of Portland 
Cement with Aqueous CO2 and Their 
Impacts on Cement’s Mechanical Properties 
under Geologic CO2 Sequestration 
Conditions  
Results of this chapter have been published in Environmental Science & Technology, 2015, 49 
(10), 5476-5483 
Abstract 
Understanding chemical and mechanical alterations of geomedia is important for geologic 
CO2 sequestration (GCS). Among the geomedia, wellbore cement is the most reactive when CO2 
is present, and it is critical for wellbore integrity. In this chapter, chemical and mechanical 
alterations were analyzed for cement paste samples reacted for 10 days under GCS conditions. The 
reactions were at 95 oC, and had 100 bar of either N2 (control condition) or CO2 contacting the 
reaction brine solution with an ionic strength of 0.5 M, adjusted by NaCl. Chemical analyses 
showed that the 3 × 1.1 × 0.3 cm3 samples were significantly attacked by aqueous CO2 and 
developed layer structures with a total attacked depth of 1220 μm. Microscale mechanical property 
analyses showed that the hardness and indentation modulus of the carbonated layer were 2–3 times 
greater than for the intact cement, but those in the portlandite-dissolved region decreased by ~50%. 
The strength and elastic modulus of the bulk cement samples were reduced by 93% and 84%, 
respectively. The properties of the microscale regions, the layer structure, microcracks, and 
swelling of the outer layers combined to affect the overall mechanical properties. These findings 
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improve understanding of wellbore integrity from both chemical and mechanical viewpoints, and 
can be utilized to improve the safety and efficiency of CO2 storage. 
 
2.1 Introduction  
Geologic CO2 sequestration (GCS) is a promising technique to reduce anthropogenic CO2 
emission to the atmosphere, and thus help mitigate climate change.4, 62 In the application of GCS, 
CO2 is captured and injected into a geologic formation through injection wells. These wells are 
either built for GCS, are old wells for depleted oil/gas reservoirs, or are wells for enhanced oil 
recovery. The majority of well liners are cast using concrete containing Portland cement and 
aggregates. The main anhydrous phases of different types of Portland cement are 21–67% alite 
(3CaO·SiO2, or C3S), 0–49% belite (2CaO·SiO2, or C2S), 1–17% aluminate phase (3CaO·Al2O3, 
or C3A), and 6–18% ferrite phase (4CaO·Al2O3·Fe2O3, or C4AF), with the composition varying to 
serve specific purposes.41, 63 After hydration, calcium silicate hydrates (C-S-H), portlandite 
(Ca(OH)2, or CH), and other hydrated phases will coexist with anhydrous phases in the hardened 
cement. To speak concisely, this study uses the general term “cement” for hardened cementitious 
materials containing a mixture of anhydrous cement and its hydrated products. Among different 
types of Portland cement, ordinary Portland cement (OPC) is the most general type, and Class H 
and Class G, which have less Al content and a slightly lower ratio of C3S/C2S than OPC, are 
typically used for oil well cementing.41, 63 Portland cement has a pH above 12.5,41, 63, 64 while CO2 
produces carbonic acid in the presence of water. Therefore, injecting CO2 through wells or using 
cement to seal wells after CO2 injection will lead to CO2 attack on the cement, threatening the 
wellbore integrity, and thus will affect the efficiency and safety of GCS. Injected CO2 may leak 
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through the wellbore via different pathways, such as cement pore spaces and cracks, and interfaces 
between cement and surroundings, which may finally lead the way vertically upwards for CO2 to 
escape.49, 59, 65, 66 Among these pathways, the interfaces of casing/cement and cement/reservoir 
rocks are the most likely leakage pathways.50, 58, 67-74 
In recent years, investigations have been carried out on aqueous CO2 attack on well 
cements for GCS scenarios, either through field sample analyses,67, 70, 75, 76 bench-top 
experiments,42, 51, 68, 72-74, 77-87 or modeling.48, 49, 56-58, 60, 78, 87-89 At CO2 sequestration sites, where 
temperature (31–110 Co) and pressure (73.8–600 bar) are generally high,12, 62, 90 CO2 exists as a 
supercritical (sc) phase, saturated by a small amount of water, or exists as aqueous CO2 in the 
formation brine, forming carbonic acid, and driving pH down to ~3 before mineral dissolution 
gradually buffers pH up to ~5.62 Both supercritical and aqueous CO2 attack on wellbore cement 
require water to be present, so that carbonic acids can be formed.12 It is commonly reported that 
the CO2 attack on cement starts with CH-dissolution and C-S-H decalcification, followed by 
precipitation of CaCO3 and amorphous silica (am-SiO2).
12 The precipitated CaCO3 forms a 
carbonation layer in cement structure, which hinders the further penetration of carbonic acid 
solution into the cement materials.12, 42, 73, 77  
Knowledge about cement deterioration under GCS relevant conditions is accumulating, but 
many gaps remain. For example, the linkage between chemical attack and mechanical property 
deterioration is still weak. Another knowledge gap is related to the effect of the abundant aqueous 
species, sulfate (SO4
2-), on cement during CO2 attack. This chapter focuses on the first knowledge 
gap, seeking to quantify the mechanical deterioration of cement by the known extent of chemical 
reactions. The second knowledge gap is addressed in Chapter 3. Connecting chemical and 
mechanical alterations is crucial because cement is cast to provide mechanical integrity of the wells. 
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Chemical attacks on cement are a vital concern if they threaten its mechanical properties.12 
However, information on mechanical property changes of cement after CO2 injection is limited.
12  
Several studies have examined cement’s microscale mechanical properties, such as 
hardnesses and localized porosities, permeabilities, and elasticities. Kutchko et al. (2007) found 
through experimental studies that after exposure to CO2 the hardness of the carbonated zone in 
cement was enhanced to about twice that of unaltered cement.42 A similar increase in the hardness 
of the carbonated zone in cement is also found in other studies.73, 78, 91 Due to the low permeability 
of the carbonated layer, the carbonation of cement was reported to decrease the permeability of 
cement materials.50, 51, 77, 89, 92, 93 In many dynamic flow systems, the permeability of the microscale 
cement–rock interface or cement fractures was found to either decrease49, 68, 69, 71, 86, 87, 91 or 
increase80 with time, due to mineral dissolution and precipitation processes after exposure to CO2. 
For much longer reaction times (i.e., tens to hundreds of years), the predictive modeling work by 
Gherardi et al. (2012) showed that the CaCO3 and other secondary phases will finally dissolve and 
increase the permeability of cement.48 
Limited studies have reported on cement’s mechanical property changes at the macroscale. 
Barlet-Gouedard et al. (2009) briefly showed that after exposure to CO2 under GCS relevant 
conditions for one day, the compressive strength of bulk cementitious material decreased by half, 
and remained at a plateau for 5 weeks,52 and Fabbri et al. reported a decrease of 25% in strength 
after a 2-month exposure.94 Also, the connection between micro- and larger scale mechanical 
properties is still not clear. Using microscale mechanical properties to predict large scale changes 
should be approached only with caution.87, 91 Therefore, there are urgent needs to quantitatively 
bridge the chemical reactions and mechanical property changes, obtain more knowledge on 
mechanical properties at macroscales, and connect micro- and larger scales of the mechanical 
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property changes, thus building a systematic understanding of how chemical reactions affect the 
integrity of cement materials. 
 This study aims to examine and quantify the mechanical changes of cement materials after 
chemical reactions with respect to their strength, elasticity, and fracture surface roughness at the 
macroscale, and the hardness and indentation modulus at the microscale. Findings of this study 
provide an important link between key chemical reactions and the resulting mechanical property 
changes. The multidisciplinary approach helps understand and predict wellbore integrity under 
GCS conditions from both geochemical and mechanical standpoints, and hopes to benefit both 
communities. 
 
2.2 Experimental Section 
2.2.1 Cement Paste Preparation  
Ordinary Portland cement (OPC) was used in this study. Although Class H and Class G 
Portland cement are the most commonly used types for wellbore cementing, OPC is the basis of 
all other types of Portland cement, and is responsible for the intense chemical reactions under GCS 
conditions.41, 42 OPC used in this study was manufactured by QUIKRETE®, and its X-ray 
fluorescence (XRF) analysis is presented in the Supporting Information (Table 2-S1). Cement and 
ultrapure deionized (DI) water were mixed with a water–to–cement ratio of 0.5, which allowed 
thorough mixing and was within the typical range of 0.3–0.6 for a paste.41 The cement slurry was 
cast in 3 cm (l) × 1.1 cm (w) ×0.3 cm (h) custom-made rubber molds. The sample dimensions 
were designed to be small enough to allow us to determine obvious mechanical property changes 
of the entire sample after reactions for 10 days. The molded samples were hardened for three days 
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at ~100% relative humidity under room conditions before de-molding and high 
temperature/pressure reactions. After three days, OPC can develop 40% of its full strength under 
room conditions.63 The samples are still vulnerable to enable reasonably fast reaction rates of 
chemical attack, while they are strong enough to avoid sample damage during de-molding. The 
chemical reactions with newly hardened cement are close to situations where cement is used to 
seal decommissioned CO2 injection wells or defective wellbores. In addition, because cement that 
has fully hardened for a longer time has similar chemical components to newly hardened cement, 
old well cement and newly hardened cement are similarly altered by chemical attacks, with 
consequently similar mechanical property changes.  
2.2.2 High Pressure and High Temperature Reaction Conditions 
 After hardening, cement samples were de-molded, rinsed with DI water, and reacted under 
two conditions at 95 oC. The “N2” condition represents a system without chemical attacks, 
achieved by injecting N2 at 100 bar into the reactor. This condition was the control, where the 
cement samples underwent high temperature/pressure curing and developed higher strength than 
if cured only at ambient conditions.63 The “CO2” condition represents a system with CO2 attack, 
mimicking the situation after CO2 injection, achieved by injecting CO2 at 100 bar into the reactor. 
Under the CO2 condition, cement curing and CO2 attack happened at the same time. To 
differentiate the condition names from the chemical formulas of CO2 and N2, this study uses 
normal font (no subscripts) for the condition names. Under both conditions, eight samples were 
submerged in a brine of 0.5 molar (M) NaCl. The solid-to-liquid ratio was 1/16 by volume. The 
experimental temperature, pressure, and salinity were within the range of GCS application 
(31−110 °C, 73.8−600 bar, and 0.01−2 M NaCl).12, 62, 90 The comparatively high end of the 
temperature range was selected to enable reasonable reaction rates for bench-scale study. More 
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information on our experimental temperature and pressure is available in the Supporting 
Information Section 2-S1. After the reactor of the CO2 condition reached 95 oC and 100 bar of 
CO2, and before the reaction started, the pH of the brine was 3.0 ± 0.1, measured by a pH electrode 
workable at 1–139 bar and 20–120 oC (Corr Instruments, TX). More information on our reactor 
and setup is provided in the Supporting Information Section 2-S1.  
2.2.3 Chemical Analyses after Reactions 
Reaction under the CO2 condition (CO2 samples) lasted 10 days, long enough to allow the 
cement samples to develop significant mechanical changes compared to the control condition, but 
still have an intact core. When the reaction time was completed, the reactor was gradually degassed 
for 1 hour to minimize possible damage by depressurization. The aqueous phase was collected and 
acidified by HNO3. Aqueous metal concentrations were measured by inductively coupled plasma-
optical emission spectrometry (ICP-OES). The cement samples were rinsed by DI water, oven-
dried at 80 °C for eight hours to remove pore waters but not combined water.41, 95 No phase 
decomposition by the drying process was observed. The samples were then tested by a three-point 
bending setup, as described in the following section 2.2.4. After the bending tests, three of the 
most representative samples from each condition were mounted in epoxy resin, and the 𝑤 × ℎ  
cross section was ground flat using increasingly finer SiC papers and polished with a series of 
diamond pastes decreasing to 0.1 μm particle size. The polished cross sections were imaged by a 
backscattered electron (BSE) detector on a scanning electron microscope (SEM, JEOL 7001LVF 
FE-SEM), coupled with energy dispersive X-ray spectrometry (EDS) to analyze the elemental 
composition. Both BSE-SEM and EDS were operated in low vacuum mode (10 Pa), with a 
working distance of 10 mm, an accelerating voltage of 10.00 kV, and a probe current of 16 μA. In 
the BSE images, the brightness of a phase is approximately related to the average atomic number: 
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the lighter the phase, the larger the average atomic number.41, 96, 97 The brightest areas are 
anhydrous phases, followed by grey CH and C-S-H phases, and the darkest areas are pores or 
cracks.41, 98 Within the anhydrous phases, the Al-containing phases, C3A and C4AF, are brighter 
than alite and belite.99 To relate the BSE images to the optical appearance of the polished surfaces, 
the samples were imaged also by an optical microscope (Zeiss Imager Microscope).  
To identify the phases of the cement samples, X-ray diffraction (XRD) was performed by 
a Rigaku X-ray Diffractometer. XRD powder samples were ground from each layer in the CO2-
altered cement samples (which developed layered structures). In this way, the mineralogy could 
be analyzed for each separate layer.  No layer structures were observed in samples reacted under 
the N2 conditions (N2 samples), and the powders were ground from the bulk cement sample.  
2.2.4 Solid Sample Analyses for Mechanical Property Changes after Reactions 
Three-point bending tests. To obtain the mechanical strength, elastic modulus, and 
toughness indices of the reacted samples, three-point bending tests were conducted on the oven-
dried specimens, using a three-point bending setup in a mechanical test frame (Instron® Model 
5583 mechanical test frame) with a 500 N maximum load cell (Instron® Model 2525-816). The 
setup of the bending test is shown in Figure 2.1a. A custom-made sample stage on which samples 
were bent was built with steel and aluminum. At the maximum loading force of ~65 N, the data 
showed that the fixture did not experience deformation. The distance between the two supporting 
points was 2.2 cm, and the weight of the loading rod was 0.23 N, which generated 0.08 MPa stress 
within the sample, far less than the stress required to generate fractures. The 0.23 N was added to 
the loading force to calculate flexural stresses. The Bluehill software package (Instron®) was used 
to control the actuator and to acquire data. The loading rod pushed down at a speed of 0.05 mm/min, 
and the displacement of the loading point was recorded as the deflection of the sample beam (δ). 
22 
 
Under the loading force, compressive and tensile stresses developed in the direction of the beam 
axis and generated flexural stresses in the beam. The maximum compressive stress was at the top 
surface under the loading rod, and the maximum tensile stress was at the bottom surface, directly 
beneath the loading point. Because most cementitious materials can withstand about 10 times more 
compressive stress than tensile stress,52, 100 fractures start from the bottom surface. For a 
rectangular beam in bending, the load force is converted to flexural stress (𝜎𝑓) by
101 
𝜎𝑓 =
3𝐹𝐿
2𝑤ℎ2
 ,         Eq. (2.1) 
and the elasticity of the beam is represented by elastic modulus (𝐸𝑓) calculated from 
𝐸𝑓 =
𝐶𝐿2
6ℎ
  ,         Eq. (2.2) 
where 𝐹 is the applied force, 𝐿 is the distance between supporting points, 𝑤 and ℎ are the width 
and height of the sample, and 𝐶 is a constant representing the slope of the linear part of the stress–
deflection curve. The strength of the cement sample is represented by the modulus of rupture 
(MOR), which is the maximum stress that a sample can withstand before breaking.  
The post-crack behavior of our samples was compared by the shape of the stress-deflection 
curve after the main drop. The energy absorbed by a sample is related to the area under the stress-
deflection curve. After the main crack occurs, if a stress-deflection curve drops to zero immediately, 
the sample is considered brittle, and does not absorb energy after the crack event; if the curve drops 
gradually, the sample is quasi-brittle, and can absorb more energy after the main crack. This 
comparative method is adapted from standard ASTM C 16094 (formerly ASTM C 1018).102 
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Figure 2.1  (a) Diagram of three-point bending test. Loading force (F) and the deflection of the beam (δ) 
were recorded. During the bending process, the top surface of the beam has the maximum compression, 
and the bottom surface has the maximum tension. The crack starts from the bottom surface. A 
demonstration stress–deflection curve is also shown. (b) Diagram of nanoindentation. A demonstration 
indentation curve is shown on the right. Unit conversion factors are not included in the equations. 
 
Fracture roughness comparison. In this study, the roughnesses of the fracture surfaces 
of N2 and CO2 samples were qualitatively compared by observing the fracture surfaces after 
bending tests, and quantitatively compared by calculating the length of fracture surface profile 
lines, which spanned a projected length of 2 mm parallel to the h direction, as shown in Figure 2-
S2. The fracture surface profile lines were obtained by a laser scanning profilometer (Keyence, 
LJ-V7080). The distance between two adjacent points on the profile lines was 100 μm. The profile 
roughness parameter RL is defined as the ratio of the actual profile length to the projected profile 
length, and is always equal to or larger than 1. The larger the RL, the rougher the surface. A diagram 
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of the laser scanner setup and the profile roughness calculation is available in the Supporting 
Information (Figure 2-S2).  
In fracture mechanics, the fracture surface of a brittle material is usually described as fractal, 
meaning that the pattern is self-similar at any scale, so that the fracture surface profile length 
depends on resolution.103 To eliminate the effect of measurement scale and resolution on the 
roughness measurement, the profile roughness or the surface roughness, extrapolated to infinitely 
small scale,104 and the fractal dimensions103, 105, 106 have been suggested to quantify the  surface 
roughness. Because the quantification of surface roughness is not the focus of this study, and 
because results for surface roughness could vary significantly using measurements by different 
methods,103 this study uses the profile line for comparisons of roughness.  
Nanoindentation.    To acquire the mechanical properties of the different microstructural 
regions in the reacted cement samples, the hardness and indentation modulus were measured 
through nanoindentation testing (HYSITRON TI 950 TriboIndenter) of the polished cross sections. 
A diagram of the indentation setup is shown in Figure 2.1b. A diamond Berkovich probe was used 
to indent the sample at a displacement rate of 50 nm/s to a maximum depth of 250 nm, holding at 
250 nm for 5 seconds before unloading from the surface at a speed of 50 nm/s. The hardness (H) 
and indentation modulus (Er) were calculated by 
 𝐻 =
𝐹𝑚𝑎𝑥
𝐴𝑟𝑒𝑎
  , and         Eq. (2.3) 
 𝐸𝑟 =
𝑆𝑙𝑜𝑝𝑒√𝜋
2√𝐴𝑟𝑒𝑎
  ,        Eq. (2.4) 
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where 𝐹𝑚𝑎𝑥  is the maximum load, 𝐴𝑟𝑒𝑎 refers to the projected contact area, and 𝑆𝑙𝑜𝑝𝑒 is the 
initial slope of the load–displacement curve upon unloading. 𝐸𝑟 is a measure of the stiffness of the 
indented material.  
 
2.2 Results and Discussion 
2.2.1 Appearance of CO2-Attacked Cement Samples 
After 10 day reactions, N2 samples were grey, while CO2 samples had developed an 
orange tint on the surface (inserted pictures in Figure 2.2a). Four out of eight CO2 samples 
developed bumps on their surface. The orange color of the surface of CO2 and acid attacked cement 
materials has been widely reported.12, 42, 73  However, up till now, the specific mineral phase that 
appears orange has not been identified.12 It has been proposed that the orange phase is likely Fe(III) 
oxides re-precipitated from iron dissolved from Fe(III)-containing phases, but this has not been 
supported by experimental results.12 Thus, we tested whether the orange color is given by Fe(III). 
Additional CO2 samples were soaked in strong nitric acid for 1 day. After the acid treatment, the 
orange color became more distinct. The samples were rinsed with DI water and dried for SEM-
EDS and XRD analysis. EDS analysis (Figure 2-S6) showed that the orange color saturation was 
well correlated with the Fe content in the samples, and the orange color indicates Fe(III). On the 
other hand, interestingly, no crystallized Fe(III) phases were identified by XRD, indicating that 
these Fe(III) phases were either amorphous (e.g., amorphous Fe(III) (hydr)oxides) or very sparse. 
These Fe(III) phases may affect further geochemical reactions, and more discussion is in the 
Supporting Information Section 2-S2. 
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Figure 2.2  Mechanical property analyses by three-point bending tests. (a) Typical stress–deflection 
curves of samples reacted under different conditions. Inserted pictures show the appearances of typical 
samples after the bending tests. The curves of CO2 samples have fluctuations, indicating layer structures. 
The stress–deflection curves of N2 samples are smooth and linear, and fail without yielding when the 
sample is broken. (b) The strength (represented by the modulus of rupture) and the elastic modulus of the 
samples, calculated according to Eqs. 2.1–2.2. The CO2 samples have lower strength and elastic moduli. 
(c) Typical surface profiles of N2 and CO2 samples. The N2 samples have sharp fracture surfaces, while 
the CO2 samples have rough fracture surfaces. 
 
2.2.2 Chemical Reactions during CO2 Attack 
Cement dissolution. To analyze the dissolution of the cement samples, aqueous 
concentrations of Ca and Si were measured by ICP-OES. Due to secondary precipitation during 
degassing and cooling of our system, the measured concentrations were likely to be lower than in 
situ concentrations. Concentrations of Al, Fe, and Mg were below the detection limits. As shown 
in Table 2-S2,  the aqueous concentrations of Ca and Si under the CO2 condition were 147.6 ±
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0.6 mM and 5.33 ± 0.03 mM (Ca/Si = 27.7); those under the N2 condition were 9.0± 0.3 mM 
and 1.62 ± 0.01 mM (Ca/Si = 5.6), respectively. The Ca/Si atomic ratio in the cement clinker 
before hydration was 3.0, measured by XRF. Both aqueous Ca and Si concentrations indicate that 
CO2 samples had much more dissolution than the control samples. Also, under both CO2 and N2 
conditions, Ca dissolved faster than Si. Under the CO2 condition, Ca was specially preferred to 
dissolve.  
 
Figure 2.3  (a – b) BSE images of polished cross sections of N2 and CO2 samples. The inner core is on 
the right, and the edge is on the left of each image. Four regions are shown in the CO2 image. Region 1 is 
the intact part. The main reactions in Regions 2–4 are described by Eqs. 2.5–2.8. Microcracks are 
commonly observed in Region 2, indicated by the arrow. (c) BSE image of a polished intersection 
crossing a bump on the CO2 samples. The bump formed along with a gap in Region 2. Using Raman 
spectroscopy, both aragonite and calcite were identified as precipitates in the gap (Figure 2-S4d). (d) 
XRD patterns of different regions of CO2 samples. The intact core has undissolved portlandite; Region 2 
does not have peaks corresponding to portlandite, indicating its complete dissolution; Region 3 has 
substantial CaCO3, including both aragonite and calcite. Region 4 also has undissolved CaCO3. 
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Identifying mineral phases in the reacted samples.     CO2 attack on cement samples is 
clearly shown in the SEM-BSE images in Figures 2.3b-c. Layer structures composed of four 
regions developed in the CO2 attacked cement. From the inner core to the sample surface, Region 
1 is the intact cement; Region 2 is the CH-dissolved region with all Ca(OH)2 dissolved and C-S-
H partially dissolved, leaving the area more porous and the BSE images showing more black pore 
areas; Region 3 is the carbonated layer, where CaCO3 appears as a dense grey phase in the BSE 
image; and finally, Region 4 is the sample surface directly in contact with the bulk acidic brine, 
where CaCO3 has been dissolved. In the last decade, the attack of CO2 on cement under GCS 
relevant conditions has been characterized. The main chemical reactions in each regions are:12, 42, 
73 
Region 2:  Ca(OH)2  Ca2+ + OH-;     Eq. (2.5) 
  C-S-H  Ca2+ + OH- + am-SiO2;    Eq. (2.6) 
Region 3: Ca2+ + HCO3
- + OH-  CaCO3 + H2O;   Eq. (2.7) 
Region 4:  CaCO3 + H2CO3  Ca2+ + 2HCO3-;    Eq. (2.8) 
In this work, these chemical reactions were confirmed by EDS results (Figure 2-S3) and 
XRD results (Figure 2.3d). From XRD results, portlandite was identified for the intact Region 1. 
Extensive formation of CaCO3, mostly as calcite and partially as aragonite, was observed in 
Region 3. The XRD result for Region 4 also has CaCO3 peaks, which are from the interface of 
Region 3 and Region 4, and from the CaCO3 precipitated on the sample surface after the reaction 
(i.e., degassing and cooling of the reactor, and drying of the samples). No Ca(OH)2 was observable 
from the XRD spectra of Region 2, indicating complete dissolution of portlandite in Region 2. The 
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broad peak for amorphous silica could not be observed in the presence of strong CaCO3 peaks. No 
expansive minerals (e.g., ettringite or clay minerals) were identified from EDS or XRD analysis. 
In the CO2 samples, because of the loss of materials by dissolution, Region 2 is a 
comparatively fragile region, where many microcracks were observed in BSE images. The cracks 
may have formed either during the reaction or during the oven-drying, which may have caused 
internal stress. The cracks usually end at the inner side of Region 3, shown by the arrow in Figure 
2.3b. Interestingly, the bumps on the surface of the CO2 samples developed along with a gap at 
the outer edge of Region 2. In the gap, more CaCO3 precipitated as calcite and aragonite, as 
identified by Raman spectroscopy (Figure 2-S4d). The bumps were formed during the reaction, 
because their curvature cannot be achieved by a short period of time for brittle cement during 
degassing, and because they appeared on the sample surface before any treatment of the samples 
after being taken out from the brine solution. The mechanism of formation of the bumps will be 
discussed in the later section. 
The optical images of the polished surfaces also clearly show the layer structure of the CO2 
attacked samples, and are shown in Figures 2-S4a–c, with comparison to the control samples. The 
total attacked thickness in the CO2 samples (Regions 2–4) is 1220 ± 90 μm. Specifically, the 
thicknesses of Regions 2, 3, and 4 are about 960 ± 100 μm, 100 ± 17 μm, and 170 ± 35 μm, 
respectively.  
2.2.3 Deteriorated Macroscale Mechanical Properties and Changes in 
Fracture Mechanics 
Three-point bending tests. Results from three-point bending tests revealed that 
chemical reactions caused mechanical property changes in the bulk cement samples. Compared to 
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the control N2 samples (MOR = 20 ± 2 MPa, and Ef = 4.2 ± 0.6 GN/m2), the strength and 
elasticity of the CO2 samples were deteriorated by 93% and 84%, respectively. The dramatic 
decreases in both the strength and elastic modulus of the CO2 samples are plotted in Figure 2.2b. 
The typical stress–deflection curves in Figure 2.2a show that CO2 samples have obvious 
fluctuations in their stress–deflection curves, which are related to their layer structure. When a 
sample has a layer structure perpendicular to the direction of loading force, the layer farthest from 
the loading point breaks first. As the loading point continues to push down on the beam, the layer 
next to the farthest layer, if not broken, takes on the role of resisting the load force. This sequential 
breaking is reflected in the fluctuations of the stress–deflection curve. The N2 samples do not show 
fluctuations in the stress–deflection curves. In the stress–deflection curves of N2 samples, the 
curves increase linearly as the deflection increases. The slightly concave shape at the beginning of 
the curve is due to the imperfect contact of the tip of the loading rod with the top surface of the 
sample, or the contact of the supporting points with the bottom surface of the sample.  
The stress–deflection curves also indicate that CO2 attack changed the post-crack behavior 
of our cement samples: the N2 samples are brittle, whereas the CO2 samples are quasi-brittle. This 
difference indicates that the CO2-attacked cement samples, although having lower strength, have 
a relatively higher resistance to breaking after the critical crack. 
Changes in fracture roughness.     The CO2 samples had rougher fracture surfaces. The 
profile roughness parameters of the CO2 samples were scattered in the range of 1.02–2.39, with a 
median of 1.14; while the profile roughness parameters of the N2 samples were in the range of 
1.00–1.05, with a median of 1.00. The roughnesses of the N2 and CO2 samples can also be visually 
compared from the typical surface profiles in Figure 2.2c, generated using the laser scanner. The 
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rougher fracture surfaces of the CO2 samples are likely due to the abundant (micro)cracks in the 
sample. It is probable that the fracture proceeded in the CO2 samples by connecting pre-existing 
(micro)cracks in the CO2 attacked regions, thus producing rough fracture surfaces in these regions. 
The intact core did not have microcracks, and was expected to have flat fracture surfaces. However, 
because the intact core was thin, a difference in roughness of different regions could not be 
resolved.  
2.2.4 Enhanced Microscale Mechanical Properties of the Carbonated Layer at 
the Cost of the CH-Dissolved Region 
By employing nanoindentation, the hardnesses and indentation moduli of microsize areas 
on the polished cross sections can be compared, as shown in Figure 2.4. The hardness (0.8 ± 0.5 
GPa) and the indentation modulus (17 ± 8 GPa) of the intact core of the CO2 samples are the 
same as those of the control samples (0.9 ± 0.7 GPa and 18 ± 12 GPa for hardness and indentation 
modulus, respectively). The carbonated layers, Region 3, of the CO2 samples have a significantly 
higher hardness of  2.4 ± 1.0 GPa and a higher indentation modulus of 39 ± 11 GPa, both 2–3 
times that of the control hardness. On the other hand, due to the dissolution of materials, Region 2 
has ~50% lower hardness and indentation modulus than the intact core. Region 4 is dissolved from 
the carbonated layer, and its hardness and indentation modulus have decreased to less than half the 
values of the carbonated layer. 
Increased hardness of the carbonated layer in cement materials after CO2 attack under GCS 
relevant conditions has been reported by previous studies; however, much less attention was paid 
to the hardness of the CH-dissolved region.42, 73, 78 Due to the dense CaCO3 phase, the initial 
carbonation of cement has been reported to increase the compressive strength of cement materials, 
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but the strength may decrease for longer CO2 attack.
52, 92, 93 In our study, the decrease in hardness 
and indentation modulus in Region 2 is also quantified, clearly showing the weakening in the 
microscale. This new information is a key link to decreased strength and elastic modulus of the 
bulk samples.  
2.2.5 Linking Micro- and Macroscale Mechanical Properties 
 This study showed that in microscale, the carbonated layer is denser and harder than the 
intact cement, while the CH-dissolved region is weaker. On the large scale, the bulk samples have 
significant decreases in strength and elastic modulus, which correspond to the microscale 
mechanical property changes of the CH-dissolved region, rather than those of the carbonated layer. 
This correlation suggests that the mechanical properties at microscale and macroscale need to be 
carefully considered. The structure of how strong and weak microscale components are assembled 
may lead to the weakening of the bulk material. In the specific case of this study, the structure of 
microscale components is illustrated in Figure 2.4b. Both bumps on the cement surface and 
microcracks in Region 2 deserve careful consideration to account for the change in the mechanical 
properties of the bulk sample. 
 First, intense CO2 attack may cause swelling of outer layers of cement, forming bumps on 
the surface, and further cause spalling when the bumps break and fall out. The BSE image of the 
cross section of the CO2 sample (Figure 2.3c) shows that the swelling layers are Region 3 and 4, 
which protrude outwards, and have detached from the inner part of the sample, forming a gap 
between Region 3 and inner regions. Such a geometry of swelling suggests that large amounts of 
CaCO3 precipitated over a comparatively large space in a short period of time. The time period 
may not have been long enough for the abundant CaCO3 to find space in the pores in the CH-
dissolved region through ion diffusion. Thus, the CaCO3 preferentially precipitated outward and 
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detached from the core, forming a gap in the weak Region 2. The swelling led to buckling of the 
surface layers, which then stressed and cracked the outer surface, opening fast pathways for further 
chemical attack (Figure 2.3c and Figure 2.4b). Delamination of carbonated layers, swelling, and 
later on spalling, were also observed in other studies on CO2 corrosion of cement materials cured 
longer than 28 days before reaction in GCS relevant conditions, but the formation processes have 
not been discussed.52, 78, 79  Here, we provide new insight on the mechanism of formation of these 
sample defects.  
 Second, Region 2 is a mechanically weak space, where microcracks are likely to occur due 
to even slight stresses. Some microcracks stretch through the carbonate layer, reducing the 
integrity of the carbonate layer and decreasing the strength of the overall structure. Because of the 
weak nature of Region 2, swelling and spalling are also apt to occur. The weakness of Region 2 is 
extremely important, because both microcracks and the space caused by swelling can serve as 
important pathways through which CO2 leaking is enabled.
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Figure 2.4  (a) Hardness and indentation moduli of N2 and CO2 samples. The CO2 samples are shown 
with respect to Regions 1–4. The intact Region 1 is similar to the control samples, and the carbonated 
Region 3 has enhanced hardness and indentation modulus. Region 2 has deteriorated mechanical 
properties.  (b) Diagram of the structure of the CO2 samples, view on the w × h cross section, showing 
how different regions with different mechanical properties (as shown in (a)) are assembled together. The 
left and right edges are the surfaces of the sample. 
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2.3 Environmental Implications 
 Cement deterioration by CO2 attack is closely related to wellbore integrity, and must be 
well understood for safer CO2 storage. One way to understand cement deterioration is through a 
combination of chemical and mechanical alterations. We showed that a 1220 μm attacked depth 
on both sides of a 3 mm thick cement sample can lead to a ~90% decrease in strength and elasticity, 
and we also tested the mechanical properties of each layer. The quantified thicknesses span the 
chemical and mechanical perspectives. They can be used to calibrate not only reactive transport 
models,48, 49, 56, 59, 60, 107 but also mechanical models (through simulating bulk mechanical properties 
by combining local properties).52, 87, 89 By calibrating the models, we can improve our 
understanding of the mechanisms in interactions between reactive transport fluid and cementitious 
materials, as well as the mechanisms for constructing bulk mechanical properties using microsize 
properties. The better understood mechanisms will lead to more robust prediction for systems 
under different conditions. The experimental methods developed in this study also serve as a good 
reference for future studies combining chemical and mechanical analyses.  
The findings of this study highlighted the importance of the CH-dissolved region in linking 
micro- and macroscale mechanical property changes. In past studies of CO2 attack on wellbore 
cement, the CH-dissolved region has not been fully considered. For example, the hardness of CO2-
altered cement was reported only for the carbonated layer by Kutchko et al.42 and Zhang et at;78 a 
30% decrease of Young’s modulus in the CH-dissolved region was briefly mentioned by Manson 
et al.;73 and the decrease of strength was attributed to microcracks at the front of carbonated layer 
by Fabbri et al.,89 but was not linked with the property of the CH-dissolved region.  
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Furthermore, we highlighted the importance of structure in affecting the strength of bulk 
cement. Previous modeling considered only the complete dissolution of CaCO3 as the critical point, 
past which the carbonated layer loses its protective role. This study provided new information, 
namely that the protective ability of the CaCO3 layer can also be reduced by bumps on the surface. 
Also, the microcracks in Region 2 and the gap caused by formation of bumps can decrease the 
strength of the bulk material, and also lead to rougher fracture surfaces. The decreased strength 
can enable easier formation of cracks, which can allow CO2 to pass through and further weaken 
the cement by continuing CO2 attack. The rougher fracture surfaces imply that if dissolution and 
precipitation reactions are to be studied in the fracture, a longer fracture path with a larger exposed 
area and greater tortuosity should be considered for CO2-attacked samples.  
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Supporting Information for Chapter 2 
2-S1 Experimental Setups  
To conduct the experiments, we used a bench-top high temperature and pressure reactor, 
purchased from Parr Instruments, IL. The reactor is made from HC alloy-276, with a volume of 
300 mL. To avoid contamination from alloy dissolution in acidic brine, a Teflon liner was used to 
contain the reaction solutions. The reactor module was previously used in several of studies in our 
lab.108-115 The pressure was controlled by a syringe pump (Teledyne ISCO, Lincoln, NE) linked to 
the reactor, and the temperature was controlled by a thermocouple, a heater, and a temperature 
controller (Parr Instrument Company, IL). 
 
Figure 2-S1  Experimental setup for high temperature/pressure experiments. The temperature is 
controlled at 95 oC and the pressure is controlled at 100 bar. 
 
The conditions used in this study were 95 oC, 100 bar, and 0.5 M NaCl ionic strength. 
These conditions are within the range of conditions observed in GCS sites (31 – 110 oC, 73.8–600 
bar, and 0.01–2 M NaCl).90 The comparatively high end of the temperature range was selected to 
enable reasonable reaction rates for bench-scale study. Our SEM and XRD analyses showed that 
our reacted samples were in good consistency with those reported in other studies on CO2 attack 
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under moderate temperatures.12, 42, 73 No additional reactions were found due to a comparatively 
high temperature. Using a typical geopressure gradient of 0.1 bar/m, and a typical geothermal 
gradient of 0.03 oC/m, we can roughly obtain a pressure of 234 bar corresponding to 95 oC (or (95 
- 25)/0.03 = 2333 m depth). This pressure is higher than the 100 bar we used. However, because 
the CO2 attack on cement mainly depends on CO2 solubility in the brine, and because we can get 
similar CO2 solubilities at 100 bar and 234 bar of CO2, we do not anticipate that our current 
findings will prove significantly different from those obtained at 95 oC and 234 bar. For example, 
calculated from Duan’s equation using 95 oC and 0.5 M NaCl, the solubility of CO2 at 100 bar is 
~ 0.72 M. If using a 2 M NaCl solution at 95 oC and 234 bar, the CO2 solubility is 0.81M, similar 
to the solubility used in this study. 
 
Figure 2-S2  Diagram for fracture roughness quantification by laser scanner (left), and an example profile 
line (right). Each sample has ~ 100 profile lines, with projected lines parallel to the h direction. The 
profile line roughness parameter (RL) is calculated as the ratio of length of actual profile line to the length 
of projected line. Because of the occasional artifact in the laser scanner data at sample edges, we removed 
data with artifact, and used a projected profile line shorter than 3 mm. Each ~ 2 mm profile line is given 
by 21 points, including the end-points.   
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2-S2 Additional Data for Chemical Analyses 
Table 2-S1  X-ray fluorescence analysis of cement before hydration. 
 wt% 
K2O 0.2 
CaO 53.8 
TiO2 0.16 
MnO 0.05 
Fe as Fe2O3 3.64 
Fe as FeO 0 
Na2O 0.2 
MgO 2.5 
Al2O3 2.6 
P2O5 0.10 
SiO2 19.0 
Loss on ignition 19.0 
 
 
Table 2-S2  Aqueous chemistry after degassing. 
Condition CO2 N2 Original 
Clinker 
Ca, mM 147.6 ±0.6 9.0± 0.3 mM -- 
Si, mM 5.33 ± 0.03 1.62 ± 0.01 -- 
Ca/Si 27.7 5.6 3.0 
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Figure 2-S3   EDS results showing different compositions in the four regions in CO2 samples, which are 
consistent with Eqs. 2.5–2.8 in the main part. Region 1 is the intact cement. Region 2 has Ca dissolved 
from portlandite and partially from C-S-H, and the Ca/Si ratio in Region 2 is less than that in Region 1. 
Region 3 has CaCO3 precipitation, and has enhanced peaks for Ca, C, and O. Region 4 is the surface of 
the cement, where CaCO3 has dissolved more than amorphous silica. To clearly show the presence of 
portlandite in the intact core, XRD results are shown in the main text. 
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Figure 2-S4  Optical images of polished cross sections of (a) N2 and (b and c) CO2 samples.  (a) and (b) 
are not from the same spots as (a) and (b) in Figure 2.1 of the main text. Microcracks in Region 2 of CO2 
samples are not as obvious as shown by BSE images. (d) Minerals formed in the fracture gap were 
identified as a mixture of aragonite and calcite. 
 
Figure 2-S5   XRD for N2 samples 
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Correlation between Fe content and orange color in the acid-treated samples.   Additional 
CO2 samples were soaked in strong nitric acid for 1 day. After the acid treatment, the orange color 
became more distinct. The samples were rinsed using DI water and dried for SEM-EDS and XRD 
analyses (Figure 2-S6). The Fe(III) phases can co-exist with other minerals (for example 
amorphous SiO2), in three ways: adsorption of Fe(III) species onto amorphous SiO2 surfaces, 
incorporation of Fe into amorphous SiO2 grains, or co-existence of Fe(III) (hydr)oxide phases with 
amorphous SiO2 grains adjacent to each other. When Fe(III) (hydr)oxide is distributed within 
amorphous SiO2, tiny amount can generate orange color.
116 After strong acid treatment, the Fe(III) 
(hydr)oxides were not fully dissolved. There are several possible reasons. First, the dissolution of 
Fe(III) (hydr)oxides may have been slow;117 second, the local pH at the surface of the cement may 
have been near neutral or even basic; and third, the co-existence of comparatively insoluble SiO2 
with Fe(III) (hydr)oxides may have helped prevent dissolution of Fe(III) (hydr)oxides. 
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Figure 2-S6  (a-c) Correlation of orange color and Fe content by SEM-EDS. (d) XRD of orange powders. 
The sharp peaks were from gypsum that originally exists in cement. Due to the slow gypsum dissolution 
rate, they were not dissolve by HNO3. The broad peak at 2θ = 15–35 is from am-SiO2. No Fe(III) phases 
were identified. 
 
2-S3  Additional Data and Discussions for Mechanical Property Analyses 
 
Figure 2-S7  Groups of stress-deflection curves for N2 and CO2 samples. Samples #2, #5, and #8 for 
CO2 were defective before the bending tests, and were not used for statistical analyses.  
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Reproduced with permission from [Qingyun Li, Yun Mook Lim, Katharine M. Flores, Kelly 
Kranjc, and Young-Shin Jun. Chemical Reactions of Portland Cement with Aqueous CO2 and 
Their Impacts on Cement’s Mechanical Properties under Geologic CO2 Sequestration Conditions. 
Environmental Science & Technology, 2015, 49 (10), 5476-5483.] Copyright [2015] American 
Chemical Society.  
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Chapter 3: Effects of Sulfate during CO2 
Attack on Portland Cement and Their 
Impacts on Mechanical Properties under 
Geologic CO2 Sequestration Conditions 
Results of this chapter have been published in Environmental Science & Technology, 2015, 49 
(11), 7032-7041 
Abstract 
The chemical/mechanical alterations of cement can be affected by complex aqueous 
chemistries. In this chapter, we extent the study in Chapter 2 to investigate the effects of sulfate 
ions on chemical and mechanical alterations of cement during CO2 attack under geologic CO2 
sequestration (GCS). Cement paste samples were reacted in brine with 0.05 M sulfate and 0.4 M 
NaCl at 95oC, under 100 bar of either N2 or supercritical CO2. The results were compared to those 
obtained from systems without additional sulfate at the same temperature, pressure, salinity, and 
initial brine pHs. After 10 reaction days, chemical analyses using backscattered electron scanning 
secondary microscopy (BSE-SEM) and inductively coupled plasma optical emission spectrometry 
(ICP-OES) showed that the CO2 attack in the presence of additional sulfate was much less severe 
than that in the system without additional sulfate. The results from three-point bending tests also 
indicated that sulfate significantly mitigated the deterioration of the cement’s strength and elastic 
modulus. In all our systems, typical sulfate attacks on cement via formation of ettringite were not 
observed due to short reaction times. The protective effects of sulfate on cement against CO2 attack 
resulted from SO4
2- adsorption and/or gypsum coating on the CaCO3 grains in the carbonated layer, 
which inhibited dissolution of CaCO3. Findings from this study provide new, important 
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information for understanding the integrity of wellbores at GCS sites, and thus promote safer GCS 
operations. 
3.1 Introduction  
In applications of geologic CO2 sequestration (GCS) to mediate climate change caused by 
anthropogenic CO2 emission to the atmosphere,
4 one of the big concerns is the possible leakage of 
injected CO2 through cementitious materials in wellbores.
12 The cement types used in wellbores 
are mostly oil well Portland cement (Class H and Class G).41 These cements use ordinary Portland 
cement (OPC) as their basis, with a reduced amount of aluminum phases to resist sulfate attack, 
and with slightly lower ratios of C3S to C2S.
41, 63 Anhydrous Portland cement contains 21–67% 
alite (3CaO·SiO2, or C3S), 0–49% belite (2CaO·SiO2, or C2S), 1–17% aluminate phase 
(3CaO·Al2O3, or C3A), and 6–18% ferrite phase (4CaO·Al2O3·Fe2O3, or C4AF).41, 63 Once cement 
is mixed with water, hydration produces calcium silicate hydrates (C-S-H), portlandite (Ca(OH)2 
or CH), and other hydrates, including hydrates of C3A, C4AF, etc., and the cement hardens. Usually, 
these hydrates coexist with the remaining anhydrous phases in a hardened cement material. To be 
concise, we use the term “cement” to mean the hardened mixture of anhydrous cement and its 
hydrated products. 
As a basic material, cement can be chemically attacked by injected supercritical (sc) CO2, 
which forms carbonic acid in the presence of water. At GCS sites, CO2 attack on cement will be 
more severe than attack by atmospheric CO2, because a large amount of CO2 is present and the 
temperature (31–110 oC) and pressure (73.8–600 bar) in field sites are usually high.12, 62, 90 In the 
past decade, CO2 attack on wellbore cement at GCS relevant conditions has been studied by field 
sample analysis,67, 70, 75, 76 experimental studies,42, 51, 68, 72-74, 77-80, 82-84, 86-88, 91, 94, 118 reactive transport 
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modeling,48, 49, 56-60 and modeling of cement’s mechanical properties.87, 91 Based on the previous 
studies, under GCS conditions, cement develops a layered structure due to chemical reactions.12, 
42 Once the cement contacts aqueous CO2 or water-saturated scCO2, it will partially dissolve and 
release Ca2+ from cement. These Ca2+ ions will re-precipitate as CaCO3 with carbonate species 
(HCO3
- or CO3
2-), and form a carbonated layer together with other secondary phases such as 
amorphous silica. The carbonated layer is close to the surface of the cement, hindering further 
diffusion of acidic brine into the cement. At the outside of the carbonated layer, CaCO3 is dissolved 
by acidic brine, leaving the less soluble phases, such as amorphous silica.12, 42 A few studies have 
also examined the changes in mechanical properties of cement caused by CO2 injection. They 
found that the CaCO3 layer is harder than the intact cement,
42, 73, 78 that the permeability and 
porosity of cement decrease in the early stage of CO2 attack,
49-51 and that the compressive strength 
of cement decreases after exposure to CO2.
52 
However, there are still many knowledge gaps. One is that we have not yet made a holistic 
connection between chemical reactions and mechanical changes, and for the mechanical properties, 
it is not clear how microscale mechanical properties (e.g., microhardness, local permeability, etc.) 
are linked with larger scale properties (e.g., strength, elasticity, etc.). Our published work 
(presented in Chapter 2 in this dissertation) aimed at filling this knowledge gap, and found that a 
bulk CO2-attacked cement has a ~90% decrease in strength, and that the weakened CH-dissolved 
region as the key to connecting micro and larger scale mechanical properties.119  
Another important knowledge gap is that we need a better understanding about the effects 
of aqueous sulfate (SO4
2-) on cement during CO2 attack. By far, CO2 is the most studied species 
that attacks wellbore cement under GCS relevant conditions. Several studies have also considered 
the reactive transport of H2S into cement and the resultant formation of pyrite and ettringite, 
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providing information on the practice of acid gas (H2S) co-injection that reduces GCS cost.
78, 79, 82 
However, the possible interactions between sulfate ions and cement during CO2 attack under GCS 
conditions have not been studied. In formation waters, SO4
2- concentrations are usually between 
0.01 M–0.05 M,53 and can be as high as 0.15 M even before CO2 injection.120 Moreover, SO42- can 
be produced by co-injection of H2S, during which S can be oxidized either by O2, Fe(III), or other 
redox species.78  
In cement industries, because sulfate causes formation of expansive ettringite 
(Ca6Al2(SO4)3(OH)12·26H2O) or gypsum, its effects have been investigated extensively.
121, 122 At 
the early-age (< 7 days) of hydration, restrained expansion in expansive cement Types K, M, and 
S can be beneficial in compensating shrinkage deformation.63 However, after exposure to SO4
2- 
for months or years, delayed ettringite formation in mature cement can cause cracking due to its 
larger volume than its original reactants, thus reducing the strength of cement.63, 121 Sulfate may 
also cause gypsum (CaSO4) formation in cement, which also has expansive volume, and thus has 
a similar effect to ettringite. Gypsum formation is, however, more controversial: Some studies 
reported that gypsum formed a protective layer, limiting chemical attack to the surface of the 
material, while others suggested that gypsum precipitation promotes spalling, which is detrimental 
to the integrity of the cement.92 There are also a few studies reporting the occurrence of cement 
deterioration in the presence of both SO42- and CO2 by formation of thaumasite 
(Ca3Si(OH)6(CO3)(SO4)·12H2O), but thaumasite formation requires a low temperature (4–10 oC) 
and a pH above 10.5, conditions not relevant to GCS.63 Therefore, under GCS conditions, where 
the results of CO2 attack are clear within two weeks,
12 the role of SO4
2- is not clear.  
 This study focuses on CO2 attack on cement in GCS sites, and elucidates the effects of 
SO4
2- during CO2 attack. In particular, we examined the chemical and mechanical changes of 
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cement samples after reactions under GCS relevant conditions in the presence of 0.05 M sulfate. 
The results were compared to findings in Chapter 2, and the mechanisms by which sulfate affects 
CO2 attack on cement were explored. Findings from this study show that the sulfate dramatically 
reduces the cement deterioration during intense CO2 attack, and thus should be carefully 
considered in experimental studies and reactive transport modeling. This information provides new 
insight regarding the integrity of wellbores at GCS sites, and thus the safety of GCS. This study 
also further quantifies mechanical property changes by CO2 attack, and can benefit both 
mechanical and chemical research fields.  
 
3.2 Experimental Section 
3.2.1 Cement Paste Preparation and High Temperature/Pressure Reactions 
Ordinary Portland cement (OPC), manufactured by QUIKRETE®, was mixed with water 
at a water-to-cement ratio of 0.5, which is within the typical range of 0.3–0.6.41 The cement paste 
was cast in custom-made rubber molds with dimensions of 3 cm (l) × 1.1 cm (w) × 0.3 cm (h). 
This small size allows significant changes in bulk mechanical properties after 10 days’ reaction. 
After 3 days of hardening at 100% relative humidity, the cement paste samples were de-molded, 
rinsed by ultrapure deionized (DI) water, and reacted in high temperature/pressure reactors. 
Detailed sample preparation information can be found in Chapter 2. Such 3-day hardened cement 
is most closely typical of the cement capping that closes a CO2 injection well, where potential CO2 
attack can occur during the early stage of cement hydration. However, because of the similar 
compositions of old cement (in old wells) and freshly cast and hardened cement (in capping of 
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used wells), they can be altered similarly by chemical attacks, and consequently undergo similar 
mechanical property changes.  
 
Table 3.1  Reaction conditions utilized in this study and the study in Chapter 2. All conditions are at 95oC 
and 100 bar, which are relevant to geologic CO2 sequestration. 
Condition 
Name 
Brine 
Composition 
Gas above 
the brine 
Initial pH Scenarios 
N2 0.5 M NaCl N2 Neutral Free of chemical attack 
SO4 
0.4 M NaCl; 
0.05 M Na2SO4 
N2 Neutral 
Free of CO2 attack but have 
potential reactions between cement 
and sulfate 
CO2 0.5 M NaCl CO2 3.0 ± 0.1 CO2 attack after CO2 injection 
CO2SO4 
0.4 M NaCl; 
0.05 M Na2SO4 
CO2 
3.0 ± 0.1, 
adjusted by 
HCl 
CO2 attack in the presence of SO42- 
after CO2 injection 
 
Two new conditions were employed in this study, in addition to the conditions used in 
Chapter 2 on systems without additional SO4
2-, as listed in Table 3.1. The utilized temperature, 
pressure, and salinity are within the range of GCS sites.62 Under each condition, eight of cement 
samples were submerged into brine with an ionic strength of 0.5 M. The upper space of the reactor 
was filled with either N2 or CO2 at 100 bar.  The “SO4” condition mimicked the scenario before 
CO2 injection in the presence of 0.05 M sulfate in the brine. This condition helped study the 
possible effects of sulfate, independent of CO2 attack. In our concurrent study, the corresponding 
system without additional sulfate was named the “N2” (control) condition.119 The “CO2SO4” 
condition mimicked the scenario after CO2 injection in the presence of 0.05 M sulfate, with 100 
bar of CO2 contacting the brine. In Chapter 2, the corresponding system without additional sulfate 
was the “CO2” condition. To minimize the effect of pH on our systems, the initial pH of the 
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CO2SO4 system was adjusted by HCl and measured to be the same as that of the CO2 condition. 
To differentiate our condition names from chemical formulas, we do not use subscripts in the 
condition names. 
A bench-top reactor (Parr Instrument Company, IL) was used to achieve the reaction 
conditions. Detailed information on in situ pH measurement and the high temperature/pressure 
reactor setup is in the Supporting Information Section 3-S1.  
3.2.2 Chemical Analyses  
Following the methods developed in Chapter 2, to ensure that an intact core of cement 
remains after the reaction, we ended the reaction after 10 days, and gradually degassed the reactor 
for 1 hour. The aqueous phase was collected and acidified by HNO3 for measurement of Ca and 
Si concentrations, using inductively coupled plasma optical emission spectrometry (ICP-OES). 
The concentrations of Al, Fe, and Mg were under the detection limits. The cement samples were 
rinsed with DI water, oven-dried at 80°C overnight to remove pore water but not combined water,41, 
95 and tested by a three-point bending machine.  
After the bending tests, three of the most representative samples from each condition were 
mounted in epoxy resin and polished along the w × h cross-section down to a roughness of < 0.1 
μm. The polished surfaces were imaged by a backscattered electron (BSE) detector on a JEOL 
7001LVF FE-SEM, coupled with energy dispersive X-ray spectrometry (EDS) to analyze the 
elemental composition. To eliminate the charge effect in the image, low vacuum mode was used 
at 10 Pa. The working distance was 10 mm, the accelerating voltage was 10.00 kV, and the probe 
current was 16 μA. In the BSE images, the average atomic number of a phase is higher for an 
brighter area.41, 96, 97 The brightest areas for cement samples are anhydrous phases, within which 
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the whitest parts are the Al-containing phases (C3A and C3AF), and the slightly grey areas are alite 
and belite.41, 98 The grey areas are CH and C-S-H, and the darkest areas are pores or cracks.41, 98 
To examine the optical features of the cement samples, optical images of the cross sections were 
taken by an optical microscope (Zeiss Imager Microscope). To identify the phases of the cement 
samples, powder samples were ground from each layer of the CO2SO4 samples to obtain 
qualitative X-ray diffraction (XRD) patterns by a Rigaku X-ray Diffractometer. For samples 
without a layer structure, powder samples were ground from the bulk samples for XRD 
identification.  
3.2.3 Solid Sample Analyses for Mechanical Property Changes  
Three-point bending tests. The oven-dried cement samples were tested by a three-point 
bending setup in a mechanical test frame (Instron® Model 5583 mechanical test frame). A load 
cell (Instron® Model 2525-816) with a loading range of 500 N was used. The sample was loaded 
on a custom-made sample stage. A diagram of the setup of the three-point bending tests can be 
found in Figure 2.1a in Chapter 2, and the test parameters were maintained the same as in Chapter 
2. The loading force and the deflection of the loading point on the sample beam were recorded 
during the test. 
For a rectangular beam, the load force is converted to flexural stress (σf) by 
𝜎𝑓 =
3𝐹𝐿
2𝑤ℎ2
 ,         Eq. (3.1) 
and the elasticity of the beam is represented by elastic modulus (Ef) calculated from 
𝐸𝑓 =
𝐶𝐿2
6ℎ
  ,         Eq. (3.2) 
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where F is the load force, L is the distance between supporting points, w and h are the width and 
height of the sample, and C is the slope of the linear part of the stress–deflection curve. The largest 
flexural stress a sample could stand was recorded as the modulus of rupture (MOR, i.e., flexural 
strength), and was used to represent the strength of the sample. For samples with the same 
dimensions, the area under the stress–deflection curve is proportional to the energy absorbed by 
the sample.4 The post cracking behaviors of our sample are compared by the shape of the stress–
deflection curve after the main drop (crack). The stress–deflection curve drops immediately to zero 
for a brittle material, whereas it drops gradually for a quasi-brittle material, indicating a quasi-
brittle material can absorb a fair amount of energy after being cracking and before being 
completely broken.  Detailed information on the post-cracking behavior comparison is available 
in the Supporting Information Section 3-S4.1.  
Fracture roughness comparison.     The surface profile of each sample was obtained 
by a laser scanner (Keyence, LJ-V7080). The roughness of the fracture surface was quantified by 
the line profile roughness parameter RL, defined as the ratio of the profile length to the projected 
profile length, as illustrated in Figure 2-S2 in the Supporting Information for Chapter 2. The length 
of the projected profile line was 2 mm parallel to the h direction, and each line was composed of 
21 points, including the end points. RL is always equal to or larger than 1, and the greater the 
deviation of RL from 1, the rougher the surface.   
Nanoindentation. The hardness and indentation modulus (which is related to the 
stiffness) of microsize points on the polished cross section surface were tested by a 
nanoindentation machine (HYSITRON TI 950 TriboIndenter). The indentation parameters were 
the same as in Chapter 2. The hardness (H) and the indentation modulus (Er) were calculated by 
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 𝐻 =
𝐹𝑚𝑎𝑥
𝐴𝑟𝑒𝑎
  , and         Eq. (3.3) 
 𝐸𝑟 =
𝑆𝑙𝑜𝑝𝑒√𝜋
2√𝐴𝑟𝑒𝑎
  ,        Eq. (3.4) 
where Fmax is the maximum load by the indenting tip, Area is the projected contact area, and Slope 
is the initial slope of the unloading curve. Er reflects the stiffness of the indented point. The 
nanoindentation diagram is shown in Figure 2.1b in Chapter 2.  
 
3.3 Results 
3.3.1 Effects of Sulfate on Samples’ Appearance 
After 10 days of reaction, the cement samples reacted under the SO4 condition (SO4 
samples) had a grey color indistinguishable from the appearance of N2 samples, while the cement 
samples reacted under the CO2SO4 condition (CO2SO4 samples) had an orange tint on the surface, 
obviously brighter than that also observed on CO2 samples without sulfate.  The color difference 
between CO2SO4 samples and CO2 samples is shown in the pictures of cement samples in Figure 
3.1a and Figure 3-S2. Our concurrent study showed that 50% of CO2 samples had bumps on the 
surface, but only two pieces of the eight CO2SO4 samples from the same reaction batch had 
appreciable bumps.   
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Figure 3.1  (a) Representative sample pictures after the bending test. The fracture surface of the CO2 
samples is the most rough. The orange tint on the surface of the CO2SO4 is brighter than that on the 
surface of the CO2 sample. (b) Typical stress–deflection curves from the three-point bending tests. The 
curve of the SO4 sample is similar to that of the N2 sample. The curve of the CO2SO4 sample has 
fluctuations, corresponding to the layer structure. (c) Quantification of strength and elastic modulus of 
cement samples. The SO4 samples are not significantly different from the N2 samples. The CO2SO4 
samples are much less deteriorated than the CO2 samples. 
 
3.3.2 Chemical Reactions in the Presence of Sulfate 
 In the absence of CO2 (pHinitial = neutral) As with the N2 samples, the SO4 samples 
also had a uniform appearance on the cross section surface, without any observable layer structures. 
The presence of sulfate did not cause more mirocracks in the cement, contrary to the general view 
of sulfate attack on cement.121, 122 Also, no ettringite or gypsum was observed from BSE-SEM 
(Figure 3.2) and XRD (Figure 3.3) results for both N2 and SO4 samples. The difference of the 
SO4 samples from the N2 samples is that there are more anhydrous Al-containing phases (C3A 
and C4AF) in the SO4 samples, as indicated by the arrows in Figure 3.2. The XRD patterns (Figure 
3.3) of N2 and SO4 samples show the apparent peak for anhydrous Al-containing phases, 
indicating slower hydration of these phases in the cement in the presence of sulfate.  
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Figure 3.2  BSE images of polished cross section surfaces of cement samples reacted under conditions 
without CO2 in the (a) absence and (b) presence of sulfate. The zoomed-out image of the N2 sample is 
adapted from Chapter 2. The left of each image is the surface of the cement, and the right of the each 
image is inside of the cement sample. In the presence of sulfate, the hydration of Al-containing phases is 
retarded. No layer structures were observed in both N2 and SO4 samples. No formation of ettringite and 
gypsum were observed. 
 
 In the presence of CO2 (pHinitial = acidic) Typical sulfate attack on cement was not 
observed in the CO2SO4 samples. No ettringite, gypsum, or thaumasite was identified by SEM 
(Figure 3.4) and XRD (Figure 3.3). A SEM image of the cross section of the CO2SO4 sample 
(Figure 3.4b) also shows that there is lesser amount of anhydrate Al-containing phases than in the 
SO4 samples (Figure 3.3b). The cement samples reacted under the CO2SO4 conditions had layer 
structures similar to those found in the CO2 samples (Figure 3.4); however, interestingly, the total 
attacked depth (i.e., sum of Regions 2–4) in CO2SO4 samples was smaller than that in CO2 
samples, as shown in the BSE images in Figure 3.4 and optical images in Figure 3-S1c-d. From 
right (core) to left (brine–cement interface), the intact core is labeled as Region 1. In the CH-
dissolved region, Region 2, all the CH and part of the C-S-H has dissolved, releasing Ca2+ ions. 
The released Ca2+ ions precipitated with carbonate to form the carbonated layer, Region 3. At the 
outside of Region 3, CaCO3 was dissolved by the acidic brine, and formed Region 4. The main 
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chemical reactions in CO2SO4 samples were the same as those in CO2 samples, as supported by 
XRD results (Figure 3.3). The total CO2-attacked depth (Regions 2–4) in CO2SO4 samples is 800 
± 10 μm, less than that of the CO2 samples (1220 ± 90 μm). The carbonated Region 3 in 
CO2SO4 samples is ~17% thicker than that in CO2 samples, while to the contrary, Regions 3 and 
4 combined are ~ 30% thinner than in the CO2 samples (due to a thinner Region 4 in the CO2SO4 
samples). In Region 2 of the CO2SO4 samples, about 50% fewer microcracks were observed than 
in Region 2 of the CO2 samples, based on optical microscopy images. More thicknesses of 
different regions in CO2SO4 and CO2 samples are listed in Table 3-S2. The aqueous concentration 
measurements (Table 3-S1) also confirmed that dissolution of CO2SO4 samples was less intense 
than dissolution of CO2 samples.  
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Figure 3.3  XRD patterns for samples reacted under conditions listed in Table 3.1. Under conditions 
without CO2, the SO4 samples have a peak at 2θ = 12.20 corresponding to anhydrous Al-containing 
phases (brownmillerite, RRUFF database ID R130105), while the N2 samples have a peak at 2θ = 11.40, 
corresponding to the hydration product of Al-containing phases.123, 124  This difference indicates the 
retarded hydration of Al-containing phases in the presence of sulfate. The XRD patterns for CO2 and 
CO2SO4 samples are the same for each region. The hydration of Al-containing phases in the CO2SO4 
samples were not appreciably retarded. 
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Figure 3.4  BSE images of polished cross section of cement samples attacked by CO2 in the (a) absence 
and (b) presence of sulfate. The zoomed-out image of the CO2 sample is adapted from Chapter 2 on CO2 
attack and mechanical property changes.119 The left of each image is the surface of the cement, and the 
right of the each image is the intact core of the cement sample. Layer structures were observed in both 
CO2 and CO2SO4 samples. Region 1 is the intact cement, Regions 2 is the CH-depleted region, Region 3 
is the carbonated layer, and Region 4 is the surface layer.  In the presence of sulfate, the carbonated layer 
is thicker, but the total CO2 attacked thickness (sum of Regions 2–4) is smaller than those in the absence 
of sulfate.  No formation of ettringite and gypsum were observed. 
 
3.3.3 Mechanical Property Changes by Chemical Reactions 
Strength and elastic modulus.   In Figure 3.1b, the typical stress–deflection curves of 
SO4 and CO2SO4 samples from three-point bending tests are compared with those of N2 and CO2 
samples. The shapes of the stress–deflection curves of SO4 samples are the same as those of N2 
samples. Like the CO2 samples but to a lesser extent, the CO2SO4 samples have fluctuations in 
their stress–deflection curves, which are related to the change of their internal structure (i.e., 
change from uniformed structure to layered structure).119 The slopes of the curves of the CO2SO4 
samples fall between those of the CO2 samples and the N2/SO4 samples. Unlike the quasi-brittle 
CO2 samples, the CO2SO4 samples were still brittle after reaction. Further discussion of post-
cracking behaviors is available in Section S4.1. Additional stress–deflection curves are shown in 
Figure 3-S3. 
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 The quantification of MOR and elastic modulus is shown in Figure 3.1c. Without CO2, the 
presence of sulfate did not change the mechanical properties of the cement samples significantly. 
However, with CO2, in the presence of sulfate (the CO2SO4 condition), the MOR and the elastic 
modulus are much higher than for the CO2 samples. Contrary to the classical view of sulfate as a 
deteriorating factor, the presence of sulfate in our system did not cause deterioration of cement 
within the experimental duration, but instead significantly mitigated the CO2 attack. Compared to 
the control samples, the CO2SO4 samples had only ~65% and ~40% decreases in strength and 
elastic modulus, while CO2 samples had ~92% and ~85 % decrease in strength and elastic modulus, 
respectively. The differences in CO2-attacked depths, and in the strength and elastic modulus of 
the CO2 samples and CO2SO4 samples, were consistent with all our pretest batches (16–24 pretest 
samples for each condition). 
 Fracture roughness.   As shown in Figure 3.1a, and Table 2-S3, except for the CO2 
samples, which have rough fracture surfaces, samples reacted under all other conditions have 
relatively flat fracture surfaces with similar fracture roughness. Therefore, compared with the CO2 
samples, a fracture in the CO2SO4 samples will expose less surface area to the reactive transport 
fluid in the fracture, and also will create lower tortuosity for fluid going through the bulk sample. 
The comparatively flat fracture surface of the CO2SO4 samples is due to the mitigated CO2 attack. 
Typical fracture surfaces of the CO2 and CO2SO4 samples are shown in Figure 2-S3, and a 
detailed comparison of RL is available in the Supporting Information (Table 3-S3).  
 Hardness and indentation modulus at microscale.  The microscale hardness and 
indentation modulus of SO4 samples, as well as those of the intact core of both CO2 and CO2SO4 
samples, were the same as those of the control samples, within the error range. Similar to CO2 
samples, the carbonated layer (Region 3) in CO2SO4 samples has 2–3 times higher hardness and 
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indentation modulus than the intact core, while Region 2 has decreased hardness and indentation 
modulus, compared to the intact core. Detailed results from nanoindentation are shown in Figure 
2-S4.  
 
3.4 Discussion 
 In our study, sulfate effects were significantly different for conditions with and without 
CO2. When the system was not exposed to CO2, we found that the sulfate effects were related only 
to the retarded hydration kinetics of Al-containing phases. Because this effect did not cause 
observable changes in mechanical properties (Figure 3.1b, curves for N2 and SO4 samples), 
pertinent discussion is provided only in the Supporting Information Section 3-S4.2. Under 
conditions with CO2, the presence of sulfate caused a brighter orange color on the surface of 
cement samples, and most importantly, minimized the CO2 attack on cement in terms of attacked 
thickness, and the strength and elastic modulus of bulk samples.  
3.4.1 Enhanced Orange Tint on Cement Surfaces in the Presence of Sulfate 
 The surface (Region 4) of CO2SO4 samples had a brighter orange tint than that of CO2 
samples. In Chapter 2, by obtaining Fe content using EDS from cement samples treated with acid 
to enhance the orange brightness, we have experimentally demonstrated that the orange tint came 
from secondary precipitated phases containing Fe(III), or from adsorbed Fe(III) species. Because 
these phases are not quickly soluble at pH 3–5 and they appear orange, Fe (III) (hydr)oxides are 
likely the main constituent responsible for the orange tint.125, 126 The brighter orange on the 
CO2SO4 samples than that on the CO2 samples suggests there can be greater extents of Fe(III) 
(hydr)oxides. Previous studies have shown that sulfate ions can form bidentate complexes on the 
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surface of Fe(III) (hydr)oxides, and largely inhibit the dissolution of Fe(III) (hydr)oxides.55, 127, 128 
In our CO2 cement system, the secondary precipitates in Region 4, such as CaCO3 and Fe(III) 
(hydr)oxides, were dissolving. In the presence of sulfate, the dissolution of Fe(III) (hydr)oxides 
could have been inhibited. Therefore, more Fe(III) (hydr)oxides could be left in Region 4, which 
had a stronger orange tint than Region 4 in a CO2 system.  
3.4.2 Enhanced Efficiency of the Protective Carbonate Layer 
 Compared with the CO2 samples, the CO2SO4 samples had less deterioration in strength 
and elastic modulus. This difference is consistent with the SEM-BSE images (Figure 3.4), showing 
that, compared to the CO2 samples, CO2SO4 samples have a thicker Region 3 and a much thinner 
Region 4. The carbonate layer, due to its dense texture, can act as a protective layer, hinder the 
diffusion of carbonic acid into the cement samples, and thus help retard cement deterioration by 
CO2 attack. The protective carbonate layer tends to retreat slowly into the cement sample, because 
the outside of the carbonated layer is dissolving due to the continuous carbonic acid source, while 
the inside wall of the carbonate layer is continuously updated by newly precipitated CaCO3.  
Under the CO2SO4 condition, the carbonated layer is more efficient in protecting the 
sample from CO2 attack. Three factors have been considered in order to understand this 
observation: the pH evolution of the aqueous phase, the mineralogy of the carbonate layer, and the 
potential inhibition effect of sulfate on CaCO3 dissolution. Among the three factors, the inhibition 
effect of sulfate on CaCO3 dissolution is the only one that explains our observation.  
First, the CO2SO4 samples would dissolve slower if the pH of the system were higher. 
However, during the reaction, the pH of the CO2SO4 system was calculated to be equal to or lower 
than the pH of the CO2 system. Therefore, the pH difference cannot be the reason for the mitigated 
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CO2 attack observed in the CO2SO4 system. The initial pH of CO2SO4 was adjusted by 
hydrochloric acid to be the same as that of the CO2 condition (pH  3.0 ± 0.1, Table 3.1). As the 
reaction goes on, the dissolution of cement would increase the pH. However, because sulfate can 
buffer the pH (i.e., resist the pH increase caused by cement’s dissolution), the pH increase in the 
CO2SO4 system would be slower than the pH increase in the CO2 system before the equilibrium 
pH was reached. Using Geochemists’ Workbench (GWB, Release 8.0, RockWare, Inc.), the pH 
evolutions as a function of the amount of portlandite dissolved were calculated for both CO2 and 
CO2SO4 conditions (Section 3-S4.3).  
Second, the mineralogies of the carbonated layers were compared for Region 3 in both the 
CO2 and CO2SO4 samples (Figure 3.3). The XRD results did not show observable differences for 
Region 3. Under both conditions, calcite gives the most dominant signal, and similar amounts of 
aragonite were detected. Therefore, there are no XRD detectable mineral phases other than CaCO3 
acting as a protective phase in the CO2SO4 samples and hindering carbonic acid diffusion into the 
cement sample.  
Third, the interactions of sulfate with brine–CaCO3 interfaces have been considered. 
Possible interactions include CaSO4 coating on CaCO3 grains, sulfate adsorption on CaCO3 grain 
surfaces, and incorporation of sulfate into the CaCO3 lattice. In the research of acid mine drainage, 
sulfate is known to passivate calcite dissolution under acidic conditions, and reduces the efficiency 
of limestone in neutralizing acid drainage.129-132 The proposed mechanism is the coating of gypsum 
on calcite. At the surface of calcite, dissolution releases Ca2+ ions. The Ca2+ ions immediately meet 
sulfate ions in the aqueous surroundings and precipitate as a gypsum coating on the calcite surface, 
thus passivating further dissolution of calcite. To test whether this was the dominant mechanism 
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in our CO2SO4 system, we analyzed the XRD pattern of the carbonated layer in CO2SO4 samples, 
but no gypsum peaks were observed, probably due to the comparatively high detection limit of 
XRD. To further test for a possible coating of sulfate on CaCO3, we also reacted several single 
crystal calcite grains (Ward’s Science, Iceland spar crystal) together with additional cement 
samples under CO2SO4 conditions. After the reaction, we thoroughly rinsed the calcite grain with 
DI water, then dried it with N2, and used SEM-EDS to examine its surface. An AuPd coating was 
applied to increase the conductivity of the surface. Abundant distorted rhombohedral precipitates 
were formed epitaxially on the calcite surface, suggesting sulfate effects on the euhedral shape of 
calcite precipitates, but no gypsum precipitates were observed (Figure 3-S6). The caveat of this 
SEM imaging is that only particles larger than 1 μm were observable due to the low conductivity 
of calcite. It is possible that the gypsum particles coating the calcite were too small to be resolved 
by SEM. However, interestingly, EDS showed that the rhombohedral precipitates were CaCO3, 
and the sulfur contents are similar for both these precipitates and the background calcite (Figure 
3-S6). The S mapping for Regions 3 and 4 in the CO2SO4 samples also shows an enhanced S 
content on the outer side of Region 3 (Figure 3-S7). The increased extent of sulfur suggests that 
gypsum coatings or sulfate adsorption on calcite are possible under the CO2SO4 condition.  
Sulfate can also adsorb at the Ca site on calcite surfaces.54, 133-135 The adsorption of 
dissolution inhibitors (such as sulfate and phosphate) on calcite surfaces can reduce the dissolution 
rate of calcite by blocking the active sites. 54, 136-141 In the case of sulfate adsorption, Sjöberg 
suggested that the adsorption may also be the initial stage of gypsum formation.54 In our cement 
experiment, dissolution of the CaCO3 by acidic brine can be inhibited by sulfate adsorption on 
CaCO3 grains.  
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In addition, sulfate can be incorporated into the calcite lattice during calcite precipitation 
in sulfate-rich environments.141, 142 However, because the incorporation of sulfate increases the 
lattice dimensions and causes strains and defects,142 the dissolution of calcite is likely to be 
promoted.61 Therefore, incorporation of sulfate into CaCO3 may not explain the inhibited 
dissolution of CaCO3 in the presence of sulfate.  
As a summary of the mechanisms for the enhanced protective property of the carbonated 
layer in the CO2SO4 systems, sulfate can inhibit dissolution of the carbonated layer by CaSO4 
coating on CaCO3, or by sulfate adsorption on CaCO3 surfaces. The protection thus afforded is 
more efficient than that in CO2 systems in hindering acidic brine from attacking the inner part of 
cement.  
3.4.3 Possible Long-Term Interactions among CO2, SO42-, and Cement 
In this study, sulfate attack via delayed ettringite formation was not observed after 10 days’ 
reaction (which could be due to the relatively short exposure time).63, 121 However, the aqueous 
sulfate ions considerably mitigated CO2 attack by inhibiting the dissolution of the carbonated layer. 
Consequently, the carbonated layer more efficiently hinders diffusion of chemicals into the 
cement. In the short term, this effect helps mitigate CO2 attack on cement, which is of great concern 
for GCS operation. In the long term, it could also help mitigate other chemical attacks.  For 
example, in this study, we found lesser amounts of anhydrate Al-containing phases in the CO2SO4 
samples than in the SO4 samples. This finding suggests that the carbonated layer hindered 
diffusion of external sulfate ions into the cement, and could mitigate sulfate attack at longer time 
scales as well.  
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3.5 Environmental Implications 
 In this study, we have provided more accurate quantitative linkages of chemical reactions 
with mechanical properties during CO2 attack on cement in the presence of sulfate. In Chapter 2, 
we found that for a 3 mm thick rectangular cement sample, the CO2 attack lad to a 1220 μm 
attacked depth from both sides, a ~93% decrease in strength, and a ~84% decrease elastic modulus. 
In this study, we found that in the presence of 0.05 M sulfate, the CO2-attacked thickness was only 
800 μm, and the decreases in strength and elastic modulus were 65% and 40%, respectively. Such 
information can help understand and predict the impact of CO2 injection on wellbore integrity, for 
example, to predict how large a stress a wellbore cement can stand without fracture.  
Compared with the findings on scenarios without excessive sulfate,119 the new findings 
from this study highlighted the importance of considering foreign aqueous species in the CO2 
saturated brine, especially those having significant influence on CaCO3 dissolution/precipitation. 
Some of the species are closely related to H2S co-injection (such as SO4
2-), or enhanced oil 
recovery (such as organic ligands). The enhanced protective efficiency of the carbonated layer in 
the presence of sulfate is probably opposite to our initial intuition, because in the cement industry, 
excessive sulfate is usually considered a deteriorating factor. In fact, the stronger carbonated layer 
may also help mitigate sulfate attack in the long term, because the diffusion of excessive sulfate 
ions into the cement is also hindered. In other words, the two deteriorating factors, CO2 and sulfate, 
may mitigate the destructive effects of each other for a time period long enough for sulfate attack 
to manifest.  Such a conclusion has significant impacts on understanding and improving the 
wellbore integrities at GCS sites. In the modeling work on cement deterioration at GCS sites, to 
repeat the experimental and site observations, we need to consider more mechanisms than CO2 
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attack. In the engineered applications, the design of the wellbore should also be guided by specific 
site characteristics, such as the various concentrations of sulfate.  
Furthermore, findings of this study can shed light on general projects which utilize cement 
materials in sulfated environments: seawater, groundwater, surface water, and rainwaters. In most 
cases, cement exposed to these environments is also exposed to ubiquitous CO2. The simultaneous 
exposure of cement to CO2 and sulfate, and the possible interactions between CO2 attack and 
sulfate attack/protection are not clear for these systems. From this aspect, our study can also serve 
as an important reference for the general cement industry.   
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Supporting Information for Chapter 3 
3-S1.Experimental setups  
A bench-top reactor (Parr Instrument Company, IL) was connected to a syringe gas pump 
(Teledyne ISCO, Lincoln, NE). The pressure in the reactor was monitored by a barometer (Parr 
Instrument Company, IL) on the cap of the reactor. A controller connected to an in situ 
thermocouple automatically turning on or off the heater when the temperature in the reactor was 
lower or higher than the set value. Such system was used in several previous studies in our lab.108-
114, 143  A diagram of the setup is available in the Supporting Information for Chapter 2, Figure 2-
S1. 
The initial pH in the reaction, after injecting CO2 and obtaining high temperature, can be 
measured by a pH probe designed for high pressures (1–139 bar) and temperatures (20–120 oC) 
(Corr Instruments, TX).110-113, 143 Because our in situ pH probe is glass-based, and could be 
damaged if contacted with a locally basic aqueous environment, we did not monitor the pH 
increase as a function of time during reactions. Instead, we used Geochemists’ Workbench 
(GWB, Release 8.0, RockWare, Inc.) to calculate the possible evolution of pH in our systems 
containing CO2 (Details are available in Section 3-S4.3). 
 
 
3-S2 Additional data for chemical analyses 
Aqueous concentrations of Ca and Si were measured at the end of the 10 days’ reaction 
(Table 3-S1). The aqueous concentration of Ca should not be used for comparison of cement 
dissolution under acidic conditions, because they could be much less than the true loss of Ca from 
the cement samples. During degassing and cooling of the reactor, the high concentrations of Ca 
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formed many secondary precipitates on the surface of the cement samples. These precipitates were 
removed from the reactor together with the cement sample, without being acidified for ICP 
measurement. Si is less preferentially leached out, and fewer secondary Si precipitates were 
observed on the cement samples during sampling. Therefore, Si concentrations likely deviate less 
than Ca from the real concentrations before degassing and cooling of the system, and they were 
used to compare relative cement dissolutions.  
Table 3-S1  Aqueous concentrations of Ca and Si at the end of the 10 days’ reaction. Data for the N2 and 
the CO2 conditions are the same as in Chapter 2 and are listed here for comparison. The positive and 
negative error bars are the standard deviation of 3 measurements of the same sample by ICP-OES. 
Conditions Ca, mM Si, mM 
N2 9.0 ± 0.3 1.62 ± 0.01 
SO4 21.7 ± 0.3 1.64 ± 0.02 
CO2 147.6 ± 0.5 5.33 ± 0.03 
CO2SO4 234 ± 1 3.70 ± 0.03 
 
Table 3-S2  Thicknesses of different regions of cement attacked by CO2 in this study. 
Condition Region 2, μm Region 3, μm Region 4, μm Total attacked thickness, μm 
CO2 960 ± 100 100 ± 17 170 ± 35 1220 ± 90 
CO2SO4 600 ± 17 117 ± 6 80 ± 10 800 ± 6 
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Figure 3-S1  Optical images of polished cross sections of (a) N2, (b) SO4, (c) CO2, and (d) CO2SO4 
samples. Images (a) and (c) are from Chapter 2. The SO4 image does not show any evidence of sulfate 
attack on cement via formation of ettringite and/or gypsum. CO2 attack on cement under the CO2SO4 
condition is less severe than that under the CO2 condition.   
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3-S3. Additional data for mechanical property analyses 
 
Figure 3-S2  Typical fracture surfaces of the CO2 and CO2SO4 samples. The two pictures were taken 
with the same background. 
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Figure 3-S3  Groups of stress–deflection curves for N2, SO4, CO2, and CO2SO4. Data for N2 and CO2 
samples are from Chapter 2. The samples that were already defected before bending tests are not shown. 
 
Table 3-S3  Fracture roughness comparison. Data for N2 and CO2 samples are from Chapter 2, and are 
shown here for comparison. The extent of CO2 attack on the cement was not sufficient to increase the 
fracture roughness of the CO2SO4 samples. 
Condition Range of fracture roughness (RL) Median RL Average RL 
N2 1.00 – 1.05 1.00 1.02 
SO4 1.00 – 1.20 1.03 1.06 
CO2 1.02 – 2.39 1.14 1.35 
CO2SO4 1.00 – 1.35 1.03 1.08 
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Hardness and Indentation Modulus 
 
Figure 3-S4  Hardness and indentation modulus. Data for N2 and CO2 samples are from Chapter 2, and 
are shown here for comparison. Similar to CO2 samples, the carbonated layer (Region 3) in CO2SO4 
samples has 2–3 times higher hardness and indentation modulus than the intact core, while Region 2 has 
decreased hardness and indentation modulus, compared to the intact core. When Region 3 partially 
dissolves to form Region 4, the hardness and indentation modulus are also decreased. 
 
 
3-S4. Additional discussion 
3-S4.1 Post-cracking behaviors of reacted samples 
 We found that the stress–deflection curves for the CO2 samples dropped gradually after 
the main crack (Figure 3-S3), while the stress–deflection curves of samples reacted under all other 
conditions dropped immediately. The gradual drop of the stress–deflection curves of the CO2 
samples indicated that the reaction changed the samples from brittle to quasi-brittle, and after the 
CO2 attack, although the samples are less strong, they can absorb more energy after the main crack 
happens and before being completely broken. On the other hand, the CO2SO4 samples, which also 
experienced CO2 attack, had an immediate drop in the stress–deflection curves after crack, 
indicating the CO2 attack in these samples was not able to change the post-crack behaviors as it 
did in the CO2 samples. The difference is consistent with our finding of thinner CO2 attacked 
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depths from both sides of samples in the CO2SO4 samples (~800 μm) than those in the CO2 
samples (~1220 μm). Due to the thinner attacked depth, the CO2SO4 samples had a thicker intact 
core (~1400 μm) than the CO2 samples (~560 μm). The properties of the intact core are 
approximated by the control samples. Therefore, the CO2SO4 samples’ post-cracking behavior 
was not the same as that of the CO2 samples, but was closer to the N2 samples.  
3-S4.2 Effects of sulfate on Al-containing phases 
 The reactions of Al-containing phases in cement (C3A and C4AF as solid solution
41) start 
with hydration. The hydration of Al-containing phases are related to the time length of early 
hardening of cement. To slow down this process, a small amount of gypsum needs to be added to 
the clinker. The retardation effect of gypsum is based on the aqueous sulfate ions released by 
gypsum. There are two main hypotheses by which gypsum has its retardation effect.144 One is that 
a hydrated layer formed together with ettringite, coating on the anhydrous grain which hinders 
diffusion of water into the grain. The other hypothesis is that the adsorption of sulfate ions onto 
the active site of Al-containing phases decreases hydration rate of the grain.  Except affecting the 
setting time, the Al-containing phases does not contribute significantly to the mechanical 
properties of cement. In this study, there are more anhydrous Al-containing phases in SO4 samples 
than in N2 samples, because the excessive sulfate ions has retarded the hydration of these phases.  
 A system with Al-containing phases and gypsum may also affect the hydration kinetics of 
C2S and C3S.
144 However, we found that the strength and elastic modulus of N2 and SO4 samples 
were not significantly different.  
Usually the Al-containing phases form ettringite with sulfate species at the early stage of 
hydration, and later on, as more Al-containing phases are hydrated and help take up sulfate, the 
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ettringite will completely or partially convert to AFm (i.e., alumina, ferric oxide, monosulfate). 
Later on, with excessive sulfate, AFm will further react with sulfate to form more ettringite. 
Ettringite is known to have larger volume, and if excessively formed, can cause cracks in cement, 
which is known as “sulfate attack on cement”.121, 122 In our experimental conditions, the reaction 
time is 10 days, likely too short for the sulfate attack to reveal, especially when the hydration of 
Al-containing phases are significantly retarded. 
3-S4.3 Effects of sulfate on the carbonated layer 
 pH evolution modeled by GWB. In this study, due to the fast cement dissolution at 
acidic pHs in the CO2 and CO2SO4 systems, we expected the pH increase was fast. We used 
Geochemists’ Workbench (GWB, Release 8.0, RockWare, Inc.) to calculate the possible evolution 
of pH in our systems containing CO2. Using thermo.dat as the thermodynamic database, the initial 
brine composition was input as the basis. Values were calculated for 1 L of solution. pH was set 
to balance the solution charge. The fugacity of CO2 at 95 
oC and 100 bar was calculate by Duan’s 
equation to be 75,145 and was kept constant. To set up the experimentally measured initial pH in 
GWB, the initial pH of both the CO2 and CO2SO4 conditions were adjusted to be 3.0 by adding 
a certain amount of Cl- (i.e., HCl) and letting H+ balance the charge. Only dissolution of portlandite 
was considered. One or ten grams of portlandite were used as the reactant. pH evolution was 
plotted as a function of amount of portlandite dissolved for both CO2 and CO2SO4 conditions. 
Both systems had an equilibrium pH of 5.0. Before the equilibrium was reached, the pH of the 
CO2SO4 samples was lower by 0–0.6 for the same amount of portlandite dissolved. Because we 
observed slower dissolution of cement under the CO2SO4 condition, the pH difference cannot be 
the reason for the mitigated CO2 attack observed in the CO2SO4 system, and there must be other 
mechanisms to counteract the promotion of cement dissolution by a low pH. 
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Figure 3-S5  Evolution of pH in CO2 and CO2SO4 systems calculated by GWB.   
  
Observations of calcite reacted with cement samples under the CO2SO4 condition.  
The distorted rhombohedral precipitates suggest that sulfate affected the precipitation of calcite, 
which is rhombohedral in a pure CaCO3 system. Because the conductivity of calcite is low (even 
after AuPd coating), the resolution may not able to resolve the small CaSO4 precipitates on the 
calcite surface, if there is any. EDS may also collect most of the signal from the bulk calcite by 
penetrating the potential CaSO4 coating. 
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Figure 3-S6  SEM-EDS results for the surface of single crystal calcite grains reacted with cement under 
the CO2SO4 condition. 
 
  BSE-SEM-EDS results for sulfur mapping.  BSE images were obtained for the Region 
3 (carbonated layer) and Region 4 from a CO2SO4 sample. Sulfur mapping by EDS showed that 
the outer part of Region 3 has slightly more sulfur than the inner part. The region where sulfur is 
more abundant may have the coating of CaSO4 on CaCO3 grains and adsorption of sulfate on 
CaCO3 surfaces. However, the sulfur distribution cannot specify which mechanism is the more 
dominant.  
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Figure 3-S7  BSE images of Region 3 and Region 4 in a CO2SO4 sample, and the sulfur mapping by 
EDS. The brighter area in the EDS mapping (right) has more S. The outer edge of Region 3 has more S 
content than inner part of Region 3. 
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Reproduced with permission from [Qingyun Li, Yun Mook Lim, and Young-Shin Jun. Effects of 
Sulfate during CO2 Attack on Portland Cement and Their Impacts on Mechanical Properties 
under Geologic CO2 Sequestration Conditions. Environmental Science & Technology, 2015, 49 
(11), 7032-7041.] Copyright [2015] American Chemical Society.  
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Chapter 4: Deciphering Calcium Carbonate 
Precipitation during Cement Deterioration 
using Reactive Transport Modeling  
 
Abstract 
In the past decade, wellbore cement integrity has been investigated under geologic CO2 
sequestration conditions both experimentally and through numerical simulations. Among these 
studies, our work in Chapters 2 and 3 highlighted the critical roles of the portlandite(CH)-depleted 
zone in mechanical deterioration of the cement, as well as the significance of the cement surface’s 
dissolution in impacting the carbonated layer’s efficiency in hindering CO2 diffusion. In this 
chapter, we utilized the reactive transport code CrunchTope to simulate the evolution of the CH-
depleted zone as well as the dissolution of the cement surfaces observed in experiments. The 
modeling approach revealed two breakthrough findings. First, to reproduce the experimentally 
observed widening of the CH-depleted zone, the model cannot allow the CaCO3 precipitation in 
cement to clog 100% of the porosity. The unfilled porosity can result from either fractures, grain 
defects, or pore-size-dependent precipitation. Second, formation of CaCO3 in the reaction solution 
had to be enabled via incorporation of nucleation kinetics, as opposed to using a seeded system 
and mineral growth kinetics. Interestingly, our model predicts that the CaCO3 formed in the 
reaction fluid is less soluble than that formed in the cement matrix, and this is further supported 
by experimental tests. Both the improvement of reactive transport modeling code and the 
mechanisms deciphered by combined experimental and modeling approaches provide an improved 
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understanding the interactions between fluid and geomedia in CO2 injected subsurface 
environments. 
 
4.1 Introduction  
The integrity of wellbore cement is critical to ensure the safety and efficiency of geologic 
CO2 sequestration (GCS), because the chemical reactions of cement with CO2 can lead to opening 
of fractures and high porosity zones that can form CO2 leakage pathways. Therefore, deterioration 
of wellbore cement has been investigated intensively in the past decade.12 These studies include 
both experimental and modeling approaches, and have been conducted on both chemical and 
mechanical alteration of cement. The findings of these studies extend our understanding of the 
century-long topic of cement deterioration by adding the new scenario of GCS, which is 
characterized by a greater amount of CO2, higher temperature, higher pressure, and higher salt 
concentration than in the common cement operating environments.12 A study by Kutchko et al. 
clarified the chemical reactions occurring during CO2 attack under GCS conditions.
42 As shown 
in Figure 4.1, upon exposure to CO2-saturated acidic brine, Ca
2+ ions are released from dissolution 
of portlandite (Ca(OH)2 or CH) and partially from calcium-silicate-hydrates (C-S-H) in the cement 
matrix, forming a highly porous CH-depleted zone. As the Ca2+ ions diffuse out and encounter 
carbonate ions, a carbonated layer is formed via CaCO3 precipitation. To some extent, the 
carbonated layer can protect the cement by hindering CO2 diffusion into the cement. On the outer 
front of this carbonated layer, the acidic brine continues to dissolve CaCO3, leading to a surface 
dissolution layer with enhanced porosity.12, 42  
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In addition to characterizing chemical reactions, several studies have focused on the 
(hydro)mechanical property changes of cement after CO2 exposure, including  changes of porosity 
and permeability, 49-52, 68, 69, 71, 77, 80, 85-87, 91, 94, 118, 146  and the hardness and strength of reacted 
cement.52, 73, 78, 85, 91, 119, 147, 148 In our recent study presented in Chapter 2,119 the bulk strength of 
CO2-attacked cement samples was measured and related to the microscale mechanical properties.  
Figure 4.1a, adapted from Chapter 2, depicts the several zones in the cross section of a CO2-
attacked cement paste sample. In this diagram, two important zones deserve more attention. One 
is the weak CH-depleted zone, characterized by abundant microcracks and increased porosity due 
to dissolution of CH. The cracks and porosity that have been opened due to alteration could act as 
CO2 leakage pathways,
65, 66 and the average hardness of this CH-depleted zone is only about half 
of that in the unattacked cement matrix.119, 148 For the first time, the work highlighted that this 
weak CH-depleted zone is the key to the significant strength decrease in the bulk cement material. 
The wide CH-depleted zone has also been observed in previous studies, and in some cases was 
remarkably wide.73, 119, 147-149 However, the factors that control the widening of this zone during 
the reaction are not clear, and thus it is uncertain how this zone can be limited for a stronger 
wellbore cement material. 
The other zone requiring attention is the surface layer dissolved from the carbonated layer. 
Intense dissolution of the outer front of the carbonated layer makes it thinner, and reduces its 
efficiency in blocking CO2 from diffusion into the cement. It was shown (in Chapter 3) that if the 
dissolution of the outer front of the carbonated layer is inhibited, the carbonated layer can grow 
thicker, and thus the cement material will undergo less deterioration by CO2.
148 If the cement 
deteriorates in a flow-through system,68, 69, 71, 73, 74, 80, 81, 86, 87, 91, 132, 146 with fresh solutions 
undersaturated with CaCO3 introduced continuously during the reaction, it is intuitive that the 
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surface of the cement samples can dissolve. However, in a closed system,42, 50-52, 72, 77-79, 82, 83, 119, 
147, 148 the solution can quickly reach CaCO3’s saturation due to Ca2+ released from portlandite, 
and yet the surface of the cement has also been found to continue dissolving.  If strategies are to 
be adapted to reduce dissolution of the protective carbonated layer, we must uncover the 
mechanisms that cause the dissolution.  
  The influential parameters for the formation of the CH-depleted zone and the surface layer 
are numerous, such as temperature and pressure, the initial solid and aqueous conditions, the 
transport and composition evolution of fluid, and the thermodynamics and kinetics of reactants. 
To enable analysis of each condition within an applicable time and with obtainable resources, the 
most feasible and effective approach is reactive transport modeling. Although reactive transport 
modeling has been carried out in the past several years for cement deterioration under GCS 
conditions at both continuum48, 49, 56, 59, 60, 89, 149-151 and pore scales152, the focus has been on the 
overall attacked depth or the carbonated layer’s inner front to extrapolate the results to longer 
terms, whereas the CH-depleted zone and the surface layer have not been fully considered. For 
example, the simulations done by Brunet et al. (2013) and Abdoulghafour et al. (2016) predicted 
the CO2-altered cement would include a carbonated layer and a surface layer, without a specific 
CH-depleted zone.49, 149 Huet et al. (2010) and Gherardi et al. (2012) quantified the CO2 attack 
according to evolution of the carbonated layer.48, 56 The predicted surface dissolution layer, on the 
other hand, has been produced only with open systems or constant concentrations at boundaries.49, 
56, 59, 149, 150 
 In contrast to the reactive transport models mentioned above, this study sets up a reactive 
transport model to decipher the formation of the CH-depleted zone as well as the surface 
dissolution region. Also, our model featured closed boundaries that allowed accumulation of 
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aqueous concentrations, and accurately reflected the solid-to-liquid ratio and initial/boundary 
conditions used in the experiment. This work employed the CrunchTope reactive transport 
modeling code (a new version of CrunchFlow),153  and updated the modeling code to incorporate 
user defined minimum porosity and nucleation kinetics. With the two incorporated mechanisms, 
CrunchTope can be applied to a wider range of systems and help to develop a better understanding 
of fluid–geomedia interactions.  
 
Figure 4.1  Illustration of experimental studies and modeling setup. (a) Sketch of a cross section of 
cement after exposure to CO2-saturated brine for 10 days. Adapted from Chapter 2. (b) Diagram of 
experimental reactor. The dotted line circles the region that our 1D model captures. (c) Discretization of 
the reactive transport simulation. 
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4.2 Approaches 
4.2.1 Experimental Observations 
 This modeling work is based on the experimental study described in Chapter 2 with 
extended tests for time resolved observations. The experiment was carried out using laboratory-
made Ordinary Portland Cement (OPC) paste samples with dimensions of 3 cm × 1 cm × 0.3 cm, 
and with a water-to-cement ratio of 0.5. The cement samples were reacted in a CO2-saturated brine 
(0.5 M NaCl) with a solid-to-liquid volumetric ratio of 1/16. The solution was equilibrated at 100 
± 5 bar of CO2 in the headspace of the stagnant batch reactor. In our previous study, the reaction 
lasted for 10 days at 95 oC, and a total alteration thickness of 1220 ± 90 μm was observed, including 
a 960 μm CH-depleted zone, a 100 μm carbonated layer, and a 170 μm surface region. To obtain 
the evolution of each zone along the reaction time, more batches were reacted for 1, 3, and 6 days 
in this study. After the reaction, polished cross sections of the reacted samples were studied using 
an optical microscope (Zeiss Imager Microscope), and the depths of the individual fronts were 
recorded.   
4.2.2 Reactive Transport Model Setup 
To simulate the experimental system, a 1D model was set up using the software 
CrunchTope.153  Figure 4.1b illustrates the experimental setup, in which the interfaces among 
supercritical CO2, brine, and cement are enclosed by dotted lines and are extended to a 1D model, 
shown in Figure 4.1c.  
Discretization. The 1D model has three domains, including the headspace of supercritical 
CO2 on the left, the CO2-saturated brine in the middle, and the cement paste on the right. The CO2 
section has four 2 mm grids with CO2 at 100 bar. These four grids also include 1 vol% of brine to 
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facilitate CO2 dissolution into brine. As calculated using Duan’s equation of state,145 the CO2 
fugacity decreased from 85 bar to 77 bar at the first grid of the brine domain throughout the 10 day 
reaction, and was considered stable because it was similar to the pressure fluctuation in the 
experiment. The brine section contains 320 × 100 μm grids, and the cement section contains  200 
× 10 μm grids. The volumetric ratio of cement to brine was 1/16, reflecting that used in the 
experiment. The grids were fine enough to eliminate grid size effects.151  
Governing equations. In CrunchTope, the governing equation that couples the chemical 
reaction and mass transport is 
𝜕𝜙𝐶𝑖
𝜕𝑡
=
𝜕
𝜕𝑥
(𝐷𝑖𝑒
𝜕𝐶𝑖
𝜕𝑥
) −
𝜕
𝜕𝑥
(𝜙𝑢𝐶𝑖) + ∑ 𝜈𝑖𝑟𝑅𝑖𝑟
𝑁
𝑖=1  .    Eq. (4.1) 
 In this equation, ∅ is porosity, Ci is the concentration for species i, and t is the time. The 
change of bulk concentration of species i with time (described by the left hand side) is expressed 
by three terms on the right hand side, which are the diffusion term, advection term, and reaction 
term, from left to right, respectively. Die is the effective diffusivity of species i, x is the dimension 
axis, u is the average linear velocity of the fluid, and v is the stoichiometric coefficient of the 
reaction that involves species i. In our stagnant system, the advection term is negligible, and Eq. 
4.1 is simplified to include only diffusion and reaction terms on the right hand side: 
 
𝜕𝜙𝐶𝑖
𝜕𝑡
=
𝜕
𝜕𝑥
(𝐷𝑖𝑒
𝜕𝐶𝑖
𝜕𝑥
) + ∑ 𝜈𝑖𝑟𝑅𝑖𝑟
𝑁
𝑖=1  .      Eq. (4.2) 
 To enable the partial differential equation be solved, the diffusion term, reaction terms, and 
the initial and boundary conditions must be specified. Transport. The effective diffusion 
coefficient in Eqs 4.1 and 4.2, Die, was calculated from the diffusion coefficient Di, corrected by 
tortuosity and porosity according to Archie’s Law: 
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𝐷𝑖𝑒 = ∅
𝑚𝐷𝑖 ,         Eq. (4.3) 
where ∅ is the porosity and m is the cementation coefficient.153, 154 The coefficient Di was assumed 
to be 3 × 10-9 m2/s for all species at 95 oC. This simplification is reasonable because specifying 
diffusivity for individual ions did not alter the final results significantly (See the Supporting 
Information Figure 4-S3 for more information). The value for m was set as 2 in this study as 
suggested for systems without further information of m.154 Unless the minimum porosity was 
reached (See Section 4.2.3), the porosity was updated every time step by subtracting from 100% 
the total mineral fractions:153 
∅ = 1 − ∑ ∅𝑚𝑗𝑗  ,        Eq. (4.4) 
where ∅𝑚𝑗 is the volumetric fraction of mineral j.  
Chemical reactions. Chemical reactions include thermodynamic-controlled speciation 
reactions and kinetic-controlled dissolution/precipitation reactions. Parameters are listed in Table 
4.1. Most thermodynamic parameters are from the EQ3/6 database.155 The parameters for C-S-H 
phases are from the Thermoddem Database.156 The kinetic rate equations for 
dissolution/precipitation, except for nucleation reactions, are based on transition state theory 
(TST),61 and are written as 
𝑅 = 𝑆𝑘𝑎H+
𝑛 (1 −
𝐼𝐴𝑃
𝐾𝑠𝑝
) .       Eq. (4.5) 
In this equation, S is the surface area (calculated as the product of the mineral’s mass and 
its specific surface area), k is the reaction coefficient, 𝑎H+ is the activity of H
+, IAP is the ion 
activity coefficient, and Ksp is the solubility of the reacting mineral. The values for S and k are 
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available in the literature with large ranges. The values used in this study are calibrated within 
these ranges to best match our experimental results.  
 
Table 4.1  Reactions and parameters for reactive transport modeling of cement deterioration. 
Thermodynamic parameters are from EQ3/6 database155 and Thermoddem database.156 Kinetic parameters 
are calibrated with our experimental observations within literature reported ranges.48, 49, 149-151, 157-159 
Speciation Reactions (Instantaneous) 
Reaction Log10 Keq 
H2O⟷ H
+ +OH− -12.33 
CO2(aq) + H2O⟷ H
+ + HCO3
− -6.358 
HCO3
−⟷H+ + CO3
2− -10.08 
CaCl2(aq) ⟷ Ca
2+ + 2Cl− -0.4445 
CaCl+ ⟷Ca2+ + Cl− -0.1696 
CaCO3(aq)⟷ Ca
2+ + H+ + HCO3
− 6.165 
CaHCO3
+⟷Ca2+ +HCO3
− -1.140 
CaOH+ + H+⟷ Ca2+ + H2O 10.24 
HCl(aq) ⟷ H+ + Cl− -0.6262 
NaHSiO3
− + H+⟷H2O + SiO2(aq) 9.134 
NaCl(aq)⟷Na+ + Cl− 0.4979 
NaHSiO3 + H
+⟷H2O+ Na
+ + SiO2(aq) 7.849 
NaOH(aq) ⟷ Na+ + OH− 12.99 
NaCO3
− + H+⟷HCO3
− +Na+ 10.55 
NaHCO3(aq)⟷HCO3
− + Na+ 0.3712 
 
Precipitation/Dissolution Reactions 
Mineral Reaction S × k𝑎𝐻+
𝑛  Log10 Ksp 
CaCO3_in_cement 
CaCO3 +H
+⟷Ca2+ + HCO3
− 10−3.0𝑎𝐻+
0.7  
-0.6527 
CaCO3_in_brine -0.8527 
CH Ca(OH)2⟷ Ca
2+ + 2OH− 10−5.0 18.51 
C-S-H(1.6) 
C-S-H(1.6) + 3.2H+⟷ 1.6Ca2+ +
SiO2(aq) + 4.18H2O 
10−7.8 
23.70 
C-S-H(1.8) 
C-S-H(0.8) + 1.6H+⟷ 0.8Ca2+ +
SiO2(aq) + 2.3H2O 
9.538 
SiO2(am) SiO2(am) ⟷ SiO2(aq) 10
−6.5 -2.191 
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Initial and Boundary Conditions. To simulate CO2 attack on Portland cement, the 
hydrated cement composition can be simplified to include only CH and C-S-H, and small amounts 
of amorphous SiO2, and CaCO3.
89, 160 This simplification is valid because other components, such 
as Fe- and Al-containing hydrated phases are much less abundant than the CH and C-S-H phases, 
and their reaction with CO2 does not contribute to mechanical deterioration of the cement. In 
cement, C-S-H exists as a semi-amorphous gel with varying ratios of calcium to silicon.41 We 
included two of the compositions, denoted as C-S-H(1.6) with a higher Ca-to-Si ratio and C-S-
H(0.8) with a lower Ca-to-Si ratio. The number in parentheses indicates the Ca-to-Si ratio. For the 
CaCO3 phase, to avoid unnecessary confusion with CaCO3 phase transformations between 
polymorphs, we utilized parameters for calcite, following common procedure in cement 
modeling,48, 52, 56, 59, 149 with the exception that an additional “calcite” phase with slightly higher 
solubility is also included as one of our approaches to better simulate experimental findings. The 
less soluble CaCO3 is formed in the brine grid cells, and is termed “CaCO3_in_brine,” and the 
more soluble CaCO3 forms in the cement grid cells, and is termed “CaCO3_in_cement.” CaCO3 
phases and solubilities will be considered and discussed in later sections.   
For the initial condition in the cement domain, we assumed the majority of the cement 
reactive phases were C-S-H(1.6) and CH, with a minor composition of C-S-H(0.8), possibly from 
hydration at low-Ca zones, a minor SiO2 component from incomplete reaction with CH to form C-
S-H, and negligible CaCO3, from unavoidable exposure to atmospheric CO2 during cement 
hardening/hydration. The amounts of C-S-H(1.6) and CH were determined from reported X-ray 
fluorescence (XRF) results on OPC powder before hydration.119 Estimation details can be found 
in the Supporting Information 4-S1.  
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The initial condition for the solution domain was set according to that used in the 
experiments. The solution contains 0.5 M of NaCl. Ion activity coefficients were calculated using 
the extended Debye–Hückel (i.e., B-dot) equation. The CO2 solubility in this solution at 100 bar 
and 95 oC was calculated using Duan’s equation.145 The concentration of Cl- was tuned slightly so 
that under the high pressure of CO2 at elevated temperature, the initial pH of the solution in our 
model was 3.0. The initial compositions of the brine and the cement domains in our 1D model are 
summarized in Table 4.2.   
Table 4.2  Initial conditions for cement and brine domains in the model. 
Initial condition for cement 
Composition C-S-H(1.6) C-S-H(0.8) CH SiO(am) CaCO3_in_cement Inert Porosity 
Volume 
Fraction 
0.31 0.05 0.16 0.01 0.00001 0.27 0.20 
 
Initial conditions for brine 
Condition NaCl(M) pH 
Inert Teflon 
(volume fraction) 
CaCO3_in_brine 
(volume fraction) 
Value 0.5 3.0 
0.01for selective 
grid cells 
None 
 
 
 To capture the features of the closed batch reactor used in our experiment, the two 
boundaries of our 1D model were both no-flux boundaries, which allowed evolution of solute 
concentrations throughout the reaction. 
4.2.3 Incorporation of Minimum Non-Zero Porosity and Nucleation Kinetics 
 Minimum porosity.  We utilized the updated CrunchTope code to set a minimum porosity. 
In continuum scale models, the porosity is calculated using Eq. 4.4. If minerals continue to 
precipitate, the porosity will continue to decrease until it approaches zero (∅~10-4). Because this 
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near-zero-porosity zone limits diffusion of the reactive fluid into the cement, the precipitation 
reaction will slow due to lack of reactants reaching the cement.  
In real systems, it is not likely that the precipitation will decrease the porosity to near zero 
in every case. To incorporate this phenomenon in the model, the updated CrunchTope code 
introduced a “transport porosity”, ∅𝑡, which is the same as ∅ in Eq. 4.4 when ∅ is larger than the 
minimum porosity (i.e., ∅𝑚𝑖𝑛), but remains at ∅𝑚𝑖𝑛 if 1 − ∑ ∅𝑚𝑗𝑗  is lower than ∅𝑚𝑖𝑛: 
∅𝑡 = {
1 − ∑ ∅𝑚𝑗𝑗  ,          1 − ∑ ∅𝑚𝑗𝑗 > ∅𝑚𝑖𝑛 
 ∅𝑚𝑖𝑛 ,                      1 − ∑ ∅𝑚𝑗𝑗 < ∅𝑚𝑖𝑛 
 .     Eq. (4.6) 
When 1 − ∑ ∅𝑚𝑗𝑗  in a grid cell is below ∅𝑚𝑖𝑛, reactive fluid is still accessible by the grid 
cell, and thus precipitation reactions could not be inhibited by lack of reactants, unless further code 
modification was made. To avoid precipitation reaction continuing to predict an overall mineral 
fraction larger than 100%, the precipitation rates had to be slowed down by two empirical 
equations: 
 𝑅′ = 𝐹 × 𝑅 and        Eq. (4.7) 
 𝐹 = (
1−∑ ∅𝑚𝑗𝑗
∅𝑚𝑖𝑛
)
𝑓
,       Eq. (4.8) 
where F is an factor to scale down the precipitation rates to 0 when 1 − ∑ ∅𝑚𝑗𝑗  approaches 0, and 
𝑓 is an empirical exponent.  
Nucleation Kinetics. Nucleation is the process of formation of a new phase out of the 
original phase, and is an important process in geomedia.37-39 For example, the nanoscale nuclei can 
generate a large reactive surface area for further reactions. Also, the size of the nuclei can match 
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that of the pore-throats in geomedia, and thus can largely influence the permeability of the medium 
if they form at pore-throats.161 However, despite the importance of nucleation, it is usually skipped 
in reactive transport models due to lack of thermodynamic and kinetic parameters. The common 
approach to nucleate new phases is to include a small amount of minerals to provide sufficient 
surface area to start precipitation according to Eq. 4.5. This approach does not always predict the 
experimental observations well. For example, in our experiments, secondary CaCO3 precipitation 
was observed in the brine at the end of the reaction. If a small amount of CaCO3 were included in 
the brine domain in the initial condition, these CaCO3 seeds would be quickly dissolved before the 
dissolution of cement could increase the brine pH from pH 3 to equilibrium pH 5. In this case, 
secondary precipitation had to be started by nucleation.  
The updated CrunchTope incorporates the nucleation rate equation30, 61, 162, 163 
𝐽 = 𝐽0 exp (−
∆𝐺∗
𝑘𝑇
) ,        Eq. (4.9)  
in which ∆𝐺∗ is expressed by 
∆𝐺∗ =
16𝜋𝜐2𝛼3
3𝑘2𝑇2[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]2
 .       Eq. (4.10) 
In the equations above, J0 is a kinetic factor, ΔG* is the nucleation energy barrier, 𝜐 is the 
molecular volume of nucleating phase, α is the effective interfacial energy, and k is the Boltzmann 
constant. We assume CaCO3 nucleation happens on an inert foreign substrate, because most of the 
observed secondary CaCO3 in our experiment was on the Teflon liner of the reactor. Such a foreign 
substrate could decrease interfacial energies for nucleation reaction. We utilized 𝜐 and Ksp for 
calcite (unless further modification is specified); α = 47 mJ/m2, measured in our studies in Chapters 
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5 and 6,163, 164 and J0 on the order of 10
-8 mol/m2/s, measured in our work presented in Chapter 7 . 
The unit for J0 is for CaCO3 nucleation on a foreign substrate. Therefore, a small amount of Teflon 
inert was added in the selected brine grids 250 μm away from cement surface, so that 
CaCO3_in_brine could start nucleating on these inert surfaces. To avoid CaCO3_in_brine 
precipitation blocking fluid transport in the brine domain (which is unlikely to happen in real 
reactors), the molar volume of CaCO3_in_brine was manually reduced in the database.  
 
4.3 Results and Discussion 
4.3.1 Experimental Observations and Calibrated Modeling Results 
 The experimental results of this study correlated well with those in Chapter 2. Optical 
images of cement cross sections reacted with CO2 for 1, 3, 6 days are shown in Figure 4-S1. The 
quantified front depths are plotted in Figure 4.2a. The CH front propagates quickly and almost 
linearly with reaction time, while the inner front of the carbonated layer moves much more slowly 
into the inner matrix of cement. The surface dissolution layer was not observable on the Day 1 and 
Day 3 samples, but was obvious on the Day 6 and Day 10 samples. 
 The modeling results, with the incorporated mechanisms of minimum porosity and 
nucleation kinetics, are also shown in Figure 4.2a. The reaction fronts in the cement predicted by 
our model match well with the experimental results. The slight deviation at early reaction times 
between modeling and experimental results may come from the uncertainty related to the pre-
equilibrium of the reaction condition in both the experiment and model. Cement surface 
dissolution was not predicted by our model for Day 1 and Day 3, consistent with experimental 
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observations. Using Day 10 as an example, the results for mineral fractions, porosity, pH, 
saturation for CaCO3 phases, and reaction rates are shown in Figure 4.2(b-f).  
4.3.2 CaCO3 Precipitation Could not Fill 100% of the Pore Spaces 
In our model, a minimum porosity of 1.5% was obtained by calibrating the modeling using 
experimental results. This non-zero porosity is important for the formation and continuous 
widening of the CH-depleted zone. The modeling results without minimum porosity control, 
shown in Figure 4-S2, predict formation of a CH-depleted zone but not continuous widening 
throughout the 10-day reaction. In this case, the formation of the CH-depleted zone can happen 
because at the beginning of the reaction, when CaCO3 precipitation is not able to fill most of the 
pore space, the acidic brine can dissolve the CH front down to 330 μm below the cement surface. 
After the CaCO3 precipitation has filled the pore space and resulted in a porosity ≤ 10-4, the cement 
becomes passivated, and barely evolves further.  
The inefficiency of the carbonated layer in passivating the cement sample can be attributed 
to several possible causes, including the formation of fractures, defects in the carbonated layer 
(due to local break points on the layer or due to gaps at grain boundaries), and pore-size-dependent 
precipitation. These possible causes are illustrated in Figure 4.3.  
Our study in Chapter 2 showed that the carbonated layer occasionally included 
(micro)cracks, either due to the propagation of microcracks originating in the weak CH-depleted 
zone or due to the expansive CaCO3 quickly formed in a local space. These fractures open 
pathways for CO2 transport through the carbonate layer (Figure 4.3a), and when they are averaged 
with the surrounding composition, the porosity of the overall carbonated layer is then larger than 
zero.  
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Figure 4.2  Time-resolved experimental results and modeling results. (a) Comparison of mineral fronts in 
the cement matrix at different reaction times. With updated CrunchTope code, the results from modeling 
reproduce experimental results. (b) Mineral fractions at Day 10. The dotted line indicates the interface 
between the brine and cement domains. The CaCO3_in_brine starts from the nucleation reaction. Note 
that the molar volume of CaCO3_in_brine is manually reduced in the database to facilitate fluid transport 
in the brine grid cells. (c-f) The porosity, pH, calcite saturation, and reaction rates predicted by our model 
for Day 10. 
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Figure 4.3  Illustration of possible causes for inefficiency of the carbonated layer in  
filling all the pores space. Arrows in the figures indicate the possible pathways for CO2.  
 
Another possible explanation for inefficient passivation is that the carbonated layer might 
have defects. The carbonated layer has ragged fronts, as can be observed from the optical images 
in Figure 4-S1. If the carbonated layer were thin, it might have local break points (Figure 4.3b). 
Also, the mineral composition of the carbonated layer is a combination of CaCO3 and silicates. It 
is possible that there are gaps along grain boundaries (Figure 4.3c).  
The last possible explanation is related to the fact that mineral precipitation can be pore-
size-dependent.165, 166 In the case of CaCO3 precipitation, Stack et al. showed that the CaCO3 
preferred to form in macropores as opposed to nanopores (~ 8 nm) when the silica pore walls were 
not chemically modified.166  The remaining pore spaces can then be pathways for CO2 transport 
(Figure 4.3d). For cementitious materials, previous studies using small angle neutron scattering 
reported that the material has a small pore population with ~ 5 nm diameters, apart from large pore 
populations, and that the small pore population accounts for 1–2% of the overall porosity.167, 168 
This percentage of the small-pore population, which might be left open during CaCO3 precipitation, 
is consistent with the minimum porosity of 1.5% calibrated in our model.  
In this study, the minimum porosity was assumed to be constant, because further 
information about the evolution of the minimum porosity in real systems is not available. When 
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the reaction time is long, the evolution of the minimum porosity could have significant effects on 
cement deterioration. In this sense, the reactive transport model in this study is only for mechanistic 
investigation, and cannot be used for extrapolating results for longer reaction times.  
4.3.3 Nucleation of CaCO3 in Brine Promotes Cement Surface Dissolution 
 Before the nucleation rate law is incorporated, the model does not predict dissolution of 
the cement surface layer. Results without including nucleation are shown in Figure 4-S3. In that 
case, the surface of the cement does not dissolve because the Ca2+ dissolved from CH keeps 
accumulating in the brine, and the solution becomes supersaturated with respect to CaCO3, with 
no driving force to dissolve the CaCO3 on the cement surface. 
The experimental observation of secondary precipitated CaCO3 in brine pointed the way 
to include precipitation of CaCO3 in the brine grid cells to serve as a Ca
2+ sink. However, this 
approach works only if we have two CaCO3 phases with different solubilities. If the CaCO3 formed 
in the cement matrix and the CaCO3 formed in the brine have the same solubility, the system 
cannot transfer Ca2+ from CaCO3 on the cement surface to the same CaCO3 phase in the brine. 
Therefore, we hypothesized that the CaCO3 formed in brine is less soluble than the CaCO3 formed 
in cement, so that the CaCO3 precipitation in brine can lower the saturation with respect to the 
CaCO3 in the cement matrix, driving the outer front of the carbonated layer to dissolve. The more 
soluble CaCO3 phase in cement can be explained by (i) altered CaCO3 lattice size by incorporating 
foreign ions and/or (ii) precipitation in confinement. 
To compare the lattice dimensions of CaCO3 in cement and in brine, additional experiments 
were conducted for 6 and 10 days (reaction times for which we had previously observed the 
dissolution layer on the cement surface). After the reaction, precipitates were collected from the 
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brine and from the carbonated layer in the cement, and were ground to pounder for mineralogy 
analysis using X-ray diffraction (Bruker D8 Advance). Detailed procedures can be found in the 
Supporting Information 4-S3. The XRD results (Figure 4.4) show that in both the 6-day and 10-
day systems, the precipitates are mixtures of aragonite and calcite. All aragonite had the same 
lattice dimension, whereas calcite in cement has peaks on the left of the peaks for calcite in brine, 
indicating that calcite in cement has larger lattices.  The larger lattices could be caused by 
incorporation of foreign ions which were more concentrated in cement pore water than in brine. 
One possible incorporated ion is SO4
2- which is usually present in cement composition, and is 
known to increase lattice size and enhance solubility of CaCO3 if incorporated.
169-172  
 
Figure 4.4  Characterization of CaCO3 phases. All aragonite had the same lattice size, whereas the 
CaCO3_in_cement (or CaCO3_c in legend) had larger lattices than CaCO3_in_brine (or CaCO3_b in 
legend) probably due to incorporation of large ions such as SO42-. This trend is the same for Day 6 and 
Day 10 systems. The RRUFF database was used for phase identification. 
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Another possible reason for the more soluble CaCO3 in cement is related to the behavior 
of CaCO3 in a confined space. Because precipitation in confinement requires the precipitates to be 
smaller and have greater surface curvature (not necessarily have different lattice dimensions), the 
result is higher solubility than for precipitates formed in free space.40 Stephens et al. (2010) also 
reported that in their experiment CaCO3 precipitated in confinement were stabilized in the more 
soluble form.173 In the cement system, CaCO3_in_cement was precipitated as a dense and hard 
zone, indicating that CaCO3 was precipitated in confined spaces. Thus, CaCO3_in_cement could 
be more soluble than CaCO3_in_brine.   
To avoid complication with CaCO3 polymorphs, calcite Ksp was used for CaCO3_in_brine, 
and the log10Ksp for CaCO3_in_cement was assumed to be 0.2 higher. This log10Ksp difference is 
similar to that between calcite and aragonite, large enough to distinguish two phases and small 
enough to allow co-existence in one system.  
 The presence of two CaCO3 phases in our model allow the cement surface layer to be 
predicted because the precipitation of less soluble CaCO3_in_brine can drive the brine to be 
undersaturated with respect to CaCO3_in_cement, as shown in Figure 4.2e. The surface layer is 
not predicted for Day 1 and Day 3, because at these reaction times, the brine is still accumulating 
Ca2+ from CH dissolution to reach CaCO3 saturation. When the CaCO3 supersaturation is high 
enough to surpass the nucleation barrier, nucleation of CaCO3_in_brine will start the precipitation 
to form a sink of Ca2+ in the closed system.  
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4.4 Environmental Implications 
 This work provides mechanistic insights into deterioration of wellbore cement, which is of 
importance for safer and more efficient CO2 storage and other energy-related subsurface 
operations. Both the non-zero minimum porosity and the CaCO3 nucleation mechanisms have 
great implications for real-world applications.  
 As shown in the study, the porosity in the carbonated layer can have a great impact on 
widening of the weak CH-depleted zone. To hinder widening of the CH-depleted zone, a 
carbonated layer with less open pore space is desired. The protective efficiency of the carbonated 
layer can be improved, and thus widening of the CH-depleted zone can be prevented, by 
engineering applications to inhibit fracture formation in the carbonated layer, by promoting less 
defective grain boundaries, by forming a thicker carbonated layer, and by diminishing the pore-
size dependency of CaCO3 precipitation. For example, if the CaCO3 precipitation rate is slightly 
suppressed by an inhibitor, the ions can then have more time to diffuse into pores to form a less 
defective carbonated layer.148 Another example is to modify the chemistry of pore walls to trigger 
CaCO3 precipitation in nanopores.
166  
 The nucleation of CaCO3 of a more stable phase in reactive fluid is also meaningful. In a 
GCS environment, the fluid contacting to the cement is likely to be saturated with CaCO3. The 
results shown in this study strikingly indicate that the cement surface can still dissolve in this 
scenario, because a less soluble CaCO3 phase can nucleate in the brine. However, a minor 
modification of the fluid composition by introducing a chemical, such as SO4
2- and Mg2+,169-172 
that prefers a more soluble CaCO3 phase in the brine is feasible, so that the cement surface can be 
less dissolved.  
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These mechanisms also help us understand the reaction systems better. For example, the 
previous study on cement deterioration presented in Chapter 3 introduced 50 mM of sulfate ions 
in the reaction brine, and found that the CO2 attack on cement has been mitigated significantly.
148  
In Chapter 3, we experimentally verified that this mitigation was due to less cement surface 
dissolution caused by sulfate ion adsorption on CaCO3 grains. Here, utilizing the findings of the 
current study, we point out two additional possible explanations. First, sulfate ions can decrease 
the CaCO3 precipitation rate in cement, allowing more time for ions to diffuse into pores and 
arrange themselves in a less defective carbonated layer structure. Second, when the sulfate ion 
concentration is comparatively high in the brine, CaCO3_in_brine can incorporate sulfate ions and 
become more soluble, and thus the difference between the solubility of CaCO3_in_brine and the 
CaCO3_in_cement is smaller, causing slower dissolution of the CaCO3_in_cement. 
In addition to understanding and improving cement systems, the results are also 
transformative for understanding the interactions of rocks with CO2-saturated fluid. When 
supercritical CO2 or CO2-saturated brine flows through formation rocks or shale fractures, the main 
geochemical interactions, as with cement, involve both the dissolution of the rock matrix, which 
releases cations, and precipitation of carbonates that fix CO2 in mineral forms.
174 The process is 
similar to cement deterioration on an elongated time scale. The updated modeling code can thus 
be utilized to understand and simulate rock–CO2 interactions as well.  
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Supporting Information for Chapter 4 
4-S1. Calculation of Initial Cement Composition  
The initial compositions of the cement grid cells were determined using XRF results 
reported in the Supporting Information for Chapter 2, Table 2-S1.  
Assuming 100 g of anhydrate cement powder, the calculated primary elemental 
components are 0.96 mole of Ca, 0.32 mole of Si, 0.004 mole of Fe, and 0.05 mol of Al. 
Distributing these elements to anhydrous products gives 0.17 mole of C2S, 0.15 mole of C2S, 0.05 
mole of C3A, and 0.004 mole of C4AF. During the hydration of cement, the main components of 
Portland cement powder, alite (3CaO-SiO2, or C3S) and belite (2CaO-SiO2, or C2S), react with 
water to form C-S-H. The hydration reactions can be written as  
C3S + (1.4 + x)H = C1.6SHx+1 + 1.4CH  and    Eq. (4-S1) 
C2S + (0.4 + x)H = C1.6SHx + 0.4CH        Eq. (4-S2) 
for C2S.  Considering only calcium silicates, the hydrated products from the hydration reaction are 
0.32 mole of C-S-H and 0.30 mole of CH. Using reported densities for gel C-S-H and CH,175 the 
calculated C-S-H volume and CH volume are 27 and 10 cm3, in which the CH volume occupies 
about 14% of the total paste volume. Keeping the relative ratio of C-S-H to CH, the C-S-H 
occupies about 38% of the total volume. Because the cement pastes used in our studies were 
comparatively newly hardened, the initial composition of CH and porosity in the CrunchTope 
model was increased slightly to mimic our situation. The resulting initial composition used in our 
model is shown in Table 4.1 in the main text.  
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4-S2. Additional Results and Images 
 
Figure 4-S1  Optical images of reacted cement at Days 1, 3, 6, and 10. The image for Day 10 is adapted 
from Chapter 2. 
 
 
Figure 4-S2 Simulation results without minimum porosity control. The results show that without setting a 
minimum porosity, the evolution of the CH-depleted zone observed in experiments could not be predicted 
by the model. The first grid cell on the cement side has a porosity of 0.017%, which is low enough to 
passivate cement. 
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Figure 4-S3  Simulation results without nucleation kinetics. Although the widening of the CH-depleted 
zone is predicted, the dissolution of the cement surface is not reproduced (red inset box), because the 
brine is supersaturated with respect to CaCO3_in_cement. 
 
 
Figure 4-S4  Modeling results with the ion-specific diffusion coefficients listed in Table 4-S2. 
Considering the uncertainty of the diffusivity estimations, the differences between these results and those 
predicted with a fixed diffusion coefficient (3 × 10-9 m2/s) are not significant. 
 
105 
 
Table 4-S2. Diffusion coefficient Di estimated for individual ions.49, 59, 176, 177 
Species Di, 10-9m-2/s 
H+ 8.379 
Ca2+ 0.714 
OH- 4.743 
CO32- 0.860 
HCO3- 1.062 
CO2(aq) 1.719 
Cl- 1.809 
Na+ 1.197 
Other 3.000 
 
4-S3. Description of the CaCO3 Phase Comparison Experiments 
After the reaction, the reactor was degassed for 30 min and precipitates were collected from 
the brine, most of which were attached to the Teflon liner inside the stainless steel reactor wall. 
The precipitates were rinsed with ultrapure deionized water (DI water, resistance > 18 MΩ) and 
dried with nitrogen gas. The precipitates collected from the 10-day system had a mass of ~ 0.1g, 
much more than those collected from the 6-day system (0.02 g), as shown in Figure 4-S5. This 
difference indicates that most of the precipitates were formed during the reaction rather than during 
degassing, because both the 6-day and 10-day system had similar degassing procedures. After 
these precipitates were fully dried, they were ground to powder for XRD characterization. 
 
Figure 4-S5. Amounts of CaCO3_in_brine collected from Day 6 and Day 10 systems for XRD analyses. 
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The cement samples were taken out of the reactor and rinsed with DI water, and then dried 
at ~50 oC in the oven for ~ 5 hours. After the samples were dried, XRD sample powder was 
prepared from the carbonated layer.  
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Chapter 5: Interfacial Energies for 
Heterogeneous Nucleation of Calcium 
Carbonate on Mica and Quartz  
Results of this chapter have been published in Environmental Science & Technology, 2014, 48 
(10), 5745-5753 
Abstract 
Nucleation is an importance process in several research areas, including materials synthesis, 
biomineralization, and geochemistry. In the previous chapters, the critical role of nucleation in 
wellbore cement deterioration was shown using experimental and modeling approaches. In this 
chapter, we present an experimental study to acquire interfacial energies controlling the 
thermodynamically favored CaCO3 nucleation on quartz and mica. In situ grazing incidence small 
angle X-ray scattering (GISAXS) was used to measure nucleation rates at different 
supersaturations. The rates were incorporated into nucleation rate equation 𝐽 = 𝐽0 exp (−
∆𝐺∗
𝑘𝑇
) to 
calculate the effective interfacial energies (α). Ex situ Raman spectroscopy identified both calcite 
and vaterite as the CaCO3 polymorphs in our experimental system. However, vaterite is likely to 
be the phase of the heterogeneously formed nuclei. The α was 24 mJ/m2 for the vaterite–mica 
system, and 32 mJ/m2 for the vaterite–quartz. The smaller α of the CaCO3–mica system led to 
smaller particle and often higher particle densities on mica. A contributing factor affecting α in 
our system was the smaller bond length mismatch between CaCO3 and mica compared to that 
between CaCO3 and quartz. The extent of hydrophilicity and the surface charge could not explain 
the observed CaCO3 nucleation trend on mica and quartz. The findings of this study provide new 
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thermodynamic parameters for subsurface reactive transport modeling and contribute to our 
understanding of mechanisms where heterogeneous CaCO3 formation is a concern. 
 
5.1 Introduction 
For several reasons calcium carbonate (CaCO3) has long been of interest in many branches 
of science. It is abundant in geological environments, and it is biologically crucial and reactive, 
and thus of high interest in biomimetic mineralization.13, 178, 179 Calcium carbonate formation is 
also one of the ultimate CO2 trapping mechanisms in geologic CO2 sequestration (GCS).
8, 62, 180  
Furthermore, calcium carbonate is useful in paper and plastic production,13, 181 and, conversely, its 
formation can cause detrimental scaling in oil pipes and water treatment facilities.42, 182-184 
Therefore, elucidating CaCO3 formation is important to advance our understanding of natural and 
engineered environmental phenomena and to guide engineering applications in environmental 
science as well as materials science. 
Because of its versatile applications and numerous environmental implications, CaCO3 
precipitation has been extensively investigated,182, 183, 185-188 but most previous studies did not 
separate the nucleation process from growth, aggregation, or ripening. In reactive transport models, 
seeded systems are usually used at the beginning of mineral precipitation, mainly because of the 
lack of parameters to set up the nucleation process.37 In many cases, however, nucleation manifests 
itself to be an important step. For example, nucleation can generate large reactive surface areas,37 
and nucleation rates have been considered to be the determining factor in mineral precipitation 
rates.189, 190 So far, methods such as in situ pH191 and Ca2+ activity measurements by a Ca-ion-
selective-electrode192 have been used to indirectly extract nucleation kinetics from bulk solution 
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chemistry where simultaneous nucleation and growth occurred.193 Some direct measurements of 
nucleation rates have also been carried out. Optical microscopy, one of the most straightforward 
techniques, allows determining nucleation rates by directly measuring the number of particles 
formed per unit of time.32, 33, 35, 188 A caveat of optical microscopy studies is that they are valid 
only under the assumption that nucleated particles will grow larger than the resolution limit 
without aggregation or Ostwald ripening. Other microscopy techniques include atomic force 
microscopy (AFM),186, 187, 194 scanning electron microscopy (SEM),194, 195 and transmission 
electron microscopy (TEM).196 However, these techniques probe only a limited observation area, 
which limits their ability to yield reliable statistical average counts of nucleated particles. To 
address these difficulties, Jun et al. (2010) introduced in situ small angle X-ray scattering 
(SAXS)/grazing incidence small angle X-ray scattering (GISAXS) to study in situ nucleation of 
iron (hydr)oxides on quartz surfaces and in solution, providing direct information on critical 
nucleus sizes, shapes, and their formation kinetics.197 To measure the heterogeneous CaCO3 
nucleation rate on quartz surface, Fernandez-Martinez et al. (2013) used in situ GISAXS with a 
specifically-designed flow-through cell.31  The flow-through reaction cell (an open system) 
maintains a constant fluid supersaturation with respect to CaCO3 (s), which is a crucial classical 
nucleation theory (CNT) parameter controlling nucleation rates.31  
The application of CNT to CaCO3 is complicated, because CaCO3 exists in different 
polymorphs and can first precipitate, in many cases, as metastable phases instead of the most 
thermodynamically stable phase, calcite (Ostwald step rule).198, 199 These metastable phases 
include amorphous calcium carbonate (ACC), vaterite, and aragonite. 28 To apply CNT on 
nucleation kinetics, CaCO3 phase needs to be either assumed or identified. In addition, the phase 
and kinetics of heterogeneous CaCO3 precipitation can be affected by substrates.
32, 33, 35 A recent 
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study of heterogeneous CaCO3 precipitation on organothiol self-assembled monolayers (SAMs) 
concluded that calcite nucleated directly on the surface, and was not transformed from amorphous 
precursors. The calcite nucleation rates were in good accordance with CNT with a reduced 
thermodynamic barrier.33 
Apart from affecting precipitate kinetics and polymorphs on surfaces, the substrate can also 
influence the dominant reaction processes (either nucleation, growth, or Ostwald ripening)200 and 
the chemical compositions of precipitates.201 In particular, substrates can create different 
interfacial energies among the substrate, the solution, and the precipitates, resulting in different 
heterogeneous nucleation rates. Fernandez-Martinez et al. (2013) experimentally obtained a value 
of 36 mJ/m2 for the effective interfacial energy controlling CaCO3 nucleation on quartz under 
experimental solution conditions. They assumed the precipitated phase was calcite, and 
approximated the system to be nucleation-dominant (meaning that particle growth was slow 
enough to be ignored).31  Several questions naturally come up: what will happen if other mineral 
surfaces with different surface natures are used as substrates? For example, if mica, another 
environmentally abundant mineral often found in GCS sites,202 is used as CaCO3 precipitation 
substrate, it cannot be predicted whether precipitation will be nucleation-dominant as we found in 
the quartz case under similar experimental conditions. If the nucleation process does not dominate, 
is there a way to separate nucleation from growth? What phases of CaCO3 are formed? What is 
the interfacial energy of the CaCO3–mica system? 
This work seeks to answer these questions and to determine the effective interfacial 
energies of CaCO3–mica and CaCO3–quartz systems in aqueous environments. We compared 
CaCO3 nucleation rates and critical nucleus (smallest observable particle) sizes on mica and quartz 
substrates at different supersaturations. We also identified the CaCO3 phases of micro-sized 
111 
 
particles and suggested a CaCO3 phase for nanoparticles in the system. This study provides new 
information about CaCO3 nucleation on quartz and mica substrates, specifically, the interfacial 
energies for heterogeneous nucleation. The findings provide useful information for environmental 
geochemistry, such as geologic CO2 sequestration modeling, where many thermodynamic 
parameters are needed,203, 204 for bio-mineralogy where CaCO3 formation is expected on biofilm 
surfaces,179, 205 and for industries where pipeline/membrane scaling is a concern. The data analysis 
methods also can be applied to other types of nanoparticle formation studied by in situ small angle 
X-ray scattering. 
 
5.2 Experimental Section 
5.2.1 Substrate Preparation 
Quartz and mica are abundant minerals in GCS sites, comprising up to 16–61% and 10–
33%, respectively, of shales that often are caprocks.206 In this work, muscovite 
(K2Al4(Al2Si6)O20(OH)4) was used as a model mica. (001) surface muscovite sheets were 
purchased from Goodfellow Cambridge Limited (UK), and the (100) surface of quartz substrates 
were purchased from MTI Corporation (USA). Substrates were prepared as described in the 
Supporting Information Section 5-S1.  
5.2.2 Solution Chemistry 
CaCl2 and NaHCO3 reservoir solutions were prepared from ACS reagent grade CaCl2 or 
NaHCO3, and volumetrically mixed together to generate the concentrations listed in Table 5.1. 
The Ca2+ concentrations were chosen based on the composition of typical formation water, where 
the general Ca concentration range has been reported as 0.01–0.2 M.207 The HCO3- concentrations 
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were chosen to obtain an optimal supersaturation for the experimental reaction time. The pHs and 
supersaturations ( ln (
IAP
𝐾𝑠𝑝
) ) of the mixed solutions were calculated using the Geochemist’s 
Workbench (GWB, Release 8.0, RockWare, Inc.) with the thermo_minteq database. Specifically, 
𝐼𝐴𝑃 is the ionic activity product of (Ca2+)(CO32-) and 𝐾𝑠𝑝 is the solubility product of CaCO3. The 
database uses 𝐾𝑠𝑝(calcite) = 10
-8.48, and 𝐾𝑠𝑝(vaterite) = 10
-7.91.208 Based on reported 𝐾𝑠𝑝(ACC) = 
10-6.40,209 all the conditions are undersaturated with respect to ACC. Because GWB calculates the 
supersaturations in log10 (
IAP
𝐾𝑠𝑝
), we have converted the results from log10 (
IAP
𝐾𝑠𝑝
) to ln (
IAP
𝐾𝑠𝑝
). Within 
the reaction time range, the pH of the NaHCO3 did not change, indicating that the CO2 dissolving 
or degassing is not a concern.  
 
Table 5.1  Solution conditions used in this study. Supersaturation (σ) is defined as ln(IAP/Ksp), where IAP 
is the ionic activity product (Ca2+)(CO32-), and Ksp is the solubility product of minerals written as a 
subscript of σ. Ksp in the database for calcite and vaterite are 10-8.48 and 10-7.91, respectively.208 Utilizing 
Ksp(ACC) = 10-6.40,209 all the conditions are undersaturated with respect to ACC. Values of σ and pH were 
calculated by Geochemist’s Workbench (GWB, Release 8.0, RockWare, Inc.) using the thermo_minteq 
database. pHs were not adjusted, and were reasonably constant in all conditions (pH ~ 8). 
Condition name CaCl2, M NaHCO3, M ln (
IAP
𝐾𝑠𝑝−𝑐𝑎𝑙𝑐𝑖𝑡𝑒
) ln (
IAP
𝐾𝑠𝑝−𝑣𝑎𝑡𝑒𝑟𝑖𝑡𝑒
) pH 
C1 0.05 0.01 4.61 3.30 7.89 
C2 0.025 0.005 3.73 2.43 7.97 
C3 0.025 0.0025 3.05 1.74 7.97 
C4 0.01 0.0025 2.72 1.42 8.06 
 
5.2.3 Synchrotron-Based Grazing Incidence Small Angle X-Ray Scattering 
(GISAXS) 
GISAXS experiments were conducted at beamline 12-ID-B at the Advanced Photon Source 
(Argonne National Laboratory, USA). Incidence X-ray energy was 14 keV, and the sample-to-
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detector distance was 2.06 m. At this distance, the range of magnitude of the scattering vector q 
was 0.005 to 0.4 Å -1. To ensure high surface sensitivity, the incident angle was set as 0.11o for both 
quartz (θcritical = 0.14o) and mica (θcritical = 0.15o), which gives a calculated reflectivity 98.8% for 
quartz and 98.6% for mica. Before each run, the fluid cell and tubing were rinsed by 1% HCl and 
then by water to remove any CaCO3(s) from the previous run. Two identical peristaltic pumps 
(model WPX1-F1/8S4−C, Welco Co. Ltd., Tokyo, Japan) pumped reservoir solutions into a micro 
mixer (residence time < 1 s) and then pumped the mixed solution into the GISAXS cell at a 
constant flow rate of 5.6 mL/min. The amount of homogeneous nucleation in the cell was below 
the detectable limit of transmission SAXS. Waste solutions were pumped out of the cell from the 
outlet on top of the cell (Figure 5-S1). The flow-through setup generated a constant saturation 
condition in the cell. After the well-mixed solution was connected with the cell, images were taken 
within 3 minutes. Exposure time was 90 seconds for each image, followed by 150 seconds between 
two exposures. All four conditions in Table 5.1 were used for mica, and C1, C2, and C3 were used 
for quartz.  
After images were obtained, horizontal cuts of each two-dimensional scattering data were 
extracted along the Yoneda wing, where the scattering intensities by particles on the surface were 
enhanced the most.210, 211 Possible fluctuations of incoming beam intensity were corrected for in 
each data set, using the Kapton window scattering peak as an internal standard. For each run, the 
first cut after correction was used as background and subtracted from later corrected cuts. The 
resulting scattering intensity I(q) was plotted with respect to the magnitude of the scattering vector 
q. Two methods were used to generate nucleation rates from I(q) vs. q plots.  
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Method 1: GISAXS invariant method  
This method is suited for systems where nucleation is the dominant process, i.e., where the 
observed increase in the scattered intensity comes mainly from the formation of new nuclei, and 
where particle growth is negligible.31  The invariant (Q) is calculated by 𝑄 = ∫ 𝐼(𝑞)𝑞2d𝑞, and 𝑄 
is proportional to the total particle volume, which in turn is proportional to the total particle number 
in a nucleation-dominant system. The increase rate of the invariant (linear part) with time is thus 
proportional to the nucleation rate in an arbitrary unit.  
Method 2: GISAXS intensity fitting method  
This method can be applied to more general systems where nucleation, growth, and 
aggregation are significant. On the I(q) vs. q plot, the interaction of X-rays with particles can be 
expressed by the following equation:212  
𝐼(𝑞) = 𝑁 ∙ ∆𝜌2 ∙ {∫𝐷(𝑅) ∙ [𝑉(𝑅)]2 ∙ 𝑃( 𝑞, 𝑅) ∙ d𝑅}[𝐼𝑝𝑜𝑤𝑞
−𝑝 + 𝑆(𝑞)]. Eq. (5.1) 
In this equation, N is the total particle number; 𝛥𝜌 is the difference of scattering length 
density between particles and background; 𝐷(𝑅) is the size distribution of particles, which is 
assumed to be the Schultz distribution in this study. V(𝑅) is the volume of a particle with radius 
R; 𝑃(𝑞, 𝑅)  is the form factor, the expression of which for spherical particles is 
{
3[sin(𝑞𝑅)−𝑞𝑅cos(𝑞𝑅)]
𝑞𝑅3
}
2
. Further, 𝐼𝑝𝑜𝑤𝑞
−𝑝 expresses the power law (or Porod law) at the small q 
ranges which provide information about the aggregates, where Ipow is a factor weighting the 
intensity contribution from the power law, and p is the power law slope. Finally, S(q) is the 
structure factor, which is equal to one (S(q) = 1) for dilute systems.  
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Using Eq. 5.1, the total particle number N (in arbitrary units) can be fitted at each elapsed 
time point. The fitting allows obtaining relative changes of the total particle number over time, the 
linear part of which is used to determine the nucleation rate. More details of the fitting method are 
available in the Supporting Information Section 5-S3. 
5.2.4 Classical Nucleation Theory (CNT) 
The nucleation rate (J) and the critical nucleus size (rc) in classical nucleation theory are 
expressed as:162 
𝐽 = 𝐽0 exp (−
∆𝐺∗
𝑘𝑇
) = 𝐽0exp {−
16𝜋𝜐2𝛼3
3𝑘3𝑇3[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2}  and   Eq. (5.2) 
 𝑟𝑐 =
2𝜐𝛼
𝑘𝑇 ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)
 .        Eq. (5.3) 
where J0  is a kinetic factor related to the frequency and efficiency of collision, ∆𝐺∗ is the height 
of the free energy barrier that the system has to overcome to form a critical nucleus (J/mol), α is 
the effective interfacial energy (mJ/m2), 𝜐  is the molecular volume of the forming phase 
(cm3/molecule), k is the Boltzman constant (1.38 × 10-23 J·K-1), T is the temperature (K), and 
ln (
IAP
𝐾𝑠𝑝
)  is the supersaturation, After taking natural logarithm of both sides of Eq. 5.2, the equation 
can be re-written as:  
ln (𝐽) = ln (𝐽0) −
16𝜋𝜐2𝛼3
3𝑘3𝑇3[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2 = ln (𝐽0) −
𝐵
[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2  Eq. (5.4) 
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By regressing ln(𝐽)  over 1/[ln(𝐼𝐴𝑃/𝐾𝑠𝑝)]
2
, the effective interfacial energy can be 
obtained by 𝛼 = (
𝐵∙3𝑘3𝑇3
16𝜋𝜐2
)
1/3
. In this study, the molecular volumes of calcite (density = 2.710 
g/cm3) and vaterite (density = 2.645 g/cm3) (mindat.org) were used for α calculations. 
5.2.5 Atomic Force Microscopy (AFM) 
To directly show the morphologies of particles nucleated on the substrates, ex situ AFM 
was used as a complementary technique to GISAXS experiments. All conditions in Table 5.1 were 
conducted for both mica and quartz substrates. However, the substrates in the C1 conditions 
became too rough due to the collection of homogeneously nucleated particles, and thus were not 
scanned by AFM. Substrates were prepared as described above, and were reacted for 2 hours. After 
2 hours, the substrate was taken out of the GISAXS cell, gently rinsed with ethanol, and dried with 
pure nitrogen gas. Ethanol was used instead of DI water to prevent nanoparticle dissolution by DI 
water. Substrates were scanned by AFM within 5 hours of reaction. AFM tapping mode was used 
(AFM, Veeco Inc.) to collect height, amplitude, and phase images. Tapping mode probes were 
purchased from Brucker (Model: RTESP, Part: MPP-11100-10). Detailed AFM tip information is 
provided in the Supporting Information Section 5-S7. Nanoscope 7.20 software was used to 
process images.   
During the AFM image analyses, particle densities (#/μm2) were determined from height 
images. Because heterogeneously nucleated particles have a strong epitaxial relationship with 
substrates, they distribute very evenly on the substrates,197, 213 while the homogeneously formed 
and settled particles are larger and randomly distributed on the substrates. Here, we focus only on 
the evenly distributed particles (i.e., heterogeneously nucleated particles).  If nucleation rates were 
assumed to be constant during the 2 hour experiment, the measured densities would be proportional 
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to the nucleation rates. This method of roughly estimating nucleation rates is referred to as the 
“particle density method” in later sections.   
5.2.6 Raman Spectroscopy 
Within one day of performing the AFM experiments, we analyzed the particles on 
substrates by Raman spectroscopy (Renishaw® inVia Raman Microscope) to determine the 
polymorph of CaCO3 particles at a detection limit of ~2 μm. A laser with a wavelength of 514 nm 
was used. A calibration was performed using a standard quartz wafer (Renishaw®). WIRE software 
was used to process the measurements and record the data. Spectra of freshly reacted quartz and 
mica were also obtained to make sure that other phases were not missed due to the delay from the 
end of reaction to the acquisition of the Raman spectra.  
5.2.7 Scanning Electron Microscopy (SEM) 
After conducting Raman spectroscopy, we imaged the same substrates using SEM (FEI 
Nova NanoSEM 2300). Substrates were coated with AuPd to increase conductivity, and 10.00 kV 
was the electron accelerating voltage. The working distance was 5–6 mm. The surfaces and shapes 
of particles larger than ~ 800 nm in diameter were imaged clearly. 
 
5.3 Results 
5.3.1 Nature of CaCO3 Polymorphs Observed on Substrates 
According to ex situ Raman spectra, vaterite and calcite were two polymorphs of CaCO3 
formed in both mica and quartz systems. Crystals with rhombohedral shapes were identified as 
calcite, while the round, elliptic, and flower-like crystals were vaterite. Figure 5.1 (Top) and Figure 
5-S2 show the Raman spectra of CaCO3 on mica and quartz, respectively. Amorphous calcium 
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carbonate formation was not observed. The freshly reacted mica and quartz substrates also showed 
calcite and vaterite as the two CaCO3 polymorphs after 2 hours reaction, without any observable 
ACC phase. SEM images (Figure 5.1 (Bottom) and Figure 5-S3) demonstrate that these two 
polymorphs have different shapes and surface roughnesses. Different vaterite morphologies were 
observed due to different orientations and combinations of the round, flat particles (Figure 5-S3). 
Vaterite presented a rougher surface than calcite, as shown in the zoomed-in images (Figure 5.1).  
 
Figure 5.1  (Top) Raman spectra of CaCO3 particles formed on mica substrates. The rhombohedral 
particles are calcite, and other shapes (round, elliptic and flower-like) are vaterite. No other CaCO3 phases 
were detected. The peak positions match well with calcite (○) and vaterite (◆) reference spectra.214 
(Bottom) SEM images of a typical surface of vaterite and calcite, taken from C1 and C3 conditions on 
mica. The images show that the vaterite surface is rougher than the calcite surface. Particles under other 
conditions appear to have the same trend. Note that the particles in this figure are likely homogeneously 
formed and have settled to the substrate. 
 
The caveat of SEM and Raman spectroscopy observations is that the observed particles 
were micrometer scale. In GISAXS and AFM experiments, however, we have observed the 
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heterogeneous nucleated particles to be several nanometers in size. Also, in our study, the particles 
observed by SEM and Raman spectroscopy have random orientations without any epitaxial 
relationship with substrates, while previous studies showed that micrometer CaCO3 precipitates 
heterogeneously formed and grew in the preferred orientation that lowered the free energy of the 
system.29, 33 Based on the large size and random orientations of CaCO3 particles, the particles in 
SEM and Raman images must have either formed homogeneously and then settled, or evolved 
from heterogeneously formed particles through growth, aggregation, or ripening. We hypothesized 
that heterogeneous particles first forming on mica and quartz surfaces were vaterite, or ACC, rather 
than calcite, for three reasons: First, AFM images did not show rhombohedral shapes in evenly 
distributed particles (Figure 5.2); second, GISAXS did not show an observable scattering pattern 
of faceted particles (Figure 5-S4); and third, nanometer nuclei are less thermodynamically stable 
than micrometer particles.215 If all nuclei formed as calcite, the phase of CaCO3 particles should 
be all calcite. To be able to present micrometer particles as vaterite, the nucleated phases should 
be either vaterite or ACC, less thermodynamically stable phases (Figure 5-S3).  
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Figure 5.2  AFM images of mica and quartz substrates after 2 hours of reaction at different 
supersaturations (Table 5.1). Substrates reacted under C1 conditions for 2 hours are too rough to be 
scanned by AFM and thus are not shown here. Evenly distributed small particles are heterogeneously 
formed, and their sizes are listed at the bottom of each image. The size is larger for mica-C2 than mica-C3 
(opposite to the trend) due to the uncertainty introduced by extremely small particle sizes. Higher 
supersaturation generates smaller particle sizes. At the same supersaturation, there are more particles on 
mica than on quartz, and this is more obvious in low supersaturations (C3 and C4). No rhombohedral or 
faceted particles are shown in the images. Clean substrates are also shown as a comparison. All images 
are 1μm × 1 μm scan size. 
 
 
5.3.2 In situ GISAXS Observations of Nucleation on Mica and Quartz 
Substrates 
GISAXS experiments recorded the continuous increase of intensity, I(q), over q of ~ 0.02–
0.08 Å -1, which is related to the evolution of heterogeneous CaCO3 particles on the substrates.31 
While GISAXS provides quantitative information about particle size, number, shape, and inter-
particle interactions, we focused on particle size and number to provide nucleation rates in this 
study. Representative I(q) vs. q plots for mica and quartz are shown in Figure 5.3. Additional I(q) 
vs. q plots are shown in Figure 5-S5, and time-resolved particle numbers are shown in Figure 5-
S6 in the Supporting Information. No apparent induction time was observed under our 
experimental conditions. The faster increase of intensity at higher supersaturations indicates faster 
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precipitation (i.e., greater total particle volume) rates. Fitting the data according to Eq. 5.1 and 
using the Schultz distribution, we calculated the in-plane radii of gyration (Rg). Sample C3 for 
quartz could not be fitted because of its weak scattering. Because particle scattering intensities 
were monitored starting before nucleation and concluding with the end of the reaction, it can be 
assumed that the first fitted Rg are close to the critical nucleus radii (rc) of the particular system. 
Therefore, the smallest observable particle radius Rg is used as estimate of rc. The earliest 
observable radii were 3.0 nm, 4.4 nm, 4.4 nm, and 4.5 nm for C1, C2, C3, and C4 on mica, and 
were 3.6 nm and 5.2 nm for C1 and C2 on quartz. The fitting quality of C1, C2 was better than 
that of C3 and C4 due to the stronger signal. The critical nucleus radius increased with decreasing 
supersaturations, which is consistent with CNT (Eq. 5.3).  
 
 
Figure 5.3  Representative GISAXS data cuts along the Yoneda wing. CaCO3 formation on mica and 
quartz at the second highest supersaturations (C2, Table 5.1) is compared. Black lines are the fitted data. 
The arrow shows the peak position evolution (q inversely proportional to particle size). The mica 
substrate has a more significant increase in intensity (more precipitation), a larger peak position (smaller 
particle size), and a bigger shift in peak position (faster particle growth). The GISAXS data for all 
conditions are shown in the Supporting Information Section 5-S6. 
 
Furthermore, particle growth was not obvious in most samples, except in the highest 
supersaturation. This can be seen in I(q) vs. q plots (Figure 5.3). Each I(q) curve has a peak at a 
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distinct q value, which is inversely proportional to particle size. The peak position in the data did 
not shift significantly in most samples, indicating that nucleation was dominant over growth for 
these cases. However, growth was evident for the C1 condition on mica and quartz (Figure 5-S5) 
after ~30 min reaction time. Under C1 conditions, Rg increased by 2.7 nm (90%) on mica and by 
0.4 nm (11%) on quartz within one hour after nuclei were first observed by GISAXS. Under C2 
conditions, the particle radius increased by 0.5 nm on mica (11%) and remained unchanged on 
quartz within one hour after nuclei were observable.  
5.3.3 Ex situ AFM Observations of Nucleation on Mica and Quartz Substrates 
 Trends in particle size and density observed by AFM are consistent with those observed by 
GISAXS, although absolute values are different. As shown in Figure 5.2, particle sizes on both 
substrates are smaller under higher supersaturations. The heights of particles nucleated on mica 
under conditions C2 and C3 have comparatively large uncertainties, because the particles are 
mostly just larger than the range of the image noise level of ~ 0.5 nm, with the exception of smaller 
particles that have been blurred by the noise. These particle sizes are much smaller than those 
observed by GISAXS. There are three possible reasons: First, the particle size may have decreased 
upon dehydration; second, particles may have partially dissolved during rinsing after reaction, 
although we do not anticipate significant dissolution of precipitates by ethanol; and third, AFM 
measures the vertical heights of particles as an indicator of particle sizes, while GISAXS measures 
the in-plane (horizontal) radii of gyration of particles to represent particle sizes; the two parameters 
may not be the same if the particle is not perfectly spherical with a contact angle of 90o.  
Particle densities (#/μm2) are higher at higher supersaturations (Figure 5-S7), indicating 
faster nucleation rates. Particle densities under conditions C2 and C3 on mica are hard to compare, 
because the particle sizes are just above the noise level (~ 0.5 nm), and have comparatively large 
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uncertainties in measured height. Moreover, particle density is higher on mica than on quartz under 
the same supersaturation (Figure 5-S7), and this difference becomes more significant at lower 
supersaturations. In other words, particle density on quartz decreases faster with decreasing 
supersaturation than does particle density on mica. Differences in absolute values between AFM 
and GISAXS, although the results have similar trends, indicate possible discrepancies between in 
situ and ex situ results using similar conditions.  
5.3.4 Effective Interfacial Energy (α) Calculations 
Three different approaches were used to calculated effective interfacial energies in Eq. 5.2: 
(1) the invariant method using in situ GISAXS data, (2) the fitting method using in situ GISAXS 
data, and (3) the particle density method using ex situ AFM data. While the three approaches 
obtained nucleation rates differently, as described in the Experimental Section, all followed the 
same procedure to calculate α. Because the slope of ln(𝐽) over 1/[ln(𝐼𝐴𝑃/𝐾𝑠𝑝)]
2
 is used in α 
calculation, although the absolute values of 𝐽 are different from each method, the slopes are 
comparable among all methods. 
The effective interfacial energies calculated by the three different methods are listed for 
comparison in Table 5-S1. The error ranges come from uncertainties related to the weighted linear 
regression. The invariant method gives almost the same values as the fitting method when applied 
to a system where nucleation is dominant over growth. This method also works for samples with 
low signal-noise ratios (C3 condition on quartz). If the system has significant particle growth, the 
invariant 𝑄 (proportional to the particle volume) will increase more with reaction time than if the 
system has only nucleation. In that case, the fitting method is recommended, because it allows for 
the separation of nucleation from growth by fitting the total particle number contributed by 
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nucleation, as well as the particle size change contributed by growth. The only limitations are that 
it requires high data quality and that the system must not have appreciable Ostwald ripening. 
Finally, the particle density method gives the smallest  values among the three methods. This is 
likely because the nucleation rates were not always linear within 2 hours, and particles are too 
small to be counted accurately using AFM.  
 
Figure 5.4  Effective interfacial energies of CaCO3–mica and CaCO3–quartz systems. Data presented are 
samples with best signal-noise ratios, and error bars are data ranges which were used in the weighted least 
square regressions. Calculated effective interfacial energies are shown in the figure, uncertainties of 
which are from the standard deviation of the regressed slope. Nucleation rate, J, in the mica figure (left) is 
generated using the fitting method, while J in the quartz figure (right) is generated by the invariant plot. 
The J values can be compared within each figure, but cannot be compared between figures. 
 
Here, we report α of the CaCO3–mica system calculated by the fitting method, which, 
unlike the invariant method, reliably separates nucleation from growth (Figure 5.4). We report α 
of the CaCO3–quartz system calculated by the invariant method, which works for the C3 condition 
on quartz, where the signal was too weak to fit. Because we concluded that vaterite nucleated first, 
unless we had ACC in our experimental systems, we calculated α values for vaterite and substrate 
systems as αvaterite–mica= 24 mJ/m2 and αvaterite–quartz = 32 mJ/m2. However, where calcite needs to 
be assumed as the phase of the nuclei, such as in transport reactive models where phase 
transformation is not included to avoid complicating the scenario, we also report α values for the 
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assumed calcite–substrate systems as αcalcite–mica = 41 mJ/m2 and αcalcite–quartz = 47 mJ/m2. Despite 
of the different methods used, the relative magnitude of α on mica is smaller than that on quartz, 
for both polymorphs. The α results and their trends were reproduced using data from two 
beamtimes. The αcalcite–quartz we report here is larger than calculated in the previous experiments 
conducted by Fernandez-Martinez et al., of which difference, 5 mJ/m2 is attributed to the choice 
of the database for the calculation of the supersaturation. In addition, different flow rates were 
used, and a large error was observed for the lowest supersaturation (0.01 M CaCl2 and 0.0025 M 
NaHCO3). More details on α uncertainties are available in the Supporting Information Section 5-
S9.  
 
5.4 Discussion 
5.4.1 Effects of α on CaCO3 Nucleation Behaviors 
From the slope of ln(𝐽) over 1/[ln(𝐼𝐴𝑃/𝐾𝑠𝑝)]
2
, which is proportional to the cube of α, we 
have obtained smaller α for the mica system than the quartz system. In practical application, if the 
nucleation rates on one substrate vary less significantly with changing supersaturations (i.e., 
smaller slope of ln(𝐽) over 1/[ln(𝐼𝐴𝑃/𝐾𝑠𝑝)]
2
),195 the substrate is expected to have smaller α. 
According to Eq. 5.2 and Eq. 5.3, this substrate is also expected to have a smaller critical nucleus 
size (proportional to α) and faster nucleation rates. Here, we discuss how consistent our system 
(and potentially other systems) is with CNT, with respect to the effects of α on critical nucleus 
sizes and nucleation rates.   
As shown by GISAXS results, we observed smaller rc on mica than on quartz at the same 
supersaturations, indicating that under our experimental conditions, the critical nucleus sizes were 
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predominantly affected by ln(𝐼𝐴𝑃/𝐾𝑠𝑝)  and α. For heterogeneous nucleation, the positive 
relationship between rc and α at constant 𝐼𝐴𝑃/𝐾𝑠𝑝 can be affected by other factors, such as particle 
geometry and contact angles between particles and substrates. Assuming proportional relationship, 
we can calculate the α of one system as long as we know the α of another system and the rc’s for 
both systems. For example, if we first measured αvaterite–quartz to be 32 mJ/m2, then αvaterite–mica can 
be calculated by comparing the rc (approximated by comparing earliest Rg obtained using GISAXS) 
on mica and quartz under the C1 and C2 conditions, which gives αvaterite–mica ~ 27 mJ/m2. This 
method provides reasonable estimates, however, it assumes that Eq. 5.3 is applicable, employs the 
smallest observable Rg as good approximation for rc, and requires a priori knowledge of the α of 
another system.  
Eq. 5.2 implies that a substrate with a small α will have faster nucleation rates. Using 
GISAXS, we measured faster nucleation rates on the C2 and C3 mica than on quartz, and using 
AFM, we observed faster nucleation rates on C3 and C4 mica than quartz. However, at higher 
supersaturations (C1), the nucleation rates on mica and quartz were similar, despite the mica 
having a smaller α value. The only parameter in Eq. 5.2 that can account for the similar nucleation 
rate would be different kinetic factors, J0, for mica and quartz.
216 Factor J0 in Eq. 5.2 is expanded 
as 𝐽0 = 𝐴exp(
−𝐸𝑎
𝑘𝑇
), where A relates to the geometry and material properties of the reactant, and Ea 
is the effective activation energy arising from attaching new ions onto nucleated clusters.33, 61 
Therefore, predicting a relative nucleation rate by α according to Eq. 5.2 should be approached 
carefully, as J0 could also affect the nucleation rate. To the best of our knowledge, there is little 
experimental research on the kinetic factor, J0.  Research on the relationship between material 
properties and J0 could be an interesting future direction to help us better understand the kinetics 
of heterogeneous nucleation.  
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5.4.2 Factors Contributing to α  
Three substrate related factors can contribute to the kinetics of heterogeneous precipitation: 
The lattice mismatch between the substrate and the precipitate, the extent of hydrophilicity, and 
the surface charge of the substrate surfaces.194, 200, 213, 215, 217-220 To provide insight on mechanisms 
responsible for the smaller α in the CaCO3–mica system compared to the CaCO3–quartz system, 
these three factors were analyzed experimentally. First, lattice mismatch is related to interfacial 
energy between the nuclei and the substrates (αsn).200, 213, 217, 218, 221 The larger the mismatch, the 
larger the αsn, and the less nucleation is favored.200, 213, 217, 218, 221 Because the CaCO3 precipitates 
and the substrates have different crystal structures, it is challenging to obtain the exact lattice 
orientation of nuclei on mica/quartz at the molecular level, Therefore, the bond length mismatch 
was used to approximate the lattice mismatch between the nuclei and substrates.200, 213  The 
calculation suggests a smaller O–O bond length mismatch (m) between CaCO3 and mica (mvaterite–
mica= 11%) than that between CaCO3 and quartz (mvaterite–quartz= 19%), which could be the 
explanation for the smaller energy barrier for the mica system. The extents of hydrophilicity of 
mica and quartz, as well as the surface charge of mica and quartz powders in experimental 
conditions, were also tested. However, the results do not explain the more favorable CaCO3 
nucleation on mica than on quartz. Further details of the analysis of factors controlling α are 
available in the Supporting Information Section 5-S11. 
 
5.5 Environmental Implications 
 Mineral trapping of CO2 by carbonate precipitation is considered to be the safest trapping 
mechanism in GCS. The precipitation process can change the fluid chemistry and porosity-
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permeability, affecting the fate and transport of CO2. These processes for GCS can be modeled by 
reactive transport approaches, which require interfacial and bulk thermodynamic parameters as 
inputs.203, 204 However, most of those models do not include nucleation as an explicit step in 
precipitation, but rather use seeded systems and growth kinetics as approximations. Considering 
that the size of nucleated CaCO3 particles is comparable to the pore sizes of some rocks in GCS 
formations, nucleation is crucial in changing media porosity and permeability. Thus, nucleation 
should be incorporated into reactive transport models. To achieve this, we need to advance our 
kinetic and thermodynamic knowledge of the nucleation of carbonate minerals in subsurface 
environments. At GCS sites, pores present different mineralogies as well as topologies, and can 
serve as important nucleation sites. The interfacial energy, which differs for each mineral, is an 
important parameter controlling nucleation. Hence, the interfacial energies provided by this study 
are useful for incorporating nucleation into current reactive transport models as an explicit step.  
 In this study, we focused on the most abundant carbonate, CaCO3, and obtained effective 
interfacial energies () under ambient conditions. Provided  is not a function of temperature and 
pressure, these parameters can be applied to GCS modeling. At least three major impacts of CaCO3 
precipitation during GCS are expected: First, the permeability of a GCS reservoir can be changed. 
Based on the new effective interfacial energies (αvaterite–mica = 24 mJ/m2, αvaterite–quartz = 32 mJ/m2, 
αcalcite–mica= 41 mJ/m2, αcalcite–quartz = 47 mJ/m2), if the pore throat mainly consists of mica, CaCO3 
formation will reduce the pore permeability more significantly than if the dominant mineral in the 
throat is quartz. Second, the precipitation process can affect the geometry of pore walls by forming 
different amounts or different quantities and phases of CaCO3. For example, the vaterite surfaces 
we observed are rougher than calcite surfaces, and they have larger surface area.222  The geometry 
and polymorphs of CaCO3 may also be changed after nucleation, by particle evolvement and 
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possible phase transformations. Third, different polymorphs of CaCO3 may lead to different 
wettability of the wall surface, which is a critical factor controlling CO2 transport and trapping.
223-
228 For example, the breakthrough capillary pressure of CO2 is proportional to the cosine of the 
mineral-brine-CO2 contact angle measured in brine.
226, 228 Therefore, if the porous media is more 
hydrophilic (smaller contact angle), higher pressure is needed in the supercritical CO2 (scCO2) 
phase to transport scCO2 through the media previously saturated with brine. It is reported that 
calcite is more hydrophobic than vaterite,229 and it is known that the hydrophilicity/hydrophobicity 
is also sensitive to temperature and pressure,224, 225 as well as surface roughness,219 which appears 
different for calcite and vaterite according to our observations. Furthermore, different forms of 
CaCO3 have different surface energies and mechanical properties,
230 which will change the 
properties of pore walls if they precipitate. The information reported in this chapter is not only of 
interest for the geologic CO2 sequestration community, but to other fields where heterogeneous 
CaCO3 nucleation is an important process, such as in industrial pipeline scaling, and CaCO3 
formation on engineered surfaces or biofilms. 
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Supporting Information for Chapter 5 
5-S1. Substrate Preparation 
The (001) surface of muscovite sheets (Goodfellow Cambridge Limited, UK) were cut to 
10 mm × 10 mm × 0.025 mm pieces. The (100) surface of quartz was chosen based on the previous 
study.31, 164  Quartz substrates (roughness < 5 Å ) with dimensions of 10 mm × 10 mm × 1 mm were 
purchased from MTI Corporation (USA). The quartz substrates had a step density of ~10 steps per 
μm. No preferential precipitation along steps was observed under our experimental conditions. 
These substrates were cleaned by sonication in acetone, ethanol, and isopropanol, consecutively 
for 20 minutes each, and sonication in water for 30 minutes. All water used in this study was 
ultrapure deionized (DI) water (resistivity > 18.2 MΩ·cm). Quartz substrates were further cleaned 
by soaking in a mixture of sulfuric acid and Nochromix® for 2 hours to remove any possible 
organic residuals. The cleaned substrates were stored in DI water until used for experiments. 
Before the experiment, muscovite pieces were glued by epoxy adhesive (DP-100, McMaster-Carr®) 
to 10 mm × 10 mm × 1 mm clean glass slides, and dried by ultrapure nitrogen gas. For experiments, 
the prepared substrates were placed in the GISAXS cell. 
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5-S2. Experimental GISAXS Setup 
 
 
Figure 5-S1 Schematic and picture of experimental setup.  
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5-S3 Fitting GISAXS Data 
Using Eq. 5.1, we fitted intensity data I(q) over the q range from 0.007 to 0.08 Å-1, where 
one distribution was probed and data had a high signal to noise ratio. Δρ remained constant in our 
system, and there was no necessity to find the absolute Δρ to get the needed information, so we 
assigned 1 for Δρ. S(q) was set as 1 because the system was dilute and no particle interaction was 
seen from intensity plots. Five parameters—total particle number (N), the mode (μ) and variance 
(σ2) of the Schultz distribution D(R), the power law factor (Ipow), and the power law slope (p)—
were fitted by MatLab (MATLAB R2012a Student Version (32-bit)). Chi-square (χ2) fitting was 
used, and the square root of intensity was used as the weighting factor for each data point. The 
fitting results were accepted if χ2 was small enough (approximately < ~ 20 for high 
supersaturations, and  < ~5 for low supersaturations), and the resulting parameters followed the 
trends of adjacent time points. Then the fitted the Schultz distribution D(μR, σR) was used to 
calculate the average in-plane radius of gyration by 
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.  Rg was used as estimates of critical nucleus radii in GISAXS experiments. The 
resulting total particle number (N) was in arbitrary units (comparable within this study) because 
Δρ was an assumed number and intensity was not calibrated using standard samples. To the best 
of our knowledge, a calibration standard for GISAXS intensity has not yet been developed (but 
will be addressed later in Chapter 7 of this dissertation).   
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5-S4. Raman Spectra and SEM Images of Vaterite 
 
Figure 5-S2  Raman spectra of CaCO3 particles formed on quartz substrates. The rhombohedral particles 
are calcite, and the other shapes (round, elliptic and flowerlike) are vaterite. No other CaCO3 phases were 
detected. The peak positions match well with calcite (○) and vaterite (◆) reference spectra.214 Note that 
the particles in this figure are likely homogeneously formed and have settled to the substrate. 
 
 
 
Figure 5-S3  Example SEM image showing different shapes of vaterite formed on substrates, taken from 
mica under the C1 condition for 2 hours. Vaterite showed several shapes (round, elliptic, and flowerlike, 
as indicated by arrows). The more complicated shapes appear to be assembled by small, round, flat 
vaterite units. All vaterite shows the same degree of roughness on the surface. Note that the particles in 
this figure are likely homogeneously formed and have settled to the substrate. 
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5-S5  GISAXS 2D Scattering Pattern 
 
Figure 5-S4  Examples of GISAXS scattering patterns from quartz and mica substrates. Original images 
are shown, without background subtraction and further processing. The left image is the scattering pattern 
from the C2 condition on quartz at 60 min. The right image is the scattering pattern from the C3 condition 
on mica at 160 min. The color contrast is selected to clearly show the scattering pattern. All the patterns 
are symmetric, and do not show the existence of faceted particles.   
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5-S6  GISAXS Data for All Experimental Conditions 
(a) GISAXS data of particles formed on mica 
 
Figure 5-S5a  GISAXS data of particles formed on mica. Intensities are obtained from cuts along the 
Yoneda wing. Solid black lines are the fitted results. Data without solid black lines were early time points 
that were not able to be fit due to the weak signal given by particles on the substrates. Low saturation 
figures show only representative time points, thus reducing the overlap of data. 
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(b) GISAXS data of particles formed on quartz 
 
 
Figure 5-S5  GISAXS data of particles formed on quartz. Intensities are obtained from cuts along the 
Yoneda wing. Solid black lines are the fitted results. Data without solid black lines were early time points 
that were not able to be fit due to the weak signal given by particles on the substrates. Low saturation 
figures show only representative time points, thus reducing the overlap of data. 
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Figure 5-S6  Nucleation rate J on mica generated by the fitting method (left figure) and on quartz by the 
invariant method (right figure). 
 
5-S7 AFM Tip Dimensions and Particle Densities in AFM Images 
Probe tips were made of 0.01–0.025 Ω·cm antimony (n) doped silicon. Cantilevers were 
115–135 μm long, 30–40 μm wide, and 3.5–4.5 μm thick. Cantilever spring constants were 20–
80 N/m, and drive frequencies were 302-336 kHz. The nominal tip radius was 8 nm, and the tip 
height was 15–20 μm. The front, side, and back angles of the tip were 15 ± 2o, 25 ± 2o, and 
17.5 ± 2o, respectively. 
 
Figure 5-S7  Particle densities on AFM images shown in Figure 5.2 of the main text. Data present the 
average particle density of four manually counted areas, and error bars are the data range. 
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5-S8  Comparison among Methods in Obtaining α 
Table 5-S1  Comparison of α obtained by the three methods mentioned in the Results section of the 
manuscript. Results from the invariant method and fitting method are very similar, while values obtained 
by the particle density method are smaller than values from the other two methods. 
 Calcite initial polymorph Vaterite initial polymorph 
Method                          Substrate 
Mica 
αcalcite-mica 
Quartz 
αcalcite-quartz 
Mica 
αvaterite-mica 
Quartz 
αvaterite-mica 
Invariant 41 ± 4 47 ± 1 24 ± 3 32 ± 4 
Fitting 41 ± 2 ~51 24 ± 1 ~34 
Particle density 15 ± 4 36 ± 4 9 ± 5 20 ± 4 
 
 
5-S9  Uncertainty of α values by GISAXS 
 Several factors contribute to error in α, and it is useful to know the error range of 
experimentally generated α  values among different laboratories and researchers. Upon comparison 
with the previous study done by Fernandez-Martinez et al. (2013) with the same system setup, we 
found three factors that can contribute to the calculated α error. First, the database used in modeling 
supersaturations will affect the obtained α. This study used GWB with the thermo_minteq database 
to calculate ln(IAP/Ksp). If using Phreeqc Interactive (Version 3.0.0-7430) with the minteq 
database, which models smaller ln(IAP/Ksp) values than those in Table 5.1, the final α can be ~ 5 
mJ/m2 smaller. Although both databases are called minteq, some details are not the same with 
respect to thermodynamic constants and complexation species. These differences may have caused 
the difference in ln(IAP/Ksp), and later in α.  
 Second, different systems may have different induction times before the nucleation rate 
becomes a constant, and the induction time could be affected by the flow rate of the system. The 
induction time is especially important for low supersaturations because it will help determine 
which part of the data is used for the linear regression. In Fernandez-Martinez et al.’s previous 
140 
 
study, which used a similar supersaturation range but with a slower stirring rate and slower flow 
rate (2 mL/min), the induction time for the lowest concentration was about 2–3 hours.31 However, 
in the current study, with a faster stirring rate and flow rate (5.6 mL/min), there is no obvious 
induction within 3 hours. In other words, the induction times were very short. Therefore, faster 
flow rates generated more perturbation in the system, and this helped to establish a steady-state 
sooner.  
 Third, the low supersaturation conditions had weak signals, and thus had a larger error in 
nucleation rates. Including the low supersaturations in the ln Jn vs. 1/[ln(IAP/Ksp)]
2 regression will 
result in an error range for α of around 7 mJ/m2, if not more. The factors above could explain the 
difference in αcalcite-quartz in Fernandez-Martinez et al.’s previous study (36 mJ/m2) and this study 
(47 mJ/m2). Accounting for the difference arising from choosing GWB thermo_minteq.dat as the 
database and not including the lowest supersaturations in both studies, the resulting α’calcite-quartz for 
both papers are within the range of 44–50 mJ/m2. In addition, both studies obtained very good 
reproducibility of α values from separate beamtimes. 
 
5-S10  Conversion from Effective Interfacial Energy α to Absolute Interfacial Energy αsn 
 The α we measured was the effective interfacial energy in Eq. 5.2. It is a combination of 
three interfacial energies: the interfacial energy between liquid and substrate (αls), the interfacial 
energy between liquid and nuclei (αln), and the interfacial energy between substrate and nuclei 
(αsn).  For spherical particles, they combine to give α by31 
 𝛼 = 𝛼𝑙𝑛
2(1−cos𝜃)−sin2𝜃 
𝛼𝑙𝑠−𝛼𝑠𝑛
𝛼𝑙𝑛
22/3(2−3cos𝜃+cos3𝜃)2/3
      Eq. (5-S1) 
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where θ is the contact angle of precipitates on substrates. The interfacial energy of calcite (αln(calcite)) 
in water has been obtained by different methods. However, this data varies much among different 
methods; the range of αln(calcite) obtained by nucleation measurement was 32–85 mJ/m2.215 We 
chose this range because we also had the nucleation reaction. For calculations, we assumed a 
number in the middle of this range, 59 mJ/m2. However, there is no αln(vaterite) value provided by 
similar methods. A comparison of interfacial energy by de Leeuw (1998) via atomistic simulation 
reported the averaged interfacial energy of hydrated vaterite to be 77% of that of hydrated 
calcite.231 So we estimated αln(vaterite) by multiplying αln(calcite) by 77% to get αln(vaterite) = 45 mJ/m2. 
We used reported αls(quartz) = 168 mJ/m2 and αls(mica) = 150 mJ/m2.232 Then the only parameter 
needed to calculate αsn is θ, which is hard to measure due to small particle sizes. In Fernandez-
Martinez et al.’s study, the contact angle was assumed to be 90o,31 which might be too simplified 
to be realistic. At a certain range, varying θ changes the calculated αsn greatly, and thus the value 
of θ is important. Therefore, we used AFM to measure the height and width of particles with 
horizontal dimensions of 100–300 nm, and calculated the contact angle according to Figure 5-S8 
to represent contact angles of nuclei formed on substrates. The smaller particle measurements (< 
30–40 nm) done by AFM do not have accurate lateral dimensions due to the AFM probe’s 
dimensions.213 In AFM measurements of larger particles, we made two assumptions: First, the 
contact angles of nuclei do not change while they grow to the particle size range of 100–300 nm. 
Second, the newly nucleated particles have a spherical shape.  
 
Figure 5-S8  Calculation of contact angle based on particle height (h) and width (w) measured by AFM. 
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 Contact angles of CaCO3 on substrates were 18 ± 7o on quartz and 9 ± 8o on mica. These 
contact angles will generate αvaterite–quartz = 141 mJ/m2, and αvaterite–mica = 132 mJ/m2, αcalcite–quratz = 
136 mJ/m2, and calcite–mica = 124 mJ/m2. For small θ, as measured in this section, varying θ did not 
affect the results significantly;31 however the large range of reported αls and αln values, especially 
values obtained by different methods, brings much uncertainty to the calculated αsn. Although 
estimates of individual interfacial energies are useful to extend nucleation processes into non-
aqueous systems, effective α might be a better starting point for aqueous systems, until further 
refinement of the parameters that α depends upon. 
 
5-S11  Factors Controlling α 
 In this study, we observed that α significantly influenced heterogeneous precipitation 
characteristics. It is intriguing to study the factors that lead to such a different α. Such information 
is meaningful for understanding nucleation regarding other precipitates and other substrates. 
Lattice mismatch between the substrate and the precipitate, substrate hydrophobicity, and the 
surface charge of the substrate surfaces can be considered to control the heterogeneous 
precipitation.194, 200, 213, 215, 217-220 Therefore, we analyzed these three factors regarding 
heterogeneous CaCO3 nucleation on mica and quartz. 
 Lattice mismatch is related to interfacial energy between the precipitates and the substrates 
(αsn).200, 213, 217, 218, 221 The larger the mismatch, the larger the αsn, and the less nucleation is 
favored.200, 213, 217, 218, 221 A smaller αsn between mica and CaCO3 was calculated in Section 5-S9, 
so a smaller mismatch between mica and CaCO3 is expected.  Because the precipitates and the 
substrates belong to different crystal structures, and it is challenging to obtain the exact lattice 
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orientation of nuclei on mica/quartz at the molecular level, bond length mismatch calculations 
were used to approximate the lattice mismatch between the nuclei and substrates.200, 213 Data from 
the MINCRYST database was used to calculate average bond lengths. Bond length mismatch (m) 
is calculated by:213 
 m =
𝑎𝐴−𝑎𝐵
𝑎𝐵
× 100% ,       Eq. (5-S2) 
where Aa  and Ba  are the bond lengths in the precipitate and in the substrate. The mismatch 
between metal–oxygen (M–O) bonds and oxygen–oxygen (O–O) bonds in the precipitates and 
substrates are shown in Table 5-S2. Because of the uncertain difference between bond length 
mismatch and lattice mismatch, the mismatch values in Table 5-S2 should not be taken literally. 
However, the results suggest a smaller mismatch between CaCO3 and mica than that between 
CaCO3 and quartz. Therefore, compared to the CaCO3–quartz system, the smaller interfacial 
energy between CaCO3 and mica could have been related to a smaller lattice mismatch between 
CaCO3 and mica.  
Table 5-S2   Calculation of bond mismatch of CaCO3 on mica/quartz substrates. Data are from WWW-
MINCRYST. 
 
O–O, 
Å 
Bond Length 
mismatch (m) 
M–O, 
Å 
Bond Length mismatch 
(m) 
Vaterite 3.1 mvaterite–mica= 11% 
mvaterite–quartz= 19% 
mcalcite–mica= 18% 
mcalcite–quartz= 27% 
2.55 mvaterite–mica= 54% 
mvaterite–quartz= 58% 
mcalcite–mica= 43% 
mcalcite–quartz= 47% 
Calcite 3.3 2.36 
Mica 2.8 1.65 
Quartz 2.6 1.61 
  
 The extent of hydrophilicity of substrates can control precipitation on different 
substrates.194, 233 The hydrophilicity of the quartz and mica substrates was tested by contact angle 
measurements, and the results were compared with the literature. Both mica and quartz are 
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hydrophilic. The contact angle of ultrapure water on quartz was 8.6 ± 0.6o, and the contact angle 
of mica was 12 ± 3o, so the surface of mica is slightly less hydrophilic. The contact angle 
measured from water drops on surfaces is affected by factors such as relative humidity and the 
macro-flatness of the substrate.218, 219 In the literature, contact angles of water on mica and quartz 
have controversial trends due to different surface topologies, origins, and sample treatments.200, 220, 
221 Based on water adsorption experiments and the interfacial energies between mica/quartz and 
water, a previous study suggested that a mica surface has more affinity for water.232 There are 
limited studies of the effects of hydrophobicity/hydrophilicity of the surface on heterogeneous 
nucleation of CaCO3. Yamanaka et al. (2009) concluded that a hydrophilic surface is more 
favorable for CaCO3 precipitation, and will result in a smaller contact angle of precipitates on 
substrates.194 In our study, we have observed favorable CaCO3 nucleation on mica, and the 
particles on mica have smaller contact angles than those on quartz. According to Yamanaka et al., 
mica is expected to be more hydrophilic, which is opposite from our water contact angle 
measurements showing mica is less hydrophilic. This inconsistency is likely due to the close 
similarity in hydrophilicity of mica and quartz.  
 Surface charges could be another factor that controls heterogeneous precipitation.200 The 
surface charge of the (001) surface of mica and the (100) surface of quartz is hard to acquire. So, 
to find zeta potentials, we tested mica and quartz powders ground from the substrates we used in 
GISAXS experiments as an approximation. The mica and quartz powders were ultra-sonicated in 
solutions with 0.08 M ionic strength (0.01 M NaHCO3 + 0.07 M NaCl) and adjusted to pH 7.7, 
which was close to experimental solution conditions. After centrifuging, the supernatants of both 
solutions were injected into zeta potential cells and measured by a Zetasizer instrument (Nano ZS, 
Malvern Instruments Ltd.) at room temperature. The zeta potentials were -26.9 ± 0.9 mV and -
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35.5 ± 0.8 mV for mica and quartz, respectively. The slightly more negative zeta potential of the 
quartz surface suggests that quartz could attract more Ca2+ ions, which favors precipitation. 
However, we have observed less precipitation on quartz. Therefore, the zeta potential difference 
does not support a smaller interfacial energy for CaCO3–mica. 
 Overall, the difference in bond length mismatch explains the difference of αsn between mica 
and quartz with CaCO3. The extents of surface hydrophobicity of mica and quartz surfaces are 
very similar, and their influence on heterogeneous precipitation is unclear. The surface charge of 
mica is more negative than that of quartz under our experimental conditions, and thus does not 
explain the smaller energy barrier on mica related to a smaller α.  
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Reproduced with permission from [Qingyun Li, Alejandro Fernandez-Martinez, Byeongdu Lee, 
Glenn A. Waychunas, and Young-Shin Jun. Interfacial Energies for Heterogeneous Nucleation 
of Calcium Carbonate on Mica and Quartz. Environmental Science & Technology, 2014, 48 (10), 
5745-5753.] Copyright [2014] American Chemical Society.   
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Chapter 6: High Salinity Promotes CaCO3 
Nucleation on Quartz: Investigation of 
Interfacial Energies and Kinetic Factors 
Results of this chapter have been submitted to a peer-reviewed journal. 
 
Abstract  
Nucleation of solid phases from supersaturated aqueous phases is affected not only by solid 
chemistries (Chapter 5) but also by aqueous chemistries. This chapter presents our study on effects 
of salinity on CaCO3 nucleation on quartz. In situ grazing incidence small angle X-ray scattering 
was used to obtain the nucleation rates of CaCO3 at different supersaturations (IAP/Ksp(calcite) = 
101.40–102.00) and NaCl-adjusted ionic strengths (0.15–0.85 M salinity). The obtained data were 
used to calculate the effective interfacial energy (α) for each salinity. The α value changed from 
48 mJ/m2 at 0.15 M salinity to 35 mJ/m2 at 0.85 M salinity. The reduction in α was due to decreased 
water–CaCO3 interfacial energy as well as decreased CaCO3–quartz interfacial energy. This study 
also experimentally showed that the kinetic factor in the nucleation rate equation was ~13 times 
smaller at high salinities than at low salinities. Combining the thermodynamic and kinetic factors, 
we found that nucleation rates increased with increasing salinity most obviously at low 
supersaturations, but barely varied at high supersaturations. In addition, high salinity also favored 
smaller nuclei and a shorter induction time. The findings from this study provide new kinetic and 
thermodynamic parameters and valuable insights applicable to complex natural and engineered 
systems with varying salinities. 
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6.1 Introduction 
Nucleation of nanoscale particulates is an important process in nanomaterial synthesis, 
biomineralization, and geomedia alteration.234-237 Investigation of nucleation often employs 
minerals commonly found in nature and engineered systems, which have comparatively available 
thermodynamic and kinetic parameters.198, 235, 236, 238, 239 Calcium carbonate is one of the most 
frequently used model materials for nucleation studies. It is environmentally abundant in biotic 
and abiotic systems, and it has important applications in industry, both beneficial, such as 
manufactured medicines or pollutant remover, and detrimental, such as pipe scales or membrane 
fouling in desalination processes. In addition to nucleation, CaCO3 has also been investigated to 
improve our knowledge of growth pathways,24, 25 phase transformation,27, 199 aggregation or 
coagulation,28 and epitaxial attachment.29 Information about CaCO3 formation can provide new 
insights for general solid phases, such as inorganic nanoparticles, biomaterials, and secondary 
precipitates in formation rocks during energy-related subsurface operations, e.g., geologic CO2 
sequestration.  
The formation of CaCO3 can be expressed by a simple equation 
Ca2+ + CO3
2- → CaCO3 (s).       Eq. (6.1) 
Although this equation is thermodynamically favorable when the solution is supersaturated 
with respect to the CaCO3(s) phase, the surface energy of a nanometer-sized nucleus tends to 
destabilize the nucleus.61, 162 Therefore, the positive surface energy of the smallest nucleus, or 
critical nucleus, has to be balanced by the negative bulk free energy of Eq. 6.1 in order for the 
nucleus to stay in the solid phase and to proceed with further precipitation processes (growth, 
aggregation, ripening, and phase transformation). The nucleation process can happen in solution 
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(homogeneous nucleation) with the water–nucleus interfacial energy as the controlling factor, or 
it can happen heterogeneously on a substrate surface (heterogeneous nucleation), where the 
effective interfacial energy, which reflects the interplay of water–nucleus, water–substrate, and 
nucleus–substrate interfaces, needs to be collectively considered.  
The nucleation rate can be expressed by Eq. 6.2 30, 162 
𝐽 = 𝐽0 exp (−
∆𝐺∗
𝑘𝑇
) = 𝐽0 exp (−
16𝜋𝜐2𝛼3
3𝑘3𝑇3[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]2
)    Eq. (6.2) 
where 𝐽0 is a kinetic factor related to the efficiency of building blocks diffusing and attaching to 
an existing nucleus, and ∆𝐺∗ is the thermodynamic barrier generated by the combination of the 
bulk reaction free energy of Eq. 6.1 and surface energies. ∆𝐺∗ is expanded into 
16𝜋𝜐2𝛼3
3𝑘2𝑇2[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2 , 
where υ is the molecular volume of the nucleating phase, α is the effective interfacial energy, k is 
the Boltzmann constant (1.38 × 10-23 J K-1), T is temperature (K), 𝐼𝐴𝑃 is the ion activity product, 
and 𝐾𝑠𝑝is the solubility product of the nucleating phase. In this expansion of ∆𝐺
∗, −𝑘𝑇ln (
𝐼𝐴𝑃
𝐾𝑠𝑝
)  is 
the bulk free energy of Eq. 6.1 on a molecular basis, 
𝐼𝐴𝑃
𝐾𝑠𝑝
 represents the supersaturation extent of 
the solution, and 16π/3 is a geometric factor from the derivation of the nucleation equation for 
homogeneously formed spherical nuclei which have an interfacial energy with the liquid phase of 
αln (subscript l for liquid and n for nucleus)61. For heterogeneous nucleation, if 16π/3 is still used 
for convenience of comparison between homogeneous and heterogeneous nucleation, α in Eq. 6.2 
is then a function of the nucleus geometry and the interfacial energies among the liquid, nucleus, 
and substrate (α = α(nucleus geometry, αln, αls, αns)), in which the subscripts l, n, and s denote 
liquid, nucleus, and substrate, respectively. To enable mathematical feasibility, the derivation of 
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Eq. 6.2 was based on an imaginary pathway in which nuclei continuously evolve by adding 
monomers one at a time. This pathway is often referred to as the classical nucleation pathway. 
Despite the discovery of more realistic pathways, such as those in which pre-nucleation clusters 
aggregate to form initial nuclei,198, 235, 236, 240, 241 Eq. 6.2 has been repeatedly found to successfully 
capture the experimentally observed nucleation rates under various conditions.30-33, 35, 164, 236, 242 
Therefore, it is used to investigate the factors affecting the nucleation of CaCO3 as well as other 
phases, especially the effects of interfacial energies. For example, Giuffre et al. and Hamm et al. 
showed that the interfacial energy was a controlling factor for heterogeneous nucleation on self-
assembled monolayers,32, 35 Fernendez-Martinez et al. and Li et al. experimentally obtained the 
values of interfacial energies and proved their controlling role in heterogeneous CaCO3 nucleation 
on quartz and mica.31, 164 Yamanaka et al. found that CaCO3 can be nucleated more easily on 
hydrophilic than hydrophobic substrates,195 and Baumgartner et al. found that interfacial energy 
was critical for magnetite formation.236 Information relating to substrates and nuclei is useful in 
that it provides valuable information for nuclei formation where substrate surfaces are abundant 
and critical. However, the effects of aqueous conditions have been less investigated, although the 
effective interfacial energy includes the interaction of liquid–nucleus and liquid–substrate 
interfaces, as well as nucleus–substrate interfaces which are also affected by aqueous conditions. 
In several previous studies, an increase in salinity enhanced homogeneous nucleation and growth 
rates of CaCO3 due to the catalytic effects of salinity.
34, 243, 244 On the other hand, other studies 
reported unchanged or reduced nucleation rates of CaCO3 due to a decrease in ion activities.
245 
However, all of these previous salinity studies were based on indirect observations of nucleation 
from analysis of bulk solution chemistries, and were based on homogeneous nucleation, which has 
a much higher nucleation energy barrier than heterogeneous nucleation. 
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In this study, we used CaCO3 as a model phase, and investigated its heterogeneous 
nucleation on an environmentally abundant, quartz, as the substrate. Because of the difficulty in 
identifying polymorphs of the nuclei with several nanometer radii, we used thermodynamic data 
for calcite to enable calculations. Results calculated from vaterite data are available in the 
Supporting Information (Figure 6-S4). The effects of salinity were investigated, and the salinity 
was represented as ionic strength in units of molarity (M). Four salinities were chosen, spanning 
the range of groundwater, seawater, and saline formation water.207, 246 At each salinity, we were 
able to obtain an effective interfacial energy by regression of nucleation rates as a function of 
supersaturation according to the logarithmic form of Eq. 6.2:31, 164 
ln (𝐽) = ln (𝐽0) −
16𝜋𝜐2𝛼3
3𝑘3𝑇3[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2      Eq. (6.3) 
By fixing the nuclei and substrate materials, we were also able to compare the kinetic 
factors (𝐽0), which have been unclear for nucleation in multicomponent aqueous systems.
33, 164, 247 
The obtained information is useful for various applications, including mineral trapping of CO2 
sequestration, (bio)mineralization in aquatic systems with various salinity, and formation of 
amorphous or crystalline materials under engineered aqueous conditions. The obtained 
thermodynamic and kinetic parameters not only improve the current understanding of nucleation 
mechanisms, but also serve as valuable references for parameter estimations in numerical 
predictive models. The comparison of kinetic and thermodynamic contributions, which were 
scarce in the past, highlights the importance of kinetic contributions at high supersaturations. Such 
saturation conditions are likely to happen in many subsurface geomedia (such as in 
concrete/cement) and engineered systems (such as materials synthesis). In this sense, the 
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kinetic/thermodynamic comparison is a promising starting point for investigation of the kinetic 
factor, which is expected to further guide the related science and technology.  
 
6.2 Materials and Methods 
6.2.1 Substrate Preparation  
Quartz substrates with (100) planes were chosen for this study due to their environmental 
abundance. Atomicly flat (roughness < 5 Å) substrates were purchased from MTI Corporation 
(USA) and were cut into 1 cm by 1 cm squares to fit into our flow-through reaction cells. The 
substrates were cleaned by sonicating them in acetone, ethanol, isopropanol, and ultrapure 
deionized water (DI water, > 18.2 MΩ/m) sequentially for 20 min each. The substrates were then 
soaked in concentrated sulfuric acid with dissolved Nochromix® for 2 hours to remove any 
remaining organic contaminants. After the substrates were taken out from the sulfuric acid, they 
were rinsed thoroughly with DI water and stored in DI water.  
6.2.2 GISAXS Experiments 
In situ observations of CaCO3 nucleation were carried out using grazing incidence small 
angle X-ray scattering at the Advanced Photon Source (Sectors 12-ID-B and 12-ID-C) at Argonne 
National Laboratory (USA). A flow-through system, as used in our previous study, was set up in 
beamline 12-ID-B and 12-ID-C.164 The reservoir solutions of NaHCO3 and CaCl2 were injected 
into a mixer using two peristaltic pumps (WPX1-F1/8S4−C, Welco Co. Ltd., Tokyo, Japan) at the 
same volumetric speed to form a supersaturated solution. Upon mixing, the supersaturated solution 
was pumped into a reaction cell with a quartz substrate located at the bottom. The flow speed was 
5.6 mL/min, and the excess solution was continuously removed from the top of the cell.  
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Four salinities, 0.15 M, 0.30 M, 0.50 M, and 0.85 M, were tuned with NaCl and represented 
by ionic strengths. At each salinity, three supersaturations (IAP/Ksp equal to 10
1.40, 101.65, and 
102.00) were used to obtain effective interfacial energies. The ratios of the concentrations of CaCl2 
to NaHCO3 were fixed in the range of 4–5, and were increased proportionally to maintain the same 
supersaturation at a high salinity. Under these aqueous concentrations, concentrations of Ca2+ were 
expected in the saline formation water,207 and the concentrations of HCO3
- were set to obtained 
nucleation reasonable for in situ GISAXS observations. Detailed concentrations of the mixed 
supersaturated solution are shown in Table 6-S1 in the Supporting Information. All aqueous 
condition calculations were carried out using Geochemist’s Workbench (GWB, Release 8.0, 
RockWare, Inc.), with the thermos_minteq database and B-dot activity coefficient equations. All 
supersaturations were undersaturated with respect to amorphous calcium carbonate (Ksp(ACC)=10
-
6.40).32, 209 GISAXS observations showed that all heterogeneous nuclei were round and without 
faceted surfaces. Example GISAXS 2D images are shown in the Supporting Information (Figure 
6-S3). The thermodynamic data of calcite were used throughout this study to calculate the 
supersaturations. The formation of metastable vaterite nuclei was a possibility, but the trend 
obtained using thermodynamic data of other polymorphs would be the same but with different 
absolute values.164  
A focused 14 keV X-ray beam was incident at an angle of 0.11o on the quartz substrate 
(100) surface. The beam passed through Kapton windows on the cell walls and scattered by the 
nuclei formed on the surface. This incidence angle is slightly lower than the critical angle of quartz. 
A detector 2 m away from the sample cell recorded scattering intensities within a q range of 0.005 
to 0.4 Å-1, where q is the magnitude of the scattering vector. The scattered X-rays were captured 
on the detector, most obviously within a horizontal zone called the Yoneda wing.31, 164, 197, 200, 242, 
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248-250 Intensities within the Yoneda wing were averaged for each q value. Intensities at q = 0.3–
0.4 Å-1 were from constant background scattering only, and were used as an internal standard to 
calibrate the intensities of all images. After this calibration, the data from the first image of each 
sample were used as the background, and subtracted from data of later time points. Plots of 
background–subtracted intensity (I) versus q were used to analyze horizontal nuclei sizes as well 
as the numbers of particles formed on quartz. The scattering vector (q) is inversely related to the 
lateral particle radius (r), and the scattering intensity is proportional to the number of particles. 
Therefore, by fitting the scattering intensity data according to nanoparticle’ X-ray scattering 
theory,164, 251 we were able to obtain information about the size and number of particles formed on 
the substrates,31, 197, 200, 248-250 as will be further discussed in the following subsection on nucleation 
theory. 
6.2.3 Interfacial Energy Acquisition  
Eq. 6.3 can be written as  
ln (𝐽) = ln (𝐽0) − 𝐵 ∙
𝛼3
[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]2
      Eq. (6.4) 
where B is calculable from known values of υ, k, and T, and B·α3 is the slope obtained from linear 
regression of ln J over 1/[ln(IAP/Ksp)]
2. Because aqueous environments at the same salinity are 
similar, the J0 value is assumed constant at a fixed salinity, and α can be calculated for that salinity. 
To obtain a nucleation rate, the invariants were calculated. The invariant (Q) is a value proportional 
to the total scattering volume on the surface, and is here calculated for q range with an acceptable 
signal-to-noise ratio (q = 0.01–0.1 Å-1) according to 𝑄 = ∫ 𝐼(𝑞)𝑞2d𝑞. In terms of calculating the 
nucleation rate, our previous studies proved that under similar conditions, nuclei can be considered 
as having roughly constant volume (i.e., unchanged size distribution) under all conditions. 
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Therefore, the calculated scattering volume can be treated as proportional to the total particle 
number on the substrate.164 The time point at which the invariant value changed from virtually 
zero to a linearly increasing trend was taken as the induction time, and the rate of increase of the 
invariant values (i.e., nucleus numbers) per unit time in the linear range was taken as the nucleation 
rate (Figure 6-S2). The nucleation rates are presented in arbitrary units (a.u.), and are comparable 
throughout this study. 
6.2.4 Atomic Force Microscopy (AFM) 
To directly observe nuclei on the surface at nanoscale, we supported the GISAXS results 
by ex situ AFM (Veeco Inc.) tests for Condition 1 (salinity = 0.15 M, IAP/Ksp = 10
1.40) and 
Condition 10 (salinity = 0.85 M, IAP/Ksp=10
1.40) listed in Table 6-S1. These two conditions had 
significant differences in the GISAXS results, and were also within the optimal supersaturation 
range for AFM tests.164 Quartz substrates were reacted in the same way as in the GISAXS 
experiments. After 135 min reaction time, the substrates were taken out of the cell and rinsed with 
anhydrous ethanol, then immediately and thoroughly dried with high purity nitrogen. AFM images 
were taken within 3 hours after the substrates were taken out of the cell. Tapping mode was used 
to collect images, with probes purchased from Bruker (Model: RTESP, Part: MPP-11100-10).  
6.2.5 Test of Interfacial Energy Changes 
Since α is an effective value for the overall system, it is desired to de-convolute α with 
respect to the change of interfacial energies of the liquid–nucleus (αln), liquid–substrate (αls), and 
nucleus–substrate (αns). We experimentally tested changes of αln and αls under varied experimental 
conditions. Contact angle analyzer (Model: Pheonix-300, Surface Electro Optics) was used to 
measure the contact angle of water with different NaCl concentrations (0.15, 0.3, 0.5, and 0.85 M) 
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on quartz and calcite. Calcite was used to represent the CaCO3 phase because it is the only 
polymorph of CaCO3 that can generate good cleavage that is large enough for contact angle tests.  
Quartz substrates were prepared in the same way as those used for GISAXS experiments. 
The quartz surfaces were dried with high purity nitrogen gas for contact angle measurements. 
Because our quartz substrates were atomically flat and produced only small deviations, only three 
tests were needed for reliable statistics at each salinity. Natural calcite Iceland spar crystals were 
purchased from Ward’s Science. Because natural calcite has significant natured deviations among 
different specimens, we generated 20 pieces of small cleaved pieces from adjacent locations within 
one spar to minimize sample deviation. Before each test, the calcite substrates were cleaned by 
sonicating them in acetone and water for 5 min each, then dried with nitrogen thoroughly and 
equilibrated at room humidity for 1–2 hours. At each salinity, at least 10 contact angles were tested 
on different pieces of calcite. The contact angle of DI water on calcite was the same before and 
after all tests, indicating there were no calcite surface dissolution influences on test results.  
To calculate water–quartz and water–CaCO3 interfacial energy changes, the water–air 
interfacial energy is also needed, and this was measured using a tensiometer (K10ST, Kruss). The 
contact angle of water on a solid (substrate or nuclei) surface is expressed by Young’s equation: 
cos𝜃 = (𝛼𝑎𝑠 − 𝛼𝑙𝑠)/𝛼𝑎𝑙, or      Eq. (6.5a) 
cos𝜃 = (𝛼𝑎𝑛 − 𝛼𝑙𝑛)/𝛼𝑎𝑙      Eq. (6.5b) 
where the subscript a is for air. The subscripts s, n, and l are for the substrate (quartz), nuclei 
(CaCO3), and liquid, as defined along with explanation of Eq. 6.2.  
When contact angles are measured with different salinity in water droplets, αas or αan does 
not change, and thus the change of (αas – αls) or (αan – αln) is due to a change of αls or αln, 
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respectively.  The increase of αls (or αln) at a salinity compared to reference salinity is calculated 
by (cosθ × αal)ref - (cosθ × αal)measure. In this study, the reference salinity was set as 0.15 M. 
6.2.6 Zeta Potential (ζ) Measurements 
In an aqueous environment where CaCO3 forms on quartz, electrostatic interactions 
between quartz and CaCO3 or among CaCO3 particles are useful for analyzing the system. 
Therefore, zeta potentials were obtained for CaCO3 and quartz under all conditions listed in Table 
S6-1. Powders of CaCO3 and quartz were ground and separately suspended in DI water. After 
centrifuging, the colloidal supernatants containing small particles of quartz or calcite were 
collected. Five mL of solutions with conditions listed in Table 6-S1 were freshly made for each ζ 
test by mixing CaCl2 stock solution，NaHCO3 stock solution, and DI water. In making each 
solution, 0.5 mL of DI water was replaced by the previously mentioned supernatant with either 
CaCO3 or quartz particles. One mL of the freshly mixed solution was injected into a zeta cell 
(DTS1060C, Malvern Instruments), and the zeta potential was obtained at 25 oC.  
 
6.3 Results and Discussion 
6.3.1 Smaller Effective Interfacial Energy and Faster Nucleation at High 
Salinity 
The system’s interfacial energy, α, was reduced at high salinities, resulting in increased 
nucleation rates at a fixed supersaturation. Compared in Figure 6.1, the interfacial energy of the 
system is ~48 mJ/m2 for 0.15 and 0.3 M salinity, but decreases to ~35 mJ/m2 for 0.5 and 0.85 M. 
Correspondingly, the nucleation rates are increased at 0.5 and 0.85 M salinity, compared to those 
at 0.15 and 0.3 M salinity. However, this enhancement is more obvious for lower supersaturations. 
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For example, at the lowest supersaturation (𝐼𝐴𝑃/𝐾𝑠𝑝=10
1.40), the nucleation rate is ~18 times faster 
at 0.85 M than at 0.15 M, but is almost the same at a high supersaturation of 𝐼𝐴𝑃/𝐾𝑠𝑝=10
2.00. 
 
Figure 6.1  Regression of ln(J) on 1/[ln(IAP/Ksp)]2 and the calculated interfacial energies at different 
salinities according to Eq. 6.3.  In each figure, from left to right on the x-axis, the data points are for 
IAP/Ksp = 102.00, 101.65, and 101.40. The y-axis indicates the logarithm of the nucleation rate. The 
intersection with the ln(J) axis is the logarithm of kinetic factor J0 in Eq. 6.2. At a high salinity, the 
interfacial energy decreases, and thus the nucleation rate increases. This is evidenced by the higher y-axis 
values at a fixed x-axis value in the figures in the lower row compared to those in the upper row of 
figures. This trend is the most obvious at low supersaturations. At high supersaturations, the nucleation 
rates at high salinity are almost the same as those at low salinity, because the kinetic factor is lower at 
high salinity. Error ranges are standard deviations from the regression uncertainties of the  
slope and intersection. 
 
6.3.2 Smaller Nuclei and Shorter Induction Time at a High Salinity 
The elevated salinity also caused appreciable nucleation behavior differences other than 
nucleation rates, including differences in nucleus size and induction time. As shown in the intensity 
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(I)–scattering vector (q) plots in Figure 6.2, at supersaturation of 𝐼𝐴𝑃/𝐾𝑠𝑝=10
1.65, an optimal 
condition to observe comparisons using GISAXS, the smallest particle lateral radius was 4.3 ± 0.2 
nm for 0.15 M salinity and 3.8 ± 0.3 nm for 0.85 M salinity. The nucleus size for 0.85 M salinity 
increased slightly to 4.3 ± 0.7 nm at 80 min reaction time, but the nucleus size did not appreciably 
increase under all other conditions. For higher supersaturations (IAP/Ksp = 10
2.00), the slightly 
smaller lateral radii for high salinities was not obvious because of their small nucleus sizes, which 
are difficult to observe. For lower supersaturation (IAP/Ksp = 10
1.40), the nucleus sizes are hard to 
obtain through GISAXS fitting due to low signal-to-noise ratio, but they can be compared visually 
in ex situ atomic force microscopic (AFM) images in Figure 6.3 (corresponding GISAXS plots are 
shown in Figure 6-S1). Despite the uncertainty of the absolute values of the lateral dimensions of 
the nuclei caused by the AFM tip radius (10 nm), the images in Figure 6.3 still suggest smaller 
nuclei at high salinity. The smaller radius at a higher salinity is attributed to the smaller α at high 
salinity. For homogeneous nucleation, assuming a spherical nucleus, the smallest nucleus radius 
(critical nucleus radius) is expressed as 𝑟𝑐 =
2𝜐𝛼𝑙𝑛
𝑘𝑇ln(𝐼𝐴𝑃/𝐾𝑠𝑝)
, and is proportional to the liquid–nucleus 
interfacial energy. For heterogeneous nucleation, as in this study, the relationship of rc to the αln, 
αls, and αns is much more complicated, and can hardly be expressed analytically. Still, rc is 
positively related, though not strictly proportional, to the effective interfacial energy. In our 
experiments, the nuclei sizes were continuously monitored from the beginning of the experiments 
at 2 min intervals, much shorter than the time required for observable growth of the nuclei, so the 
smallest lateral radii observed approximate rc. We obtained a smaller effective interfacial energy 
for high salinity, and therefore, at high salinities, the initially observed nucleus sizes were expected 
to be smaller.  
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Figure 6.2  GISAXS data for salinities of 0.15 and 0.85 M at a fixed supersaturation of IAP/Ksp=101.65. In 
this condition, GISAXS shows the most clear comparison at different salinities. The intensity at large q 
results from small particles, and the intensity at low q originates from large particles. In these images, 
intensities in the q range of 0.02–0.1 correspond to the heterogeneous nuclei we focus on, and the slight 
bend in the scattering plots indicates the q value corresponding to radius of gyration of the nuclei. Arrows 
in the figure indicate the evolution of the main q position. At the fixed supersaturation, the high salinity 
system has a faster increase of intensity, corresponding to a faster nucleation rate. Also, the intensity 
starts to increase after a shorter induction time. The high salinity system has slightly smaller nuclei. 
 
 
Figure 6.3  AFM height images at 0.15 and 0.85 M salinity and a fixed supersaturation of IAP/Ksp = 
101.40. This condition yields optimal AFM scans of nuclei to clearly show that nuclei in high salinity are 
smaller than those in low salinity. The height of the particles is an average from 100 particles, and the 
error ranges are the standard deviations of the height. 
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Induction time is defined as the time period before nucleation rates are appreciable and 
constant, and is roughly reciprocal to the nucleation rate.61 The alteration of induction time is most 
obvious at our lowest supersaturation (IAP/Ksp=10
1.40), where nucleation rates were comparatively 
slow. When the salinity was 0.15 M, the induction time was 120 min, while when the salinity 
increased to 0.85 M, the induction time was only 25 min.  The shorter induction times at high 
salinity are also seen at higher supersaturations, as in Figure 6.2 for IAP/Ksp=10
1.65. The induction 
time is an important factor in particle synthesis and engineering systems. For example, the optimal 
retention time can be fine-tuned according to the salinity change in a chemical reactor. In another 
example, the mineralization of a supersaturated solution in porous media will start after a longer 
transport distance when the induction time is longer.  
6.3.3 Changes of Water–Quartz, Water–Calcite, and Calcite–Quartz 
Interfacial Energies 
The mechanism of the change in the α value is embedded in the alteration of individual αln, 
αls, and αcs. From analyses of the change of each of these interfacial energies, we found that in our 
system, the decrease of α at high salinity was related to a decrease of water–CaCO3 interfacial 
energy, and was possibly also related to a decrease of CaCO3–quartz interfacial energy. The tested 
contact angles and interfacial energies among air, liquid, and solid phases are shown in Table 6.1. 
The interfacial energy between air and water increases when the water phase contains more salts, 
consistent with reported data.252-257 The changes of αln and αls were calculated from our own 
contact angle tests. Data at 0.15 M salinity was used as the reference condition for calculation. The 
contact angles on quartz increased with increasing salinities. Similar trends were also observed in 
other studies.223, 258 The resulting αls decreased slightly from 0.15 M salinity to 0.85 M salinity, 
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which was within the experimental error range. Therefore, we assumed that the slight decrease of 
αls did not change α appreciably.  
 
Table 6.1  Summary of interfacial energies and solution contact angles on quartz and calcite. The positive 
and negative error ranges are sample standard deviations 
Salinity 0.15 M 0.3 M 0.50 M 0.85 M 
αair-liquid, mJ/m2 70.97 ± 0.06 71.40 ± 0.00 72.03 ± 0.06 72.47 ± 0.06 
Saline water contact 
angle on quartz, degree 
7.2 ± 0.4 8.8 ± 1.1 11.0 ± 1.1 12.2 ± 1.4 
αls change, mJ/m2 0 ± 0.1 -0.2 ± 0.2 -0.3 ± 0.3 -0.4 ± 0.4 
Saline water contact 
angle on calcite, degree 
17.9 ± 2.0 16.6 ± 1.9 14.9 ± 1.7 14.3 ± 1.6 
αlc change, mJ/m2 0 ± 1.1 -0.9 ± 1.1 -2.1 ± 1.0 -2.7 ± 1.0 
 
The reported water contact angles on calcite were less consistent.259, 260 Some of the studies 
reported no trend, while others reported a slight increase in the contact angle at increased salinity. 
The inconsistency can result from the deviation of natural calcite samples, the variable flatness of 
their surfaces, and the pre-test sample treatment methods. In our tests, the deviation in these factors 
was minimized meticulously as described in the “Materials and Methods” section, and a slight 
decrease of contact angle was observed at enhanced salinity, as shown in Table 6.1. Using the 
tested values, we calculated that the water–calcite interfacial energy decreased by 2.7 mJ/m2 when 
salinity increased from 0.15 to 0.85 M. Interestingly, even if we assume a constant or a very 
slightly increasing (1–2 degrees) contact angle on calcite, the calculation still leads to a decrease 
of αln at elevated salinity, although to a lesser extent. The decrease of CaCO3–water interfacial 
energy favors nucleation, because exchanging more area of quartz–water interface for CaCO3–
water interface will decrease the system’s free energy. 
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There are two caveats in testing the interfacial energy of liquid–calcite (nucleus), αln, at 
varying salinities.  One is that the CaCO3 phase formed on quartz in this study is likely to be less 
stable than calcite. However, the trends in contact angle and calculated change of αln is expected 
to be similar for either calcite or a metastable phase, although the absolute numbers may vary. The 
other caveat is that this test assumed negligible change of the CaCO3 structure at different 
salinities. Typically, fast precipitation rates favor less stable structure.261-263 Therefore, the CaCO3 
formed at high salinity could be less crystallized, and thus may have a smaller interfacial energy 
with water.261, 264, 265 
Although the change in CaCO3–quartz interfacial energy is hard to measure 
experimentally, it is expected to be lower at high salinity. The interfacial energy between two 
epitaxial attached solids greatly depends on their lattice mismatch—the larger the mismatch, the 
larger the interfacial energy. When the structure types of the two solids are not identical, bond-
length mismatches can be a good approximation to predicting mismatch extent.213 The M–O bond 
length in CaCO3 is around 2.4 Å, while the M–O bond length in quartz is around 1.6 Å (WWW-
MINCRYST database, available online at http://database.iem.ac.ru/mincryst/). The averaged bond 
length in CaCO3 could be shortened if smaller ions (i.e, Na
+ or Cl-) were incorporated, or if 
nucleation rates were enhances, allowing less time for arrangement of CaCO3 lattices and leaving 
bond lengths closer to that of quartz at the interface.266 Both processes could reduce the CaCO3–
quartz interfacial energy, and both are favored in a high salinity environment. Therefore, any 
decrease of CaCO3–quartz interfacial energy is understandable.  
6.3.4 Contribution of Each Interface to the Overall Interfacial Energy 
The effective interfacial energy α for heterogeneous nucleation is a complicated function 
of the geometry of heterogeneously formed nuclei, and of the three interfacial energies among 
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water, quartz, and CaCO3. To analyze the sensitivity of α on each of the interfacial energies, we 
derived the function of α based on two assumptions: The first assumption is that heterogeneously 
formed nuclei resemble the top section of an ellipsoid cut by a horizontal plane, with a fixed height 
to lateral radius (i.e., width) ratio. Our previous study found this ratio to be around 1/6.164 The 
second assumption is that the contact angle of CaCO3 with quartz is determined by the equilibrium 
of interfacial energies among water, CaCO3, and quartz. The detailed derivation and calculation is 
provided in the Supporting Information (6-S2). Using estimated values of αls = 168 mJ/m2 and αln 
= 59 mJ/m2 based on the literature,164 αns was calculated to be 141 mJ/m2. Using these interfacial 
energy values as the reference values for individual interfacial energies, we simulated the change 
of α as a function of the relative changes of the individual interfacial energies, and the results are 
shown in Figure 6.4. The slope of each line in Figure 6.4 is equivalent to the partial derivative of 
α on either αls, αln, or αns, and thus can be viewed as the sensitivity of α on that specific individual 
interfacial energy. The similar sensitivity of α on αsn and on αln or αls highlights the importance of 
considering aqueous chemistry and its influence on the effective interfacial energy.   
 
Figure 6.4  Analyses of individual interfacial energy contributions. (a) Simulated change of α as a partial 
function of deviations of αln, αls, or αns from their reference values. The figure shows that α is positively 
correlated with αls, and negatively correlated with αns and αln. The results highlight the comparable 
importance of αln, αls, and αns in affecting α. (b) The absolute α values are also dependent on other factors, 
such as slight alterations of the nuclei height to width ratio. 
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In Figure 6.4, the trend of α’s variation as partial functions of αln, αls, and αns is more 
important than the absolute values of α’s variation shown, because the calculated α values also 
depend on such geometrical features of the heterogeneously formed nuclei as the height-to-width 
ratio, which is hard to measure more accurately than we have here. For example, our calculation 
shows that the α value can be reduced by more than 10 mJ/m2 if the height to lateral radius ratio 
of nuclei is increased by only 0.1 (Figure 6.4b).  
6.3.5 Decreased Kinetic Factors at Higher Salinities 
The interfacial energy (α) in the nucleation rate equation (Eq.6.2) is raised to the third 
power in the exponential term, therefore, a reduction of the interfacial energy is generally expected 
to enhance the nucleation rate more significantly than do other factors, such as supersaturation 
(IAP/Ksp) and temperature (T) in the denominator. At room temperature of 25 
oC, if parameters 
other than α and IAP/Ksp in Eq. 6.2 are kept constant, the change of α from 48 mJ/m2 to 35 mJ/m2 
is expected to increase the nucleation rate by ~360 times at a supersaturation of IAP/Ksp = 10
1.40, 
and by ~18 times at a supersaturation of IAP/Ksp = 10
2.00. In our experiments, however, we 
observed only ~18 times faster nucleation at IAP/Ksp = 10
1.40 and ~1.5 times (or almost the same) 
faster nucleation at IAP/Ksp=10
2.00. The only parameter in Eq. 6.2 that is likely to account for the 
discrepancy between the theoretical prediction and our experimental results is the kinetic factor, 
J0. J0 is related to the diffusion and attachment of monomers in solution or on the substrate to 
existing nuclei, and is also related to the possibility of nuclei in a small radius range around the 
critical nucleus size to form nuclei rather than falling back to aqueous species.247 In physics, the 
kinetic factor for forming nuclei from air, such as ice nucleation, may be written as 
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𝐽0 = 𝒵 ∙ 𝑣 ∙ S(𝑛𝑐) ∙ 𝑣′ ∙ 𝜏0 ∙ exp (−
𝐸𝑎
𝑘𝑇
) ,     Eq. (6.6) 
in which 𝒵 is the Zeldovich factor, describing the probability of a critical cluster to actually cross 
the energy barrier; v is the rate of a monomer in the mother phase to impinge directly onto an 
existing nuclei; S is the total surface area of critical nuclei; v’ is the impingement rate of a monomer 
on substrate onto an existing nucleus through surface diffusion; and τ0exp(-Ea/kT) is the time 
required for monomers to adsorb on nuclei. If similar concepts are applied to nucleation in the 
aqueous phase, the change of salinity is likely to affect J0 by changing the aqueous diffusivity of 
monomers, the surface diffusivity of monomers, and the attachment process of monomers to 
nuclei. Although a detailed theoretical analysis of the kinetic factors is not the focus of this study, 
we extend our discussion to include one possible explanation for a lower J0 at high salinities. From 
the measurement of zeta potentials of CaCO3 and quartz under our experimental conditions, for all 
supersaturations, an increase of salinity resulted in less negative zeta potential on the quartz 
surface, but did not change the positive zeta potential on the CaCO3 surface (Figure 6.5). This 
result suggests that the electrostatic attraction between CaCO3 and quartz was lower at higher 
salinity. Therefore, the impingement rate of CaCO3 monomer in solution onto the quartz surface 
is expected to be slower, and thus the kinetic factor can be reduced. Hence, according to Eq. 6.6, 
a smaller J0 is expected. 
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Figure 6.5  Zeta potentials of quartz and calcite particles in our experimental aqueous conditions. The 
quartz surface becomes less negative with increasing salinity, while the CaCO3 surface maintains a 
similar positive zeta potential under all conditions. The zeta potentials for both quartz and CaCO3 at a 
fixed salinity do not change as supersaturation varies. 
 
When kinetic parameter J0 and thermodynamic parameter α both change, it is important to 
know the relative contribution of each parameter to the overall nucleation rate. To quantitatively 
compare the kinetic factors in our experiment, the linear regression line in Figure 6.1 was extended 
to 1/[ln(IAP/Ksp)]
2=0 (i.e., infinite supersaturation) at which the exponential term including α is 
zero. The intersection with the ln(J) axis is ln(J0) for that specific salinity. The obtained ln(J0) was 
the same for 0.15 and 0.30 M salinities, and was ~2.5 arbitrary units higher than ln(J0) at 0.50 and 
0.85 M salinities. This difference corresponds to an ~13 times reduction in J0 for 0.5 and 0.85 M 
salinities compared to 0.15 and 0.30 M salinities. To the authors’ knowledge, the kinetic factor has 
not previously been investigated experimentally for nucleation in aqueous solution. This study 
provides a quantitative discussion of the kinetic factor J0.  
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It is known that J0 can change by one to two orders of magnitude, but this change is often 
assumed less significant than changes of the interfacial energy.31 In this study, we highlight that 
under certain conditions, especially when supersaturation is comparatively high, J0 and α can 
comparably affect the nucleation rate. In particular, when salinity increases from 0.15 to 0.85 M, 
the increase in the nucleation rate due to a lowered α was canceled out at supersaturation of 
IAP/Ksp=10
2.00 due to a reduced J0.  
The importance of the kinetic factor, which has been overlooked in the past, not only 
improves our mechanistic understanding of nucleation in the environment, but can also guide 
practical applications, such as nanoparticle synthesis, pipeline scaling control, and CO2 
mineralization for carbon sequestration.  
 
6.4 Conclusions 
In this study, in situ heterogeneous nucleation of CaCO3 on quartz was investigated at 
different salinities. The salinities (represented by ionic strengths) were tuned with NaCl and ranged 
from 0.15 M to 0.85 M. Through analyses of nucleation rates at different supersaturations, we 
obtained the effective interfacial energy (α) controlling the nucleation process for each salinity. 
Using the thermodynamic parameters for calcite, α was ~ 48 mJ/m2 for 0.15 and 0.30 salinities, 
and was ~ 35 mJ/m2 for 0.50 and 0.85 M salinities. This difference was due to the lower water-
CaCO3 and CaCO3–quartz interfacial energies in high salinity systems. On the other hand, the 
kinetic factor in the nucleation rate equation was lower in high salinity systems, and this reduction 
can account for observed nucleation rates an order of magnitude slower than rates predicted solely 
by thermodynamic variations. New information provided by this study can help predict and 
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improve system operations such as membrane fouling control, pipeline scaling control, mineral 
trapping of pollutants, and material synthesis.  
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Supporting Information for Chapter 6 
6-S1  Detailed Information for This Study 
Detailed information on aqueous conditions is listed in Table 6-S1. GISAXS I–q plots 
corresponding to the AFM images in Figure 6.3 is shown in Figure 6-S1. Plots of invariant values 
are shown in Figure 6-S2. Representative GISAXS 2D images are shown in Figure 6-S3. 
Interfacial energies calculated using thermodynamic parameters for vaterite are shown in Figure 
6-S4.  
Table 6-S1  Experimental conditions for nucleation experiments. Under all conditions, the ratios of 
calcium to (bi)carbonate ions are 4–5. pHs are 7.8 ± 0.1 (data range), and temperatures are 25 oC. 
Supersaturations are calculated using Geochemist’s Workbench®, and Ksp = 10-8.48 for calcite was used to 
quantify supersaturations.  Salinity was tuned by adding NaCl to the solution. 
Condition 
Salinity 
(ionic 
strength) 
Supersaturation, 
IAP/Ksp 
CaCl2, M NaHCO3, M NaCl, M pH 
1 
0.15 M 
101.40 0.0220 0.0050 0.0880 7.92 
2 101.65 0.0290 0.0070 0.0680 7.91 
3 102.00 0.0500 0.0100 0.0040 7.89 
4 
0.30 M 
101.40 0.0300 0.0060 0.2300 7.83 
5 101.65 0.0370 0.0088 0.2100 7.83 
6 102.00 0.0600 0.0130 0.1400 7.82 
7 
0.50 M 
101.40 0.0340 0.0074 0.4580 7.75 
8 101.65 0.0460 0.0100 0.4200 7.75 
9 102.00 0.0720 0.0150 0.3400 7.75 
10 
0.85 M 
101.40 0.0383 0.0090 0.9130 7.66 
11 101.65 0.0525 0.0120 0.8740 7.66 
12 102.00 0.0820 0.0180 0.7890 7.65 
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Figure 6-S1. Intensity plots for supersaturation of IAP/Ksp=101.40 at salinities of 0.15 and 0.85 M. The 
intensity at large q results from small particles, and intensity at low q originates from large particles. In 
these images, intensities in the q range of 0.02–0.1 correspond to the heterogeneous nuclei we focus on, 
and the slight bend in the scattering plots indicates the q value corresponding to radius of gyration of the 
nuclei.  Arrows in the figures show the evolution of nucleus sizes and numbers. The plots correspond to 
the AFM images in Figure 6.3 in the main text. 
 
 
 
Figure 6-S2  Plots of invariant evolution with respect to reaction times. The dotted lines indicate the 
linear regions of the plots used for linear regression to obtain the nucleation rates. 
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Figure 6-S3  Example GISAXS 2D images. The left image is a 130 min image for IAP/Ksp = 101.40 at 
salinity of 0.15 M. The right image is a 40 min image for IAP/Ksp = 102.00 at a salinity of 0.85 M. No 
faceted particles were observed in any of our experimental conditions. 
 
 
Figure 6-S4. Interfacial energies calculated using Ksp and the molecular volume for vaterite. The results 
have the same trend as those calculated using calcite parameters: The interfacial energy is lower at higher 
salinity, and the kinetic factor J0 is also lower at higher salinity.   
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6-S2  Derivation of α and Calculation of αcs.  
The derivation is based on two assumptions.  One assumption is that the geometry of the 
nuclei is part of an ellipsoid ( 
𝑥2
𝑎2
+
𝑦2
𝑎2
+
𝑧2
𝑏2
= 1) and maintain constant ratio (c) of height to lateral 
radius (width). This assumed geometry not only allows incorporation of measured height-to-radius 
ratios, but also allows equilibrium of interfacial energies at the contacting line among the liquid, 
nuclei and the substrate.  As illustrated in Figure 6-S5, R is the lateral particle radius, θ is the 
contact angle of the nuclei on the substrate, and c is the nuclei height to radius ratio, measured to 
be 0.1–0.2 (here we set c as 0.15) 164.  
 
Figure 6-S5  Illustration of assumed nuclei geometry.  
 
During heterogeneous nucleation, the liquid–substrate interface is replaced by liquid–
nucleus and nucleus–substrate interfaces. The free energy for one nucleus can be written as  
∆G = n∆𝐺𝑟 + 𝑆𝑙𝑛𝛼𝑙𝑛 + 𝑆𝑛𝑠𝛼𝑛𝑠 − 𝑆𝑙𝑠𝛼𝑙𝑠 .     Eq. (6-S1) 
In this equation, Δ𝐺𝑟 is the free energy for the chemical reaction 𝐶𝑎
2+ + 𝐶𝑂3
2− → 𝐶𝑎𝐶𝑂3, 
and is expressed as −kTln(IAP/𝐾𝑠𝑝), where k is the Boltzmann constant. Δ𝐺𝑟 can be calculated 
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for systems at known temperatures and supersaturations. Also, n is the number of molecules (in 
this case CaCO3 pairs) in the nucleus.  
The second assumption is that the equilibrium of αln, αls, and αns determines the contact 
angle θ according to Young’s equation: 
cos 𝜃 = (𝛼𝑙𝑠 − 𝛼𝑛𝑠)/𝛼𝑙𝑛,        Eq. (6-S2) 
 and thus 
tan 𝜃 = √𝛼𝑙𝑛
2 −(𝛼𝑙𝑠 − 𝛼𝑛𝑠)2/(𝛼𝑙𝑠 − 𝛼𝑛𝑠).     Eq. (6-S3) 
According to the ellipsoid equation, the point (-R, 0, b-cR) should be on the ellipsoid 
surface, and the partial derivative of z on x at that point equals tanθ. Thus,  
𝑅2
𝑎2
+
(𝑏−𝑐𝑅)2
𝑏2
= 1,         Eq. (6-S4) 
and 
 𝑧𝑥 =
𝜕𝑧
𝜕𝑥
=
𝑏𝑅
𝑎√𝑎2−𝑅2
= tan𝜃.       Eq. (6-S5) 
From the above two equations, a and b can be solved and written as functions of R and 
tanθ: 
a =
𝑅(tan𝜃−𝑐)
√(tan𝜃)2−2𝑐 tan𝜃
          Eq. (6-S6) 
and  
b =
𝑐𝑅(tan𝜃−𝑐)
tan𝜃−2𝑐
.        Eq. (6-S7) 
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The interfacial areas  𝑆𝑛𝑠 and 𝑆𝑙𝑠 are both 𝜋𝑅
2:  
𝑆𝑛𝑠 = 𝑆𝑙𝑠 = 𝜋𝑅
2.         Eq. (6-S8) 
The liquid–nucleus interface is obtained by partially differentiating the ellipsoid equation 
𝑥2
𝑎2
+
𝑦2
𝑎2
+
𝑧2
𝑏2
= 1 on x and y and integrating 
𝑆𝑙𝑛 = ∬ √1 + 𝑧𝑥2 + 𝑧𝑦2𝐷𝑥𝑦
d𝑥d𝑦,       Eq. (6-S9) 
where 
 𝑧𝑥 =
𝜕𝑧
𝜕𝑥
=
−
𝑏
𝑎2
𝑥
√1−
𝑥2
𝑎2
−
𝑦2
𝑎2
         Eq. (6-S10) 
and 
𝑧𝑦 =
𝜕𝑧
𝜕𝑦
=
−
𝑏
𝑎2
𝑦
√1−
𝑥2
𝑎2
−
𝑦2
𝑎2
.        Eq. (6-S11) 
Incorporating 𝑧𝑥 and 𝑧𝑦 into the equation for 𝑆𝑙𝑛, one gets 
𝑆𝑙𝑛 = ∬
𝑎√1+
𝑏2−𝑎2
𝑎4
(𝑥2+𝑦2)
√𝑎2−𝑥2−𝑦2𝐷𝑥𝑦
d𝑥d𝑦
𝑥2+𝑦2=𝜌2,d𝑥d𝑦=𝜌d𝜌d𝜃
⇔                 ∬
√𝑎2+
𝑏2−𝑎2
𝑎2
𝜌2
√𝑎2−𝜌2𝜎
𝜌d𝜌d𝜃 =
−∫ d𝜃
2𝜋
0
∫ √𝑎2 +
𝑏2−𝑎2
𝑎2
𝜌2 d(√𝑎2 − 𝜌2)
𝑅
0
√𝑎2−𝜌2=𝜂
⇔       2𝜋 ∫ √𝑎2 +
𝑏2−𝑎2
𝑎2
(𝑎2 − 𝜂2) d𝑡
𝑎
√𝑎2−𝑅2
=
2𝜋√
𝑎2−𝑏2
𝑎2
∫ √𝜂2 +
𝑎2𝑏2
𝑎2−𝑏2
 d𝑡
𝑎
√𝑎2−𝑅2
.       Eq. (6-S12) 
 Integration gives Sln as a function of R and tanθ: 
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𝑆𝑙𝑛 = 2π
𝑎2−𝑏2
𝑎2
[
𝜂
2
√𝜂2 +
𝑎2𝑏2
𝑎2−𝑏2
+
𝑎2𝑏2
2(𝑎2−𝑏2)
ln(𝜂 + √𝜂2 +
𝑎2𝑏2
𝑎2−𝑏2
)] |
𝜂=√𝑎2−𝑅2
𝜂=𝑎
.     Eq.(6-S13) 
The number of molecules in the nucleus, n, can be calculated by dividing the volume of 
the nucleus by the unit molecular volume. The volume of the nucleus is obtained by integration: 
𝑉 = ∫ 𝜋
𝑏
𝑏−𝑐𝑅
𝑥2d𝑧 = ∫ 𝜋
𝑏
𝑏−𝑐𝑅
𝑎2 (1 −
𝑧2
𝑏2
) d𝑧 =
𝜋𝑎2𝑐2𝑅2
3𝑏2
(3𝑏 − 𝑐𝑅) .        Eq.(6-S14) 
Because a and b are functions of R and tanθ, V is also a function of R and tanθ. 
Next, we seek to express ΔG as a function of R and tanθ. Accordingly, we insert into Δ𝐺  
equation the known or calculated values for v and Δ𝐺𝑟, the measured ratio c (c = 0.15), the reported 
values for αlc and αls 164, 215, 232,  and the equations of a, b, Sls, Sns, Sln, and V. We can get an 
expression of Δ𝐺 as a function of R and tanθ. Because tanθ is a function of unknown αcs, Δ𝐺 is 
actually a function of only R and αcs. By numerically solving 
∂Δ𝐺
∂𝑅
= 0 for Rc at Δ𝐺’s maximum, 
Δ𝐺∗ can be calculated by inserting Rc into Δ𝐺 expression, and is a function of αcs.  
If Δ𝐺∗ is written in the same form as in the homogeneous nucleation, as 
16𝜋𝑣2𝛼3
3𝑘2𝑇2[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]2
, the 
α can be solved, and is a function of αns only. Therefore, if αns is given, α can be calculated. 
The reported αls and αln we have used in solving αns were for low salinity, therefore, we 
used an experimentally obtained value of α = 48 mJ/m2 to solve for αns, and obtained αns = 141 
mJ/m2.   
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Chapter 7: Quantification of the Activation 
Energy and Pre-exponential Factor in the 
Nucleation Rate Equation for Heterogeneous 
CaCO3 Nucleation on Quartz 
 
Abstract 
Nucleation is an important process widely occurring in natural environments and industry. 
However, this process is usually skipped in numerical modeling due to a lack of parameters. Here, 
for the first time, we experimentally quantified the apparent activation energy (Ea) and the pre-
exponential factor (A) in the nucleation rate equation 𝐽 = 𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
) , using 
heterogeneous CaCO3 nucleation on quartz as a model system. Nucleation rates were measured 
with in situ grazing incidence small angle X-ray scattering and ex situ atomic force microscopy, 
and the experiments were conducted at 12, 25, and 31 oC with a fixed supersaturation of  
IAP/Ksp(calcite) =10
1.65. The value for Ea was calculated as 45 ± 7 kJ/mol, and the pre-exponential 
factor A was 1012 ± 1.1 #/μm2/min, or 102.0 ± 1.3 mol/m2/min. Increasing the temperature shortened 
the induction time, but did not appreciably change nucleus sizes. These parameters are critical to 
initiate numerical simulation of nucleation as an explicit step. 
7.1 Introduction 
In the initial step of solid precipitation in a nuclei-free system, nucleation forms a smallest 
daughter phase from a supersaturated mother phase, and this process produces large areas for 
further evolution of the daughter phase, such as growth, ripening, aggregation and agglomeration, 
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phase transformation, and crystallization. This nucleation process, especially when it happens on 
a foreign surface (heterogeneous nucleation), is widely encountered in the fields of 
geochemistry,200, 248, 267 biomineralization,238 nanomaterial synthesis,268, 269 pipeline scaling 
control,270 and drug production.271 
Due to the wide occurrence and importance of nucleation, it would be useful to simulate 
and predict it using numerical modeling approaches, as demonstrated by several studies and our 
own work presented in Chapter 4.37, 272-274 However, current numerical simulations of crystalline 
formation usually skip the nucleation process by introducing seeds of the precipitating phase into 
the initial condition of the system. The seeded model might miss the importance characteristics of 
nucleation, such as the high specific reactive surface area of nuclei37 and the rate-limiting role of 
nucleation.190  
To enable simulation of nucleation process, kinetic and thermodynamic parameters are 
needed. Up till now, except for the commonly used solubility products (Ksp) and phase density, the 
known parameters are still very limited. For thermodynamic parameters, the interfacial energies 
for homogeneous nucleation (i.e., nucleation in solution) are reported for several common 
minerals,61, 232 with large data ranges. On the other hand, the interfacial energies for heterogeneous 
nucleation (i.e., nucleation on a foreign surface) are less well reported. Among the limited 
information for heterogeneous nucleation, Fernandez-Martinez et al. and Li et al. reported that the 
interfacial energies for heterogeneous nucleation of CaCO3 on quartz were as low as 35–50 
mJ/m2,31, 164 and the overall system interfacial energy can be affected appreciably by individual 
interfacial energies among nuclei, substrates, and solutions.32, 35, 164, 166, 200 
Kinetic factors are even less well known, beyond the fact that the Jo in the nucleation rate equation  
𝐽 = 𝐽0 exp (−
∆𝐺∗
𝑘𝑇
) = 𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
)    Eq. (7.1) 
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can be expanded into Aexp(-Ea/kT),33, 162, 247, 275 where A is related to, but not limited to, ion 
diffusion and nuclei surface properties, and Ea is the apparent activation energy. Generally, J0 is 
believed to be less important than the deviation of interfacial energies,247 and most experimental 
studies have assumed a constant J0 term.31-33 However, a recent study compared the influences of 
kinetic factors and interfacial energies on nucleation rates, and highlighted that the two aspects are 
equally important under relatively high supersaturations.163 This result brought up the necessity of 
quantifying J0 in order to estimate the nucleation process reliably. For homogeneous nucleation in 
aqueous solutions, the J0 value was estimated by Neilson (1964) to be D/5d, where D is the 
diffusion coefficient of ions, and d is the molecular diameter.276 For more widely occurring 
heterogeneous nucleation, to the authors’ knowledge, estimations of J0 are hardly known.  
Therefore, this study seeks to experimentally measure Ea and A for more accurate 
estimation of J0 in Eq. 7.1. The model system employed by this study is heterogeneous nucleation 
of CaCO3 on quartz, because this system involves two of the most common materials, and because 
thermodynamic parameters are reported for exactly the same setup, so that system errors are 
minimized. To enable calculation of Ea, in situ observations of CaCO3 nucleation in solution with 
a constant supersaturation of IAP/Ksp(calcite) =101.65 were conducted at 12, 25, and 31 oC using 
grazing incidence small angle X-ray scattering (GISAXS). Atomic force microscopy (AFM) was 
employed to calibrate the arbitrary unit of nucleation rates obtained in GISAXS tests. This 
GISAXS-AFM calibration method is newly developed, and has potential for wider application in 
GISAXS data acquisition research. Further, the kinetic parameters obtained in this study set critical 
baselines for modeling nucleation as an explicit step. 
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7.2 Experimental Section  
7.2.1 Substrate Preparation 
Environmentally abundant quartz was used as the substrate for heterogeneous nucleation 
experiments. Atomically flat quartz substrates with a polished (100) plane (roughness < 5 Å) were 
purchased from MTI Corporation. The substrates were cut into 1 cm × 1 cm squares and cleaned 
by sonication in acetone, ethanol, isopropanol, and ultrapure ionized water (DI water, 18.2 MΩ/cm) 
successively for 20 min each. Then they were soaked in sulfuric acid and Nochromix® for 2 hours 
to remove any remaining organic compounds. The substrates were then rinsed thoroughly with DI 
water and stored in DI water for experimental use. The cleaned substrates were scanned using 
AFM to ensure the cleanness of the surface. 
7.2.2 Aqueous Chemistry 
To generate an oversaturated solution with respect to CaCO3 at constant supersaturation, 
we used a flow-through system. A NaHCO3 solution and a CaCl2 solution were driven by two 
peristaltic pumps into a micro-mixer. Using Geochemist’s Workbench (GWB, Release 
8.0,RockWare, Inc.) and thermo_minteq database, we quantified the supersaturation of the mixed 
solution to be IAP/Ksp = 101.65 at 12, 25, and 31 oC. These conditions are chosen because they are 
within the detection window of both GISAXS and AFM within a reasonable reaction time. To 
quantify the aqueous supersaturation, the solubility product (Ksp =10-8.48) of calcite was used for 
calculation. The oversaturated solution was then injected into our reaction cell (2 mL volume) at a 
volumetric flow rate of 5.6 mL/min. A piece of quartz substrate on the bottom of the reaction cell 
was in contact with the freshly injected solution. Waste solution was exhausted from the top of the 
cell and collected. A diagram of the experimental setup is shown in Figure 7.1.  
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Figure 7.1.  Setup of the flow-through system used to monitor CaCO3 nucleation  
at different temperatures. 
 
To obtain the same supersaturation of the mixed solution at different temperatures, the 
concentration of CaCl2 was tuned slightly to maintain a supersaturation fixed at IAP/Ksp=101.65. 
The ratio of Ca/HCO3- was kept at 3.6–4.4 for all conditions, and the pH was within a 7.8–8.0 
range. To control the system temperature, before mixing, the solutions of CaCl2 and NaHCO3 were 
either heated in the tubing using a heating plate, or cooled with a water/ice mixture. To minimize 
heat transport through tubing walls, the tubes after the temperature control component were 
covered with insulating foam. The temperature of the each supersaturated solution was measured 
before and after the reaction at the inlet of the reaction cell, and the temperature fluctuation was 
less than 1 oC from the target value.  
7.2.3 In situ Grazing Incidence Small Angle X-ray Scattering (GISAXS) 
In situ GISAXS data were collected at beamline 12-ID-B at the Advanced Photon Source 
(Argonne National Laboratory, USA). The reaction cell was aligned in the beam line. The front 
and back wall of the cell were made of Kapton film, allowing transmission of X-rays. A 14 keV 
X-ray beam incidence onto the substrate at an incident angle of 0.11o was scattered by particles on 
the substrate. The scattered X-rays were collected by a detector 2 m away from the sample 
downstream of the beam. The scattering intensity from the particles on the quartz surface was 
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obtained in the same way as described in our previous studies.164 The intensity (I) was plotted 
versus the scattering vector (q). The scattering vector is in the reciprocal space of the horizontal 
dimension of the particles, and was 0.008–0.4 Å-1 in our setup, corresponding to particles with an 
in-plane radius of 0.8–40 nm. Scattering with q values larger than 0.1 Å-1 was background 
scattering with low signal-to-noise ratio, and was not used for analysis. The total volume of 
heterogeneously formed nuclei with radii within 3–30 nm were calculated using the invariant 
method:164  the invariant (Q) was calculated by 𝑄 = ∫ 𝐼(𝑞)𝑞2d𝑞 for q = 0.01–0.1 Å-1, which can 
be treated as the volume of nuclei with a radius of 3–30 nm, with an arbitrary unit. In our systems, 
nucleus size did not vary significantly, and thus the invariant value was also proportional to the 
number of nuclei. For GISAXS data with a high signal-to-noise ratio, we have also fitted the data 
to obtain the nuclei number with arbitrary units (as described in detail in Chapter 5),164 which 
showed great consistency with the invariant method (Figure 7.2). The rates of nucleus number 
(obtained from the fitting method) increases were recorded as nucleation rates with arbitrary units. 
The variation of these nucleation rates obtained at different temperatures was used for calculation 
of the apparent activation energy Ea. 
7.2.4 Ex situ Atomic Force Microscopy (AFM) 
To calibrate the arbitrary nucleation rates obtained with GISAXS with absolute nucleation 
rates, and to visually observe the nanometer nuclei, we complemented the GISAXS experiment 
with ex situ AFM experiments. The experiments were conducted as described in the GISAXS 
section, except that the reaction was ended at different time points. At the desired reaction time, 
the substrate was taken out of the cell. The residual reaction solution was immediately rinsed off 
with ethanol to end the reaction. Ethanol (100%) was used instead of water to minimize dissolution 
of CaCO3 nuclei. The substrate was then dried with ultra-pure nitrogen gas, and immediately 
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scanned using AFM to prevent aging of the nuclei. Only the evenly distributed particles on the 
surface were counted to obtain the nuclei density (#/μm2), because the even distribution 
corresponds to the epitaxial attachment of the nuclei on the substrate. The larger, randomly 
distributed particles were formed in solution and settled on the surface. The manually counted 
nucleus densities per unit area were used to calibrate the arbitrary nucleation rate obtained with 
GISAXS. Tapping mode was used to collect images. AFM probes used in this study were 
purchased from Bruker (Model: RTESP, Part: MPP-11100-10).  
7.2.5 Calculation of Ea and the Pre-exponential Factor A  
The heterogeneous nucleation rate (#/um2/s) was given by Eq. 7.1 in the Introduction, and 
is here further expanded and rearranged into61, 162, 247 
𝐽 = 𝐴exp (−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
) = 𝐴exp (−
𝐸𝑎+∆𝐺
∗
𝑘𝑇
)  and   Eq. (7.2) 
∆𝐺∗ = −
16𝜋𝜐2𝛼3
3𝑘2𝑇2[ln(
𝐼𝐴𝑃
𝐾𝑠𝑝
)]
2 .      Eq. (7.3) 
In Eq. 7.3, υ is the molecular volume of nuclei (cm3/molecule) and can be estimated using 
molecular weight of the nucleating material. α is the effective interfacial energy of the system. In 
our previous studies, the interfacial energy at room temperature for CaCO3 nucleation on quartz 
was experimentally found to be 47.1±1.3 mJ/m2.163, 164 The k in the denominator is the Boltzmann 
constant (1.3 × 10-23 J/K), T is temperature in Kelvin, IAP is the ion activity product (Ca2+)(CO32-), 
and Ksp is the solubility product of the nucleating CaCO3 phase (Ksp=10-8.48).208 To simplify the 
process of incorporating nucleation in reactive transport modeling, phase transformation of CaCO3 
is not considered at this stage. Because calcite is the most used mineral in reactive transport models 
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for CaCO3 precipitation, this study uses υ and Ksp for calcite.  With these parameters, the ΔG* can 
be calculated. 
Fitting the nucleation rates obtained with GISAXS at different temperatures according to 
Eq. 2, the sum of (Ea+ΔG*) was obtained, and thus Ea was calculated with the calculated ΔG*.  
Once the apparent activation energy Ea was calculated, and the absolute nucleation rate (#/m2/s) 
was obtained, the pre-exponential factor A was readily calculable with a unit of number of nuclei 
per unit area of substrate per unit time. However, to incorporate the nucleation process in 
multiphase reactive transport models, the unit for nucleation rate is expected to be the change of 
fluid concentration per unit of substrate surface area. Therefore, the factor A was further combined 
with the in-plane nuclei radius obtained using GISAXS, the height-to-radius ratio obtained in our 
previous studies, as well as the molecular volume of CaCO3, so that the final A with units of mol/m2 
of substrate/s was obtained.  
 
7.3 Results 
7.3.1 Apparent Activation Energy Ea 
X-ray scattering intensities from the heterogeneously formed nuclei are shown in Figure 
7.2a-c. Under all the conditions, the radii of the nuclei were 4.7 ± 0.7 nm, without significant 
difference. Nuclei growth was not appreciable, and therefore the nucleation process was 
considered to be dominant over mineral growth.  
The nuclei numbers versus reaction times are plotted in Figure 7.2d. Two methods (the 
invariant method and the fitting method) used for extracting nuclei number with arbitrary units 
(a.u.) are shown on the left and right y-axes, respectively, and they are consistent. The slopes from 
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the linear regressions were taken as nucleation rates, and the intersection of regressed lines with 
the x-axis were taken as the induction times. The logarithms of these nucleation rates were 
regressed over 1/T according to a rearrangement of Eq. 7.2, ln(𝐽) = lnA −
∆𝐺∗+𝐸𝑎
𝑘𝑇
 ,  and the 
resulting ΔG*+Ea was 61.5 ± 5.8 kJ/mol. 
 
Figure 7.2  Acquisition of (ΔG*+Ea) using grazing incidence small angle X-ray scattering. (a-c) Plots of 
scattering intensities over scattering vector q. In all systems, the nuclei sizes are similar. The higher the 
temperature, the faster the reaction and the shorter the induction time. (d) Plots of invariant values 
(proportional to nuclei numbers) and fitted nuclei numbers with respect to reaction times. The dotted lines 
are from linear regression of the fitted nucleus numbers over reaction times. The slopes of these regressed 
lines are taken as nucleation rates, J. (e) Plot of ln(J) versus 1/T. Linear regression was conducted to 
calculate the sum of  (ΔG*+Ea). 
 
To calculate Ea, the value of ΔG* was calculated according to Eq. 7.3. Utilizing the value 
for interfacial energy, α = 47.1 ± 1.3 mJ/m2, obtained in our previous studies for the same system,163, 
164 ΔG* was calculated as 16 ± 3 kJ/mol. Subtraction of ΔG* from the sum of (ΔG*+Ea) gave Ea 
equal to 45 ± 7 kJ/mol.  
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7.3.2 Calibrated Nucleation Rates 
Example AFM images of heterogeneously formed nuclei are shown in Figure 3a. Evenly 
distributed small nuclei are manually counted within a unit area of one square-micrometer. The 
GISAXS-obtained particle numbers under the same condition and at the same reaction time were 
read from Figure 7.2d on the right y-axis. Figure 7.3b shows the plot of nuclei numbers counted 
from AFM images versus GISAXS-obtained nuclei numbers. Each data point in Figure 7.3b was 
generated from at least three 1 μm2 areas within one piece of quartz substrate. The scattering of 
the data points is due to a typical 20–30 min uncertainty in the induction time for 12 oC and 25 oC 
samples.  
7.3.3 Pre-exponential Factor A 
Regression of the counted particle numbers over the GISAXS-obtained arbitrary particle 
numbers with a fixed intersection at point (0,0) provided the correction factor from arbitrary 
numbers to absolute numbers, specifically, (17.5 ± 0.35)×105. With this correction factor, the 
nucleation rates from GISAXS data were corrected from arbitrary units to # of nuclei/μm2/min 
(Table 7.1). The absolute value of the pre-exponential factor A was calculated in the similar way, 
according to the regression result (lnA = 15.5±2.4) shown in Figure 7.2(e), with units of # of 
nuclei/μm2/min, or units of #/m2/s. The value of A is 9.4 × 1011 #/μm2/min, or 1.6×1022 #/m2/s. 
According to the standard deviation of regression result for lnA, A has one order of magnitude 
uncertainty. 
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Figure 7.3  Calibration of GISAXS data using AFM. (a) Example AFM images (1 × 1 μm2) of nuclei 
formed under different temperatures for various reaction times. The evenly distributed particles are 
heterogeneously formed, while the larger particles are homogeneously formed and settled to the quartz 
substrate surface. (b) Plot and regression of counted particle numbers with units of #/μm2 over the 
arbitrary particle numbers obtained from fitting GISAXS data. 
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7.3.4 Unit Conversion of Nucleation Rates    
According to the in-plane nuclei radius of 4.7 ± 0.7 nm, and the nuclei geometry studied in 
our previous studies,163, 164 the individual nuclei volume was calculated as 4.1 ± 1.8 nm3. The 
standard deviation of nuclei volume was expected to be reduced for materials that generate larger 
nuclei, because large nuclei are easier to measure accurately. Multiplication of individual nuclei 
volumes (m3) and nucleation rates (#/m2/s) gives nucleation rates in volume of nuclei per unit area 
of substrate surface per unit time (i.e., m3/m2/s). If the CaCO3 phase is assumed to be calcite, as 
commonly used in reactive transport modeling approaches, the moles of Ca2+ or CO32- ions 
consumed from fluid can be calculated by dividing the volume nucleation rates (m3/m2/s) by the 
molar volume of calcite (m3/mol), where the molar volume is just the product of the reciprocal of 
calcite density and the molecular weight of calcite: 
υ =
1
𝜌
×𝑀𝑊 .         Eq. (7.4) 
If the nucleating CaCO3 phase is assumed to be other than calcite, the Ksp and molecular 
volume should be correspondent to that specific phase, but the methods for obtaining Ea and A are 
the same as presented for calcite.  
The obtained nucleation rate was in moles of Ca2+ or CO32- ions consumed per unit area of 
substrate surface per unit time (i.e., m3/m2/s). Since the pre-exponential factor A has the same units 
as the nucleation rate J, the unit conversion method for A is the same as that for J. The calculated 
values for J and A with different units are shown in Table 7.1.  
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Table 7.1  Nucleation rates and pre-exponential factors obtained in this study. The error ranges are 
standard deviations from the experimental data. 
Temperature and 
pre-exponential 
factor 
Fitted Nucleation 
Rate (a.u./min) 
Absolute 
Nucleation Rate 
(#/μm2/min) 
Absolute 
Nucleation Rate 
(nm3/μm2/min) 
Absolute 
Nucleation Rate 
(mol/m2/min) 
12 oC (3.4 ± 0.1) × 10-5 6.1 ± 1.2 24 ± 12 (6.6 ± 3.2) × 10-10 
25 oC (8.8 ± 0.4) × 10-5 15.5 ± 3.2 63 ± 31 (17.1 ± 8.3) × 10-10 
31 oC (15 ± 1) × 10-5 27.0 ± 5.6 108 ± 52 (29 ± 14) × 10-10 
A 
exp(15.5 ± 2.4) 
or 
106.7 ± 1.0 
exp(27.6 ± 2.5) 
or 
1012.0 ± 1.1 
exp(29.0 ± 2.9) 
or 
1012.6 ± 1.3 
exp(4.6 ± 2.9) 
or 
102.0 ± 1.3 
 
7.4 Discussion 
7.4.1 Newly Developed GISAXS-AFM Method 
The successful acquisition of kinetic factors in this study proved the validity of a new 
method for calibration of GISAXS data using AFM. In SAXS and GISAXS data acquisition, 
standard glassy carbon samples are commonly used to calibrate the scattering intensity obtained 
from different beamtimes. But methods for calibration of scattering intensity with absolute particle 
numbers for GISAXS were scarce. In this study, we developed the GISAXS-AFM method to 
transform GISAXS-obtained particle numbers on the substrate from arbitrary to absolute units. 
This method can be extended for calibration of particle numbers in other experimental systems 
using GISAXS as the detection technique, such as those used in (bio)material sciences,  
geosciences, and environmental sciences. However, several considerations are important in 
carrying out this method. 
 The first consideration is the range of experimental conditions. In our study, the CaCO3 
nuclei were several nanometers in radius. GISAXS is able to observe nuclei with radii between 1-
80 nm. However, to have accurate AFM data, the nuclei should be several nanometers. Smaller 
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nuclei are hard to resolve clearly in AFM, whereas too large particles tend to hide small features. 
Besides particle size, particle density (#/unit area) is also important. GISAXS requires a 
considerable coverage of the substrate by nuclei to have a high signal-to-noise ratio, especially 
when the electron density of the nuclei is low, but a large number of nuclei are likely to aggregate 
into groups of nuclei, thus are hard to count from AFM images. The particle size and particle 
density on the substrate surface are functions of reaction conditions, and thus the conditions should 
be adjusted to enable acceptable data quality for both GISAXS and AFM. To obtain good data for 
GISAXS and AFM, and thus reliable statistics for parameter acquisition of Ea and factor A, our 
study determined the experimental condition to be at IAP/Ksp=10
1.65 and a temperature range of 12 
–31 oC.  
 The second consideration is the match of in situ and ex situ tests. If both AFM and GISAXS 
tests are ex situ, the sample preparation for both techniques should be identical. However, if one 
of the techniques is in situ, the situation is more complicated, because the system setup for the in 
situ test with one technique might not be applicable for in situ test with the other technique. In this 
study, for example, the systems were designed for in situ GISAXS measurement, but the same 
setup cannot be used for in situ AFM tests, which require a special reaction cell and a much slower 
flow rate. Therefore, we did the AFM test ex situ. In this and similar cases, it is important to 
preserve the sample close to its in situ status. For example, instead of rinsing off the unreacted 
solution from the substrate with water, we used ethanol to prevent dissolution of nuclei by water. 
After ethanol rinsing, the samples were dried as fast as possible with ultra-pure nitrogen. The 
nuclei were then scanned with AFM immediately to prevent nuclei aging through aggregation, 
desiccation, or phase transformation. Despite the care with which ex situ AFM samples were 
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prepared, we are aware of the possible discrepancies between the ex situ samples and the in situ 
samples, and therefore would rely on in situ data (e.g., nuclei size) if available. 
 For different materials, these considerations might differ in details. However, with 
modifications, our proposed method for calibrating GISAXS intensities with absolute particle 
densities is transformative for calibrations of other materials tested using GISAXS.  
7.4.2 Relative Importance of Thermodynamic (ΔG*) and Kinetic (Ea) Energy 
Barriers.  
The overall energy barrier for nucleation reactions is a combination of the kinetic energy 
barrier, Ea, and the thermodynamic energy barrier, ΔG*. The thermodynamic energy barrier ΔG* 
is usually referred to as “nucleation energy barrier” because it is characteristic of nucleation 
reactions, whereas apparent activation energy exists for virtually all chemical reactions. ΔG* can 
be considerably large, thus hindering the start of precipitation in many aqueous system, such as in 
seed-free nanoparticle synthesis, in pipelines with scale inhibitors, or in geomedia experiencing 
dissolution of primary minerals and precipitation of secondary minerals. However, previous 
knowledge of J0=Aexp(-Ea/kT) was limited. For homogeneous nucleation, estimating the 
theoretical value of J0 was possible, but for heterogeneous nucleation, even the order of magnitude 
of J0 was not clear. Due to the limited information, it was hard to analyze the relative importance 
of ΔG* over Ea.  
This study fills this knowledge gap. The acquired J0 allows estimation of nucleation 
kinetics of the correct order of magnitude, and the value of Ea enables analysis of the comparative 
importance of ΔG* and Ea. As an example, Figure 7.4 shows the variation of ΔG* as a function of 
either the effective interfacial energy α, or the supersaturation of the solution. The dotted lines 
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indicate the magnitude of Ea for comparison. The results show that at a supersaturation of 
IAP/Ksp=10
1.65, the thermodynamic energy barrier ΔG* is larger than Ea if the effective interfacial 
energy α is larger than 68 mJ/m2. Also, at a fixed α value of 47 mJ/m2, ΔG* exceeds Ea for 
supersaturations lower than IAP/Ksp = 10
0.9. The relative importance of kinetic and thermodynamic 
factors is thus revealed. 
 
 
Figure 7.4.  Comparison of kinetic energy barrier Ea with thermodynamic energy barrier ΔG* for 
heterogeneous nucleation of CaCO3 on quartz. Dotted lines are the level of Ea for comparison. Figure (a) 
is generated with a fixed IAP/Ksp=101.65 and varying α. Figure (b) is generated with a fixed α equal to 47 
mJ/m2 and varying IAP/Ksp=101.65. Calculations of ΔG* are based on Eq. 7.3. 
 
The quantification of Ea also facilitates further investigation of J0 for nucleation in the 
aqueous phase. For heterogeneous nucleation in the gaseous phase, it is reported that the J0 term 
is related to the impingent rate of monomers onto existing nuclei through either gaseous diffusion 
or surface diffusion, to the adsorption efficiency of monomers on nuclei, to the total nuclei surface 
area at critical size, and finally to the possibility of a critical nucleus to actually pass ΔG*. Drawing 
an analogy to heterogeneous nucleation in the aqueous phase, we propose that the apparent 
activation energy can be understood as a combined energy barrier from monomer diffusion in 
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solution, monomer diffusion on the surface, adsorption of monomers on the substrate, and 
adsorption of monomers on nuclei. 
 
7.5 Conclusions 
This study is the first attempt to quantify kinetic terms in the nucleation rate equation, i.e., 
A and Ea, in the equation  𝐽 = 𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
). The obtained apparent activation energy 
Ea is 45 ± 7 kJ/mol, and the pre-exponential factor A is 10
12.0 ± 1.1 # of nuclei / μm2 of quartz 
substrate surface area / min, or 102.0 ± 1.3 mol of Ca2+ or CO3
2- consumed from fluid / m2 of quartz 
substrate surface area / min. The kinetic energy barrier Ea is associated with the series of reactions 
to incorporate a monomer into existing nuclei, and it is higher than the thermodynamic energy 
barrier ΔG* when interfacial energy α is lower than 68 mJ/m2, or when the supersaturation of the 
solution is higher than IAP/Ksp = 10
0.9 for the case of CaCO3 precipitation. With these parameters 
and information, further investigation of nucleation process using reactive transport modeling can 
be facilitated, and an improved understanding of the comparative kinetic and thermodynamic 
factors’ contributions to overall precipitation can be achieved.  
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Chapter 8: Conclusions and Future 
Directions  
8.1 Conclusions 
To better understand interactions between geomedia and fluids in subsurface 
environments, in this dissertation, Portland cement was used as a model geomedium. Chemical 
and mechanical alterations of cement, in which CaCO3 plays an important role as both a reactant 
and a product of related geochemical reactions, were characterized. Both experimental and 
modeling approaches were employed for this research, with a particular focus on CaCO3 formation 
for detailed analyses of CaCO3 nucleation. Experimental results on CaCO3 nucleation facilitated 
our modeling investigation, which further clarified the mechanisms in our experiments.    
 
Figure 8.1  Relations among Tasks and their implications. 
 
 
Task 1 focused on an experimental study of the chemical and mechanical alterations of 
wellbore cement under GCS conditions. Experiments were carried out in the presence and absence 
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of additional sulfate ions in the brine. Cement samples developed layer structures after CO2 attack. 
The CO2-attacked depth was 1220 μm for samples reacted without additional sulfate, resulting in 
a ~80% decrease of sample strength and elastic modulus. The weakened macroscale mechanical 
properties are mainly related to the microscale portlandite-depleted region in the cement samples. 
The CO2-attacked samples were also more ductile and had rougher fracture surfaces. In the 
presence of 0.05 M sulfate, the CO2 attacked thickness was only 800 μm, and the decrease of 
strength and elasticity were both ~50%. The mitigated CO2 attack on cement was due to the coating 
of gypsum and/or sorption of sulfate on the CaCO3 grains in the carbonated layer, reducing the 
dissolution rate of CaCO3.  Task 1 findings provide important insights into modeling and 
predicting wellbore integrity in energy-related subsurface operation.  
In Task 2, we further investigated the mechanisms of portlandite-depleted zone formation 
using the reactive transport modeling software, CrunchTope. By calibrating the model using 
experimental data, two geochemical mechanisms were critical to capture the experimentally 
observed reaction fronts: First, precipitation of secondary phases cannot fill the pore space 
completely, likely because of fractures or defects in the precipitation zone, or because insufficient 
CaCO3 precipitation in nanopores. This mechanism was incorporated into our continuum model 
using a “minimum porosity limit”, which scales down the secondary phase precipitation rate when 
the porosity reaches the minimum porosity limit. A minimum porosity of 1.5% enabled our model 
to predict the experimentally observed brine transport in cement, and it is also a reasonable porosity 
approximation in the fields. Second, secondary CaCO3 precipitation in brine, starting with its 
nucleation rate, is important. If CaCO3 precipitation in the brine is not considered, the model with 
closed boundaries predicts that the dissolution of the cement surface should stop when the brine is 
saturated with CaCO3. However, during experiments, continuous dissolution was observed at the 
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cement surface. This discrepancy suggests that the secondary phases in brine and in cement have 
different thermodynamics, such that the phases in cement can dissolve and re-precipitate in the 
brine. After the modeling code was updated with the nucleation rate law for a stable CaCO3 phase 
in the brine, the model accurately predicted the dissolution of the cement surface as observed in 
experiments. This task highlights the importance of including pore scale insights and nucleation 
in the overall model of a geochemical/geotechnical problem.  
Task 3 aimed at acquiring thermodynamic and kinetic parameters for CaCO3 nucleation, 
and elucidating the nucleation mechanisms. It is split into three sections: The first aims to compare 
mica and quartz as the nucleation substrates. The second section evaluates the effects of salinity, 
and the third quantifies the kinetic factors in the nucleation equation. Known thermodynamic 
parameters for calcite were used in calculations to avoid unnecessary complications with CaCO3 
phase transformation. While the absolute values will be shifted, the trends will be the same if 
parameters for other CaCO3 phases are used for calculation. Regarding substrate comparison, the 
interfacial energy for CaCO3 nucleation on mica was 41 ± 2 mJ/m
2, lower than the energy of 47 ± 
1 mJ/m2 for nucleation on quartz. Correspondingly, the nuclei were smaller in the mica system, 
and the nucleation rates were faster than in the quartz system. Focusing on the quartz system, we 
found that the interfacial energy decreased with increasing salinity, from ~48 mJ/m2 in 0.15 and 
0.30 M salinities to ~35 mJ/m2 in 0.50 and 0.85 M salinities. Meanwhile, the kinetic factors A and 
Ea also changed such that the 𝐴exp(−
𝐸𝑎
𝑘𝑇
)  term in the nucleation rate equation, 𝐽 =
𝐴exp(−
𝐸𝑎
𝑘𝑇
) exp (−
∆𝐺∗
𝑘𝑇
), was lower at high salinities. The overall effects of high salinity were 
increased nucleation rates for a given supersaturation, decreased nucleus size, and shortened 
induction times. CaCO3 nucleation was further investigated at 0.15 M salinity over a temperature 
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range of 12–31 oC. The change of temperature did not appreciably affect nucleus sizes. From the 
calibration of GISAXS intensities with AFM images, Ea and A were calculated to be 45 kJ/mol 
and 102.0 ± 1.3 mol/m2/min, respectively.  These outcomes strengthened our understanding of 
nucleation and enabled reactive transport modeling to include the nucleation reaction, and 
important factor in improving model accuracy.  
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8.2 Recommended Future Directions 
Our new understanding and insights gained over the course of this research open the doors 
to broader and deeper studies on related topics. 
To elucidate interactions between geomedia and fluid, this study used cement as a model 
geomedium and CO2 saturated brine as the fluid. The system can be extended to include more 
geomedia, more complex solution compositions, or conditions other than those occurring during 
GCS. For example, the dissolution and precipitation reactions between naturally-present rocks and 
CO2-saturated brine can follow the same trend as in cement.
174 During GCS operation, the CO2 
plume or CO2-saturated brine is pushed through formation rocks by the injection pressure. Under 
ideal operation conditions, CO2 mineralization should not happen near to the injection point, where 
it can block injection fluids, nor too far away, where it may not trap CO2 efficiently.
40 In this case, 
holistic investigations of CO2 reactive transport through porous formation rock, using both 
experimental approaches to understand geochemical reactions and modeling approaches to predict 
larger scales and longer reaction times, can help estimate the CO2 mineralization locations and 
optimize CO2 injection parameters (e.g., tuning the injection rates and pressures and adjusting the 
chemical composition of injected fluid). Another key factor which needs to be examined is the 
reactivity of shales that act as a caprock to trap CO2. As a barrier for CO2 structural trapping, it is 
important to determine whether the fractures or open pores in shale can lead to CO2 leakage and 
whether CO2 can trigger precipitation to seal these shale fractures and pores. Previous studies have 
focused mostly on the dissolution of reactive minerals, such as carbonates, in shale matrices when 
exposed to acidic brine.277 However, the precipitation of carbonate and other minerals, which is 
expected to prevent CO2 leakage, has not been studied sufficiently, especially in real shales.
278  
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In addition, further research is needed to strengthen the linkage between chemical reactions 
and mechanical changes. Results from Task 1 show that when geomedia have been altered 
chemically, their mechanical properties can also change, altering their tendency to fracture. The 
fracture geometries will also change accordingly, thus changing the reactive surface areas and fluid 
transport pathways. Therefore, when bridging chemical reactions and mechanical changes of 
geomedia, both the chemical-reaction-induced mechanical property changes and the aftermath of 
these mechanical property changes should be considered. Further investigations should focus on 
more tightly linking geochemistry and geomechanical alterations.  
Specific studies are recommended to more fully characterize the cement system. In Task 
2, we found that cement deterioration under GCS conditions can be mitigated by the formation of 
a thicker and less porous carbonated layer. Thus, we recommend that further studies determine 
which conditions promote stronger carbonated layers. For example, the brine composition can be 
tuned to inhibit the precipitation of stable forms of CaCO3, thus helping to prevent dissolution 
from the cement surface. Alternatively, the dissolution of the cement surface could be inhibited by 
adding a proper inhibitor in the solution. As a result, the carbonated layer in these systems is 
expected to be thicker and more protective. Findings in Task 2 also suggest that if CaCO3 
precipitation can fill more pore spaces, cement deterioration will be mitigated. Corresponding 
strategies include modifying the solid chemistry of cement pore walls to trigger CaCO3 
precipitation in nanopores, or modifying the mechanical properties of cement to hinder fracture 
formation. 
In terms of nucleation, we recommend further studies on nucleation in confined pore 
spaces, because Task 2 suggested that the CaCO3 phase formed in pores can have different 
solubility than that formed in a free space. We also recommend studies on the effects of organic 
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compounds on nucleation, because organic compounds are abundant in subsurface environments, 
especially in depleted oil/gas reservoirs. The nucleating materials should not be limited to CaCO3, 
but rather thermodynamic and kinetic parameters for nucleation should be measured or estimated 
for a range of minerals. Thus, a database for nucleation reaction can be built. Incorporating phase 
transformation is another future direction. In this study, phase transformation has not been 
included, but it is expected that nanometer-sized nuclei have different properties than bulk 
materials, such as specific surface area, surface reactivity, molecular volume, and solubility. A 
demonstration of the importance of phase transformation during nucleation and growth will be 
instructive, and will smooth the transition from nucleation to surface growth in reactive transport 
models.  
In summary, studies presented in this dissertation demonstrated coupled chemical and 
mechanical alterations in cement under GCS conditions, revealed the importance of pore scale 
insights in reactive transport of acidic brine in cement, and obtained vital information regarding 
CaCO3 nucleation kinetics and thermodynamics. These research outcomes pave the way for further 
studies on the reaction and transport of fluid in geomedia, on more closely coupling chemical and 
mechanical geomedia changes, on finding engineering strategies to improve wellbore cement 
integrity, and on nucleation in more dynamic and complex systems. 
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