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Neste trabalho, estudamos, através dos resultados presentes nos artigos "Finite self-similar
p-groups with abelian first level stabilizers" e "On self-similar p-groups", o seguinte pro-
blema: quais p-grupos finitos podem ser fielmente representados por um grupo self-similar
de automorfismos da árvore p-ária, ou seja, quando um p-grupo finito é self-similar? Respon-
deremos esta pergunta para o caso dos p-grupos finitos que possuem um subgrupo maximal
abeliano e para o caso dos p-grupos de classe maximal. Também mostraremos que existem
finitos p-grupos self-similar de um dado posto e, consequentemente, finitos p-grupos self-
similar de uma dada coclasse. Além disso, determinaremos a melhor cota possível para a
ordem de um p-grupo self-similar de classe maximal.
Palavras-Chave: p-grupos finitos; endomorfismos virtuais; grupos self-similar.

Abstract
In this work, we study, using the results presented in the articles "Finite self-similar p-groups
with abelian first level stabilizers" and "On self-similar p-groups", the following question:
which finite p-groups can be faithfully represented as a self-similar group of automorphisms
of the p-ary tree, or, in other words, when is a finite p-group self-similar? We will answer
this question for the case of finite p-groups whith an abelian maximal subgroup and for
the case of p-groups of maximal class. We will also show that there are only finitely many
self-similar p-groups of a given rank and, consequently, finitely many self-similar p-groups
of a given coclass. Moreover, we will determine the best possible bound for the order of a
self-similar p-group of maximal class.
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|G| ordem de um grupo G.
d(G) número mínimo de geradores do grupo G.
exp(G) expoente do grupo G.
o(x) ordem de um elemento x de um grupo.
⟨X⟩ subgrupo gerado pelos elementos do conjunto X .
H < G H é subgrupo próprio do grupo G.
[G : H] índice de H em G.
G1 ⋊G2 produto semidireto de G1 por G2.
xy y−1xy.
[A1, n A2] o comutador [A1,A2, · · · ,A2], onde A2 aparece n vezes.
G′ o subgrupo comutador [G,G] de G.
γn(G) n-ésimo termo da série central inferior de G.
Ωi(G) o subgrupo ⟨x ∈ G | xp
i
= 1⟩, onde G é um p-grupo.
Ω{i}(G) o conjunto {x ∈ G | xp
i
= 1}, onde G é um p-grupo.
Gn o subgrupo ⟨xn | x ∈ G⟩.
Πi(G) subgrupo definido por Π0(G) = G e Πi(G) = Πi−1(G)p, para i ≥ 1, onde G é um p-grupo.
Z(G) centro de G.
CG(H) centralizador de H em G.
NG(H) normalizador de H em G.
L(G) álgebra de Lie associada ao p-grupo de classe maximal G.
Φ(G) subgrupo de Frattini do grupo G.
N p.e. G N é powerfully embedded em G.
N shp G N é fortemente hereditariamente powerful em G.
Fp corpo com p elementos.
GLr(Fp) grupo das matrizes r× r inversíveis com entradas em Fp.
Ur(Fp) grupo das matrizes triangulares r× r com entradas em Fp.

Introdução
Uma ação de um grupo G sobre uma árvore regular é dita self-similar se ela é transitiva no
primeiro nível da árvore e se, dados g um elemento de G e v um vértice da árvore, temos
que a secção gv é, também, um elemento de G. De forma análoga, dizemos que um grupo
G de automorfismos da árvore k-ária é self-similar se ele age transitivamente no primeiro
nível e as seções de cada elemento do grupo em cada vértice da árvore pertence a G. Nas
últimas décadas, os grupos que admitem uma ação fiel e self-similar sobre árvores regulares
nos forneceram muitos exemplos importantes, tais como o primeiro grupo de Grigorchuk
(encontrado em [11]), os p-grupos de Gupta-Sidki (encontrados em [12] e [13]), o grupo de
Basilica (encontrado em [10] e [3]), dentre muitos outros.
Uma forma direta de mostrar que existe uma ação fiel e self-similar de um grupo G sobre
uma árvore é construindo um grupo self-similar de automorfismos da árvore que é isomorfo
a G. Esta técnica foi utilizada para criar uma ação self-similar fiel para grupos solúveis de
Baumslag-Solitar (em [2]) e para grupos livres de posto finito (em [23], [24] e [21]). Uma
abordagem mais organizada para este problema, porém, consiste no uso de endomorfismos




-endomorfismo virtual é um homomorfismo φ : H →k G tal que G é um grupo e
H é um subgrupo de G de índice k. O core do endomorfismo virtual φ é o maior subgrupo
φ -invariante normal em G contido em H, se o core de φ é trivial, dizemos que φ é simples.
No quarto capítulo desta dissertação mostraremos que um grupo admite uma ação fiel self-




-endomorfismo virtual simples. Endomorfismos virtuais foram usados, por exemplo,
em [20], para construir ações de grupos abelianos livre sobre a árvore binária, e em [4], para
construir ações de alguns grupos nilpotentes livres de torção.
Dados um grupo G e um primo p, a seguinte pergunta surge: G pode ser representado
fielmente como um grupo de automorfismos da árvore p-ária? Se isso ocorre, dizemos que
G é self-similar para o primo p. Nekrashevych e Sidki provaram, em [20], que todo grupo
abeliano livre de posto finito é self-similar para o primo 2. Além disso, o estudo sobre grupos
nilpotentes finitamente gerados livres de torção self-similar feito por Berlatto e Sidki em
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[4] e o estudo sobre grupos abelianos self-similar feito por Brunner e Sidki em [5] possuem
resultados muito importantes acerca deste problema. Nesta dissertação, trabalharemos com
p-grupos finitos e nos basearemos, principalmente, nos artigos "Finite self-similar p-groups
with abelian first level stabilizers" ([22]), de Z. Šunić, e "On self-similar p-groups" ([1]), de
A. Babai, K. Fathalikhani, G. A. Fernández-Alcober e M. Vannacci.
A seguir, enunciamos um dos teoremas principais dos quais trataremos neste trabalho.
Tal resultado caracteriza os p-grupos self-similar que possuem um subgrupo maximal abeli-
ano.
Teorema A. Seja G um p-grupo finito que possui um subgrupo maximal abeliano. Então G
é self-similar se, e somente se, G possui um subgrupo maximal abeliano elementar do qual
G é uma extensão cindida.
O resultado acima foi demonstrado em [1] e é uma extensão do teorema principal do artigo




virtual simples cujo domínio é um subgrupo maximal abeliano.
O teorema que enunciaremos a seguir (demonstrado em [1]) nos dá que existem somente
um número finito de p-grupos finitos self-similar de um dado posto. É possível mostrar que
todo p-grupo finito pode ser fielmente representado como um grupo de automorfismos (não
necessariamente self-similar) da árvore p-ária. Levando isto em consideração, o resultado a
que nos referimos mostra que a existência de um
1
p
-endomorfismo virtual simples é uma forte
condição a ser imposta.
Teorema B. Seja G um p-grupo finito self-similar de posto r. Então a ordem de G é limitada
superiormente por uma função de p e r.
Como consequência, temos que a ordem de um p-grupo finito self-similar é, também,
limitada por uma função do primo p e de sua coclasse, pois, como veremos a coclasse de
um p-grupo é limitada pelo seu posto. No caso em que a coclasse do p-grupo analisado é 1,
ou seja, no caso em que o p-grupo possui classe maximal, podemos conseguir informações
mais detalhadas sobre sua estrutura e ordem. Nosso último teorema principal, enunciado
a seguir, nos dá uma caracterização completa dos p-grupos self-similar de classe maximal
e, também, a melhor cota superior possível para a ordem destes grupos. Este resultado foi
demonstrado em [1].
Teorema C. Seja G um p-grupo de classe maximal. Então G é self-similar se, e somente se,
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G possui um subgrupo maximal abeliano elementar do qual G é uma extensão cindida. Se
este for o caso, então a ordem de G é menor ou igual a pp+1.
Observe que, apesar de a maior parte dos p-grupos de classe maximal não possuírem
subgrupos maximais abelianos, a caracterização obtida para os p-grupos self-similar de classe
maximal é a mesma que obtivemos no Teorema A. Desta forma, vale, também, observar que
o Teorema C nos fornece vários exemplos de p-grupos finitos que não podem ser fielmente
representados por um grupo self-similar de automorfismos da árvore p-ária.
Neste trabalho, temos como objetivo principal a demonstração dos Teoremas A, B e C.
Apesar disso, vários dos resultados apresentados nos capítulos 1, 2 e 3 não serão diretamente
utilizados nas provas destes teoremas, mas julgamos que todos são necessários para a
plena compreensão das demonstrações. Vale também ressaltar que, embora boa parte dos
resultados contidos nos capítulos 4 e 5 não apresentem o termo "endomorfismo virtual"em
seus enunciados, este tipo de endomorfismo nos forneceu as principais ferramentas utilizadas
nas demonstrações.
No capítulo 1, trazemos resultados preliminares da teoria de grupos e da teoria de p-
grupos. Os resultados presentes nas duas primeiras seções são bem conhecidos e, por isso,
tiveram suas provas omitidas. Na terceira e última seção do capítulo, tratamos dos p-grupos
de classe maximal e trazemos os conceitos e resultados necessários para a demonstração do
Teorema C.
O segundo capítulo destina-se ao estudo de p-grupos powerful. Ele inicia-se com a
apresentação dos conceitos e propriedades básicas deste tipo de grupo e finaliza-se com um
estudo mais aprofundado sobre o tópico. Na última seção do capítulo trazemos resultados
específicos que serão utilizados na demonstração do Teorema B.
O capítulo 3 tem como objetivo principal a demonstração de teoremas que nos ajudarão a
mostrar, a partir do Teorema B, que existem finitos p-grupos self-similar de uma determinada
coclasse. Para isso, estudaremos ações uniseriais, subgrupos hereditariamente fortemente
powerful e alguns resultados específicos sobre coclasse de p-grupos.
No quarto capítulo adentramos, de fato, nas teorias de endomorfismos virtuais e de
p-grupos self-similar. Nele, estudamos os resultados trazidos por Šunić em [22] e alguns
resultados de [1], incluindo o nosso primeiro teorema principal, o Teorema A.
Por fim, no quinto capítulo, trazemos mais alguns resultados encontrados em [1]. Na pri-
meira seção, nos destinamos à demonstração do Teorema B e algumas de suas consequências.
Já na segunda seção, passamos a estudar p-grupos self-similar de classe maximal, finalizando




1.1 Teoria de grupos
A maior parte da teoria presente nesta seção pode ser encontrada em [9] e em [7]. Iniciamos
com alguns resultados e definições básicas a respeito de comutadores.
Dado G um grupo qualquer, definimos o comutador de dois elementos x,y ∈ G como:
[x,y] = x−1y−1xy = x−1xy.
Note, portanto, que x e y comutam se, e somente se, [x,y] = 1. Definimos o comutador de
comprimento n > 2 dos elementos x1,x2,x3, · · · ,xn ∈ G como:
[x1,x2, · · · ,xn] = [· · · [[x1,x2],x3], · · · ,xn].
Dados dois subgrupos H e K de G, definimos, também, o comutador de H e K:
[H,K] = ⟨[h,k] | h ∈ H,k ∈ K⟩,
e dados n > 2 subgrupos H1,H2,H3, · · · ,Hn ≤ G, definimos o comutador de comprimento
n [H1,H2,H3, · · · ,Hn] de forma similar ao definido anteriormente para elementos de G.
Denotamos por G′ o subgrupo [G,G]. Dados x1,x2 ∈ G e H1,H2 ≤ G, denotaremos os
comutadores de comprimento n+1 [x1,x2,x2, · · · ,x2] e [H1,H2,H2, · · · ,H2] por [x1, n x2] e
[H1, n H2], respectivamente.
O teorema a seguir apresenta algumas propriedades básicas de comutadores.
Teorema 1.1.1. Sejam G um grupo, x,y,z ∈ G e H,K,L ≤ G. Então:
(i) [y,x] = [x,y]−1.
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(ii) σ([x,y]) = [σ(x),σ(y)], para todo homomorfismo σ : G → G.
(iii) [xy,z] = [x,z][x,z,y][y,z] e [x,yz] = [x,z][x,y][x,y,z].
(iv) [x,y−1,z]y[y,z−1,x]x[z,x−1,y]x = 1. (Identidade de Witt)
(v) K normaliza H se, e somente se, [H,K] ≤ H. K centraliza H se, e somente se,
[H,K] = 1.
(vi) [H,K] = [K,H].
(vii) σ([H,K]) = [σ(H),σ(K)], para todo homomorfismo σ : G → G.
(viii) Se N é um subgrupo normal de G, então [HN⧸N,KN⧸N] =
[H,K]N⧸N.
(ix) Se HK é um subgrupo de G e H normaliza L, então [HK,L] = [H,L][K,L].
(x) G′ ≤ H se, e somente se, H é normal e G⧸H é abeliano.
(xi) Se N é um subgrupo normal de G tal que G⧸N é cíclico, então G
′ = [G,N].
O corolário seguinte pode ser encontrado no primeiro capítulo de [17].
Corolário 1.1.2. Sejam G um grupo, x,y ∈ G e n um inteiro positivo, então:




3) · · · [x, n y] mod N,
onde N é o fecho normal em G do grupo gerado pelo conjunto de todos os comutadores
[z1,z2, · · · ,zm] de {y, [x,y]} tais que zi = [x,y] para pelo menos dois valores de i.
O próximo teorema é um resultado clássico na teoria de grupos e é chamado de Lema
dos Três Subgrupos.
Teorema 1.1.3 (Lema dos Três Subgrupos). Sejam G um grupo, H, K e L subgrupos de G e
N um subgrupo normal de G. Se [H,K,L], [K,L,H]≤ N, então [L,H,K]≤ N.
Definimos a série central inferior de um grupo G indutivamente, da seguinte forma:
γ1(G) = G e γi+1(G) = [γi(G),G].
Note que, pelo item (vii) do Teorema 1.1.1, temos que γi(G) é característico em G para todo
i. A seguir temos algumas propriedades dos subgrupos γi(G).
Teorema 1.1.4. Dado um grupo G, temos [γi(G),γ j(G)]≤ γi+ j(G).
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Corolário 1.1.5. Sejam G um grupo e x1,x2, · · · ,xi elementos de G, então [x1,x2, · · · ,xi] ∈
γi(G).
Corolário 1.1.6. Sejam G um grupo e N um subgrupo normal de G. Então, para todo i ≥ 1,
temos γi(G⧸N) =
γi(G)N⧸N.
Proposição 1.1.7. Seja G um grupo tal que G⧸G′ = ⟨x1G
′, · · ·xsG′⟩ e γi(G)⧸γi+1(G) =
⟨y1γi+1(G), · · · ,ytγi+1(G)⟩. Então:
γi+1(G)⧸
γi+2(G) = ⟨[x j,yk]γi+2(G) | j = 1, · · · ,s , k = 1, · · · , t⟩.
Proposição 1.1.8. Seja G um grupo. Se todo elemento de γi(G)⧸
γi+1(G) possui ordem
divisível por n, então o mesmo vale para os elementos dos quocientes γ j(G)⧸
γ j+1(G), com
j ≥ i.
Dizemos que um grupo G é nilpotente se γc+1(G) = 1, para algum inteiro c. O menor
valor de c tal que isso aconteça é chamado de classe de nilpotência de G.
Dado um grupo finitamente gerado G, denotamos por d(G) o menor número de elementos
necessário para gerar G.
Definição 1.1.9. Seja G um grupo finito, o posto de G é o inteiro max{d(H) | H ≤ G}.
O resultado a seguir pode ser encontrado em [15].
Proposição 1.1.10. Se um grupo G é gerado por d elementos, então, para todo inteiro n,
γn(G)⧸
γn+1(G) é gerado por no máximo d
n elementos.
Corolário 1.1.11. Se um grupo nilpotente G é gerado por d elementos e tem classe de
nilpotência c, então o posto de G é no máximo d +d2 + · · ·dc−1 +dc.
Uma ação de um grupo G sobre um conjunto A é um mapeamento
f : G×A → A
(g,a) 7→ g(a)
tal que:
(i) para todo a ∈ A, temos e(a) = a, onde e é a identidade de G;
(ii) para todo h,g ∈ G e a ∈ A, temos g(h(a)) = (gh)(a).
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Se G e H são grupos, para dizermos que G age sobre H, acrescentamos mais uma
condição:
g(h1h2) = g(h1)g(h2), para todo h1,h2 ∈ H e g ∈ G.
A seguir trazemos algumas definições básicas a respeito de ações de grupos que serão
utilizadas nesta dissertação.
Definição 1.1.12. A ação de um grupo G sobre um conjunto A é denominada fiel se apenas
o elemento neutro de G age trivialmente sobre A.
Definição 1.1.13. Dada uma ação de um grupo G sobre um conjunto A, o estabilizador de
um elemento a ∈ A é o conjunto:
Ga = {g ∈ G | g(a) = a}.
Definição 1.1.14. Sejam G e H grupos com G agindo sobre H e sejam g ∈ G e h ∈ H, então,
definimos:
(i) [h,g] = h−1g(h);
(ii) [H,G] = ⟨[h,g] | h ∈ H,g ∈ G⟩.
Definição 1.1.15. Sejam G e H grupos com G agindo sobre H e seja K um subgrupo de H.
Dizemos que K é G-invariante se [K,G]≤ K.
Para finalizarmos esta seção, trataremos do tema "extensão de grupos". Temos o objetivo
de introduzir o conceito de extensão cindida (também conhecida como extensão split). Este
conteúdo pode ser encontrado no capítulo 10 de [14].
Definição 1.1.16. Uma extensão de um grupo A por um grupo G é um grupo G̃ que possui
um subgrupo normal N tal que:
A ∼= N , G̃⧸N ∼= G.
Portanto, dado um monomorfismo ι : A → G̃ tal que Imι ⊴ G̃, temos que G̃ é uma
extensão de A por G̃⧸Imι e, dado um epimorfismo ν : G̃ → G, temos que G̃ é uma extensão
de kerν por G. Supondo que G̃ é uma extensão de A por G, existem isomorfismos α : A → N
e β : G̃⧸N → G, podemos, então, denotar ι e ν pelas composições:
A α−→ N inc−→ G̃ , G̃ nat−→ G̃⧸N
β−→ G,
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respectivamente. Logo, temos ι e ν tais que ker ι = 1, Imι = N = kerν e Imν = G. Isto nos
motiva a criar a seguinte definição:
Definição 1.1.17. A sequência
A0
α0−→ A1
α1−→ ·· · αn−2−−−→ An−1
αn−1−−−→ An
de grupos e homomorfismos é dita exata se, para todo i tal que 1 ≤ i ≤ n − 1, temos
Imαi−1 = kerαi.
Note que, no caso em que A0 e An são triviais e n = 4, a sequência:
1 → A1
α1−→ A2
α2−→ A3 → 1
é exata se, e somente se, kerα1 = 1, Imα1 = kerα2 e Imα2 = A3. Neste caso, a sequência
acima é chamada de sequência exata curta. Temos, então, o seguinte resultado:
Proposição 1.1.18. O grupo G̃ é uma extensão de A por G se, e somente se, existe uma
sequência exata curta
1 → A ι−→ G̃ ν−→ G → 1.
Desta forma, sempre podemos ver uma extensão como uma sequência exata curta, e
vice-versa. Definimos, agora, uma extensão cindida.
Definição 1.1.19. Uma extensão
1 → A ι−→ G̃ ν−→ G → 1
é dita uma extensão cindida se existe um homomorfismo σ : G → G̃ tal que νσ é a função
identidade de G. Nesse caso, σ é chamado de cisão.
Finalizamos esta seção com um resultado que nos permite entender melhor o que é uma
extensão cindida.
Proposição 1.1.20. O grupo G̃ é uma extensão cindida de A por G se, e somente se, G̃ é um
produto semi-direto A⋊G.
1.2 Teoria de p-grupos
Dado um número primo p, um p-grupo é um grupo tal que cada um de seus elementos possui
como ordem uma potência de p. Podemos, portanto, definir um p-grupo finito como um
12 Preliminares
grupo finito cuja ordem é uma potência de p. Este tipo de grupo será o foco do restante desta
dissertação. Iniciamos com alguns resultados básicos.
Teorema 1.2.1. Sejam G um p-grupo e N um subgrupo normal não trivial de G. Então
N ∩Z(G) ̸= 1. Em particular, o centro de um p-grupo não trivial é não trivial.
Teorema 1.2.2. Sejam G um p-grupo e M um subgrupo maximal de G, então M ⊴ G e
[G : M] = p.
Teorema 1.2.3. Seja G um p-grupo finito de ordem pm. Então:
(i) Se N é um subgrupo normal de G de ordem pk, então existe uma série:
1 = G0 ≤ G1 ≤ ·· · ≤ Gk = N ≤ ·· · ≤ Gm = G
tal que Gi ⊴ G e [Gi+1 : Gi] = p, para todo i. Em particular, um p-grupo possui
subgrupos normais de todas as ordens possíveis.
(ii) Seja H um subgrupo de G de ordem pk, então existe uma série:
1 = G0 ≤ G1 ≤ ·· · ≤ Gk = H ≤ ·· · ≤ Gm = G
tal que Gi ⊴ Gi+1 e [Gi+1 : Gi] = p, para todo i.
Teorema 1.2.4. Seja G um p-grupo de ordem pm ≥ p2. Então:
(i) G é nilpotente.
(ii) A classe de nilpotência de G é no máximo m−1.
(iii) [G : G′]≥ p2.
Corolário 1.2.5. Sejam G um p-grupo e N um subgrupo normal de G com índice pi ≥ p2.
Então γi(G)≤ N.
O Teorema 1.2.4 nos motiva à seguinte definição:
Definição 1.2.6. Dizemos que um p-grupo de ordem pm ≥ p2 é de classe maximal se o
mesmo possui classe de nilpotência m−1.
Este tipo de p-grupo será o assunto da próxima seção deste capítulo. Seguimos com mais
uma definição de fundamental importância e que será frequentemente utilizada no decorrer
desta dissertação.
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| x ∈ G⟩.
(ii) Ωi(G) = ⟨x ∈ G | xp
i
= 1⟩.
Se G é um grupo finito, definimos o Subgrupo de Frattini de G como a interseção de todos
os subgrupos maximais de G e o denotamos por Φ(G). Como a imagem de um subgrupo
maximal por um automorfismo é, também, um subgrupo maximal, temos que Φ(G) é um
subgrupo característico. O Subgrupo de Frattini terá grande importância nesta dissertação
devido, principalmente, aos próximos dois teoremas:
Teorema 1.2.8. Sejam G um p-grupo finito e x1,x2, · · · ,xd elementos de G. Então G =
⟨x1,x2, · · · ,xd⟩ se, e somente se, G⧸Φ(G) = ⟨x1Φ(G),x2Φ(G), · · · ,xdΦ(G)⟩.
Teorema 1.2.9 (Teorema da Base de Burnside). Seja G um p-grupo finito. Então:
(i) G⧸
Φ(G) é um p-grupo abeliano elementar e, consequentemente, pode ser visto como
um espaço vetorial sobre Fp. Além disso, Φ(G) = G′Gp.
(ii) O conjunto {x1, · · · ,xd} é um conjunto minimal gerador de G se, e somente se,
{x1Φ(G), · · · ,xdΦ(G)} é uma base de G⧸Φ(G).
(iii) A dimensão do espaço vetorial G⧸
Φ(G) é d(G), ou seja, [G : Φ(G)] = p
d(G).
A fórmula presente no resultado a seguir é chamada de Fórmula de Compilação de
Hall. O próximo teorema trará, também, uma segunda versão da fórmula de Hall feita para
p-grupos. Ambas as versões serão muito utilizadas neste trabalho.
Teorema 1.2.10 (Fórmula de Compilação de Hall). Sejam G um grupo e x,y ∈ G. Então
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para todo inteiro positivo n.












onde H = ⟨x,y⟩.
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Teorema 1.2.11. Sejam G um grupo e x,y ∈ G. Se p é um primo, então os elementos
cp = cp(x,y) da Fórmula de Compilação de Hall satisfazem a seguinte congruência:
cp ≡ [y, p−1 x]a ∏
i
vaii mod γp+1(⟨x,y⟩),
onde a ≡−1 mod p, ai são inteiros e cada vi é um comutador da forma [y,x,z3, · · · ,zp] tal
que z j ∈ {x,y} para todo j e z j = y para pelo menos um valor de j.
A seguir definiremos p-grupos regulares.
Definição 1.2.12. Seja G um p-grupo finito. Dizemos que G é um p-grupo regular se
xpyp ≡ (xy)p mod (⟨x,y⟩′)p para todo x,y ∈ G.
Note, portanto, que, pela Fórmula de Compilação de Hall, a definição acima é equivalente
a:
cp(x,y) ∈ (⟨x,y⟩′)p, para todo x,y ∈ G.
Finalizamos esta seção com alguns resultados a respeito de p-grupo regulares.
Teorema 1.2.13. Seja G um p-grupo finito.
(i) Se a classe de nipotência de G é menor que p, então G é regular. Em particular,
qualquer p-grupo de ordem menor ou igual a pp é regular.
(ii) Se γp−1(G) é cíclico, então G é regular. Em particular, se p > 2 e G′ é cíclico, então G
é regular.
(iii) Se G é um 2-grupo regular, então G é abeliano.
Teorema 1.2.14. Seja G um p-grupo regular e seja i ≥ 0 um inteiro qualquer. Então:




se, e somente se, (x−1y)p
i
= 1.







| x ∈ G}.
(iv) [G : Ωi(G)] = |Gp
i
| (e, consequentemente, [G : Gp
i
] = |Ωi(G)|).
Corolário 1.2.15. Se um p-grupo regular G é gerado por elementos de ordem menor ou
igual a pe, então expG ≤ pe.
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Teorema 1.2.16. Seja G um p-grupo tal que todos os seus subgrupos próprios são regulares








para todo i, j ≥ 0.
Teorema 1.2.17. Se G é um p-grupo tal que [G : Gp]≤ pp−1, então G é regular.
1.3 p-Grupos de classe maximal
Esta seção final de nosso capítulo preliminar dirá respeito a p-grupos de classe maximal
(definidos na Definição 1.2.6). A teoria aqui presente pode ser encontrada em [7]. Nesta
seção, definiremos os chamados centralizadores de 2-passos, i.e. os subgrupos maximais
CG(γi(G)/γi+2(G)) = {x ∈ G | [x,γi(G)] ≤ γi+2(G)}. Introduziremos, também, a notação
G0 = G, G1 =CG(γ2(G)/γ4(G)) e Gi = γi(G), para i ≥ 2. Um dos objetivos principais desta
seção é mostrar que todo grupo de classe maximal possui elementos uniformes, ou seja,
elementos de ordem menor ou igual a p2 que não estão contidos em nenhum centralizador de
2-passos.
Iniciamos com o seguinte resultado:
Teorema 1.3.1. Seja G um p-grupo de classe maximal de ordem pm. Então:
(i) |G : G′| = p2 e [γi(G) : γi+1(G)] = p, para 2 ≤ i ≤ m− 1. Portanto, [G : γi(G)] = pi,
para 2 ≤ i ≤ m−1.
(ii) A menos que G seja cíclico de ordem p2, temos Φ(G) = G′ e d(G) = 2.
(iii) Os únicos subgrupos normais de G são os subgrupos γi(G) e os subgrupos maximais.
Isto é, se N é um subgrupo normal de G de índice pi ≥ p2, então N = γi(G).
(iv) Se N é um subgrupo normal de G de índice maior ou igual a p2, então G⧸N é, também,
de classe maximal.
Demonstração.




[γi(G) : γi+1(G)]. Note, porém, que [γi(G) : γi+1(G)]≥
p, para 2 ≤ i ≤ m−1, e que, pelo Teorema 1.2.4, [G : G′]≥ p2.
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(ii) Sabemos que G′ ≤ Φ(G), donde, pelo item (i) deste teorema, temos [G : Φ(G)]≤ p2.
Se [G : Φ(G)] = p, então G/Φ(G) é cíclico, donde G é cíclico e, portanto, de ordem
p2. Caso contrário, [G : Φ(G)] = p2, nesse caso G não pode ser cíclico (pois sua ordem
é maior que p2), donde d(G) = d(G/Φ(G)) = 2.
(iii) Seja N um subgrupo normal em G e seja pi, com 0 ≤ i ≤ m, o índice de N em G. Se
i = 0, então N = G = γ1(G), e, se i = 1, então N é maximal em G. Por outro lado,
se i ≥ 2, então, pelo Corolário 1.2.5, temos γi(G)≤ N. Como [G : γi(G)] = pi, temos
N = γi(G).
(iv) Como G/γi(G) tem classe i− 1, para 2 ≤ i ≤ m, temos, pelos itens (i) e (iii) deste
teorema, o resultado desejado.
Todo grupo de ordem p2 é abeliano e, portanto, isomorfo a Cp2 ou a Cp ×Cp. Sabemos
que se p = 2, os grupos de ordem p3 não abelianos são isomorfos a D8 ou a Q8. Além disso,
se p é ímpar, então os grupos não abelianos desta ordem são isomorfos a Mp3 = ⟨a,b | ap
2
=
bp = 1,ab = a1+p⟩ ou a Ep3 = ⟨a,b,c | ap = bp = cp,ac = ab, [a,b] = [b,c] = 1⟩. Portanto, os
grupos de ordem p3 são, também, bem conhecidos. Desta forma, nesta seção trabalharemos
somente com os p-grupos de ordem maior ou igual a p4.
No decorrer desta seção utilizaremos a seguinte notação:
G0 = G e Gi = γi(G), para i ≥ 2.
A próxima definição nos dá um subgrupo característico maximal que desempenhará
função fundamental na teoria de p-grupos de classe maximal:
Definição 1.3.2. Seja G um p-grupo de classe maximal de ordem pm. Definimos G1 =
CG(G2/G4) (o centralizador da ação de G sobre G2/G4 induzida pela conjugação). Em
outras palavras, G1 é composto pelos elementos x ∈ G tais que [x,G2]≤ G4.
Teorema 1.3.3. Seja G um p-grupo de classe maximal. Então G1 é um subgrupo maximal
característico de G.
Demonstração. Tome f ∈ Aut(G). Como G2 e G4 são subgrupos característicos de G, dado
x ∈ G1, temos:
[ f (x),G2] = [ f (x), f (G2)] = f ([x,G2])≤ f (G4) = G4.
Portanto, G1 é característico.
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Por outro lado, G1 é o núcleo da ação de G sobre G2⧸G4, desta forma, o grupo
G⧸G1 pode




∼=Cp ×Cp. No primeiro caso, temos |Aut(G2⧸G4)|= p(p−1) e, no segundo, temos
|Aut(G2⧸G4)| = (p
2 − 1)(p2 − p). De qualquer forma, a maior potência de p que divide
|Aut(G2⧸G4)| é p, donde [G : G1] ≤ p. Se G1 = G, temos G3 = [G,G2] = [G1,G2] ≤ G4,
logo G3 = 1 e temos uma contradição, pois G é um p-grupo de classe maximal com ordem
maior ou igual a p4. Portanto [G : G1] = p.
Vimos, no Teorema 1.1.4, que, dados i, j ≥ 1, [Gi,G j]≤ Gi+ j. Nada impede, porém, que
[Gi,G j] esteja contido num subgrupo Gi+ j+k, para algum k ≥ 1. Desta forma, a seguinte
definição faz sentido:
Definição 1.3.4. Seja G um p-grupo de classe maximal. Definimos o grau de comutatividade
de G, denotado por l(G) ou simplesmente l, como:
l(G) = max{k ≤ m−2 | [Gi,G j]≤ Gi+ j+k, para todo i, j ≥ 1}.
O resultado a seguir é imediato.
Teorema 1.3.5. Seja G um p-grupo de classe maximal de ordem pm e seja N um subgrupo
normal de G de ordem pt ≤ pm−4 (donde |G⧸N| ≥ p
4). Então, l(G⧸N) = m− t − 2 ou
l(G⧸N)≥ l(G).
A seguir definiremos o que é uma álgebra de Lie e, então, construiremos uma álgebra
desse tipo associada a um grupo de classe maximal qualquer. As álgebras de Lie associadas
a um grupo podem ser poderosas ferramentas, uma vez que por vezes podemos utilizar a
álgebra e suas propriedades na demonstração de resultados a respeito do grupo.
Definição 1.3.6. Seja L um espaço vetorial sobre o corpo F dotado da operação [ , ] : L×L→
L. Dizemos que L é uma álgebra de Lie se as seguintes condições são satisfeitas:
(i) [ , ] é bilinear, isto é: [x + y,z] = [x,z] + [y,z], [x,y + z] = [x,y] + [x,z] e α[x,y] =
[αx,y] = [x,αy], para todo x,y,z ∈ L e α ∈ F .
(ii) [x,x] = 0, para todo x ∈ L.
(iii) A identidade de Jacobi é satisfeita, isto é: [x,y,z] + [y,z,x] + [z,x,y] = 0, para todo
x,y,z ∈ L.
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Dado um grupo G qualquer, costumamos definir uma álgebra de Lie L(G) utilizando
o produto [xGi+1,yG j+1] = [x,y]Gi+ j+2, para i, j ≥ 0. Esta álgebra é uma ferramenta de
extrema importância que pode nos ajudar a demonstrar inúmeros resultados da teoria de
grupos. Se G é um p-grupo de classe maximal, é possível definir uma álgebra de Lie mais
específica associada a ele. Para isto, construiremos um produto [ , ] que leva em consideração
o grau de comutatividade do grupo. Definimos a álgebra de Lie associada a um p-grupo G de
classe maximal e ordem pm como o conjunto L(G) =⊕i≥0Li, onde Li = Gi⧸Gi+1, dotado
de uma adição + tal que xGi+1 + yGi+1 = xyGi+1, para todo x,y ∈ Gi, e de um produto [ , ]
tal que, dados x ∈ Gi e y ∈ G j:
[xGi+1,yG j+1] =
[x,y]Gi+ j+2, se i = 0 ou j = 0[x,y]Gi+ j+l+1, se i, j ≥ 1,
onde l = l(G) é o grau de comutatividade de G. Note que, se a ∈ L(G), então pa = 0, donde
L(G) é uma álgebra de Lie de dimensão m sobre Fp.
Dado um p-grupo G de classe maximal, já temos G1 =CG(G2/G4). De forma mais geral,
definimos:
Definição 1.3.7. Seja G um p-grupo de classe maximal e ordem pm, os subgrupos CG(Gi/Gi+2),
com 1 ≤ i ≤ m−2 são denominados centralizadores de 2-passos.
Assim como o subgrupo G1, os demais centralizadores de 2-passos são subgrupos
característicos e maximais de G, pois são os centralizadores de uma ação de G sobre um
grupo de ordem p2. Note que CG(G1/G3) = G1 (pois [G1,G1] = [G1,G2]), desta forma,
consideraremos apenas os centralizadores de 2-passos com i ≥ 2.
Definição 1.3.8. Seja G um p-grupo de classe maximal e ordem pm. Dizemos que s ∈ G é
um elemento uniforme se s /∈ ∪m−2i=2 CG(Gi/Gi+2).
Ao final desta seção, demonstraremos o Teorema de Blackburn, que nos diz, entre outras
coisas, que qualquer p-grupo de classe maximal possui elementos uniformes. Até provarmos
isso, porém, adicionaremos a algumas de nossas hipóteses a existência destes elementos.
Dado G um p-grupo de classe maximal, G/Φ(G)∼=Cp ×Cp, donde G/Φ(G) e, portanto,
G possuem exatamente p+1 subgrupos maximais. Porém, um p-grupo qualquer não pode
ser igual à união de menos que p+ 1 subgrupos próprios, uma vez que a interseção dos
mesmos é não vazia e cada um deles possui índice no mínimo p. Temos, então, que se G é a
união de seus centralizadores de 2-passos, então todos os p+1 subgrupos maximais de G
serão desse tipo. Portanto, se o número de centralizadores de 2-passos de G for menor ou
igual a p, então G possui elementos uniformes.
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Lema 1.3.9. Seja G um p-grupo de classe maximal de ordem pm e suponha que G possua
um elemento uniforme s. Se 1 ≤ i ≤ m−2 e x ∈ Gi\Gi+1, então [s,x] ∈ Gi+1\Gi+2.
Demonstração. Como x ∈ Gi, obviamente [s,x] ∈ Gi+1. Suponha, por absurdo, [s,x] ∈ Gi+2.
Tome G = G⧸Gi+2, então s e x comutam em G. Como [s,Gi+1] ≤ Gi+2, temos que s
centraliza Gi+1, porém, Gi = ⟨x,Gi+1⟩, donde s centraliza Gi. Portanto, [s,Gi] ≤ Gi+2
e, então, s ∈CG(Gi⧸Gi+2), o que contraria a hipótese de que s é um elemento uniforme.
Teorema 1.3.10. Seja G um p-grupo de classe maximal de ordem pm e suponha que G
possua um elemento uniforme s. Então temos:
(i) CG(s) = ⟨s⟩Z(G).
(ii) sp ∈ Z(G), donde, consequentemente, o(s)≤ p2 e |CG(s)|= p2.
(iii) Os conjugados de s são exatamente os elementos da classe lateral sG2.
(iv) Se 0 ≤ t ≤ m−4, então o subgrupo H = ⟨s,Gt+1⟩ é um p-grupo de classe maximal
de ordem pm−t tal que Hi = Gi+t , para todo i ≥ 1. Portanto, ou l(H) = m− t −2, ou
l(H)≥ l(G)+ t.
Demonstração.
(i) Tome g ∈ G qualquer. Como G = ⟨s⟩G1, temos g = six, para algum i inteiro e x ∈ G1.
Portanto, g ∈ CG(s) se, e somente se, [s,x] = 1. Porém, pelo Lema 1.3.9, se x ∈
Gi\Gi+1, com 1 ≤ i ≤ m−2, então [s,x] ∈ Gi+1\Gi+2, donde, em particular, [s,x] ̸= 1.
Desta forma, se g = six é tal que g ∈ CG(s), então x ∈ Gm−1 = Z(G). Portanto,
CG(s) = ⟨s⟩Z(G).
(ii) Seja x = sp. Note que x ∈ G1 e [s,x] = 1. Como na demonstração do item anterior, se
x ∈ Gi\Gi+1, com 1 ≤ i ≤ m−2, então [s,x] ̸= 1. Desta forma, x ∈ Gm−1 = Z(G).
(iii) A cardinalidade da classe de conjugação de s em G é [G : CG(s)] = pm−2 = |sG2|. Note
porém, que dado g ∈ G qualquer, sg = s[s,g] ∈ sG2, donde temos o resultado desejado.
(iv) Se t = 0, então H = G e não há o que provar, portanto, assumiremos t ≥ 1. Pelo
item (ii) deste teorema, temos |H| = p|Gt+1| = pm−t . Dado x ∈ Gt+1\Gt+2, temos,
aplicando repetidamente o Lema 1.3.9, [x, i s] ∈ Gi+t\Gi+t+1, para 2 ≤ i ≤ m− t −1.
Em particular, tomando i = m− t − 1, temos que [x, i s] ̸= 1 e [x, i s] ∈ γm−t−1(H),
donde H tem classe maximal.
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Para provarmos que Hi = Gi+t , suporemos, primeiramente, i ≥ 2. Sabemos que
[x, k s] pertence a Hi e a Gk+t\Gk+t+1, para todo k tal que i ≤ k ≤ m− t − 1. Mas
[Gk+t : Gk+t+1] = p, donde Gi+t ≤ Hi e, portanto, como os dois grupos possuem a
mesma ordem, temos Gi+t = Hi. Por outro lado, [Gt+1,H2] = [Gt+1,Gt+2]≤ G2t+3 ≤
Gt+4 = H4, donde H1 = Gt+1. Por fim, seja l = l(G) o grau de comutatividade de G,
então [Hi,H j] = [Gi+t,G j+t ]≤ Gi+ j+l+2t , para todo i, j ≥ 1, donde l(H) = m− t −2 ou
l(H)≥ l(G)+ t.
Definição 1.3.11. Sejam G um p-grupo de classe maximal, s ∈ G um elemento uniforme e
s1 ∈ G1\G2. Definimos recursivamente si = [si−1,s], para i ≥ 2, e dizemos que a sequência
de elementos {s,s1,s2, . . .} é uma cadeia de G.
Pelo Lema 1.3.9, temos si ∈ Gi\Gi+1, além disso, a existência de cadeias de G equivale à
existência de elementos uniformes. Note, também, que se {s,s1,s2, . . .} é uma cadeia de G e
G é um quociente de G de ordem maior ou igual a p4, então {s,s1,s2, . . .} é uma cadeia de
G. Para perceber isto, basta notar que s é um elemento uniforme de G.
Por vezes denotaremos s por s0 e a cadeia {s,s1,s2, . . .} por {si}. Desta forma, si ∈
Gi\Gi+1, para 0 ≤ i ≤ m−1 e si = 1, para i ≥ m. Seja l = l(G) o grau de comutatividade de
G. Definimos a função:
α : {(i, j) ∈ N2 | i+ j ≤ m− l −1}→ Fp
(i, j) 7→ α(i, j)
tal que:
[si,s j]≡ sα(i, j)i+ j+l mod Gi+ j+l+1.
Observe que, se l ≥ m− 2, o domínio da função é vazio. Como Gi = ⟨si,Gi+1⟩, G j =
⟨s j,G j+1⟩ e [Gi,G j+1],[Gi+1,G j]≤Gi+ j+l+1, temos, pela congruência acima, que α(i, j)= 0
se, e somente se, [Gi,G j]≤ Gi+ j+l+1. Desta forma, se l ≤ m−3, temos, pela definição de
l(G), que a função α não é identicamente nula.
A seguir, utilizaremos a álgebra de Lie L(G) para conseguirmos uma série de propri-
edades da função α . Com elas, esta função se tornará uma importante ferramenta nos
estudos de p-grupos de classe maximal. Definimos ei = siGi+1, em L(G). Claramente
{e1,e2, · · · ,em−1} forma uma base de L(G) e, para i ≥ m, ei = 0. Desta forma, pela definição
de L(G) e pela congruência acima, temos:
[ei,e j] = α(i, j)ei+ j+l,com i, j ≥ 1, i+ j ≤ m− l −1.
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Logo, uma vez que o restante dos produtos [ei,e j] ou são da forma [ei,e0] = ei+1, ou são
iguais a zero, conseguimos, através da função α , determinar todos os produtos de L.
Pela definição do produto [ , ] e pelas propriedades básicas dos comutadores, temos
α(i, i) = 0 e α(i, j) =−α( j, i). Por outro lado, se i, j ≥ 0, temos, pela identidade de Jacobi
(item (iii) da Definição 1.3.6):
0 = [e0,ei,e j]+ [ei,e j,e0][e j,eo,ei]
= [−ei+ j,e j]+ [α(i, j)ei+ j+l,e0]+ [e j+1,ei]
=−α(i+1, j)ei+ j+l+1 +α(i, j)ei+ j+l+1 +α( j+1, i)ei+ j+l+1,
donde:
α(i, j) = α(i+1, j)+α(i, j+1),com i+ j ≤ m− l −2.
Uma consequência direta deste resultado é: α(i, i+ 1) = α(i, i+ 2). Analogamente, pela
identidade de Jacobi, para i, j,k ≥ 1 e i+ j+ k ≤ m−2l −1, temos:
α(i, j)α(i+ j+ k,k)+α( j,k)α( j+ k+ l, i)+α(k, i)α(k+ i+ l, j) = 0.
O seguinte teorema reúne as principais propriedades da função α .
Teorema 1.3.12. Seja G um p-grupo de classe maximal, de ordem pn e de grau de comu-
tatividade l < m−2. Suponha que G possua uma cadeia e seja α a função associada a ela.
Então temos as seguintes propriedades:
(P1) α não é identicamente nula.
(P2) α(i, i) = 0, para 2i ≤ m− l −1.
(P3) α(i, j) =−α( j, i), para i+ j ≤ m− l −1.
(P4) α(i, j) = α(i+1, j)+α(i, j+1), para i+ j ≤ m− l −2.
(P5) α(i, i+2) = α(i, i+1), para 2i ≤ m− l −3.
(P6) α(i, j)α(i+ j+k,k)+α( j,k)α( j+k+ l, i)α(k, i)α(k+ i+ l, j)= 0, para i+ j+k ≤
m−2l −1.
Note que, pelos itens P2 e P3 deste teorema, para conhecermos os valores que α assume,
basta conhecermos os valores de α(i, j), para i < j. No teorema a seguir, refinamos a
propriedade P1.
Teorema 1.3.13. Seja G um p-grupo de classe maximal, de ordem pm e de grau de co-
mutatividade l < m− 2. Suponha que G possua uma cadeia e seja α a função associada
a ela. Então existe j ∈ {1, · · · ,m− l − 2} tal que α(1, j) ̸= 0. Ou seja, existe j tal que
[G1,G j] = G j+l+1 ̸= 1.
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Demonstração. Suponha α(1, j) = 0 para todo j. Pela propriedade P4, temos α(i, j) =
α(i−1, j)−α(i−1, j+1), donde, por indução, temos α(i, j) = 0, para todo i e j possível.
Portanto, pela propriedade P1, temos uma contradição.
O próximo teorema nos dará o valor de qualquer α(i, j) a partir dos valores α(r,r+1).
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, se k ≥ 1
1, se k = 0
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, para n ≥ 0.
Teorema 1.3.14. Seja G um p-grupo de classe maximal de ordem pm e grau de comutati-
vidade l < m−2. Suponha que G possua uma cadeia e seja α a função associada a ela. Se










xr, para i < j,
onde [(i+ j−1)/2] denota o maior inteiro menor ou igual (i+ j−1)/2.
Demonstração. Utilizando a definição de binômio estendida, note que, se r > (i+ j−1)/2,
























Alguns valores xr podem não estar definidos, mas isso é irrelevante, pois os coeficientes
correspondentes são iguais a 0. Provaremos o teorema por indução sobre j− i. Se j− i = 1
ou 2, o resultado é imediato. Suponha, agora, j− i ≥ 3 e que o resultado é válido para valores
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menores que j− i. Temos:


























































































A seguir, provamos o Teorema de Blackburn para o caso em que |G| ≤ pp+2.
Teorema 1.3.15. Seja G um p-grupo de classe maximal e ordem pm ≤ pp+2. Então:
(i) G possui elementos uniformes.
(ii) Se l(G) = 0, então p ≥ 5, m é par e 6 ≤ m ≤ p+1.
(iii) l(G/Z(G))≥ 1.
Demonstração.
(i) Como o número máximo de centralizadores de 2-passos distintos é m−3 ≤ p−1 ≤
p+1, temos que existem elementos uniformes.
(ii) Primeiramente, lembre-se que se |G| = p4, então l(G) = 2, portanto, temos m ≥ 5.
Provaremos por indução sobre m que se m é ímpar, então l(G) ≥ 1. Pelo item (i)
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deste teorema, G possui uma cadeia, trabalharemos sobre a função α associada a
ela. Suponha m = 5. Se l(G) = 0, então, como [G1,G2] ≤ G4, temos α(1,2) = 0.
Logo, pela propriedade P5, α(1,3) = 0 e, portanto, pelo Teorema 1.3.13, temos uma
contradição. Concluímos, assim, a prova da nossa base de indução. Em particular,
temos |G| ≤ pp+2 e l(G) = 0, donde p ≥ 5.
Suponha, agora, m = 2n + 1 > 5 e l(G) = 0. Pela hipótese de indução, temos
l(G/Gm−2)≥ 1. Logo, se i+ j ≤ m−3, então [Gi,G j]≤ Gi+ j+1 e, portanto, α(i, j) =
0. Por outro lado, pela propriedade P6, temos:
α(1,2)α(3,m−4)+α(2,m−4)α(m−2,1)+α(m−4,1)α(m−3,2) = 0,
donde α(2,m−4)α(m−2,1) = 0. Pelo Teorema 1.3.14 (e lembrando que se i+ j ≤
m−3, então α(i, j) = 0), temos α(1,m−2) = (−1)n−2(n−1)xn−1 e α(2,m−4) =
(−1)n−3xn−1 (onde m = 2n+1). Portanto, (n−1)x2n−2 = 0 no corpo Fp. Porém, uma
vez que m ≤ p+ 2, temos n− 1 ̸= 0 em Fp, donde xn−1 = α(n− 1,n) = 0. Com
isso, temos α(r,r+1) = 0 para todo r, donde, pelo Teorema 1.3.14, α é uma função
identicamente nula, o que é uma contradição. Portanto, m é par e m ≥ 6. Temos, assim,
o resultado desejado.
(iii) Se m é par, então m−1 é ímpar, donde, como |G/Z(G)|= pm−1, temos l(G/Z(G))≥ 1.
Se m é ímpar, então l(G)≥ 1, logo, pelo Teorema 1.3.5, temos l(G/Z(G)) = m−3 ou
l(G/Z(G))≥ l(G), donde l(G/Z(G))≥ 1.
Teorema 1.3.16. Seja G um p-grupo de classe maximal de ordem menor ou igual a pp+1.
Então exp(G/Z(G)) = exp(G2) = p.
Demonstração. Sabemos que G possui p+ 1 subgrupos maximais. Como o números de
centralizadores de 2-passos distintos de G é no máximo m− 3 e m ≤ p+ 1, temos que G
possui pelo menos dois subgrupos maximais, M e N, que não são deste tipo. Tome dois
elementos uniformes s ∈ M e t ∈ N. Como [G : Φ(G)] = p2, temos G = ⟨s, t⟩Φ(G), donde
G = ⟨s, t⟩. Por outro lado, pelo Teorema 1.3.10, temos sp, t p ∈ Z(G). Portanto, G/Z(G)
pode ser gerado por dois elementos de ordem p. Como |G/Z(G)| ≤ pp, temos que G/Z(G)
é regular, donde exp(G/Z(G)) = p.
Em particular, temos Gp1 ≤ G
p ≤ Z(G). Como G1 tem ordem menor ou igual a pp e é,
portanto, regular, temos [G1 : Ω1(G1)]≤ |Gp1 | ≤ |Z(G)| ≤ p. Logo, [G : Ω1(G)]≤ p
2, donde,
como Ω1(G1) é normal em G, temos G2 ≤ Ω1(G1). Por fim, como G1 é regular, temos
expG2 = 2.
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Lema 1.3.17. Seja G um p-grupo de classe maximal de ordem pp+2 e seja {si} uma cadeia
de G. Então temos:
(i) s1 ≡ s−1p mod Gp+1.
(ii) Ω1(G1) = Gp.
Demonstração.




mod Gp2 . Aplicando o Teorema 1.3.16 ao grupo
G⧸Gp+1, temos exp(
G2⧸Gp+1) = p,





pcp mod Gp+1. Por outro lado, s0 é
um elemento uniforme, donde sp0 ∈ Z(G) = Gp+1. Além disso, pelo Teorema 1.3.15,
temos l(G)≥ 1 e, portanto, qualquer elemento em G\G1 é um elemento uniforme. Em
particular s0s1 é um elemento uniforme, donde (s0s1)p ∈ Gp+1. Temos, então, sp1 ≡ cp
mod Gp2 e resta mostrar que cp ≡ s
−1
p mod Gp+1. Pelo Teorema 1.2.11, temos:
cp ≡ s−1p ∏
i
vaii mod Gp+1,
onde cada vi é um comutador da forma [s1,s0,z3, · · · ,zp], com z j ∈ {s0,s1} e pelo
menos um z j igual a s1. Como l(G)≥ 1, temos vi ∈ Gp+1, para todo i, e, consequente-
mente, cp ≡ s−1p mod Gp+1.
(ii) Pelo item (i) deste teorema, temos sp1 /∈ Gp+1 e, em particular, G
p
1 ≰ Gp+1. Por outro
lado, aplicando o Teorema 1.3.16 sobre o grupo G⧸Gp+1, temos exp(
G⧸Gp) = p e,
portanto, Gp1 ≤ Gp. Desta forma, como G
p
1 ⊴ G, temos G
p
1 = Gp.
Teorema 1.3.18. Seja G um p-grupo de classe maximal de ordem pm ≥ pp+2. Então:
(i) G1 é regular.
(ii) Gpi = Gi+p−1, para todo i ≥ 1.
(iii) Se 1 ≤ i ≤ m− p e x ∈ Gi\Gi+1, então xp ∈ Gi+p−1\Gi+p.
Demonstração.
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(i) Aplicando o item (ii) do Lema 1.3.17 ao grupo G⧸Gp+2, temos (
G⧸Gp+2)
p =Gp⧸Gp+2,
donde Gp1Gp+2 = Gp. Como G
p
1 é normal em G, temos G
p
1 = Gi, para algum inteiro
i, desta forma, Gp1 = Gp e, portanto, [G1 : G
p
1 ] = p
p−1. Logo, pelo Teorema 1.2.17,
temos que G1 é regular.
(ii) Assim como na demonstração do item anterior, temos Gp1 = Gp. Lembre-se, porém,




i . Portanto, através
de uma indução simples, conseguimos que Gpi = Gi+p−1.
(iii) Tome x ∈ Gi\Gi+1. Pelo item (ii) deste teorema, temos xp ∈ Gi+p−1. Suponha, por
contradição, que xp ∈ Gi+p. Como Gpi+1 = Gi+p, temos que Gi/Gi+p = ⟨x,Gi+1⟩ é
um grupo regular gerado por elementos de ordem p. Portanto, pelo Corolário 1.2.15,
temos exp(Gi/Gi+p) = p, donde G
p
i ≤ Gi+p, o que é uma contradição.
Teorema 1.3.19. Seja G um p-grupo de classe maximal de ordem maior ou igual a pp+2.
Então:
(i) G possui elementos uniformes.
(ii) l(G)≥ 1.
Demonstração.
(i) Provaremos por indução sobre i, com i ≥ 1, que [G1,Gi]≤ Gi+2. Provado isto, teremos
que todos os centralizadores de 2-passos coincidem com G1, donde G possui elementos
uniformes. Pelo Teorema 1.3.15, temos l(G/Gp+2)≥ 1, donde [G1,Gi]≤ Gi+2, para
1 ≤ i ≤ p, e temos nossa base de indução. Por outro lado, se i > p, então, pelos




p ≤ Gpi−p+3 = Gi+2.
(ii) Suponha l(G) = 0. Pelo item (i) deste teorema, podemos assumir que G possui uma
cadeia, seja α a função associada a ela. Como vimos na demonstração do item anterior,
[G1,G j]≤ G j+2 para todo j, donde α(1, j) = 0, para todo j, e temos uma contradição.
Portanto l(G)≥ 1.
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Desta forma, podemos, juntando os Teoremas 1.3.19 e 1.3.15, concluir o Teorema de
Blackburn.
Teorema 1.3.20. Seja G um p-grupo de classe maximal de ordem pm. Então:
(i) G possui elementos uniformes.
(ii) Se l(G) = 0, então p ≥ 5, m é par e 6 ≤ m ≤ p+1.
(iii) l(G/Z(G))≥ 1.
A seguir, provamos outros dois resultados que nos serão úteis no capítulo final desta
dissertação.
Proposição 1.3.21. Seja G um p-grupo de classe maximal e ordem pm. Então G possui
no máximo dois centralizadores de 2-passos distintos, G1 e CG(Gm−2). Além disso, G1 ̸=
CG(Gm−2) se, e somente se, l(G) = 0.
Demonstração. Suponha, primeiramente, l(G) ≥ 1. Seja i ≤ m− 2 um inteiro qualquer.
Tome x ∈ G1 e y ∈ Gi quaisquer. Temos [x,y] ∈ Gi+1+l(G), donde [x,y] ∈ Gi+2. Desta forma,
como y ∈ Gi é qualquer, temos x ∈ CG(Gi⧸Gi+2). Portanto, G1 ≤ CG(
Gi⧸Gi+2), donde,
como ambos são maximais, temos G1 =CG(Gi⧸Gi+2). Suponha, agora, l(G) = 0. Sabemos
que G⧸Z(G) é um p-grupo de classe maximal tal que l(
G⧸Z(G)) ≥ 1. Desta forma, como
Z(G) = Gm−1, temos, de forma análoga ao demonstrado acima, G1 = CG(Gi⧸Gi+2), para
i ≤ m−3.
Resta mostrarmos que, se l(G) = 0, então G1 ̸=CG(Gm−2). Suponha G1 =CG(Gm−2),
mostraremos que l(G)≥ 1. Pelo mostrado anteriormente, temos [G1,Gi]≤ Gi+2, para todo
inteiro i. Utilizaremos, agora, indução sobre j para mostrar que [G j,Gi]≤ Gi+ j+1, para todo
i ≥ 1. A base de indução já foi mostrada. Suponha, agora, j ≥ 2 e [G j−1,Gk]≤ Gk+ j, para
todo k ≥ 1. Seja i ≥ 1 qualquer, então [G j,Gi] = [G j−1,G,Gi], mas, utilizando a hipótese de
indução, temos [G,Gi,G j−1] = [Gi+1,G j−1 ≤ Gi+ j+1] e [Gi,G j−1,G] ≤ [Gi+ j,G] ≤ Gi+ j+1.
Portanto, utilizando o Lema dos Três Subgrupos, temos [G j,Gi]≤ Gi+ j+1, donde l(G)≥ 1.
Proposição 1.3.22. Seja G um p-grupo tal que G⧸Gp+1 tem classe maximal, então G também
possui classe maximal.
Demonstração. Para provarmos este teorema, suporemos que, para algum k ≥ p+ 1, o
quociente G⧸Gk é de classe maximal e mostraremos que
G⧸Gk+1 também é. Fatorando G
por Gk+1, podemos assumir Gk+1 = 1 e Gk ̸= 1. Como G⧸Gk tem classe maximal, temos que
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Gk−1⧸Gk tem ordem p, donde, pela Proposição 1.1.8, temos que
Gk⧸Gk+1 tem exponente
p. Como [G⧸Gk :
G′⧸Gk] = p
2, temos que o número mínimo de geradores de G⧸G′ é no
máximo dois. Desta forma, pela Proposição 1.1.7, temos que Gk⧸Gk+1 pode ser gerado por
dois elementos e, portanto, tem ordem no máximo p2.
Suponha que p é ímpar. Seja {si} uma cadeia de G⧸Gk e seja N um subgrupo normal de
G tal que [Gk : N] = p. Note que G⧸N possui classe maximal e que {si} é uma cadeia de G⧸N.
Além disso, como |G⧸N| ≥ p
p+2, temos l(G⧸N)≥ 1 (pelo Teorema de Blackburn). Com isso,
temos [sk−1,s1] ∈ Gk+1, donde [sk−1,s1] = 1. Temos, porém, Gk−1⧸Gk = ⟨sk−1Gk⟩ e
G⧸G′ =
⟨s1G′,xG′⟩, para algum x ∈ G, logo, pela Proposição 1.1.7, Gk = ⟨[s1,sk−1], [x,sk−1]⟩ =
⟨[x,sk−1]⟩. Portanto, como expGK = p, temos Gk = 1 e G é de classe maximal.
Suponha, agora, p = 2. Seja N um subgrupo normal qualquer de G tal que [Gk : N] =
2. Temos que G⧸N é de classe maximal e possui ordem p
k+1. Lembre-se que estamos
trabalhando com p-grupos de ordem maior ou igual p4, logo, podemos aplicar o Teorema
1.3.18 para concluir que (Gk−1⧸N)
p = Gk⧸N. Portanto Gk = G
p
k−1N, para todo N ⊴ G tal
que [Gk : N] = 2. Sabemos que (Gk−1⧸N)
p ̸= 1 é normal em G, logo Gk = Gpk−1, pois,
caso contrário, bastaria tomar N = Gpk−1 e teríamos uma contradição (lembre-se que |Gk| ≤
p2). Note, porém, que se |Gpk−1| = p
2, então |Gk−1| = p3, donde Gk−1 é cíclico, mas isso
implicaria que Gk é, também, cíclico, o que é uma contradição, pois expGk = p. Portanto
|Gk|= p e G é de classe maximal.
Capítulo 2
p-Grupos powerful
Trataremos, agora, de um tipo de p-grupos que compartilha algumas propriedades com os
grupos abelianos, os p-grupos powerful. A maior parte dos resultados deste capítulo pode ser
encontrada no capítulo 2 de [6] e no capítulo 11 de [16]. Embora toda a teoria de p-grupos
powerful aqui desenvolvida seja útil no decorrer desta dissertação, somente alguns resultados
serão de fato utilizados nas demonstrações dos teoremas principais deste trabalho.
Neste capítulo trataremos somente de p-grupos finitos.
2.1 Definições e propriedades básicas
Definição 2.1.1. Um p-grupo G é dito powerful se G′ ≤ Gp, quando p é ímpar, e se G′ ≤ G4,
se p = 2.
Desta forma, é imediato que, se G é powerful, então Φ(G) = Gp.
Definição 2.1.2. Dados um p-grupo finito G e um subgrupo N ≤ G, dizemos que N é
powerfully embedded em G se [N,G] ≤ N p, quando p é ímpar, e se [N,G] ≤ N4, quando
p = 2.
Para indicar que N é powerfully embedded em G, utilizaremos a notação N p.e. G. Note
que um p-grupo finito G é powerful se, e somente se, G é powerfully embedded em si mesmo.
Além disso, se N p.e. G, então N ⊴ G e N é powerful.
A seguir mostramos alguns exemplos de p-grupos que são e de p-grupos que não são
powerful.
Exemplo 2.1.3.
(i) Claramente, se G é um p-grupo abeliano, então G é powerful e todos os seus subgrupos
são powerfully embedded em G.
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(ii) Todo p-grupo metacíclico, com p ímpar, é um p-grupo powerful. Para observarmos
isto, tome G um p-grupo metacíclico e N = ⟨y⟩ um subgrupo normal de G tal que
G⧸N = ⟨xN⟩. Sabemos que G = ⟨x,y⟩, donde y /∈ Φ(G). Porém, como G⧸N é abeliano,
temos G′ ≤ N, donde [x,y] = yr ∈ Φ(G), para algum r. Desta forma, temos que p
divide r e, portanto, G′ ≤ Gp.
(iii) Os 2-grupos ⟨y,x | y8 = x2 = 1,yx = y5⟩ e ⟨a,x,y | a4 = x2 = 1,y4 = a2, [x,a] =
a2, [x,y] = [a,y] = 1⟩ são exemplos de 2-grupos powerful.
(iv) Todo p-grupo não abeliano de expoente p, sendo p ímpar, não é powerful.
(v) Analogamente, todo 2-grupo não abeliano de expoente 4 (como, por exemplo, o diedral
de ordem 8) não é powerful.
Nos próximos resultados trazemos algumas propriedades básicas envolvendo as noções
introduzidas nas duas últimas definições.
Lema 2.1.4. Sejam G um p-grupo finito e N um subgrupo de G.
(i) Se N p.e. G e K ⊴ G, então NK⧸K p.e. GK⧸K.
(ii) Seja K ⊴ G. Então:
• Se p é ímpar e K ≤ N p, então N p.e. G se, e somente se, N⧸K p.e. G⧸K
• Se p = 2 e K ≤ N4, então N p.e. G se, e somente se, N⧸K p.e. G⧸K
(iii) Se N p.e. G e x ∈ G, então ⟨N,x⟩ é powerful.
(iv) Se N e W são subgrupos normais de G com N ≤W e N não é powerfully embedded
em W , então existe J ⊴ G tal que:
• se p é ímpar:
N p[N,W,W ]≤ J < N p[N,W ] e [N p[N,W ] : J] = p;
• se p = 2:
N4[N,W ]2[N,W,W ]≤ J < N4[N,W ] e [N4[N,W ] : J] = p.
Demonstração. Levando em conta que, neste lema, as provas para o caso p = 2 são similares
às do caso em que p é ímpar, demonstraremos apenas o caso em que p > 2. Os itens (i) e
(ii) são obtidos diretamente da definição. Para provar o item (iii), basta notar que ⟨N,x⟩⧸N é
cíclico, donde ⟨N,x⟩′ = [N,⟨N,x⟩] e, como N p.e. G, ⟨N,x⟩′ ≤ N p ≤ ⟨N,x⟩p.
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Como G é um p-grupo, podemos tomar J ⊴ G tal que N p ≤ J < N p[N,W ] e [N p[N,W ] :
J] = p (pelo Teorema 1.2.3). Logo, como N
p[N,W ]⧸J tem ordem p e é normal em G⧸J, temos
que o mesmo é central. Portanto, [N p[N,W ],W ]≤ J, donde [N,W,W ]≤ J e NP[N,W,W ]≤ J.
O lema seguinte é um resultado direto do item (iv) do Lema 2.1.4.
Lema 2.1.5. Sejam G um p-grupo finito e N ⊴ G. Se p é ímpar e [N,G] ≤ N p[N,G,G],
então N p.e. G. Se p = 2 e [N,G]≤ N4[N,G]2[N,G,G], então N p.e. G.
O lema anterior e a afirmação (iv) do Lema 2.1.4 são importantes ferramentas na demons-
tração de vários resultados, inclusive o próximo.
Proposição 2.1.6. Sejam G um p-grupo finito e N um subgrupo de G. Se N p.e. G, então
N p p.e. G.
Demonstração. Primeiramente, provemos o caso em que p é ímpar. Utilizaremos o quociente
de G por (N p)p[N p,G,G]. Para simplificar as notações, simplesmente consideraremos
(N p)p[N p,G,G] = 1, donde, pelo Lema 2.1.5, basta mostrar [N p,G] = 1.
Como [N,G]≤ N p, temos [N,G,G,G]≤ [N p,G,G] = 1, donde [N,G,G]≤ Z(G). Logo,
dados x ∈ N e g ∈ G quaisquer, temos, para todo w1,w2 ∈ G:









[x,g,x] j = [x,g,x]
p(p−1)
2 .





[x,g][x,g,x] j = [x,g]p([x,g,x]
p−1
2 )p
Donde [xp,g] ∈ N p e, portanto, [N,G]p = 1.
Provemos agora o resultado para o caso em que p = 2. Analogamente ao que fizemos na
demonstração do caso em que p é ímpar, consideraremos (N2)4 = [N2,G]2 = [N2,G,G] = 1
e nos basta provar que [N2,G] = 1. Dados x ∈ G e g ∈ G quaisquer, temos:
[x4,g] = [x2,g][x2,g,x2][x2,g] = [x2,g]2 = 1,
donde N4 ≤ Z(G). Porém, (N2)4 = 1, logo expN ≤ 8. Portanto, N4 é um grupo abeliano
gerado por elementos de ordem 2, e, com isso, temos que (N4)2 = 1. Logo, levando em
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conta que [N,G,G]≤ [N4,G] = 1 e que [N,G]2 ≤ (N4)2 = 1, temos:
[x2,g] = [x,g][x,g,g][x,g] = [x,g]2 = 1.
Então, por fim, temos [N2,G] = 1.
A seguinte proposição pode ser encontrado em [18].
Proposição 2.1.7. Se M, N p.e. G, então [M,N] p.e. G.
Demonstração. Para demonstrar esta proposição, utilizaremos o Lema 2.1.5, analisando
o quociente do grupo G pelos subgrupos convenientes de forma a bastar provarmos que
[M,N,G] = 1 nesses quocientes. Em ambos os casos teremos que [M,N,G] é central, donde,
dados m ∈ M e n ∈ N, não é difícil provar que [np,m] = [n,m]p[n,m,n]
p(p−1)
2 (algo semelhante
foi mostrado na demonstração da Proposição 2.1.6).
Demonstraremos, primeiramente, o caso em que p é ímpar. Suponha, então, [N,M]p =
[N,M,G,G] = 1. Desta forma, como p divide
p(p−1)
2
, temos que [N p,M] = 1. Analoga-
mente, temos [Mp,N] = 1. Portanto, [M,G,N] = [N,G,M] = 1, donde, pelo Lema dos Três
Subgrupos (Teorema 1.1.3), temos [M,N,G] = 1.
Demonstremos, agora, o caso em que p= 2. Suponha [M,N]p
2
= [M,N,G]p = [M,N,G,G] =
1 e sejam m ∈ M e n ∈ N quaisquer. Note que ⟨m, [m,n]⟩ tem classe de nilpotência menor ou
igual a 2. Além disso, temos:
(m4)n = (mn)4 = (m[m,n])4 = m4[m,n]4[m,n,m]6 = m4.
Logo, [M4,N] = 1, donde [M,G,N] = 1. Analogamente, temos [N,G,M] = 1. Portanto,
novamente pelo Lema dos Três Subgrupos, temos [M,N,G] = 1.
Definimos indutivamente os seguintes subgrupos: Π0(G) = G e Πi+1(G) = Πi(G)p.
Perceba que, embora Π1(G) = Gp, não podemos afirmar que Πi(G) = Gp
i
, para i ≥ 2 (note,
por exemplo, que Π2(G) = (Gp)p pode ser diferente de Gp
2
). Veremos, porém, que se G é
um p-grupo powerful, de fato temos, para todo i, Πi(G) = Gp
i
.
Lema 2.1.8. Seja G um p-grupo powerful. Então, para todo inteiro i ≥ 0, temos:
(i) Πi(G) p.e. G e Πi+1(G) = Φ(Πi(G));
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Demonstração. Para provar o primeiro item, basta utilizar a Proposição 2.1.6 em uma
indução sobre i e teremos Πi(G) p.e. G, para todo i. Com isso, temos que Πi(G) é powerful,
donde Πi+1(G) = Πi(G)p = Φ(Πi(G)), para todo i.
Provemos agora o item (ii). Consideraremos o quociente de Πi(G) por Πi+2(G), e,
como Πi(G) é powerful, podemos mudar a notação para Πi(G) = Π0(G) = G. Portanto,
simplesmente assumiremos Π2(G) = 1. Temos [G,G,G] ≤ [Gp,G] ≤ (Gp)p = 1, donde
[G,G]≤ Z(G). Portanto, note que [yn,x] = [y,x]n. Temos então:
(xy)p = xyxy · · ·xy
= xyx[x,y][y,x]y · · ·xy
= x2y2xy · · ·xy[y,x]
= x2y2x[x,y2][y2,x]y · · ·xy[y.x]
= x3y3xy · · ·xy[y,x][y2,x]
Recursivamente, teremos (x,y)p = xpyp[y,x]
p(p−1)
2 . Caso, p seja ímpar, teremos p|p(p−1)/2,
donde (xy)p = xpyp. Caso p = 2, temos [G,G]≤ G4 ≤ (G2)2 = 1, donde, da mesma forma,
(xy)p = xpyp. Portanto, o mapeamento x 7→ xp induz, de fato, um homomorfismo.
Lema 2.1.9. Se G = ⟨a1, · · · ,ad⟩ é um p-grupo powerful, então Gp = ⟨ap1 , · · · ,a
p
d⟩.
Demonstração. Como o mapeamento x 7→ xp induz um homomorfismo de G⧸Gp em
Gp⧸
Π2(G)





p = ⟨ap1 , · · · ,a
p
d⟩.
Proposição 2.1.10. Se G é um p-grupo powerful, então Gp = {gp|g ∈ G}.
Demonstração. Para demonstrarmos esse resultado, utilizaremos indução sobre a ordem de
G. Obviamente, se |G| = 1, temos o resultado. Suponha agora que o resultado vale para
p-grupos com ordem menor que a de G. Seja g ∈ Gp, pelo Lema 2.1.8, existem x ∈ G e
y ∈ (Gp)p tais que g = xpy. Tome H = ⟨Gp,x⟩. Pelos Lemas 2.1.8 e 2.1.4, temos que H é
powerful. Além disso, g ∈ H p. Se H ̸= G, temos, pela hipótese de indução, g ∈ {hp|h ∈ H}.
Se G = H, temos G = ⟨Gp,x⟩= Φ(G)⟨x⟩, então G⧸
Φ(G) é cíclico e, portanto, G também é.
Logo, temos o resultado desejado.
O teorema a seguir resume as principais propriedades básicas dos subgrupos Gp
i
, com
i ≥ 0, de p-grupos powerful.
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(ii) Πi+k(G) = Πi(G)p
k
;




|x ∈ G}= ⟨ap
i
1 , · · · ,a
pi
d ⟩.
(iv) o mapeamento x 7→ xp
k









todo i e k.
Demonstração. O item (i) já foi provado e o item (iv) é um resultado direto do Lema
2.1.8. Note, também, que o item (ii) é um resultado direto do item (iii). Como Πi(G) é
powerful, temos, pela Proposição 2.1.10, que Πi(G) = {xp|x ∈ Πi−1(G)}. Utilizando uma
simples indução, temos Πi(G) = {xp|x ∈ G}. Além disso, aplicando repetidamente o Lema
2.1.9, temos Πi(G) = ⟨ap
i
1 , · · · ,a
pi
d ⟩. Com isso, temos Πi(G) ≤ G
pi , donde Πi(G) = Gp
i
.
Finalizamos, portanto, a demonstração.
Corolário 2.1.12. Se G = ⟨a1, · · · ,ad⟩ é um p-grupo powerful, então G = ⟨a1⟩ · · · ⟨ad⟩.
Demonstração. Utilizaremos indução sobre |G|. Se G é trivial, não há o que demonstrar.





= 1. Então, temos, utilizando a hipótese de indução sobre G⧸Gp
n , que






1 , · · ·a
pn
d ⟩ e G







é central. Desta forma, temos o resultado desejado.
Finalizamos esta seção com o seguinte teorema, que é um dos principais resultados deste
capítulo.
Teorema 2.1.13. Sejam G um p-grupo powerful e H um subgrupo de G, então d(H)≤ d(G),
ou seja, o posto de G é d(G).
Demonstração. Para a demonstração deste teorema, utilizaremos indução sobre a ordem
de G. Se |G|= 1, o resultado é trivial. Suponha agora que o resultado vale para p-grupos
powerful de ordem menor que a de G. Sejam d = d(G) e m = d(Gp), e tome H ≤ G qualquer.
Como Gp é powerful, temos, por hipótese de indução, que d(K) ≤ m, onde K = H ∩Gp.
Tome o epimorfismo θ : G⧸Gp →
Gp⧸Gp
2 , definido a partir do mapeamento x 7→ xp.
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Como [G,G] ≤ Gp, temos que G⧸Gp é abeliano elementar, donde ker(θ) também é.
Além disso, como Gp = Φ(G) e Gp
2
= Φ(Gp), temos d(G⧸Gp) = d e d(
Gp⧸Gp






donde a dimensão de kerθ é d −m e, portanto, a dimensão de kerθ ∩HG
p
⧸Gp é menor ou
igual a d −m.
Seja e a dimensão de HG
p
⧸Gp, então, pelo Teorema do Núcleo e da Imagem:
dim(θ(HGp/Gp)) = dim(HGp/Gp)+dim(kerθ ∩HG
p
⧸Gp)
≥ e− (d −m)
= m− (d − e).
Sejam h1, · · · ,he ∈ H elementos tais que HGp = ⟨h1, · · · ,he⟩Gp. Temos Φ(K) = [K,K]K p,
logo Φ(K)≤ [Gp,Gp](Gp)p =(Gp)p =Gp
2
. Note que hpi ∈K, donde ⟨h
p
1 , · · · ,h
p
e ⟩Φ(K)/Φ(K)
é um subespaço vetorial de K⧸








. Portanto, dim(⟨hp1 , · · · ,h
p
e ⟩Φ(K)/Φ(K))≥ dim(θ(HGp/Gp))≥
m− (d − e).
Portanto, como d(K)≤ d, existem d − e elementos y1, · · · ,yd−e ∈ K tais que:
K = ⟨hp1 , · · · ,h
p




K = ⟨hp1 , · · · ,h
p




H = H ∩⟨h1, · · · ,he⟩Gp
= ⟨h1, · · · ,he⟩K
= ⟨h1, · · · ,he,y1, · · · ,ypd−e⟩.
Donde d(H)≤ d, como desejávamos.
36 p-Grupos powerful
2.2 O subgrupo V (G,r)
Nesta seção mostraremos que um p-grupo finito G possui um subgrupo característico cujo
índice é limitado pelo seu posto. Para tal, utilizaremos as relações que um p-grupo finito
qualquer possui com o grupo de matrizes GLr(Fp).
Definição 2.2.1. O grupo uni-triangular inferior, denotado Ur(Fp), é o grupo formado pelas
matrizes triangulares inferiores de GLr(Fp).
Definição 2.2.2. Seja G um p-grupo finito e r um inteiro positivo. Definimos V (G,r) como
a interseção dos núcleos de todos os homomorfismos de G sobre GLr(Fp).






(pn−i − 1) e que |Ur(Fp)| = p(
r
2). Desta
forma, pode-se observar que Ur(Fp) é um p-subgrupo de Sylow de GLr(Fp). Logo, temos
que qualquer p-subgrupo de GLr(Fp) é um conjugado de algum subgrupo de Ur(Fp). Dado
um p-grupo finito G, portanto, podemos equivalentemente definir V (G,r) como a interseção
dos núcleos de todos os homomorfismos de G em Ur(Fp).
Dado um inteiro positivo r, defina λ (r) como o inteiro tal que:
2λ (r)−1 < r ≤ 2λ (r).
Lema 2.2.3. Dados r um inteiro positivo e G um p-grupo finito, temos:
(i) Ur(Fp) possui uma série de comprimento λ (r) de subgrupos normais com fatores
abelianos;
(ii) G⧸V (G,r) possui uma série de comprimento menor ou igual a λ (r) com essas mesmas
propriedades.
Demonstração.
(i) Seja s o menor inteiro tal que s ≥ r
2







onde A ∈Us(Fp) e C ∈Ur−s(Fp). Defina o homomorfismo θ1 de Ur(Fp) em Us(Fp)×
Ur−s(Fp) a partir do mapeamento x 7→ (A,C). Então kerθ1 é normal em G e, dados
x1,x2 ∈ kerθ1, temos:


















e,portanto, kerθ1 é abeliano elementar.
Seja, agora, s′ o menor inteiro tal que s′ ≥ s
2
, podemos definir, de forma análoga, um
homomorfismo θ2 de Ur(Fp) em Us′(Fp)×Us−s′(Fp) tal que kerθ2 ≤ kerθ1, e kerθ2
é subgrupo normal de G tal que kerθ2⧸kerθ1 é abeliano elementar. Recursivamente,
conseguimos a série kerθ1 ≤ ·· · ≤ kerθλ (r), que é tal qual desejávamos.
(ii) Sejam {ψ1, · · · ,ψn} todos os homomorfismos de G em Ur(Fp). Então V (G,r) será o
núcleo do homomorfismo:
ψ : G →Ur(Fp)n
g 7→ (ψ1(g), · · · ,ψn(g)).
Logo, G⧸V (G,r) ∼= Imψ ≤ Ur(Fp)
n, donde, pelo item (i) deste lema, temos que
G⧸V (G,r) possui uma série com as propriedades desejadas.
Proposição 2.2.4. Sejam G um p-grupo finito e r um inteiro positivo. Considere V =V (G,r)
e tome W =V , se p é ímpar, ou W =V 2, se p = 2. Se N ⊴ G , d(N)≤ r e N ≤W , então N
p.e. W .
Demonstração. A prova se dará por indução sobre |N|. Caso |N|= 1, é trivial que N p.e. G.
Primeiramente, consideremos o caso em que p é ímpar. Suponha, por absurdo, que
[N,V ] ≰ N p. Pelo item (iv) do lema 2.1.4, existe J ⊴ V tal que N p ≤ J < N p[N,V ] e
[N p[N,V ] : J] = p. Cortando G por J, podemos, então, supor N p = 1 e |[N,V ]|= p. Como
G é um p-grupo, existe M ⊴ G tal que [N,V ] ≤ M < N e [N : M] = p. Como N⧸[N,V ] é
abeliano elementar (pois N p = 1), temos que d(M⧸[N,V ])≤ d(
N⧸[N,V ])≤ r−1. Portanto,
pela hipótese de indução, [M,V ] ≤ Mp ≤ N p = 1, donde M é central em N. Note, porém,
que, como N⧸M é cíclico, temos que N é abeliano.
Portanto N é um Fp espaço vetorial de dimensão no máximo r. Como [N,V ] ̸= 1, temos
que existe g ∈V tal que g age não trivialmente (pela conjugação) sobre o Fp espaço vetorial
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N, donde existe um homomorfismo de G em GLr(Fp) tal que g não pertence ao núcleo, o
que é uma contradição, pela definição de V (G,r). Portanto [N,V ]≤ N p.
Consideremos, agora, o caso em que p = 2. Analogamente ao feito acima, pelo Lema
2.1.4, podemos assumir N4 = 1 e |[N,W ]|= 2. Suponha a,b ∈ N quaisquer. Caso [a,b] = 1,
obviamente [a2,b] = 1; caso contrário, também temos [a2,b] = 1 pois [N,W ] possui ordem
2. Temos, portanto, N2 ≤ Z(N). Como N⧸N2 é um 2-grupo de exponente 2, temos que
N⧸N2 é abeliano e, portanto, é um F2 espaço vetorial de dimensão no máximo r, donde,
pela definição de V (G,r), temos [N,V ] ≤ N2. Desta forma, dados a ∈ N e v ∈ V , temos
[a,v] ∈ N2, e, uma vez que N2 ≤ Z(N), temos:
(a2)v = (av)2 = (a[a,v])2 = a2.
Portanto [N2,V ] = 1, donde [N,V,V ] = 1 e, pelo item (iii) do Teorema 1.1.1:
[N,W ] = [N,V 2]≤ [N,V ]2[N,V,V ] = 1,
o que é uma contradição. Portanto [N,W ]≤ N4.
Com este último resultado, é simples demonstrarmos o teorema que tínhamos por objetivo
desta seção. Perceba que, pela sua definição, é fácil ver que V (G,r) e, portanto, V (G,r)2 são
subgrupos característicos de G.
Teorema 2.2.5. Seja G um p-grupo finito de posto r. Então G possui um subgrupo caracte-
rístico powerful de índice menor ou igual a 2rλ (r), se p é ímpar; ou 2r+rλ (r), se p = 2.
Demonstração. Pelo Lema 2.2.3, G⧸V (G,r) possui uma série de subgrupos normais de
comprimento no máximo λ (r) com fatores abelianos elementares. Como o posto de G é r,
temos que cada fator tem ordem no máximo pr. Desta forma, temos [G : V (G,r)]≤ prλ (r).
Caso p seja ímpar, temos, pela Proposição 2.2.4, que V (G,r) é um subgrupo powerful como
desejado. Caso p = 2, temos, pela mesma proposição, que V (G,r)2 é powerful. Além disso,
como V (G,r)⧸V (G,r)2 é abeliano, temos [V (G,r) : V (G,r)
2]≤ 2r, donde [G : V (G,r)2]≤
2r+rλ (r).
2.3 Os subgrupos omega de um p-grupo powerful
Nesta seção, traremos alguns resultados acerca dos subgrupos Omega de um p-grupo power-
ful. A maioria dos resultados aqui trazidos, estão no artigo "Omega subgroups of powerful
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p-groups" de Gustavo A. Fernández-Alcober ([8]). O lema a seguir, porém, é um exercício
do segundo capítulo de [6].






, para todo i e j.
Demonstração. Para demonstrar este resultado, basta aplicarmos indução sobre i+ j. De-
monstremos primeiramente a nossa base de indução, isto é, o caso em que i+ j = 1. Suponha,
sem perda de generalidade, que i = 1. É fácil ver que [N,M,G,G]≤ [N,M]p e [N,M,G,G]≤
[N p,M], por isso, analisaremos o quociente de G pelo subgrupo [N,M,G,G], no qual
[N,M,G] é central. De forma análoga ao que foi feito na demonstração da Proposição 2.1.6,
podemos conseguir que, dados n∈N e m∈M quaisquer, temos [np,m] = [n,m]p[n,m,n]
p(p−1)
2 ,
donde, como [N,M,G] ≤ [N,M]p (pela Proposição 2.1.7), temos [N p,M] ≤ [N,M]p. Por
outro lado, pelo item (iii) do Teorema 1.1.1, temos [n,m,n] = [n,m]−1[n2,m][n,m]−1, donde
[n,m,n] ∈ [N p,M] e, portanto, [N,M]p ≤ [N p,M]. Logo, [N p,M] = [N,M]p.
Suponha, agora, que o resultado vale para todo i′ e j′ tais que i′+ j′ = i+ j. Como M é














Logo, como [N,M] é powerful, temos o resultado desejado.
No teorema a seguir, dado um grupo G, um subgrupo H e um subgrupo normal N,
diremos que H é cíclico sobre N se HN⧸N é cíclico.
Teorema 2.3.2. Seja G um p-grupo powerful. Então, para todo inteiro i > 0, temos:
(i) Se x,y ∈ G e o(y)≤ pi, então o([x,y])≤ pi.




])≤ pi− j−k, para todo
j,k ≥ 0.
(iii) Se p é ímpar, então expΩi(G)≤ pi.
(iv) Se p = 2, então expΩi(T ) ≤ 2i, para todo subgrupo T de G que é cíclico sobre G2.
Em particular, expΩi(G2)≤ 2i.
Demonstração. Para demonstrarmos este teorema, aplicaremos uma indução sobre a ordem
de G em todas as afirmações, simultaneamente. Note que, se G é cíclico de ordem p, os
resultados são triviais. Suponha, agora, que as afirmações (i), (ii), (iii) e (iv) são válidas para
qualquer p-grupo powerful de ordem menor que |G|. Caso G seja abeliano, não há o que
provar. Desta forma, assumiremos que G é não abeliano.
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(i) Suponha x,y ∈ G com o(y)≤ pi. Pelo Lema 2.1.4, temos que T = ⟨y,G′⟩ é powerful,
uma vez que G′ p.e. G. Note que [x,y] ∈ Ωi(T ) (pois o((y−1)x) = o(y)≤ pi), portanto,
é suficiente provar que expΩi(T )≤ pi. Provemos, primeiramente, o caso em que p
é ímpar. Note que T é um subgrupo próprio de G, pois, caso contrário, teríamos que
G⧸[G,G] é cíclico, o que implicaria [[G,G],G] = [G,G], donde teríamos [G,G] = 1
e que G é abeliano. Então, |T | < |G|. Logo, aplicando, pela hipótese de indução, a
afirmação (iii), temos expΩi(T )≤ pi.
Provemos, agora, o caso em que p = 2. Novamente pelo Lema 2.1.4, temos que
H = ⟨y,G2⟩ é powerful. Note que H é próprio, pois, caso contrário, teríamos que G é
cíclico. Além disso, note que T é um subgrupo de H e que T é cíclico sobre H2 (pois
G′ ≤ G4 ≤ H2). Portanto, aplicando, pela hipótese de indução, a afirmação (iv), temos
expΩi(T )≤ pi.
(ii) Suponha x,y ∈ G, com o(x)≤ pi+1 e o(y)≤ pi. Aplicaremos indução inversa sobre






, donde, se i ≥ e,
não há mais o que provar. Desta forma, está provada a base da indução reversa. Seja,
portanto, i < e e suponha que o resultado é válido para todo i′ tal que i′ > i. Tome
T = ⟨x, [x,yp
k
]⟩, como G não é abeliano, temos que T é um subgrupo próprio de G.













· · ·γp j(T ).









Ωi− j−k(T ). Note que T ≤ ⟨x,G′⟩, donde, pelo mesmo argumento utilizado na de-
monstração do item anterior, temos expΩn(T )≤ pn. Mas x, [x,yp
k
] ∈ Ωi+1(T ), donde
T = Ωi+1(T ) e exp(T )≤ pi+1. Note que é suficiente provar que todos os subgrupos
que aparecem no módulo da congruência acima estão contidos em Ωi− j−k(T ).
Sabemos que o([x,yp
k
])≤ pi−k, donde o([x,yp
k
,x])≤ pi−k e γ2(T ) = ⟨[x,yp
k
,x]t | t ∈
T ⟩ ≤ Ωi−k(T ). Como γ2(T ) é powerful, temos γ2(T )p
j
≤ Ωi− j−k(T ). Provaremos
por indução sobre r que γr+2(T ) ≤ Ωi− k− r(T ), para todo inteiro positivo r. O
caso base (r = 0) está feito acima. Basta mostrarmos que, dados a ∈ γr+1(T ) e
b ∈ T , temos o([a,b]) ≤ pi−k−r. Pela hipótese de indução, γr+1(T ) ≤ Ωi− j−k+1(T ),





a ∈ γr+1(T )≤ [Gp
k
, r+1 G]≤ Gp
k+r+1
. Portanto, a = gp
k+r+1
, para algum g ∈ G, donde
o(g)≤ pi+2. Porém, o(b)≤ pi+1 (pois exp(T )≤ pi+1), então, podemos aplicar a hi-
pótese de indução da indução reversa. Desta forma, temos o([a,b]) = o([gp
k+r+1
,b])≤
pi+1− f−r+1 = pi−k−r. Portanto, γr+2(T )≤ Ωi−k−r(T ).
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Provaremos, agora, que os subgrupos presentes no módulo acima estão contidos em
Ωi− j−k(T ). Caso p seja ímpar, temos que pr ≥ r+2, para todo r ≥ 1, donde γpr(T )≤
γr+2(T ) ≤ Ωi−k−r(T ) e γpr(T )p
j−r
≤ Ωi− j−k. Caso p = 2, temos, de forma análoga
γr+2(T ) ≤ Ωi−k−r(T ), para r ≥ 2. Resta mostrarmos que γ2(T )p
j−1
≤ Ωi− j−k(T ).








,x], para algum g ∈ G
com o(g)≤ 2i+2 (pois o(yp
k
)≤ pi−k). Portanto, pela hipótese de indução da indução
reversa, temos [x,y2
k
,x] ≤ 2i−k−1, donde γ2(T )p
j−1
≤ Ωi− j−k(T ). Logo, temos o
resultado desejado.
(iii) Suponha que p seja ímpar e que x,y,z ∈ G sejam elementos de ordem p. Temos que
[x,y]∈Gp é um elemento de ordem no máximo p, logo, [x,y] = gp para algum g∈G tal
que o(g)≤ p2. Portanto, pelo item (ii) deste teorema, temos [x,y,z] = [gp,z] = 1. Logo,
a classe de nilpotência de Ω1(G) é no máximo 2, donde Ω1(G) é regular (pelo Teorema
1.2.13). Desta forma, expΩ1(G)≤ p (pelo Teorema 1.2.14). Pela hipótese de indução
que fizemos no início da demonstração deste teorema, temos expi−1(G⧸Ω1(G)) ≤







i−1. Por fim, como
expΩ1(G)≤ p, temos expΩi(G)≤ pi.
(iv) Suponha p = 2. Seja T ≤ G um subgrupo cíclico sobre G2 qualquer. Note que, se
provarmos o resultado para T G2, obviamente ele estará provado para T , desta forma,
como T G2 é, também, cíclico sobre G2, simplesmente consideraremos G2 ≤ T . Note
que T é normal em G, pois [G,G]≤ G4 ≤ T . Mostraremos que Ω1(T ) é abeliano.
Tome a,b ∈ T com o(a) = o(b) = 2 quaisquer. Caso a ∈ G2 ou b ∈ G2, temos, pelo
item (ii) deste teorema, que [a,b] = 1. Suponhamos, agora, a,b ∈ T\G2. Como T
é cíclico sobre G2 e o(a) = o(b) = 2, temos aG2 = bG2, donde b = av, para algum
v ∈ G2. Desta forma, temos v = ab, donde v2 = [a,b] = [a,av]. Logo, v2 = [a,v] e,
uma vez que G2 p.e. G, v2 ∈ G8. Portanto, existe u ∈ G4 tal que u2 = v2. Note que,
pelo item (i) deste teorema, o(v2) ≤ 2, donde o(u) = o(v) ≤ 4. Logo, pelo item (ii)
deste teorema, u e v comutam.
Seja w = v−1u (donde w ∈ G2). Obviamente w comuta com v e, além disso, pelo item
(ii), w comuta com a. Logo:
(au)2 = (avw)2 = (av)2w2 = b2(v2)−1u2 = 1
Aplicaremos, agora, a hipótese de indução feita no início da demonstração deste
teorema sobre o grupo ⟨a,G2⟩. Note que G4 ≤ ⟨a,G2⟩2, donde ⟨a,G4⟩ é cíclico sobre
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⟨a,G2⟩2. Portanto, expΩ1(⟨a,G4⟩)≤ 2 e, uma vez que a,au ∈ Ω1(⟨a,G2⟩), temos que
u tem ordem no máximo 2. Desta forma, [a,b] = v2 = u2 = 1.
Por fim, temos que Ω1(T ) é abeliano, donde expΩ1(T ) ≤ 2. De forma análoga ao
demonstrado no item (iii), temos, de expΩi−1(T⧸Ω1(T ))≤ 2
i−1 e expΩ1(T )≤ 2, que
expΩi(T )≤ 2i.
Dado G um 2-grupo powerful, em geral não podemos afirmar que o expoente do subgrupo
Ω1(G) é igual 2. Um exemplo que nos mostra isso é o grupo G = ⟨a,x,y | a4 = x2 = 1,y4 =
a2, [x,a] = a2, [x,y] = [a,y] = 1⟩. Este grupo é powerful, uma vez que G′ = G4 = ⟨a2⟩, mas
temos Ω1(G) = ⟨a,x⟩, donde Ω1(G) tem expoente 4.
Continuamos, agora, com um corolário do último teorema.




(i) Pelo item (i) do Teorema 2.3.2, temos que [Ωi(G),G] pode ser gerado por elementos
de ordem menor ou igual a 2i. Como G é powerful, temos [Ωi(G),G]≤ G2. Portanto,
[Ωi(G),G]≤ Ωi(G2) e basta, então, aplicarmos o item (iv) do Teorema 2.3.2 e teremos
o resultado desejado.
(ii) Como observado na demonstração do item anterior, temos [Ωi(G),G]≤ Ωi(G2), con-
sequentemente, Ωi(G)/Ωi(G2) é um grupo abeliano. Note, porém, que Ωi(G)/Ωi(G2)
pode ser gerado por elementos de ordem 2, donde exp(Ωi(G)/Ωi(G2))≤ 2. Podemos,
então, concluir a partir do item (i) deste corolário que expΩi(G)≤ 2i+1.
Lema 2.3.4. Seja G um p-grupo powerful de exponente pe. Então, para todo 0 ≤ i ≤ e−1,
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onde H = ⟨x,y⟩. Mostraremos que todos os grupos no módulo da congruência acima são





p.e. G, temos γ2(H)≤ Gp
e−i
. Logo, expγ2(H)≤ pi e, portanto, γ2(H)p
i
= 1.
Suponha, agora, p = 2. Então temos γ2(H)≤ [Gp
e−i−1
,G], o que implica γ2(H)≤ Gp
e−i+1
.
Portanto, expγ2(H)≤ pi−1 e γ2(H)p
i−1
= 1. O restante dos grupos no módulo, tanto no caso
p = 2, quanto no caso em que p é ímpar, serão triviais devido ao fato de que Gp
n
p.e. G, para







Definimos Ω{i}(G) como o conjunto {x ∈ G | xp
i
= 1}. Dado um conjunto qualquer A,
considere |A| a cardinalidade de A.
Teorema 2.3.5. Seja G um p-grupo powerful. Então [G : Gp
i
] = |Ω{i}(G)|, para todo inteiro
positivo i.
Demonstração. Para demonstrarmos este resultado, aplicaremos indução sobre a ordem de
G. O caso base para esta indução é trivial. Suponha que o resultado é válido para os p-grupos
powerful cujas ordens são menores que |G|. Seja pe o exponente de G. Obviamente, só
precisamos considerar o caso em que i ≤ e−1. Por outro lado, pelo Lema 2.3.4, temos que
o mapeamento x 7→ xp
e−1
induz um homomorfismo sobrejetor de G em Gp
e−1
, desta forma,
pelo Teorema do Homomorfismo, temos |Ωe−1|= [G : Gp
e−1
].
Assumiremos, então, a partir de agora i ≤ e−2. Defina G = G⧸Gp





}. Pela hipótese de indução, temos [G : Gp
i
] = [G : Gp
i
] = |Ω{i}(G)| = |X |/|Gp
e−1
|,
donde nos basta mostrar que |X |= |Ω{i}(G)||Gp
e−1
|.






, o que, pelo Lema
2.3.4, ocorre se, e somente se, xy−1 ∈ Ω{i}(G). Desta forma, X = Ω{i}(G)Gp
e−i−1
é a união
das classes laterais de elementos de Ω{i}(G) com respeito ao subgrupo G
pe−i−1 . Portanto,
para encontrarmos |X |, encontraremos quantas classes laterais desse tipo existem.
Seja gGp
e−i−1
uma classe lateral tal que g ∈ Ω{i}(G). Novamente pelo Lema 2.3.4, temos
que os de elementos em gGp
e−i−1
que possuem ordem menor ou igual a pi são exatamente
os elementos de g(Ω{i}(G)∩Gp
e−i−1
) = gΩ{i}(G
pe−i−1). Note, porém, que independente




)|. Desta forma, como o
números de elementos de ordem menor ou igual a pi em G é |Ω{i}(G)|, temos que o número












Porém, como i ≤ e− 2, temos que Gp
e−i−1
é powerful e um subgrupo próprio de G, desta










Definição 2.3.6. O conjunto {a1,a2, · · · ,ad} é dito uma base de um grupo G se, para cada
elemento g ∈ G, temos g = aα11 a
α2
2 · · ·a
αd
d , onde αi é um inteiro não negativo menor que a
ordem de a1, expresso de forma única.
Esta definição é equivalente à afirmação: G= ⟨a1,a2, · · · ,ad⟩ e |G|= |⟨a1⟩||⟨a2⟩| · · · |⟨ad⟩|.
Note, então, que a ordem dos elementos na base não é importante. Desta forma, sempre
assumiremos o(a1)≥ o(a2)≥ ·· · ≥ o(ad).
O resultado a seguir é um exercício de [6].
Proposição 2.3.7. Se G é um p-grupo powerful, então G possui uma base de cardinalidade
d(G).
Demonstração. Para provarmos este resultado, utilizaremos indução sobre |G|. Se G tem
ordem p, o resultado é trivial. Suponha, agora, que o resultado vale para p-grupos powerful




= 1. Pela hipótese de indução,
existe um conjunto {x1Gp
n
, · · · ,xdGp
n
} que é base de G⧸Gp








1 , · · · ,x
pn
d ⟩. Seja




1 , · · · ,x
pn
s ⟩. Como Gp
n
é central, e, portanto, abeliano,
temos que {xp
n
1 , · · · ,x
pn
s } é uma base de Gp
n
. Se sxk = d, temos, então, que {x1, · · · ,xd} é
uma base de G. Suponhamos, agora, s < d.
Tome k tal que s < k ≤ d. Seja pl a ordem de xkGp
n
em G⧸Gp





















para alguns αi, i = 1, · · · ,s, inteiros. Perceba que xp
n−lαi
i ∈ G
pn−l , para i = 1, · · · ,s. Desta
forma, tomando w = x−p
n−lα1
1 · · ·x
−pn−lαs
s , temos, pelo Lema 2.3.4, que x
′
k = xkw tem ordem














⟩| · · · |⟨xsGp
n
⟩||⟨x′s+1⟩| · · · |⟨x′d⟩|
= |⟨x1⟩| · · · |⟨xs⟩||⟨x′s+1⟩| · · · |⟨x′d⟩|/ps.
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Donde, uma vez que |Gp
n
|= ps, temos:
|G|= |⟨x1⟩| · · · |⟨xs⟩||⟨x′s+1⟩| · · · |⟨x′d⟩|.
Portanto, {x1, · · · ,xs,x′s+1, · · · ,x′d} é uma base de G.
Note que se p é ímpar, então G2 = G, portanto, para simplificar a escrita do próximo
resultado, utilizaremos N = G2. Finalizamos esta seção com o lema a seguir, que está
presente no artigo [1] e nos será útil no capítulo 5 desta dissertação.
Lema 2.3.8. Seja G um p-grupo powerful, e seja N = G2. Se {a1,a2, · · · ,ad} é uma base de
N, com d = d(N), e o(ai) = mi, com i = 1,2, · · · ,d, então:
Ω1(N) = ⟨a
mi/p
i | i = 1,2, · · · ,d⟩.
Demonstração. Perceba, primeiramente, que N é powerfule que ⟨ami/pi | i = 1,2, · · · ,d⟩ ⊆
Ω1(N). Note que, como {a1,a2, · · · ,ad} é uma base de N, temos que ⟨a
mi/p
i | i = 1,2, · · · ,d⟩
tem no mínimo pd elementos. Mas, pelo Teorema 2.3.5, temos:
|Ω1(N)|= [N : N p] = [N : Φ(N)] = pd,
donde Ω1(N) = ⟨a
mi/p




Neste capítulo estudaremos algumas propriedades de p-grupos a partir de suas coclasses,
para isso, introduziremos algumas ferramentas nas duas primeiras seções. Os resultados aqui
presentes podem ser encontrados nos capítulos 4 e 6 de [17]. Nosso objetivo principal é
demonstrar os Teoremas 3.3.9 e 3.3.10, nos quais mostramos que, dado um p-grupo G de
coclasse r, existe uma função m(p,r) tal que, para todo i ≥ m(p,r), G age uniserialmente
sobre γi(G), γi(G)p = γi+d(γm(G))(G) e d(γm(G)) = (p−1)p
s, onde 0 ≤ s ≤ r+1, se p = 2, e
0 ≤ s ≤ r−1, se p é ímpar. Também temos como objetivo demonstrar o Corolário 3.3.3, que
nos dá que, dado um p-grupo G de coclasse r, o subgrupo γi(G) é powerful para todo i ≥ r,
se p é ímpar, e para todo i ≥ r+2, caso contrário. Para atingirmos tais objetivos, provaremos
muitos resultados que não serão novamente usados nos demais capítulos desta dissertação.
3.1 Ações uniseriais
Nesta primeira seção, estudaremos as ações uniseriais, que serão uma importante ferramenta
para o estudo de coclasse de p-grupos. Nesta seção, G e N serão p-grupos finitos, com G
agindo sobre N. Por vezes nos será útil trabalhar com o grupo N ⋊G obtido através desta
ação. Dado H ≤ N qualquer, denotamos:
H1 = H, Hi+1 = [Hi,G].
Em geral, não podemos afirmar que Hi é normal em H, mas, como [H,G] ⊴ H, temos
Hi+1 ⊴ Hi, para i ≥ 1. Além disso, como H ⋊G é um p-grupo e, portanto, nilpotente, temos
que Hm = 1 para algum m ≥ 1. Desta forma, se M é um subgrupo G-invariante ([M,G]≤ M)
minimal, então [M,G] = 1.
Iniciemos com a definição de ação uniserial.
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Definição 3.1.1. Dizemos que G age uniserialmente sobre N se, para todo H subgrupo
G-invariante e não trivial de N, temos que [H,G] tem índice p sobre H.
O lema a seguir nos dá uma condição necessária e suficiente para que uma ação de grupos
seja uniserial.
Lema 3.1.2. A ação de G em N é uniserial se, e somente se, N = N1 > N2 > · · ·> Nn+1 = 1
e [Ni : Ni+1] = p, para i = 1, · · · ,n. Se G age uniserialmente em N, então os subgrupos Ni
são todos os subgrupos G-invariantes de N.
Demonstração. Primeiramente, provaremos que se N = N1 > N2 > · · · > Nn+1 = 1 e [Ni :
Ni+1] = p, então os subgrupos Ni são todos os subgrupos G-invariantes de N. Para isso,
utilizaremos indução sobre n, o número de subgrupos Ni não triviais. Note que, se n = 1,
então N é cíclico de ordem p, donde N1 é o único subgrupo não trivial de N. Suponha, agora,
n ≥ 2 e que o resultado é válido para n−1. Seja S ≤ N um subgrupo G-invariante, então,
aplicando a hipótese de indução no grupo N2, temos que N2 ∩S = Ni, para algum i ≥ 2. Se
S ≤ N2, temos S = Ni . Se S não está contido em N, temos SN2 = N (pois N2 é um subgrupo
maximal de N), mas [S,G]≤ [N,G] = N2, donde [S,G] = N j, para algum j ≥ 2 e, portanto,
N2 = [N,G] = [SN2,G] = [S,G][N2,G] = [S,G]N3. Temos, então, [S,G] = N2, donde, como
N2 é maximal, S = N.
Note que se a ação de G sobre N é uniserial, então é trivial que N = N1 > N2 > · · · >
Nn+1 = 1 e [Ni : Ni+1] = p, para i = 1, · · · ,n. Supondo, agora, que N = N1 > N2 > · · · >
Nn+1 = 1 e [Ni : Ni+1] = p, temos que os subgrupos Ni são todos os subgrupos G-invariantes
de N, donde temos que G age uniserialmente em N.
Corolário 3.1.3. Se G age uniserialmente em N, então os subgrupos Ni, com i ≥ 1, são
normais em N.
Demonstração. Para demonstrar este resultado, aplicaremos indução sobre o número de
subgrupos Ni não triviais, denotaremos este número por n. Obviamente, se n = 1, temos que
N1 = N é normal em N. Suponha agora n ≥ 2 e que o resultado é válido para n−1. Note
que Z(N) é um subgrupo G-invariante, desta forma, como Nn tem ordem p, temos, pelo
lema anterior, Nn ≤ Z(N). Aplicando, portanto, a hipótese de indução sobre N⧸Nn, temos o
resultado desejado.
Corolário 3.1.4. Suponha Nd+1 ⊴ N, com G agindo uniserialmente sobre N⧸Nd+1, e seja
H ⊴ N um subgrupo G-invariante de índice pi em N, com i ≤ d. Então H = Ni+1.
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Demonstração. Note que G age sobre N⧸H, que é um grupo de ordem p
i. Desta forma,
[N⧸H, i G] = 1, donde Nd+1 ≤ Ni+1 ≤ H. Desta forma, aplicando o Lema 3.1.2 sobre
N⧸Nd+1, temos H = N j, para algum j, donde, como [
N⧸Nd+1 :
H⧸Nd+1] = p
i, temos H =
Ni+1.
Na seção 3 do capítulo 1 vimos que os centralizadores de 2-passos (Definição 1.3.7) tem
um papel fundamental na teoria de p-grupos de classe maximal. Neste capítulo nos será útil
estender este conceito num contexto mais geral de ação de grupos.
Definição 3.1.5. Suponha que G aja uniserialmente sobre N e sejam m e i inteiros positivos
tais que 1 ≤ m ≤ n− i+ 1. Definimos o m-ésimo centralizador de i-passos em G como o
centralizador em G de Nm⧸Nm+i.
Lema 3.1.6. Suponha que G aja uniserialmente em N, seja H ≤ G um subgrupo contido em
todo centralizador de i-passo em G e seja K ≤ G um subgrupo contido em todo centralizador
j-passos em G. Então:
(i) [H,K] está contido em todo centralizador de (i+ j)-passos em G.
(ii) γk(H) está contido em todo centralizador de (ki)-passos em G.
(iii) [Ni1,Ni2]≤ Ni1+i2 , para todo i1, i2 ≥ 1.
Demonstração.
(i) Suponha m ≥ 1 um inteiro qualquer. Pelo Corolário 3.1.3, temos que Nm+i+ j é normal
em N, donde Nm+i+ j é normal em N ⋊G. Logo, pelo Lema dos Três Subgrupos
(Teorema 1.1.3), temos:
[Nm, [H,K]]≤ [Nm,K,H][Nm,H,K]≤ [Nm+ j,H][Nm+i,K]≤ [Nm+ j+i].
(ii) Este resultado segue de uma indução simples utilizando o item (i) deste lema.
(iii) Note que N⋊G age uniserialmente sobre N e que Ni2 ≤ γi2(N⋊G), desta forma, temos
[Ni1,Ni2]≤ [[Ni1, i2 N ⋊G] = Ni1+i2 .
Definição 3.1.7. Suponha que G aja uniserialmente sobre N. Dado A um subgrupo ou
um elemento de G, dizemos que A centraliza exatamente k-passos se A está em todos os
centralizadores de k-passos e em nenhum centralizador de (k+1)-passos.
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A seguir definimos a coclasse de um p-grupo, este é o tema principal deste capítulo e
será mais abordado na última seção.
Definição 3.1.8. Dado G um grupo de ordem pn e classe de nilpotência c = n− r, a coclasse
de G é r.
Lema 3.1.9.
(i) Se N ⊴ G, então a coclasse de G⧸N é menor ou igual à de G.
(ii) Se N ⊴ G e a coclasse de G⧸N é igual à de G, então N = γi(G), para algum i ≥ 2, e G
age uniserialmente sobre N.
Demonstração. Sejam pn a ordem G, r a coclasse de G, pm a ordem de G⧸N e s a coclasse de
G⧸N. Note que γn−r(G) ̸= 1. Perceba, também, que γm−s+1(G)≤ N, donde γn−s(G)≤ Nn−m.
(i) Suponha, por absurdo, s > r. Temos, então, γn−(r+1)(G) ≤ γn−s(G) ≤ Nn−m, donde
γn−r(G)≤ Nn−m+1 = 1, o que é uma contradição.
(ii) Pelo item anterior, temos γn−r(G)≤ Nn−m, donde Nn−m ̸= 1 . Portanto, como |N|=
|G|/|G⧸N| = p
n−m, temos que N = N1 > N2 > · · · > Nn+1 = 1 é uma cadeia tal que
[Ni : Ni+1] = p, com i = 1, · · · ,n. Logo, pelo Lema 3.1.2, G age uniserialmente sobre
N. Além disso, sabemos que γn−r(G) ̸= 1, donde |γm−r+1|(G)≥ pn−m = |N|. Logo,
como γm−r+1(G)≤ N, temos N = γm−s+1(G).
A seguir definimos o que é um quociente uniserial e nos próximos dois lemas mostramos
algumas condições suficientes para que isso aconteça.
Definição 3.1.10. Dados A,B ⊴ G, com B ≤ A, dizemos que A⧸B é uma seção uniserial de
G se a ação de G sobre A⧸B induzida pela conjugação é uniserial.
Lema 3.1.11. Sejam G um p-grupo de coclasse r e K0 ≥ K1 ≥ ·· · ≥ Kr+t uma série normal
de G. Então pelo menos t seções desta série são uniseriais.
Demonstração. Seja ui a coclasse de G⧸Ki, com i = 0,1, · · · ,r+ t. Note que, se ui = ui+1,




. Mas, pelo item (i) do Lema 3.1.9, temos 1 ≤ u0 ≤ u1 ≤ ·· · ≤ ur+t ≤ r,
donde ui = ui+1 para pelo menos t valores de i.
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Lema 3.1.12. Sejam G um grupo finito e A ≥C > B ≥ D uma cadeia de subgrupos normais
de G tal que A⧸B e C⧸D são uniseriais. Então A⧸D é uniserial.
Demonstração. Para provar este lema, aplicaremos indução sobre [B : D]. Se [B : D] = 1,
então B = D, donde A⧸D é uniserial. Suponha, agora B > D e que o resultado é válido para
subgrupos normais A1 ≥C1 > B1 ≥ D1 com [B1 : D1]< [B : D].
Caso [B : D] ≥ p2, então existe N ⊴ G tal que A ≥ C > B > N > D. Pela hipótese de
indução, A⧸N é uniserial. Temos, então, A ≥C > N > D com A⧸N e C⧸D uniseriais, logo,
novamente pela hipótese de indução, temos que A⧸D é uniserial.
Caso [B : D] = p, suponha, por absurdo, que exista M⧸D ≤ A⧸D tal que [M⧸D,G] = 1 e
M⧸D ̸=B⧸D. Assuma que M⧸D é o minimal. Então, A≤MB≤B e MB⧸B∼=
(MB⧸D)⧸(B⧸D)
∼=
M. Desta forma, MB⧸B é um subgrupo G-invariante de A⧸B, donde, como A⧸B é uniserial,
temos MB ≤C e, portanto, M ≤C. Logo, como C⧸D temos, pelo Lema 3.1.2, M = B, o que
é uma contradição. Por fim, então, novamente pelo Lema 3.1.2, temos que A⧸D é uniserial.
Como o quociente N⧸
Φ(N) é abeliano elementar, veremos que nos será útil ter alguns
resultados a respeito de ações uniseriais sobre p-grupos abelianos elementares.
Teorema 3.1.13. Se G é um p-grupo finito agindo uniserialmente sobre um p-grupo abeliano
elementar A, então Πi(G) centraliza exatamente pi-passos.
Demonstração. Para demonstrarmos este resultado, utilizaremos indução sobre i. Para i = 0
o resultado é trivial. Assuma, agora, i ≥ 1 e que o resultado vale para i− 1. Tome j ≥ 0
qualquer. Dado y ∈ Πi−1(G), então [A j,yp] = [A j, p y], pois A é abeliano elementar, donde
[A j,yp]≤ [A j, p Πi−1(G)]≤ A j+pi−1 p = A j+pi. Portanto, [A j,Πi(G)]≤ A j+pi .
Para mostrarmos que Πi(G) não está contido em nenhum centralizador de (pi + 1)-
passos, assumimos A j+pi ̸= 1 e definimos Ck como o ( j+ kpi−1 + 1)-ésimo centralizador
de (pi−1 +1)-passos em G, com k = 0,1, · · · , p−1. Então, pela hipótese de indução, Ck <
Πi−1(G). Note que um p-grupo qualquer não pode ser igual à união de p subgrupos próprios,
pois cada um deles terá índice no mínimo p e eles possuem interseção não vazia. Portanto,
existe y ∈ Πi−1(G) tal que y /∈C0 ∪C1 ∪·· ·∪Cp−1.
Tome a∈A j\A j−1, então, pela hipótese de indução, temos [a, p y] = [a,yp]∈A j+pi\A j+pi+1.
Logo, [A j,Πi(G)]≤A j+pi contém [a,yp] e, como [A j,Πi(G)] é G-invariante com [A j,Πi(G)]≰
A j+pi+1, temos [A j,Πi(G)] = A j+pi . Como o inteiro j escolhido foi qualquer, temos o resul-
tado desejado.
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Corolário 3.1.14. Seja G um p-grupo finito com Πi(G) = ⟨1⟩ e seja A um p-grupo abeliano
elementar. Se G age uniserialmente sobre A⧸Api+1, então Api+1 = 1.
Demonstração. Suponha Api+1 ̸= 1 e tome B ≤ Api+1, com [Api+1 : B] = p e B ≥ Api+2.
Então G age uniserialmente sobre A⧸B e, pelo Teorema 3.1.13, [A⧸B,Πi(G)] = (A⧸B)pi+1.
Mas (A⧸B)pi+1 = Api+1⧸B, que não é trivial, o que é um absurdo, pois Πi(G) = 1. Portanto,
Api+1 = 1.
O Teorema 3.1.16 nos dá uma generalização do Teorema 3.1.13. Nele, o número fd(i),
definido a seguir, desempenhará o papel que pi desempenhou no Teorema 3.1.13.
Definição 3.1.15. Dados dois inteiros i ≥ 0 e d ≥ 1, definimos o inteiro fd(i) da seguinte
forma:
fd(0) = 1 e fd(i+1) = min(p fd(i), fd(i)+d), para todo i ≥ 0.
Claramente fd(i)≥ pi, para todo i ≥ 0, e é fácil mostrar por indução que se j é o menor
inteiro tal que d < p j+1 − p j, então fd(i) é igual a:
pi, se 0 ≤ i ≤ jp j +(i− j)d, se i ≥ j
Teorema 3.1.16. Suponha que G age uniserialmente sobre N. Seja d(N) = d. Suponha
que [N j,N] ≤ N pj e que N
p
j = N j+d , para todo j ≥ 1. Então Πi(G) está contido em todo
centralizador de fd(i)-passos.
Além disso, se d ̸= (p−1)× (uma potência de p), então Πi(G) centraliza exatamente
fd(i)-passos.
Demonstração. Tome x ∈ N j e y ∈ G tal que y está em todo centralizador de k-passos.
Então, pelo Corolário 1.1.2 e utilizando as hipóteses sobre N, temos [x,yp]≡ [x,y]p[x, p y]
mod N j+2k+d . Em particular, temos [x,yp] ∈ N j+m, com m = min(k+d, pk), (pois [x,y]p ∈
N j+k+d , [x, p y] ∈ N j+pk e N j+2k+d ≤ N j+k+d). Para mostrarmos que [N j,Πi(G)]≤ N j+ fd(i),
com i, j ≥ 0, utilizaremos indução sobre i. O caso em que i= 0 é trivial. Suponha, agora, i≥ 1
e que o resultado vale para i−1. Pelo que mostramos acima, temos [N j,(Πi−1(G))p]≤ N j+m,
com m = min( fd(i− 1)+ d, p fd(i− 1)), donde [N j,Πi(G)] ≤ N j+ fd(i), para todo i, j ≥ 0.
Desta forma, a primeira parte do teorema está demonstrada.
Agora, suponha d ̸= (p−1)× (uma potência de p). Para mostrarmos que, nesse caso,
[N j,Πi(G)] = N j+ fd(i), utilizaremos, novamente, indução sobre i. Se i = 0, não há o que
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provar. Suponha, então, i ≥ 1 e que o resultado vale para i−1. Assumiremos N j+ fd(i) ̸= 1.
Seja Ck o ( j + k fd(i− 1)+ 1)-ésimo centralizador de ( fd(i− 1)+ 1)-passos em G, para
k = 0,1, · · · , p−1. Então Ck ∩Πi−1(G) é um subgrupo próprio de Πi−1(G), pela hipótese
de indução. Portanto, existe y ∈ Πi−1(G) tal que y /∈ C0 ∪C1 ∪ ·· · ∪Cp−1 (utilizamos um
argumento análogo na demonstração do Teorema 3.1.13).
Tome x ∈ N j\N j−1. Pela hipótese de indução, [x,y] ∈ N j+ fd(i−1)\N j+ fd(i−1)−1, donde
[x,y]p ∈ N j+ fd(i−1)+d\N j+ fd(i−1)+d−1 e [x, p y] ∈ N j+p fd(i−1)\N j+p fd(i−1)−1. Pela condição
imposta sobre d, temos p fd(i−1) ̸= fd(i−1)+d, donde [x,yp]∈N j+ fd(i)\N j+ fd(i)−1. Temos,
então, [N j,Πi(G)]≤ N j+ fd(i) e [x,y
p] ∈ N j+ fd(i), donde, uma vez que G age uniserialmente
sobre N e [N j,Πi(G)] é G invariante, temos, pelo Lema 3.1.2, [N j,Πi(G)] = N j+ fd(i).
Definimos E jk, com 1 ≤ j,k ≤ r, como a matriz r× r que possui todas as suas entradas
nulas, exceto a ( j,k)-ésima entrada, que é igual a 1. O seguinte resultado vale para matrizes
de entradas em qualquer anel comutativo e, nele, I denotará a matriz identidade. Note que,
como E2jk = 0 para j ̸= k, o lema a seguir pode ser facilmente verificado.
Lema 3.1.17. Dados dois inteiros j e k, com j ̸= k, temos (I +E jk)a = I +aE jk, para todo
inteiro a.
Suponha que V é um Fp espaço vetorial de dimensão d e seja {e1, · · · ,ed} uma base
de V . Identificaremos V como Fdp, a partir do mapeamento (a1e1 + a2e2 + · · ·+ aded) 7→
(a1,a2, · · · ,ad). Definimos V (i) = ⟨ei,ei+1, · · · ,ed⟩ e V (d +1) = ⟨0⟩, donde:
V =V (1)≥V (2)≥ ·· · ≥V (d +1) = ⟨0⟩.
Seja G = GLd(Fp). Então G possui uma ação sobre V induzida por (a1,a2, · · · ,ad) 7→
(a1,a2, · · · ,ad)A, isto é, induzida pelo produto dos vetores (a1,a2, · · · ,ad)∈V pelas matrizes
A ∈ G, pela esquerda. Definimos, dado 1 ≤ m ≤ d:
Um = {A ∈ G | eiA− ei ∈V (i+m)∀i = 1, · · · ,d}.
Note que os conjuntos Um são subgrupos de G tais que:
Ud(Fp) =U1 ≥U2 ≥ ·· · ≥Ud = {I}.
Considere Um = {I}, para m > d.
O seguinte resultado pode, também, ser facilmente demonstrado:
Lema 3.1.18. Se 1 ≤ i, j,k ≤ d, então [ei, I +∑
jk
a jkE jk] = ∑
k
aikek.
54 Coclasse de p-grupos
Proposição 3.1.19. Ur(Fp) age uniserialmente sobre V (i), para i = 1, · · · ,d. Além disso,
o subgrupo Um é a interseção de todos os centralizadores de m-passos em Ur(Fp), para
m = 1, · · · ,d.
Demonstração. Do Lema 3.1.18, temos [e1, I + E12, I + E23, · · · , I + E(i−1)i] = ei, donde
temos V (i)≤ [V, i Ur(Fp)]. Logo, uma vez que [V : V (i)] = pi, temos V (i) = [V, i Ur(Fp)]
e, portanto, pelo Lema 3.1.2, temos que Ur(Fp) age uniserialmente sobre V (i), para i =
1, · · · ,d. Desta forma, note que, pela sua definição, o subgrupo Um é a interseção de todos os
centralizadores de m-passos em Ur(Fp), para m = 1, · · · ,d.
A seguinte proposição é também verdadeira para a igualdade, porém nós só estamos
interessados nas seguintes informações:
Proposição 3.1.20.
(i) [Um,Un]≤Um+n, para todo m,n ≥ 1.
(ii) Πi(Um)≤Upim, para todo m ≥ 1.
Demonstração.
(i) Como Ui é a interseção de todos os centralizadores de i-passos, então, pelo Lema 3.1.6,
[Um,Un] está contido em todo centralizador de (m+n)-passos. Portanto, [Um,Un]≤
Um+n.
(ii) Pelo item (i) deste lema, temos γp(Um)≤Upm, donde a classe de nilpotência de Um⧸Upm
é menor ou igual a p e, portanto, Um⧸Upm é regular. Note, porém, que, pelo Lema
3.1.17, Um⧸Upm é gerado por elementos de ordem p, donde
Um⧸Upm tem exponente p.
Portanto, U pm ≤Upm, donde Πi(Um)≤Upim.
No lema seguinte, conseguimos relacionar a teoria vista até então neste capítulo com o
subgrupo V (G,d), definido em 2.2.2.
Lema 3.1.21. Os subgrupos γd(G) e Πi(G), com pi ≥ d, estão contidos em V (G,d). Conse-
quentemente, se p é ímpar e d(γk(G))≤ k, então γk(G) é powerful.
Demonstração. Pelo Lema 3.1.20, γd(Ud(Fp)) ≤ Ud = 1 e Πi(Ud(Fp)) ≤ Upi = 1. Desta
forma, como, dado um homomorfismo θ : G →U qualquer, temos θ(γd(G))≤ γd(Ud(Fp)) e
Πi(G)≤ Πi(Ud(Fp)), concluímos que γd(G),Πi(G)≤V (G,d). A segunda parte deste lema
é um consequência direta da Proposição 2.2.4.
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3.2 Subgrupos fortemente hereditariamente powerful
Trabalhar com os subgrupos fortemente hereditariamente powerful nos será muito útil, uma
vez que podemos aplicar os resultados do capítulo 2 aos subgrupos normais contidos neles.
Iniciamos esta seção definindo este tipo de subgrupo.
Definição 3.2.1. Dado G um p-grupo finito e N um subgrupo normal de G, dizemos que N é
fortemente hereditariamente powerful em G, se todo subgrupo normal de G contido em N é
powerfully embedded em N.
Denotamos N shp G, se N é fortemente hereditariamente powerful em G. No decorrer
desta seção, consideraremos G um p-grupo finito e N um subgrupo de G tal que N shp G.
Note que, se H é um subgrupo normal em G tal que H ≤ N, então:
(i) H shp G e H é um grupo powerful.
(ii) Se p é ímpar, então [H, i N]≤ H p
i
, para todo i ≥ 0. Se p = 2, então [H, i N]≤ H4
i
.
(iii) N é powerful, donde d(H)≤ d(N).
(iv) Se p é ímpar e d(V (G,d)) ≤ d, então V (G,d) shp G. Se p = 2 e d(V (G,d)2) ≤ d,
então V (G,d)2 shp G.
Definição 3.2.2. Seja G um p-grupo. Os subgrupos Xi = Xi(G) e Yi = Yi(G) são definidos
por:
Xi(G) = Πi(G)γpi(G) e Yi(G) = Φ(Xi)γ2pi(G),
para todo i ≥ 0.
O lema a seguir nos dá algumas propriedades a respeito dos subgrupos definidos acima.
Lema 3.2.3.
(i) Xi ≥ Yi ≥ Xi+1 e Xi⧸Yi é abeliano elementar, para todo i ≥ 0. Além disso, Xi = Yi se, e
somente se, Xi = 1.
(ii) Se G é um p-grupo finito agindo uniserialmente sobre um p-grupo abeliano elementar
A, então Xi centraliza exatamente pi-passos em G e Yi está contido em todo centraliza-
dor de (2pi)-passos em G (e, portanto, em todo centralizados de (pi +1)-passos em
G), para todo i ≥ 0.
(iii) Xi ≤V (G, pi), para todo i ≥ 0.
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Demonstração.
(i) Este resultado é trivial.
(ii) Pelo Lema 3.1.6 e pelo Teorema 3.1.13, temos que Xi centraliza exatamente pi-passos.
Note que, dados a ∈ A e x ∈ X , temos [a,xp] = [a, p x], donde, pelo Lema 3.1.6,
temos que Yi(G) = Φ(Xi)γ2pi(G) = X
p
i γ2(X1)γ2pi(G) está em todo centralizador de
(2pi)-passos em G.
(iii) Este é um resultado direto do Lema 3.1.21.
Com o próximo já conseguimos uma condição suficiente para que, dado H um subgrupo
normal em G, tenhamos H shp G.
Lema 3.2.4.
(i) Para p ímpar e i ≥ 0 qualquer, se H ⊴ G, H ≤ Xi e d(H)≤ pi, então H shp G.
(ii) Para p = 2 e i ≥ 0 qualquer, se H ⊴ G, H ≤ X2i e d(H)≤ 2i, então H shp G.
Demonstração. Em ambos os casos, uma vez que Xi ≤ V (G, pi), temos, pela Proposição
2.2.4, que H é powerful. Desta forma, dado K ≤ H normal em G, temos d(K)≤ d(H)≤ pi,
donde, novamente pela Proposição 2.2.4, temos K p.e. H. Logo, H shp G.
Lema 3.2.5. Se G age uniserialmente sobre Xi⧸Yi e i ≥ 0, então d(Xi)≤ p
i e X pi = Yi. Além
disso, se p é ímpar, temos Xi shp G.
Demonstração. Sejam A = Xi⧸
Φ(Xi) e H =
G⧸Xi. Sabemos que A é abeliano elementar e








Note, porém, que Πi(H) = 1 e que H age uniserialmente sobre A⧸Api+1
∼= Xi⧸Yi, donde,
pelo Corolário 3.1.14, Api+1 é trivial. Temos, portanto, que A possui dimensão no máximo
pi, donde d(Xi)≤ pi e Yi = Φ(Xi). Se p é ímpar, então, pelo Lema 3.2.4, Xi shp G, logo, Xi
é powerful e, então, Φ(Xi) = X
p
i . Se p = 2, então
X⧸X2 é abeliano, donde γ2(Xi) ≤ X
2
i e,
portanto, X2i = Φ(Xi).
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Os próximos resultados são sobre ações uniseriais sobre seções de subgrupo hereditaria-
mente powerful. Lembre-se que, nesta seção, estamos assumindo N shp G.
Lema 3.2.6. Suponha G age uniserialmente sobre N/N p e que N p
i
̸= 1, com i ≥ 0. Então G





Demonstração. Uma vez que G é powerful, temos, pelo Lema 2.1.8, que o mapeamento








. Desta forma, por indução,
temos o resultado desejado.
Lema 3.2.7. Seja H um subgrupo normal de G.
(i) Se x ∈ N e y ∈ H, então [xp,y]≡ [x,y]p mod [N,H]p
2
.






(i) Seja K = ⟨[x,y],x⟩. Então, [xp,y]≡ [x,y]p mod (γ2(K))pγp(K), pela segunda versão
dada da Fórmula de Compilação de Hall (Teorema 1.2.10). Basta, portanto, mostrar que
(γ2(K))pγp(K)≤ [N,H]p
2
. Note que γp(G)≤ [N,H, p−1 N] e (γ2(K))p ≤ [N,H,N]p.
Além disso, como [N,H]⊴ N e N shp G, temos que [N,H], [N,H, ,N] e [N,H]p são
powerfully embedded em N.
Se p = 2, temos (γ2(K))2γ2(K)≤ γ2(K)≤ [N,H,N]≤ [N,H]4, como desejávamos. Se
p é ímpar, temos (γ2(K))pγp(K) ≤ [N,H,N]p[N,H,N,N] ≤ [N,H,N]p ≤ ([N,H]p)p,
donde, como [N,H] é powerful, temos (γ2(K))pγp(K)≤ [N,H]p
2
.
(ii) Para demonstrarmos este resultado, aplicaremos indução sobre k. Se k = 0, não
há o que provar. Suponha, agora, k ≥ 1 e que o resultado é válido para k− 1. Seja
M =N p
k−1
. Como M ⊴G, temos M shp G. Logo, pelo primeiro item deste lema, temos
[Mp,H] ≤ [M,H]p e [M,H]p ≤ [Mp,H][M,H]p
2
, donde [M,H]p = [Mp,H][M,H]p
2
.
Temos, porém, uma vez que [M,H]p é powerful, que [M,H]p
2
= Φ([M,H]p), desta
forma, temos [Mp,H] = [M,H]p. Portanto, como M e [M,H] são powerful, temos, pela
hipótese de indução, o resultado desejado.
Proposição 3.2.8.
(i) Se G age uniserialmente sobre N⧸Nd+1, onde d = d(N), então G também age uniseri-
almente sobre N.
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(ii) Se G age uniserialmente sobre N, então N pj = N j+d , onde d = d(N), para todo j ≥ 1.
Demonstração. Note que, como N shp G, N j é powerful e N j shp G, para todo j ≥ 1.
Provaremos por indução sobre j que |N j+d⧸N j+d +1| ≤ p e que N
p
j = N j+d . Claramente,
|Nd⧸Nd+1| = p e, como N
p = Φ(N), [N,N p] = pd . Portanto, pelo Corolário 3.1.4, temos
N p = Nd+1. Logo, temos a nossa base de indução.
Suponha, agora, j ≥ 1, com N j+d−1 não trivial, e que os resultados são válidos para j−1.
Pelo Lema 3.2.7 e pela hipótese de indução, temos N pj = [N
p
j−1,G] = [N j−1+d,G] = N j+d.
Portanto, como N é powerful, temos:
[N j : N j+d] = [N j : N
p
j ] = [N j : Φ(N j)] = p
d(N j) ≤ pd.
Logo, pela hipótese de indução, [N j+d−1 : N j+d]≤ p. Pelo Lema 3.1.2, temos, então, que G
age uniserialmente sobre N.
Corolário 3.2.9. Se G age uniserialmente sobre N e H é um subgrupo normal de G tal que
H ≤ N e |H| ≥ pd , onde d = d(N), então d(H) = d.
Demonstração. Como H ⊴ G e G age uniserialmente sobre N, temos H = N j, para algum
j ≥ 1 tal que N j+d−1 ̸= 1 (pois |H| ≥ pd). Mas, então, pela Proposição 3.2.8, temos H p =
N j+d , donde [H,H p] = [H : Φ(H)] = pd . Portanto, d(H) = d.
No corolário a seguir, utilizamos a função fd(i), definida em 3.1.15.
Corolário 3.2.10. Se d(N) ̸= (p−1)× (uma potência de p) e G age uniserialmente sobre
N, então Xi centraliza exatamente fd(i)-passos.
Demonstração. Pela Proposição 3.2.8, temos N pj = N j+d , para todo j ≥ 1. Desta forma,
como N shp G, temos [N j,N]≤ N pj , para todo j ≥ 1. Portanto, pelo Teorema 3.1.16, Πi(G)
centraliza exatamente fd(i)-passos, para todo i ≥ 0. Além disso, pelo Lema 3.1.6, temos
[N j,γpi(G)]≤ N j+pi ≤ N j+ fd(i), para todo j ≥ 1 e i ≥ 0. Logo, Xi = Πi(G)γpi(G) centraliza
exatamente fd(i)-passos.
Proposição 3.2.11. Se G age uniserialmente sobre N⧸
[N p,G]N p
2 , então G age uniserialmente
sobre N.
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Demonstração. Sejam H = [N p,G]N p
2
e d = d(N). Provaremos, por indução sobre j, que
N j ≥N p, para 1≤ j ≤ d+1. Se j = 1, o resultado é trivial. Suponha agora 1< j ≤ d+1 e que
N j−1 ≥ N p. Temos, então, N j = [N j−1,G]≥ [N p,G]. Além disso, como N p ≥ H e [N,N p] =
pd (lembre-se que N shp G), temos N p = Nd+1H (uma vez que G age uniserialmente sobre
N⧸H). Temos, então, N jNp = N jH = N jNp2 , donde, como N
p2 = Φ(N p), temos N p ≤ N j,
como desejávamos.
Portanto, Nd+1 ≥ Np ≥ [N p,G]N p
2
, donde, G age uniserialmente sobre N⧸Nd+1. Logo,
pela Proposição 3.2.8, G age uniserialmente sobre N.
Corolário 3.2.12. Suponha que G aja uniserialmente sobre N⧸N p e seja H =N
p j , para algum




2 mas não age uniserailmente
sobre H, então H é cíclico e G centraliza H
pk
⧸H p
k+2 , para todo k ≥ 0.
Demonstração. Seja B = H p, C = [H,G]H p e D = [H p,G]H p
2
. Temos, então, H ≥C ≥ B ≥
D, por hipótese G age uniserialmente sobre C⧸D e, como N é powerful, G age uniserialmente
sobre A⧸B (pelo Lema 3.2.6). Portanto, pelo Lema 3.1.12, temos que se C > B, então
G age uniserialmente sobre H⧸D. Note, porém, que, pela Proposição 3.2.11, se G age
uniserialmente sobre H⧸D, então G age uniserialmente sobre H. Desta forma, temos C = B,
ou seja, H p = [H,G]H p.
Temos, então, H p.e. G, donde G centraliza H⧸H p. Como G age uniserialmente sobre
H⧸H p, temos, então, [H : H
p], donde H é cíclico. Como H p.e. G, temos H p p.e. G, donde
[H p,G] ≤ H p
2
e D = H p
2
. Como H é cíclico, temos [H : hp
2
] = p2, donde, uma vez que
G não age uniserialmente sobre H⧸D, G centraliza H⧸H p
2 . Portanto, [H,G]≤ H p
2
e, pelo






, para todo k ≥ 0.
3.3 Teorema sobre coclasse de p-grupos
O objetivo desta seção é provar os Teoremas 3.3.9 e 3.3.10, que nos dirão, entre outras coisas,
que, dado um p-grupo G de coclasse r e classe de nilpotência grande o suficiente, existe um
número m(p,r) tal que G age uniserialmente sobre γm(G) e que d(γm(G)) possui uma forma
determinada e é limitado por uma função de p e r. Iniciamos esta seção com dois resultados
muito importantes sobre os subgrupos Xi e Yi.
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Lema 3.3.1. Para p ímpar, se G⧸Yr tem coclasse no máximo r, então existe um i, depen-
dendo de G, com 0 ≤ i ≤ r, tal que Xi shp G, d(Xi) ≤ pi, X pi = Yi e Xi⧸Yi é uniserial, mas
X0⧸X1, · · · ,
Xi−1⧸Xi não são.
Além disso, Xr shp G e d(Xr)≤ pr.
Demonstração. Considere a série normal G = X0 ≥ X1 ≥ ·· · ≥ Xr ≥ Yr. Como G⧸Yr tem
coclasse no máximo r e a série tem r+ 1 subgrupos, temos, pelo Lema 3.1.11, que pelo
menos uma das seções é uniserial. Seja i o menor inteiro tal que Xi⧸Xi+1 é uniserial. Temos,
então, que Xi⧸Yi é uniserial, donde, pelo Lema 3.2.5, d(Xi)≤ p
i, X pi = Yi e Xi shp G. Além
disso, como Xi é powerful, temos d(Xr)≤ pi ≤ pr, donde, pelo Lema 3.2.4, temos Xr shp G.
Lema 3.3.2. Seja G um 2-grupo finito. Se G⧸Yr+2 tem coclasse no máximo r, então existe n,
com 0 ≤ n ≤ r+2, tal que Xn shp G, X2n =Yn, d(Xn)≤ 2n−1 e Xn⧸Yn é uniserial, assim como
no máximo duas das seções X0⧸X1, · · · ,
Xn−1⧸Xn.
Além disso, Xr+2 shp G e d(Xr+2)≤ 2r+1.
Demonstração. Considere a série normal = X0 ≥ X1 ≥ ·· · ≥ Xr+2 ≥ Yr+2. Como G⧸Yr+2
tem coclasse no máximo r, temos que pelo menos três seções da série são unisseriais (pelo
Lema 3.1.11). Sejam i, j e k os menores inteiros tais que 0 ≤ i < j < k ≤ r+2 e Xi⧸Xi+1,
X j⧸X j+1 e
Xk⧸Xk+1 são unisseriais. Então, pelo Lema 3.2.5, Yl = X
2
l e d(Xl⧸Yl) = d(Xl)≤ 2
l ,
para l = i, j,k.
Suponha d(Xn)≤ 2i, com n igual j ou k, como Xn ≤ Xi+1 ≤ Yi = X2i , temos, pelo Lema
3.2.4, Xn shp G e o resultado está provado. Suponha, agora, d(Xk)≤ pi. É, então, suficiente
provar que d(X j) ≤ 2i. Seja U = X j⧸Y j e V =
Xk⧸Yk, então U e V são 2-grupos abelianos
elementares com G agindo uniserialmente sobre os mesmos.
Então, usando o Teorema 3.1.13, temos que Πi(G) centraliza exatamente 2i-passos para
U e para V . Além disso, pelos Lemas 3.1.6 e 3.2.3, [Πi(G),G] e Yi estão em todos os centra-
lizadores de (2i +1)-passos para U e para V . Note que G centraliza Πi(G)Yi⧸[Πi(G),G]Yi,
desta forma, como G age uniserialmente sobre Xi⧸Yi, temos [Πi(G)Yi : Πi(G),G]Yi] ≤ 2.
Logo, Πi(G)Yi = ⟨g⟩[Πi(G),G]Yi, para algum g ∈ Πi(G). Portanto, g centraliza exatamente
2i-passos para U e para V .
Temos, porém, que [v,g j−i] = [v, 2 j−i g], para todo v ∈ V , e que d(V ) = d(Xk) > 2 j,
donde V2 j+1 ̸= 1. Logo, existe v ∈ V tal que [v,g2
j−i
] /∈ V2 j+2. Como [X j,G]Yj está em
todo centralizador de (2i + 1)-passos, temos g /∈ [X j,G]Yj, mas g ∈ Π− j(G) ≤ X j. Note
que X j⧸[X j,G]Yj também é centralizado por G, donde, como G age uniserialmente sobre
X j⧸Yj, temos [X j : [X j,G]Yj]≤ 2. Se X j = 1, obviamente d(X j)≤ 2
i. Caso contrário, temos
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[X j : [X j,G]Yj] = 2, donde X j = ⟨g2
j−i
⟩[X j,G]Yj. Seja x = g2
j−i
Yj, que é um elemento de U .
Então U = ⟨x⟩U2 e g centraliza x, o que implica [u,x] ∈U2i+2, para todo u ∈U .
Porém, g não está em nenhum centralizador de (2i + 1)-passos de U , donde U2i+1 =
U2i+2 = 1. Desta forma, d(X j) = d(U)≤ 2i, como desejávamos.
Com os últimos dois lemas, conseguimos como resultado imediato o próximo corolário,
que é um dos objetivos desta seção.
Corolário 3.3.3. Dado um p-grupo G de coclasse r, o subgrupo γi(G) é powerful para todo
i ≥ r, se p é ímpar, e todo i ≥ r+2, se p = 2.




Teorema 3.3.4. Sejam G um p-grupo finito e n1 = 2pr, se p é ímpar, e n1 = 2r+3, se p = 2.
Se G⧸
γn1(G)
tem coclasse r, então G tem coclasse r.
Demonstração. Usaremos indução sobre r para mostrar que se G⧸
γn1(G)
tem coclasse no
máximo r, então a coclasse de G é igual à de G⧸
γn1(G)
. Caso r = 1, G⧸
γn1(G)
é de classe
maximal, donde, pela Proposição 1.3.22, temos que G é, também, de classe maximal.
Suponha, agora, r > 1, que o resultado é válido para valores menores que r e que G⧸
γn1(G)
tem coclasse no máximo r.
Seja N = γn1/2(G) e d = d(N). Pela Proposição 3.2.8, se N shp G e G age uniserialmente
sobre N⧸Nd+1, então G age uniserialmente sobre N, donde G age uniserialmente sobre
γn1(G) e temos o resultado desejado. Se
G⧸
γn1/p(G)
possui coclasse menor que r, então,
pela hipótese indução, temos que G possui coclasse igual à de G⧸
γn1/p(G)
, donde G age
uniserialmente sobre γn1/p(G) e, portanto, sobre N. Desta forma, neste caso, não há mais o
que provar.
Suponha, agora, que G⧸
γn1/p(G)









Se p é ímpar, então G⧸Yr possui coclasse no máximo r, uma vez que Yr ≥ γ2pr(G) =Npr+1
e, portanto, pelo Lema 3.3.1, Xr shp G e d(Xr)≤ pr. Como N ≤ Xr, temos N shp G e d ≤ pr,
donde G age uniserialmente sobre N⧸Nd+1. Logo, nesse caso, temos o resultado desejado.
Se p = 2, analogamente, temos que G age uniserialmente sobre N⧸N2r+2+1. Desta forma,
temos que G⧸Yr+2 tem coclasse no máximo r, uma vez que Yr+2 ≥ γ2r+3(G) = N2r+2+1.
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Portanto, pelo Lema 3.3.2, Xr+2 shp G e d(Xr+2)≤ 2r+1. Como N ≤ Xr+2, temos N shp G e
d ≤ 2r+1, donde G age uniserialmente sobre N⧸Nd+1. Logo, também para este caso, temos o
resultado desejado.
Este teorema, porém, não é o melhor possível. A Proposição 1.3.22 nos mostra que, se
r = 1, então p+1 é uma cota melhor que a fornecida no resultado acima. A partir do teorema
anterior, conseguimos também obter os números n2 e n3, que serão muito importantes nesta
seção.
Corolário 3.3.5. Seja G um p-grupo finito de coclasse r.
(i) Seja n2 = 2pr−1, se p é ímpar, e n2 = 2r+2, se p = 2, então G age uniserialmente sobre
γn2(G).
(ii) Seja n3 = pr, se p é ímpar, e n3 = 2r+2, se p = 2, e seja d = d(γn3(G)), então γi(G)
p =
γi+d(G), para todo i ≥ n3.
Demonstração.
(i) Se G não age uniserialmente sobre γn2(G), então
G⧸
γn2(G)
tem coclasse menor que r,
donde, pelo Teorema 3.3.4, G também tem, o que é um absurdo.
(ii) Do item (i) deste corolário, temos que G age uniserialmente sobre γn3(G) (pois n2 ≤ n3).
Logo, pelos Lemas 3.3.1 e 3.3.2, temos γn3(G) shp G, donde, pela Proposição 3.2.8,
temos o resultado desejado.
Nos próximos dois resultados, voltamos a trabalhar com os subgrupos Xi e Yi. Dado um
p-grupo G de coclasse r, nosso intuito é utilizar o Corolário 3.2.10 para conseguirmos a
forma do valor d(Xr), se p é ímpar, e do valor d(Xr+2), se p = 2, além de uma cota para os
mesmos.
Teorema 3.3.6. Seja G um p-grupo finito de coclasse r e classe de nilpotência c.
(i) Se p é ímpar e c > 2pr +q, então G age uniserialmente sobre Xr.
(ii) Se p = 2 e c > 2r+2 +1, então G age uniserialmente sobre Xr+2.
Demonstração. Seja t = r, se p é ímpar, e t = r+2, se p = 2. Suponha, por absurdo, que a
ação de G sobre Xr não seja uniserial. Pelos Lemas 3.3.1 e 3.3.2, existe i, com 0 ≤ i ≤ t, tal
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que Xi shp G, X
p
i = Yi, d(Xi)≤ p
i (para p ímpar) ou d(Xi)≤ 2i+1 (para p = 2), e tal que G
age uniserialmente sobre Xi⧸Yi e sobre no máximo t − r seções de
X0⧸X1, · · · ,
Xi−1⧸Xi.
Note que 0 < i < t, pois, se i = 0, então d(X0) = d(G)≤ 1, donde c = 1; e se i = t, então a
série normal G= X0 ≥ X1 ≥ ·· · ≥ Xt ≥ 1 não possui t−r−1 seções uniseriais, contradizendo
o Lema 3.1.11. Seja N = Xi e considere a seguinte série normal de comprimento t +2:
G = X0 > X1 > · · ·> Xi−1 > [N,G]N p > [N p,G]N p
2





Como no máximo t − r das primeiras i seções são uniseriais, temos, pelo Lema 3.1.11, que










Temos, porém, que G age uniserialmente sobre Xi⧸Yi =
N⧸N p e, tomando H = N
p j ,
também sobre [H,G]H p/[H p,G]H p
2
. Portanto, pelo Corolário 3.2.12, G age uniserialmente




, para todo k≥ 0. Como Xi é powerful, temos
d(X p
k
i )≤ d(Xi)≤ p
i e Φ(X p
k
i ) = X
pk+1









i , para todo
k ≥ 0. Além disso, como j ≤ t − i, temos ( j+1)pi ≤ pt , donde γpi(G)≤ γ( j+1)pi(G)≤ X
p j
i
(pois Xi p.e. G).
Claramente Πi(G)≤ Πt−i(Xi)≤ Π j(Xi) = X p
j
i . Mas Xt = Πt(G)γpt (G)≤ X
p j
i = H, logo,
como assumimos que G não age uniserialmente sobre Xi, temos que G não age uniserialmente




, para todo k ≥ 0. Seja
a = t − i− j+1 e considere a seguinte série normal de comprimento t +2:
X0 > X1 > · · ·> Xi−1 > [N,G]N p > · · ·> [N p
j−1
,G]H > H p > H p
3
> · · ·> H p
2a+1
.
Pelas condições impostas sobre i e j, temos, pelo Lema 3.1.11, que existe k tal que 0 ≤ k ≤








, temos que este grupo









i = 1 e |X
p j




i = H é cíclico). Além disso, como d(Xi) ≤ p
i e Xi é powerful, temos [Xi : X
p j
i ] ≤ p
jpi ,
donde |γpi(G)| ≤ |Xi| = |N| ≤ p2(t−i− j)+2+ jp
i
. Mas γc+1(G) = 1, logo, c ≤ 2(t − i− j)+
2( j+ 1)pi − 1. Porém, como 0 < i < t e 0 ≤ j ≤ t − i, temos c ≤ 2pt−1 + 1, o que é uma
contradição. Temos, então, que G age uniserialmente sobre Xt .
Corolário 3.3.7. Seja G um p-grupo finito de coclasse r e classe de nilpotência c.
(i) Para p-ímpar, se c ≥ 2pr, então d(Xr) = (p−1)ps, para algum inteiro s < r
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(ii) Para p = 2, se c ≥ 2r+3, então d(Xr+2) = 2s, para algum inteiro s < r+2.
Demonstração. Seja t = r, se p é ímpar, e t = r+2, se p = 2. Sejam N = Xr e d = d(N), e
suponha que d não é da forma dada. Pelos Lemas 3.3.1 e 3.3.2 e pelo Teorema 3.3.6, G age
uniserialmente sobre N, N shp G e d ≤ pt . Pelo Corolário 3.2.10, temos [N j,N] = N j+ fd(t),
para todo J ≥ 1, onde fd(T )≤ pt . Como N⧸N2 é cíclico (pois G age uniserialmente sobre N),




Mas γpt (G)≤ N, donde c ≤ pt + pt −1, o que é uma contradição.
Por fim, conseguimos, agora, provar os teorema propostos como objetivos da seção.
Definição 3.3.8. Seja p um primo e r um inteiro, definimos o inteiro m(p,r) por m(p,r) =
(p−1)pr−1, se p é ímpar, e por m(2,r) = 2r+2.
Teorema 3.3.9. Seja G um 2-grupo finito de coclasse r e classe de nilpotência c e sejam
m = m(2,r) e d = d(γm(G)). Se c ≥ 2r+3, então temos:
(i) G age uniserialmente sobre γm(G).
(ii) γi(G)2 = γi+d(G), para todo i ≥ m.
(iii) d = 2s, com 0 ≤ s ≤ r+1.
Demonstração. Note que os itens (i) e (ii) deste teorema são resultados diretos do Corolário
3.3.5. Provemos o item (iii). Seja D = d(Xr+2). Pelo Corolário 3.3.7, temos D = 2s, com
s ≤ r+1. Desta forma, como G age uniserialmente sobre γm(G) (pelo item (i) deste teorema),
temos |γm(G)|= 2c+1−m > 22
r+2
> 2D. Pelo Lema 3.3.2, temos Xr+2 shp G e, pelo Teorema
3.3.6, temos que G age uniserialmente sobre Xr+2. Portanto, pelo Corolário 3.2.9 (aplicando
N = Xr+2), temos D = d, donde d = 2s, com 0 ≤ s ≤ r+1.
Se utilizarmos pr no papel do valor m, conseguimos, através de uma prova semelhante,
um resultado análogo ao acima para p ímpar. O teorema a seguir, porém, é melhor do que
este resultado.
Teorema 3.3.10. Seja G um p-grupo finito de coclasse r e classe de nilpotência c, sendo p
ímpar, e denotemos m = m(p,r) e d = d(γm(G)). Se c ≥ 2pr, então:
(i) G age uniserialmente sobre γm(G).
(ii) γi(G)p = γi+d(G), para todo i ≥ m.
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(iii) d = (p−1)ps, com 0 ≤ s ≤ r−1.
Demonstração. Pelo Corolário 3.3.5, temos que G age uniserialmente sobre γ2pr−1 , donde
G também age uniserialmente sobre γm(G). Está provado, portanto, o item (i). A seguir
provaremos simultaneamente os itens (ii) e (iii). Seja D = d(Xr) e di = d(γi(G)), para
todo i ≥ 1. Pelo Cololário 3.3.7, temos D = (p− 1)ps, com 0 ≤ s ≤ r− 1. Como G age




> pD. Pelo Lema 3.3.1, Xr shp
G e, pelo Teorema 3.3.6, G age uniserialmente sobre Xr. Desta forma, temos, pelo Corolário
3.2.9, que dpr = D.
Seja n o menor inteiro tal que n ≥ 2pr−1 e γn(G) shp G. Como Xr shp G, temos
γpr(G) shp G, donde n ≤ pr e, pelo Corolário 3.3.5, G age uniserialmente sobre γn(G).
Portanto, pela Proposição 3.2.8, se i ≥ n, então γ j(G)p = γ j+di(G), para todo j ≥ i, donde
γ j+di(G) = γ j+D(G), para todo j ≥ i. Desta forma, temos di = dpr = D, para todo i ≥ n
tal que γi+D(G) ̸= 1. Logo, se n ≤ m, temos (ii) e (iii), pois d = dm = D = (p−1)ps, com
0 ≤ s ≤ r−1, e γi(G)p = γi+d(G), para todo i ≥ m.
Suponha, agora, por absurdo, que m < n. Então G age uniserialmente sobre γn−1(G), e,
portanto, pelo Lema 3.1.2, os únicos subgrupos de γn−1(G) que são G-invariantes são os
subgrupos γi(G), com i ≥ n−1. Como γi(G)p = γi+D(G) ≥ γi+n−1(G) ≥ [γi(G),γn−1(G)],
para todo i ≥ n, temos γi(G) p.e. γn−1(G), para todo i ≥ n. Como γn−1(G) não é fortemente
hereditariamente powerful (pela definição de n), temos que γn−1(G) não é powerful. Po-
rém, como G age uniserialmente sobre γn−1(G), temos |γn−1+dn−1(G)|= |Φ(γn−1(G))|,
donde:
γn−1+dn−1(G) = Φ(γn−1(G))> γn−1(G)p ≥ γn(G)p = γn−D(G)≥ γ2n−1(G).
Portanto, dn−1 ≤ n−1, donde, pelo Lema 3.1.21, γn−1(G) é powerful, o que é uma contradi-
ção. Logo, m ≥ n.

Capítulo 4
p-Grupos self-similar com estabilizadores
do primeiro nível abelianos
Neste capítulo, iniciamos nossos estudos acerca de endomorfismo virtuais e de p-grupos
self-similar. Nosso objetivo principal é a demonstração do Teorema A, isto é, desejamos
provar que um p-grupo finito que possui um subgrupo maximal abeliano é self-similar se, e
somente se, o mesmo possui um subgrupo maximal abeliano elementar do qual ele é uma
extensão cindida. Para provarmos este resultado, utilizaremos endomorfismos virtuais.
4.1 Endomorfismos virtuais e grupos de automorfismos de
árvores
Nesta seção, temos como objetivo descrever a relação entre endomorfismos virtuais e ações
self-similar sobre a árvore enraizada k-ária. Esta teoria pode ser encontrada em [19] e [22].
Iniciaremos com algumas definições básicas.
Definição 4.1.1. Dado um conjunto X = {0,1, · · · ,k − 1}, X∗ denotará o conjunto das
palavras formadas a partir do alfabeto X , incluindo a palavra vazia.
Definição 4.1.2. Um automorfismo de um grafo (V,A) (onde V denota o conjunto de vértices
e A o de arestas) é uma permutação g : V →V tal que, dados dois vértices x,y ∈V , existe
uma aresta ligando x e y se, e somente se, existe uma aresta ligando g(x) e g(y).
A seguinte definição de árvore enraizada k-ária não é a usual, mas é a que será utilizada
no decorrer de toda esta dissertação.
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Definição 4.1.3. Seja X = {0, · · · ,k−1}. Definimos a árvore enraizada k-ária como o grafo
de vértices no conjunto X∗, onde cada vértice u possui k filhos, os vértices ux, para cada
x ∈ X . A palavra vazia é a raiz da árvore.
Dizemos que uma árvore é regular se ela é k-ária para algum inteiro k. Por vezes
utilizaremos apenas X∗ para nos referirmos à árvore enraizada k-ária.
Dado um automorfismo g da árvore k-ária X∗, existe uma permutação πg : X → X tal que:
g = πg(g|0,g|1, · · · ,g|k−1),
onde g|i é, também, um automorfismo da árvore k-ária. Portanto, dada uma palavra qualquer
xw, com x ∈ X e w ∈ X∗, temos:
g(xw) = πg(x)g|x(w).
Dizemos que um grupo G age transitivamente no primeiro nível da árvore k-ária se, dados
x,y ∈ X , existe g ∈ G tal que g(x) = y. Continuamos, agora, com as definições de grupo de
automorfismos self-similar e de ação self-similar.
Definição 4.1.4. Um grupo G de automorfismos da árvore enraizada k-ária é dito self-similar
se ele age transitivamente no primeiro nível e se, dado g ∈ G, com g = πg(g|0,g|1, · · · ,g|k−1),
temos g|i ∈ G, para todo i ∈ X .
Definição 4.1.5. Uma ação de um grupo G sobre a árvore enraizada k-ária X∗ é denominada
self-similar se ela é transitiva no primeiro nível e se, para todo g ∈ G e x ∈ X , existem h ∈ G
e y ∈ X tais que g(xw) = yh(w), para todo w ∈ X∗.
Se retirarmos das duas definições acima a transitividade no primeiro nível da árvore,
teremos as definições de grupo de automorfismos fechado por estado e de ação fechada por
estado. Vale ressaltar que, quando se tratando da árvore p-ária, um grupo de automorfismos
ou uma ação são fechados por estado se, e somente se, eles são self-similar.
Se G age sobre X∗, podemos definir uma função ϕ : G → Aut(X∗) tal que ϕ(g)(w) =
g(w), para todo w ∈ X∗. Ou seja, cada elemento de G pode ser visto como um automorfismo
(não necessariamente distinto) da árvore enraizada k-ária. Desta forma, a ação de G sobre a
árvore k-ária é self-similar se, e somente se, ϕ(G) é um grupo de automorfismos self-similar.
Além disso, G será isomorfo a um grupo de automorfismos da árvore se, e somente se, sua
ação sobre ela for fiel.
Introduzimos, agora, o conceito de endomorfismo virtual.
4.1 Endomorfismos virtuais e grupos de automorfismos de árvores 69
Definição 4.1.6. Dado um grupo G, um endomorfismo virtual é um homomorfismo φ : H →
G, onde H é um subgrupo de G de índice finito k.
Este homomorfismo é também chamado de
1
k
-endomorfismo de G e é denotado por
φ : H →k G.
Definição 4.1.7. O core de um endomorfismo virtual φ : H →k G é o maior subgrupo normal
de G contido em H que é φ -invariante.
Definição 4.1.8. Um endomorfismo virtual é dito simples se seu core é trivial.




Exemplo 4.1.9. Seja G = Cmp , onde p é um número primo. Tome S = {e1, · · · ,em} um
conjunto gerador de G e seja H = ⟨e2, · · · ,em⟩. Definimos, então, o endomorfismo virtual
injetivo φ : H →k G por φ(eε22 e
ε3
3 · · ·e
εm




2 · · ·e
εm
m−1, onde ε2, · · · ,εm ∈ {0, · · · , p−1}
Perceba que o único subgrupo φ -invariante em H é o subgrupo trivial, donde φ é um
endomorfismo virtual simples.
Agora que definimos tudo o que era necessário, podemos apresentar a relação entre
ações self-similar sobre X∗ e endomorfismos virtuais. Seja G um grupo self-similar de
automorfismos da árvore enraizada k-ária X∗ agindo transitivamente sobre o primeiro nível




virtual φ : H →k G por φ(h) = h|0.
A seguir, mostramos como é definida a ação self-similar de G sobre a árvore en-
raizada k-ária induzida por um
1
k
-endomorfismo virtual qualquer φ : H →k G. Tome
T = {to, t1, · · · , tk−1} um transversal de H em G tal que t0 = 1. Dado g ∈ G, seja g o
elemento de T tal que gH = gH. Se G age sobre a árvore k-ária, podemos, através da função
ϕ : G → Aut(X∗), ver cada elemento g ∈ G como um automorfismo ϕ(g) de X∗. Como
queremos definir uma ação self-similar, dado g ∈ G, devemos ter:
ϕ(g) = πg(g|0,g|1, · · · ,g|k−1),
onde πg é uma permutação de X e, para todo i ∈ X , existe gi ∈ G tal que ϕ(gi) = g|i.
Para definirmos a ação de G sobre a árvore k-ária, definiremos, primeiramente, o grupo de
automorfismos ϕ(G).
Defina g|x por ϕ(φ(gtx−1gtx)) e πg : X → X por πg(x) = y, onde gtx = ty. Desta forma,
tomando g(w) = ϕ(g)(w), para todo w ∈ X∗, definimos indutivamente uma ação self-similar
de G sobre X∗ tal que H é o estabilizador do vértice 0 e tal que G age transitivamente no
primeiro nível.
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Note que se a ação induzida por um endomorfismo virtual φ : H →k G é fiel, então G
pode ser visto como um grupo self-similar de automorfismos da árvore enraizada k-ária. A
seguinte proposição é de fundamental importância para a teoria, uma vez que ela fornece
uma condição suficiente e necessária para que isso aconteça.
Proposição 4.1.10. A ação de G sobre a árvore enraizada k-ária induzida pelo endomorfismo
virtual φ : H →k G é fiel se, e somente se, o endomorfismo virtual φ é simples.
Demonstração. Suponha que a ação induzida por φ : H →k G não é fiel, então existe g ∈ G,




e tome g ∈ N qualquer. Temos, dado x ∈ X qualquer:
xw = g(xw) = πg(x)g|x(w),∀w ∈ X∗.
Donde g|x(w) = w, ∀w ∈ X∗ e, portanto, g|x ∈ N. Logo:
g|x = φ(gtx−1gtx) = φ(t−1x gtx) ∈ N,∀x ∈ X .
Em particular, tomando x = 0, temos g|0 = φ(g) ∈ N. Logo, como g é qualquer, temos
que N é φ -invariante. Sejam z ∈ G, g ∈ N e w ∈ X∗ quaisquer, então:
(z−1gz)(w) = z−1(g(z(w)))
= z−1(z(w))
= (z−1z)(w) = w.
Portanto N ⊴ G. Por fim, como N é não trivial, temos que o endomorfismo virtual φ não
é simples.
Suponha, agora, que a ação induzida por φ : H →k G é fiel, e tome N ≤ H um subgrupo
normal em G que é φ -invariante. Queremos mostrar que N = 1. Sejam g ∈ N e x ∈ X
quaisquer. Tome g1 ∈ N tal que g1 = gtx . Logo:
gtxH = tyH
⇒txt−1x gtxH = tyH
⇒txg1H = txH = tyH.
Portanto tx = ty. Temos então, para todo x ∈ X , gtx = tx e πg(x) = x. Provaremos agora
que g(w) = w, para todo w ∈ X∗ e g ∈ N. Para isso utilizaremos indução sobre o tamanho de
w. O caso em que w tem tamanho 1 está demonstrado acima. Tome agora xw ∈ X∗ qualquer
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e suponha que g(w′) = w′, para todo g ∈ N e toda palavra w′ de tamanho igual ao de w.








Mas N é φ -invariante e normal em G, donde φ(gtx) ∈ N e, pela hipótese de indução,
g(xw) = xφ(gtx)(w) = xw. Por fim, pelo princípio de indução finito temos que N estabiliza
toda palavra de X∗, donde, uma vez que a ação de G sobre a árvore k-ária é fiel, temos N = 1,
como desejávamos.
Finalizamos esta seção com um exemplo no qual construímos uma ação self-similar sobre




Exemplo 4.1.11. Seja H = C43 = ⟨b,c,d,e | b3 = c3 = d3 = e3 = 1⟩ e G = H ⋊ ⟨a⟩ =
⟨a,b,c,d,e | a3 = 1,ba = b,ca = bc,da = d,ea = e⟩.
O automorfismo α : H → H induzido por a nos dá a matriz:
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Definimos φ a partir do mapeamento b 7→ d 7→ e 7→ a e c 7→ 1 e tomamos t0 = 1, t1 = a e
t2 = a2 como o transversal de H. Por fim, a ação de G sobre a árvore ternária enraizada é
dada por:
a = (012) (1,1,1)
b = (1) (d,d,d)
c = (1) (1,d,d2)
d = (1) (e,e,e)
e = (1) (a,a,a)









de p-grupos finitos. A teoria apresentada nesta seção pode ser encontrada em [22].
Dado um endomorfismo virtual φ : H →p G, temos que H é um subgrupo maximal de G
e, portanto, é normal. Por este motivo, podemos verificar que, na ação sobre a árvore p-ária
induzida por este endomorfismo, H é o estabilizador de todo o primeiro nível de X∗, não só
do vértice 0.
Como nesta seção começaremos a trabalhar com
1
p
-endomorfismos, vale ressaltar que
muitos grupos não podem ser fielmente representados como um grupo self-similar de auto-
morfismos da árvore p-ária. Iniciamos com o seguinte exemplo:
Exemplo 4.2.1. Dizemos que um p-grupo é extra-especial se o seu subgrupo de Frattini e
seu centro são iguais e têm ordem p. Todo p-grupo extra-especial tem ordem p2r+1, para
algum r ≥ 1, e é o produto central de r p-grupos não abelianos de ordem p3 (checar seção
5 do quinto capítulo de [9]). Desta forma, se G é um p-grupo extra-especial de ordem
maior ou igual a p5 e H ≤ G é um subgrupo maximal, então H não é abeliano, donde
[H,H] = [G,G] ̸= 1 e, portanto, não existem endomorfismos virtuais simples de domínio H.
A definição a seguir será utilizada em nosso próximo resultado.
Definição 4.2.2. Sejam K, G1 e G1 grupos.
(i) Dizemos que K é um produto subdireto de G1 e G2 se K ≤ G1 ×G2 e as projeções de
K sobre G1 e G2 são sobrejetivas.
(ii) K é dito subdiretamente irredutível se toda representação subdireta de K possui um
grupo isomorfo a K como um dos fatores do produto.
Proposição 4.2.3. Seja φ : H →p G um endomorfismo virtual simples e não injetivo, onde
G é um p-grupo não abeliano finito. Seja K o núcleo de φ . Então:
(i) K não contém nenhum subgrupo não trivial normal em G.
(ii) Dado t ∈ G\H e i = 0,1, · · · , p− 1, temos que Kt
i
é um subgrupo normal em H e
K ∩Kt ∩·· ·∩Kt
p−1
= 1.








(i) Suponha N ≤ K com N ⊴ G, então φ(N) = 1, donde N é subgrupo φ -invariante de H
normal em G. Portanto, como φ é simples, temos N = 1.
(ii) Primeiramente, tome g ∈ G\H qualquer. Como H ⊴ G, temos que Kg ≤ H. Além




Logo, Kg ⊴ H.
Temos K ⊴H e K ⋬G (pois K não é trivial), donde H ≤NG(K)<G, mas H é maximal,







= K, donde K ⊴ ⟨H, t i− j⟩ ≤ H e t i− j ∈ H. Por fim, i− j
é um múltiplo de p, donde K,Kt , · · · ,Kt
p−1
são subgrupos distintos e, portanto, são os
únicos conjugados de K.
Com isso, temos que K ∩Kt ∩ ·· · ∩Kt
p−1
≤ K é normal em G. Portanto, pelo item
anterior, temos K ∩Kt ∩·· ·∩Kt
p−1
= 1.
(iii) Como φ é não injetiva, temos K = kerφ ̸= 1. Temos, então, que K,Kt , · · · ,Kt
p−1
são
normais em H, são não triviais e possuem interseção trivial. Logo, podemos definir:
θ : H → H⧸K ×H⧸Kt ×·· ·×
H⧸Kt
p−1
h 7→ (hK,hKt , · · · ,hKt
p−1
)
Que é um homomorfismo com núcleo K ∩Kt ∩·· ·∩Kt
p−1
. Portanto H ∼= Imθ , onde
Imθ é um subgrupo de H⧸K ×H⧸Kt ×·· ·×
H⧸Kt
p−1 , cujas projeções são sobrejetivas.
Note que dado um endomorfismo virtual injetivo φ : H →p G, onde G é um p-grupo,
temos que H e φ(H) são subgrupos maximais isomorfos de G. A seguir, utilizamos a Propo-





Exemplo 4.2.4. Considere o grupo diedral D2n = ⟨a,x | a2
n−1
= x2 = 1,xax = a−1⟩, com
n ≥ 4. Todos os subgrupos maximais deste grupo são subdiretamente irredutíveis, donde,
pela Proposição 4.2.3, D2n não admite nenhum
1
2
-endomorfismo simples e não injetivo. Por
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outro lado, os únicos dois subgrupos maximais isomorfos de D2n são ⟨a2,x⟩ e ⟨a2,ax⟩ e,
dado um isomorfismo φ entre eles, podemos facilmente estender φ para um automorfismo
de D2n . Porém, o subgrupo de Frattini de G é característico e está contido em ⟨a2,x⟩ e em
⟨a2,ax⟩, donde D2n também não admite nenhum
1
2
-endomorfismo simples e injetivo.
A seguir, apresentamos o Lema da Cisão (Splitting Lemma), que nos dá uma condição




Lema 4.2.5 (Lema da Cisão). Seja G um grupo tal que a seguinte sequência é uma sequência
exata curta:
1 → H → G →Cp → 1.
Se φ : H →p G é um endomorfismo virtual simples e H contém elementos de ordem p,
então φ(H)\H também contém elementos de ordem p.
Além disso, G é uma extensão cindida de H.
Demonstração. Lembre-se que Ω{1}(H) = {x ∈ H | o(x) = p}. Sabemos que ⟨Ω{1}(H)⟩=
Ω1(H) é normal em G, portanto, como φ é simples, temos que Ω1(H) não é φ -invariante.
Logo, existe x ∈ Ω{1}(H) tal que φ(x) /∈ Ω1(H). Mas o(φ(x)) | p, donde temos o(φ(x)) = p.
Além disso, temos φ(x) /∈ Ω1(H), logo, φ(x) /∈ H. Temos, portanto, que φ(H)\H possui
elementos de ordem p.
Como H é maximal temos G = ⟨φ(x)⟩H com ⟨φ(x)⟩∩H = 1. Portanto, ⟨φ(x)⟩ é um
transversal de H e ν(⟨φ(x)⟩) =Cp. Podemos, então, definir a cisão σ : Cp → G de tal forma
que σ(ν(φ(x)n)) = φ(x)n, para todo inteiro n. Portanto, G é um extensão cindida de H.
Para simplificar a nossa terminologia, finalizamos esta seção com a definição a seguir.
Definição 4.2.6. Dado um grupo G e um primo p, dizemos que G é self-similar para o primo
p se o mesmo pode ser fielmente representado como um grupo self-similar de automorfismos
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resposta satisfatória para o problema neste caso. A teoria aqui presente pode ser encontrada
em [22] e [1]. Iniciamos com a seguinte proposição:
Proposição 4.3.1. Seja G um grupo tal que a seguinte sequência é uma sequência exata
curta:
1 → H → G →Cp → 1,
onde H é um p-grupo finito não-trivial.
Se existe um endomorfismo virtual simples φ : H →p G tal que φ(H) é um p-grupo
regular, então G é um extensão cindida de H e o expoente de H é p.
Demonstração. Como H é um p-grupo não trivial e φ é simples, temos, pelo Lema 4.2.5,
que G é um extensão cindida de H.
Seja a ∈ φ(H)\H um elemento de ordem p (a existência de a é garantida, novamente,
pelo Lema 4.2.5), então G = ⟨a⟩H. Além disso, como H é maximal em G e φ(H) ⊈ H,
temos [φ(H) : φ(H)∩H] = p, donde φ(H)∩H ⊴ φ(H) e φ(H) = ⟨a⟩(φ(H)∩H).
Logo, dado h ∈ H, existem h1 ∈ φ(H)∩H e n ∈ {0, · · · , p− 1} tais que φ(h) = anh1.
Note que ⟨a,h1⟩′ = ⟨[a,h1]⟩= ⟨(h−11 )
ah1⟩, donde ⟨a,h1⟩′ ≤ φ(H)∩H. Por outro lado, temos,
por hipótese, que φ(H) é regular, donde:
φ(hp) = φ(h)p = (an)php1c
p = hp1c
p,
com c∈ ⟨a,h1⟩′. Logo φ(hp)∈H p e, como o elemento h escolhido foi qualquer, φ(H p)≤H p.
Mas H p ⊴ G, pois H ⊴ G. Portanto, temos que H p é um subgrupo φ -invariante normal em
G e φ é um endomorfismo virtual simples, donde H p = 1 e exp(H) = p.
Com o próximo teorema, conseguimos dizer quando, dado um p-grupo G com um
subgrupo maximal abeliano H, existe um endomorfismo virtual simples φ : H →p G.
Teorema 4.3.2. Seja G um grupo tal que a seguinte sequência é uma sequência exata curta:
1 → H → G →Cp → 1,
onde H é p-grupo finito abeliano não trivial. Então existe um endomorfismo virtual simples




76 p-Grupos self-similar com estabilizadores do primeiro nível abelianos
Note que, como H é abeliano, temos φ(H) é abeliano e, portanto, regular. Com isso,
estamos nas hipóteses da Proposição 4.3.1, donde G é uma extensão cindida de H e exp(H) =
p.
(⇐)
Por hipótese, temos que G é uma extensão cindida de H, portanto, H possui um comple-
mento de ordem p. Seja a ∈ G\H um elemento de ordem p. Defina o automorfismo:
α : H → H
h 7→ ha
Seja d = d(H). Como H é abeliano elementar, podemos enxergá-lo como um espaço
vetorial V de dimensão d sobre o corpo Fp. Podemos, também, ver α como um elemento de
ordem p de GL(d, p). Como α tem ordem p, temos que o polinômio minimal de α divide
xp −1 = (x−1)p. Logo, o único autovalor de α é 1, donde cada bloco da matriz na forma
canônica de Jordan tem tamanho menor ou igual a p× p e tem a forma:
1 1 0 · · · 0 0
0 1 1 · · · 0 0
0 0 1 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · 1 1
0 0 0 · · · 0 1

Sejam s1 ≥ s2 ≥ ·· · ≥ sm os tamanhos dos blocos de Jordan e seja:
B = {b1,1,b1,2, · · · ,b1,s1 ,b2,1,b2,2, · · · ,b2,s2, · · · ,bm,1,bm,2, · · · ,bm,sm}
a base correspondente à matriz α na forma de Jordan, de modo que E1 = ⟨b1,1,b2,1, · · · ,bm,1⟩
é o espaço vetorial gerado pelos autovetores da matriz. Denotemos K = ⟨{bi, j | i= 1, · · · ,m; j =
2, · · · ,si}⟩, donde V = E1 ⊕K.
Definimos o endomorfismo virtual φ : H →p G a partir do mapeamento:
b1,1 7→ b2,1 7→ b3,1 7→ · · · 7→ bm−1,1 7→ bm,1 7→ ba,1,
para elementos da base de E1, e do mapeamento:
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para elementos da base de K. Lembremos que α(bi,1) = 1bi,1, donde bai,1 = bi,1, para todo
i = 1,2, · · · ,m. Portanto, {b2,1,b3,1, · · · ,bm−1,1,bm,1,a} comutam e o endomorfismo virtual
φ está bem definido, de modo que K = ker(φ).
Resta mostrar que φ é simples. Para isso, suponha N ≤ H φ -invariante e normal em G.
Tome x ∈ N qualquer, então, como H é abeliano, temos x = vk para algum v ∈ E1 e algum
k ∈ K. Seja v = be11,1 · · ·b
em
m,1. Suponha por absurdo que v ̸= 1 e seja ei o expoente diferente
de 0 tal que i é o maior possível. Então:
φ




donde φ m−i(x) /∈ H. Portanto, φ m−i(x) /∈ N, o que é um contradição, pois N é φ -invariante.
Logo, v = 1.
Suponha agora k ̸= 1, então k = z bei, j, para algum z ∈ K, com j ̸= 1 o menor possível tal
que e ̸= 0. Note, porém, que bai, j = bi−1, j bi, j, donde ka
i−1
/∈ K, e, portanto, ka
i−1
/∈ N, o que
é uma contradição, pois N ⊴ G. Logo, v = k = 1.
Por fim, concluímos que N é trivial, donde φ é um endomorfismo virtual simples.
Observação 4.3.3. Podemos estender a forma de enxergar a "volta"do Teorema 4.3.2.
Seja G um grupo tal que a seguinte sequência é uma sequência exata curta:
1 → H → G →Cp → 1,
onde H é p grupo finito não-trivial.
Defina E1 como a intersecção de H com o maior p-grupo abeliano elementar contido
em Z(G). Uma vez que H é normal em G temos, pelo Teorema 1.2.1, que o grupo E1 é não
trivial. Todo subgrupo de H que é normal em G contém um elemento de E1 (nesta observação
E1 realizará o mesmo papel que o auto-espaço E1 realizou na prova do Teorema 4.3.2). Seja
{b1,b2, · · · ,bm} uma base de E1 e seja a ∈ G\H um elemento de ordem p. Como a comuta
com b1,b2, · · · ,bm e tem ordem p, podemos definir o homomorfismo φ0 : E1 → G a partir do
mapeamento
b1 → b2 → ·· · → bm → a.
Se pudermos estender φ0 para um homomorfismo φ : H → G, então φ : H →p G será um
endomorfismo virtual simples. Um dos casos em que podemos fazer isso é quando existe um
subgrupo K normal em H tal que H = K ⋊E1.
Podemos reescrever o Teorema 4.3.2 de uma outra forma utilizando a Proposição 4.1.10.
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Teorema 4.3.4. Um p-grupo finito admite uma ação fiel e self-similar sobre a árvore enrai-
zada p-ária tal que o estabilizador do primeiro nível é abeliano se, e somente se, ele é uma
extensão cindida de um p-grupo abeliano elementar pelo grupo cíclico de ordem p.
O lema a seguir será utilizado na demonstração do Teorema 4.3.6, que responde a questão
proposta no início desta seção.
Lema 4.3.5. Seja G um p-grupo finito que possui um subgrupo maximal abeliano A. Então:
(i) Para todo g ∈ G\A, temos G′ = {[g,a] | a ∈ A}. Consequentemente |G′|= [A : CA(g)].
(ii) Se G não é abeliano, então [G : Z(G)] = p|G′|.
Demonstração.
(i) Tome g ∈ G\A qualquer. Sabemos que G = ⟨g,A⟩, donde G′ = ⟨[x,y] | x,y ∈ {g}∪A⟩.
Mas, se x,y ∈ A, então [x,y] = 1, uma vez que A é abeliano, e [x,y] = [y,x]−1. Portanto,
G′ = ⟨[g,a] | a ∈ A⟩.
Porém, dados a,b ∈ A, temos [g,a], [g,b] ∈ A (pois A ⊴ G). Logo, [g,a,b] = 1, donde:
[g,a][g,b] = [g,a][g,b][g,a,b] = [g,ab].
Note também que [g,ao(a)−1] = [g,a]−1. Portanto, [g,a][g,b], [g,a]−1 ∈ {[g,a] | a ∈ A}
e G′ = {[g,a] | a ∈ A}. Podemos, então, definir o homomorfismo:
θ : A → G′
a 7→ [g,a]
Note que a ∈ ker(θ) se, e somente se, [g,a] = 1, donde ker(θ) = CA(g). Logo,
A⧸CA(g)
∼= Imθ = G′ e |G′|= [A : CA(g)].
(ii) Como G não é abeliano e A é um subgrupo maximal abeliano, temos g /∈ Z(G), para
todo g ∈ G\A. Logo, Z(G) ≤ A. Tome a ∈ A e g ∈ G\A quaisquer, então a ∈ Z(G)
se, e somente se, [g,a] = 1. Portanto, Z(G) = CA(g), donde, pelo item anterior,
[G : Z(G)] = [G : A][A : CA(g)] = p|G′|.
Por fim, a seguir temos o Teorema A, com o qual conseguimos caracterizar os p-grupos
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Teorema 4.3.6. Seja G um p-grupo finito que possui um subgrupo maximal abeliano. Então
G é self-similar se, e somente se, G possui um subgrupo maximal abeliano elementar do qual
G é uma extensão cindida.
Demonstração.
(⇐)
Esta parte da demonstração é um resultado direto do Teorema 4.3.2.
(⇒)
Suponha G um grupo self-similar, φ : H →p G um endomorfismo virtual simples e A ≤ G
um subgrupo maximal abeliano. Note que, se mostrarmos que H é abeliano, poderemos
aplicar novamente o Teorema 4.3.2.
Suponha, por contradição, que H não é abeliano. Então temos H ̸= A, donde A∩H é um
subgrupo maximal abeliano de H. Provaremos, agora, que φ é injetivo. Suponha que exista
x ∈ ker(φ)\A. Pelo Lema 4.3.5, temos H ′ = [x,A∩H], donde φ(H ′) = 1. Porém, como H ′
é um subgrupo característico de H, temos H ′ ⊴ G. Mas, como φ é simples, H ′ = 1, o que
contradiz a suposição de H não ser abeliano. Logo, ker(φ)≤ A, donde H ≤ NG(ker(φ)) e
A ≤ NG(ker(φ)). Mas G = HA e, portanto, ker(φ)⊴ G e ker(φ) = 1.
Seja g ∈ H\A. Então, pelo Lema 4.3.5, temos G′ = [g,A] = [g,G] e H ′ = [g,A∩H] =
[g,H]. Suponha que exista a ∈ CA(g)\H. Desta forma, G = ⟨a⟩H = ⟨a⟩(⟨g⟩A∩H), logo,
G′ = [g,⟨a⟩H] = [g,H] = H ′. Mas φ(H ′)≤ G′, donde H ′ = 1, o que contradiz a suposição
de que H é não abeliano. Portanto, não existe a ∈CA(g)\H e, portanto, Z(G)≤ H.
Temos, então, pelo Lema 4.3.5:
|G′|= [G : CA(g)]
= [A : A∩H][A∩H : CA(g)]
= p[A∩H : CA∩H(g)]
= p|H ′|.
Porém, novamente pelo Lema 4.3.5, [G : Z(G)] = p|G′| e [H : Z(H)] = p|H ′|, donde [G :
Z(G)] = p[H : Z(H)] = [G : Z(H)] e, então, Z(G) = Z(H). Como φ é injetiva, podemos
definir um endomorfismo virtual injetivo θ : φ(H)→p G, tal que θ(φ(h)) = h. Como φ(H)
não é abeliano, também temos que Z(φ(H)) = Z(G). Logo:
φ(Z(G)) = φ(Z(H)) = Z(φ(H)) = Z(G),
o que é uma contradição, pois φ é simples. Temos, então, por fim, que H é abeliano.
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Para o caso em que p é um primo ímpar, conseguimos um resultado ainda mais forte.
Finalizamos este capítulo com o corolário a seguir.
Corolário 4.3.7. Seja G um p-grupo finito, sendo p um primo ímpar. Se G possui um
subgrupo maximal abeliano A, então G é self-similar se, e somente se, A é abeliano elementar
e G é uma extensão cindida de A.
Demonstração.
(⇐)
Esta parte da demonstração é um resultado direto do Teorema 4.3.2.
(⇒)
Pelo Teorema 4.3.6, existe H ≤ G, um subgrupo maximal abeliano elementar, do qual G
é uma extensão cindida. Caso A = H, não há mais o que provar. Tomemos, então, H ̸= A.
Temos G = HA, donde H ∩A ≤ Z(G) (uma vez que ambos são grupos abelianos) e, então,
[G : Z(G)]≤ p2. Note que G′ ≤ Z(G), portanto, G tem classe de nilpotência menor ou igual
a 2. Como p ≥ 3, temos que G é regular (pelo Teorema 1.2.13).
Seja ⟨g⟩ um complemento de H em G, então g = ah, para algum a ∈ A\H e algum h ∈ H.
Como a = gh−1, temos o(a) = p (pelo Teorema 1.2.14), uma vez que o(h)≤ o(g) = p e G é
regular. Mas A = ⟨a⟩A∩H é abeliano, portanto, A é abeliano elementar.
O resultado acima, porém, não é válido se p = 2. Um contra-exemplo para este caso é o
grupo D8, que é self-similar e possui um subgrupo maximal abeliano não-elementar.
Capítulo 5
p-Grupos self-similar de determinada
coclasse
Provaremos, agora, alguns resultados de p-grupos self-similar utilizando seus postos ou suas
coclasses. Mostraremos os resultados do artigo "On self-similar p-groups" ([1]), de A. Babai,
K. Fathalikhani, G. A. Fernández-Alcober e M. Vannacci. O objetivo principal deste capítulo
é a demonstração dos Teoremas B e C, presentes na introdução desta dissertação. Para isso,
utilizaremos endomorfismos virtuais.
5.1 p-Grupos self-similar de determinado posto
O primeiro resultado desta seção é, também, o mais importante, uma vez que todos os demais
são consequências dele. O teorema ao qual nos referimos é o Teorema B, que nos diz que
existe somente uma quantidade finita de p-grupos finitos self-similar de um determinado
posto (definimos posto na Definição 1.1.9). Com este resultado, conseguiremos provar que
existem apenas finitos p-grupos self-similar de uma determinada coclasse (Corolário 5.1.2)
e apenas finitos p-grupos self-similar de determinada classe de nilpotência e número de
geradores mínimo fixado (Corolário 5.1.3).
Dados n1,n2, · · · ,nm variáveis inteiras, dizemos que uma outra variável inteira é (n1, · · · ,nm)-
limitada se a mesma é limitada superiormente por uma função de n1,n2, · · · ,nm. Lembre-se
que, ao tratarmos de uma base {a1, · · · ,ad} de um grupo, sempre assumiremos o(a1)≥ ·· · ≥
o(ad). A demonstração do resultado a seguir se baseia na teoria de p-grupos powerful.
Teorema 5.1.1. Seja G um p-grupo finito self-similar de posto r. Então a ordem de G é
(p,r)-limitada.
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Demonstração. Seja φ : H →p G um endomorfismo virtual simples de G, sendo H um
subgrupo maximal de G. Pelo Teorema 2.2.5, existe W ⊴ G (com W =V (G,r), se p é ímpar,
e W =V (G,r)2, se p = 2) tal que, pela Proposição 2.2.4, todo subgrupo normal de G contido
em W é powerfully embedded em W . Temos também que [G : W ] é (p,r)-limitado. Tome
N = (W ∩H)2, então [W ∩H : N]≤ 2r, donde [G : N]≤ 2r[G : W ∩H]≤ 2r[G : W ][G : H] =
2r p[G : W ] e, portanto, o índice de N é (p,r)-limitado. Mostraremos que a ordem de N é,
também, (p,r)-limitada.
Seja {a1, · · · ,ad} uma base do p-grupo powerful N (pela Proposição 2.3.7 garante a sua
existência), onde d = d(N) ≤ r. Defina mi = o(ai), para i = 1, · · · ,d, e md+1 = 1, e seja
e o exponente de G⧸N. Afirmamos que mi ≤ emi+1, para todo i = 1, · · · ,d. Suponha, por
contradição, que m j−1 > em j para algum j com 2 ≤ j ≤ d +1. Então:
φ(Ω1(Nem j))≤ Ω1(Gem j)≤ Ω1((Ge)m j)≤ Ω1(Nm j).
Temos, porém, pelo Teorema 2.1.11:




1 ⟩ · · · ⟨a
m j
j−1⟩.
sendo {am j1 , · · · ,a
m j
j−1} uma base de N
m j . Como o(ai)≥ o(a j−1)≥ em j, para i ≥ j−1, temos,
analogamente, que {aem j1 , · · · ,a
em j
j−1} é uma base de N
em j . Pelo Lema 2.3.8 , temos:
Ω1(Nm j) = ⟨a
m1/p




Mas φ(Ω1(Nem j))≤ Ω1(Nm j), donde, como φ é simples, temos Ω1(Nem j) = 1, o que é uma
contradição, pois m j−1 > em j.
Temos, então, mi ≤ emi−1, para todo i = 1, · · · ,d. Logo:
mi ≤ emi−1 ≤ e2mi−2 ≤ ·· · ≤ ed−i+1.
Portanto:
|N|= |⟨a1⟩| · · · |⟨ad⟩|= m1 · · ·md ≤ e
d(d+1)
2 .
Como d ≤ r e e ≤ |G⧸N|= [G : N], temos que a ordem de N é (p,r)-limitada. Portanto, a
ordem de G é, também, (p,r)-limitada.
Corolário 5.1.2. Seja G um p-grupo finito self-similar de coclasse s. Então a ordem de G é
(p,s)-limitada.
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Demonstração. Seja c a classe de nilpotência de G e seja m = (p− 1)ps−1, se p é ímpar,
e m = 2s+2, se p = 2. Os grupos G tais que c ≤ 2ps+2, obviamente, tem a ordem limitada
por ps+2p
s+2
. Se G é um grupo tal que c > 2ps+2, então, pelos Teoremas 3.3.9 e 3.3.10,
temos que G age uniserialmente sobre o subgrupo γm(G), donde |γm(G)|= pc+1−m. Desta
forma, [G : γm(G)] = pc+s/pc+1−m = ps+m−1. Além disso, por esses mesmos teoremas,
temos d(γm(G)) ≤ m e, pelo Corolário 3.3.3, temos que γm(G) é powerful. Portanto, o
posto de γm(G) é (p,s)-limitado e o índice [G : γm(G)] é (p,s)-limitado, donde o posto de
G é, também, (p,s)-limitado. Portanto, pelo Teorema 5.1.1, temos que a ordem de G é
(p,s)-limitada.
Corolário 5.1.3. Seja G um p-grupo self-similar d-gerado de classe de nilpotência c. Então
a ordem de G é (p,d,c)-limitada.
Demonstração. Pelo Corolário 1.1.11, temos que o posto de G é (d,c)-limitado, donde, pelo
Teorema 5.1.1, temos que a ordem de G é (p,d,c)-limitada.
Finalizaremos esta seção com o Corolário 5.1.6, que tem sua demonstração em grande
parte contida na prova do Teorema 5.1.1 e que julgamos poder ser de interesse independente
dos demais resultados. A definição a seguir nos servirá para formular a hipótese deste
corolário.
Definição 5.1.4. Um p-grupo finito é dito uniformemente powerful se:
(i) G é powerful;
(ii) Para todo i tal que Gp
i




] = [G : Gp].
Diremos que um p-grupo é uniforme se ele é uniformemente powerful. O lema a seguir
nos fornece uma ferramenta que nos será útil para provarmos o último resultado desta seção.






Demonstração. Suponha i qualquer tal que Gp
i









)|= |G/Φ(G)|. Desta forma, como ambos os grupos são




)) = d(G/Φ(G)) e, portanto, d(Gp
i
) = d(G).
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Corolário 5.1.6. Seja G um p-grupo finito self-similar e φ : H →p G um endomorfismo
virtual simples. Se U ⊆ H é um subgrupo normal uniforme de G, então exp(U)≤ exp(G/U)
se p é ímpar, e exp(U)≤ 4exp(G/U) se p = 2.
Demonstração. Tome N =U2. Utilizaremos as mesmas notações da prova do Teorema 5.1.1.




1 , · · · ,a
pi
d ⟩,
temos exp(N) = md . Pela demonstração do Teorema 5.1.1, porém, sabemos que exp(G⧸N)≥
md , logo, exp(G⧸N) ≥ exp(N). Caso p seja ímpar, já temos o resultado desejado. Caso
p = 2, temos exp(U) = 2exp(U2)≤ 2exp(G⧸U2)≤ 4exp(
G⧸U).
5.2 p-Grupos self-similar de classe maximal
Trabalharemos, agora, com p-grupos self-similar de classe maximal, isto é, de coclasse
igual a 1. Nesta seção, demonstraremos o Teorema C, ou seja, daremos uma caracterização
completa destes p-grupos (Teorema 5.2.5), além de darmos a melhor cota possível para a
ordem dos mesmos (Corolário 5.2.4).
Resgataremos, agora, as notações utilizadas na terceira seção do nosso primeiro capítulo
e, assim como nela, trabalharemos somente com p-grupos de ordem maior ou igual a
p4. Relembrando, dado um p-grupo de classe maximal G, consideramos G0 = G, G1 =
CG(G2/G4) e Gi = γi(G), para i ≥ 2.
Iniciamos com dois resultados a respeito de p-grupos de classe maximal.
Lema 5.2.1. Seja G um p-grupo de classe maximal de ordem pn ≥ p4, e seja K um subgrupo
de G que contém um elemento uniforme. Se existe um elemento x em K tal que x ∈ Gt\Gt+1,
então Gt ≤ K.
Demonstração. Seja s ∈ K um elemento uniforme de G, então [x,s] ∈ Gt+1\Gt+2, [x,s,s] ∈
Gt+2\Gt+3, e assim por diante, até temos [x, n−1−t s]∈Gn−1\Gn. Como Gn−1 é um subgrupo
central de ordem p, temos Gn−1 ≤ K, donde, uma vez que [Gn−1,Gn−2] = p, temos Gn−1 =
[x, n−2−t s]Gn−2 ≤ K. Utilizando este argumento recursivamente, concluímos que Gt ≤ K.
Proposição 5.2.2. Seja G um p-grupo de classe maximal e ordem pn ≥ p4, e seja K um
subgrupo de G que contém um elemento uniforme s. Se |K|= pn−t , então K = ⟨s,Gt+1⟩.
Demonstração. Como G = ⟨s⟩G1 e s ∈ K, temos K = ⟨s⟩(K∩G), donde |K∩G1|= pn−t−1.
Se t = n−1, temos Gt+1 = 1 e |K|= p, donde temos o resultado. Suponha, agora, t ≤ n−2,
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ou seja, K ∩G1 ̸= 1. Considere j = min{i | 1 ≤ i ≤ n− 1,K ∩ (Gi\Gi+1) ̸= /0}. Portanto,
pelo Lema 5.2.1, K ∩G1 = G j, pois G j ≤ K ∩G1 e, se x ∈ K ∩G1, então x ∈ Gi\Gi+1, para
algum i, donde, pela definição de j, x ∈ G j. Como |G j| = pn− j, temos j = t + 1. Logo,
K = ⟨s,Gt+1⟩.
Com estes dois resultados, conseguimos provar a próxima proposição, que já nos diz
bastante sobre os endomorfismos virtuais simples de um p-grupo de classe maximal.
Proposição 5.2.3. Seja G um p-grupo de classe maximal de ordem maior ou igual a p4, e
seja H um subgrupo maximal de G diferente de G1. Então não existe endomorfismo virtual
simples de H em G.
Demonstração. Como G⧸H é abeliano, temos G2 ≤ H. Além disso, temos [G : G2] = p
2,
donde [H,G2] = p e H⧸G2 é cíclico. Portanto, H
′ = [H,G2]. Como [H,G2]⊴ G e [H,G2] é
um subgrupo próprio de G2, temos [H,G2] = Gi, para algum i ≥ 3. Temos, também, que
[H,G2]≰ G4, pois H ̸= G1. Logo, [H,G2] = G3.
Suponha, por absurdo, que φ : H →p G é um endomorfismo virtual simples. Sabemos
que φ(H) é um subgrupo próprio de G, donde podemos considerar M um subgrupo maximal
de G contendo φ(H). Logo, temos:
φ(H ′) = φ(H)′ ≤ M′ = [M,G2]≤ G3 = H ′.
O que é um absurdo, pois φ é simples e H ′ = G3 ̸= 1.
Com este resultado, provamos o seguinte corolário, que nos dá uma cota para a ordem
dos p-grupos self-similar de classe maximal.
Corolário 5.2.4. Seja G um p-grupo de classe maximal. Se G é self-similar, então |G| ≤
pp+1.
Demonstração. Suponha que G é um p-grupo de classe maximal cuja ordem é maior que
pp+1. Pelo Teorema 1.3.18, temos Gp1 = Gp. Como s
p ≤ Z(G) (Teorema 1.3.10) e (uma vez
que Gp ̸= 1) Z(G) ≤ Gp, temos Gp = Gp1 . Suponha, agora, por absurdo, que φ : H →p G
é um endomorfismo virtual simples de G. Pela Proposição 5.2.3, temos H = G1, donde,
φ(H p) ≤ Gp = H p, o que é uma contradição. Portanto, G não é self-similar e temos o
resultado desejado.
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O resultado acima é o melhor possível, uma vez que o produto entrelaçado Cp ≀Cp =
Cpp ⋊Cp tem ordem pp+1. É fácil ver que este grupo é self-similar, pois Cpp é um subgrupo
maximal abeliano elementar do qual Cp ≀Cp é uma extensão cindida.
Caracterizamos, a seguir, os p-grupos self-similar de classe maximal.
Teorema 5.2.5. Seja G um p-grupo de classe maximal de ordem maior ou igual a p4. Então
G é self-similar se, e somente se, G1 é abeliano elementar e G é uma extensão cindida de G1.
Demonstração. Se G1 é abeliano elementar e G é uma extensão cindida de G1, então, pelo
Teorema 4.3.2, G é self-similar.
Suponha que G é self-similar e seja φ : H →p G um endomorfismo virtual simples.
Pela Proposição 5.2.3, H = G1. Seja |G|= pn. Primeiramente, provaremos o caso em que
l(G) ≥ 1. Como φ é simples, temos φ(G1) ⊈ G1. Seja s ∈ φ(G1)\G1. Como l(G) ≥ 1,
G1 é o único centralizador de 2-passos em G (Proposição 1.3.21), donde s é um elemento
uniforme. Portanto, pela Proposição 5.2.2, temos φ(G1) = ⟨s,Gt+1⟩, para algum inteiro t.
Mostraremos que |φ(G1)|= p ou p2, para isso, suponha por absurdo |φ(G1)| ≥ p3. Pelo
Teorema 1.3.10, temos que φ(G1) é de classe maximal, donde |Z(φ(G1))|= p e, portanto,
Z(φ(G1)) = Z(G). Por outro lado, Z(G1)⊴ G, donde Z(G)≤ Z(G1). Consequentemente:
φ(Z(G1))≤ Z(φ(G1)) = Z(G)≤ Z(G1),
o que é um absurdo, pois φ é simples. Portanto, |φ(G1)| = p ou p2. Temos, então, que
φ(G′1) = φ(G1)
′ = 1. Com isso, temos φ(G′1)≤ G′1, donde, como φ é simples, temos que
G1 é abeliano. Logo, pelo Teorema 4.3.2, temos que G1 é abeliano elementar e que G é uma
extensão cindida de G1.
Tratemos, agora, do cado em que l(G) = 0. Como Z(G1) é normal em G, temos que
Z(G1) = Gi, para algum inteiro i. Temos [G1,Gn−2] ̸= 1, pois, pela Proposição 1.3.21,
G1 ̸= CG(Gn−2), portanto, Gn−2 ⊈ Z(G1). Com isso, temos Z(G1) = Gn−1 e |Z(G1)| = p.
Se φ é não injetivo, então temos Z(G1)≤ kerφ (pois kerφ ⊴ G1), o que é uma contradição,
pois φ é simples. Portanto, φ é injetivo e, consequentemente, φ(G1) é um subgrupo maximal




ϕ : φ(G1)→ G
x 7→ φ−1(x)
Este endomorfismo virtual é simples, pois, se ϕ(N)≤ N, então φ(ϕ(N))≤ N. Portanto, pela
Proposição 5.2.3, temos φ(G1) = G1, o que é uma contradição, uma vez que φ é simples.
Desta forma, temos l(G) ̸= 0, o que conclui a prova.
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Se G é um p-grupo de classe maximal no qual G1 é abeliano elementar, não podemos ga-
rantir que G é self-similar. Isto acontece pois não necessariamente G1 terá um complemento
em G (todos os elementos uniformes de G podem ter ordem p2). Porém, nestas hipóteses,
apresentamos o corolário a seguir, que finaliza esta seção.
Corolário 5.2.6. Seja G um p-grupo de classe maximal de ordem menor ou igual a pp+1 tal
que G1 é abeliano. Então G/Z(G) é um p-grupo self-similar.
Demonstração. Pelo Teorema 1.3.1, temos que G⧸Z(G) é de classe maximal e, pelo Teo-
rema 1.3.16, temos exp(G⧸Z(G)) = p. Logo, temos que (
G⧸Z(G))1 =
G1⧸Z(G) é abeliano
elementar. Além disso, como todo elemento uniforme de G⧸Z(G) tem ordem p, temos que
G⧸Z(G) é uma extensão cindida de (
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