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M’han dit les veus assenyades
que era inútil cansar-me;
però a mi un somni mai no em cansa,
i malgrat la meva barba
sóc infant en la mirada.
Lluís Llach, Vida (1979)
Well I’m sorry but I’m not interested
in gold mines, oil wells, shipping or real estate
What would I liked to have been?
Everything you hate.
Jack White, The Union Forever (2001)
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Abstract
The goal of this Ph.D. dissertation is to address a number of challenges encoun-
tered in the digital baseband design of modern and future wireless communi-
cation systems. The fast and continuous evolution of wireless communications
has been driven by the ambitious goal of providing ubiquitous services that
could guarantee high throughput, reliability of the communication link and sat-
isfy the increasing demand for efficient re-utilization of the heavily populated
wireless spectrum. To cope with these ever-growing performance requirements,
researchers around the world have introduced sophisticated broadband physical
(PHY)-layer communication schemes able to accommodate higher bandwidth,
which indicatively include multiple antennas at the transmitter and receiver and
are capable of delivering improved spectral efficiency by applying interference
management policies.
The merging of Multiple Input Multiple Output (MIMO) schemes with the
Orthogonal Frequency Division Multiplexing (OFDM) offers a flexible signal
processing substrate to implement the PHY-layer of various modern wireless
communication systems. This is mainly due to the fact that this technology
combination is able to provide increased channel capacity and robustness against
multipath fading channels. Additionally, Orthogonal Frequency Division Multi-
ple Access (OFDMA) is augmenting the capacities of the MIMO-OFDM technol-
ogy to serve various mobile subscribers at the same time. A prominent scheme
proposed to capitalize the benefits of diversity is the closed-loop MIMO commu-
nications, where the receiver is providing information to the transmitter related
to the current channel conditions by means of a dedicated feedback channel. In
the transmitter, the Channel State Information (CSI) is exploited to adapt at
run-time the transmission and, thus, take advantage of the capacities provided
by MIMO-OFDM(A).
The increased performance and flexible PHY-layer features of communica-
tion systems featuring MIMO-OFDM come at a cost of an increased computa-
tional load at baseband. Thus, innovating algorithmic, design and implementa-
tion solutions are required to provide the required PHY-layer schemes. Indeed,
many levels of innovation are required to pass from a high-level model-based de-
scription of the system and its embedded algorithms to their digital realization.
In fact, innovating digital design techniques aiming at maximizing the paral-
lelization and resource re-utilization of the baseband Digital Signal Processing
(DSP) algorithms have to be employed towards this end, in order to efficiently
realize advanced PHY-layer schemes based on the MIMO-OFDM technology.
The Field-Programmable Gate Array (FPGA) custom-processing devices
were selected for realizing the proof-of-concept developments of the thesis. When
facing the real-time implementation of custom bit-intensive DSP architectures,
v
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FPGAs satisfy a trade-off between performance and flexibility, whilst provid-
ing the proof-of-concept environment, where innovating Register Transfer Level
(RTL)-design techniques can be realistically validated. Moreover, a custom
Hardware Description Language (HDL) coding approach was adopted to opti-
mally define the processing demanding RTL designs.
An important aspect of the presented PHY-layer prototyping is the utiliza-
tion of real-life operating conditions, hardware specifications, constraints and
mobile channel propagation conditions. This was made feasible by using the
GEDOMIS R© testbed. GEDOMIS is a high capacity signal generation and sig-
nal processing platform that enables the end-to-end real-time prototyping of
multi-antenna wireless communication systems.
In order to support the complex development cycle it was introduced an
iterative design, implementation and verification methodology, covering all the
required steps from the definition of the system requirements and high-level
modelling to the comprehensive evaluation of the resulting prototype based on
a realistic hardware-setup.
The core contribution of this thesis is the simplification and optimization of
a number of DSP operations that form part of certain baseband building blocks,
which are encountered in modern OFDM-based communication systems. This
not only allowed to meet the stringent real-time performance requirements, but
also enabled the intelligent re-utilization, resource sharing or parallelization of
the processing and memory resources available at the target FPGA devices.
Two representative use cases detail this core contribution and underlined
the suitability of the proposed development flow. The first use case is a 2x2
MIMO closed-loop PHY-layer scheme, based on the mobile Worldwide Interop-
erability for Microwave Access (WiMAX) wireless communication standard and
featuring a Transmit Antenna Selection (TAS) mechanism. The second use case
implements a 3rd Generation Partnership Project (3GPP) Long Term Evolution
(LTE)-based macrocell/femtocell interference-management scheme.
Resum
Aquesta tesi doctoral té com a objectiu abordar diversos reptes que es presen-
ten en el disseny digital en banda base per a sistemes de comunicació sense fils
moderns i futurs. La ràpida i continua evolució que han experimentat les co-
municacions sense fils ha estat promoguda per l’ambiciós objectiu de proveir de
serveis omnipresents capaços de garantir un alt rendiment i la fiabilitat dels en-
llaços de comunicació, tot satisfent el creixent requeriment per a la reutilització
eficient de l’atapeït espectre radioelèctric. Per tal de fer front als requeriments de
rendiment sempre creixents, investigadors d’arreu del món han proposat sofisti-
cats esquemes de comunicació de capa física (PHYsical-layer, PHY), capaços
d’acomodar un elevat ample de banda, incloent també de forma indicativa l’ús
de múltiples antenes tant al transmissor com al receptor i millorant l’eficiència
espectral mitjançant l’aplicació de principis per a la gestió de la interferència.
La combinació d’esquemes multi-antena (Multiple Input Multiple Output,
MIMO) amb la Multiplexació per Divisió Ortogonal de Freqüència (Orthogonal
Frequency Division Multiplexing, OFDM) ofereix un medi flexible de processat
del senyal per a la implementació de la capa física de diversos sistemes de comu-
nicacions sense fils moderns. Això és degut al seu potencial per a proveir d’una
major capacitat de canal i protecció envers els diferents retards i pèrdues in-
troduïdes per les transmissions sobre canals multi-trajectòria. Addicionalment,
la Divisió Ortogonal de Freqüència d’Accés Múltiple (Orthogonal Frequency
Division Multiple Access, OFDMA) augmenta les capacitats de la tecnologia
MIMO-OFDM permetent servir simultàniament a diversos subscriptors mòbils.
Un esquema MIMO prominent que permet capitalitzar els beneficis de la diver-
sitat és el de llaç tancat, on el receptor proveeix Informació sobre l’Estat del
Canal (Channel State Information, CSI) al transmissor mitjançant un enllaç
de retorn dedicat. El transmissor explota la CSI per a adaptar la transmissió
dinàmicament i així poder aprofitar completament les capacitats de la tecnologia
MIMO-OFDM(A).
L’elevat rendiment i les capacitats flexibles de la capa física dels sistemes de
comunicació que utilitzen MIMO-OFDM impliquen un augment de la càrrega
computacional en banda base. Conseqüentment, calen solucions innovadores a
nivell algorítmic, de disseny i d’implementació per tal de proveir els esquemes
de capa física requerits. De fet, es requereix d’innovació en diversos estrats per
a passar de la descripció d’alt nivell del sistema i els algorismes que el formen
(i.e., modelat) a la seva realització digital. Concretament, cal utilitzar tècniques
de disseny digital innovadores que tinguin com a objectiu maximitzar el par-
al·lelisme i la reutilització de recursos per a la implementació dels algorismes de
Processat Digital del Senyal (Digital Signal Processing, DSP), permetent així




Els dispositius Matriu de Portes Programables (Field-Programmable Gate
Array, FPGA), caracteritzats per possibilitar un processament a mida, es van
escollir per a realitzar els desenvolupaments de prova de concepte de la tesi.
Quan es considera la implementació en temps real d’arquitectures a mida d’alt
rendiment per al DSP, les FPGAs proveeixen d’alta capacitat computacional
i flexibilitat, oferint doncs un entorn ideal per a la validació experimental de
tècniques innovadores de disseny a Nivell de Transferència de Registres (Register
Transfer Level, RTL). Concretament, s’ha escollit una aproximació basada en
la creació de codi a mida usant un Llenguatge de Descripció de Maquinari
(Hardware Description Language, HDL), que permet definir de forma òptima
aquells dissenys RTL que presenten elevats requeriments de computació.
Un aspecte important del propotipat de capa física que es presenta és la
utilització de condicions realistes d’operació, d’especificacions i restriccions de
maquinari i de condicions de propagació en canals mòbils. Això va ésser possi-
ble gràcies a la utilització del banc de proves GEDOMIS R©. GEDOMIS és una
plataforma d’alta capacitat per a la generació i processat del senyal, que permet
el prototipat complet en temps real de sistemes multi-antena de comunicacions
sense fils.
Per tal de suportar el complex cicle de desenvolupament es va introduir una
metodologia iterativa de disseny, implementació i verificació, cobrint totes els
passos des de la definició dels requeriments i modelat d’alt nivell del sistema fins
a la validació exhaustiva dels prototipus resultants mitjançant una plataforma
realista.
La contribució central de la tesi és la simplificació i optimització de di-
verses operacions de DSP que formen part de blocs arquitecturals de la banda
base, que es troben als sistemes moderns de comunicació basats en OFDM.
Això no només va permetre de satisfer els estrictes requeriments de rendiment
impostats per la seva operació en temps real, sinó que ha habilitat la reutil-
ització intel·ligent, compartició o paral·lelització dels recursos de processament
i d’emmagatzemament proveïts pels dispositius FPGA escollits per a la seva
implementació.
Dos casos d’ús detallen aquesta contribució central, subratllant la convenièn-
cia del flux de desenvolupament proposat. El primer cas d’us és un esquema
MIMO de llaç tancat, basat en l’estàndard de comunicacions sense fils WiMAX
mòbil i emprant un mecanisme de Selecció d’Antena Transmissora (Transmit
Antenna Selection, TAS). El segon cas d’ús implementa un esquema de gestió
de la interferència en un escenari macro-cel·la/femto-cel·la basat en l’estàndard
3GPP LTE.
Resumen
La presente tesis doctoral tiene como objetivo principal abordar varios retos
que se presentan en el diseño digital en banda base para sistemas de comu-
nicación inalámbrica modernos y futuros. La rápida y continua evolución que
han experimentado las comunicaciones inalámbricas ha estado promovida por
el ambicioso objetivo de proveer de servicios omnipresentes capaces de garan-
tizar un elevado rendimiento y la fiabilidad de los enlaces de comunicación, a
la vez que se satisface el creciente requerimiento para la reutilización eficiente
del saturado espectro radioeléctrico. Con el fin de hacer frente a los requisitos
de rendimiento siempre crecientes, investigadores de alrededor del mundo han
propuesto sofisticados esquemas de capa física (PHYsical-layer, PHY), capaces
de acomodar un elevado ancho de banda, incluyendo también de forma indica-
tiva el uso de múltiples antenas tanto en el transmisor como en el receptor y
mejorando la eficiencia espectral mediante la aplicación de principios para la
gestión de la interferencia.
La combinación de esquemas multi-antena (Multiple Input Multiple Out-
put, MIMO) con la Multiplexación por División de Frecuencias Ortogonales
(Orthogonal Frequency Division Multiplexing, OFDM) ofrece un medio flexible
de procesamiento de señal para la implementación de la capa física de varios
sistemas de comunicación inalámbrica modernos. Esto es debido a su potencial
para proveer de una mayor capacidad de canal y protección frente los difer-
entes retardos y pérdidas introducidas por las transmisiones sobre canales multi-
trayectoria. Adicionalmente, la División de Frecuencias Ortogonales de Acceso
Múltiple (Orthogonal Frequency Division Multiple Access, OFDMA) aumenta
las capacidades de la tecnología MIMO-OFDM permitiendo servir simultánea-
mente a varios suscriptores móviles. Un esquema MIMO prominente que permite
capitalizar los beneficios de la diversidad es el de lazo cerrado, donde el recep-
tor provee Información sobre el Estado del Canal (Channel State Information,
CSI) al transmisor mediante un enlace de retorno dedicado. El transmisor ex-
plota la CSI para adaptar la transmisión dinámicamente y así poder aprovechar
completamente las capacidades de la tecnología MIMO-OFDM(A).
El elevado rendimiento y capacidades flexibles de la capa física de los sis-
temas de comunicación que usan MIMO-OFDM implican un aumento de la
carga computacional en banda base. Consecuentemente, se necesitan soluciones
innovadoras a nivel algorítmico, de diseño e implementación para poder proveer
los esquemas de capa física requeridos. De hecho, se requiere de innovación en
varios estratos para pasar de la descripción de alto nivel del sistema y los algo-
ritmos que lo forman (i.e., modelado) a su realización digital. Concretamente,
es necesario utilizar técnicas de diseño digital innovadoras que tengan como
objetivo maximizar el paralelismo y la reutilización de recursos para la imple-
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mentación de los algoritmos de Procesamiento Digital de Señal (Digital Signal
Processing, DSP), permitiendo así obtener una realización eficiente de esquemas
avanzados de capa física basados en la tecnología MIMO-OFDM.
Los dispositivos Matriz de Puertas Programables (Field-Programmable Gate
Array, FPGA), caracterizados por posibilitar un procesamiento a medida, se es-
cogieron para realizar los desarrollos de prueba de concepto de la tesis. Cuando
se considera la implementación en tiempo real de arquitecturas a medida de alto
rendimiento para el DSP, las FPGAs proveen de alta capacidad computacional
y flexibilidad, ofreciendo así un entorno ideal para la validación experimental
de técnicas innovadoras de diseño a Nivel de Transferencia de Registros (Regis-
ter Transfer Level, RTL). Concretamente, se ha seleccionado una aproximación
basada en la creación de código a medida usando un Lenguaje de Descripción de
Hardware (Hardware Description Language, HDL), que permite definir de forma
óptima aquellos diseños RTL que presentan elevados requisitos de computación.
Un aspecto importante del prototipado de capa física que se presenta es la
utilización de condiciones realistas de operación, de especificaciones y restric-
ciones de hardware y de condiciones de propagación en canales móviles. Esto fue
posible gracias a la utilización del banco de pruebas GEDOMIS R©. GEDOMIS es
una plataforma de alta capacidad para la generación y procesamiento de señal,
que permite el prototipado completo en tiempo real de sistemas multi-antena
de comunicación inalámbrica.
Para soportar el complejo ciclo de desarrollo se introdujo una metodología
iterativa de diseño, implementación y verificación, cubriendo todos los pasos des-
de la definición de los requerimientos y modelado de alto nivel del sistema hasta
la validación exhaustiva de los prototipos resultantes mediante una plataforma
realista.
La contribución central de la tesis es la simplificación y optimización de
varias operaciones de DSP que forman parte de bloques arquitecturales de
la banda base, que se encuentran en los sistemas modernos de comunicación
basados en OFDM. Esto no solo permitió satisfacer los estrictos requisitos de
rendimiento impuestos por su operación en tiempo real, sino que ha posibilita-
do la reutilización inteligente, compartición o paralelización de los recursos de
procesamiento y almacenamiento provistos por los dispositivos FPGA escogidos
para su implementación.
Dos casos de uso detallan esta contribución central, subrayando la conve-
niencia del flujo de desarrollo propuesto. El primer caso de uso es un esquema
MIMO de lazo cerrado, basado en el estándar de comunicaciones inalámbricas
WiMAX móvil y empleando un mecanismo de Selección de Antena Transmiso-
ra (Transmit Antenna Selection, TAS). El segundo caso de uso implementa un
esquema de gestión de la interferencia en un escenario macro-celda/femto-celda
basado en el estándar 3GPP LTE.
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Introduction
In recent years the world has experienced a dramatic evolution of wireless com-
munications. This fast and continuous progression has been driven by the ambi-
tious goal of providing ubiquitous communications services in every time more
demanding operating conditions. A continuous increase of throughput and reli-
ability, both for voice and data services, is expected in an environment featuring
high mobility and a network composed by heterogeneous technologies. Novel
solutions have been proposed by the academic community and the industry to-
wards this end. In fact, the academic community has been covering a wide range
of objectives from fundamental to applied research. Furthermore, the collabo-
ration between both actors has been leading the generation of medium-to-long
term solutions, aiming at setting the basis of future communication technolo-
gies. The target of the present thesis is the construction of solutions that will
be employed in real-life applications in the mid-term.
Mobile technology has entirely reshaped the telecommunications landscape,
increasing the number of subscribers exponentially during the past decade. From
the infrastructure point of view, mobile networks have suffered a drastic evo-
lution in response to the ever increasing user requirements. Mobile operators
have grown to dominate the market, offering services as comprehensive as those
offered by their wireline counterparts. Furthermore, the utilization that the
end-users are making of mobile phones and other mobile devices has also seen a
significant change. The advanced mobile phones (e.g., smartphones) and other
mobile devices have moved way beyond voice services, enabling complex data-
hungry applications (e.g., multimedia, video-calls, social networking, interactive
multi-user applications) which have led to an unprecedented demand for high
performance, high capacity and high bit-rate (see Figure 1.1).
A key player in the future of mobile communications are the Broadband
Wireless Access (BWA) technologies, which are meant to satisfy the advanced
high data-rate and mobility requirements of the so-called 4G (fourth generation)
and beyond mobile communications systems. The 4G requirements are detailed
in the International Mobile Telecommunications Advanced (IMT-Advanced)
specifications [ITU-R, 2003] defined by the International Telecommunications
Union - Radio Communications Sector (ITU-R). The baseline data-rate for a
4G service is set at 100 Mbit/s for high mobility communication (i.e., speeds
up to 500 km/h) and 1 Gbit/s for low mobility (i.e., up to 10 km/h) and sta-
tionary communication, as illustrated in Figure 1.2. Two indicative standard-
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Figure 1.1: Relevant summary statistics on the annual growth of factors con-
tributing to data explosion [1].
ization initiatives towards 4G wireless communication are the 3rd Generation
Partnership Project (3GPP) Long Term Evolution (LTE), with its latest revi-
sion LTE-Advanced, and the Worldwide Interoperability for Microwave Access
(WiMAX), through its evolved WiMAX-2 specifications (Institute of Electrical
and Electronics Engineers - IEEE - 802.16.m) [2]. In spite of the ambitious
requirements defined for 4G systems, future applications will continue impuls-
ing the evolution of both mobile devices and service infrastructures, imposing
demands that nowadays are only envisioned in a fundamental research context.
In addition, the different requirements imposed by applications which are
developed in a constantly evolving wireless ecosystem, is promoting the coex-
istence of diverse wireless access technologies. This has given birth to the con-
cept of Heterogeneous Networks (HetNet) posing serious design problems both
at network and terminal level (e.g., the modern mobile devices are required to
support multiple wireless access technologies).
In an over-crowded Radio Frequency (RF) spectrum (see Figure 1.3), a de-
terminant factor to cope with the continuously increasing demands of emerging
wireless services is that of high spectral efficiency (i.e., high aggregated cell
data rate per unit of spectrum). Among other measures, more efficient signal
processing techniques, an improved Medium Access Control (MAC) and novel
deployment concepts are needed for the the mobile cellular networks. For in-
stance, an increased Base Station (BS) deployment combined with frequency
reuse techniques should be implemented in HetNet scenarios. This actually
constitutes a major topic investigated under the umbrella of Cognitive Radio
(CR). Cognitive devices should be able to opportunistically utilize those RF
spectrum bands which are not utilized by the primary communication (i.e.,
with high priority), without affecting their perceived service quality. A novel
deployment scheme is that of small low-power cells coexisting with the evolved
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Figure 1.2: Capabilites of IMT-Advanced [ITU-R, 2003].
Figure 1.3: United States radio frequency spectrum allocation (300 MHz to 30
GHz band) [NTIA, 2011].
cellular network. Such schemes are denoted as Femtocells (or jointly named as
small cells, which encompass a more diverse size of cells) and are mainly aimed
at covering the needs of short-range residential gateways, both addressing the
indoor topology looses and opportunistically reusing the RF spectrum. How-
ever, in order to ensure a ubiquitous end-user experience, it is of paramount
importance to guarantee a minimum Quality of Service (QoS).
In order to confront with the challenges encountered in this vast evolution,
innovating algorithmic, design and implementation solutions are required at
each communication layer (i.e., from network infrastructure to digital baseband
design) separately, jointly and/or at system-level. Even if we constrain our view
to the digital baseband design (which is the main focus of this thesis), there are
still many levels of innovation required to pass from a high-level model-based de-
scription of the system and its embedded algorithms to their digital realization.
In practical research terms, implementing the physical (PHY)-layer of modern
mobile devices, including very complex signal processing, is of paramount impor-
tance to enable the real-world deployment of advanced wireless communication
systems.
The PHY-layer of next generation wireless communication systems is due
to support significantly augmented bandwidths (which implies a massive com-
putational load at baseband), an increased number of users per cell and other
flexible specifications that mostly affect the design and overall architecture of
the baseband communications. Additionally, it is expected that the utilization
of multiple antennas at both the transmitter and receiver sides, known as Mul-
tiple Input Multiple Output (MIMO), and interference mitigation techniques
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will have to be widely adopted to cope with the performance and reliability
requirements of future mobile devices.
MIMO communication systems exploit spatial diversity to provide unprece-
dented capacity and throughput. On the other hand, Orthogonal Frequency
Division Multiplexing (OFDM), with several data streams being transmitted in
parallel, provides resilience against interference caused by multipath propaga-
tion. The merging of MIMO and OFDM offers a flexible signal processing sub-
strate to implement the PHY-layer of various modern wireless communication
systems. This is mainly due to the fact that this technology combination is able
to provide increased channel capacity and robustness against multipath fading
channels. Hence, many recent standardization efforts are using MIMO-OFDM
as the basis of the proposed technologies (e.g., Wireless Local Area Network
- WLAN, IEEE 802.11a/n/ac, LTE, WiMAX). Undoubtedly, accommodating
high-performance prerequisites under fast channel fading implies challenging
signal processing at baseband. The latter is scaled when considering a scenario
with multiple competing users, where each user expects a minimum service
quality (e.g., data-rate, Bit Error Rate - BER). Orthogonal Frequency Division
Multiple Access (OFDMA) is augmenting the capacities of the MIMO-OFDM
technology to serve various mobile subscribers at the same time. Moreover, a
prominent scheme proposed to capitalize the benefits of diversity is the closed-
loop MIMO communications, where the receiver is providing information to the
transmitter related to the current channel conditions by means of a dedicated
feedback channel. In the transmitter, the Channel State Information (CSI) is
exploited to adapt at run-time the transmission and, thus, take advantage of
the capacities provided by MIMO-OFDM(A).
Another parameter of modern communication systems that every time ac-
quires a more critical role, reducing operating costs [3] or the overall carbon
footprint, is provided by optimizing the power consumption, which can also be
achieved by means of adaptivity (e.g., accounting for the energetic cost and
current channel conditions to select the most adequate MIMO scheme at every
moment). Achieving both high performance and adaptivity augments in orders
of magnitude the design complexity of MIMO-OFDM based systems. The most
significant aspects in this sense are the number of antennas, the bandwidth and
the implemented MIMO scheme. An indicative figure is given by the fact that
the processing effort scales linearly with the bandwidth [4]. Currently, large
bandwidths up to 20 MHz are considered in the pre-4G versions of both LTE
and WiMAX (IEEE 802.16e standard, also denoted as mobile WiMAX). In ac-
tual or imminent wireless communications technology terms, bandwidths of up
to 100 MHz are considered in order to enable true 4G LTE-Advanced systems.
Achieving the desirable performance in the PHY-layer requires to account
for issues originated at a higher layer or at system-level. For instance, a strong
limitation existing in dense BS deployments is posed by the presence of Inter-
Cell Interference (ICI). Such in-band interference imposes significant constraints
to the achievable performance. For this very reason, interference management
techniques are considered a de-facto operational prerequisite for the deploy-
ment of 4G wireless access networks. Hence, interference management is being
strongly considered in the current wireless communication standards, adapting
and encapsulating novel PHY-layer techniques. While the leading wireless stan-
dards based on the MIMO-OFDM technology (e.g., LTE, WiMAX) can achieve
improved spectral efficiency within one cell, ICI is still preventing them from
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Figure 1.4: Augment of complexity, measured as equivalent gate-counts (Virtex-
4 FPGA family), for different transceiver configurations based on results pre-
sented in Chapter 5.
coming close to the theoretical rates in multi-cell networks. For the particular
case of small cells, many ICI-related innovative solutions are being proposed
in the literature to efficiently enable the deployment of LTE-based Femtocells.
Adaptive transmission plays a key role in the deployment of frequency reuse and
interference management.
The projected exponential growth of wireless communication capacity (i.e.,
requiring every time for more signal bandwidth and spectral efficiency) caters
for ground-breaking innovation not only at algorithmic level, but also new phys-
ical Integrated Circuit (IC) technologies, new implementation techniques and
design methodologies. This is getting even more complex considering that high
performance has to be every time more coupled with energy efficiency (i.e.,
the technology tendencies are to calculate the processing cost in terms of their
bits per joule overhead). Fully exploiting the benefits of the previously intro-
duced PHY-layer innovations, especially when they are combined, relies on the
implementation of high-throughput receivers featuring a very high processing
complexity at baseband (see Figure 1.4). The latter constitutes a fundamen-
tal digital design problem [Zhang, 2001]. As a consequence, the potential of
the MIMO-OFDM based technology is still far from being fully exploited in
actual implementations. Hence, the efficient implementation of advanced PHY-
layer solutions has emerged as a major research topic [Burg, 2006,Edman, 2006,
Eberle, 2006,Nilsson, 2007,Camera, 2008,Eberli, 2009,Wenk, 2010].
Addressing the bit-intensive requirements of high performance communica-
tion systems is traditionally questing the signal processing community through-
out the historical trajectory of digital PHY-layer implementations. On top of
that, the constant increase of computational complexity posed by the introduc-
tion of bit-intensive PHY-layer solutions is driving the need for massive and
parallel computation. A clear trend towards the increased parallelism and het-
erogeneity is reflected in architectures where the processing elements are utilized
to implement demanding Digital Signal Processing (DSP) arithmetic operations
and transformations (i.e., PHY-layer of high-performance wireless communica-
tion systems), as shown in Figure 1.5. The amount of available options has,
however, greatly complicated the selection of the most adequate technology for
the digital realization of novel PHY-layer techniques. Mapping the PHY-layer
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Figure 1.5: Recent trend of programmable and parallel technologies [5].
of different systems to this enormous design-space results in a widely varying
performance and energy consumption, not solely when examining the target
implementation technology, but also the different application domains and use
cases.
Likewise, the selected technology will have a great impact on the costs and
time required to implement and validate the system. Hence, innovation is also
required in the provision of optimized digital design, in terms of performance,
utilized resources and energy consumption, accounting for the limitations of the
selected technology. Over the last years, the most prominent technologies used
in PHY-layer prototyping have been the DSP processors including multiple cores
(usually called multi-cores), the cell processors, the Graphics-Processing Units
(GPUs), the Field-Programmable Gate Arrays (FPGAs) and the Application
Specific Integrated Circuits (ASICs). Given the large amount of available imple-
mentation technologies, the definition of the target application and a (set of) use
case(s), results essential to narrow the explorable design-space. Traditionally,
computer-based software simulations have constituted an extraordinary tool for
the rapid validation and performance assessment of novel PHY-layer algorithms
and systems. Nonetheless, the limitations encountered (i.e., assumptions and
simplifications are applied considering that the simulation environments fea-
ture limited capacity to reproduce dynamic behaviours), seem to indicate that
computer-based simulations are just constituting the first step towards the long
path required to provide a comprehensive evaluation of novel algorithms and
systems for real-life applications. Additionally, as the complexity of the algo-
rithms introduced in the PHY-layer increases, it is not only required additional
computational capacity, but also a complex testing infrastructure to accompany
the analysis closer to real-world scenarios (e.g., realistic channel conditions,
real-time operation, constraints and impairments introduced by the final imple-
mentation technology). Hence, the development of prototypes has been a major
vehicle to realistically validate and assess the performance of advanced wire-
less communication systems, diminishing the gap between fundamental research
and real-world solutions [Haustein, 2006,Perels, 2007,Caban, 2009,Naya, 2010,
Murphy, 2010, Duarte, 2012]. In such context, a robust yet flexible methodol-
ogy is essential not only to minimize the required design and implementation
time, but especially to enable an optimum digital realization and guarantee the
quality of the system evaluation in close-to-real-world conditions.
FPGAs are processing devices renown for their capacity to host custom
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Figure 1.6: Performance vs. flexibility of different PHY-layer implementation
technologies [8].
parallel digital processing systems and, thus, able to implement complex DSP-
intensive algorithms and advanced wireless communication systems. Modern
FPGA devices have gone even further by integrating a number of different ded-
icated hard-wired Intellectual Property (IP) processing blocks within the fabric
(Ethernet, Peripheral Component Interconnect express - PCIe - and Gigabit
Input/Output - I/O - cores among others), while increasing dramatically the
digital logic and DSP-specific building blocks and the embedded memory ca-
pacity. This gives them unprecedented parallel computing capacity from one
side and flexibility from the other side (see Figure 1.6), when utilizing run-time
partial reconfiguration techniques [6], or when using the on-chip hard-wired
multi-core microprocessors [7], available in certain families, following by this
way a hardware/software (HW/SW) co-design approach. Therefore, FPGA-
based implementations are ideal to meet the needs posed by the development
of realistic prototypes (i.e., cost, time, capacity and flexibility). As an example,
when prototyping BWA systems, FPGAs are not only appropriate to satisfy the
demanding PHY-layer processing requirements, but their flexibility is also very
important if the constant evolution of the wireless communication standards
is taken into account. Hence, modifications on the standards can be imple-
mented with clearly smoother implications than when compared, for instance,
with ASIC-based solutions (which are the preferred solution for large-scale fab-
rication).
This thesis is focusing on the PHY-layer and more concretely on the ef-
ficient realization of baseband signal processing algorithms, by employing ad-
vanced digital design techniques and by applying suitable optimizations at dig-
ital circuit level. The ultimate goal is to achieve performance improvements
with agile usage of baseband processing resources. Such efficient design and
FPGA-based implementation of advanced PHY-layer solutions forms the basis
of those high-performance wireless communication systems that feature adap-
tive operation, which follows dynamically variable conditions. FPGAs have
been selected because they satisfy a trade-off between performance and flexi-
bility and provide the proof-of-concept environment where innovating Register
Transfer Level (RTL)-design techniques can be validated realistically. Moreover,
it is very important to underline that the innovative PHY-layer prototyping in-
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troduced herein is bound to real-life conditions, hardware specifications and
constraints under realistic mobile channel propagation conditions.
The main contribution of this thesis, as it will be elaborated across the fol-
lowing chapters, is the provision of innovation in performance-efficient digital
design, which is strongly tight to detailed design principles, procedures and a
proposed incremental methodology, that jointly aim at efficiently designing, im-
plementing and realistically verify advanced PHY-layer solutions. Moreover,
although the scope of this thesis has been set on high-performance wireless
communication systems featuring adaptivity, the provided contribution can be
extrapolated to other communication systems with demanding DSP require-
ments (i.e., systems requiring wide bandwidth and dynamic range; e.g., MIMO
channel emulation for power line communications or digital pre-distortion for
wireless back-hauling links).
1.1 Thesis overview
The contents of the thesis are organized as follows.
Chapter 2 covers the motivation of the thesis. The different technologies
utilized in the modelling and implementation of the PHY-layer are discussed,
whose target strictly falls within the realistic prototyping of high-performance
wireless communication systems featuring adaptive behaviour. For this reason,
a representative diagram of PHY-layer design, implementation and evaluation
ecosystem is defined (i.e., the different levels encountered from high-level mod-
elling to fabrication).
Chapter 3 reviews the related work, with the intention to provide a compre-
hensive taxonomy of relevant literature. The main contributions of the thesis
are also detailed and located within the described landscape.
Chapter 4 proposes a design, implementation and verification methodology
aimed at providing a performance-efficient implementation of bit-intensive wire-
less communication systems featuring adaptivity. The methodology covers all
the required steps from the definition of the system requirements and high-level
modelling to the comprehensive and realistic evaluation of the resulting pro-
totype, using a heterogeneous hardware-setup with close to real life operating
conditions. Moreover, it are discussed the multitude of challenges to which the
system designer is deemed to face, in many different levels, when following the
previously introduced methodology. The latter aims at providing system-level
design principles which along with the design work flow constitute a comple-
mentary companion that helps to accomplish a successful performance-efficient
applied research roadmap.
Chapters 5 and 6 provide two indicative use cases, focusing on the innova-
tion provided in the digital realization of the PHY-layer of advanced wireless
communication systems. The aim of those chapters is twofold. First, they serve
as a proof-of-concept of the proposed design methodology. More importantly,
those RTL design principles constituting a principal contribution of this thesis
are fully illustrated therein.
Chapter 7 is closing the thesis by analysing the results and extracting useful





Motivating the innovation in digital design
Empowering the constant evolution of the wireless communication systems re-
quires inter-sectorial and cross-sectorial novel solutions. Yet, when strictly fo-
cusing on the PHY-layer, innovative solutions are needed at all different levels:
theoretical conceptualization, modelling, design and implementation. The iden-
tification of these heterogeneous innovations is what this chapter intends to
outline. The message that is conveyed is the fact that a long path lays across
the proposal of a novel algorithm and its efficient digital realization.
2.1 Introduction to the PHY-layer development
ecosystem
Figure 2.1 provides a graphical overview of the different approaches commonly
utilized to design, implement and validate novel PHY-layer solutions. Evidently,
the development-cycle time highly depends on the selected approach, that could
serve different objectives: ranging from a rapid evaluation of known or novel con-
cepts, to an extremely long development process when targeting a final-product.
As the complexity of the proposed solutions augments (i.e., high-performance
and adaptivity), more optimization is required for its digital implementation.
Consequently, a more complex design, implementation and validation method is
required. Furthermore, while the conceptual and behavioural modelling of PHY-
layer algorithms related to wireless communication systems naturally starts by
using High-Level Programming Languages (HLPLs) and a computer-based sim-
ulation, it is widely accepted within the experimentally-driven research commu-
nity that the complete validation of innovating DSP algorithms is only achieved
when the latter are implemented and tested using baseband and RF laboratory
equipment that generates and processes signals, which are subject to real-life
hardware constraints and impairments (i.e., including a physical or hardware-
emulated signal propagation channel) [Caban et al., 2011].
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Figure 2.1: PHY-layer design, implementation and validation ecosystem.
2.1.1 Fundamental research founded on computer-based
models and simulations
The innovative ideas impulsing the progression of wireless communications have
their origins on fundamental research. In the case of the PHY-layer, the novel
signal processing solutions are typically born as computationally demanding
mathematical models, which in many cases require of unprecedented process-
ing capacity. Consequently, the real-world conception of such solutions results
prohibitive even when state-of-the-art technology is employed. Hence, in many
cases a gap exists between fundamental and applied research. At the same
time, the ability to verify the capacity gains of novel DSP algorithms and tech-
niques, or the performance of new wireless communication standards, is one of
the main research and development drivers of both academic and industrial en-
tities. Therefore, fundamental research studies based on computer simulations,
that describe in a high-level algorithms or entire systems, have been tradition-
ally adopted as the principal method to rapidly estimate the achievable gains
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of the proposed solutions.
The capital features of software-based modelling (algorithmic or system-
wide) indeed constitute the most adequate method to evaluate the proposed
ideas at an early stage of technology-driven applied research. This is mainly due
to the inherent facility provided by HLPLs to describe complex mathematical
models, with numerous pre-verified software libraries and tools made available to
the system designer. The utilization of the universally prominent C/C++ gen-
eral purpose languages consists one of the most emblematic HLPL-based DSP
modelling approaches. Some indicative open-source initiatives can be found
in [AQU, SPU, DSP], whereas [IPP] provides a commercial General Purpose
Processor (GPP)-based DSP library. Nonetheless, MATLAB R© [MAT] probably
constitutes the de-facto HLPL and mathematical modelling environment utilized
by the signal processing research community. It is because MATLAB provides
the means for rapid verification of signal processing algorithms and systems in
a user-controlled cross-platform environment. Additionally, an ever-growing set
of add-ons, open-source code and pre-compiled libraries facilitates the high-level
design and modelling of complex systems. Within the most commonly utilized
MATLAB extensions lies the Signal Processing Toolbox
TM
[SPT], providing an
exhaustive collection of notable industry-standard DSP algorithms. The ver-
satility of MATLAB has also made it one of the standard interfaces between
computers and high-end testing, emulation and signal generation instruments.
The utilization of HLPL-based DSP libraries permits the researcher to con-
centrate on the conception of innovative PHY-layer solutions, as the complicated
aspects related to its digital realization can be abstracted away. Another essen-
tial benefit of system modelling based on computer simulations is its relatively
low development cost, both in temporal and economic terms, providing by this
way an ideal environment for the rapid evaluation of complex solutions with
inexpensive hardware equipment. Similarly, standard constructs of HLPLs can
be utilized to describe the DSP model, not demanding the lengthy acquisition of
expertise in the utilization of additional programming languages or tools aimed
at constructing low-level hardware architectures (e.g., Hardware Description
Languages - HDLs). All the previous advantages are substantially augmented
when considering the flexibility provided by any software-based development
(e.g., compilation time is short compared to low-level programming languages).
The modelled solutions can be modified or extended without a notable change
of the development cost. Moreover, complex and governable scenarios can be
considered with a similar cost (e.g., large number of users and fully-controlled
evaluation conditions, such as the channel model, the Signal-to-Noise Ratio -
SNR - or the interference perceived by each mobile receiver). Likewise, the
considered scenarios can also be easily modified or augmented.
The above provides a solid basis for computer-based algorithmic exploration
or system-wide experimentation, constituting by this way an essential vehi-
cle that enables fundamental research. At the same time the versatility of
simulation-based high-level modelling environments is effectively used as an in-
dispensable part of the applied research development cycle, that targets innovat-
ing prototypes of systems that are subject to real-life constraints. However, this
particular use of HLPL-based mathematical modelling environments reveals a
series of limitations which, generally speaking, are related to their finite capac-
ity to deal with computational intensive data processing and other limitations
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on modelling or accounting for mixed signal effects and impairments. Hence
when the numerical complexity of the PHY-layer algorithms increases, it is re-
quired to make assumptions and simplifications in the mathematical models,
in an attempt to address the mismatch of the required computational capac-
ity and simulation time. While the latter allows the analysis of the theoretical
performance gains achievable by the proposed solutions, basic parameters that
critically affect the operation and the physical realization of wireless communica-
tions are omitted in an idealized simulation environment. This may occasionally
result in overoptimistic conclusions (e.g., in terms of performance, required pro-
cessing architecture or estimated power consumption). A short description of
some common assumptions and simplifications, and their impact on the realistic
validation of PHY-layer algorithms and systems, follows:
• Unlimited resources: high-level software models do not usually ac-
count for the amount of baseband signal processing resources that will
be required to physically implement the system under test, leading to an
ideal validation scenario, where unlimited computational capacity is as-
sumed. This additionally prevents a precise analysis and quantification
of the achievable gains, since the DSP-computing architecture remains
undefined. Furthermore, the computation latency of the required DSP
calculations is also depending on the defined architecture. The lack of
consideration of the previous aspects may affect the evaluation of algo-
rithms, even when the digital realization of the system under test is not
the principal target. Indicative examples are the analysis of performance
or energetic gains, since they are both strongly related to the low-level
DSP architecture and implementation technology (e.g., on-chip dedicated
memory versus off-chip shared memory).
• Unlimited precision: HLPL-based models usually provide highly ac-
curate double-precision numerical environments, leading to floating-point
system models that neglect many of the constraints encountered in real-
world implementations. In particular, the precision-loss introduced when
translating a floating-point system model, built with a HLPL, to fixed-
point logic, targeting a specific baseband processor technology, are often
underestimated or completely ignored. As a result, the impact of some
standard operating conditions or inherent functional features on the per-
formance of an algorithm or an entire system may not be properly eval-
uated (e.g., noisy channel estimations), which in turn may lead to severe
degradation of the global performance of the (wireless) communication
system. Likewise, the target technology is limiting the maximum attain-
able precision (e.g., maximum bit-width provided by the Analog-to-Digital
Converter - ADC - or Digital-to-Analog Converter - DAC - stages).
• Idealized channel conditions: it is quite common to assume a flat fad-
ing channel, with independent and identically distributed fading at each
antenna, or simplified (quasi-)static channel models which are considered
at simulation-time during the early stage of algorithm exploration. Fur-
thermore, usually it is assumed perfect knowledge of the channel at both
the transmitter and receiver sides. The mentioned environmental simpli-
fication and channel-knowledge idealization strongly impair the accurate
assessment of the selected algorithms suitability and the confident analysis
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of the computational complexity of a digital realization, which shall fulfil
the performance requirements of the system under test. This is especially
crucial in those scenarios that consider mobility and, thus, rapid variations
of the channel propagation conditions. An illustrative case is the channel
estimation at the receiver: channels featuring aggressive fading demand an
increased arithmetic computation, often leading to a design-time trade-off
between implementation complexity and performance. An accurate defi-
nition of this delicate trade-off requires an extensive algorithm selection
phase, which is highly dependant on the considered scenario (e.g., channel
model, SNR conditions).
• Ideal signal: it is not uncommon to encounter in the literature (see Chap-
ter 3) algorithmic studies where the model’s input signal or test vector is
generated in the same simulation environment and, thus, failing to account
for certain natural operating conditions, limitations and features of real-
life hardware equipment that critically affect the received signal. In this
context, it is often assumed the reception of perfectly synchronized signals,
although for instance in OFDM-based systems, Fast Fourier Transform
(FFT)-window misalignments have a direct impact on the performance
of the receiver. Other potentially significant signal impairments, such as
In-phase and Quadrature (I/Q) gain and phase imbalances, inaccuracy be-
tween the sampling clocks of the transmitter and receiver in respect to the
ideal sampling frequency, Local Oscillator (LO) drifts, random phase noise
due to LO instability and Carrier Frequency Offset (CFO), also tend to be
neglected. This both affects the estimated performance and simplifies the
implementation complexity: on the one hand, one of the key components
with a critical impact on the performance of the baseband logic, the Digi-
tal Front-End (DFE - i.e., responsible for vital operations of the receiver,
such as the symbol detection or the control of the power-gain applied at
the ADC stage), is not taken into account. On the other hand, the RF
front-end is also neglected, abstracting away the hardware non-idealities
of real-world systems (e.g., attenuation suffered by RF components, ad-
ditional noise originated by the RF equipment, antenna coupling, Direct
Current - DC - levels).
• Control plane: real-world implementations are usually composed of spe-
cialized computing blocks working in parallel, that need to intercommu-
nicate among them, and with other basic system resources (e.g., off-chip
memories, buses), in a synchronized manner. Therefore, robust control
units, managing the operation of the processing blocks, must be designed
to ensure the correct operation of the system. Such control units tend to
be complex entities, often requiring a non negligible amount of hardware
resources and, likewise, of considerable design, implementation and veri-
fication time. This part is naturally not present in software simulations,
thus omitting the implementation overhead of the control plane. The rel-
evance of this issue is particularly important when the behaviour of the
system needs to be dynamically adjusted, according to the response of
external parameters. Hence, not only there will be the need to exchange
control data between the transmitting and receiving entities, but it has
to be delivered in a timely manner and with minimized overhead. If the
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latter is not properly dimensioned, analysed and designed, it may heav-
ily influence the expected gains introduced by an innovating PHY-layer
algorithm.
Therefore, in many occasions what is missing in the evaluation cycle of inno-
vating PHY-layer algorithms is the emulation of system-wide functional param-
eters that are subject to realistic physical conditions, inherent to the operation
of real-life hardware devices, equipment and instrumentation, as well as realistic
channel propagation and SNR conditions. Therefore, in order to assess in exact
terms the performance of separate algorithms or the entire PHY-layer of a com-
munication system, it is crucial that the simulation model under validation takes
into account as many effects, system specifications and physical impairments as
possible. The previous is an essential step to enable both the efficient imple-
mentation of novel solutions and a closer-to-reality analysis. Such a detailed
model requires a substantially additional computational capacity, which is re-
lated to the complexity of the proposed PHY-layer solutions. This is especially
true, when considering bit-intensive wireless communication systems, which by
default feature elevated computation requirements that are due to the wide
baseband bandwidth, the number of antennas, the considered communication-
scheme and the time-varying DSP functions.
2.1.2 Realistic PHY-layer modelling
Three main approaches are utilized to improve the previously discussed HLPL-
based system modelling, as detailed in the following.
Parallel techniques for simulation-based PHY-layer modelling
The procurement of enriched PHY-layer models focuses on improving the com-
puter-based simulation performance. The required innovation relies on the pro-
vision of a massive parallel computation capacity. In recent years, a clear ten-
dency towards parallel computation has been adopted to confront the physical
constraints posed by the ever increasing operating frequencies that a single GPP
could reach. Numerous solutions have been proposed from clusters of comput-
ers to multi-core processors, attaining parallelism at different levels (i.e., bit,
instruction, data or task level). The features of the existing HLPLs have been
augmented to attain an optimum computing-resource exploitation, enabling the
provision of high-performance without loosing portability and scalability. An
indicative example is the standardization effort procured by the Message Pass-
ing Interface (MPI) [Gropp et al., 1999], which enables parallel computation
for the most commonly used HLPLs (i.e., C, C++, Java and so on). Nonethe-
less, two principal issues need to be addressed to accomplish massive parallel
computing. First, advanced parallel processing hardware solutions need to be
assembled, engineered or even prototyped. A whole range of solutions exists to-
wards this end, mainly based on standard commercial computers; from a nearly
inexpensive single machine including multiple processors (or a multi-core pro-
cessor) to an extremely costly large cluster of computers, featuring a dedicated
high-throughput network (jointly with its associated control-software). A sec-
ond important issue is the creation of parallel-executable code, which requires
the use of precise programming skills that exploit the parallelism encountered in
the hardware processing solutions. Failure to provide source code with adequate
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parallelism constructs, that respect the compiler and final processing-solution
specifications and limitations, results in sub-optimal executables, which may
even under-perform compared to non-parallel HLPL and single-processor (sin-
gle core) solutions. Although in those cases the code is still based on com-
mon HLPL-constructs, novelty is required in the Electronic Design Automation
(EDA) tools to facilitate the generation of complex PHY-layer models based
on a parallel-computing architecture. A notable solution to abstract away the
specific parallel-computation coding is provided by the MATLAB Parallel Com-
puting Toolbox
TM
[PCT]; this allows the computation and data-intensive models
to be executed on multi-core processors, GPUs and clusters of computers in a
user-friendly environment. Furthermore, it permits to combine both previously
detailed parallel-HLPL approaches; indicatively, optimum custom code (e.g.,
written in C/C++) can be called from the true high-level MATLAB-generated
model, when the latter cannot fully take advantage of the parallel-computing
resources.
In spite of the enormous computational capacity attainable with paral-
lel computing solutions, HLPL-based PHY-layer modelling still features a re-
stricted ability to produce realistic conditions for the considered signals. The
latter becomes more important when taking into account that, for the successful
and correct validation of MIMO systems under time-varying mobility conditions,
it is required a solid understanding of the channel propagation characteristics
and specifications. Many wireless channel models are typically considered in
HLPL-based simulations whose goal is to emulate the propagation conditions
and eventually provide estimates of the attainable MIMO channel capacity.
Despite their complexity, even the most sophisticated models make many as-
sumptions and ignore common propagation effects (e.g., refraction, diffraction
and reflection loss) or correlations among the different antenna elements. Con-
sequently, the utilization of such models can result in important deviations in
the MIMO channel capacity estimates [9].
Off-line testbeds
A popular alternative allowing the verification of PHY-layer algorithms un-
der more realistic operating conditions is by assembling hybrid experimental
testbeds, that combine real-time processing and off-line software-based post-
processing (denoted as off-line testbeds henceforth). This rapid-prototyping ap-
proach provides an improved testing environment that partially addresses some
of the issues encountered in HLPL-based PHY-layer simulations. In this sense,
off-line testbeds offer a trade-off in terms of cost and time for the rapid verifica-
tion of the functionality and performance of novel PHY-layer algorithms. Such
platforms make use of commercial testing, measurement and signal generation
equipment (e.g., Vector Signal Generator - VSG - instruments equipped with ar-
bitrary waveform generators), capable of producing real-time RF signals. Then,
the VSGs are configured with user-generated vectors representing the output of
a baseband transmitter (i.e., produced by a HLPL-based software model) and
eventually produce a real-time RF signal that is transmitted, using either anten-
nas or a direct cable connection (e.g., the output of the VSG is connected to the
input of a digital oscilloscope). In other more advanced off-line testbed setups
where receiver-mobility scenarios are considered, the output of the VSG is con-
nected to the input of a RF channel emulator where static or mobile channels are
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emulated with real-time hardware. Moreover, other instruments that combine
signal generation and channel fading are also used towards this end. Certain
additional laboratory equipment might be utilized to control other important
parameters (e.g., White Gaussian Noise - WGN - signal generators can help
setting the desired SNR conditions, by adding a noise signal to the received In-
termediate Frequency - IF - signal). At the receiver side the signal either passes
through an RF front-end that downconverts the signal to IF or through an RF
IC that makes a zero-IF conversion and provides directly the baseband signal.
This signal after the ADC conversion is stored in large buffers (e.g., utilizing an
FPGA device) and retrieved in order to be post-processed off-line. If a static
channel is considered then, at the receiver, a digitally controlled Programmable
Gain Amplifier (PGA) is used to empirically adjust the incoming signal to the
maximum observable dynamic range. However, in case a multi-tap channel with
(high) mobility is considered, then the absence of a post-ADC Automatic Gain
Control (AGC; responsible to automatically adjust the incoming signal to the
full dynamic range by configuring in real-time the PGAs) and of a signal detec-
tion and synchronization processing block (which are deterministically defined
by the format of the incoming signal) is typically forcing to apply a high back-off
safety margin (empirically set after observing for a long period of time that the
incoming signal does not saturate the ADC). This apparently results in a non
negligible loss of dynamic range (SNR), which in turn may affect the perfor-
mance of the receiver under evaluation. On top of the realistic channel-related
conditions, the received signal also includes hardware-introduced constraints
(e.g., limited ADC precision, RF non-idealities and losses). The captured close-
to-real-world signals are used as inputs to a HLPL-based simulation, which
facilitates the realistic validation of the baseband signal processing algorithms
of the receiver (e.g., MATLAB high-level model of the system). A graphical
overview of a generic off-line prototyping testbed setup is provided in Figure
2.2. Notwithstanding, off-line prototyping is still inheriting various constraints
that apply to the HLPL-based simulations presented earlier. Specifically, given
its simulation-based nature, the utilized HLPL-modelled PHY-layer is usually
not fully accounting for the limited numerical precision of the baseband (i.e.,
only the quantization introduced in the ADC/DAC circuitry is included). Fur-
thermore, strong restrictions apply when high-performance systems requiring
of a dynamic adaptation of the PHY-layer are simulated using a HLPL-based
model (further discussed below). On top of it, software simulations are not
accounting for the digital design and control-plane overheads.
This type of testbeds are having off-line HLPL-based simulations running
at the two ends (transmitter and receiver). Certain researchers tried to reduce
the performance specifications of the systems under development, or apply ad-
vanced parallel computing principles at the simulations that run in computer
systems with multi-core processors, in order to provide a semi-real-time inter-
facing of the simulations at the two ends with the real-time instrumentation-
based testbed. However, when targeting high-performance wireless communica-
tion systems, even with the combination of parallel-computation techniques and
non-synthetic signals (e.g., real-world data captures), the simulation time is still
very high (i.e., it largely depends on the desired precision and statistical accu-
racy of the simulation results, the selected bandwidth, the transmission mode
and the chosen modulation order [10]). Hence, the number of frames that can
be simulated is limited. Moreover, as the physical implementation of complex
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Figure 2.2: Generic off-line prototyping scheme.
baseband blocks that critically affect the global system performance is not con-
sidered, the accuracy of the system-analysis may not be substantially improved
even when utilizing realistic signals. An indicative example is encountered in
the computer-based simulation of the PHY-layer of a wireless communication
system (e.g., using MATLAB) which is designed considering that the channel
estimation features floating-point arithmetic and favourable SNR conditions of
the captured signals; this might result in a significant performance-mismatch
between the model and the physically implementable system (i.e., typically re-
alized using fixed-point numerical representations).
Therefore it is practically very difficult, and at the same time quite uncom-
mon, to encounter in the literature PHY-layer developments which accurately
model and exhaustively validate dynamic systems when using non real-time pro-
cessing solutions. This comes as the natural outcome of the increased processing
requirements due to the computational load of the advanced DSP techniques be-
ing utilized, together with the inherent adaptivity of certain algorithms. A very
indicative example that can support the arguments mentioned herein is found
in the operation of closed-loop mobile broadband communication systems; the
latter require, for instance, a fast adaptation of the transmission scheme ac-
cording to the current channel conditions, which are communicated through a
dedicated feedback link from the receiver to the trasmitter. Essentially, three
main approaches have been proposed in the literature to realistically measure
the performance of the previously mentioned systems [11] :
(i) Off-line testbeds where the feedback is carried out via a high-speed connec-
tion. The round trip times of a typical hardware-setup (e.g., considering
an off-line execution of a MATLAB-based PHY-layer for both the trans-
mitter and receiver, a feedback link based on Local Area Network - LAN -
and over-the-air transmission) is usually in the order of milliseconds (e.g.,
100 ms to 1 second). Consequently, only scenarios where the channel
stays constant over long periods of time can be considered (e.g., indoor
measurements performed at night, when no human presence is distorting
the current channel conditions). Clearly, scenarios featuring constantly
moving objects are prohibiting such measurement strategy.
(ii) Off-line testbeds where no feedback is used at all, but a block of data is
transmitted for every possible feedback combination and evaluated later
on. Of course, this is only realizable in the case of limited feedback. That
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is only for certain scenarios where the channel remains constant during (at
least) the time required to transmit all the possible blocks of data (i.e.,
considering the time consumed in the feedback propagation, reception
and decoding, additionally to that required for the adaptation of the DSP
producing the transmitted signal).
(iii) Advanced technology demonstrators where the whole system, including
the feedback, operates in real-time. An efficient PHY-layer implementa-
tion is required (especially for high-performance MIMO-OFDM systems),
as well as a realistic laboratory setup (e.g., FPGA-based DSP-prototyping
boards, RF equipment and a channel emulator capable of reproducing mo-
bility conditions for the mobile terminals).
Hardware-accelerated simulations
An interesting alternative to the parallel-computing techniques described earlier
is that of hardware-accelerated simulations, commonly denominated as Hard-
ware-In-the-Loop (HIL), which may provide an entry point to the real-time
implementation domain. In a HIL simulation-approach, those parts of the sys-
tem requiring of bit-intensive parallel computation are implemented in hardware
(usually a FPGA device), allowing its real-time execution. The remaining DSP
functions of the system remain implemented at a software-simulation domain.
Shared memories are used to allow the real-time communication between the
simulation that runs at a computer system and the FPGA device (i.e., a physical
memory is accessible from both the FPGA and the simulation-computer; e.g.,
the inputs and outputs of the FPGA implementation use embedded Random
Access Memory - RAM - residing in the FPGA fabric, which are mapped to a
memory space of the computer’s RAM through a dedicated firmware interface,
included only in specific FPGA boards, and an Application Programming In-
terface - API - that runs at the computer), providing a high-speed data link,
as shown in Figure 2.3. In this case, the attainable throughput of the HW/SW
communication is defined by the dedicated communication interface connect-
ing the FPGA and the simulation-computer with the shared memory. Once
again, advances are required in the EDA tools supporting the development of
HIL-based wireless communication systems. Simulink R© [SIM], a MATLAB-
based schematic-entry software tool for modelling, simulating, and analysing
embedded systems, when combined with System Generator for DSP
TM
[SYS],
a high-level tool for the design of high-performance DSP systems using FPGAs
(System Generator essentially interconnects Simulink with the Xilinx FPGA
design and implementation EDA toolchain), has probably introduced the most
iconic model-based design solution for rapid PHY-layer design (largely discussed
in Section 2.1.3). One of the principal features of the mentioned combination
of EDA tools is to facilitate a MATLAB/FPGA HIL design and validation
strategy. However, although such hardware-accelerated approach could be clas-
sified as a partial real-time implementation (or real-time if certain performance
specifications are downgraded), the digital realization of the system is not fully
contemplated when an EDA tool is used to abstract away the design of the
DSP-architecture. HIL can be considered a reasonable approach for applications
tailored to implement and validate wireless communication systems, with a rela-
tively low effort and within a limited time-frame. Nonetheless, when accounting
for high-performance PHY-layer techniques featuring adaptivity, innovation is
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Figure 2.3: Generic HIL scheme.
required to provide a further optimized PHY-layer design and implementation
approach, permitting the development of robust real-time systems that operate
in close to real-life functional conditions.
2.1.3 PHY-layer implementation and prototyping
Prior to examining the different alternatives encountered for real-time system
development, it is required to properly define the real-time concept.
Real-time signal processing places stringent demands on the design of DSP
hardware and software, as it is required to complete predefined tasks within a
certain time frame [Kuo and Lee, 2001]. A limitation of DSP systems for real-
time applications is that the bandwidth of the system is limited by the sampling
rate. Accounting for the Nyquist-Shannon sampling theorem [Shannon, 1949],
in order to accurately represent an analog signal digitally (i.e., discrete-time),
two conditions must be met. First, the analog signal must be limited in band-
width, fM . Second, the sampling frequency, fs (i.e., ADC-stage), must fulfil
the condition fs ≥ 2 · fM . Therefore, in a real-time DSP system the signal
processing time, tp, must be less than the sampling period, T = 1fs , in order to
complete the processing task before the new sample comes in. This real-time
constraint limits the highest frequency signal that can be processed by a DSP
system: fM ≤ fs2 < 12tp . Clearly, the longer is tp, the lower is the supported
fM . Even when accounting for the ever-increasing capacity of state-of-the-art
DSP-specialized hardware, there is always a limit to the processing that can be
performed in real-time. The latter becomes more apparent when the cost of the
system is taken into consideration, given that it is usually required a trade-off
between cost and system performance. Hence, many applications simply cannot
be utilized because of economical constraints, even if more complex hardware
approaches could provide the required computation potential.
When facing the implementation of real-time bit-intensive PHY-layer solu-
tions which require dynamic DSP-adaptation, in response to the current channel-
state condition, the principal approaches are classified in two broad categories:
Hardware Description Language (HDL)-based and non-HDL designs. HLPLs
are used in non-HDL implementations, but consider the efficient utilization of
the hardware resources provided by advanced specialized processors, which en-
able the real-time execution of bit-intensive DSP algorithms. On the contrary,
the HDL-based method aims at describing the digital logic of the system at
RTL: that is to say, defining the flow of data (i.e., digital signals) between hard-
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ware registers (i.e., memory) and the logical operations between them (i.e., pro-
cessing units) by means of a specialized programming language. The resulting
description is finally utilized for FPGA-based or ASIC implementations. The
Verilog and Very High Speed Integrated Circuit (VHSIC) HDL (VHDL) are the
most widespread HDLs, with the second being utilized for the implementation
objectives of this thesis.
The inherent complexity of novel PHY-layer developments poses the ap-
plication of innovating digital design techniques and requires increased design
efficiency to take maximum advantage of the capacity of the target technol-
ogy, which is ever-growing in an exponentially manner, as predicted early by
Moore’s Law [Moore, 1965]. The selected implementation technology is finally
defining the reachable system performance (e.g., in terms of power consump-
tion and/or data-rate). Each implementation alternative discussed hereafter
could result more adequate for different target use cases and development-time
(or budgeting) requirements. Nonetheless, both HDL and non-HDL PHY-layer
implementations share the following features:
• Implementation flexibility: different applications can be implemented
with no additional hardware costs (e.g., by reprogramming the FPGA de-
vice). Nevertheless, this flexibility comes at the cost of implementation
efficiency loss when compared to custom silicon developments, which are
programmed at fabrication-time and cannot be modified thereafter (be-
sides minor changes of their firmware).
• Re-usability: libraries of hardware-proven designs, known as IP cores,
or parts of previously developed designs, can be directly re-used, leading
to shorter design cycles and improved implementation quality.
• Design portability: the utilization of a programming language to de-
scribe the DSP functionality provides an efficient means of migrating be-
tween similar technologies (e.g., between FPGA devices or DSP proces-
sors). In other words, the resulting code is not necessarily bound to a given
device architecture or processor technology. Evidently, though, a predom-
inant technique to augment the DSP design efficiency, as described in the
previous point, is to re-utilize code and/or provide a lower level of detail
to the design (i.e., instantiate physical hardware resources by using special
constructs provided in the utilized specialized programming language). In
the previous case, the resulting design is indeed accounting for the low-
level architectural details of the implementation technology and, hence,
difficults the migration process (i.e., recoding might be needed).
An important aspect to be accounted in the two alternatives is the common
utilization of fixed-point arithmetic for the final digital realization. The re-
duced hardware complexity, when compared to floating-point implementations,
provides significant speed and resource-utilization gains which are usually more
important than those related to augmented numerical-precision (i.e., high pre-
cision is not always required to adequately represent the dynamic range of a
system). Nevertheless, the translation of the high-level model of the system
(e.g., when using MATLAB, which features floating-point logic), used during
the preliminary evaluation stage, to fixed-point HDL code, which will endow
its real-time FPGA-based implementation, is a complex task which critically
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affects the implementation efficiency and the system performance. On the other
hand, though, the utilization of floating-point arithmetic facilitates the final
implementation (e.g., the tedious translation to fixed-point is avoided, and thus
makes straight forward the comparison of the real-time implementation with
the high-level model). Therefore, it is important to note that floating-point
realizations are not only possible (in the cost of additional processing complex-
ity at baseband), but also necessary for given DSP-applications. Indicatively,
specific floating-point arithmetic libraries, IP cores, embedded microprocessors
and other dedicated processing components can be used in FPGA devices, to
serve the needs of particular applications that require this type of arithmetic
operations [12, 13].
To conclude, it is worth mentioning that the MATLAB DSP System Toolbox
TM
[DST] provides algorithms and tools to help automating the design of advanced
PHY-layer techniques for both implementation choices. One of the main fea-
tures of this environment is the automatic generation of fixed-point C and HDL
code from the MATLAB model (including support for the Simulink environment
as well).
Non-HDL implementations
The first HLPL-based method aiming at providing an efficient real-time PHY-
layer implementation is making use of specialized microprocessors, named DSP
processors, which feature an internal architecture and an instruction set opti-
mized for the operational needs of DSP. When compared to GPP-based solutions
aiming for real-time PHY-layer developments, the DSP processors feature lower
latencies, area and power-consumption, allowing its inclusion in portable DSP-
oriented devices. As it is common for HLPL-based approaches, the principal
DSP processor manufacturers are providing design tools to facilitate the devel-
opment of complex systems, denoted as Integrated Development Environment
(IDE) [TIC,ANA]. Further EDA-capabilities are enabled when combining those
tools with MATLAB. The Embedded Coder R© tool [EMC] enables the automatic
generation of C/C++ code from a high-level MATLAB model (i.e., MATLAB-
code or Simulink model), providing a direct interface with the vendor-supplied
IDEs. Notwithstanding, when more efficient DSP implementations are required,
custom optimized assembly-code routines (i.e., low-level code) are utilized, due
to the inefficiency and limitations of the EDA tools that automatically translate
HLPL-based designs or schematic entry models to lower-level code. Indicatively,
the main DSP-processor vendors offer DSP libraries of software-functions com-
posed of C-callable assembly-optimized routines [TID,FRE,NXP].
As in the case of advanced HLPL-based PHY-layer simulations, in the real-
time systems utilizing dedicated DSP processors there is a clear tendency to-
wards increased parallelism (e.g., inclusion of multiple processing cores) and
heterogeneity (e.g., system architectures integrating accelerators such as GPUs
or FPGAs). Likewise, from the system designer point of view, innovative EDA
tools are required to facilitate the inclusion of parallel computation solutions to
the high-level DSP-models aimed at developing real-time systems.
Nowadays there is a handful of powerful processing solutions that can host
real-time PHY-layer implementations, which primarily or completely rely on
software-based DSP. Similarly to multi-core GPPs, modern multi-core DSP pro-
cessors may include several independent central processing units. According to
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Figure 2.4: Evolution of computational capacity in consumer portable SoCs
[ITRS, 2011].
the current evolution of the silicon-based technology, it is expected that hun-
dreds of cores will be integrated in a single chip in the near-future, as shown
in Figure 2.4. Additionally, hardware accelerators, usually called co-processors,
introduce such processing architectures to efficiently implement specific DSP
operations. Probably, the two most indicative technologies favouring a co-
processing architecture are the GPUs and the Cell Broadband Engine Archi-
tecture (CBEA), usually referred as cell processors.
The highly parallel architecture featured in the GPUs makes them very
efficient in applications where processing of large blocks of data is done in par-
allel. Hence, although originally designed as a co-processor specialized for com-
puter graphics acceleration, GPUs are every time more used, in a versatile
way, to perform General-Purpose computation (GPGPU). Their ability to sus-
tain bit-intensive floating-point mathematical operations enables the efficient
implementation of advanced real-time PHY-layer techniques using specialized
software-code (e.g., C or assembly). Similarly, the CBEA combines in a single
chip a GPP and several co-processing elements specially optimized for vector-
ized floating-point operations, interconnected by means of a dedicated high-
performance circular bus. The CBEA architecture provides a significant com-
puting performance for C/C++-coded vector processing applications (i.e., par-
allel processing of blocks of data). Optimized DSP libraries are available to
the system designer from semiconductor vendors [NVI, GEI], as well as from
open-source initiatives [ARR,CEL]. Furthermore, the open-source Yellow Dog
Linux [YDL] Operating System (OS), is designed to support high-performance
computing for both GPUs and cell processors, whilst providing access to the
numerous general-purpose open-source code and applications available for the
common distributions of the Linux OS.
Hardware/software co-design
The utilization of custom co-processing elements (reprogrammable at run-time)
that are coupled with some sort of DSP, GPP or GPU processor and other
application specific ICs through high speed on-chip embedded buses, allows
the implementation of bit-intensive parts of the system; all these different pro-
cessing elements reside in the same silicon dye (realizing what is denoted as
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Figure 2.5: Generic example of a real-time PHY-layer implementation based on
HW/SW co-design.
System-On-a-Chip - SoC), with the reprogrammable part of them offering a
hardware-acceleration prototyping area to those applications that suffer perfor-
mance bottlenecks when implemented in GPPs or DSP processors. This sys-
tem implementation approach requires a HW/SW co-design methodology, where
part of the system is implemented in software (e.g., HLPL executed on a multi-
core DSP processor) and the remaining is implemented by means of custom
hardware (i.e., FPGA-based or ASIC implementation), as shown in Figure 2.5.
In such approach, innovation is required to enable an efficient HW/SW co-design
flow (and EDA tools) able to integrate processing elements of different coding
and system design domains (i.e., HLPL or HDL), in order to target different
processing component categories (e.g., GPP, DSP, FPGA or ASIC) [14]. Hence,
the main challenge of HW/SW co-design is to decide in an optimal way which
part of the system is implemented in software and which part in hardware, ac-
counting for the characteristics of the available processing elements (e.g., power
consumption, processing capacity, cost and flexibility). This challenge gets more
complicated when taking into account that there is rarely a globally optimal im-
plementation technology for a particular application. Therefore, a non-trivial
design-space exploration is required to enable an efficient physical implementa-
tion of advanced PHY-layer solutions (e.g., preventing designers from choosing
inappropriate devices).
Whereas in a hardware-accelerated simulation a GPP is in charge of the
off-line execution of a non real-time HLPL-based PHY-layer model, in an im-
plementation based on HW/SW co-design, both the hardware and the software
parts are being executed in real-time. As detailed before, the constant evo-
lution of the hardware solutions (i.e., massive parallel computation featuring
DSP-optimized architectures) is enabling the real-time execution of demanding
software-based DSP implementations. Nonetheless, when the features of these
advanced processors cannot fulfil the required design efficiency (e.g., because
of their cost, power-consumption or GPP-like architecture), a low-level custom
programmable processing solution may provide the answer (e.g., FPGA-based
design). An efficiently designed custom hardware solution is featuring parallel
stream-computation combined with application-fitted memory structures and
functional units. Hence, such application-specific low-level architecture design
provides a fully optimized digital realization (e.g., for performance and/or en-
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(a) Computational density (in giga operations per second) per watt of modern fixed- and
reconfigurable-logic devices [19].














(b) GPU vs. FPGA performance
comparison when implementing a
dense linear system solver [20].
(c) Energy consumed by GPP, GPU and FPGA de-
vices in a sliding-window application [21].
Figure 2.6: Recent implementation technology comparison studies.
ergy consumption).
FPGAs constitute the ideal entry-point to a HW/SW co-design solution.
Modern FPGA devices offer the flexible (and relatively low-cost) means for the
realization of efficient dedicated hardware designs requiring of massive parallel
computation [15, 16]. Moreover, many recent studies have shown that (when
properly utilized) they are capable of outperforming the advanced non-HDL
implementation technologies by providing higher performance and/or energy
efficiency. A few indicative examples are shown in Figure 2.6. Additionally, the
powerful features of state-of-the-art FPGA devices, also allows them to mimic
the proposed co-processing architectures. To this end FPGA devices are able to
host the HDL version of moderate-performance GPPs and use embedded buses
to provide connectivity with on-chip processing cores and on-board peripher-
als. Furthermore, taking advantage of the physically-available DSP-specialized
FPGA-resources (i.e., dedicated Arithmetic Logical Units - ALUs - embedded
at silicon-level) the HDL-defined processors can efficiently implement baseband
DSP functions [17, 18]. Hence, FPGA devices offer an exceptional solution
to efficiently implement advanced PHY-layer techniques, as it will be detailed
throughout this thesis.
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Figure 2.7: Generic HDL design flow and FPGA architecture.
HDL-based implementations
Before entering into a more detailed discussion about the different HDL-based
solutions, the basic notions of the HDL-based design flow, and internal FPGA
device architecture, will be introduced considering that custom HDL code has
been selected as the primary PHY-layer FPGA-prototyping approach in this
thesis.
As it can be seen in Figure 2.7 when using a HDL to define a RTL ar-
chitecture, a top-down design methodology is in fact being adopted. HDLs
provide the means to work at a higher level of abstraction than the final low-
level description that will be used to program the FPGA device. The first step
in this translation process comes with the utilization of a synthesis tool (i.e.,
EDA software), which produces an optimized logical-level netlist representing
the RTL architecture described by the HDL code. During this step, a transla-
tion to basic logical entities is performed, containing both logical gates, usually
realized by means of Look-Up-Tables (LUTs), and more complex blocks such
as memories or DSP-specialized embedded FPGA resources. Then, equivalent
circuits are identified to reduce the area and/or increase the performance of the
final implementation. The synthesis compilation takes a relatively short time
for its execution (although it scales with the complexity of the system), hence,
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facilitating the exploration of different design decisions (e.g., speed versus area
trade-off). Once synthesis is successfully performed, architecture-specific lay-
out tools are required to realize the physical implementation. It is extremely
important to note that the synthesis step can produce netlists which are not
implementable in the target FPGA, as it includes logical entities instead of
its physically-available resources (e.g., performance and implementability are
subject to physical constraints explored in the following steps of the FPGA
implementation flow).
Different synthesis and optimized implementation algorithms are required for
different FPGA architectures (even if they are provided by the same vendor),
to fully enable an efficient digital realization of the RTL description. In other
words, designers must understand both the target FPGA architecture and the
capabilities of the utilized EDA tools in order to leverage an optimum result.
Proper configuration and utilization of the FPGA-vendor provided software-
tools is a critical factor for efficient FPGA-based implementations, a fact that
is not commonly receiving the attention it deserves. Hence, the post-synthesis
stages are finally responsible to account for the specific physical resources pro-
vided by the target FPGA device, in an attempt to provide an optimized imple-
mentation fulfilling the user-defined constraints (e.g., timing constraints fixing
the different target operating frequencies for each critical data-path). As a
result, a FPGA-programming binary-file is generated, containing a bitstream
that once downloaded to the device will finalize the implementation. Generi-
cally speaking, an FPGA implementation includes the following stages:
• Translation and mapping: this step refines the synthesis-produced
logical-level netlist, accounting for those resources physically embedded
within the target FPGA device (e.g., number of available LUTs, memories
or DSP-slices); as Figure 2.7 shows, they can be roughly classified in I/O,
interconnection and logic elements. In other words, the minimal abstrac-
tion still remaining after the execution of the synthesis tool is removed
at this stage. Consequently, many low-level circuit optimizations are tak-
ing place, requiring a considerable longer execution time compared to the
synthesis stage.
• Place and route (PAR): during this crucial implementation stage, the
specific FPGA-resources that will realize the system are selected, account-
ing for their location within the target FPGA device, as well as their in-
terdependences (i.e., those more conveniently located within the internal
network of interconnections are grouped). Then, the physical intercon-
nection between the selected resources is performed accounting for the
introduced delays. As these two steps are extremely complicated (espe-
cially in dense designs), and also highly dependant on the user constraints,
an iterative process is usually executed for this stage. During each itera-
tion, a refined approximation is produced towards the final implementa-
tion, which eventually might not be possible (i.e., the user can define a
performance-prerequisite upon which, if no successful implementation has
been achieved, the process stops providing error-information which aims
at helping the designer to resolve the detected issues).
The main HDL-based design and implementation approaches are shortly dis-
cussed below.
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Automated HDL generation and schematic-entry HDL-based design
As it was the case in the software-based implementations, there has been an
extraordinary effort to evolve the HDL-based EDA tools in an attempt to close
the gap between design-productivity and the current hardware capacity (i.e.,
reduced time-to-market and cost). Hence, the principally required innovation
for future EDA-based methodologies is to provide an efficient digital realization
from a high-level model of the system, where each part is designed using the
most appropriate languages and tools (e.g., tackling the previously discussed co-
design issues, reusing optimized IP cores, allowing the coexistence of different
levels of abstraction and enabling its co-simulation).
In the first steps towards this evolved EDA framework, most of the FPGA
board manufacturers are currently offering model-based design flows, trying to
approach a broader customer-pool (e.g., software engineers), while at the same
time the EDA industry is making all possible efforts to maximize the design
and IP reuse. Such model-based design has become extremely popular, fre-
quently allowing the automated generation of HDL code (e.g., VHDL) from
a high-level model that is used during the initial system analysis stage (e.g.,
MATLAB). This High-Level Synthesis (HLS) provides an automatic mapping
of the descriptions to reconfigurable processing units, notably shortening the
development-cycle time by abstracting away the low-level architectural details.
The automatic translation of MATLAB/Simulink models into RTL HDL code
(i.e., targeting specific FPGA devices) is widely supported by commercial EDA
tools [SMC,SYS,HDC]. Nonetheless, converting a MATLAB model into fully
functional HDL code (e.g., for FPGA-based prototyping) requires a consider-
able effort [22]. When MATLAB code is used for simulations, it allows a high
degree of programming freedom; however, this very code has to be (extensively)
modified by the designer, in order to enable its automatic translation to a lower-
level programming language, such as an HDL one, by using an EDA language
translator. This is due to significant language restrictions that apply: only very
limited language constructs and specific functions or routines can be automat-
ically translated into an HDL description, and often not with a very efficient
result [23, 24]. Additionally, the automated HDL code generation suffers in the
translation of the floating-point arithmetic to a limited dynamic range. In other
words, it is frequent the requirement to predetermine the fixed-point word length
for each intermediate signal required for the RTL architecture. Therefore, the
main concern raised is that the MATLAB-to-HDL automatic conversion is not
yet mature enough to cover the needs of various implementations; especially
those with stringent processing and performance requirements, where specific
and hard-to-meet constraints are imposed by the size and the embedded re-
sources of the target device. Hence, these limitations may occasionally render
this option unsuitable.
Alternatively, a manual step-by-step conversion allows the indirect transla-
tion to HDL. First, the high-level model is exported to C-code (e.g., by using
the Simulink Coder
TM
[SCD]). Then the C-to-HDL synthesis can be applied us-
ing both vendor-provided [SCC,CAC,VSL] or academic-originated [25] software
tools. Nevertheless, this automatic hardware mapping process is not always en-
tirely seamless, as the generated C-code might contain unsupported constructs
(e.g., pointers, floating-point computation). Furthermore, when targeting FP-
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GAs directly from C/C++-based PHY-layer models (i.e., C-based HLS tools),
the low-level timing-agnostic HLPL-code used for simulations requires of inten-
sive restructuring in order for the HLS tool to produce satisfactory results (i.e.,
the initial C/C++ code needs to be rewritten; e.g., representing an architecture
specification that can achieve the desired throughput). This code restructuring
is a lengthy process, usually demanding of several code-refinement iterations,
that requires of a profound knowledge of the target FPGA architecture. The
refined C model includes FPGA-specific code optimizations, aimed at improv-
ing the timing and providing an efficient use of specific FPGA-resources (e.g.,
force the utilization of embedded DSP macros, accounting for the bit-widths of
the multiply-and-accumulate operations). Hence, the resulting code, along with
standard HLPL-constructs, it requires as well the utilization of compiler direc-
tives (e.g., pragmas inserted in the C/C++ code) which are necessary to help
the HLS tool to produce an efficient RTL description (e.g., to force unrolling of
loop-structures or to specify the specific FPGA resources that must be used to
implement an array). When such low-level FPGA architectural design details
are contemplated from the high-level description, then both the development-
cycle time and the design complexity of HLS-based flows are comparable to that
of custom HDL code generation [26].
The previous RTL design and implementation approach changes a bit when
considering the automated code generation from a Simulink model. Although
it is true that it usually requires to restrict the design to the subset of blocks
supported by the HLS tool, generally the underlying hardware instances of such
blocks have been developed with custom HDL code. For instance, when combin-
ing Simulink with the System Generator for DSP, the system designer has indi-
rect access to a library of proprietary IP cores featuring an optimized low-level
design (i.e., accounting for the specific resources of the target FPGA device).
Additionally, lower level logical entities (i.e., FPGA primitives; e.g., registers,
embedded RAM blocks or DSP slices) are also available to the designer. Hence,
in this case, the automated-translation can be seen more as a replacement of
the high-level description for pre-verified low-level code. Therefore, efficient
implementations can yet be achieved by carefully designing the RTL architec-
ture, in a similar fashion to a design based on custom HDL code (but using
a schematic-entry EDA tool). Evidently, the latter is true provided that the
DSP libraries available to the designer are containing all the components re-
quired to implement the desired system. Otherwise, a custom design will be
needed: either through a HLPL-based model (latter translated automatically
to HDL) or by directly defining its RTL architecture using custom HDL code.
Furthermore, some additional design-restrictions are slightly complicating the
definition of complex architectures. Indicatively, when using System Generator
with Simulink, a single clock signal accompanied by clock-enables is proposed
to implement multi-rate systems [XILINX R©, 2012c], which is not fitting well
for the reutilization of large pre-compiled synchronous designs with hierarchical
structure (typical for modular descriptions using pre-verified IP cores).
Custom HDL code
Although it is true that with current EDA tools, even researchers with no
prior exposure to digital design techniques can implement DSP algorithms di-
rectly from their model-based descriptions (e.g., MATLAB/Simulink), a fully-
automated and seamless design and implementation approach still needs to ad-
Chapter 2: The PHY-layer development ecosystem 29
dress many issues especially when an optimized design is required in order to
yield an efficient PHY-layer implementation (e.g., high-performance MIMO-
OFDM systems featuring adaptivity). This is due to the fact that automatically-
produced HDL code is usually not as efficient as the custom hand-written HDL
one. This difference is becoming a significant factor to be considered when
stringent FPGA area utilization conditions apply or when performance and
achievable clock frequencies do matter [23]. The modern FPGA devices and the
corresponding synthesis tools seem to be rapidly addressing the issues detailed
before. This is due to the extraordinary capacities of the new devices in terms
of embedded resources (e.g., logic, memories and dedicated DSP-logic) and the
significant improvement of the FPGA design and implementation tools. How-
ever, given the constantly increasing performance requirements and algorithmic
complexity of novel PHY-layer solutions, it is anticipated that the FPGA-based
prototyping and the respective EDA tools will be continuously challenged from
those factors. Therefore, it is not far from reality to claim that custom-HDL cod-
ing will always constitute a stable and reliable way to sort out well-established
digital design problems (i.e., dense FPGA designs with compute intensive re-
quirements and hard to achieve timing constraints [27]), even if it is only utilized
in a small portion of the design (e.g., complex blocks critically affecting the per-
formance of the system for which a pre-verified IP core is not available). The
main point of this argument is that the complexity of such problems is scaled
because of the massive amount of FPGA logic, memories and embedded com-
ponents that need to be addressed. In this sense, custom HDL coding provides
the means to control every important aspect of the design, which requires an
in-depth knowledge of the low-level RTL architecture. For this very reason, a
custom HDL coding strategy that relies on pre-verified IP cores, which feature
optimized low-level design, has been mainly utilized in this thesis, to develop
the PHY-layer of two different wireless communication systems, as described in
Chapters 5 and 6.
Custom HDL code requires a thorough knowledge of the target FPGA ar-
chitecture and of its associated development framework (i.e., EDA tools). A
top-down methodology based on HDL code, features logical or functional ab-
stractions. While this provides an increased productivity (i.e., automatic error-
free translation - to a gate-level netlist - of a higher-level model), two major
aspects need to be carefully considered, in order for it to produce an efficient
physical implementation. First, the expertise of the designer in generating HDL
code: because of the evident similarities to an HLPL-based design methodology,
system developers and researchers might not understand that, in fact, the HDL
code is defining a hardware structure performing the required functionality (and
not a set of instructions to be executed in a GPP). Second, the level of detail
of the HDL-produced description clearly impacts the quality of the translation
process: a very abstract design description might yield poor results, whereas
a detailed description drives the decisions of the synthesis tool (i.e., forces the
utilization of the instantiated silicon primitives instead of allowing an automatic
inference of HDL primitives). As it will be discussed hereafter, in order to pro-
duce optimal implementation results for a given target technology, gate-level
HDL descriptions are utilized to describe those blocks having a pivotal role in
achieving the system performance objectives (e.g., power consumption or data-
rate). Finally, IP re-use is also of paramount importance in a custom HDL
design to accelerate the development cycle, while minimizing the deign errors.
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In fact, the efforts dedicated by both the industry and the academic community
to design re-use are ensuring that the provided IP cores are not only featuring
an efficient RTL (or even gate-level) design, but guarantee as well a reliable op-
eration. Efficient custom HDL designs naturally provide new DSP libraries (or
additional components to already existing ones) to schematic-entry EDA tools.
2.1.4 Large-scale IC production
Efficient Very-Large-Scale Integration (VLSI) implementations of wide-band
MIMO-OFDM systems enable high-performance, low-power and low-cost user
equipment [Studer et al., 2010]. The main VLSI design and implementation
approaches are discussed below.
ASICs
ASICs offer a dedicated hardware solution when mass production is considered,
featuring better design security (difficult to reverse engineer their low-level de-
sign), better control of I/O characteristics and more compact board design (less
complex printed-circuit board, less inventory costs) when compared to FPGAs
or other programmable processors [Deschamps et al., 2006]. Likewise, the very
high Non Recurring Engineering (NRE) cost (prohibiting its utilization in low-
volume production) and the fact that once committed to silicon the design
cannot be changed (i.e., the photolithographic masks used as patterns for the
fabrication are a main driver of the NRE costs) are the most notable drawbacks.
Therefore, when targeting an ASIC it is of paramount importance to achieve an
optimum error-free gate-level design.
A large effort has similarly been spent in the automation of ASIC design (i.e.,
to provide shorter development cycles and lower NRE costs). The latter allows
the designers to work at logic gate-level in the so-called semi-custom design.
Generally speaking three principal levels of design abstraction are found for
ASICs (the first two can be considered within the semi-custom category):
• Gate-array design: the silicon waffer utilized to physically fabricate the
system contains predefined (arrays of) transistors and other active de-
vices (i.e., logic gates). An ad-hoc computer-aided design tool is used to
describe the system, relying on a manufacturer-provided library of compo-
nents and macros. As a result the tool provides a definition of the required
interconnections (between the diffused layers) composing the final imple-
mentation (i.e., physical layout). Hence, it is only required to produce
the photolithographic masks corresponding to the metal layers (i.e., inter-
connections, which allow to personalize the master waffer), substantially
lowering the final production costs. Nowadays, though, gate-array ASICs
have been mostly replaced by FPGAs, which can be seen as their natural
technology replacement and evolution (i.e., similar structure allowing a
greater design flexibility, capable of attaining a similar performance with
a much lower cost). In both cases, a higher utilization of resources im-
plies an increased difficulty in the creation of the interconnection (i.e., it
is practically impossible to reach a 100% utilization of their resources).
• Standard-cell design: a library of logic components (i.e., gates, mul-
tiplexers, adders or even more complex IP cores), encapsulating custom
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Figure 2.8: Generic full-custom ASIC design flow [Deschamps et al., 2006].
optimized low-level VLSI layout designs, is utilized to conceive the system
through a schematic-entry EDA tool or by means of an HDL-based RTL
description. Then, specialized commercial IC-synthesis tools are in charge
of translating the RTL description to the fabrication layout [DCU,EDI].
An essential benefit of using such abstracted design method is that the
standard-cell libraries have been potentially used in thousands of silicon
implementations, and thus achieve to substantially lower the design-risk
and notably accelerate the development time (i.e., lower NRE costs).
• Full custom design: all the layers composing the photolithographic
masks utilized for the silicon fabrication are customized (i.e., optimized
layout-level design, as shown in Figure 2.8). As it could be expected, a
full custom design provides the highest performance, lowest power con-
sumption and the smallest die size, at the cost of increased design time,
complexity and price (i.e., slower time-to-market, increased manpower and
risk of design-failure). Therefore, this option is only utilized when a highly
optimized implementation is required or when no predefined libraries or
IP cores do exist for the target design. The most indicative example is
the creation of new cell libraries or critical parts of a complex design.
Programmable technologies and ASICs
Given the obvious similarities of the FPGA technology and its associated de-
sign flow with the so-called semi-custom ASICs, one of the most common uses of
FPGA devices is that of ASIC prototyping, using gate-level HDL descriptions.
In other words, following the steps of traditional semi-custom ASIC design-flows,
a low-level description is produced accounting for the specific resources provided
by the FPGA (i.e., slice level design [XILINX R©, 2012b], taking into consider-
ation the available interconnections and the posterior PAR process, which can
even be performed manually - at least for the most critical parts of the de-
sign). In the case of PHY-layer developments, special attention is brought to
the embedded DSP-specialized processing elements (see Figure 2.9), to lever-
age an optimum utilization of those key processing components. The men-
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Figure 2.9: Low-level architecture of an embedded DSP48E1 slice (found in the
Virtex-7 FPGA familiy) [XILINX R©, 2012a].
tioned gate-level design yields a flexible yet highly efficient realization, that can
be thoroughly tested, analysed and optimized before launching its final silicon
fabrication. Powerful development platforms featuring several state-of-the-art
FPGA devices and, in many cases, other advanced programmable processors
(e.g., multi-core DSPs), are interfaced with dedicated high-speed buses and
supplied with massive on-board storage capacity and I/O connectivity, to be
able to emulate complex ASIC designs.
Finally, the spectacular evolution of the programmable-logic devices (i.e., in
terms of capacity and power consumption), jointly with their (relatively) low
price, are allowing the FPGA devices to be increasingly used in final end-user
applications (e.g., aerospace and defense, medical equipment or automotive com-
munications), jointly with ASICs and other advanced programmable processing
solutions (e.g., DSP processors). Hence, it might not be far from reality to claim
that the FPGA-technology will play a major role in the digital realization of the
PHY-layer of future mobile devices (e.g., by allowing the rapid adoption of new
wireless communication standards and its newest releases, without requiring to
physically replace or modify the underlying hardware components).
2.1.5 Synopsis
Table 2.1 offers a synopsis of the different design, implementation and valida-
tion approaches that have been detailed in this chapter. Indicatively, as more
efficiency is required in the design (i.e., to yield a further optimized implemen-
tation given a particular target technology and a well-defined application), the
complexity of the selected methodology augments as well; likewise, it does its
associated development cycle time too.
The combination of Table 2.1 and Figure 2.1 are aiming at providing the
reader with the most essential information related to the complete PHY-layer
design, implementation and validation ecosystem; that is, for the most common
methodologies and technologies utilized for the development of wireless com-
munication systems whose advanced PHY-layer is based on the MIMO-OFDM
technology.
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2.2 Motivation
The main motivation of this thesis resides on the innovation required at the dig-
ital design level for being able to efficiently realize the PHY-layer of modern and
future wireless communication systems. Taking into account the high perfor-
mance requirements, computational complexity and high degree of adaptivity of
the baseband signal processing of such systems (e.g., MIMO-OFDM closed-loop
communication scheme), it is required to include critical novelties, which are not
directly related to the proposed DSP algorithmic, but to its actual implemen-
tation in a dedicated processing architecture. In order to address the derived
challenges, it is fundamental to create high-performance baseband processing
engines, based on the FPGA technology, providing architectural solutions to
the following issues:
• Hardware-efficient design: the real-time implementation of the PHY-layer
of advanced wireless communication systems is a challenging task, espe-
cially when considering the required computationally-demanding DSP al-
gorithmic (which scales with the bandwidth and number of antennas).
To combat the rapid consumption of the finite processing resources en-
countered in the programmable-logic devices, it is necessary to come up
with innovative RTL design techniques leading to an efficient utilization of
the underlying hardware means (e.g., embedded DSP-slices and memory
blocks). Hence, it is required to intelligently use the proposed algorithms
(i.e., to find equivalent mathematical expressions featuring reduced com-
putational requirements) and try to optimize the overall RTL architectures
at a very-low level.
• Resource-sharing: some common processing blocks are found in the PHY-
layer of all wireless communication systems based on the MIMO-OFDM
technology (e.g., FFT). Strong similarities can also be found in the DSP
algorithmic-calculations of different communication schemes. This needs
to be exploited in digital designs featuring an intelligent reuse of com-
puting resources. Indicatively, a resource-shared design enables both a
hardware-efficient implementation and helps reducing the overall power
consumption of the baseband processing architecture.
• Optimized parallel architecture: the performance constraints imposed by
the real-time implementation of high-performance PHY-layer solutions,
demand for a high degree of parallelism in the baseband processing archi-
tecture. This gets more complicated when accounting for elevated process-
ing loads and minimized latency requirements (i.e., high throughput). It
is thus essential to define pipelined architectures enabling a fully parallel
DSP computation, while leveraging an optimized utilization of the FPGA
resources.
• Adaptive DSP : a dynamic adaptation of the executed DSP functions (ac-
cording to the perceived channel conditions) is required in various end
use cases (e.g., closed-loop schemes, cognitive or software-defined radio).
The real-time implementation of such dynamic processing architectures
adds a top-up complexity to the design and implementation of processing-
demanding PHY-layer schemes. This is particularly important considering
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that, in most of the cases, a limited time budget is available to analyse
and reprogram on-the-fly the functional processing components that need
to be adapted.
• Flexible control plane: all the previous points require of a well designed
control plane to ensure the timely inter-block and intra-FPGA commu-
nications, DSP re-programming and interaction with those entities pro-
viding vital information to the operation of the baseband (e.g., dedicated
feedback link, MAC-layer or ADC/DAC circuitry).
• Optimum usage of FPGA design building blocks and primitives: the effi-
cient FPGA-based realization of bit-intensive PHY-layer solutions requires
to optimally utilize the physical processing elements encountered in the
underlying silicon-architecture. Hence, the low-level architectural details
of the target FPGA technology need to be accounted in the RTL design
of the system. For this reason, accurate custom HDL code needs to be
generated instantiating the required primitives (both at macro and gate
levels), while accounting for their specific characteristics (e.g., numerical-
capacity of the DSP-slices, size of the embedded block RAMs or basic
logic-components of the standard FPGA slices).
• Facility to modify the design: the hectic pace at which the wireless com-
munications advance requires a constant modification, improvement or
extension of the implemented PHY-layer techniques. Consequently, the
RTL design needs to provide an extensible basis where new functional
modules can be added in an incremental way.
A main goal of this thesis is to provide innovating solutions in the digital
design of advanced PHY-layer solutions. The efficient implementation and real-
istic validation of real-time FPGA-based OFDM systems is the target use case.
Consequently, a flexible design, implementation and verification methodology is
also a desired objective.





The current chapter intends to provide a comprehensive taxonomy of the related
literature. The survey of the related work is structured upon the basis of the
PHY-layer design, implementation and validation ecosystem depicted in Figure
2.1. The goal of this chapter is to provide a clear picture of the numerous
contributions found in the literature regarding the topics considered in this
thesis. Before entering into more detail, however, two short issues are requiring
further clarification:
• A short definition of basic nomenclature is necessary to provide a fair and
ambiguity-free comparison of the differently presented references.
• Specific research groups are used as a primary reference for the quality and
depth of their work, and for this reason they are introduced separately.
3.1.1 Definition of basic nomenclature
In the literature, the painstaking process of migrating from a high-level model to
a baseband prototype operating in close to real-life conditions is fragmented in
various steps. Valuable research contributions can be traced in the work of dif-
ferent authors that target a specific area of the previously presented PHY-layer
development ecosystem (see Figure 2.1). Frequently, initiatives with different
research goals and extent are ambiguously defined under the same terminol-
ogy. Furthermore, it is not unusual to find that the efforts conducted on a
given isolated development stage are not accounting for the remaining, which
results in a partial evaluation of a proposed algorithm. Considering that the
principal objective of this thesis is to take into consideration the exhaustive
procedure to design, implement and validate high-performance wireless com-
munication systems featuring adaptivity in close-to-real-world conditions, the
following literature review is modelled according to this vision.
A terminology definition is given hereafter to ensure a fair comparison of
results from different authors and to highlight the contributions of this thesis:
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• PHY-layer or system modelling: a model comprises code which is
not yet adapted to be used beyond a computer-based simulation. Hence,
its main use is for rapid evaluation of novel PHY-layer techniques or ad-
vanced wireless communication systems. When a real-life implementation
of the modelled algorithm or system is the final objective, such abstract
representation provides the starting point upon which important design
decisions are to be taken. In such cases the model will be refined accord-
ing to the acquired experimental data to account for real-world hardware
and channel propagation constraints. Notwithstanding the model is not
bounded by the characteristics of the target technology that is selected for
its real-world implementation.
• Implementation: this is probably the most ambiguously used term in
the literature. By implementation it is referred a development (i.e., code)
targeting a specific DSP-processing technology (e.g., FPGA, DSP pro-
cessor). Hence, this code has been conditioned in accordance to the ar-
chitecture, resources and specifications of the target processing solution.
When FPGA technology is targeted, implementation is considered to be
to be the HDL-based development that arrives (at least) up to the syn-
thesis stage and achieves realizable results for the selected FPGA device.
Evidently, PAR results are composing a more realistic result, since they
are accounting for the specific physical resources provided by the target
FPGA device and the user-defined timing constraints (see Section 2.1.3).
Furthermore, a major ambiguity is composed by the utilization of the same
terminology to refer to developments targeting its real-time operation and
those which are not. Specifically, when considering the augmented design
complexity associated with the first. Finally, to help differentiating the
developments that belong to the VLSI category, it is worth indicating that
an efficient FPGA-based implementation aims at providing an optimum
utilization of a predefined processing technology (e.g., define a RTL ar-
chitecture targeting a specific FPGA device). As an indicative example,
this thesis targets the efficient FPGA-based real-time implementation of
advanced PHY-layer solutions, achieving an optimum trade-off between
system performance and implementation complexity.
• Prototyping: a prototype refers to a real-time implementation which is
integrated onto a hardware platform allowing its realistic evaluation (e.g.,
a testbed). Hence, the implementation-code is augmented to incorporate
board-level integration constructs. In other words, it is required to inter-
face the baseband with additional on-board components (e.g., ADC/DAC
circuitry, high-speed buses, I/O, memories and so on). Furthermore, ad-
ditional laboratory equipment can be utilized to procure the conducted
testing with close-to-real-world conditions (e.g., real-time RF signal trans-
mission and reception, realistic channel propagation conditions accounting
for mobility). A slight variation of the prototype term is considered for
the off-line testbedding approach, since in that case the baseband per se
is only modelled. Nonetheless, it is indeed interfaced with a real-world
platform. This is typically achieved by using an FPGA device as a large
buffer to capture on-the-fly the received signal, which is then parsed and
processed off-line in a computer by the corresponding high-level model.
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• VLSI design: the term VLSI is utilized as an adjective (e.g., VLSI imple-
mentation) to differentiate those designs and implementations targeting a
custom silicon fabrication (e.g., ASIC). In such case, the design requires
to be optimized at low-level (e.g., gate-level HDL), in order to achieve an
extremely efficient silicon realization of the custom defined DSP architec-
ture and processing engines. Hence, it can represent a refined step of a
previously verified implementation (e.g., FPGA-based).
3.1.2 Research groups used as a primary reference
The work of certain research groups is related in many different ways with the
development and applied research goals of this thesis. Moreover, they have a
long standing contribution to the fields of interest of this thesis, which for some
of them, spans across the entire ecosystem of applied research focusing on the
PHY-layer. Their presentation follows alphabetic ordering.
Communications Engineering Department, Universidad de Cantabria
(Santander, Cantabria, Spain)
The Santander-based team, under the name of Advanced Signal Processing
Group (GTAS in spanish), holds a broad experience in the development of
innovative DSP algorithms and its experimental validation, based on MIMO
technology [28]. For this reason the group has deployed a FPGA-based pro-
totyping platform, denoted as the GTAS-testbed in this review. The latter is
simultaneously enabling both an off-line approach and the real-time implemen-
tation of advanced DSP-based systems considering realistically conditioned RF
signals [29].
Department of Electrical and Computer Engineering, Rice University
(Houston, Texas, United States of America)
Rice University is the birthplace of the popular Wireless Open-Access Re-
search Platform (WARP) [30], an advanced FPGA-based experimental testbed
which allows the prototyping of advanced wireless communication systems. The
WARP framework provides an open-access repository comprising a basic MIMO-
OFDM IP library: the provided baseband designs are oriented towards a model-
based design flow (i.e., schematic-entry design), while a software-implementation
of the MAC layer is also contemplated [31].
Department of Electronics and Systems, Universidade da Coruña (A
Coruña, Spain)
The contributions found in the literature produced by the Group of Electronic
Technology and Communications (GTEC in spanish) of Universidade da Coruña
are quite diverse. The common denominator of their results is the experimental-
nature of the presented work. The group has also developed a flexible FPGA-
based testbed [32]. During the review, we will identify this platform under
the name of GTEC-testbed. A key feature of the testbed is its distributed
multilayer software architecture, designed to facilitate the access and control of
the platform [García-Naya et al., 2010].
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Department of Information Technology and Electrical Engineering,
Eidgenössische Technische Hochschule (ETH) Zürich (Zurich, Switzer-
land)
The ETH has provided the academic community with fundamental knowledge
about the efficient hardware implementation of advanced wireless communica-
tion systems and innovative PHY-layer techniques. It is one of the pioneers
that took early initiatives that marked and paved the way in the field, such
as its relevant contribution to the Multiple-Access Space-Time Coding Testbed
(MASCOT) project, which set the basis for the design and digital realization of
Multi-User (MU) MIMO wireless systems [Burg et al., 2006], a topic that still
remains challenging nowadays. Although a MU MIMO testbed relying on the
FPGA technology was developed and utilized for the prototyping of advanced
systems [33], the proposed designs were optimized at gate-level in a true VLSI
implementation approach [Studer et al., 2010].
Fraunhofer Institute for Telecommunications, Heinrich-Hertz-Institut
(HHI) (Berlin, Germany)
The HHI is a research institute devoted to the entire spectrum of telecommu-
nication technologies and forms part of the large German Fraunhofer research
foundation. A fact that makes HHI different is its long standing collabora-
tion with leading industrial entities [34]. As a consequence their experimen-
tal investigations are build upon large-scale real-world wireless communication
infrastructure deployments. A flagship initiative is the Berlin LTE-Advanced
testbed [35], a true MU MIMO-OFDM HW/SW co-design development with
advanced PHY-layer features, which also includes the MAC layer [36].
Institute of Communications and Radio-Frequency Engineering, Tech-
nischen Universität (TU) Wien (Vienna, Austria)
This Vienna-based group has established experience in the experimental eval-
uation of advanced PHY-layer communication schemes utilizing realistically-
conditioned RF signal transmission. Although the versatility of the group has
produced contributions at all levels of the previously discussed ecosystem and
its surroundings [37], its most relevant contribution is probably found in the
field of off-line testbedding. The Vienna MIMO testbed [38] provides a flexible
rapid prototyping approach to examine MIMO algorithms and channel models
in close-to-real-world conditions [39]. It should be also underlined the strong link
that exists between TU Wien and the Forschungszentrum Telekommunikation
Wien (FTW), a leading institution for the research and development of future
wireless communication systems. Indicatively, both partners had a fundamental
role in the MASCOT project (which was coordinated by the FTW).
Mobile Communications Department, EURECOM (Sophia Antipolis,
Alpes-Maritimes, France)
EURECOM is an Information and Communication Technologies (ICT) research
center founded by Institut Eurécom, organized in a consortium composed by
both relevant universities and industrial partners. Its versatile and extensive
capacities can be envisaged in the OpenAirInterface initiative, a flexible open-
source HW/SW development platform in the area of digital radio communica-
tions. The OpenAirInterface is aimed to be utilized both for real-time DSP
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implementations [40] and as a large scale wireless emulation platform [41].
3.2 Review of related work
As already mentioned the classification of the literature review is is structured
around the ecosystem presented by Figure 2.1. It is important to note, that
due to the focus of this thesis, the encountered research based on computer
simulations is only considered in those cases that account for realistic PHY-
layer models and signal conditions.
Moreover, the relation of the work presented in this thesis with the presented
literature is shortly discussed within the review. The complete details of the
original contribution of this thesis are provided in Section 3.4.
3.2.1 Advanced PHY-layer modelling initiatives
Computer-based simulations
The flexibility and low development cost of the high-level models used in the
software simulations allow them to be used in a wide variety of cases where
novel PHY-layer solutions are required. For instance, the power minimization
achieved by jointly configuring relevant PHY-layer and hardware parameters is
realistically analysed in [42]. Hence, the provision of realistic simulation models
has been a long-term objective of many authors within the academic community.
Moreover, another vertical relationship is encountered in the reutilization of
results and measurements produced by experimental off-line testbeds in com-
puter-based PHY-layer simulations. For example, the knowledge and experi-
mental data obtained with the Vienna MIMO testbed has facilitated the devel-
opment of the Vienna LTE simulators [10], which constitute a MATLAB-based
link and system level simulation framework. More specifically, the link-level sim-
ulator allows the rapid software-based evaluation of advanced PHY-layer tech-
niques, focusing on the MIMO-OFDM LTE technology. The simulator presents
adequate characteristics to enable the utilization of its code in an off-line pro-
totyping approach. This is achieved by using separate transmitter, channel and
receiver sub-functions. Taking into account the computational capacity require-
ments, the high-level model of the baseband makes use of the MATLAB Par-
allel/Distributed Computing Toolbox, combined with highly optimized C func-
tions that assist vectorization operations. A principal objective of this open
source simulation framework is to offer a reference tool in the research com-
munity, that will allow researchers to fairly compare their algorithms. Some
indicative use cases of this simulation framework are interference management
in a MU MIMO scenario [43], optimal power distribution among pilot and data
subcarriers [44] and Signal-to-Interference-Plus-Noise Ratio (SINR) prediction
in a multi-cell scenario [45].
Similarly, an extension to the widely used NS-2 network simulator in order
to include a cooperative OFDM PHY-layer is proposed and verified based on a
real-time implementation over the WARP testbed in [46]. Furthermore, in [47]
the large scale wireless emulation platform provided by the OpenAirInterface is
used to simulate a MU LTE-based frequency reuse scenario.
In another case, a channel model derived from experimental data is used
by the GTEC group to realistically simulate the influence of residual transmit
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impairments on the performance of non-linear MIMO receivers [48].
Relation to the work presented in this thesis: the encountered lit-
erature which falls within the computer-based simulations category is summa-
rized in Table 3.1. This type of research provides high-level models of diverse
PHY-layer solutions, using experimentally obtained data. The utilization of
MATLAB-based PHY-layer models accounting for hardware constraints and re-
alistic signal conditions constitutes an initial step of the design, implementation
and verification methodology presented in this thesis (Chapter 4).
Reference Use case Considered specifications and
operating conditions
[42] Power minimization by optimally
configuring both the hardware and
PHY-layer
Flat fading channel
[43] Interference-alignment techniques forMU MIMO-OFDM systems
Perfect channel knowledge
1.4 MHz bandwidth (BW)
[44] Optimal power distribution between
data and pilot subcarriers 1.4 MHz BW
[45] SNIR prediction for OFDM systemsin multi-cell scenarios
Flat channel response
14 kHz BW
[46] Distributed cooperative protocol for
the interference management in MU
OFDM-based systems
IEEE 802.11 (i.e., 20 MHz BW, us-
ing 64 subcarriers)
[47] Evaluation of a MU LTE-basedfrequency reuse scenario
≥10 ms channel coherence time
5 MHz BW
[48]
Evaluation of the effects of RF
impairments in the performance of a
4x4 MIMO receiver
PHY-layer not tight to a standard
Custom frames composed of 1000
QPSK symbols
Table 3.1: Synopsis of the literature relying on computer-based simulations.
Off-line prototyping
The massive parallel processing requirements of simulating advanced wireless
communication systems, especially when realistic channel conditions are con-
sidered, allow the computer-based models only to synthetically emulate certain
operating and functional conditions. This often results in a system/algorithm
validation that accounts only for a subset of those parameters that critically
affect the performance of the simulated PHY-layer. A possible solution to this
problem is to obtain real-world data by setting up experimental testbeds, which
are based on high-end instrumentation equipment. The provision of realistic
conditions for the considered signals is the principal objective of the off-line
testbeds, which can be seen as a different level of system validation whose goal
is the rigorous assessment of novel PHY-layer solutions. Off-line testbeds main-
tain the flexible and agile spirit of software simulations, and also benefits from
coupling the simulated baseband part of transmitters and receivers with instru-
mentation and realistic channel propagation conditions. An indication of the
flexibility featured in off-line testbeds is their ability to realistically assess the
performance of a wide variety of PHY-layer schemes: Time Division Duplex
(TDD) zero-forcing linear precoding for OFDM-based systems [49], standard-
compliant MIMO-OFDMA mobile WiMAX receivers [50, 51] or Coordinated
Multi-Point (CoMP) for LTE-based systems [52].
A popular initiative towards this end is provided by the openly accessible
WarpLab framework [53]. WarpLab provides the necessary software that fa-
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cilitates the direct interaction with the WARP hardware from the MATLAB
workspace. This typically includes the generation of frames which are then
transmitted using the WARP hardware or capture of signals using the FPGAs
populating the WARP boards. Indicative prototyping results are the full-duplex
scheme [54] and MU Beamforming (MUBF) [55] for WLAN systems.
Similarly, off-line prototyping efforts are also reported by both HHI [56]1,
related to interference management in a frequency reuse scheme, and ETH [57],
regarding the compensation of residual transmit signal impairments.
A major reference in the off-line-based rapid prototyping methodology is
found in the Vienna MIMO testbed. The latter was used to evaluate a CFO
compensation scheme for Single Input Single Output (SISO) WiMAX systems
[58] and the performance assessment of MIMO High-Speed DownLink (DL)
Packet Access (HSDPA) [59]. An extension of this testbed [60] was the fruit of
the collaboration between the Austrian and the GTEC groups. Another relevant
example of this collaboration is the experimental validation of an Adaptive
Modulation and Coding (AMC) scheme for MIMO WiMAX systems [61].
The GTEC-testbed also provides an interesting off-line prototyping platform.
For instance, in [62] the performance of a Bit Interleaved Coded Modulation
(BICM) scheme is evaluated under realistic channel conditions. Similarly, the
GTAS-testbed is utilized in [63] for the experimental characterization of 4x4
MIMO channels. Furthermore, a very powerful off-line prototyping platform is
resulting from the connection of both testbeds. Two illustrative use cases are the
evaluation of advanced channel estimation schemes for MIMO systems [64] and
the validation of interference-alignment techniques for MU MIMO systems [65].
Finally, a measurement-based infrastructure recently deployed by TU Wien
aims at assessing the real-world performance of the IEEE 802.11p standard [66].
Relation to the work presented in this thesis: the encountered off-line
prototyping research, summarized in Table 3.2, is providing signals with close-to-
real-world conditions (i.e., accounting for both hardware-originated impairments
and real-world channel conditions). Once captured, the signals can be utilized
to provide a realistic functional framework to the computer-based simulations
of innovating PHY-layer algorithms and systems. However, off-line testbeds
can only be used to study certain operating conditions which typically excludes
high mobility channels and realistic closed-loop systems. An off-line prototyping
approach was also utilized in the preliminary development stages of this thesis.
Furthermore, during the testing, debugging and verification phases, realistic
signal captures were also used to assess the precision or the performance of the
implemented DSP functions.
Reference Use case Considered specifications and
operating conditions









(Continued on next page)
1The authors describe it as a HIL platform, but given that it features a MATLAB-based
PHY-layer, we considered it an off-line testbed (see Section 2.1.2 for our vision of HIL).
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Reference Use case Considered specifications and
operating conditions
[51]
Methodology to analyse MIMO








[54] Full-duplex scheme over WLAN
SISO
20 MHz BW, 64 subcarriers
Indoors over-the-air transmissions
[55] MUBF over WLAN
4x1 MISO












[57] Compensation of residual transmitimpairments for WLAN systems
4x4 MIMO
20 MHz BW, 64 subcarriers
Cabled RF-connection




[59, 60] Performance assessment of MIMOHSDPA
From SISO to 4x4 MIMO
Limited feedback
Outdoors over-the-air transmissions
[61] AMC scheme for MIMO-OFDMWiMAX systems




[62] BICM scheme for MIMO-OFDMsystems




[63] Experimental characterization ofMIMO channels
4x4 MIMO




[64] Advanced channel estimationtechniques for MIMO systems









[66] Vehicular communications for IEEE802.11p OFDM-based systems
SISO
20 MHz BW, 64 subcarriers
Outdoors over-the-air transmissions
Table 3.2: Synopsis of the off-line prototyping references.
Hardware-accelerated simulations
The valuable experimental data acquired with off-line testbeds come at the cost
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of certain limitations; these are associated with the inherent limited processing
capacity of HLPL-based PHY-layer models, which also feature a limited ability
to implement PHY-layer systems which require high adaptivity due to rapidly
changing channel conditions. An indicative example of such limitations is en-
countered in closed-loop communication systems. Indeed, in order to ensure the
coherence of the channel conditions experienced by the captured signals, with
the off-line executed feedback mechanism (usually noted as limited feedback
in the literature), the experimental conditions require to be fully controllable
and reproducible during the complete validation cycle. Indicatively, in [11] it is
detailed how the data-vectors originated by all possible feedback combinations
are generated off-line, transmitted and captured in real-time. Then, the gen-
erated data-captures are evaluated off-line by a MATLAB model. Hence, it is
required for the channel to remain constant during the transmission of all data-
vectors (i.e., large coherence time). In the case of over-the-air transmissions,
quasi-static channel conditions need to be considered (e.g., testing in an indoor
environment at night, when no human presence is expected or, in the case of
outdoor testing, only non-variant controlled environments can be considered).
Similarly, when a channel emulator is employed, a complex laboratory-setup is
additionally needed to precisely control and reproduce a set of predefined mo-
bile channel conditions (e.g., predetermine the precise time-instant at which the
transmissions are executed). Nevertheless, even under the described circum-
stances, the non-deterministic behaviour of the analog hardware and the lack of
control over the noise and the real-world wireless channel realization, makes it
impossible to fully reproduce or trigger specific test conditions [67].
As it can be deduced from the previous, a carefully designed real-time PHY-
layer implementation is required to realistically evaluate adaptive DSP tech-
niques. Notwithstanding, given the elevated cost to provide efficient real-time
implementations of the complete PHY-layer of modern wireless communication
systems, hybrid solutions based on the previously discussed off-line prototyping
methodology have been proposed. A representative example is found in [68]
where a real-time implementation of the synchronization stage of a 2x2 MIMO-
OFDM receiver is combined with an off-line baseband HLPL-model. A comple-
mentary effort is found in [69] where a MATLAB channel model is used to test
an FPGA-based OFDM transceiver. Furthermore, a HIL deployment is used by
the GTEC group where a real-time FPGA-based channel emulator is utilized
to realistically assess the performance of a MATLAB-modelled mobile WiMAX
PHY-layer [70].
Relation to the work presented in this thesis: the hardware-accelerated
simulations, summarized in Table 3.3, represent preliminary efforts towards the
real-time implementation of advanced PHY-layer solutions, which forms part
of the main objective of this thesis. Furthermore, the encountered references
are making use of two indicative BWA technologies (i.e., LTE and WiMAX)
which consist the underlying technologies of the use cases detailed in this thesis
(Chapters 5 and 6).
3.2.2 PHY-layer implementation and prototyping efforts
Non-HDL programming languages
The utilization of HLPLs to implement the PHY-layer provides higher design
flexibility compared to a full custom HDL design flow. For this reason, a
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Table 3.3: Synopsis of the encountered hardware-accelerated PHY-layer simu-
lations.
software-based PHY-layer serves better the requirements of Software Defined
Radio (SDR)-based systems. Indicatively, in [71] a GPP is used to imple-
ment a spectrum-sensing controller of a frequency agile Wireless Sensor Network
(WSN).
An ideal vehicle to deploy GPP-based SDR systems is provided by the Ope-
nAirInterface wireless emulation platform. Its analog front-end is interfaced
through a FPGA-based board with PC-based hosts making use of a real-time
extension of the Linux OS. By this way, software-based (limited) versions of
different PHY-layers - resembling those of mobile WiMAX and LTE - can be
executed in real-time jointly with the MAC and above layers. The inherent
flexibility of the previous setup allows the rapid realization of a plethora of
SDR-oriented scenarios. Two indicative examples are: a single-frequency mesh
network based on a distributed MIMO receiver [72] and an opportunistic cog-
nitive transmission scheme for OFDM-based broadband systems [73].
The general-purpose design of the utilized processors is the principal perfor-
mance-limiting factor of software-based PHY-layer implementations. Nonethe-
less, the inclusion of parallel computing architectures and techniques partially
helps overcoming this bottleneck, at the cost of a less flexible programming style
and, thus, requiring a longer development time to implement the necessary soft-
ware parallel processing routines (e.g., it features low-level optimizations for a
given processing architecture).
A popular parallel computing solution are the cell processors. In [74] a
WiMAX BS transceiver is implemented in a server including two cell processors.
Similarly, a cell-based platform developed at HHI is utilized to conduct a pre-
liminary capacity-analysis towards a 12x12 MIMO-OFDM LTE+ receiver [75]
and to implement a MIMO turbo receiver for LTE-Advanced [76].
The GPUs provide another processing solution that features intensive par-
allel computation capacity. This has been the target technology that was se-
lected to implement advanced MIMO detectors by both the Vienna and the
Rice University groups. More specifically, a preliminary implementation of a
sphere decoder is described in [77] and a GPU-based reconfigurable soft-output
detector is detailed in [78].
Relation to the work presented in this thesis: the encountered non-
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HDL initiatives, summarized in Table 3.4, include real-time implementations of
high-performance PHY-layer solutions relying on high parallelism, which consti-
tutes a main driving factor of both the methodology and the use cases described
in this thesis. Furthermore, the commented references are considering the main
BWA technologies, as well as frequency-reuse scenarios, as their principal ap-
plication which coincides with the use cases presented in Chapters 5 and 6.
Automated HDL generation from a high-level model or HLPL
HLS EDA tools allow to exploit the inherent flexibility provided by FPGA de-
vices while keeping the low development cost of HLPL-based modelling. Hence,
a FPGA-based implementation relying on automatically generated HDL pro-
vides an excellent vehicle for rapid prototyping. This is due to the fact that
the tedious RTL design is abstracted away at the cost of losing implementation
efficiency. Indicatively, the authors in [79], use both HLS tools and a custom
RTL design flow to implement a WiMAX transmitter.
The previously mentioned loss of RTL implementation efficiency due to the
non-optimal functionality of the HLS tools, does not constitute a serious issue
for preliminary development analyses. A relevant example is given in [80] where
a spectrum sensing technique for OFDM-based SDR transceivers is evaluated.
Similarly, a hybrid Simulink-based design, combining both automatic Matlab-
to-HDL and pre-verified System Generator blocks, is used to evaluate a reduced-
complexity MIMO Maximum-Likelihood Detector (MLD) in [81].
It is worth mentioning that those implementation efforts solely based on
the utilization of a library of pre-verified HDL IP cores (e.g., thus featuring
an underlying optimized custom RTL design), when following a model-based
design approach, have been included in the schematic entry HDL-based design
category. This is because it has been considered that, although a HLS tool
is indeed employed, the attainable implementation efficiency is bound to the
high efficiency of the underlying optimized HDL processing blocks comprising
the library (which in fact can be comparable to that of a custom HDL design
approach).
Relation to the work presented in this thesis: the presented work
related to automated HDL generation, summarized in Table 3.5, constitutes the
first indications of FPGA-based digital system design approach, that is closer
to the to the design and development framework utilized in this thesis.
Hardware/software co-design
When both the MAC and PHY layers are meant to be jointly designed and
implemented or when the predefined architecture of the previously detailed pro-
cessors does not result convenient to implement a given bit-intensive DSP tech-
nique (e.g., limited capacity) a HW/SW co-design could provide provide the
required solution. Those parts of the system requiring a greater flexibility are
implemented as software that is executed in a general purpose processor (i.e.,
non-HDL), while a custom RTL design acts as a hardware-accelerator for those
components for which an efficient implementation is indispensable (e.g., high-
performance or low-power). Three main HW/SW co-design categories have been
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The first type of commonly encountered HW/SW co-design research works
is featuring a FPGA-based PHY-layer implementation which is controlled by a
software-based MAC layer. An illustrative example is given in [82] where a pro-
grammable OFDM-based PHY-layer targeting SDR applications is presented.
The WARP platform provides, among other important contributions in the
field, a notable HW/SW co-design approach. For instance, in [83] the modula-
tion of a WLAN-based PHY-layer is controlled by the MAC layer depending on
the observed packet-loss. More interestingly, fundamental HW/SW co-design
notions enabling an efficient PHY/MAC cross-layer design are reported in [84],
enabling the design and implementation of a distributed cooperative MAC and
OFDM-based PHY layer.
A similar architecture is presented in [85] by the GTEC-group, where it
is described the development of a 4x4 MIMO-enhanced transceiver based on
the IEEE 802.11a standard, featuring a custom FPGA-implemented baseband
processor tightly integrated with a hybrid MAC-layer implementation (i.e., spe-
cialized GPP interfaced with a HDL-based hardware accelerator).
Another slightly different HW/SW co-design approach that is usually en-
countered in the literature provides an hybrid implementation of the PHY-
layer by utilizing both HLPL-based and FPGA-realized processing blocks (e.g.,
combined with a software-based MAC layer). An illustrative example of such
approach is given in [86] where different HW/SW partitions are analysed to
improve the decoding rate of a MIMO sphere decoder.
Similarly, a reconfigurable mobile WiMAX PHY-layer implementation is pre-
sented by the GTEC-group, where an FPGA is in charge of the most intensive
DSP blocks and a DSP processor implements the subchannel-related opera-
tions [87].
In most of the cases, the advanced wireless communication systems imple-
mented by the HHI-group are based on a well defined HW/SW co-design strat-
egy, which takes advantage of the virtues of both FPGA and DSP processor
technologies [88]. Although a custom design of the baseband is mentioned in
many of the encountered papers, the details of the implemented PHY-layer
are never uncovered. It seems reasonable to relate the black-box nature of
the publications to the strong industrial-support that researchers have received
(e.g., IP-right issues). Nevertheless, this by no means is diminishing the re-
ported experimentation based on complex real-world deployments, since the
resulting measurement-based metrics are providing fundamental information
for the construction of future wireless communication technology. The Berlin
LTE-Advanced testbed, comprising a high-performance MU MIMO-OFDM LTE
PHY-layer, combined with the MAC and internet protocol layers, offers an ideal
platform to develop proof-of-concept of advanced real-world experimental set-
ups. Some indicative developments that were built upon this testbed include
the full frequency reuse (and extended coverage) by employing indoor relay-
ing [89], interference management through CoMP joint transmission [90] and
interference-aware scheduling in the DL [91].
Finally, the last identified HW/SW co-design approach is centred around
the design and implementation of an embedded FPGA-based processor, which
could be configured to serve the needs of different DSP applications. A soft-
ware definition layer is used to efficiently and flexibly realize the required PHY-
layer algorithm or system, by providing an architecture-optimized programming
code. This type of HW/SW co-design methodology is the one encountered in
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the OpenAirInterface Express MIMO platform. The latter is using a custom
FPGA-based DSP-optimized processor, which is controlled from an embedded
GPP (also serving as an interface of the software-implemented MAC layer). This
aims at enabling real-time re-programmability to support all the functional re-
quirements of any OFDM-based air-interface; at the same time it achieves the
reuse of the baseband processing resources for multiple standards [92]. The ca-
pabilities of this custom baseband processor are investigated in [93] by analysing
its capacity to implement a 802.11p receiver.
Similar work is presented in [94], where a custom FPGA-based assembly-
programmable processing architecture for baseband DSP functionality is imple-
mented and utilized to prototype a quasi-optimal sphere decoder.
Additional references have been identified regarding the design of custom
DSP-optimized processors, which are included in the section entitled efficient
design targeting IC-technology.
Relation to the work presented in this thesis: real-time adaptive
and/or configurable PHY-layer implementations are considered in the presented
HW/SW co-design references, summarized in Table 3.6. Precisely, the real-time
implementation of high-performance systems featuring an adaptive PHY-layer
is one of the main objectives of this thesis. Yet, it has to be pointed that the
presented use cases feature only a limited (emulated) MAC layer functionality.
Furthermore, systems where open-loop and closed-loop transmission schemes
coexist have been detailed, which are particularly relevant with the first use
case presented in this thesis (See Chapter 5 for more details).
Schematic entry HDL-based design
The combination of Simulink and System Generator has evolved almost as the
de-facto standard model-based design environment for PHY-layer implementa-
tions targeting FPGA devices.
A very indicative example of this schematic entry HDL-based design environ-
ment is offered by the WARP framework [Amiri et al., 2012]. The latter is based
on a custom RTL architecture which is defined by utilizing a vendor-provided
library of FPGA primitives and more advanced macro-blocks (e.g., FFT), both
of which are instantiated in a graphical high-level model together with other
software constructs; the HLS capabilities of the EDA tool automatically trans-
late this model to HDL code. Two indicative use cases of the WARP platform
implement a cooperative OFDM-based PHY-layer [95] and a MIMO LTE re-
ceiver [96]. It should be noted that few design details are usually provided in
the encountered references, where the focus is generally laid on the experimental
verification of advanced PHY-layer schemes. Nevertheless, the WARP software
and firmware repository embraces the open and free software initiative making
it possible to verify low-level design details directly from the source code files.
The flexible design features of the MATLAB-based framework that makes
use of the Simulink schematic entry environment, which is connected with the
Xilinx EDA tool-chain through the System Generator, are able to accommodate
a large number of similar system developments. A representative example is
found in [97], where the authors implement a MIMO WLAN PHY-layer design
favouring resource-reuse, and another in [98], where the GTAS-testbed is used
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Other related examples include a fixed-complexity high-throughput MIMO
detector [99], a configurable sphere detector for MU-MIMO SDR systems [100],
a soft-output detection with turbo decoding [101], a robust channel estimator
[102], MIMO-OFDM based channel coding and interleaving techniques [103] and
a dynamic spectrum allocation algorithm for OFDMA systems [104].
Relation to the work presented in this thesis: the encountered schematic
entry HDL-based designs, summarized in Table 3.7, are defining custom RTL
architectures, often relying on pre-verified IP cores, that flexibly implement dif-
ferent PHY-layer solutions. A principal actor in the methodology proposed in
this thesis is the custom RTL design enabling the efficient implementation of
high-performance adaptive PHY-layer solutions. However, the developed use
cases presented in Chapters 5 and 6, are making use of custom HDL code and
not of an automated tool that translates HLPLs to HDL or high-level mod-
els (that may include pre-verified HDL processing blocks and pure software
functions or routines) to synthesizable HDL code. Indeed, the produced RTL
design applied in the use cases presented in this thesis can be considered an
OFDM-based IP library that potentially can be reused in a model-based design
approach. As it was identified in the work of the authors presented in this sec-
tion, the application scenarios and schemes developed in this thesis include an
interference-management technique and a MIMO-OFDM PHY-layer featuring
both open and closed-loop communications.
Custom HDL design
An alternative approach to model-based design is the utilization of custom HDL
code which enables a more fine grain representation of the digital circuit and
the ability to fully control the fundamental aspects of those algorithms and
systems under design. The latter is especially important when dense FPGA
implementations are struggling to meet timing constraints.
A very representative example of this design approach is provided by re-
searchers of the ETH in [105], where it is detailed a complete 4x4 MIMO WLAN
PHY-layer prototyping effort featuring a hardware-efficient design, mapped to
a multi-FPGA implementation and validated by experimental means.
Other similar WLAN-based developments have also been found in the liter-
ature. The authors in [106] implement a Space-Time Block Code (STBC)-based
MIMO scheme, whereas in [107] a Transmit Antenna Selection (TAS) configura-
tion is developed. A DSP-block re-utilization for a minimized hardware cost is
presented in [108] and a spectrum-aware adaptive subcarrier allocation in [109].
Several authors have as a goal to efficiently implement the most advanced
DSP techniques through optimized custom HDL code. Some indicative exam-
ples are iterative MIMO decoding [110], STBC MIMO decoding [111], autocor-
relation-based OFDM signal detection for CR systems [112], reconfigurable two-
dimensional pipeline FFT processor for MIMO OFDM systems [113], fixed
sphere decoder [114] and 2-phase channel estimation for mobile WiMAX re-
ceivers [115].
An important point that has to be underlined is that the extremely demand-
ing bit-intensive computation of the DSP algorithms proposed to implement
the PHY-layer of future wireless communication systems, require to employ ad-
vanced FPGA design techniques in order to provide efficient digital realizations
accounting for the limitations of the latest silicon technology (e.g., provide re-
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duced area, latencies and/or power consumption). Hence, low-level optimized
FPGA prototypes provide a flexible, powerful and cost-effective means to real-
istically analyse the cost of implementing such techniques before entering into
a true VLSI implementation. Indicative related work in this sense is a fully-
parallel Low-Density Parity Check (LDPC) decoder presented in [116], a low-
power synchronization technique for WiMAX systems described in [117] and a
high-throughput iterative MIMO detection detailed in [118].
Relation to the work presented in this thesis: the presented references,
summarized in in Table 3.8, are using custom HDL code to prototype various
advanced PHY-layer techniques. In the same way, a custom HDL code is chosen
as the main vehicle utilized in this thesis to detail the RTL architecture of the
considered systems. As a consequence, the methodology proposed in this thesis
is also following the custom HDL design flow. Furthermore, the presented use
cases are corroborating its effectiveness in the design and implementation of
high-performance adaptive PHY-layer solutions, similar to the ones considered
in the reviewed literature.
3.2.3 Efficient design targeting IC-technology
The last category of related research includes VLSI implementations, which
go a step further than the previously presented FPGA prototyping efforts by
considering the physical fabrication of the designed circuitry.
The authors in [119] implement in Complementary Metal-Oxide-Semicon-
ductor (CMOS) technology a WLAN transceiver which can be considered an
evolution of the one presented in [105]. Moreover, the broad experience of ETH
in the field of VLSI design is widely documented in the literature. Some indica-
tive examples include the design of a MIMO sphere decoder [120], a Compressed-
Sensing (CS)-based channel estimation for LTE receivers [121] and a Successive
Interference Cancellation (SIC)-based MIMO detector [122].
A couple of additional notable VLSI implementation of WLAN transceivers
are reported in [123,124]. Similarly, in [125] the ASIC implementation of a high-
throughput channel estimator for LTE receivers is presented by the research
team in Vienna. Furthermore, many authors have worked towards efficient im-
plementations of advanced DSP architectures. Some representative examples
include a power-efficient MIMO detector [126], a MIMO near-MLD with chan-
nel preprocessing [127], a self-configuring FFT/Inverse FFT (IFFT) hardware
macrocell for OFDM-based systems [128] and a Singular Value Decomposition
(SVD)-based MIMO channel estimator [129].
Interestingly, not all the VLSI designs encountered in the literature are mak-
ing use of custom HDL code. For instance, in [130] a Simulink design using
System Generator is combined with ASIC libraries containing bit-true equiva-
lents of the utilized schematic-blocks, to efficiently implement a MIMO sphere
decoder. Additionally, as introduced in Section 2.1.3, the combination of special-
ized C-based HLS tools and low-level optimized C/C++-code (i.e., accounting
for the specific architectural details of the target silicon technology) leads to
implementation results comparable to those obtained when using custom HDL
code. Indicative references that are having as a principal target the VLSI design
of advanced PHY-layer solutions are a high-performance MIMO-OFDM LTE
receiver [131] and a parallel search-based sphere detectors for MIMO-OFDM
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Furthermore, an optimized C-based co-design flow, developed at the In-
teruniversitair Micro-Elektronica Centrum (IMEC, Belgium), combines a cus-
tom ASIC architecture with SDR for the efficient implementation of advanced
MIMO-OFDM systems [133]. Similarly, the development of custom baseband
processors is proposed to provide an efficient yet flexible VLSI implementation
of DSP functions and systems. Some indicative examples include a DSP-RAM
processor targeting Layered Space-Time (LST) Coded receivers [134], a pro-
grammable co-processor for MIMO decoders [135] and a wideband spectrum-
sensing processor for cognitive applications [136].
Relation to the work presented in this thesis: the encountered litera-
ture related to VLSI design and implementation, summarized in Table 3.9, is fo-
cusing on fully optimized digital realizations of complex DSP solutions consider-
ing real-world fabrication constraints. This fact requires to efficiently define the
processing architecture at a low level (e.g., gate-level HDL design). As already
mentioned before, FPGAs are often utilized as a cost-effective programmable-
technology for VLSI design evaluation purposes. In this sense the encountered
literature shares a common ground with this thesis; this is basically the provision
of an optimized FPGA-based implementation of advanced PHY-layer solutions.
Indeed the key objective of this thesis is to find the optimum trade-off between
design complexity and system performance by considering the limitations of the
target FPGA technology. The RTL architecture developed for the case stud-
ies of this thesis is not fully optimized at gate level, featuring however limited
gate-level optimizations in selected parts of the design to yield the required
performance.
3.3 Objectives, assumptions and conditions for
the developed case studies
The objective of this section is to highlight certain objectives, factors and con-
ditions that were considered throughout the development and validation stage
of this thesis. The goal is to underline how this thesis differs from the related
work of other researchers by emphasizing the following points:
• Efficient RTL design of complete PHY-layer architectures: the
principal goal is the performance-efficient RTL design and real-time im-
plementation of complete high-performance PHY-layer architectures using
custom HDL code. In other words, it is considered the design of the mini-
mum set of baseband DSP processing blocks encountered in the PHY-layer
of modern wireless communication systems. An important parameter of
this design is that it explicitly considers the specifications and performance
limitations of the utilized hardware-setup. Nevertheless, several operat-
ing and functional conditions apply while others are emulated as detailed
hereafter:
– In the presented use cases (see Chapters 5 and 6) only the DL com-
munication was designed and implemented.
– An emulated UpLink (UL) communication is utilized for the closed-
loop schemes to enable the connection between the receiver and the
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transmitter. On-board and inter-board buses are hosting this com-
munication link which features a non-variable latency for the com-
plete feedback-cycle (i.e., transmission, propagation, reception, de-
coding and adaptation of the DSP at the transmitter). Nevertheless,
the overall system design jointly takes into account both the feed-
back communication timing and the processing latency for the realis-
tic implementation of the adaptive communication scheme. This also
implies that it is not assumed perfect CSI at the transmitter for the
DL communication.
– Only limited and emulated MAC-layer features were considered in
order to reduce the already increased design, implementation and
verification complexity. Hence it has only been included the provision
of a bit-sequence composing the user-data to be transmitted and
the subcarrier allocation (PHY-layer adaptation) according to the
received feedback-information.
• DSP algorithm optimization accounting for the required FPGA-
resources: the design goal that was persistently followed throughout
the development stage of this thesis was to satisfy an optimum trade-off
between computational complexity and system performance. This was
made feasible by achieving the minimum required performance objectives
(e.g., data-rate, BER), while considering the implementation cost of the
proposed processing architecture. Hence, each PHY-layer algorithm was
optimized accounting for its real-time FPGA-implementation cost and its
impact on the overall system performance. Crucial factors to enable the
latter are listed below:
– Minimized latency due to the stringent timing requirements, inherent
of real-time broadband signal processing. Highly-parallel pipelined
processing structures are required, which need to be designed at al-
gorithm level (e.g., data dependencies, bounded-complexity mathe-
matical formulation).
– Maximized precision exploiting the full dynamic range, the goal of
which is to provide individual signal bit-length that satisfies an opti-
mum trade-off between the number of fixed-point bits and the result-
ing numerical precision, accounting for the complete system func-
tional interdependences and expected signal conditions (e.g., in a
pilot-based channel estimation a low SNR distorts the estimated
channel even if infinite precision is utilized for the DSP).
– The previous two items require to be combined with a highly op-
timized internal memory structure and an intelligent control-plane
ensuring the precise synchronous operation of each block composing
the considered system (see Section 3.4 for a more detailed descrip-
tion).
• FPGA-based implementation accounting for the DFE: the DFE
is a critical component affecting the operation and performance of the
entire mobile receiver, especially when considering high mobility channel
conditions. As already mentioned in this chapter, due to the challenging
implementation of the DFE when developing a real-time PHY-layer, many
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authors avoid to implement it, which basically implies that the PHY-layer
misses a very influential processing stage with a definitive role in real-
life receivers. Hence, in contrast to the mentioned researchers, the DFE
has been designed to serve the real-time requirements of the case studies
mentioned in Chapters 5 and 6, whilst it is neither assumed a perfectly
synchronized nor an error-free signal. Indeed the implemented DFE com-
prises a full synchronization mechanism, featuring as well the AGC and
digital down-conversion stages. Moreover, its design is accounting for re-
alistic signal impairments. The inclusion of the DFE is having the effects
listed hereafter:
– The complexity of the baseband design is greatly increased, since
additional bit-intensive DSP is required.
– The global performance of the system is critically affected by the op-
eration of the DFE. This is due to the elevated precision required for
its internal calculations, but also due to the need to provide a pre-
cise synchronous control of the data-flow forwarded to the remaining
baseband blocks (e.g., gain-adjustment accounting for the utilized
frame-format and timings of the internal processing architecture).
– The DFE is the physical interface with the analog front-end. This
means that its design requires to account for the hardware specifi-
cations of the target development platform (e.g., bit-width and in-
terpolating capacities of the ADC/DAC stages, physically available
gain-adjustment circuitry, dedicated I/O latencies).
• High-performance PHY-layer solutions based on real-world tech-
nology: a wide signal bandwidth of 20 MHz (combined with a 2048-point
FFT) has been considered in accordance to the proposed BWA standards.
Furthermore, in an attempt to capture close-to-real-world system specifi-
cations, the implemented PHY-layers are relying on the mobile WiMAX
and LTE wireless communication standards:
– In the case of mobile WiMAX, the standard-related operations at
baseband are considerably increasing the implementation complex-
ity (e.g., subcarrier permutation, grouping in logical structures and
construction of sets of related OFDM symbols; see Chapter 5).
– The most basic PHY-layer structuring was developed to be compliant
with the standard. Then it was subsequently extended by adding ad-
vanced (off-standard) communication schemes requiring adaptivity.
– The channel models utilized to realistically evaluate the resulting
real-time prototypes have been selected in accordance to the recom-
mendations given in the standards.
• Realistic real-time mobile channel evaluation: on top of the hardwa-
re-introduced impairments, frequency selective mobile channel models were
used to configure a real-time radio channel emulator, in order to attain the
most realistic channel propagation conditions. The provision of real-time
mobile channel conditions requires of a complex laboratory setup result-
ing in additional hardware-introduced impairments, which also need to be
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3.4 Contribution
The contribution of this thesis is focusing on the largest possible subset of the
discussed motivation subjects. To satisfy the design and implementation goals it
was essential to provide innovating RTL design techniques achieving by this way
a performance-efficient FPGA-based PHY-layer realization. A helpful compan-
ion towards this end was the complete design, implementation and validation
methodology that was applied to the developed case studies.
RTL design principles
A set of advanced RTL-design techniques, that form part of solid FPGA proto-
typing principles, have been defined in order to achieve a performance-efficient
design required for the implementation of high-performance PHY-layer solu-
tions featuring adaptivity. The very same principles can be extrapolated and
mapped to the design of other communication systems. A short introduction to
the innovating and transferable RTL design principles follows. The items listed
hereafter constitute the main axis of the contribution of this thesis around which
it has been developed the remaining part of the systems:
• Adaptive memory structure: a resource-optimized and minimized-
latency memory structure is proposed to cope with the large intermediate
storage requirements of the DSP stages encountered at the PHY-layer of
modern broadband communication systems. The minimum required set
of embedded block RAMs - accounting for the largest possible data-block
size at the output of each DSP stage - is grouped as a single adaptive
memory entity (i.e., primitive-level HDL coding). This entity enables an
easy interfacing and provides a seamless memory access which allows si-
multaneous write and read operations. Furthermore, it supports the man-
agement of subcarrier sets with variable-length, as required by the mo-
bile WiMAX standard. The latter defines various subcarrier-permutation
schemes resulting in a flexible frame structure (e.g., coexistence of open
and closed-loop communication techniques). Each adaptive memory entity
is managed by a complex dedicated controller which enables the transpar-
ent synchronous memory access, while accounting for the specific config-
uration of each received frame. Moreover, the controller is in charge of
optimizing the read and write operations by implementing the required
scrambling-operations with the minimum possible latency. Additionally,
when required, simple baseband operations are applied concurrently with
the memory-access (e.g., conjugation of a complex-valued sample). A de-
tailed description of the adaptive memory structures is provided in Section
5.3.4.
• Resource-reutilization among different communication schemes:
the coexistence of an open and a closed-loop communication scheme and
the flexible features of cognitive radio notably increase the demand for
baseband processing resources. Hence, when considering limited FPGA
processing and memory resources, it is essential to include intelligent
resource-reutilization among the different DSP stages. Besides the evi-
dent need to identify the similar arithmetic calculations, an accurate RTL
design is required to meet the performance needs of each separate configu-
ration (e.g., changes in the frame formatting leading to different latencies
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or data dependencies). Two indicative examples of the latter are provided
in this thesis:
– A high-performance pipelined structure implementing a 2x2 MIMO
STBC-based communication (i.e., open-loop) and its Maximum Ra-
tio Combining (MRC)-based counterpart (i.e., part of a TAS closed-
loop scheme) is taking advantage of the similarity of certain arith-
metic operations, as detailed in Section 5.3.3. The proposed design
achieves a 18% FPGA-resource saving without compromising the per-
formance requirements of the system.
– In an indoor frequency-reuse scenario, an interference-detection mech-
anism is implemented by taking advantage of the cross-correlation
which provides the basis of the synchronization stage of an LTE-
based receiver. The proposed design is detailed in Section 6.3.2.
• Optimized design for DSP-block saving: the development of the con-
sidered PHY-layers involved bit-intensive arithmetic computations, con-
suming the majority (if not all) of the available DSP-blocks embedded in
the FPGA devices of the target baseband prototyping platform. Hence,
a careful design is needed to optimize the utilization of these specialized
processing elements as detailed hereafter:
– Various DSP operations which are utilized to calculate the location
of the subcarriers within each OFDM-symbol (i.e., part of the permu-
tation schemes applied in the mobile WiMAX PHY-layer), have been
designed at gate-level to achieve an efficient implementation which
avoids the utilization of DSP-blocks. Indicative examples are the
LUT-based implementation of a modulus or a division by a constant,
as detailed in Section 5.3.5.
– The synchronization stage of a mobile WiMAX receiver features an
algorithm optimization that specifically targets a minimized arith-
metic-implementation cost in terms of DSP-slices. Hence, a simplified
mathematical formulation targeting a minimal use of DSP-blocks is
combined with an efficient pipelined RTL architecture design. The
complete details of this design are provided in Section 5.3.1.
– The utilization of complex Finite Impulse Response (FIR) filters is re-
quired as part of the interference-detection mechanism utilized in the
LTE-based receiver described in Section 6.3.1. The latter is demand-
ing a large amount of DSP-blocks and general purpose FPGA-slices.
Hence, a design relying on time-multiplexing is utilized to achieve
re-utilization of resources.
• Speed-optimized pipelined-arithmetic design: a clear example of ar-
chitecture optimization, focusing on the provision of a minimized-latency
design, that enables the real-time MIMO channel estimation of a high-
performance mobile WiMAX receiver is presented in Section 5.3.2. Its
pipelined architecture features an in-block dedicated memory structure
aimed at the simultaneous retrieval of operands as required by the sup-
ported subcarrier permutation schemes.
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• Resource and latency-aware centralized control entity: when a
large number of bit-intensive concurrent operations are sequentially ex-
ecuted in a real-time system, a fine-grain timing control of the diverse
synchronous data-path stages is required. Moreover, when run-time adap-
tive DSP is required or other advanced processing structures are utilized
(e.g., resource-re-utilization among different communication schemes or
adaptive memory structures), it is essential the existence of a centralized
control unit in charge of configuring each group of operations compris-
ing a logical processing stage (or block), according to the current frame
structure (e.g., adaptive subcarrier allocation or coexistence of various
subcarrier permutation schemes). This control unit could also provide the
interfacing with the MAC-layer, though it has not been developed for none
of the two cases studies. Two indicative examples of centralized control
are presented hereafter:
– The coexistence of the STBC and the TAS mechanisms in a mo-
bile WiMAX receiver (each based on a different subcarrier permu-
tation scheme) requires a precise centralized control, on top of the
already mentioned adaptive memory structure and resource-reusing
techniques. Indicatively, FPGA-logic reuse principles are applied to
the baseband processing blocks of the receiver which utilizes both
schemes in different time instants. The previous is made possible
through a centralized control unit, as described in Section 5.3.6.
– The interference-management scheme proposed in the LTE-based sce-
nario of the second use case, makes use of a complex state machine
that jointly and simultaneously drives the operation of the synchro-
nization and the interference-detection logic. The complete details
are provided in Section 6.3.3.
Design, implementation and verification methodology
The design, implementation and on-board testing of high-performance wireless
communication systems under realistic conditions implies an undertaking with
high stakes. Thus, the adoption of a well-structured design, implementation and
verification methodology is a paramount requirement. The employed design flow
follows an iterative and modular rationale adding robustness to the innovating
digital techniques proposed herein and can be directly re-utilised in similar PHY-
layer developments. An overview of the steps describing this methodology is
given next:
• An HLPL-based model is utilized as the entry point of the design, ac-
counting for the system specifications. Moreover, the high-level system
model plays a crucial role in the algorithm selection stage.
• An off-line testbedding approach is utilized to capture realistic signals, by
utilizing the HLPL-model of the transmitter and a laboratory setup (e.g.,
using a channel emulator and RF equipment). Furthermore, the captured
signals are also including the impairments introduced by the analog front-
end (e.g., the target FPGAs are utilized as a large buffer to capture the
outputs of the ADCs).
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• The previous captures are used to refine the HLPL-model (e.g., modifica-
tions may be required to the initially selected algorithms).
• Custom HDL code is produced for each logical block of DSP operations
utilized in the HLPL system-model. The captured signals are used to
optimize the RTL architecture (e.g., dynamic range adjustment) and to
verify the HDL code (e.g., precision comparison versus its HLPL-based
counterpart).
• The baseband design is integrated onto the target platform (e.g., interfac-
ing with the ADC/DAC stages and other relevant I/O).
• A thorough laboratory-debugging stage is used to refine the RTL design.
The configuration of the testing stage starts from a from a baseband-to-
baseband cabled connection and incrementally adds more hardware equip-
ment such as RF front-ends and a channel emulator
• Once a stable prototype is obtained, an exhaustive measurement cam-
paign is put in place. The captured data is post-processed using HLPL
software tools in order to extract the required performance metrics (e.g.,
averaging large number of captured repetitions for a various range of signal
conditions).
Details of the described design methodology are given in Chapter 4.
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Synopsis of the provided contribution
In an attempt to provide an objective conclusion to this chapter, Figure 3.1
provides a graphical synopsis of the relation of this thesis with the reviewed




The aim of this chapter is to offer an insight into the development flow utilized
for the PHY-layer prototyping goals that have been set for this thesis. A well-
structured design, implementation and verification methodology provides the
backbone upon which the system has been developed. It is important to under-
line that one of the contributions of this thesis is encountered in the structure
and reusability of this methodology in similar experimentally driven PHY-layer
developments.
4.1 Considered development framework
On top of the development conditions detailed in Section 3.3, the proposed
development framework also accounts for the following:
• Extended HDL design flow: in order to attain a performance-efficient
design it is required to carefully define the RTL architecture of each DSP
component (i.e., optimum trade-off between its computational complex-
ity and the resulting numerical precision, given a specific target FPGA
device). While the proposed custom HDL design and implementation
approach allows the designer to control all the important aspects of the
designed architecture, it must feature three fundamental characteristics to
achieve the desired design efficiency:
1. Modularity: a modular hierarchical design of the PHY-layer is essen-
tial to enable the substitution, modification or extension of individual
DSP blocks. Modularity facilitates as well the testing and debugging
stages (e.g., fine-grain verification, co-simulation of intermediate pro-
cessing stages at different levels of abstraction).
2. IP and design re-utilization: the utilization of HDL-based DSP li-
braries improves the whole implementation process in terms of de-
velopment time, by providing an error-free and efficient digital real-
ization of complex baseband operations. A number of fundamental
DSP functions are available as pre-verified IP cores (e.g., FFT, Coor-
dinate Rotation Digital Computer - CORDIC, fixed-point dividers).
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3. Necessity for a low-level design: even the most powerful modern
FPGA devices are offering a (large but) limited number of processing
and storage resources. Hence, when considering the real-time proto-
typing of high-performance wireless communication systems featur-
ing adaptivity, an enormous data-transfer, storage and processing ca-
pacity is required at baseband. Thus, an efficient RTL design might
not always be sufficient. In such cases, designers resort to gate-
level design techniques which are injected in the RTL architecture
of the system under development (e.g., directly instantiate FPGA-
primitives in the HDL code, preventing the automatic logic-inference
that would be typically performed during the synthesis stage).
• Accurate configuration of the EDA framework: it is of uttermost
importance to properly configure the software tools supporting the HDL-
based implementation (e.g., selection of the most appropriate synthesis
and PAR features).
• Realistic test and validation conditions: a thorough assessment of
the considered systems requires to realistically account for all those signal
impairments originated from the testing environment. This for instance
requires to account for realistic channel fading, interference and noise test
and operating conditions. On top of that, the use of a complicated hard-
ware setup requires a delicate configuration to enable the evaluation of the
implemented PHY-layer under the desired realistic and at the same time
controllable conditions.
• Debugging and performance assessment: the baseband design is fi-
nally integrated onto the target FPGA-based development platform. The
latter provides the necessary I/O means that facilitate the laboratory
debugging stage (e.g., external memories allowing to capture data, test
points to visualize the analog signal). Furthermore, the FPGA vendors
are providing tools to visualize in real-time the variation of the inter-
nal baseband signals (i.e., digital logic-analyser). Both of the mentioned
aspects need to be considered at design-time and might result in the uti-
lization of additional FPGA-resources (e.g., embedded RAM blocks). The
data captured during the iterative testing and debugging stages needs
to be post-processed in order to be utilized in a computer-based simu-
lation or to extract the required performance metrics. For a complete
performance assessment of wireless communication systems that feature
mobility, a large set of captures needs to be acquired and analysed, which
is a non-trivial and lengthy process.
4.1.1 Considered development platform
For the construction of the proposed design, implementation and verification
methodology it is required a generic development setup, like the one depicted in
Figure 4.1. A brief description of the considered hardware components follows:
• Baseband prototyping board(s): a set of processing elements is dis-
posed to implement the designed PHY-layer. Depending on the technology
of the target processor, the same processing elements might also provide
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Figure 4.1: Generic development platform.
the required control interfaces (e.g., to program the FPGA devices or to
capture data) or to host implementations of the complete network stack.
• Analog front-end: at the transmitter the analog front-end provides the
required circuitry to synthesize an analog signal, within the designated
RF bandwidth, from the baseband samples, whereas at the receiver it
produces an IF or a baseband signal (depending on the technology) ready
to be processed digitally. The analog front-end comprises the following:
1. RF front-end: the main tasks carried out at the RF front-end are the
low-noise amplification, the downconversion from RF to IF, or upcon-
version from IF to RF, and the suppression of out-of-band unwanted
signals (e.g., analog filtering to eliminate noise and spurs).
2. ADC/DAC circuitry: the ADC devices sample the analog IF signal
resulting, which results in replicas of the signal’s spectrum, whose
formation depends on the utilized bandwidth and IF center frequency.
As a result a digital signal is provided to the baseband. A Digital
Down Converter (DDC) is typically used then to produce the I/Q
data from the sampled IF signal. The DAC devices synthesize an
IF signal from the I/Q baseband samples, by utilizing interpolating
filters.
• Signal propagation: depending on the verification goals the following
three signal propagation scenarios could be considered:
1. Cabled connection: a cabled baseband-to-baseband, IF-to-IF or RF-
to-RF connection provides a flat-fading channel and is important to
be used during the preliminary testing and debugging stages in order
to characterize the hardware-introduced impairments.
2. Over-the-air transmission: the utilization of antennas provides real-
world signal propagation conditions. The over-the-air transmissions
usually focus on validating specific test scenarios (e.g., indoors envi-
ronments or line of sight with quasi-static signal propagation condi-
tions). This is mainly due to the fact that field testing and measure-
ment campaigns have a high logistic, operating and administrative
cost (e.g., renting an RF band of interest), especially when mobility
is required (e.g., a large number of repetitions are required for each
experiment).
3. Channel emulator: the utilization of a RF channel emulator allows
to consider a broad range of channel conditions, including mobility,
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Figure 4.2: Multi-stage testing strategy.
from the commodity of a laboratory-based setup. However, such
equipment is an expensive asset to acquire or rent. Unavoidably
an emulator introduces additional hardware impairments to the RF
signal (which need to be measured, characterized and compensated
in order to provide a well-conditioned signal to the receiver).
Although the presented development platform can be potentially utilized
in all the design and implementation approaches discussed in Chapter 2, the
considered flow is built around the FPGA technology. Moreover, it is tailored
for developments based on a custom RTL architecture (relying on optimized IP
cores and low-level optimizations wherever it is required).
4.2 Proposed design, implementation and valida-
tion methodology
The development and validation of the PHY-layer of a processing demanding
real-time wireless communication system requires a wide range of skills, re-
sources and time. Hence, an incremental design and implementation flow, rely-
ing on a multi-stage testing strategy, is the corner stone for the success of the
overall development flow, since it provides a robust and flexible framework, that
favours design re-use and serves the goals of a modular and hierarchical flow.
4.2.1 Multi-stage testing strategy
A fundamental guideline that applies throughout the design, implementation
and on-board validation phases is the need for an incremental testing strategy,
as described by Figure 4.2. A layered testing approach allows the step-by-step
characterization of the system.
The multi-stage testing strategy starts from a baseband-to-baseband system
testing under ideal conditions (e.g., no impairments are accounted, flat channel
response is assumed). This is made feasible by developing and simulating first
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the high-level behavioural model of the system (e.g., in MATLAB) and then,
based on that, develop and simulate the equivalent RTL representation. In
order to achieve similar testing and validation conditions in the target hardware
platform, a direct (cable) connection of the transmitter and receiver baseband
implementations is required.
When the behavioural validation of the system is accomplished, the testing
stage is extended to include the signal conversion stages (i.e., ADC and DAC). It
implies the extension (and re-simulation) of the HLPL and HDL code to include
the processing blocks that provide the interfacing to the conversion circuitry
(e.g., interpolating filters, DDC). The next step is to validate the FPGA imple-
mentation in real-time using an IF-to-IF cabled-connection (i.e., connecting via
a cable the output of the DAC device with the input of the corresponding ADC
device). During this on-board functional verification it is essential to extract
data captures, in order to optimize the operation of the processing blocks pro-
viding directly interfaced to the signal conversion stages (i.e., through additional
simulations; e.g., to adjust the digital filtering stage of the DDC, accounting for
any undesired out-of-band component that might be introduced by the base-
band processing boards). Additionally, specialized signal analysis equipment
are normally assisting the laboratory validation of the produced signal (e.g.,
spectrum analyser).
The final testing stage can be divided into two sub-stages; the first includes
a direct cable connection of the RF front-ends, which results in a signal that ac-
counts for the specific hardware impairments of the target testbed. The extrac-
tion of signal captures at the receiver baseband (e.g., post-ADC) permits the full
characterization of such impairments. Hence, additional computer-based simu-
lations are necessary for the different models of the system accounting for the
realistic hardware-impaired signal. Finally, the desired channel conditions must
be included to the considered scenario, either by using antennas or a real-time
radio channel emulator. This results in a signal that accounts for both realistic
channel conditions and hardware-introduced impairments. Yet again, signal-
captures and re-simulations are required to fully evaluate the system (which
might result in further debugging of the developed models).
4.2.2 Incremental development flow
Figure 4.2 shows the design, implementation and verification methodology. A
commonly accepted starting point for any incremental development is the design
of a baseline version of the target system, featuring downscaled specifications
(e.g., when targeting a MIMO PHY-layer featuring AMC, a single-antenna open-
loop communication scheme might constitute its baseline design). Indeed, the
initial design-efforts should focus on the core signal processing algorithms, in-
cluding as well the identification of the most critical aspects of the overall system
architecture (e.g., operations requiring of high-throughput pipelined structures,
dimensioning the required memory structure and control plane).
The end of a major design cycle is reached when the performance of the
resulting prototype is finally validated on real-time hardware and no further
modifications are required. The proposed methodology explicitly addresses the
incremental introduction of more advanced features (i.e., by iterating over the
complete development flow). A relative low effort is required to extend the
operation and functionalities of the developed prototype; while the first iteration
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is normally expected to be extremely time consuming, the following ones can
be dramatically shortened. This is mainly due to the fact that modular and
reusable code is already available (e.g., passing from a single antenna to a multi-
antenna design and implementation, many DSP blocks can be either directly
reused or easily extended), while at the same time the critical parts of the design
and the system bottlenecks are well defined. The same applies to the hardware
platform which is already thoroughly studied and characterized.
The text that follows describes in detail the different stages of the employed
design, implementation and verification methodology.
Stage I: Develop a high-level model of the transmitter
The first vital requirement for the design of any wireless communication sys-
tem is the definition of the transmitted signal. Based on this signal model it is
made possible to start the development of a HLPL-based model of the trans-
mitter (e.g., using the MATLAB framework). At this stage, the considered test
scenario plays a key role, because it defines the target application, the envi-
ronmental conditions and the performance requirements. In most of the cases
the modelling of the transmitted signal is bound to the specifications of a wire-
less communication standard, which defines for instance parameters such as the
duplexing mode, the format and length of the frame, the number, value and
location of the pilot tones, the guard-band size, the inter-carrier spacing and
available bandwidth and also the FFT size. Furthermore, it details the operat-
ing RF bands and channel models to be used for the test and validation of the
developed systems.
At this initial development stage the high-level model is not taking into ac-
count a number of practical implementation conditions and parameters; indeed
the modelling makes use of floating-point arithmetic, assumes unlimited pro-
cessing resources during design/simulation time and does not account for signal-
impairments (e.g., channel effects, noise or hardware-introduced non-idealities).
This allows the system designer to concentrate on the definition of the basic
DSP architecture, facilitating likewise the behavioural simulation of the system.
Stage II: Hardware-validation of the baseband transmitter model
The HLPL model of the transmitter can be rapidly tested and hardware-val-
idated by using off-line prototyping approach. This is made feasible by inter-
facing the MATLAB model with Commercial-Off-The-Shelf (COTS) RF instru-
mentation, signal generation equipment and signal conversion boards. More
specifically, the output I/Q vectors of the baseband transmitter model can be
directly loaded to a VSG1 which, with the help of an arbitrary waveform gen-
erator, provides in real-time the I/Q signals. The VSG features DAC and RF
upconversion circuitry able to provide a real-world signal at the selected RF
band. At this stage, it can be also verified the compliance of the resulting RF
signal with the selected wireless communication standard by using third party
software tools (e.g., Agilent Vector Signal Analyser - VSA).
The inclusion of additional signal impairments (e.g., real-time emulation of
a selected channel, addition of noise or of CFO) should not be considered at
this stage (i.e., such operating conditions make unreliable the capturing of test-
vectors until the DFE of the receiver is developed and tested at the target FPGA
1Many VSGs provide the means to produce RF signals directly from MATLAB [VSG].
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board). Therefore, a cabled RF-to-RF connection should be used to introduce
the transmitted signal to the down-conversion stage of the receiver. After being
digitized at the acquisition boards, the resulting samples can be captured by
using the FPGA as an intermediate buffer. The captured data constitute real-
istic test vectors that can be either used for developing the equivalent model of
the receiver or for testing, debugging or improving the transmitter model.
Stage III: Develop a high-level model of the receiver
The next step is the modelling of the signal processing algorithms of the receiver.
As in the case of the transmitter, the ideal high-level model of the receiver uses
floating-point logic and does not have any design limitations in terms of pro-
cessing and memory resources. Therefore, the functional testing of the complete
system is conducted by running a software simulation of the transmitter and
receiver models (i.e., ideal baseband-to-baseband signal).
The simulations can also make use of the test vectors captured in the previ-
ous step. Although the design is still not constrained by the limitations of the
entire hardware processing platform, the performance of different algorithms
can be rapidly investigated, including those whose computational requirements
makes their real-time prototyping challenging (i.e., estimation of the maximum
theoretical system performance). Finally, this stage allows the testing of dif-
ferent candidate algorithms targeting a specific processing stage (e.g., channel
estimation). Likewise, it is possible to achieve a coarse grain assessment of the
computational cost of different algorithms and their impact on the overall sys-
tem performance. This greatly facilitates the selection of the algorithms that
satisfy a trade-off between complexity and performance.
Stage IV: Signal impairment modelling
At this point, it is available the ideal HLPL model of the entire system and it
should be gradually adapted according to those real-world impairments intro-
duced by the hardware setup and also those defined in the target test scenario.
This process is inherently incremental; in the first iteration, only those impair-
ments originated by the intrinsic features of the target hardware components
can be realistically introduced (i.e., by using the data-captures obtained at Stage
II). Indicative signal impairments stemming from the operation of the underly-
ing hardware equipment are the ADC/DAC quantization-noise, the coupling of
the transmitted signal with that of the LO and the introduction of a DC level
by the baseband processing boards.In the absence of a DFE operating in real-
time at the baseband processing boards (used to develop the real-time receiver),
the effects of the signal propagation channel are based on computer-generated
static channel models. Other effects of the signal due to the physical propa-
gation medium, such as the noise, are emulated using pseudo-random software
routines. Once the DFE is implemented, tested and validated, baseband data
can be captured in its output using the complete hardware setup of the testbed
(Stages X and XI). This data help to verify the remaining of the HLPL-based
design of the receiver. In fact, it is likely that certain DSP algorithms will have
to be modified or slightly adapted to account for more realistic signal propa-
gation conditions (e.g., real-time mobile channel emulation, inclusion of CFO,
presence of interference, inclusion of Additive White Gaussian Noise - AWGN -
generators).
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Figure 4.3: Overview of the design, implementation and verification methodol-
ogy.
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Stage V: RTL-prepared HLPL system-model
In order to have a HLPL baseband model of the system that provides a close
match to the prerequisites of RTL coding, further modifications and refinements
have to be conducted. The MATLAB models of the transmitter and receiver
have to account for the hardware platform specifications (i.e., ADC/DAC fea-
tures, internal buses, I/Os, available FPGA-resources, etc.) and for the trans-
lation to fixed-point arithmetic. Furthermore, it is widely known that not all
MATLAB structures or functions are implementable in a FPGA. Even if equiv-
alent HDL constructs exist, they are used during simulation time but do not
serve for logic synthesis (e.g., a for-loop construct with undefined number of
iterations). Moreover, MATLAB includes several pre-compiled DSP functions
(e.g., FFT) and provides abstract arithmetic operators (i.e., the user calls the
same operator independently of the type of the operands). For instance, the
‘* ’ operator provides the multiplication for integer, real or complex numbers,
arrays and matrices. Although these MATLAB features provide a powerful
workbench for users, it is common quite a mistake to underestimate the compu-
tational complexity and the internal arithmetic calculations of such operations,
especially when they are meant to be mapped on a real-time RTL-based im-
plementation. The importance of this evaluation stage for the mapping of the
MATLAB model to RTL code is crucial and may result in selecting different al-
gorithms and lightweight versions of pre-compiled arithmetic functions. Another
important task is to estimate the storage and intercommunication needs. This
is made feasible by including in the MATLAB model a high-level representation
of the memory and control planes.
Stage VI: Translation to HDL
Each processing block that forms part of the RTL-prepared HLPL system model
needs to be translated to HDL code. In this thesis, it has been employed a cus-
tom HDL coding strategy which enables the performance-efficient implemen-
tation of modern wireless communication systems. Hand-written HDL coding
requires an optimized RTL design that relies on the principles described in Sec-
tion 3.4.
Every logical grouping of arithmetic functions or baseband processing stages
(initially defined in the high-level MATLAB model) are implemented in an in-
cremental fashion. The goal of the RTL design is the optimum utilization of
the processing resources of the specific FPGA devices that are available in the
target hardware testing platform. At this stage, the HDL interfacing with the
baseband prototyping boards is apparently omitted (this is gradually introduced
in Stage X, when preliminary on-platform verification efforts are conducted).
Stage VII: RTL simulation
A RTL behavioural simulation is first conducted for each of the designed HDL
processing blocks. Specialized software tools were used for this reason (i.e.,
Mentor Graphics ModelSim). The simulation of independent processing blocks
allows a reasonable simulation-time (more details are provided in Stage VIII).
Moreover, the RTL simulation of the complete system (or large parts of it) can
be kept for the final validation stage.
The RTL simulations, accounted for both synthetic stimulus and realistic
test vectors. The first, though, should only be used for functional verification
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purposes. When it is required to thoroughly evaluate the performance of the de-
signed RTL architecture, it is crucial to utilize a realistically conditioned input.
This in various stages of the development cycle resulted in modifications of the
baseband algorithmic (e.g., a more complicated channel estimation technique is
required), and thus a repetition of Stage I/III.
Stage VIII: HLPL/HDL co-simulation
The co-simulation of the HDL and HLPL descriptions of each DSP stage com-
pletes the computer-based analysis of the designed system. The contribution of
these co-simulations to the overall development flow is two-fold: first, it allows
to verify the behavioural match of both models (i.e., the same response is pro-
duced to a given input) and, more importantly, it allows to quantify the losses
that are introduced by the fixed-point RTL representation (i.e., compared to
the high-level model). In fact, transforming the floating-point arithmetic of the
high-level model to fixed-point one is a key procedures for adapting a computer-
based simulation of a system to a real-time implementation targeting a FPGA
device. During this procedure the HDL design and its RTL-ready HLPL coun-
terpart are refined iteratively, until it is found the optimum quantization of all
the arithmetic calculations. In other words, the fixed-point representation (i.e.,
definition of the precise bit-width and decimal point) of the signals is tuned to
satisfy a trade-off between precision and computational complexity (full details
are provided in Section 4.3). At the same time, the HDL/HLPL co-simulations
play an essential role in the configuration of the IP cores utilized in the RTL
architecture.
Additionally, the HLPL/HDL co-simulations are also providing the means
to speed up the computer-based simulations of the complete system (or of a
large part of it). This for instance may occur when a RTL processing block is
combined with the HLPL-based model of the remaining of the system. The sim-
ulation of models featuring different abstraction levels is especially useful when
the refinement of the basic HLPL-model is required (i.e., loop-back to Stage
I/III). This leads in rapidly evaluating new algorithms of a specific baseband
processing stage, while the remaining of the RTL design is already validated
(i.e., by taking advantage of the low cost of modifying a HLPL-based model).
Stage IX: FPGA implementation
Once the simulated RTL code is functionally stable it is implemented by target-
ing a physical device with the help of vendor-specific proprietary FPGA software
tools (i.e., Xilinx ISE for the FPGA implementations considered herein). This
stage has two main objectives:
1. Estimation of the implementation complexity: the synthesis of the HDL
code provides an estimation of the FPGA resources required by the RTL
design (i.e., the synthesis can be realized for every processing block apart
or for the entire system). When combining this with Stages VII/VII it
can be assessed the computational cost and the performance of the system
under development. In this sense, Stages V/VI will have to be repeated
if improvements of the RTL design are required; in a worst case scenario,
there might be a need to replace an algorithm in order to meet the required
performance and computational cost (i.e., loop-back to Stage I/III).
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2. Digital realization: once the performance requirements are met at simula-
tion time and the synthesis results are satisfactory, the HDL code is fully
implemented for a given target FPGA device (i.e., PAR). The generated
binary file is the one used to program the FPGA device, enabling likewise
the hardware-testing of the designed DSP solution.
Stage X: Board-level HDL code integration
In order to test the implemented system in a chosen FPGA-based board, it is
first necessary to interface the developed HDL code with on-chip hard-wired
components and on-board peripherals, buses, controllers, memories, ICs, analog
components (i.e., digitally controlled) and custom/standard I/Os. This stage is
usually denoted as the on-board HDL code integration. In COTS-based FPGA
boards, the manufacturers usually facilitate this process by providing an HDL
FPGA firmware, that includes all or most of the required HDL interfaces with
the on-chip and on-board components. Some very common examples of this
integration phase include the interfacing with PGAs, RAMs, DACs and giga-
bit transceivers. Finally, a common testing and debugging practice is also to
instantiate control and monitoring cores within the developed HDL code, which
with the help of proprietary software can monitor the internal digital signals in
real-time (e.g., Xilinx ChipScope Pro). The inclusion of this extra logic has to
be carefully considered since it might occupy a great portion of the on-FPGA
memory blocks (and in some specific cases of generic FPGA slices).
Stage XI: On-platform verification
This stage includes the functional verification and debugging of the developed
system using a full real-time hardware platform. Each time that a new (or
modified) design needs to be experimentally validated, it is required to follow
the incremental testing approach described in Section 4.2.1.
During this phase, a heterogeneous equipment setup (usually denoted as real-
time testbed) is necessary to reproduce the scenario under consideration and
provide the close-to-real-world testing conditions. The use and configuration
of such testbeds usually imply a non-negligible setup cycle. Additionally, it
is also vital the proper utilization of a set of third-party software tools and
APIs in order to enable the communication with the test and monitoring points
mentioned at Stage X.
Stage XII: Data capturing and post-processing
An important outcome of the on-laboratory verification procedure and, thus, of
the whole development flow, is the extraction of experimental data, which can
be utilized for the purposes described hereafter::
1. Debugging-purposes: the on-FPGA logic analyzers have a limited capacity
in monitoring and capturing data; this is either due to the software con-
trolling them or due to the limited embedded memory blocks available at
the target FPGA device (considering as well, that a great part of them will
be consumed by the custom baseband design). For this reason, when the
implemented system is not operating at all, or when it is under-performing
(e.g., due to precision problems), it is required to capture big chunks of
data at certain parts of the baseband system. This data recording is typ-
ically done by using an external RAM with a reasonable size. In order to
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achieve this is required to include a priori an HDL interface with the RAM
controller, which will allow to tap the signals or ports of interest. Retriev-
ing this data allows to return in previous development stages and debug
either the high-level system model or the HDL behavioral simulation.
2. Performance-assessment: to thoroughly assess the performance of the de-
veloped PHY-layer, it is required to conduct an extensive measurement
campaign. This implies testing and capturing data using various chan-
nel models (under different mobility conditions), different levels of noise
and/or interference. If mobility is considered a large number of repeti-
tions are required, for a certain channel model using different noise levels,
in order to provide a meaningful performance analysis. More specifically,
for each of the selected noise levels, at least 100 realizations of the selected
mobile propagation channel are generated (each one with a different seed)
and used to configure in an iterative way, the channel emulator of the
testbed. Data is captured at the baseband receiver (at different points)
during each one of these testing-iterations (i.e., if 100 channel models are
generated per noise level, then the testing iteration will have to be 100 as
well). The post-processing of this data, eventually allows to calculate typ-
ical PHY-layer performance metrics, by averaging the data captures for
each of the defined noise levels. In certain testing scenarios it is required
to consider different velocities or channel models together with a number
of other signal impairments (e.g., SIR and CFO conditions).
4.2.3 Benefits of the proposed methodology
While at a first glance it might seem that the proposed incremental methodology
results in a long development cycle, a closer look at the presented development
framework justifies its structure; this is mainly due to the fact that the efficient
real-time PHY-layer implementation of high performance communication sys-
tems requires a robust, modular and iterative design, implementation and test
approach, which is subject to realistic signal conditions and real-world hardware
constraints. More specifically, the benefits of the presented methodology can be
summarized in the following points:
• Construction of a robust pre-verified FPGA IP library: the combination of
an incremental development flow with the design of a hierarchical modular
architecture, not only is beneficial for the modification or extension of a
baseline system, but also allows to obtain a library of efficiently designed
DSP algorithms.
• Creation of realistic test vectors: the experimentally obtained signal cap-
tures are not only serving the debugging and performance assessment
necessities of the system under development, but also provide realistic
inputs to be utilized in a wide range of simulations or other similar de-
velopments. For instance, realistic HLPL-based channel models can be
constructed from the conducted measurement campaigns, which helps ob-
taining a more close to real-life performance assessment of algorithms de-
veloped at simulation space.
• Realistic high-level modelling: each DSP algorithm comprising the HDL-
based development, also features its corresponding representation in the
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HLPL model. The latter can be used as a test-reference in fundamental-
oriented research initiatives that exclusively make use of computer-based
simulations.
• Accelerated hybrid developments: the developed HLPL-based models can
be directly used in an off-line prototype or in a hardware-accelerated sim-
ulation.
• Involvement of a HLPL-based framework in all development-stages: the
utilization of HLPL models and its corresponding working environment
(e.g., MATLAB) at all development-flow stages, results beneficial at dif-
ferent levels. First, during design-time the availability of an extensive soft-
ware library of ready-to-use DSP algorithms allows the rapid evaluation
of different architectural solutions. On top of that, MATLAB facilitates
the interaction with laboratory equipment, allowing for an enriched design
flow.
• Robust development: the proposed incremental flow allows the system de-
signer to decompose the development of an extremely complex system
onto several stages (i.e., starting from the baseline version and incremen-
tally adding features until the completion of the system). Therefore, it
allows to fully concentrate on the efficient design of the underlying DSP
architecture, accounting for the specifications of the considered scenario
and the target hardware technology. At each iteration the implementation
bottlenecks are known better, while realistic data and a library of efficient
HDL-HLPL algorithms are ready to be reused (i.e., lower development
time, robust and efficient design).
• Avoidance of unnecessary iterations: the utilization of the target proto-
typing platform from the early stages of the design, allows to account for
realistic signal conditions, even before defining the RTL architecture of the
system. Thus, it can be avoided the need for major modifications of the
system design when the HDL coding stage is in an advanced stage (e.g., if
the DFE is only simulated accounting for simplified-synthetic signal con-
ditions, then it is likely to present an incorrect behaviour when tested in
the hardware platform; this may have a strong impact on the remaining
processing stages of the receiver, which could eventually lead to a major
redesign of the existing HDL code).
4.3 Development-flow challenges
The proposed methodology defines an adequate roadmap that greatly assists the
efficient design, implementation and validation of real-time baseband systems
featuring a high bandwidth, adaptive behaviour and accounting for realistic
signal conditions. However, a series of challenges need to be properly considered
and confronted throughout the development flow. In order to get a better
understanding of the magnitude and heterogeneity of the issues that need to be
addressed, this section provides an overview of those factors that are crucial for
the success of the proposed development flow. Without loss of generality, it can
be claimed that the same factors apply in a number of other occasions, where
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high performance real-time baseband systems need to be efficiently realized and
validated with the help of real-life experimental testbeds.
Translation to fixed-point arithmetic
The FPGA-based prototyping of wireless communication systems implies the
use of fixed-point logic at baseband. This is a significant design constraint that
has to be evaluated considering that HLPL-based modelling (e.g., MATLAB)
is based by default on floating point arithmetic. In general terms the floating-
point operations dramatically increase the FPGA logic utilization and result
in lower clock speeds and longer pipelined structures when compared to fixed-
point logic. The designers are responsible for mapping the HLPL algorithms to
an HDL-based fixed-point logic, which in fact is a demanding and non-trivial
task. The latter implies that all internal processing stages of the transmitter
and receiver (both in MATLAB-space and HDL-design space) have to be ap-
propriately simulated to tune them at an optimum fixed-point dynamic range,
applying numerous truncation and scaling steps to achieve the best arithmetic
precision. Additionally, each of the implemented HDL blocks has to be co-
tested with the equivalent portion of the floating-point HLPL model to ensure
that the system performance is not compromised. A very handy modification
of the MATLAB model that assists the comparison with the equivalent RTL
code is to apply quantization at the outputs of selected processing blocks that
represent functional partitions of the design. This quantization process emu-
lates the fixed-point logic. Thus, a recursive process is required to discover the
optimal achieved performance of the designed system, which is conditioned by
the processing and memory resources of the target FPGA device, the additional
inherent constraints of the hardware platform and the minimum required yield
of the system (e.g., BER, average data rate).
Signal impairments
The real-life equipment comprising experimental wireless communication testbeds
feature signal processing elements that are subject to impairments and perfor-
mance degradation. Certain impairments are testbed-specific, since the analog
components and ICs comprising the boards and instruments feature different
performance and specifications for each testing platform.
The baseband implementation at the transmitter features degradation due
to use of fixed-point arithmetic and also due to performance limitations of the
digital filters. The signal impairments at the DAC device, apart from the per-
formance of its embedded interpolation filters, could also be generated from
various other sources (e.g., losses due to Peak-to-Average Power Ratio - PAPR -
backoff, quantization noise, harmonic distortion, DC offset, jitter/timing errors,
DAC roll-off tilt). The analog front-end of the transmitter comprises mixers,
gain amplifiers, LO, frequency synthesizers and Power Amplifiers - PAs - that
might feature a number of impairments (e.g., amplitude and phase imbalance,
LO phase noise, intermodulation and cross-modulation distortion, spurs, distor-
tion due to analog filtering, PA non-linearities, thermal noise).
The signal impairments at the receiver’s analog front-end are due to similar
functional anomalies to the ones identified before for the transmitter (e.g., oper-
ation of Low-Noise Amplifiers - LNAs, band definition filters, duplexers, mixer,
LO, frequency generation and gain stages); the same applies for the ADC de-
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vices. On top of this the digital baseband part at the receiver needs to estimate
and compensate a series of signal impairments that are created as part of the
regular operation of the boards and instruments comprising the entire testbed.
Along with distortion and other effects added by the channel, the baseband
signal at the receiver might feature high-levels of CFO, Sample Frequency Off-
set (SFO), phase noise, DC-offset, I/Q gain and phase mismatch and other
non-linearities. These signal degradations and impairments are critical for the
operation of the receiver.
Channel and mobility effects
Unless the transmitter and receiver are placed within an echo-free environment,
the transmission is normally subject to multi-path propagation. If the transmit-
ter or receiver moves, the channel and its fading will be time varying. Mobility
in a wireless transmission causes several different effects; the most demanding
one to confront is the rate at which the channel changes. If the mobility is low
(e.g., when the channel can be assumed to be stationary for the duration of a
complete symbol or data packet) the channel can be estimated by means of a
preamble or similarly known sequence. However, if mobility is high, then the
channel changes are significant during a symbol period (i.e., fast fading). Fast
fading requires the baseband processor (e.g., DSP, FPGA, ASIC) to track and
recalculate the channel estimation during reception of user payload data. This
in very high mobility speeds implies that the baseband processor must timely
trace the channel changes during the reception of a data slot, which severely
challenges the baseband design timings and performance. Additionally, the lat-
ter creates frequency offsets, which however can be relatively easy estimated
and compensated at the receiver. The number and distribution of pilots in the
transmitted signal (different for each wireless communication standard) also has
key importance for the receiver’s performance (i.e., channel estimation).
FPGA design partitioning
The ever increasing demand for bandwidth and the inclusion of complex PHY-
layer algorithms, imposes the simultaneous use of numerous baseband processing
devices to serve the run-time processing load. In the case of FPGAs, the integra-
tion of the HDL code with the on-board peripherals and the design partitioning
in various FPGA devices creates additional challenges. For instance, both the
embedded or inter-board buses need to accommodate the communication of a
big volume of data at a high throughput. Moreover, the FPGA partitioning re-
quires among other design-measures, a well thought functional separation of the
baseband processing blocks and the development of a custom communication
protocol for the intra-board (FPGA-to-FPGA) and board-to-board communica-
tion. This protocol has to guarantee data integrity and provide error correction
capabilities if necessary. Although a number of modern ultra-high capacity
FPGA devices offer the required horse power to develop the PHY-layer of pro-
cessing demanding systems (i.e., the FPGA partitioning complications do not
apply), it is naturally expected that the need for more bandwidth together with
the constant inclusion of intelligent signal processing features at baseband will
bring back in the near future the multi-device baseband processing quest.
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Design and implementation software tools
The performance of the EDA software depends on the underlying hardware ar-
chitecture and OS of the computer system that hosts them, the programming
style of the designer and the signal processing complexity of the application
under development. More specifically, when FPGA EDA tools are used to de-
sign, simulate and implement wideband communication systems, a series of
challenges has to be addressed. For instance the HDL simulations suffer long
simulation times (which results in a prolonged debugging stage), the FPGA im-
plementation tools produce giga-byte-sized intermediate files, timing is hard to
meet (especially in dense FPGA implementations), multiple clock domains raise
metastability issues and the overall implementation strategy varies according to
the target device. Moreover, while 64-bit versions of modern FPGA EDA soft-
ware tools are available nowadays, only a fraction of them takes advantage of
the capacity of modern multi-core microprocessors for reducing the overall sim-
ulation or implementation time. Finally, the previously mentioned EDA tools
feature OS-related limitations and deadlocks when excessive amounts of RAM
memory are required.
Testbed characterization
Setting up and configuring a real-time wireless communication testbed, that fo-
cuses on PHY-layer algorithm prototyping, implies the separate and joint testing
of the diverse type of instruments and signal processing boards that form part
of it. This allows researchers to achieve the desirable operating conditions and
performance, according to the specifications of a certain wireless communica-
tion standard. In order to accomplish this task, certain performance features of
the equipment comprising the testbed need to be characterized and analysed,
a fact that helps to identify performance bottlenecks at the beginning of the
development (e.g., the impact of the DAC and ADC resolution on the precision
of critical baseband processing algorithms and the limitations imposed of the
processing and memory capacity at baseband).
Stability
Real-time testbeds are commonly having performance stability issues due to the
interdependencies among instruments in the signal processing path (baseband,
ADC/DAC, RF conversion and channel); it is quite common, for example, that
the power-level of the signal between cabled instruments or hardware boards
may unexpectedly variate out of the defined range due to some sort of failure,
mismatch or loose connection of cables, adapters, attenuators, on-board connec-
tors or other components. This may significantly change the overall expected
performance of the developed baseband transmitter and receiver, making also
hard the traceability of the problem during system-debugging.
4.4 Description of the GEDOMIS R© testbed
The developments presented in the thesis have been hosted in the GEDOMIS R©
(GEneric hardware DemOnstrator for MIMO Systems) testbed [GED], an ex-
perimental platform that comprises a complete set of high performance baseband
prototyping boards (FPGA and DSP-based), signal generation equipment, high-
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Figure 4.4: Utilized GEDOMIS testbed setup.
end RF front-ends, real-time channel emulation, signal analysis instruments,
specialized software tools and APIs.
A schematic representation of GEDOMIS is shown in Figure 4.4, which in-
cludes the majority of the hardware equipment and boards used in the default
set-up of the testbed (i.e., real-time point-to-point DL communication). The
equipment of GEDOMIS can be divided in three major categories: the RF
front-ends, the channel emulation and the baseband processing elements. Test-
ing and debugging instruments are facilitating the validation of the developed
system at different levels (baseband and RF). A brief description of the high-end
instruments and boards used in each of the mentioned categories is given in the
following sections.
4.4.1 RF front-ends
The RF-upconversion stage of the GEDOMIS testbed is implemented by the
Agilent ESG4438C VSG (Figure 4.5a), which combines outstanding RF perfor-
mance and sophisticated baseband generation to deliver calibrated test signals
at baseband, IF, and RF frequencies up to 6 GHz. The ESG4438C VSG of-
fers an internal baseband generator with arbitrary waveform and real-time I/Q
capabilities, ample waveform playback and storage memory, and a wide RF
modulation bandwidth (i.e., 80 MHz). By using two or more of these signal
generators MIMO transmission is enabled; currently GEDOMIS is hosting two
of these VSGs.
The signal generation capabilities of the ESG4438C VSG are augmented
when it is combined with the Agilent Signal Studio software suite, which is en-
abling the rapid and flexible creation of application-specific test signals, based
on specific wireless communication standards (e.g., IEEE 802.11, IEEE 802.16
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(a) Upconversion: Agilent ESG4438C
VSG.
(b) Downconversion: MCS Echoteck Se-
ries RF 3000T Tuners.
Figure 4.5: High-end instrumentation comprising the RF section of the
GEDOMIS testbed.
or 3GPP LTE), at baseband, RF, and microwave frequencies. Indicatively, the
Signal Studio Toolkit is used to download custom I/Q waveforms to the VSG,
which allows to rapidly deploy an off-line transmitter (i.e., the arbitrary wave-
form generator plays back the I/Q baseband vectors of the MATLAB transmit-
ter model).
For the RF-downconversion it is utilized the Mercury Computer Systems
(MCS) Echotek Series RF 3000T Tuners (Figure 4.5b), which is a reconfigurable
high-performance 4-channel platform to down-convert general wireless standard
signals from RF to IF. The equipment must be placed within the frame of a
complete RF, data acquisition and signal processing platform and performs high
dynamic range, wide bandwidth, excellent phase noise, single or multi-channel
phase-coherent operation and ultra fast tuning speed. The basic 3000T tuner is
comprised of two single-slot VME modules: the 3000RF receiver module and the
3000S synthesizer module (using Direct Digital Synthesizer - DDS - technology),
which act as an 20 MHz to 3 GHz RF-to-IF downconverter. The tuner provides
both an IF at 140 MHz (65MHz bandwidth) and a baseband output suitable for
direct input into an external ADC. For multi-channel applications, additional
3000RF modules can be integrated with the 3000S synthesizer module to form
a multi-channel fast-tuning radio solution; currently GEDOMIS features four
RF modules. The system can run in a master/slave configuration, such that
the system can be dynamically changed to run in either independently tunable
or phase-coherent operation. This allows the system to be cabled up once and
reconfigured on the fly via the proprietary control software.
Table 4.1 summarizes the most relevant specifications of the above detailed
high-end RF equipment.
4.4.2 Channel emulation
The real-time channel emulation capacity of GEDOMIS facilitates the verifi-
cation and testing of system designs prior to field-trials. The real-time multi-
channel emulation is provided by the Elektrobit (EB) Propsim C8 Channel Em-
ulator (Figure 4.6a), which is a technology-independent radio channel emulator
supporting all major wireless communication standards and signal types in a
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Equipment Main specifications
Agilent ESG4438C VSG
250 kHz to 6 GHz
80 MHz bandwidth
+17 dBm output power
<-134 dBc phase noise at 20 kHz offset
±1 ppm internal reference accuracy
MCS Echoteck Series RF 3000T Tuners
20 MHz to 3 GHz
65 MHz bandwidth
Manual gain control 85 dB
<-115 dBc phase noise at 10 kHz offset
±0.5 ppm internal reference accuracy
Table 4.1: Specifications of the RF section of GEDOMIS.
broad frequency range (350MHz to 6GHz, featuring a 70 MHz bandwidth) cov-
ering established and future technologies. It allows users to perform realistic
and accurate radio channel emulation supporting the development of most de-
manding wireless applications (e.g., beamforming, MIMO or SDR); the current
configuration of the channel emulator allows the deployment of a single 4x4
MIMO communication (or two 2x2 MIMO channels). The physical radio chan-
nel characteristics, such as frequency, multipath propagation, fast fading, dy-
namic delays, attenuation, noise, interference and shadowing, can be emulated
independently on each channel. The user can utilize all major standardized
channel models, create its own radio channel models (i.e., up to 48 taps; e.g.,
from MATLAB) or utilize measured channel data. Furthermore, the channel
emulator is provided with application software that facilitates significantly its
configuration. First, a channel model editor allows to define the statistical radio
channel specific parameters that characterize the (time variant) channel impulse
response. It creates a simplified statistical channel model for a situation where
the mobile station is moving away from the base station at a constant speed, by
creating and editing tap files and setting other relevant parameters such as the
operation center frequency, the mobile speed and the channel emulator resource
usage (Figure 4.6c). Additionally, a simulation editor is used to create and edit
the simulation block layout (i.e., define the connections between inputs, chan-
nels models used and outputs). Finally, a simulator control interface (Figure
4.6b) allows to load and emulate the generated channel models. Moreover, it
can be used to change the simulation parameters (e.g., additional RF output
gains on top of those defined by the channel model) and control the playback
of the channel emulation (e.g., play, stop or bypass).
Besides the channel emulator, the testbed is equipped with two Applied
Instruments (AI) NS-3 RF Noise Source devices. These broadband RF noise
generators provide an extremely flat AWGN signal from 5 to 2.15 GHz. The
output level adjusts in 0.1 dB steps over a 30 dB range and can be ON/OFF
pulse modulated. It is mainly used to facilitate the assessment the system
performance under variable SNR conditions (i.e., addition of AWGN at IF for
BER versus SNR testing).
Table 4.2 summarizes the most relevant specifications of the above detailed
channel emulation and AWGN generation equipment.
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(a) EB Propsim C8 Channel Em-
ulator.
(b) Control interface.
(c) Channel model editor.
Figure 4.6: The main channel emulation GUI.
4.4.3 Baseband processing elements
The heart of the GEDOMIS testbed is provided by the Lyrtech Advanced Devel-
opment Platform (ADP), which comprises signal conversion and baseband pro-
cessing boards; the current board-configuration utilized in GEDOMIS is shown
in Figure 4.7. All the boards boards comprising the ADP are installed in a
chassis, which provides a compact Peripheral Component Interconnect (cPCI)
backplane interconnection between them. One of these boards is a general pur-
pose computer that runs the proprietary ADP software, including a dedicated
Graphical User Interfaces (GUIs) for controlling and interacting with each board
that is connected to the cPCI bus. Considering that all described boards fitted
in the ADP are making use of the same the cPCI bus, the role of the PC is not
limited to off-line control functions, but it is also thought to be used for vari-
ous real-time operations such as waveform record and play-back or controlling
user-programmable registers in the FPGA at run-time.
The VHS-DAC (Figure 4.8b) and VHS-ADC (Figure 4.8a) signal conversion
boards of the ADP are fitted respectively with 4 dual Texas Instruments (TI)
DAC 5687 chips, providing up to 8 transmitting channels, and 4 dual ADC 6645
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Equipment Main specifications
EB Propsim C8 Channel Emulator
350 MHz to 6 GHz
70 MHz bandwidth
Up to 48 fading paths per channel
Propagation delay up to 6.4 ms
Mobile speed up to 40,000 km/h
AI NS-3 RF Noise Source
5 MHz to 2.15 GHz
30 dB range with 0.1 dB steps
-90 dBm/Hz maximum output power
±2.0 dB flatness over full operating range
Table 4.2: Specifications of the equipment utilized by GEDOMIS for the provi-
sion of realistic channel conditions.
Figure 4.7: The basebands boards comprising GEDOMIS.
chips, providing up to 8 receiving channels. These two boards allow the imple-
mentation of MIMO systems and other antenna array configurations (e.g, used
in radar or terrestrial-to-satellite communications). Each of the eight phase-
coherent channels of the DAC and ADC boards shares a common clock source
and includes a Linear Technology (LT) 5514 ultra-low distortion IF digitally
controlled PGA, featuring a gain-control range of 22.5 dB (in 1.5 dB steps).
There is also an on-board 104 MHz crystal and external clock and trigger in-
puts in both boards. The DAC and ADC boards include a single Xilinx Virtex-4
FPGA device (i.e., XC4VLX160), 128 MB of on-board Synchronous Dynamic
RAM (SDRAM) and they are connected to the cPCI chassis through a dedi-
cated backplane connection. Finally, a proprietary full-duplex 1 Giga-Byte Per
Second (GBPS) bus (i.e., Rapid Channel) allows the VHS-ADC and VHS-DAC
boards to connect with the main baseband processing board.
In order to confront the challenges of wideband bit-intensive baseband op-
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(a) VHS-ADC. (b) VHS-DAC.
Figure 4.8: Block diagram of the VHS-ADC and DAC boards.
erations, the ADP includes another baseband signal processing board, namely
the Signal Master Quad (SMQUAD, Figure 4.9), able to address demanding
data loads and DSP operations. In the configuration utilized in GEDOMIS,
this board includes two Xilinx Virtex-4 FPGA devices (i.e., XC4VLX160) and
4 fixed-point DSP processors from TI (i.e., TMS320C6416 running up to 1GHz).
The SMQUAD features 128 MB of SDRAM per FPGA and DSP processor. The
inter-FPGA communication is accomplished via a full-duplex 1 GBPS bus and
the FPGA-to-DSP communication is accomplished via a 32-bit wide bus. As in
the case of the VHS-DAC and VHS-ADC boards the SMQUAD board is simi-
larly connected to the chassis via the cPCI backplane. The SMQUAD features
an additional daughter-board (DRC), which is connected to the LYRIO+ site
of the SMQUAD board and help the latter to establish full-duplex 1 GBPS
connections with the VHS-ADC and VHS-DAC boards, through the on-board
Rapid Channel connector. Moreover, the DRC board is fitted with a Xilinx
Virtex-4 FPGA device (i.e., XC4VSX35).
The most relevant specifications of the Lyrtech ADP are summarized in
Table 4.3.
4.4.4 Complimentary hardware components
Clock synthesis
The current testbed setup utilizes two high-precision, ultra low phase noise, sin-
gle channel microwave sources, namely the Holzworth HSC1001A and HSM1001A
RF Synthesizers (Figure 4.10), both capable of tuning frequencies up to 1 GHz
in 0.001 Hz step resolution. Furthermore, this high end RF synthesizers are
highly portable (i.e., small form and can be powered through a custom made
dual USB cable). The source can be used as RF synthesizer or as baseband sys-
tem clock or ADC sampling frequency generator, providing both low jitter and
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Figure 4.9: Block diagram of the SMQUAD-4 board.
(a) HSC1001A. (b) HSM1001A.
Figure 4.10: Holzworth microwave source generators.
low phase noise (e.g., which is required for high-density multi-carrier OFDM
systems).
An indispensable feature of both microwave sources is their ability to be
configured in cascade; i.e., the HSM1001A RF synthesizer can operate according
to an input reference signal, which is provided by the HSC1001A module. As
a result, true phase and frequency coherent clock signals are produced (e.g.,
where the period of both signals is related, as typically required in multi-clock
domain systems).
Table 4.4 summarizes the most relevant specifications of the above detailed
baseband clock signal generation equipment.
Signal analysis
A Rohde & Schwarz (R&S) FSQ Signal Analyzer (Figure 4.11a), which offers
signal analysis, up to 26.5 GHz, at a demodulation bandwidth of up to 120
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VHS-ADC VHS-DAC SMQUAD-4 DRC
ADCs: ADCs: FPGA devices: FPGA device:
8xAD6645 4xDAC5687 2xXC4VLX160 XC4VSX35
(105 MSPS, (480 MSPS, (152064 logic cells, (34560 logic cells,
14-bit resolution) 14-bit resoultion) 1056 kb RAM, 240 kb RAM,
Analog inputs: Analog inputs: 96 DSP-slices) 192 DSP-slices)
0.2-200 MHz BW 0.3-240 MHz BW DSP processors: Off-board I/O:
-18 to 4 dBm -21 to 2.9 dBm 4xTMS320C6416 RapidCHANNEL
Sampling clock: Sampling clock: (1 GHz, (1 GBPS,
Onboard 104 MHz Onboard 104 MHz fixed-point) full-duplex)
External source External source Storage: On-board Inter-
Control & pre- Control & pre- 6x128 MB SDRAM FPGA bus:
processing: processing: Off-board I/O: LYRIO
XC4VLX160 XC4VLX160 RapidCHANNEL (1 GBPS)
(152064 logic cells, (152064 logic cells, (1 GBPS,
1056 kb RAM, 1056 kb RAM, full-duplex)
96 DSP-slices) 96 DSP-slices) On-board Inter-
Storage: Storage: FPGA bus:
128 MB SDRAM 128 MB SDRAM LYRIO
Off-board I/O: Off-board I/O: (1 GBPS)
RapidCHANNEL RapidCHANNEL Backplane con-
(1 GBPS, (1 GBPS, nections:




Table 4.3: Main specifications of the ADP platform.
MHz with the dynamic range of a high-end spectrum analyzer. The equipment
has application firmware for digital demodulation measurements for the most
common wireless communication standards (e.g., IEEE 802.11 or IEEE 802.16),
and for noise figure and gain analysis.
GEDOMIS is also comprising an ultra-high performance Agilent DSO80804B
Infiniium Oscilloscope (Figure 4.11b). The available scopes support four ana-
log channels with up to 10GHz bandwidth with up to 40 GSPS sample rate.
This instrument can be used as multiple-channel analog front-end to extract
data for further processing with specialized software (and thus enabling MIMO
reception).
Finally, the Agilent 89600 VSA software provides superior general-purpose
and standard-specific signal evaluation and troubleshooting tools. These tools
can be used to dig into the signal and gather the data needed to successfully
troubleshoot PHY-layer signal problems. The full set of libraries is available
through the educational license of VSA, which enables the required standard-
compliance tests (Figure 4.11c).
Table 4.5 summarizes the most indicative specifications of the above detailed
signal analysis instrumentation.
4.4.5 Signal impairments resulting from the utilization of
GEDOMIS
GEDOMIS as any other similar testbed, features certain signals impairments
which have to be accounted on top of the noise and the channel effects. These
impairments are due to the specifications and performance characteristics of
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Equipment Main specifications
HSC1001A RF synthesizer
8 MHz to 1 GHz
0.001 Hz resolution
-110 to +15 dBm output power range
<-131 dBc phase noise at 10 kHz offset
Internal reference 100 MHz
±1 ppb internal reference accuracy
HSM1001A RF synthesizer
250 kHz to 1 GHz
0.001 Hz resolution
-70 to +10 dBm output power range
<-133 dBc phase noise at 10 kHz offset
Internal reference 100 Mhz
±1 ppb internal reference accuracy
External reference input 10/100 MHz
Table 4.4: Specifications of the baseband clock-generation equipment utilized in
GEDOMIS.
Equipment Main specifications
R& S FSQ Signal Analyzer
20 Hz to 26.5 GHz
120 MHz bandwidth
-173 dBm displayed average noise level
235 MSa I/Q memory
<-133 dBc phase noise at 10 kHz offset




Noise floor 294 µV (5 mV/div)
Table 4.5: Specifications of the signal analysis equipment of GEDOMIS.
the equipment comprising the testbed (e.g., channel emulator, RF front-end,
baseband signal processing boards, etc.). If the received subcarriers lose their
orthogonality due to the mentioned impairments, the performance of the MIMO-
OFDM system degrades dramatically. Thus, such signal-impairments have to be
determined (i.e., they could vary in different testbeds) and compensated before
making the symbol decisions. Hence the signal model that traditionally includes
the effects of the channel and the noise has to be contemplated with the testbed
specific signal impairments, which have been measured and characterized prior
to the validation of the developed system.
The specifications of certain equipment comprising the GEDOMIS testbed
contribute in the creation of certain signal impairments, while the specification
of others renders common impairments negligible, as detailed hereafter:
(a) High-end RF signal conversion equipment are utilized at the two ends
(upconverters in the transmitter and downcoverters in the receiver). This
results in I/Q gain and phase imbalance which can be safely ignored es-
pecially when considering the RTL implementation of the DFE at the re-
ceiver (i.e., certain parts of the designed logic are cyclically-reset in order
to compensate accumulated errors). CFO can be synthetically introduced
at the baseband transmitter or the RF upconverters. The receiver is then
able to estimate and compensate at run-time the introduced CFO.
(b) High precision clock signals are generated at both ends of the point-to-
point system. Thus, they can be safely ignored the effects of inaccuracy
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(a) R&S FSQ Signal Analyzer. (b) Agilent 8000B Series Infiniium Os-
cilloscope.
(c) Agilent 89600 VSA software.
Figure 4.11: Signal analysis stage of the GEDOMIS testbed.
between the sampling clocks of the transmitter and receiver (in respect to
the exact sampling frequency), LO drifts and random phase noise due to
LO instability. Moreover, the inherent LO coupling at the transmitter has
to be accounted.
(d) The utilization of the AWGN generators allows to precisely control the
level of SNR experienced by the receiver.
(e) The chassis housing the signal conversion and baseband processing boards
introduces a DC level in the digitalized signal, which has to be accounted
in the signal model.
(f) The radio channel emulator allows the reproduction of a wide range of
channel conditions, the effects of which are obviously taken into account
in the received signal model.
4.4.6 Utilization of GEDOMIS
The instruments or components of the testbed must be appropriately config-
ured, connected or tuned to meet the desirable operating conditions and perfor-
mance prerequisites (e.g., according to the specifications of a certain standard).
GEDOMIS does not offer a unified GUI towards that end. On the contrary, the
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different equipment, boards and software can be controlled and configured by
accessing them as indicated below:
• Different web-based GUIs running on a browser of the ADP computer
provide access to the:
– Agilent E4438C VSGs.
– R&S FSQ Signal Analyzer.
– Agilent 8000B Series Infiniium Oscilloscope.
• GUIs running at the computer PC provide APIs for the:
– MCS Echotek Series RF 3000 4-channel Downconverters.
– Holzworth HSC1001A and HSM1001A RF Synthesizers.
– Lyrtech VHS-ADC, VHS-DAC and SMQUAD boards of the ADP.
• The AI NS-3 RF Noise Source can exclusively be programmed in-situ
(i.e.,no GUI is available).
• A separate computer (i.e., embedded in the instrument) runs a software
that provides access to the EB C8 Channel Emulator.
• A separate computer hosts the Agilent VSA software (i.e., the ADP PC
does not meet the performance specs).
In the remaining of the section it is generally described the basic procedure to
develop both and off-line testbed and a real-time prototype by using GEDOMIS.
Off-line testbed configuration
As already mentioned before, off-line testbeds typically combine MATLAB sim-
ulations at the two baseband ends (i.e., transmitter and receiver) with instru-
mentation for the signal conversion (i.e., DACs, RF up-conversion, channel emu-
lator or antennas, RF downconversion and ADCs). The basic off-line PHY-layer
realization flow utilizing GEDOMIS, as shown in Figure 4.12, is detailed below:
• Utilize the MATLAB model of the transmitter to generate the baseband
I/Q output vectors (and store them in a .MAT file).
• Use the Agilent Signal Studio Toolkit to upload the I/Q vectors to the
Agilent ESG4438C VSGs.
• Use the ESG4438C VSGs to produce real RF signals:
– For the generation of MIMO signals, certain adjustments need to be
applied. Indicatively, for the two-antenna case, the two ESG4438C
are used in a master-slave configuration, where the master baseband
generator triggers the slave one by using a waveform marker at the
first sample of the time signal that plays back. Taking into account
that the process of marker interpretation and trigger signal genera-
tion has a certain delay, time alignment of the two signals is applied
using a multi-channel oscilloscope.
• Use the EB Proposim C8 channel emulator to apply a (static) channel:
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Figure 4.12: The off-line PHY-layer realization flow using GEDOMIS.
– Load a standard channel from an existing library or build channels
in MATLAB and upload them to the emulator (up to 48 taps each).
• Use the MCS RF downconverters to downconvert the RF signal; the down-
conversion equipment needs to be appropriately tuned to provide the IF
frequency that satisfies the analogue bandwidth and sampling specifica-
tions of the ADC devices.
• Use the 8-channel VHS-ADC board to capture the post-ADC signal:
– Since no real-time DFE is implemented it is required to apply an
empirical back-off margin (e.g., 12 dB) by modifying the gain of the
on-board VGAs (i.e., using a GUI) to avoid the saturation of the
ADCs.
– Capture and retrieve the data at the FPGA device of the ADC board
using a preconfigured FPGA application and a dedicated GUI.
Instead of utilizing the ADP platform, it can be employed the Infiniium
oscilloscope to capture data (i.e., the captures feature only 6 effective bits of
resolution) or, when bypassing the channel emulation stage, to forward the RF
signal to the computer running the VSA to perform standard-compliance tests.
Real-time FPGA-based PHY-layer prototyping
The GEDOMIS platform can be utilized to deploy a full real-time system and
validate it using realistic mobility and fast fading channel conditions. The basic
real-time PHY-layer realization flow utilizing GEDOMIS is detailed below:
• Implement the custom HDL code targeting the FPGA devices comprising
the ADP:
– Integrate both transmitter and receiver with the firmware of the
boards.
– Configure the DAC devices (e.g., filters, interpolation factor, IF signal
specifications).
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Figure 4.13: Real-time operation of the GEDOMIS testbed.
– Implement an AGC algorithm which reconfigures on-the-fly the on-
board PGAs.
– Produce the final bitstream(s) and configure the FPGA devices.
• Use the ESG4438C VSGs to upconvert the IF signals to RF.
• Use the EB Proposim C8 channel emulator; i.e., the real-time implemen-
tation of the baseband allows the validation of both static and mobile
channel models.
• The Agilent Infiniium 80000B series 4-channel oscilloscope can be utilized
for data visualization, signal testing and debugging.
• The R&S spectrum analyzer can be used for RF signal testing and debug-
ging purposes.
• The ADP can also be utilized to capture data on-the-fly (i.e., at different
points of the baseband processing chain), to be latter post-processed (i.e.,
in MATLAB).
In Figure 4.13 it can be observed a representative setup of the GEDOMIS
testbed, when it is utilized for the real-time prototyping of a broadband MIMO-
OFDM system.
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Chapter 5
Use Case I
Prototyping a MIMO closed-loop scheme based on
the mobile WiMAX PHY-layer
5.1 Considered system
In this chapter it is detailed the design, implementation and verification of a
closed-loop MIMO mobile WiMAX PHY-layer scheme, which serves as a use
case of the proposed incremental development flow. The low-level details of
the FPGA design are thoroughly described, to illustrate the innovative RTL
solutions that were employed to efficiently handle the complex implementation
of high-performance adaptive wireless communication systems.
5.1.1 Basic description of the MIMO-OFDM technology
One of the most common problems faced by designers of wireless communica-
tion systems is the phenomenon of fading that arises due the spatio-temporal
variations of the wireless channel. This is inevitable in wave-reflecting and scat-
tering environments that are subject to changes over time. The multiple received
versions caused by reflections are referred to as multipath and can eventually
produce a deep fade in the signal, due to a destructive combination of such
received versions.
One of the main proposed techniques to tackle this effect is found in MIMO
systems, which comprise multiple antennas at the transmitter and at the re-
ceiver sides. MIMO systems use diversity techniques to mitigate the effects of
fading by providing multiple copies of the same signal. The use of multiple
antennas dramatically reduces the probability of simultaneous deep-fades in all
the receive antennas. MIMO technology may also be exploited to implement
Spatial Multiplexing (SM) that significantly increases the spectral efficiency,
and hence the capacity of a wireless communication system. SM is realizing
high data rates by transmitting independent information streams in parallel.
The latter, though, is only effective under favourable channel conditions (e.g.,
large SNR and rich scattering). Hence, MIMO technology features a trade-off
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between quality of service, provided in diversity schemes, and high data rates,
provided by SM [137].
There are different ways and transmission strategies to capitalize the ben-
efits of diversity, which primarily depend on the degree of knowledge of the
channel response (i.e., CSI). In order to get such CSI at the transmitter, when
channel reciprocity does not apply, a feedback channel from the receiver to the
transmitter can be implemented1; this requires the design of a proper quantiza-
tion procedure to fully exploit the limited capacity of such feedback channel. In
the following, a brief survey of some MIMO transmission schemes is presented,
according to the quality and quantity of the CSI available at the transmitter
side2.
An indicative MIMO transmission technique that does not require channel
knowledge is the Space-Time Coding (STC), based either on block [138] (STBC)
or trellis [139] (STTC) codes. It is worth to underline the Alamouti’s block code
[140], which uses two antennas at the transmit side and has become increasingly
popular among other codes, because of its optimal and low-complexity decoding
stage at the receiver; this substantial benefit of Alamouti’s STBC is due to its
inherent orthogonality.
When the transmitter has perfect channel knowledge, linear precoding trans-
mission schemes are usually applied. The precoding aims at obtaining a coherent
constructive combination of the multiple copies of the transmitted signal, which
are received through the multiple paths of the channel [141]. Finally, the case
of imperfect or incomplete CSI is also of interest, since it may correspond to
the most common situations. Indeed, robust designs that take into account the
presence of errors in the CSI are quite useful, since they provide schemes that
are less sensitive to such errors. Some examples are [142] for single-user links,
and [143] for a multi-user broadcast channel.
CSI entails key information that is used to adapt the communication link
according to the instantaneous channel conditions perceived by the receiver(s)
which are fed back to the transmitter. In real-life systems, such closed-loop
communication schemes are made feasible when the receiver utilizes an UL
transmission and the transmitter includes an UL receiver. The CSI informa-
tion is used at the transmitter to modify certain PHY-layer parameters, such
as the modulation scheme, the channel coding type and ratio, the allocation of
subcarriers in ODFMA frames, the MIMO transmission scheme or even to apply
a user-centric or system-wide energy aware policy. Adaptive wireless commu-
nication links like the one described before can yield considerable gains at the
receiver, in terms of the throughput and quality of the received signal, when
compared to non-adaptive systems [144–146]. Among the proposed closed-loop
schemes, TAS [147, 148] has become quite popular due to its design simplicity
and the resulting performance. In TAS, the knowledge of CSI at the receiver
is used as an indicative metric, which is fed back at the transmitter in order
1In the literature it is usually assumed a reciprocal channel for those TDD systems where
the coherence time of the channel is larger than the duplexing period. Nevertheless, this is
not fully accurate, as in practice whilst a reciprocal channel is observed, the RF, analog and
digital front-ends are not featuring an identical equivalent response for the transmission and
reception chains. Accordingly, it is required either to calibrate the utilized hardware or the
utilization of a dedicated feedback link.
2It is commonly assumed that by using training sequences or pilot tones the receiver is
obtaining accurate CSI.
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to change the instantaneous allocation of subcarriers per antenna (i.e., channel-
aware precoding).
In wireless multipath channels it is also essential to efficiently handle the
Inter-Symbol Interference (ISI) problematic. For this reason, the combination
of the MIMO and OFDM technologies is widely utilized in broadband wire-
less communication systems. OFDM modulation converts a frequency-selective
channel into a parallel collection of flat fading narrowband channels, mitigating
thereby the effects of ISI.
The underlying principle of OFDM is the utilization of a guard interval which
is inserted at the beginning of each OFDM symbol; this guard interval may have
different lengths and essentially repeats, at the end of each symbol, part of the
information located at the beginning of the symbol. This guard interval is called
Cyclic Prefix (CP) and has to be long enough to accommodate the delay spread
of the channel. If the mentioned condition applies, the CP converts the action
of the channel on the transmitted signal from a linear convolution to a circular
one. The inclusion of the CP eliminates the ISI and the transfer function is di-
agonalized by utilizing an IFFT at the transmitter (i.e., OFDM modulator) and
an FFT at the receiver (i.e., OFDM demoulator). Nevertheless, the information
carried by the CP is redundant and, hence, it results in a spectral efficiency loss.
This is somehow compensated by the simplified equalization stage required at
the receiver (i.e., one-tap equalizer per carrier).
Apart from the CP, there are other subcarriers included in the OFDM sym-
bols that cannot be utilized to transmit data. For instance, a set of edge-
subcarriers (denoted as guard-band subcarriers) at each side of the OFDM
symbol are kept null to facilitate the digital filter design (i.e., this results in
increased transition bands). Furthermore, a group of pilot tones (i.e., subcar-
riers with predefined values) is inserted within the OFDM symbol to facilitate
the channel estimation at the receiver. Finally, the subcarrier whose frequency
is equal to the RF centre frequency of the transmitter, known as DC subcarrier,
is also kept null accounting for the inherent coupling with the LO that drives
the operation of the analog front-end.
5.1.2 Short introduction to the Mobile WiMAX PHY-
layer
The IEEE 802.16e-2005 standard [WIM, 2005], supports mobile subscriber sta-
tions at vehicular speeds and, thus, specifies a system for combined fixed and
mobile BWA. The PHY layer of the mobile WiMAX supports scalable OFDMA
architectures. The scalability is achieved by modifying the FFT size (i.e., 2048,
1024, 512, and 128 points), a feature that results in flexible channel band-
widths (i.e., from 1.25 to 20 MHz). Mobile WiMAX also supports AMC, vari-
ous subchannelization permutation techniques, different channel coding schemes
and MIMO-aided transmit-receive diversity (i.e., STBC, beamforming and SM).
OFDM is used for both DL and UL transmissions.
In order to create the OFDM symbol in the frequency domain, the modu-
lated symbols are mapped onto the subchannels that have been allocated for the
transmission of the data block. According to the IEEE 802.16e-2005 standard, a
subchannel is a logical collection of parallel orthogonal narrowband subcarriers.
On top of it, a slot extends the subcarrier allocation to the time domain, by dis-
tributing the subchannels over sets of consecutive OFDM symbols. A slot is the
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minimum possible data allocation-unit defined in the IEEE 802.16e standard.
Furthermore, the sets of pilot subcarriers aimed at estimating the channel at
the receiver are also distributed within the defined slots.
The precise slot formation requirements depend on the mobile WiMAX per-
mutation schemes, which basically define various subcarrier distribution modes.
Each permutation is designed to serve different transmission schemes. Generally
speaking, two main permutation types are defined in the standard:
• Distributed permutations: a pseudo-random distribution of the subcarriers
is executed throughout the frequency band, which results more favourable
for transmissions over frequency-selective channels when no CSI is avail-
able at the transmitter (e.g., open-loop configuration in a high-speed mo-
bility scenario). Hence, it fits perfectly for STBC-based schemes. The two
main distributed permutation schemes are the Full Usage of the Subchan-
nels (FUSC) and the Partial Usage of the Subchannels (PUSC).
• Contiguous permutations: the subcarriers are distributed considering their
adjacent grouping within the frequency band; this allows to exploit the
available channel knowledge in order to provide the best attainable sig-
nal conditions for each user (e.g., closed-loop communication utilized in
low mobility conditions). Therefore, this permutation is perfectly suit-
ing beamforming and dynamic allocation schemes. An indicative adjacent
permutation scheme for mobile WiMAX systems is the AMC.
Table 5.1 summarizes the main parameters of the permutation schemes de-
fined in the mobile WiMAX standard. The utilized OFDMA frames may include
multiple zones, hosting different permutation schemes. The only restriction is
found in the Frame Control Header (FCH) and DL-MAP structures, for which
the utilization of the PUSC permutation scheme is mandatory. The DL-MAP
indicates the transition between zones and is composed by two OFDM sym-
bols found at the beginning of each IEEE 802.16e frame (likewise providing the
interface to the MAC layer).
PUSC permutation scheme
As indicated in Table 5.1, in PUSC a slot is generated by distributing the sub-
channels over two consecutive OFDM symbols. Furthermore, the subchannels
are composed by 48 non-adjacent subcarriers. A series of logical structuring and
permutation operations are required to construct the slots.
First, the modulated symbols are distributed among two consecutive OFDM
symbols in an interleaved fashion. This means that an adjacent group of 24
complex values is allocated in the first symbol and another one is allocated in
the second symbol; this process is recursively repeated until the whole capacity
of both symbols is filled up. This subchannelization process continues with the
next two symbols, until the whole OFDM frame is constructed (see Figure 5.1a).
In addition, each OFDM symbol is logically structured into six divisions,
known as Major Groups (MGs). Then, the subcarriers are permuted indepen-
dently within each MG, based on logical subsets of subcarriers named clusters
(the specific implementation details of this process are given in Section 5.3.5).
Finally, the clusters are also permuted according to a predefined renumber-
ing sequence (i.e., interchanging of adjacent subcarrier groups). As a result,
the sequential series of subcarriers composing the OFDM symbol before the
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Scheme Parameter (per OFDM symbol) Value
FUSC Data subcarriers 1536
Pilot subcarriers 166
Null subcarriers 346
Subcarriers per cluster 12
Slot size 1 subchannel x 1 OFDM symbol
PUSC Data subcarriers 1440
Pilot subcarriers 240
Null subcarriers 368
Major Groups (MGs) 6
Clusters per MG 8 or 12
Subcarriers per cluster 14
Slot size 1 subchannel x 2 OFDM symbols




Subcarriers per BIN 9
Slot size 3 BINs x 2 OFDM symbols or
2 BINs x 3 OFDM symbols
1 BIN x 6 OFDM symbols
Table 5.1: Basic parameters of the IEEE 802.16e permutation schemes (for the
20 MHz bandwidth case).
permutation operations is entirely interleaved without maintaining the initial
adjacency, as shown in Figure 5.2.
Another important aspect of the defined slots is the inclusion of the pilot
subcarriers. In PUSC two pilot subcarriers are inserted to each cluster in given
positions that depend on the position of the OFDM symbol within the frame
(full details are provided in Section 5.2).
Each OFDM symbol is assembled by including two additional constructs.
First, the (null) DC subcarrier is inserted at the central position of the OFDM
symbol (e.g., 1024 in the 20 MHz bandwidth configuration), together with the
guard-band subcarriers. Finally, an additional subcarrier-randomization is ap-
plied (i.e., some subcarriers are inverted), using a PseudoRandom Binary Se-
quence (PRBS) generator specified in the WiMAX standard. As a result, a
homogeneous distribution of the transmitted power is achieved.
AMC permutation scheme
In the AMC permutation scheme, the logical structures composing the OFDM
symbols are known as BINs, which include nine consecutive subcarriers. Six
contiguous BINs form a subchannel. In AMC three slot configurations are de-
fined: 3x2 (three consecutive BINs over two OFDM symbols), 2x3 (two consec-
utive BINs over three consecutive OFDM symbols) and 1x6 (one BIN over six
OFDM symbols). The slot-formation details provided next are specific for the
2x3 configuration of the defined AMC permutation scheme.
In the 2x3 AMC mode, the modulated symbols are distributed among three
consecutive OFDM symbols with an order defined by a permutation vector,
as shown in Figure 5.1b. More specifically for each group of 48 subcarri-
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(a) PUSC scheme. (b) 2x3 AMC scheme.
Figure 5.1: Slot creation according to the PUSC and AMC permutation
schemes.
(a) Original sequence of subcarriers.
(b) Permuted subcarriers.
Figure 5.2: Subcarrier permutation in the first OFDM symbol of a PUSC slot.
ers (i.e., allocated in 2x3 BINs before the pilot insertion) the permutation
vector indicates which elements are transmitted in each OFDM symbol (i.e.,
quot(permutation_vector[subcarrier_index], 16) = OFDM_symbol_index).
The resulting OFDM symbols are then permuted based on differentiated
renumbering sequences, which are applied to adjacent groups of subcarriers. As
a result, the sequence of subcarriers comprising the OFDM symbol before the
permutation operations is partially maintained. This is due to the fact that the
permutation is just modifying the internal ordering of 16-subcarrier sets (i.e.,
2 BINs before the insertion of the pilot tones), which are kept adjacent for the
remaining of the baseband processing blocks, as it can be observed in Figure
5.3.
Furthermore, a pilot subcarrier is inserted in each BIN at a predefined po-
sition which varies for the three OFDM symbols of the AMC slot (Section 5.2
provides full details on the specific pilot distribution schemes). Finally, exactly
as in the PUSC permutation scheme, the DC and guard-band subcarriers are
inserted before applying the subcarrier-randomization process.
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(a) Original sequence of subcarriers.
(b) Permuted subcarriers.
Figure 5.3: Subcarrier permutation in the first OFDM symbol of a 2x3 AMC
slot.
5.1.3 System specifications and included features
The scalability of the OFDM-based mobile WiMAX standard is adding a top-up
complexity to the digital realization of the PHY-layer. Hence, in order to allevi-
ate the implementation complexity and focus on the real-time implementation
of the communication schemes described in Section 5.2, certain PHY-layer fea-
tures related to the transmitted signal were fixed. This means that the described
PHY-layer implementation includes only a subset of the flexible parameters de-
fined in the mobile WiMAX standard. The proof-of-concept presented in this
chapter considers the implementation of DL transmission and reception. The
UL communication that enables the closed loop scheme is emulated. The for-
mat of the DL OFDM frames respects the WiMAX standard definition for the
TDD operation. The 20 MHz channel bandwidth dramatically increased the
design and implementation considerations at baseband, since it implied addi-
tional processing complexity and memory requirements. Table 5.2 summarizes
the considered PHY-layer specifications.
The proof-of-concept was developed upon a point-to-point communication
basis, with limited MAC functionality (emulated). The DL WiMAX signal com-
prises frames which encapsulate user data and silence periods that are inserted
between these frames. These non-transmission periods facilitate vital processes
in the receiver such as the such as the gain-adjustment (i.e., AGC) or the sym-
bol/frame synchronization.
5.2 Utilizing an incremental development
The MIMO closed-loop communication scheme has been developed in four stages
following the incremental design flow that was presented in Chapter 4. How-
ever, taking into consideration the focus of this thesis, the development of the
MATLAB models of the different system configurations is not detailed per se.
The principal reason supporting the previous is that the most relevant design
decisions are inherently covered by describing the RTL design of the system (i.e.,
translation to fixed-point, consideration of hardware constraints, specifications
and realistic signal conditions). Nevertheless, this section aims at describing
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Parameter Value
Wireless telecommunication standard IEEE 802.16e-2005
Antenna schemes: SISO, SIMO, MIMO 1x1, 1x2, 2x2
Channel bandwidth (MHz) 20
Cyclic prefix (samples) 512 (1/4 of the symbol)
Modulation type QPSK, 16/64/256-QAM
Duplex mode TDD
FFT size 2048
OFDM symbols per frame: open-loop ||closed-loop 49 ||51
Supported permutation schemes PUSC and 2x3 AMC (DL)
Open-loop transmission scheme Matrix-A (Alamouti)
Closed-loop transmission scheme TAS
ADC sampling frequency (MHz) 89.6
Baseband sampling frequency (MHz) 22.4
RF band (GHz) 2.595
IF (MHz): Transmitter ||Receiver 67.2 ||156.8
Tested channel models ITU Ped. B (up to 3 km/h)
ITU Veh. A (up to 120 km/h)
Table 5.2: Considered mobile WiMAX PHY-layer specifications and basic sys-
tem parameters.
the algorithmic foundation and functionality of the baseband signal processing
blocks comprising the basic RTL architecture of the developed systems (for more
details regarding the MATLAB modelling utilized in the proposed methodology,
please refer to [Font-Bach 12b]).
It is still relevant to detail how the developed high-level models included an
abstract representation of the control plane (i.e., providing the limited MAC
functionality, which for instance controlled the changes in the OFDM symbol-
formatting and the generation of the synthetic user-data). Similarly, the high-
level model of the system accounted for the most relevant specifications of the
analog front-end of the target prototyping platform and the considered scenario
(e.g., simulations utilizing experimental data or considering the quantization
resulting from the DAC/ADC circuitry, the utilized RF/IF frequencies or spe-
cific channel models). The RTL design aspects related to the integration of the
baseband design to the ADP boards of GEDOMIS are covered in Section 5.4;
hence, Sections 5.2.1 to 5.2.4 give details of the digitally implemented signal
processing logic.
5.2.1 Single-antenna open-loop scheme
The configuration parameters of the utilized DL OFDM frame are defining two
data bursts with a fixed predefined format (i.e, the FCH and DL-MAP do not
need to be decoded). The frame utilizes 46 OFDM symbols with user data; 28 of
them are formatted according to the PUSC scheme and 18 according to the 2x3
AMC mode, as seen in Figure 5.4. Moreover, only the Quadrature Phase-Shift
Keying (QPSK) modulation scheme is supported.
Single-antenna transmitter
The baseband architecture designed for the single-antenna transmitter is de-
picted in Figure 5.5. Following the design methodology proposed in Chapter 4,
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Figure 5.4: Specific frame format utilized in the single-antenna system.
Figure 5.5: General architecture of the SISO transmitter.
a MATLAB model of the transmitter was developed first and validated using
the GEDOMIS tesbed. As part of this procedure a baseline compliance of the
transmitted signal was verified using the VSA software.
Bit-sequence generation and symbol mapping
Considering that the proof-of-concept targets a point-to-point system, the first
processing block found in the transmitter is a PRBS generator which is based
on the ITU PN15 specification [(ITU), 1996]. The PRBS generator accounts for
the specified frame format and generates 135036 pseudo-random bits. Each of
the 28 PUSC OFDM symbols contains 1440 subcarriers, and each of the 18 in
the AMC OFDM symbols contains 1536 subcarriers. Due to the selected QPSK
modulation, two bits are encoding each transmitted symbol.
Mobile WiMAX-related operations
The bulk of the processing stages in the transmitter implements the scram-
bling operations according to the specifications of the standard. The list of the
required operations is given next:
• Subchannelization: the modulated symbols are distributed among the
slots, according to the utilized permutation scheme. As a result, groups of
related OFDM symbols are created, which contain only data subcarriers
at this stage.
• Permutation: the I/Q values of each OFDM symbol are then scrambled
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(recall that in PUSC the adjacency of the data is completely lost, while
in AMC small groups remain grouped).
• Clustering: further scrambling is applied to groups of subcarriers (i.e.,
taking into account the defined logical structures within each slot).
• Pilot, DC and guard-band insertion: the number of required pilot and
non-active subcarriers are inserted in the indicated positions within each
logical structure (i.e., cluster and BIN).
• Weighting: the standard defines a PRBS generator which is used to change
the sign of a subset of the I/Q values included in each OFDM symbol.
To implement the mentioned operations, which are devoted to reordering
the data at each processing stage, a resource-efficient and minimized-latency
memory structure has been designed, as detailed in Section 5.3.4.
IFFT and CP insertion
The IFFT converts the generated OFDM symbols from the frequency domain
to the time domain. A CP is then inserted at the beginning of each OFDM
symbol, repeating its last 512 samples. The CP helps to mitigate the effects of
ISI and facilitates the time synchronization at the receiver.
Insertion of the preamble
After the insertion of the CP at each OFDM symbol containing user data, it
is still required to add a preamble (i.e., an additional OFDM symbol must be
inserted to facilitate the synchronization process at the receiver).
Single-antenna receiver
An indicative representation of the baseband processing blocks encountered at
the receiver is shown in Figure 5.6. Before entering in details it is required
first to define the model of the received signal, which has to account for the
impairments featured in the target prototyping platform (described in Section
4.4.5). Hence, the received signal before the ADC stage can be expressed as:
c(t) = {x(t) · ej2π(fIF +Δf)t}+A+B · cos(2π(fIF +Δf)t+ ϕ) + w(t), (5.1)
where x(t) represents the useful part of the received baseband signal, fIF is the
IF, Δf is the CFO, A is the DC level introduced by the baseband boards’ chassis,
B · cos(2π(fIF + Δf)t + ϕ) represents the unwanted residual carrier, located
at the center of the useful signal-spectrum (i.e., introduced by LO coupling at
the transmitter) and, finally, w(t) is the zero-mean white circularly symmetric
Gaussian noise. The useful part of the received baseband signal can be expressed
as follows:
x(t) = x̃(t) ∗H(t), (5.2)
where x̃(t) is the equivalent transmitted baseband signal and H(t) is the equiv-
alent baseband representation of the time impulse response of the SISO channel
between the transmit and receive antennas, in respect to the center RF fre-
quency, fRF +Δf .
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Figure 5.6: Block-diagram of the implemented SISO receiver.
AGC and DDC
The first digital processing block of any wireless communication receiver is the
AGC, which timely adapts the power-level of the post-ADC signal to take full
advantage of the system’s dynamic range. Its specific design and implementation
details depend on the format of the transmitted frame and the specific signal-
acquisition hardware being utilized, since the AGC implements an algorithm
that controls dedicated gain-adjustment circuitry (i.e., PGA).
Similarly, the specific requirements of the translation of the received signal to
baseband are also related to the specifications of the target analog front-end. For
instance, in 0-IF downconverter ICs the sampled signal is already in baseband.
In the presented use case, given the characteristics of the GEDOMIS testbed
(i.e., RF-to-IF downconverters are employed), a DDC is effectively required af-
ter the AGC processing block to provide the complex baseband representation
of the digitalized signal. More specifically, the DDC is in charge of the channel
frequency translation, the I/Q component extraction and the CFO correction.
The DDC utilizes a DDS and a digital-mixer to translate any frequency band
within the analog bandwidth of the ADCs down to zero frequency (i.e., base-
band). Ideally, the output frequency of the DDS, fDDS , should be tuned at
22.4 MHz, which is the baseband sampling frequency defined in the WiMAX
standard. In practice though, this value will be altered in the presence of CFO,
as indicated below:
fDDS = 22.4 + Δf MHz, (5.3)
Δf represents the CFO that is usually defined in terms of the separation between





where α is the CFO normalized with respect to the intercarrier separation (i.e.,
in practice the CFO will not be higher than one half the intercarrier separation,
α ∈ (−0.5, 0.5)), 22.4 MHz is the baseband sampling frequency and 2048 is the
FFT size (i.e., corresponding to a 20 MHz bandwidth).
The full details regarding the operation of the analog front-end and the im-
plemented AGC and DDC stages are introduced in Section 5.4.
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Synchronization, CFO estimation and correction
The DL frame comprises several OFDM symbols. In the open-loop mode 46 of
them are used for the user-data; each OFDM symbol is having 2560 samples
(i.e., including a 512-sample CP). During the inter-frame silence periods the
receiver is continuously monitoring the incoming signal in order to detect the
beginning of the following frame using a synchronization algorithm. In more
detail, the symbol detection is required to properly locate the FFT-window of
the samples comprising each OFDM symbol. In a TDD system like the one
defined in the IEEE 802.16e standard, this is feasible with the inclusion of a CP
at the beginning of each OFDM symbol (i.e., it results in a cyclical repletion in
the received signal that can be detected by performing a cross-correlation).
Taking into account the delay spread of the selected channel models (e.g.,
ITU Vehicular A at 60 km/h), a few samples in the CP need to be discarded
to avoid an unreliable operation of the FFT window-locator. After several
simulations utilizing realistic channel data, it has been decided that only 455
out of the 512 samples in the CP can be used for the timing synchronization.
Hence, the implemented synchronization technique is based on a sliding window
of 2048+455 samples, which allows us to calculate the cross-correlation of two
groups of 455 samples (having a separation of 2048 samples). The expression
corresponding to the square of the correlation when the sliding window starts




∗[n+ l] · s[n+ l + 2048]|2
(
∑454
l=0 |s[n+ l]|2) · (
∑454
l=0 |s[n+ l + 2048]|2)
, (5.5)
where s[n] is the equivalent complex baseband signal at the output of the DDC,
sampled at 22.4 MHz.
A peak in |rs[n]|2, indicates the detection of the symbol and thus the sample
where the CP starts, i.e., poscp = arg maxn |rs[n]|2. Additionally the phase of




∗[n+ l] · s[n+ l+2048] - can be used to estimate the phase shift
of the received signal in the presence of CFO. Using the notation given in (5.4),
the phase shift between two signal samples delayed by 2048 positions is equal to
ej2πΔft|t=2048 1
22.4·106
= ej2πα. Therefore, the estimated CFO or, equivalently, α





where α can be calculated using a CORDIC algorithm.
CP removal and FFT
Before the OFDM symbols are further processed it is required first to remove
the CP. Hence, the first 512 samples of each set of 2560 are removed. Then an
FFT is applied to each resulting group of 2048 samples, transforming the re-
ceived signal from the time to the frequency domain. According to the utilized
notation, this can be expressed as S[k] = FFT (s[n]).
Guard-band and DC removal
The DC and guard-band subcarriers are removed at the output of the FFT.
The resulting subset, S[k], is thus solely composed by active subcarriers (i.e.,
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(a) PUSC sheme.
(b) 2x3 AMC scheme.
Figure 5.7: Pilot distributions utilized in the single-antenna system.
k ∈ {0, ..., nU−1}, where nU represents the number of subcarriers used to trans-
mit user-data and pilot tones). In the PUSC structured OFDM symbols, out
of the 2048 subcarriers available, 1440 are used for data transmission and 240
for pilot tones transmission (nU = 1679). Similarly 1536 data and 192 pilot
subcarriers are used in AMC (nU = 1727). Additionally, the channel estimation
processing block that follows requires the subcarrier randomization that was
applied at the transmitter to be reversed (i.e., de-weighting process).
Pilot extraction and channel estimation
The channel estimation in the receiver is based on the pilot subcarriers that are
being transmitted in each OFDM symbol. The IEEE 802.16e standard defines
the predefined I/Q values (i.e., 43 + 0i is the single value used in our system
configuration) and location (i.e., frequency), pk, of such special subcarriers (i.e.,
pk ∈ {0, ..., nU − 1}). The number and distribution of pilot tones depends on
the subcarrier permutation scheme.
As already mentioned, when the PUSC permutation scheme is used, clusters
of 14 contiguous subcarriers are defined, with two of them used transmitting
pilot tones. The specific cluster structure utilized for the single-antenna con-
figuration is shown in Figure 5.7a. As it can be observed, the pilot positions
depend on the parity of the OFDM symbol index. Similarly, in the AMC scheme
the pilot distribution is defined by the BIN structures. More specifically, one
pilot subcarrier is introduced at each BIN. Three possible locations are defined,
as shown in Figure 5.7b, where On ∈ {0, ..., 47} is the index of the transmitted
OFDM symbol (i.e., location within the frame). Finally, the described struc-
tures are repeated for each formatted slot in the OFDM frame.
To estimate the channel between the transmit and receive antennas, first the






where S[pk] represents the output of the FFT at the position coresponding to
the kth pilot tone. Thus, H̃ [pk] is a discrete function calculating the channel
frequency response at the pilot tones. An interpolation of the pilot positions is
then required to estimate the channel at the frequencies where data subcarriers
were transmitted. After comparing different algorithms in MATLAB (see Figure
5.8), a second order Newton interpolating polynomial was selected, which pro-
vides an acceptable trade-off between accuracy and implementation complexity
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(a) Linear interpolation: accounts for
two neighbour pilots, resulting in a not-
ble estimation error.
(b) Quadratic interpolation: uses three
neighbouring pilots, providing a precise
estimation.
Figure 5.8: Early algorithm selection for the channel estimation stage.
(accounting for the number of pilot tones in each OFDM symbol and the con-
sidered channel specifications). Thus, the channel frequency response for the
data subcarrier corresponding to the kth position is calculated as follows:
H̃ [k] =H̃ [pc1 ] +
H̃ [pc2 ]− H̃ [pc1 ]
pc2 − pc1







· (k − pc1) · (k − pc2),
(5.8)
where pcr represents the location of each of the three closest neighbouring pilot
tones to S[k], for every r ∈ {1, 2, 3}.
Equalization
The originally transmitted symbols can be estimated at this stage utilizing the






At this stage, it is required to recover the original sequence of transmitted
symbols, which means that the standard-related operations are basically imple-
mented here. A de-scrambling of the basic logic structures is first required (i.e.,
de-clustering). Then, the de-subchannelization stage decomposes the reordered
slots taking into account the intricacies of both the PUSC and AMC permuta-
tion schemes, as fully described in Section 5.3.4.
De-mapper
Since all symbols are modulated using the QPSK scheme, it is sufficient to
inspect the sign of the real and imaginary components to recover the originally
transmitted bit sequence.
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Figure 5.9: General architecture of the 1x2 SIMO receiver.
5.2.2 1x2 Single Input Multiple Output (SIMO) open-
loop scheme
The second milestone in the incremental development flow was a 1x2 SIMO
PHY-layer scheme. The signal generation made use of the single-antenna trans-
miter described before, whereas the design of the receiver required to be ex-
tended, as shown in Figure 5.9. The processing stages from the CP removal to
the channel estimation are simply replicated for each receive-antenna processing
branch. The same applies to the DSP logic blocks between the de-clustering and
de-mapping processes. Hence, the required extension is basically found on the
synchronization and symbol decoding processing elements, as it is described in
the following.
The received signal before the ADC stage at the ith receive antenna can be
expressed as:
ci(t) = {xi(t)·ej2π(fIF +Δf)t}+Ai+Bi ·cos(2π(fIF +Δf)t+ϕi)+wi(t), (5.10)
where xi(t) represents the useful part of the received baseband signal at the ith
receive antenna, which is defined as follows:
xi(t) = x̃(t) ∗Hi(t), (5.11)
where Hi(t) is the equivalent baseband representation of the time impulse re-
sponse of the SIMO channel between the single transmit antenna and the ith
receive antenna, in respect to fRF +Δf .
Synchronization, CFO estimation and correction
The correlation of the synchronization algorithm (5.5) was adapted to the two-
















l=0 |si[n+ l + 2048]|2)
, (5.12)
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Figure 5.10: Frame format utilized in the open-loop MIMO system.
where si[n] is the equivalent complex baseband signal at the output of the DDC,
sampled at 22.4 MHz, at the ith receive antenna processing branch, and nR de-
notes the number of receive antennas (i.e., nR = 2 in our case). The full details
of the designed architecture are provided in Section 5.3.1.
Maximum Ratio Combining
In the SIMO configuration, diversity combining is applied in the receiver in or-
der to maximize the overall SNR and, thus, improve the radio link performance.
The receive diversity is exploited by using MRC. Up to the channel estima-
tion, the received symbols are processed by independent baseband processing
branches. The resulting outputs at each branch (two in our case) are combined
by weighting them according to the signal amplitude, as indicated hereafter:
d̂k =
∑nR
i=1 Si[k] · H̃∗i [k]∑nR
i=1 |H̃i[k]|2
(5.13)
where d̂k represents the estimate of the symbol transmitted through the kth
carrier (i.e., kth input of the IFFT at the transmitter), Si[k] represents the
output of the FFT corresponding to the kth carrier at the ith receive antenna,
and H̃i[k] is the estimate of the channel frequency response for such carrier
between the single transmit antenna and the ith receive antenna. Further details
regarding the efficient implementation of the MRC technique (when combined
with a Space-Time Decoding, STD, scheme) are provided in Section 5.3.3.
5.2.3 2x2 MIMO STBC-based system
The first difference when having two transmit antennas is found in the frame
format, which features a single PUSC-formatted data burst (i.e., comprising 46
OFDM symbols), as indicated in Figure 5.10. The selected encoding scheme is
Alamouti’s STBC (defined as matrix A in the WiMAX standard). The preamble
is only found in the first transmit antenna (i.e., the second transmit antenna is
in silence when the first antenna transmits the preamble).
The 2x2 MIMO scheme requires to extend the functionality of various pro-
cessing blocks in the transmitter and the receiver as described in the following
sections.
Multi-antenna transmitter
Figure 5.11 shows the signal processing architecture designed for the multi-
antenna transmitter. Most of the processing blocks are basically a scaled ver-
sion of those designed for its single-antenna counterpart, considering for instance
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Figure 5.11: Baseband architecture of the MIMO transmitter.
that two data flows need to be processed. The main difference resides in the
STBC block, which is detailed below.
STBC
As briefly introduced before, the open-loop MIMO transmitter is based on an
Alamouti’s STBC scheme. Hence, the subcarrier allocation for each transmit an-
tenna is dictated by the matrix A configuration specified in the mobile WiMAX
standard. More specifically, for the case of two transmit antennas the allocation









where d1, d2, ..., d66240 is the single stream of complex symbols at the output
of the subchannelization block (i.e., accounting for the specified frame format);
the columns represent consecutive OFDM symbols (i.e., time) and the rows
represent the transmit antennas (i.e., spatial streams). The design and imple-
mentation of the Alamouti STBC scheme is discussed in Section 5.3.4.
Multi-antenna receiver
The different baseband processing stages of the MIMO receiver are shown in
Figure 5.12. Considering that the underlying SISO system had already been
designed, the MIMO system was extended or modified incrementally, especially
in respect to the channel estimation and Space Time Block Decoding (STBD)
processing blocks. Moreover it is worth mentioning that design of the DFE is
identical with one conducted for the SIMO system.
The received signal before the ADC stage at the ith receive antenna can be
described with the following equation:
ci(t) = {xi(t)·ej2π(fIF +Δf)t}+Ai+Bi ·cos(2π(fIF +Δf)t+ϕi)+wi(t), (5.15)
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Figure 5.12: Baseband architecture of the 2x2 MIMO STBC-based receiver.
where xi(t) is the useful part of the received baseband signal at the ith receive





where x̃j(t) is the equivalent baseband signal transmitted from the j th trans-
mit antenna, with nT being the number of assumed transmit antennas (in this
case nT = 2), and Hi,j(t) is the equivalent baseband representation of the time
impulse response of the MIMO channel between the j th transmit antenna and
the ith receive antenna, in respect to fRF +Δf .
Pilot extraction and channel estimation
As in the single-antenna case, the specific pilot distribution depends on the
utilized permutation scheme. In the multi-antenna scheme, the locations of
the pilot carriers are defined for each transmit antenna; for the j th transmit
antenna, it is defined pk,j ∈ {0, ..., nU − 1}. Considering that only the PUSC
scheme is featured in this MIMO system, two pilots are included at each cluster
(their values are the same utilized in the SISO system). Figure 5.13 shows the
detailed cluster structure for the 2x2 MIMO configuration (i.e., nT = 2). As
it can be observed, the PUSC permutation scheme distributes the pilot tones
for each antenna in two consecutive OFDM symbols. This implies that the
channel estimation is applied in pairs of consecutive OFDM symbols (i.e., the
estimated channel frequency response is assumed to be the same for both).
Taking into account the configuration of the slots, this cluster structure is then
cyclically repeated each four OFDM symbols, with On ∈ {0, 1, ..., 23} being
the index of the transmitted OFDM symbol pair within the frame. Therefore,
the cluster structure defines pk,j for each OFDM symbol and each transmit
antenna j. When a subcarrier k is used in a given OFDM symbol to transmit a
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Figure 5.13: Distribution of the pilot tones in the MIMO PUSC configuration.









Figure 5.14: Spectrum of the transmitted STBC signal, where it can be observed
the DC and various pilot subcarriers.
pilot through one of the two transmit antennas, the equivalent subcarrier in the
OFDM symbol of the other antenna remains in silence (i.e., null subcarrier),
and vice-versa, as shown in Figure 5.14. This avoids having interference in the
pilot positions.
Each processing branch of the MIMO-enabled receiver has to estimate the
corresponding channels from all the transmit/receive antenna-pairs. To estimate
the channel frequency response for the pilot subcarriers, H̃i,j [pk,j ], the following
formulation is applied:





where Si[pk,j ] represents the output of the FFT at the j th transmit antenna
corresponding to the position of the kth pilot tone transmitted from the ith
transmit antenna, with j ∈ {1, 2} in our case, and H̃i,j [pk,j ] being the discrete
representation of the channel frequency response at the pilot tones between
the ith receive antenna and the j th transmit antenna. Then, the second order
polynomial interpolation (5.8) is updated accordingly:
H̃i,j [k] =H̃i,j [pc1,j ] +
H̃i,j [pc2,j ]− H̃i,j [pc1,j]
pc2,j − pc1,j
· (k − pc1,j)
+
H̃i,j [pc3,j ]−H̃i,j [pc2,j ]
pc3,j−pc2,j ] −
H̃i,j [pc2,j ]−H̃i,j [pc1,j ]
pc2,j−pc1,j
pc3,j − pc1,j
· (k − pc1,j) · (k − pc2,j),
(5.18)
where pcr,j represents the location of one of the three neighbouring pilot tones,
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Figure 5.15: Format of the OFDM frame utilized in the closed-loop MIMO
system.
of the transmit antenna j, closest to the kth carrier, for each r ∈ {1, ..., 3}. The
complete design details of the channel estimation for the 2x2 MIMO open-loop
system are provided in Section 5.3.2.
Matrix A STBD
The applied STBC transmission scheme encodes data symbols, dk, in pairs
and distributes them in groups of two OFDM symbols (denoted as matrix A).






i,1[k] · Si[k, 2On] + H̃i,2[k] · S∗i [k, 2On + 1]∑nR






i,2[k] · Si[k, 2On]− H̃i,1[k] · S∗i [k, 2On + 1]∑nR
i=1 |H̃i,1[k]|2 + |H̃i,2[k]|2
, (5.20)
where On and On + 1 represent the indexes of the two consecutive OFDM
symbols that are jointly encoded. Note that in (5.19) and (5.20) it is assumed
that the gain applied by the AGC to the incoming sample-streams is equal for
both receive antennas. The joint design and implementation of the STBD and
MRC operations is discussed in Section 5.3.3.
5.2.4 Extending the design to a 2x2 MIMO closed-loop
scheme
The closed-loop MIMO scheme is the last incremental development stage pre-
sented in this chapter. The frame format was adapted to reintroduce the AMC
permutation scheme, as shown in Figure 5.15, considering that the featured ad-
jacent distribution of subcarriers fits perfectly the requirements of a closed-loop
technique. Moreover, the PUSC-formatted OFDM symbols (i.e., DL-MAP) are
just utilized to describe the precise allocation of subcarriers of each frame. Given
the specific slot configuration employed in the 2x3 AMC permutation scheme,
the number of symbols utilized to transmit user data needs to be extended to 48.
This results in a frame comprising 51 OFDM symbols (including the preamble).
It should be clarified that, while the frame format utilizes a fixed number of
OFDM symbols for each communication scheme (i.e., 2 for the open-loop and
48 for the closed-loop), the designed baseband architecture is ready to accept
frames using any other combination of data-bursts.
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Figure 5.16: Spectrum of the transmitted TAS signal.
In the proposed closed-loop configuration, the subcarrier allocation utilized
in the AMC-structured data burst depends on the CSI provided by the receiver
to the transmitter. The feedback information is procured in a per received-
frame basis (i.e., it is defining the subcarrier allocation for the next frame).
Consequently, this information is strictly related to the formation-process of
the DL-MAP. As a result, the PHY-layer provided both open-loop (i.e., PUSC
zone) and closed-loop (i.e., AMC-zone) functionalities.
A TAS scheme was selected for the closed-loop configuration. According
to the AMC permutation scheme, each of the 48 OFDM symbols in the data
burst is comprising 96 groups of 16 adjacent subcarriers. Taking advantage
of this, a transmit antenna is selected for each 16-subcarrier group (i.e., the
equivalent subcarriers in the OFDM symbol of the other antenna remain in
silence, as shown in Figure 5.16). Furthermore, for the sake of an improved
receiver performance, the transmission of pilot subcarriers is not affected by
the antenna selection mechanism; hence, the utilized pilot distribution remains
as described in the standard for the 2x2 MIMO open-loop AMC permutation
scheme (indicatively, in the figure all pilots are found in the second transmit
antenna regardless of the selected transmit antenna).
The basic operation of the proposed TAS scheme is shown in Figure 5.17.
From the transmitter point of view, the received feedback defines the dynamic
subcarrier allocation process, as well as the contents of the PUSC symbols com-
posing the DL-MAP information. On the receiver side, these two OFDM sym-
bols need to be decoded in order to correctly process the dynamically adapted
AMC data burst (i.e., precise information regarding the subcarrier allocation
utilized in each AMC-formatted OFDM symbol is required). Moreover, the re-
ceiver also needs to provide meaningful information to the transmitter regarding
the quality of the channel perceived in each of the two receive antennas for every
16-subcarrier group. The latter is based on the calculation of an appropriate
signal-quality metric.
Accounting for the point-to-point communication link realized in the pro-
totype, the metric calculated at the receiver was directly utilized to select a
transmit antenna for each subcarrier group. In other words, the TAS-decision
was performed at the receiver and communicated, via the dedicated feedback
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Figure 5.17: Time-domain diagram of the basic operation of the TAS scheme.
Figure 5.18: Designed feedback-information structure.
channel, to the transmitter (which was only adapting the signal according to
the received feedback information).
The designed feedback structure, shown in Figure 5.18, required only 290 bits
and enabled the inclusion of additional PHY-layer functionalities. Indicatively,
the modulation could be defined in a per-frame basis, by selecting to use QPSK,
16-, 64- or 256-Quadrature Amplitude Modulation (QAM). Furthermore, only
one user was considered in the developed system (i.e., a fixed user ID value was
utilized).
Multi-antenna closed-loop transmitter
The different baseband processing blocks of the MIMO closed-loop transmitter
are shown in Figure 5.19. Besides the evident extension of the DSP architecture
described for its MIMO open-loop counterpart to reintroduce the AMC permu-
tation scheme, the core functional-evolution of the designed baseband is found
in the provision of run-time adaptivity.
Bit-sequence generation and programmable symbol mapping
The previously introduced PRBS generator was extended, accounting for the
variable symbol-modulation scheme (i.e., the precise length of the bit sequence
to be generated depends on the received feedback information). In more details,
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Figure 5.19: General architecture of the MIMO closed-loop transmitter.
each modulated symbol required the generation of N bits, where 2N is the num-
ber of points of the selected modulation scheme (i.e., N = 2 for QPSK, N = 4
for 16-QAM, N = 6 for 64-QAM and N = 8 for 256-QAM).
DL-MAP generation and TAS functionality
The main purpose of the DL-MAP was to provide the receiver with detailed
information regarding the subcarrier allocation utilized in each AMC-formatted
OFDM symbol. A total of 2880 subcarriers are available in the two PUSC
OFDM symbols comprising the DL-MAP. Additionally, it is mandatory to uti-
lize the QPSK modulation in these OFDM symbols, according to the WiMAX
standard. Consequently, 5760 bits can be disposed to describe the format of the
closed-loop frame. Similarly to the previously described feedback-structure, the
DL-MAP defines, for each 16-subcarrier group, the utilized transmit antenna,
the destination user (i.e., given the point-to-point nature of the DL communi-
cation, a single fixed value is used) and the selected modulation scheme. The
designed DL-MAP structure is shown in Figure 5.20. Considering that it is
transmitted utilizing a STBC-based communication link, a basic Forward Error
Correction - FEC - scheme - based on a (7,1) repetition code - was applied
to ensure the reliable decoding of such vital subcarrier-allocation information.
Moreover, the performance of the FEC scheme was verified by means of MAT-
LAB/VHDL co-simulations utilizing realistic signal captures.
To compose the DL-MAP, the transmitter utilizes the received feedback. In
case that no new feedback is received before it is required to generate the follow-
ing frame, the last received feedback-information is utilized (or a predefined one
for the first transmission). Finally, the dynamic allocation of the subcarriers
is performed by forwarding each group of modulated symbols to the processing
branch of the selected transmit antenna (i.e., as indicated by the feedback).
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Figure 5.20: Custom DL-MAP structure.
Multi-antenna closed-loop receiver
The baseband architecture of the closed-loop MIMO receiver is depicted in Fig-
ure 5.21. The DSP stages up to the FFT are the same ones designed for its
STBC-based counterpart. Similarly, those operations related to the decomposi-
tion of the slots were extended to include the AMC permutation scheme. Hence,
the main design efforts are concentrated on the channel estimation, symbol de-
coding, de-mapping and all those aspects related to the run-time adaptivity of
the DSP processing blocks, as described in the following.
Pilot extraction and channel estimation
The pilot distribution utilized in the AMC slots for the two-antenna system can
be observed in Figure 5.22. Exactly as in the PUSC permutation scheme, it
is required to utilize two consecutive OFDM symbols in order to estimate the
channel.
Exactly as in the open-loop STBC-based receiver, the arithmetic formula-
tion employed to calculate the channel estimation is given by (5.17) and (5.18).
Its efficient design and implementation is discussed in Section 5.3.2.
Joint STBD and MRC processing architecture
To recover the DL-MAP it is required to apply the exact STBD process described
for the open-loop multi-antenna receiver. To decode the remaining OFDM sym-
bols it is then applied an adapted version of the MRC architecture designed for
the SIMO system. In the TAS scheme a 1x2 SIMO transmission is in fact ap-
plied, with the particularity that the transmit antenna dynamically varies. The
information provided by the DL-MAP is utilized to configure this adaptive MRC
processing. The TAS-adapted formulation of (5.13) can be expressed as follows:
d̂k =
∑nR
i=1 Si[k] · H̃∗i,T [k]∑nR
i=1 |H̃i,T [k]|2
(5.21)
where H̃i,T [k] represents the estimate of the channel frequency response for
the kth subcarrier from the selected transmit antenna (according to the TAS
scheme), T , for each receive antenna i. The information regarding the transmit
antenna that was utilized and, hence, which of the channel-estimation coef-
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Figure 5.21: General architecture of the MIMO closed-loop receiver.
Figure 5.22: Distribution of the pilot subcarriers in the two-antenna AMC con-
figuration.
ficients are required, at each time instant, to compute (5.21) is obtained by
decoding the DL-MAP (detailed below).
A joint design of the STBD and MRC schemes was conducted to enable a
resource-efficient implementation, as described in Section 5.3.3.
Symbol de-mapping
The de-mapper stage could be programmed to recover the original bit-sequence
in groups of N bits, according to the utilized modulation scheme (which is in-
dicated in the DL-MAP).
DL-MAP recovery
Accounting for the applied (7,1) repetition code, and for the described DL-
MAP structure (recall Figure 5.20), a 480-bit accumulator is utilized to add
up each of the repetitions of the single-bits of the de-mapped PUSC sequence.
By this way it is implicitly decided which information was originally trans-
mitted (i.e., if
∑6
i=0 bitSeq[k, i] > 3 then original_bitSeq[k] = 1 otherwise
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original_bitSeq[k] = 0, where i represents the seven repetitions).
TAS-decision and feedback generation
As previously described, the TAS-decision is performed in the receiver, which
communicates the resulting subcarrier allocation for the following frame to the
transmitter via a dedicated feedback link. Specifically, Algorithm 1 is applied to
the last OFDM symbol of each frame (i.e., the TAS-decision metric is calculated
using the last OFDM symbol of the received frames).
Algorithm 1 TAS-allocation algorithm.
f = 0;
T0,0 = 2;T1,0 = 1;T2,0 = 2; ...;T95,0 = 2;T96,0 = 1;
for each received frame(f) do
f = f + 1;
for each 16-subcarrier set (G) in the last OFDM symbol of the frame do
TG,f+1 =
{





In the algorithm f identifies each received frame (i.e., the predefined values
used in the first transmission, where no feedback is available yet, are defined
using f = 0), G identifies each group of 16-subcarrier within an OFDM symbol,
TG,f+1 is the transmit antenna selected for the Gth subcarrier group in the
following frame, TG,f is the antenna selected to transmit the Gth subcarrier
group, NTG,f is the transmit antenna in silence during the Gth subcarrier
group and SQIG,t is the signal-quality indicator for the Gth subcarrier group
for the transmit antenna t.
In order to simplify the overall implementation complexity, it was decided to
extract the signal-quality indicator metrics directly from the MRC calculations.








|H̃1,NT [k]|2 + |H̃2,NT [k]|2 (5.24)
During the MRC-processing of the last OFDM symbol in each frame, the
four channel response estimates, H̃i,j [k], are forwarded to the TAS-decision and
feedback generation block, which calculates (5.23) and (5.24). Then, Algorithm
1 is applied resulting in a feedback signal, which is as indicated in Figure 5.18.
An illustrative example of the resulting subcarrier allocation is provided in Fig-
ure 5.23.
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Figure 5.23: Illustrative example of dynamic subcarrier allocation according to
the instantaneous values of the TAS-decision metrics.
5.3 Innovating RTL design techniques for the pre-
sented baseband schemes
The main contribution of the present case study is encountered in the featured
RTL design techniques. The latter are tailored for bit-intensive OFDM-based
PHY-layer implementations and, without loss of generality, they can be also
applied in other high performance FPGA designs. The employed RTL design
techniques resulted in a performance-efficient FPGA resource utilization.
Before entering in details, it is worth recalling that, according to the pro-
posed development methodology, the previously introduced system models were
manually translated to HDL code, taking into account the specifications of the
target prototyping platform and the resources provided by the FPGA devices
that it comprises. The overall design efficiency is increased by utilizing pre-
verified FPGA designs; the Xilinx IP core library provides an efficient imple-
mentation of the common DSP functions (e.g., CORDIC, FFT, FIR filters)
and fixed-point arithmetic operations (e.g., pipelined divider). Besides their
underlying optimized low-level design, some important aspects of its RTL ar-
chitecture are configurable (e.g., degree of parallelism of the internal calculations
or the specific utilization of the DSP48 slices available in the target FPGA de-
vices). The proper selection of these configuration parameters results essential
to meet the system requirements, while attaining an optimum trade-off between
resource-utilization and performance. The optimum values for such parameters
were obtained by means of exhaustive MATLAB/VHDL co-simulations utilizing
realistic signal data (i.e., acquired by using an off-line prototyping approach).
5.3.1 Synchronization
The synchronization is the heart of the DFE and an overall delicate and process-
ing-consuming stage for almost all the high-performance wireless communication
systems. In a real-life system, its implementation complexity scales with the
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Figure 5.24: Architecture of the synchronization block.
size of the bandwidth. Moreover, the synchronization must efficiently address
the effects of the channel and those of the signal impairments (e.g., hardware-
originated).
The computational complexity of the synchronization can be reduced by
optimizing certain algorithmic operations, minimizing likewise the arithmetic-
implementation cost. Indicatively, due to the resource-demanding implemen-
tation of the cross-correlation defined by (5.12) for the two-antenna MIMO
scheme, the following simplification in terms of complexity was applied:
|rs[n]|2 = |dn[n]|
2









i [n+ 455] · si[n+ 2048 + 455] if n≤ 455





i [n+ 455] · si[n+ 2048 + 455] if n>455,
(5.26)
with dn[0] = 0. It should be noted that ds0[n], ds1[n] are calculated in a
similar manner. With this optimization only four samples (per receive antenna)
need to be introduced to the already calculated correlation, thus resulting in a
reduced-complexity FPGA realization.
The general architecture of the proposed synchronization scheme is shown
in Figure 5.24. Due to the stringent real-time constraints, a pipelined struc-
ture was developed for the calculation of the simplified cross-correlation. More
specifically, accounting for the I/Q-composition of si[n], the fixed-point arith-
metic operations were decomposed into the basic arithmetic operation of the
real and imaginary operands, as detailed in Figure 5.25. For the (real) division
it was utilized a pipelined divider (efficiently implemented by a Xilinx IP core).
As a result, a latency of 55 clock cycles is required to calculate (5.25). FIFO
memories provided a latency-leveller temporary storage for the incoming signal.
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Figure 5.25: Detailed diagram of the pipelined implementation of the simplified
cross-correlation.
A custom design for these memories, based on embedded memory blocks, al-
lowed the retrieval of the four specific samples which enabled the calculation of
the cross-correlation at each clock cycle. Additionally, once the location of the
first sample of each OFDM symbol is determined by the data-forwarding control
logic, the window of subcarriers comprising the entire frame is synchronously
forwarded. Finally, it must be noted that the internally utilized registers are
reset at the beginning of a newly detected frame, in order to avoid problems
with the accumulated arithmetic-error (i.e., due to the finite precision of the
utilized fixed-point representation).
The detection of the correlation peak is a critical part of the synchroniza-
tion algorithm because it is error-prone under the presence of spurious signals.
The regular operation of the GEDOMIS testbed introduces a parasitic sinusoid
to the received baseband signal because of the digital mixing of the unwanted
residual carrier at the center of the useful signal spectrum (i.e., LO coupling
at the transmitter) happening in the DDS stage (as indicated by the MIMO
signal model (5.15)). The presence of this sinusoid during the silence period
can result in erroneous performance of the aforementioned correlator, which
may produce false peaks (i.e., not corresponding to the detection of the CP)
and consequently misplace the window of samples forwarded to the FFT pro-
cessing block. Failure to prevent an erroneous OFDM symbol synchronization
may render the system unusable. Thus, the peak detection algorithm, which is
usually based on a triggering threshold and the selection of the maximum value
in a window, must be optimized to recognize the legitimate peaks. When the
trigger issues a correlation value above the threshold, the shape of the correla-
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(a) Standard peak-location mechanism.
(b) Optimized peak-location mechanism.
Figure 5.26: Effects of a DC level on the received signal.
tion curve determines whether the detected peak indicates the beginning of an
OFDM symbol or a false peak occurring during a silence period. The correla-
tion curve tends to have high-values and nearly no variations during the silence
periods (Figure 5.26a), whereas it features high values only during the process-
ing of the CP preceding each OFDM symbol (Figure 5.26b). After exhaustive
MATLAB simulations (using experimental data obtained with GEDOMIS), it
was observed that the correlation peaks corresponding to the detection of a CP
were always located in a window of 300 samples, after the first correlation value
above the defined threshold (which was set at 0.5). A normalized sum of the
defined sample-window was then used to decide about the legitimacy of the peak






where rs[m] represents the first correlation value above the defined triggering-
threshold and rs[lpeak] is the peak-value of the inspected 300-sample window
(i.e., lpeak = arg maxl rs[l]). A value close to the number of added samples
(i.e., NSm > 270) indicates a false peak, otherwise the peak-value indicates the
detection of the CP.
5.3.2 Channel estimation architecture
In a MIMO scheme the receiver needs to estimate the channel of each transmit-
receive antenna pair, which obviously implies an intensive computation. When
this is combined with a wide signal bandwidth and a complicated frame struc-
ture, such as the one featured in the mobile WiMAX standard, big chunks of
data need to be processed accounting for the distribution of the pilot subcarriers
Chapter 5: Use Case I 133
Figure 5.27: Architecture of the channel estimation block.
among various OFDM symbols. The real-time implementation of the systems
presented in this chapter required a speed-optimized pipelined architecture, in
order to cope with the stringent performance prerequisites.
Figure 5.27 presents the general processing architecture of the channel es-
timation utilized for the 2x2 MIMO open-loop and closed-loop receivers. The
two flows resulting from the data/pilot separation are stored in two separated
memories (i.e., one for the pilot subcarriers and another for the those I/Q val-
ues containing the user data). This storage is necessary considering the utilized
multi-antenna PUSC and AMC structures (i.e., the channel estimation is only
commencing when all the pilot carriers of two consecutive OFDM symbols are
received; otherwise the separation among the pilots utilized in the polynomial
interpolation would be excessively high, resulting in a decrease of accuracy for
the channel estimation).
The channel frequency response at the pilot tones is estimated according
to (5.17). A carefully designed in-block memory structure is required to store
the calculated coefficients, until the channel estimates are computed at the po-
sitions of all the pilot subcarriers, H̃i,j [pk,j ]. The calculation of the channel
frequency response at each data subcarrier needs to utilize three neighbouring
pilot tones. Hence, three memory elements capable of storing 1728x32 bits were
defined. Each estimated coefficient has a 32 bit length; the AMC OFDM sym-
bols comprise 1728 active subcarriers (i.e, nU = 1727). The calculated H̃i,j [pk,j ]
is stored according to the FFT output-index of pk,j (i.e., location of the pilot
within the OFDM symbol, once the DC and guard-bands are removed). The
resulting pilot-coefficient values are replicated in the three memory elements.
While the memory-utilization is not optimum (i.e., only a portion of its maxi-
mum storage capacity is utilized), the two previous features allowed to recover
any three-pilot set with a minimum latency of one clock cycle, while avoiding
extra computational complexity in the memory-management plane. The de-
scribed design provides the pipelined architecture that calculates H̃i,j [k], based
on the polynomial interpolation defined in (5.18). Finally, a FIFO memory is
used to compensate the latency introduced by the calculations and supply an
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Figure 5.28: Detail of the pipelined architecture implementing the second order
polynomial interpolation.
aligned output.
More specifically a 5-stage pipeline was designed, based on the following
decomposition of (5.18):
H̃i,j [k] = Op1+((Op21·cnt_1)·Op22)+(((Op31·cnt_2)−Op21)·cnt_3)·Op22·Op32,
(5.28)
where cnt_1 = 1pc2,j−pc1,j , cnt_2 =
1
pc3,j−pc2,j and cnt_3 =
1
pc3,j−pc1,j can
be calculated a priori for any possible combination of neighbour pilots (i.e.,
predefined constants that can be retrieved when required). In other words, the
utilization of these constants provides a division-free implementation of (5.18).
Indicatively, Op21 · cnt_1 results in an efficient utilization of DSP48 slices to
implement H̃i,j [pc2,j ]−H̃i,j [pc1,j ]pc2,j−pc1,j . Figure 5.28 gives an insight of the mentioned
pipelined architecture. It is important to underline that while Hi,j is complex-
valued, the other operands involved in the defined arithmetic calculations are
real-valued. Consequently, duplicated multiplication, subtraction and addition
blocks are required for H̃i,j .
It must be noted that the data subcarriers, after the FFT calculation, do
not maintain their sequential order. Therefore it is necessary an algorithm to
calculate the indexes of the three neighbour pilot subcarriers, pcr , accounting for
the position of the actual subcarrier at the output of the FFT. More specifically,
the position of any subcarrier needs to be expressed according to the utilized
permutation scheme. For the PUSC scheme, it can be easily expressed as:
k = 14 · c+ p, (5.29)
where c ∈ {0, ..., 119} identifies each of the 120 PUSC clusters composing the
OFDM symbol and p ∈ {0, ..., 13} indicates the precise position of the subcar-
rier within the cluster. Similarly, for AMC-formatted symbols, c ∈ {0, ..., 191}
identifies each BIN, with p ∈ {0, ..., 8}. The associated values of c and p are
provided by the preceding data/pilot separation block; further details regarding
the calculation of c and p are provided in Section 5.3.5.
To illustrate the precise algorithm utilized to select the three neighbouring
pilots for each data subcarrier, hereafter it is explained an example for those
PUSC-formatted symbols where On mod 4 ∈ {0, 1}. Taking into account the
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precise pilot distribution (Figure 5.13) and the pilot-transmission scheme (i.e.,
one antenna transmits one pilot subcarrier while the other remains quiet), the
two pilots within each cluster, c, are always found in p = 4 and p = 8. This
leads to three possible sets of neighbouring pilots, as indicated in Figure 5.293.
Based on (5.29), the relative positions of the neighbour pilots corresponding to
the kth carrier can be calculated easily, as indicated below:
current_cluster_first_pilot =
{
k + 4− p if k <840
k + 4− p+ 1 if k>840 (5.30)
current_cluster_second_pilot =
{
k + 8− p if k <840
k + 8− p+ 1 otherwise (5.31)
previous_cluster_second_pilot =
{
k − 6− p if k <840
k − 6− p+ 1 otherwise (5.32)
following_cluster_first_pilot =
{
k + 18− p if k <840
k + 18− p+ 1 if k>840 (5.33)
following_cluster_second_pilot =
{
k + 22− p if k <840
k + 22− p+ 1 otherwise, (5.34)
where k = 480 is the position of the DC in a PUSC-formatted OFDM symbol
after removing the guard-bands (i.e., the DC was removed before the channel
estimation, but it was present during the propagation of the signal over the
channel). The same scheme is repeated for the remaining PUSC and AMC
pilot distributions. Finally, the three pilots can be readily recovered from the
dedicated pilot-coefficients memories, considering that their indexes are already
known.
5.3.3 Joint design of the STBC and MRC techniques
The closed-loop system configuration required the co-existence of two differ-
ent transmission techniques and an adaptive response according to the instan-
taneous channel conditions. This increased the required processing resources
and overall architectural complexity. Hence, to attain a hardware-efficient im-
plementation, an accurate RTL design is needed, maximizing the resource-re-
utilization among the two transmission schemes, without compromising the ex-
pected performance, latencies and overall efficient design of each separate con-
figuration. This is made challenging considering that each transmission scheme
utilizes different permutations.
At the receiver, the open-loop configuration is based on a STBC scheme,
whereas the closed-loop one uses a TAS scheme to transmit the AMC-formatted
3The optimum 3-pilot set for each data subcarrier within the cluster was defined through
extensive simulations of the corresponding MATLAB model.
Chapter 5: Use Case I 136
(a) Optimum case for 0 ≤ p < 4.
(b) Optimum case for 4 < p < 8.
(c) Optimum case for 8 < p ≤ 13.
Figure 5.29: Possible grouping of neighbouring pilots.
data bursts. In order to decode the data symbols at the closed-loop receiver,
a MRC technique was applied. The STBD formulation - defined in (5.19) and
(5.20) - and its MRC counterpart - defined in (5.21) - feature a high degree
of similarity. This resemblance was exploited to optimize the FPGA-resource
usage, by providing a joint RTL design of the STBD and MRC schemes.
As in the previously described cases, all the fixed-point calculations involv-
ing complex numbers were decomposed into the real and imaginary operands,
resulting in two concurrently operating processing branches. An important as-
pect of the design, resides in the sign-change of the imaginary part due to the
conjugation of the complex values, which can be expressed as:
(Si[k] · H̃∗i,j [k]) = (Si[k]) · (H̃i,j [k]) + (Si[k]) · (H̃i,j [k]) (5.35)
(Si[k] · H̃∗i,j [k]) = (Si[k]) · (H̃i,j [k])−(Si[k]) · (H̃i,j [k]) (5.36)
(S∗i [k] · H̃i,j [k]) = (Si[k]) · (H̃i,j [k]) + (Si[k]) · (H̃i,j [k]) (5.37)
(S∗i [k] · H̃i,j [k]) = −(Si[k]) · (H̃i,j [k]) + (Si[k]) · (H̃i,j [k]) (5.38)
Additionally, the design of this processing block takes into account the tim-
ing characteristics of the preceding channel estimation block, which is providing
the required input data and control signals (recall Figure 5.21). As already
mentioned, the pilot tones are distributed in groups of two consecutive OFDM
symbols, which implies that the channel estimation is performed per OFDM
symbol-pairs; hence, the STBD and MRC operations are inheriting this func-
tionality. This has as a consequence, that equations (5.35) and (5.36) are always
applied to the data symbols of the first OFDM symbol of the pair (i.e., On),
while the data symbols of the second OFDM symbol (i.e., On+1) are processed
applying the equations (5.37) and (5.38). Additionally, it can be observed:
(Si[k] · H̃∗i,j [k]) = (S∗i [k] · H̃i,j [k]) (5.39)
(Si[k] · H̃∗i,j [k]) = −(S∗i [k] · H̃i,j [k]) (5.40)
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Figure 5.30: High-performance pipelined architecture designed to optimally im-
plement the space-time decoding and MRC operations at the receiver.
Hence, based on (5.40), it can be noticed that the same logic used to cal-
culate (5.19) and (5.20) can be reused to calculate (5.21), adjusting the sign
of (5.38) when processing the second OFDM symbol of each pair in the AMC-
formatted zone of the frame. Likewise, the proposed RTL architecture efficiently
accommodates both transmission schemes.
Figure 5.30 shows the high-performance 5-stage pipeline structure that was
designed for the joint processing of the two OFDM symbols. In the first stage the
multiplication of the different real and imaginary operands is calculated. All the
required calculations in equations (5.35), (5.36), (5.37) and (5.38) are completed
in the second stage. The third stage is providing the addition and subtraction
operations required to calculate the numerator and denominator of equations
(5.19), (5.20) and (5.21). At this point, the main controller of the block is taking
into account (5.40) in order to correct (when required) the sign of the operands.
The fourth stage is dedicated to fixed-point divisions (i.e., this last division is
simplified due to the fact that the denominator is a real operand), and finally
the fifth stage provides the essential control-signalling together with the decoded
symbols. Additionally, the internal fixed-point arithmetic calculations satisfied
an optimum trade-off between computational complexity and result precision.
Indeed, the co-simulation of the VHDL and MATLAB descriptions indicated
that 64 bits could be utilized for the internal arithmetic calculations, attaining
a fixed-point implementation-loss at the order of 10−8.
Figure 5.31 presents the operation of the designed pipeline and the associated
latencies. As it can be observed, a total of 75 clock cycles are employed for the
calculations; initially it is required to store one OFDM symbol per antenna
before applying on-the-fly the STBD or MRC operations during the reception
of the second OFDM symbol of each pair. In other words, two data symbols are
estimated at each operation of the block, with an initial latency equal to the
length of an OFDM symbol. The resulting time-budget between each pair of
OFDM symbols at the output of the channel estimation satisfies the real-time
timing requirements of the DL-MAP decoding. The information included in
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Figure 5.31: Low latency 5-stage pipelined design (STBD and MRC).
the two initial PUSC-formatted OFDM symbols has to be decoded and timely
processed by the main controller of the closed-loop receiver, in order to configure
the MRC processing before the first pair of AMC-formatted OFDM symbols is
ready to be decoded; this prevents the buffering of the complete incoming frame.
It is also worth mentioning that there is no need to store the channel coefficients
for the first OFDM symbol of the pair, because they are the same ones with
the posterior one. Finally, the resulting symbols enter the de-permutation and
de-clustering processing stages, while at the same time the calculated SQIG,T
and SQIG,NT values are processed by the TAS-decision-making and feedback-
generation processing block.
Table 5.3 compares the synthesis results of the STBD and MRC blocks when
synthesized as independent processing blocks (i.e., without sharing functional
processing components and calculations), with the synthesis results of the joint
design presented herein. A slice-saving of 18% is achieved when targeting a
Xilinx Virtex-4 LX160 FPGA. This is important considering that an optimized
RTL-design strategy not only could save FPGA resources, but also it could
allow the use of low-cost FPGA devices with all the advantages that this may
imply. Moreover, this type of optimizations play a key role when designing
the PHY-layer of real-time systems that have stringent FPGA area utilization
constraints.
XC4VLX160 Slices DSP48 RAMB16s
Non-optimized design 37269 (55%) 96 (100)% 12 (4%)
Optimized design 25068 (37%) 96 (100)% 12 (4%)
Table 5.3: Synthesis results showing the FPGA-resource savings of the designed
RTL-architecture.
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5.3.4 Adaptive memory structure
The mobile WiMAX standard is defining a flexible frame format serving the
needs of multi-user cellular systems. Different service requirements need to be
satisfied for each user, accounting for a number of different operating scenarios.
For this reason the frames need to be dynamically formatted. For instance, each
subcarrier permutation scheme is designed to serve a given communication tech-
nique (e.g., the AMC scheme results convenient for a closed-loop configuration
with dynamic subcarrier allocation). The flexible frame construction supports
any combination of the proposed permutation schemes.
From a design point of view, the above detailed flexibility considerably in-
creases the complexity of the control and memory planes. More specifically, the
precise zones composing each received frame define the subcarrier permutation
operations to be applied, which involve a variable number of OFDM symbols.
Thus, the memory accesses are based on groups of subcarriers that feature vari-
able lengths and, thus, incur different latencies (i.e., for the write and read
operations of consecutive OFDM symbols). For the reason mentioned before,
it is essential to provide a high-throughput architecture based on an intelligent
utilization of the available embedded memory-blocks.
Baseline design: single-antenna receiver
The baseline adaptive memory architecture features a performance-efficient de-
sign that enables the reception of frames which are able to include any possible
combination of permutation-schemes. This complex memory architecture is the
heart of the de-subchannelization processing stage of the receiver (recall Figure
5.6), whose role is to decompose the slots in order to retrieve the original se-
quence of the modulated symbols.
RTL-aware MATLAB modelling
The MATLAB model of the SISO system is supporting all the permutation
schemes defined by the mobile WiMAX standard. Hence, following the proposed
methodology, a RTL-aware model of the receiver was first designed, including
a high-level description of the adaptive memory structure. In more detail, the
adaptive storage architecture is composed by various memory-elements, each
capable of storing one OFDM symbol. The worst-case size is provided by both
FUSC and AMC permutation schemes, which include 1536 subcarriers (also,
recall that at the output of the channel estimation the modulated symbols are
represented using 32-bit I/Q values). Six of those memory blocks are required
accounting for the case demanding the highest storage-capacity; the latter uses a
frame that is formatted with 2x3 AMC OFDM symbols, where each slot includes
three symbols. In this case, it is required to store the set of the three incoming
OFDM symbols while the previous is being read.
The HLPL-based model provided an estimation of the required memory re-
sources, but it also allowed the rapid functional evaluation of the proposed
memory-architecture, as shown in Figure 5.33 (i.e., assuming the reception of a
multi-user frame formatted according to the structure presented in Figure 5.32).
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Figure 5.32: Format of the considered frame during the MATLAB simulations.
(a) Write: 1st 2x3 AMC
OFDM symbol is stored
(b) Write: 2nd 2x3 AMC
OFDM symbol is stored
(c) Write: 3rd 2x3 AMC
OFDM symbol (slot com-
pleted)
(d) Write: 1st PUSC
OFDM symbol is stored,
Read : 1st third of the 2x3
AMC slot
(e) Write: 2nd PUSC
OFDM symbol (slot com-
pleted), Read : 2nd third of
the 2x3 AMC slot
(f) Write: 1st 3x2 AMC
OFDM symbol, Read : last
third of the 2x3 AMC slot
(g) Write: 2nd 3x3 AMC
OFDM symbol is stored
(slot completed), Read : 1st
half of the PUSC slot
(h) Write: FUSC OFDM
symbol (slot completed),
Read : last half of the PUSC
slot
(i) Write: 1st 2x3 AMC
OFDM symbol (cycle re-
start), Read : 1st half of the
3x2 AMC slot
Figure 5.33: Illustrative operation case of the proposed adaptive memory struc-
ture.
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Figure 5.34: Block-diagram of the baseline adaptive memory structure design.
HDL-based design
The RTL design goals were to provide a resource-efficient FPGA implementa-
tion with minimized latency. This is a complicated task considering the slot-
based memory-access and the high-throughput data-path requirements of the
proposed system. In more details, the real-time implementation utilizes a 20
MHz bandwidth, which results in a peak throughput of 179.2 MBytes/s for
the inter-FPGA communications (accounting for the baseband sampling clock
of 22.4 MHz and complex samples utilizing 32-bits for the real and imaginary
components, at the output of the channel estimation stage).
The general RTL design of the baseline adaptive memory architecture is
depicted in Figure 5.34. The adaptive memory entity groups the minimum
required number of embedded memory elements, according to the de-subchan-
nelization storage requirements. By abstracting away the internal memory block
structure, it is enabled a flexible memory access and usage. In other words, the
adjacent processing stages do not need to be aware of the low-level memory ac-
cess and control requirements. Likewise, a seamless memory access is provided,
since the de-clustering stage provides the complex samples jointly with the in-
dex resulting from its operation (the index indicates their position within the
actual OFDM symbol); similarly, the de-mapping stage receives bursts of com-
plex samples. A complex dedicated controller manages the synchronous memory
accesses, according to the dynamic needs of the adjacent processing stages. The
controller provides simultaneous write and read operations, which is a strict
prerequisite in order to meet the performance requirements and manage the
variable length of the sets of incoming subcarriers.
In order to implement the adaptive memory structure, the FPGA memory
primitives were manually instantiated. The target FPGA devices (i.e., Xilinx
Virtex-4 family) includes embedded RAM-blocks capable of storing 16 kbits
of data, which can be utilized to construct single or double-port synchronous
memories. Furthermore, different primitives are defined allowing to flexibly
instantiate the embedded RAM-blocks in the HDL-code to efficiently create the
required memory structure (e.g., allowing different data-word sizes)4.
4A graphical interface is provided by Xilinx to automate the HDL-design of memory blocks.
Nevertheless, a manual coding allows to fully define their low-level control logic, enabling a
resource-efficient design, optionally including additional subcarrier operations that augment
the memory-accesses (as it is detailed below).
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Following the storage requirements defined by the RTL-aware MATLAB
model, six 32x512-bit embedded RAM blocks were utilized to implement each
of the six memory elements composing the adaptive memory entity; a total
of 36 RAM instances are required to meet the storage requirements for the
worst-case scenario (6x1536x64 bits). The detailed design can be observed in
Figure 5.35. Half of the embedded RAM blocks are used to store the 32-bit real
samples and the other half the imaginary values. Common low-level address
and control signalling (i.e., RAM block level) is shared for both I/Q storage-
branches, providing a simplified and efficient implementation of the internal
control plane. The latter converts the general read and write addresses provided
by the dedicated controller (respectively, GRAddr and GWAddr in Figure 5.35)
to the required low-level addresses, by utilizing the classic addressing scheme
based on N -to-2N decoders and multiplexers. The three Most Significant Bits
(MSBs) of the general address indicate which of the six memory elements is
targeted, the next two bits indicate the specific I/Q RAM blocks (within the
memory element) and the remaining Least Significant Bits (LSBs) provide the
specific 32-bit word being accessed (within the 16-kbit RAM block). The signals
controlling the specific type of access to the identified RAM-position (i.e., read
or write) are also inferred by the decoder outputs. Finally, the operation of
the internal control plane is driven by the general memory access requests,
which are generated by the dedicated memory controller (ensuring a collision-
free operation).
It is the dedicated memory controller the one providing the adaptivity to
the operation of the designed storage architecture. First, simultaneous read
and write operations are executed according to the specific slot-formatting of
the current frame (recall Figure 5.33), providing minimized-latency and RAM-
block usage. Hence, a dedicated register is used to control the status of the
adaptive memory element (i.e., its contents). This register is updated every
time that one OFDM symbol is read or written. Moreover, the read and write
operations are optimized by implementing the required subcarrier permutation
operations (i.e., decompose the slots to retrieve the original sequence of mapped
symbols) with the minimum possible latency, while accounting for the variable
length of the subcarrier-sets. Precisely, the design is based on the following:
(a) The subcarriers are written to the memory in sequential order (i.e., as
received). A dedicated state-machine utilizes the status register to gener-
ate the precise number of required write requests and its associated global
write addresses (i.e., recall that the memory accesses are slot-based).
(b) The subcarrier retrieval follows the ordering dictated by the scrambling-
formulas corresponding to each permutation scheme. As a result of the
previous, the specifically required global read addresses are generated ac-
counting for the contents of the status register.
(c) A latency-leveller FIFO element is utilized to align the samples with the
generated address and control signals.
High-throughput latency-optimized 2x2 MIMO transmitter
As seen in the single-antenna receiver, the flexible frame-formatting results in a
de-subchannelization stage with high-throughput storage requirements. On the
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Figure 5.35: Detailed macro/gate-level design of the baseline adaptive memory
structure.
contrary, in a mobile WiMAX transmitter those blocks implementing standard-
related operations play a more crucial role, since the modulated symbols need to
be permuted, inverted and grouped in diverse logical structures throughout the
processing stages, before the IFFT is applied to the resulting OFDM symbols. In
other words, at each processing stage of the transmitter, it is required a pipelined
memory-structure with high-throughput to store large data-sets. Furthermore,
the length of these sequences varies between the different stages of the baseband
processing chain (e.g., additional non-data subcarriers are inserted or different
permutation schemes are applied).
The previously presented baseline adaptive architecture constitutes a solid
starting-point to implement the intermediate storage required in most of the
processing stages of the transmitter. This baseline design was reused and ex-
tended to serve the needs of the maximum possible number of standard-related
operations with the minimum required memory-resources and operation latency,
by including the following features:
1. Additional logic was included to enable the concurrent execution of com-
plementary baseband operations, while the storage and retrieval of the
data sequences takes place. This parallelization prevented top-up laten-
cies:
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Figure 5.36: General outline of the memory-plane designed for the 2x2 MIMO
STBC-based transmitter.
• If the operation is performed on a write memory-access, the addi-
tional logic is inserted in the dedicated memory controller.
• For read memory-accesses, it is the memory entity the one hosting
the extra functionality.
2. Both the write and read accesses are utilized (when required) to perform
scrambling operations, minimizing the overall latency of the transmitter.
Moreover, the overall capacities of the dedicated memory controllers have
been extended in order to satisfy the increased adaptivity between pro-
cessing stages.
In order to unveil the details of the incremental development flow, this section
describes the extended design of the memory-plane for the 2x2 MIMO open-loop
configuration of the mobile WiMAX transmitter. The objective of the latter
is to complement the design detailed previously, considering that the MIMO
version of the receiver features a scaled version of the baseline adaptive memory
architecture. The open-loop version of the MIMO system is only considering
the PUSC permutation scheme, whereas the closed-loop features both the PUSC
and AMC schemes.
Figure 5.36 presents an outline of the memory-plane designed for the MIMO
transmitter, where each block in the diagram includes a specifically modified
instance of the extended adaptive memory structure (i.e., memory entity and
dedicated controller). For instance, 16-bit I/Q values are utilized throughout the
different baseband processing stages of the transmitter (i.e., 1024x16-bit RAM
block primitives are used) and dedicated state-machines are utilized by each
memory controller for both read and write memory accesses (resulting in the
generation of the required global addresses and control signalling). Moreover, an
internal register complements the previous by controlling the contents of each
memory element comprisng the associated adaptive memory entity. As one
should expect, despite these modifications, the core of the adaptive memory
structure presented earlier is re-utilized.
Subchannelization stage
The first adaptive memory structure of the multi-antenna transmitter is a scaled-
version of the baseline design, which was modified to fit its precise needs. The
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(a) Transmit antenna 1. (b) Transmit antenna 2.
Figure 5.37: Allocation of the data symbols for the two transmit antennas
according to the matrix A (defined in the WiMAX standard).
memory entity comprises 16 block RAM instances; two 2x1440x16-bit memory
elements were used to serve the storage needs of the PUSC permutation scheme.
The associated controller implements the required subcarrier-scrambling oper-
ations as follows:
(a) The subcarriers are written in an interleaved fashion to the two memory el-
ements, in groups of twenty-four sequentially-ordered modulated symbols
(recall the PUSC subchannelization process described by Figure 5.1a).
(b) The subcarrier retrieval is simply performed in sequential order for each
memory element (i.e., until it is empty).
Space-time block coding stage
This stage included the creation of the different data streams of each transmit
antenna, according to the matrix A STBC configuration described in (5.14).
An extended design was therefore employed for the adaptive memory structure
utilized in this stage.
The memory entity required twice the storage capacity of the previous stage,
since two flows of the same size are generated from the I/Q data; this resulted
in four 2x1440x16-bit memory elements. Thus, 32 block RAM instances are
required to store a PUSC slot per transmit antenna. Taking advantage of the
common low-level address and control signalling design, the increase of memory
elements has little impact on the control-plane complexity. Furthermore, as it
can be seen in Figure 5.37, the resulting flows for each antenna are composed
by crossed and modified versions of the same I/Q samples. More specifically,
the second OFDM symbol of each PUSC slot of the second transmit antenna
is the conjugated of the first OFDM symbol of the equivalent slot in the first
transmit antenna. Similarly, the second OFDM symbol of each slot in the first
transmit antenna is the negated and conjugated of the first OFDM symbol of
its counterpart slot for the second transmit antenna. Therefore, the internal
addressing scheme for the read memory accesses has been modified to apply
on-the-fly the OFDM symbol interleaving (i.e., since the whole slot is stored,
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the reading process crosses the internally selected memory elements to return
the I/Q samples required for each antenna). The previous is summarized in
Figure 5.38a. The associated controller provides the remaining functionalities:
(a) During the sequential writing of the I/Q samples, the required conjugation
and negation of the samples is applied on the-fly, by means of a dedicated
circuitry, as seen in Figure 5.38b (i.e., the I/Q samples are written without
any modification at one memory element, whereas the modified version is
stored at the equivalent memory element utilized for the second data flow).
(b) The data is retrieved in sequential order for each memory element (i.e.,
recall that the OFDM symbol interleaving is automatically applied in the
memory entity).
Permutation and clustering stage
Two design details have to be underlined for the PUSC permutation and clus-
tering operations. First, instead of using a single adaptive memory structure
to apply the required scrambling operations for both antennas, it is utilized
a simplified design which is replicated for each antenna-processing branch. In
other words, the STBC stage constitutes a division point from where N distinct
processing branches are utilized (N is the number of transmit antennas). The
latter not only results in a simplified dedicated-controller design, but facilitates
future extensions of the system (e.g., use more transmit antennas). Moreover,
two standard-related operations are implemented in a single storage-stage. To
achieve that, the dedicated controller at each antenna-processing branch is based
on the following:
(a) The I/Q sample-writing process is following the ordering defined by the
PUSC scrambling-formulas (refer to Section 5.3.5 for more details). Thus,
the permutation operation is performed during the write access.
(b) Similarly, the generated global read addresses are based on the predefined
PUSC clustering-permutation vectors. Hence, the clustering operation is
executed during the read access.
Pilot/DC/Guard-Band insertion stage
Prior to the IFFT processing stage, three different standard-related operations
are executed. This includes the insertion of the pilot tones jointly with the
DC and guard-bands, the mandatory subcarrier randomization (i.e., weighting
process) and, finally, a cyclic shift which is applied to the formatted OFDM
symbol (i.e., the DC carrier which is originally inserted at position 1024 needs
to be situated at position 0 before being processed by the IFFT, accounting for
the inherent LO coupling at the RF transmitter). To achieve a 0-latency during
the insertion of the pilot subcarriers, it is required to account for the different
distributions of every single PUSC slot configuration. Since four possible pilot
distribution cases are defined for the 2x2 MIMO PUSC scheme, the equivalent
amount of memory elements is utilized (per antenna). Hence, four 1024x16-
bit RAM blocks comprise each memory element. The RAM blocks are pre-
initialized as shown in Figure 5.39 (i.e., the predefined values of the pilots, DC
and guard-band subcarriers are encountered in the positions indicated by the
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(a) Operation of the memory entity.
(b) Detail of the dedicated memory controller.
Figure 5.38: Design details of the adaptive memory structure utilized in the
STBC stage of the 2x2 MIMO transmitter.
PUSC permutation scheme). Then, the adaptive memory controller acts as
follows:
(a) The received I/Q data samples are sequentially written, respecting the pre-
defined pilot/DC/guard-band positions. Hence, the global write address
generation is creating the required write-holes (i.e., so as not to overwrite
the predefined values). This for instance implies that for the PUSC case,
1440 write accesses are performed per OFDM symbol.
(b) On the contrary, during the read process the complete OFDM symbol
(i.e., 2048 positions) is sequentially passed to the FFT. Nonetheless, the
generated read addresses are starting from position 1024 to perform the
required cyclic shift on-the-fly; the first returned I/Q values are the ones
composing the second half of the carriers of the OFDM symbol (thus, the
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(a) Dedicated RAM-blocks exist
for the different considered slot-
formats.
(b) The data samples are written
respecting the pre-initialization
mask.
Figure 5.39: Illustrative operation case of the proposed 0-latency
pilot/DC/guard-band insertion processing stage.
Figure 5.40: Detail of the augmented design of the memory entity to implement
the required weighting process.
process ends by reading the first 1024 samples originally written on the
block RAM).
On top of that, additional logic was included in the memory entity to per-
form in a concurrent fashion the weighting process with the read accesses. As it
can be observed in Figure 5.40, the PRBS generator utilized to control the ran-
domization process (as defined in the WiMAX standard) has been implemented
by means of a pre-initialized LUT. Then, each couple of read I/Q values is
negated on-the-fly by dedicated circuitry. Finally, the LUT acts as a mask by
driving the MUX that decides whether the original or the negated I/Q values
need to be forwarded to the IFFT processing block.
Adaptive memory architecture of the MIMO closed-loop scheme
Another practical manifestation of the incremental development, was the inclu-
sion of the AMC permutation scheme to the 2x2 MIMO configuration of the
system. The AMC zones feature a TAS scheme, where groups of adjacent sub-
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Figure 5.41: Overview of the memory-plane designed for the 2x2 MIMO closed-
loop transmitter.
carriers are instantaneously allocated to the antenna that is having the most
favourable conditions. Hence, the contents of the transmitted DL frame are
dynamically modified. The length of the PUSC and AMC zones is known a
priori; the PUSC scheme is basically utilized in the two first OFDM symbols of
the frame. This PUSC OFDM symbol pair is transmitted according the STBC-
based scheme detailed before and is meant to describe the specific subcarrier
allocation utilized in the subsequent AMC zone (i.e., the DL-MAP defined in
the WiMAX standard was tailored to fit the needs of the proposed proof-of-
concept). The existence of two permutation schemes and two DL transmis-
sion modes increases the design and implementation complexity of the adaptive
memory structure.
In the transmitter, the adaptive memory entities were scaled to provide
the required additional storage capacity. Similarly, the dedicated controllers
were extended to account for the AMC-related subchannelization, permutation
and weighting processes. Moreover, the standard-related operations are im-
plemented in a different order for the two permutation schemes, in order to
optimally exploit the previously defined architecture. A high-level representa-
tion of the previous is shown in Figure 5.41. The incremental design features
the following:
• A single memory entity is utilized to implement both the PUSC STBC and
AMC permutation stages; the dedicated memory controller is in charge of
implementing the different operations by adequately generating the global
write and read addresses as described earlier in the open-loop transmitter
(e.g., two exact copies of the same set of I/Q values is forwarded during
the processing of the AMC-formatted OFDM symbols).
• The memory structure and controller are replicated to jointly implement
the PUSC permutation (and clustering) with the AMC TAS functional-
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ities. A separated processing branch exists per antenna. For the AMC-
formatted OFDM symbols, complementary subsets of the received data-
samples are kept at each antenna (i.e., according to the feedback informa-
tion obtained from the receiver).
Similarly, the de-subchannelization stage at the receiver is a scaled version
of the baseline adaptive memory structure of its single-antenna counterpart. In
this sense, the storage capacity of the memory entity needs to be doubled (i.e.,
accounting for the two receive antennas). Besides, the utilization of dual-port
memories5 is required considering the throughput requirements and the con-
figuration of the AMC slot-formation. As detailed in Section 5.3.3, the MRC
stage is designed jointly with its STBD counterpart to provide two symbol esti-
mates per clock cycle. On the one hand, the previous results in the utilization
of a common access index for the two different block RAMs in the PUSC zone
(i.e., recall that in the STBD both d̂k[2On] and d̂k+1[2On+1] are retrieved to-
gether, which - taking into account the subcarrier allocation detailed in Figure
5.37 - results in storing them at the same position in the two different mem-
ory elements). Thus, the retrieval of the original symbol sequence requires an
interleaved OFDM symbol reading. On the other hand the combination of the
applied TAS scheme and the AMC subchannelization process often results in
storing consecutive symbols in neighbouring positions within the same memory
element. Hence, during the AMC de-subchannelization process, it is frequently
required to perform two simultaneous read accesses to a single RAM block.
5.3.5 Implementing operations related to the WiMAX stan-
dard without using DSP slices
As detailed in Section 5.1.2 the mobile WiMAX PHY-layer requires various sub-
carrier grouping and scrambling operations during the formation of the OFDM
symbols. This in turn requires the calculation of various indexing values, which
often involve non-trivial arithmetic operations such as divisions or modulus-
calculations. Considering that the target FPGA devices do not feature a great
amount of DSP48 slices (i.e., optimized for arithmetic calculations), it is im-
portant to avoid using such slices whenever it is feasible, as in the case of the
operations related to the WiMAX standard. Besides, it is a hard performance-
requirement to provide a new index each clock cycle so as not to introduce
latencies to the processing chain. Taking into account all the previous, it was
designed and implemented a fully efficient low-level digital design (i.e., gate-
level) of the subcarrier-location calculations (resulting from the utilized permu-
tation schemes). Two indicative examples of this design are included hereafter,
illustrating the proposed low-level solutions.
PUSC permutation formula
During the formation or decomposition of the PUSC-formatted OFDM symbols
(i.e., permutation and clustering stage of the transmitter and de-subchanneliza-
tion stage of the receiver) it is required to scramble the incoming modulated
symbols. More specifically, to calculate the new position of each I/Q value
5Dual-port memories require a larger silicon area, but given the underlying technology of
the utilized Virtex-4 FPGA devices, the same amount of embedded memory resources are
required for single and dual-port RAMs.
Chapter 5: Use Case I 151
the mobile WiMAX standard defines the following permutation formula for the
PUSC-structured OFDM symbols:
k(l, c) = nl ·Nsch + permbase[(c+ nl) mod Nsch], (5.41)
where k is the index of the subcarrier within the OFDM symbol, c ∈ {0, ..., 11}
is the subchannel index within the MG, l ∈ {0, ..., 23} is the subcarrier index
within the subchannel, nl = (l + 13 · c) mod 24, Nsubch is the number of sub-
channels within the MG (i.e., either eight or twelve, depending on the parity of
the MG’s index) and permbase is a predefined subchannel permutation mask
(i.e., defined for both lengths of the MG).
k is the associated subcarrier index that defines the position of the subcar-
rier in respect to the IFFT/FFT operation, and thus is provided as an input
to the logic calculating the formula. The values of l, c and Nsubch are gener-
ated throughout the processing of each OFDM symbol by the internal control
plane (i.e., which receives the frame formatting information from the centralized
control unit).
In order to calculate the nl term of the formula, it is first required to calculate
the mod 24, which in fact represents an equivalent implementation of a division
by a constant (i.e., m mod 24 = r, where r is the remainder of the division of m
by twenty-four). The design solution takes advantage of the fact that when using
fixed-point arithmetic, a division by 2N can be easily implemented by shifting
N positions to the right the decimal point, which eventually yields a hardware-
efficient implementation. Indeed, by utilizing the following decomposition, 24 =
8 · 3 (i.e., 8 = 23), the division by 24 can be expressed as:
m = q · 24 + r = (q1 · 3 + r1) · 8 + r0, (5.42)
where q0 and r0 are respectively the quotient and remainder of the division of m
by 8, and q1 and r1 are respectively the quotient and remainder of the division
of q0 by three (i.e., m = q0 · 8 + r0 and q0 = q1 · 3 + r1). Thus, the remainder
of the division by 24 can be expressed as:
r = r1 · 8 + r0 (5.43)
The initial division by eight is a low-cost implementation since r0 is eas-
ily obtained by keeping the three LSBs of the fixed-point representation of m,
while q0 is composed by the remaining MSBs. Moreover, the simplest way to
implement the division by 3 of the resulting q0 is by utilizing a LUT. More
specifically, taking into account that m = l+13 · c requires eight bits, q0 is then
comprised by five bits. This results in 32 possible cases for the calculation of r1,
considering that two bits are required for r1 and thus it is only needed to store
64 bits, which can be easily realized by four LUT4 and two MUXF5 Virtex-4
primitives. Furthermore, only three additional adders are required to provide
the final calculation of nl, as shown in Figure 5.42. As it can be observed,
the required multiplication can be also easily implemented by using a number
of adders and shift-registers. The remaining calculations of the permutation
formula are implemented following the same rationale, resulting in a hardware-
efficient implementation that does not need to utilize DSP-slices. The presented
gate-level architecture is asynchronous and executed concurrently with the syn-
chronous control-plane generating the required l, c and Nsubch values (which are
registered to ensure the stability and temporal coherence with the generated in-
dex values).
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Figure 5.42: Proposed hardware-efficient gate-level design to implement the
calculation of nl.
Data/pilot separation in the AMC slots
The principal objective of the data/pilot separation is to provide two differ-
entiated pilot and data I/Q-flows to the channel estimation processing block.
Hence, this processing stage is strongly related to the permutation scheme of
each OFDM symbol. More precisely, it is required to identify the exact position
of a subcarrier within a given logical structure (i.e., cluster or BIN). Thus, to do
so, it is required to decompose the associated FFT output-index, k, in two sub-
indexes: c, identifying the location of the logical structure within the OFDM
symbol, and p, providing the location of the subcarrier within the previous.
An illustrative example is detailed hereafter for the calculation of c and p in
AMC-formatted slots. Given the length of the defined BINs, the decomposition
of k is provided by:
k = c · 9 + p, (5.44)
where c ∈ {0, ..., 191} and p ∈ {0, ..., 8}. Hence, it is required to divide the
associated subcarrier-index by nine. A LUT-based design is also considered,
but given that k utilizes eleven bits, it would not be the most appropriate to
store all possible 211 quotient (i.e., 8-bit c) and remainder (i.e., 4-bit p) values.
An alternative solution is to perform a simplified two-phase calculation,
which is based on the bitwise division of k by nine. More specifically, expressing
k as the weighted sum of powers of two (i.e.,
∑10
b=0 kb · 2b), each possible quo-
tient, qlb , and remainder, rlb , value resulting from the division by nine of each
component of the previous sum (i.e., kb · 2b = qlb · 9+ rlb) can be pre-calculated.
The obtained values are shown in Table 5.4.
Then, the intermediate quotient and remainder values of the division of k




kb · qlb , (5.45)
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b 2b qlb qlb
0 1 0 1
1 2 0 2
2 4 0 4
3 8 0 8
4 16 1 7
5 32 3 5
6 64 7 1
7 128 14 2
8 256 28 4
9 512 56 8
10 1024 113 7




kb · rlb (5.46)
Not surprisingly, rfirst can result in a value larger than nine. Thus, in the
second phase it is required to divide it by nine, to refine the previously calcu-
lated quotient and remainder values. This second division can be implemented
utilizing a similar approach to the previously defined modulus-calculation (given
the lower number of possible division cases). Specifically, the division by nine
calculated in the second phase can be expressed as follows:
rfirst = qsecond · 9 + rsecond (5.47)
Finally, the correct quotient and remainder values can be obtained as indi-
cated in the following equations:
c = qfirst + qsecond, (5.48)
p = rsecond (5.49)
The calculation of (5.45) and (5.46) can be simplified by considering the
values provided in Table 5.4 (i.e., bitwise products by known constant values).
The simplified binary-formulations are the following:
qfirst = k10 · 11100012 + k9:6 · 1112 + k5 · 112 + k4, (5.50)
rfirst = k10 · 1112 + k9:6 + k5 · 1012 + k3:0. (5.51)
As in the previous case, a series of shift-and-add operations are sufficient
to calculate both (5.50) and (5.51). Then, a pre-initialized LUT is providing
the division by nine of rfirst. In more detail, accounting for the worst possible
case, rfirst requires six bits, since the number of quotient and remainder values
required to be stored is reduced to 64. Figure 5.43 depicts the FPGA architec-
ture utilized to obtain the c and p terms of the AMC-formatted OFDM symbols
(avoiding the use of DSP48 slices).
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Figure 5.43: Low-level design to implement a division by 9.
5.3.6 Centralized control unit
The efficient PHY-layer implementation of a communication system that fea-
tures both a MIMO open-loop configuration and a TAS-based closed-loop scheme
requires a processing architecture able to apply FPGA-resource sharing in a
great extent. Various other signal processing stages, such as the FFT, need to
be utilized by different processes that run both schemes in different time in-
stants. Therefore it is essential to provide a centralized control unit to serve the
operation of the different processing elements comprising the PHY-layer and
control its synchronous communication in a strict timing manner.
This section is focuses on the control unit encountered in the MIMO closed-
loop transmitter (i.e., the receiver of this system features a simplified version
of the transmitter structure). Two main aspects define the complexity of the
control plane; i) the configurable parameters related to the mobile WiMAX
standard operations and ii) the dynamic subcarrier allocation due to the utilized
TAS scheme.
As indicated in Section 5.2, various DL frame-parameters are fixed (recall
Table 5.2) and, thus, the central control unit generates the required control
signals utilizing a set of predefined values. Nevertheless, it has to be stressed-
out that the designed PHY-layer architecture is prepared to allow the dynamic
configuration of those parameters, since a dedicated port in various processing
blocks allows to program their internal logic, which was designed to work with
more than one operation-mode (i.e., fixed and adaptive). A detailed list of the
PHY-layer parameters controlled by this central unit follows:
• CP length: the specified frame format utilizes a fixed CP length equal
to one quarter the OFDM symbol size. Thus a single value is provided
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to the control signals responsible for configuring the CP insertion stage.
Nonetheless, the related logic supports all CP lengths defined in the stan-
dard.
• IFFT size: another flexible PHY-layer parameter of the WiMAX standard
is the baseband signal bandwidth which was fixed at 20 MHz. This conse-
quently resulted in a fixed IFFT size of 2048 points. However, the Xilinx
IFFT core can be dynamically reconfigured to provide any of the band-
width sizes defined by the WiMAX standard. The central control unit
generates as well the additional signalling that manages the operation of
the IFFT core.
• WiMAX standard-related operations: as indicated earlier, the precise func-
tions to be executed in each processing stage related to operation defined
in the WiMAX standard, depends on the format of the WiMAX frame.
Hence, the central control is in charge of the timely configuration of those
processing stages that need to be adapted according to the dynamically
modified frame-format. As in the previous cases, the predefined frame
formats allow to know a priori the exact number of PUSC and AMC
OFDM symbols to be generated (i.e., the precise control-values at each
time instant are predefined as well).
It is important to underline that only a moderated extension of the control
plane is required to achieve a fully-dynamic and flexible PHY-layer configuration
(e.g., extension of the custom DL-MAP structure, replacement of the current
padding-bit zone with additional control-information to allow the adaptation of
the mentioned parameters). By all means, the RTL design of the central control
unit provides a solid and modular basis that allows to expand the current closed-
loop system by adding more PHY-layer parameters or configurations. It also
consists the core component that enables the FPGA resource sharing design
strategy.
In the TAS scheme the subcarrier allocation is dynamically adapted accord-
ing to the CSI provided by the receiver. More specifically, the TAS decision
is performed at the receiver and communicated to the transmitter by means
of a dedicated feedback link (recall Section 5.2.4). The feedback information
plays a crucial role in the control plane of the closed-loop transmitter. While
this feedback is received in a non-determined time instant at the beginning of
the inter-frame silence periods, the generation of the frames to be transmitted
requires the timely-execution of the different baseband DSP-stages. In other
words, the operation of each processing block at the transmitter must comply
with a strict time budget. This means that the control unit accounts for the
internal latency of each separate processing block, and also of the entire base-
band as a whole, to create an uninterrupted flow of OFDM symbols which is
eventually interfaced with the input of the DAC circuitry. The received feed-
back information is rapidly processed and stored in dedicated registers, which
are later accessed to properly configure the adaptive PHY-layer operation. Fur-
thermore, these registers are initialized with predefined values, allowing the op-
eration of the transmitter when no feedback information is received; the latter
results in a subcarrier allocation based on the STBC-based open-loop configu-
ration. Specifically, the received feedback is utilized to command the operation
of the following DSP stages:
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• DL-MAP generation: in order to generate the OFDM-symbols compris-
ing the DL-MAP, the central control unit forwards in a timely manner the
feedback to the processing block in charge of generating these two PUSC
OFDM symbols (i.e., the custom DL-MAP structure is basically an ex-
tension of the received feedback, as seen in Figure 5.20). The control unit
is also managing the multiplexing of the resulting DL-MAP bit-sequence
with the one produced by the PRBS generator (i.e., user-data).
• PRBS generator: first it is required to generate the padding-bits of the
last PUSC OFDM symbol of the DL-MAP. Thus, the central control forces
the generation of 1200x2 bits (i.e., recall that in the PUSC zone the QPSK
modulation is mandatory). Then, the pseudo-random bits of the user-data
need to be generated accounting for the possibility that different symbol
mappings can be utilized (i.e., per 16-subcarrier set). The control plane
then parses the feedback information to indicate the length of the different
bit-sequences required by each posterior modulated symbol.
• Configurable mapping: the same information utilized to configure the
PRBS generator is also utilized for the configurable mapping stage6 (i.e.,
the QPSK modulation is applied to the PUSC bit sequence, while the
user-requested modulation is applied to the remaining bits).
Figure 5.44 provides a detailed graphical summary of the central control unit
design. As it can be observed, dedicated state machines - relying on predefined
threshold-values and PHY-layer parameters - form the backbone of the imple-
mented control-architecture. Taking into account that the principal goal of the
baseline design (i.e., initial design iteration) was to provide a robust and latency-
optimized control plane, a simple internal communication protocol was designed;
the latter only requires to indicate when valid data enters each processing block
or stage (the same logic acts as a trigger for the operation of each processing
block). Moreover, the internal delays of the inter-block communications are ac-
counted during the generation of the control signals and data-forwarding (i.e.,
whenever it is possible those processes are executed N clock cycles before the
resulting inputs are required by the corresponding processing stage, where N is
the pre-calculated intra-block communication delay). Likewise, they are avoided
unnecessary additional latencies.
5.4 Integration and implementation using the
GEDOMIS testbed
The produced custom HDL code was simulated utilizing the Mentor Graphics
ModelSim 6.3a RTL simulator. The latter is completely integrated with the
Xilinx ISE 9.2i design suite which was utilized to produce the FPGA implemen-
tations. Furthermore, the latter has facilitated the utilization of Xilinx IP cores
and the insertion of FPGA-monitoring blocks (i.e., ChipScope Pro).
6The implemented configurable modulation can be considered the first step towards a fully-
adaptive modulation scheme. Moreover, the designed architecture can readily implement such
functionalities (e.g., by including the calculation of an additional SNR-related metric in the
receiver).
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Figure 5.44: Detailed representation of the designed centralized control unit.
This section aims at describing the integration of the baseband design to the
firmware of the ADP boards utilized by GEDOMIS (recall Section 4.4), which
is required before the final FPGA-programming bitstreams can be produced.
Additionally, it is also detailed the precise testbed setup utilized to deploy the
presented systems.
5.4.1 Real-time MIMO signal transmission
Once the baseband RTL design of the MIMO-OFDM mobile WiMAX trans-
mitter was verified (VHDL versus Matlab co-simulations), a detailed study was
conducted to provide its integration with the DAC circuitry of the target boards.
The text below is particularized for the two-antenna transmission schemes.
First, after the insertion of the CP, the generated OFDM symbols (now con-
sisting of 2560 samples) must pass through latency-absorption FIFO memories
in order to provide an uninterrupted flow of data to the DAC devices, account-
ing for the variation of the length of the subcarrier sets during the operation
of the baseband (e.g., different slot definitions, insertion of the pilot tones, DC,
guard-bands or CP), which originated latency-gaps between the OFDM sym-
bols comprising the frame to be transmitted. Additionally to the FIFO, in the
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first transmit antenna it was also utilized a dedicated ROM, which stored the
preamble (i.e., predefined I/Q values). The ROM contents were read just before
the first FIFO outputs were available.
In order to produce the global synthesized IF signal and take the maximum
advantage of the filters contained in the DAC devices of the VHS-DAC board,
an appropriate filter-interpolation strategy is required. The previous is a sig-
nificant design, implementation and system-integration decision, which in fact
has to be carefully considered every time a designer of MIMO-OFDM trans-
mitters intends to interface the baseband design with a DAC device. The filter
interpolation is an excessively processing-consuming implementation for FPGA
devices, having a very hard to define trade-off between of FPGA resources uti-
lization (i.e., embedded memory blocks and DSP slices versus generic FPGA
logic) and maximum achievable clock rate. The heavily populated FPGA de-
signs, with multiple clock domains, are making the PAR process of the FPGA
implementation-flow a particularly hard task. Therefore, a key system-design
objective is to migrate the challenging implementation of the interpolating filters
from the FPGA domain to high-performance versatile DAC devices.
The VHS-DAC board is equipped with dual DAC devices, which are using
3 filters capable of applying a x8 interpolation. Considering that, to produce
an IF signal centered at 67.2 MHz, a total x16 interpolation is required for each
of the two I/Q data-streams of the transmitter, it was selected to apply a x2
interpolation in the FPGA domain and a x8 interpolation in each dual DAC
device, which are clocked at 44.8 MHz.
In more detail, the I/Q 16-bit data at the output of the latency-absorption
FIFOs are fed to four separate filters (hosted in the FPGA device), which apply
an interpolation by two. The filters are clocked at 44.8 MHz (i.e., the baseband
clock is at 22.4 MHz). The use of two separate filters for the I/Q data compo-
nents of each antenna was made to avoid the multiplexing of data, which requires
a double clock rate from the one currently used at baseband (i.e. increasing the
input clock from 44.8 MHz to 89.6 MHz). This decision was made after realizing
that, what was gained in terms of FPGA-slice area (by using two instead of four
interpolation filters clocked at 89.6 MHz), was resulting in a complicated PAR
process, which is prone to timing errors (i.e., the FPGA routing algorithms are
stressed to the limits for achieving the desirable clock rate). Manual placing of
the implemented logic to the FPGA device area is another design option that
is equally complicated when considering a large FPGA design with numerous
digital processing components.
MATLAB was used to design the filters with a high-rejection response of 80
dB, as depicted in Figure 5.45. While this implies the utilization of 76 real filter
coefficients (i.e., high computational cost), its symmetric response helps mini-
mizing the required DSP-blocks within the FPGA. Finally, the FIR IP core from
Xilinx was utilized to implement the required filters. Two configuration-aspects
deserve of further detail. Conveniently for the system designer, the coefficients
file generated by MATLAB can be utilized directly in the Xilinx Core Genera-
tor tool. Moreover, accounting for the memory-demanding architecture of the
previous transmitter baseband stages it was selected a distributed arithmetic
architecture (i.e., while it is not fully taking advantage of the capacities of the
available DSP-blocks, it minimizes the embedded memory-block utilization). Fi-
nally, the resulting 28-bit output of the I and Q filters is appropriately truncated
to allow the utilization of the full dynamic range of the baseband part of the
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Figure 5.45: The magnitude and phase response of the x2-interpolation pre-DAC
interpolation filters used in the transmitter.
Figure 5.46: Internal configuration of the DAC 5687 chips to attain a x8 inter-
polation.
transmitter (i.e., further co-simulations were conducted to obtain its optimum
fixed-point representation).
A custom C-based application was developed to allow the read/write access
of several internal registers of the DAC 5687 chips on-the-fly (i.e., the x8 FMIX
QMC CMIX mode is used [DAC]). Specifically, a x8 interpolation results in
a DAC sampling frequency, fs, of 358.4 MHz, considering that the ADC stage
is clocked at 44.8 MHz. Taking into account the pass-bands of the different
interpolation filters within the DAC, the frequency response of the inverse-sinc
filter, and the frequency bands of the signals and their aliases, the coarse mixer
was set to 89.6 MHz (equal to fs4 , where fs = 358.4 MHz) and the fine mixer was
set to -22.4 MHz. The registers corresponding to the Numerically Controlled
Oscillator (NCO) frequency, the fine mixer gain and the coarse mixer mode-
configuration are programmed accordingly (i.e., cm_mode(3:0) = 1000). The
overall DAC configuration can be observed in Figure 5.46.
Finally, the IF outputs generated by the DACs were fed to two Agilent
ESG4438C VSGs, which up-converted the signals and provided the RF outputs
centred at 2.595 GHz.
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(a) Spurious response. (b) Noisy RF output.
Figure 5.47: RF signal impairments introduced by the channel emulator.
5.4.2 Real-time MIMO channel emulation
The EB Propsim C8 channel emulator was configured to provide mobile MIMO
channels based on both the ITU Vehicular A (up to 120 km/h) and Pestrian
B (up to 3 km/h) models, for which a predefined channel impulse response
configuration is included in the internal software libraries.
A relevant aspect requiring further details is that, when configuring the
channel emulator, the selected center RF frequency does not match the one
defined for the transmitter. Specifically, a ±35 MHz shift with respect to the
transmitter’s RF center frequency (i.e., the channel emulator features a 70 MHz
bandwidth) is required to avoid DC-offset and I/Q modulation imperfections.
Consequently, the center frequency of the RF output of the channel emulator
has been set to 2620 MHz. In Figure 5.47a it can be observed the spurious
response of the channel emulator for an RF signal centred at 2595 MHz, when
utilizing the described shifted RF output configuration. Additionally, in Figure
5.47b it can be seen that there is a very high noise level at the output of the
channel emulator, caused by coupling with the LO signal. This coupling will be
eventually filtered by the RF downconverters, as detailed below.
Finally, to enable the empirical validation of our MIMO configuration, it
were also utilized two AI NS-3 RF Noise Sources. The delivered noise power
levels were accordingly calibrated and balanced for every 2 dB attenuation step.
5.4.3 Real-time MIMO signal reception
The tasks performed at the receiver’s RF front-end are the low-noise amplifi-
cation, the downconversion from RF to IF and the suppression of out-of-band
unwanted signals such as noise, spurs and interferences. The power-level of the
IF signal needs to be adjusted by the AGC to take full advantage of the system’s
dynamic range, before being digitized (i.e., ADC) and translated to baseband
(i.e., using a DDC as previously detailed). The specific configuration utilized to
implement the detailed functions is described below.
RF front-end and ADC
The downconversion stage was provided by the MCS Echotek Series RF 3000
Tuners, resulting in an IF signal centred at 156.8 MHz, for which the LO cou-
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(a) RF signal spectrum. (b) Time-domain MIMO signals.
Figure 5.48: Filtered RF signal at the output of the downconversion stage.
pling resulting from the utilization of the channel emulator has been filtered out.
Additionally, considering that the IF-bandwidth of the tuners is higher than the
chosen signal bandwidth (i.e., 65MHz versus 20MHz), a prototyped SAW filter
was added to optimally match the signal bandwidth at IF and, thus, reduce
the out-of-band noise and interferences, likewise eliminating various spurious
effects introduced by the channel emulator. In Figure 5.48 it can be observed
the filtered RF signal, when an ITU Vehicular channel model at 60 km/h is
applied.
Each active component in the receiver chain has a limited dynamic range.
Thus, signals exceeding this range are subject to saturation or clipping. Since
saturation is a detrimental factor of the system-performance, countermeasures
should be taken to prevent it. Moreover, the active RF or baseband processing
components are subject to thermal or other types of noise. On top of this,
the dynamic range in the baseband part of the receiver may also be potentially
affected by the presence of a DC offset (e.g., static DC offsets occur due to bias
mismatches in the baseband boards).
Sampling an analog signal at IF results in replicas of the signal’s spectrum
repeated at uniform intervals (equal to the sampling frequency). The choice of
the sampling rate of such signals is dependent on the signal’s bandwidth and
the IF center frequency. The chosen bandpass sampling architecture required
only one ADC for the final IF to baseband conversion.
The ADC uses IF under-sampling and a sampling rate of fs = 89.6 MHz.
Therefore, after the ADC, one of the aliases of the discrete signal will be lo-
cated at 22.4 MHz, which is the sampling frequency at the baseband receiver,
as defined in the WiMAX standard. The digital spectrum after such sampling
is depicted in Figure 5.49. The delta at baseband (and integer multiples of
the sampling frequency) represents the DC coupling of the baseband hardware
which was taken into account in the design of the baseband signal processing
stages. The delta at the center of the signal spectrum represents the coupling
of the analog LOs at both the up and down-converters.
AGC
The AGC is an analog-digital hybrid processing block providing an interface
between the FPGAs and the RF front-end. The PGA, in charge of modifying
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Figure 5.49: Spectrum of the digital signal after sampling at 89.6 MHz.
Figure 5.50: Implemented AGC and DDC stages.
the power of the received IF signal, is a digitally-controlled analog circuit with
a discrete set of possible gain values, while the algorithm that decides the new
gain value of the PGA is implemented in the digital domain.
The correct operation of the AGC is a decisive factor for the overall perfor-
mance of a mobile receiver. The AGC adjusts in a timely manner the power-level
of the input IF signal to utilize the full dynamic range of the ADC and overcome
the variations caused by the mobile channel fading. Frame-based OFDM sys-
tems are specially prone to high PAPR; it is therefore a prerequisite the inclusion
of back-off margin that prevents signal clipping. The ADC device is indicating
its saturation with a state signal. When saturation occurs the AGC does not
forward data until the signal is attenuated at an optimal dynamic range.
To heart of the AGC algorithm is a signal peak-detector, operating in a
per-frame basis (i.e., fixed gain for an entire frame), which provides a baseline
trade-off between implementation complexity and efficiency. In a frame-based
communication system like mobile WiMAX, where the channel varies rapidly in
high mobility conditions, the AGC algorithm has a very limited timing budget
to operate. This is because the AGC must calculate the gain of the next frame
and apply it to the PGA registers during the inter-frame silence period (i.e.,
taking into account the peak value of the previous data frame).
The LT 5514 PGA used in our receiver has 16 gain steps with 1.5 dB of
separation (i.e., resolution of the gain corrections). Thus, starting from the
gain value applied during the previous frame, Gprev, the optimal adjustment of
the IF input power-level during the following frame, ΔG, in dB is calculated as
follows:







where vFS accounts for the digital full scale of the quantizer in the ADC (e.g.,
14 bits in our case, using the Q2.14 format), vBM accounts for the back-off
safety margin (e.g., 1.3 is the maximum allowed vBM value in our case), and
v2PK = max |ci[n]|2, with ci[n] representing the samples at the output of the
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f (MHz)
22.4 67.2 89.644.810
Figure 5.51: Frequency representation of the operations performed in the DDC.
ADC during the previous frame. The precise PGA gain-step to be applied to




Gmax, if Gprev +ΔG > Gmax
Gprev + n ·GS, if Gmin ≤ Gprev +ΔG ≤ Gmax
Gmin, if Gprev +ΔG < Gmin
(5.53)
where Gmin (dB) and Gmax (dB) represent the minimum and maximum gains
of the amplifier.
In order to minimize the processing complexity and the implementation la-
tency it was utilized a pre-calculated LUT (Figure 5.50). More specifically, the
LUT represents the threshold values of g in relation to the applicable gain-
corrections (i.e., number of gain-steps to be increased or lowered, ΔG).
DDC and CFO correction
Besides the previously detailed channel frequency translation (recall Section
5.2), the DDC implements two additional functions: I/Q components extrac-
tion and signal decimation. A high-rejection low-pass FIR filter is responsible
for eliminating out-of-band components and isolate the I/Q components (Fig-
ure 5.50). Furthermore, an output decimator and formatter selects one out of
every four samples, delivering the complex representation of the digitalized sig-
nal. Figure 5.51 shows the frequency domain representation of the operations
performed within the DDC.
The digital filtering stage of the DDC is important because it prevents alias-
ing during the sub-sampling process. Hence, it is critical to account for the
system-wide signal impairments when designing the digital filter. For this rea-
son, the bandpass and reject frequencies should be carefully selected keeping
the useful signal spectrum intact, while at the same time eliminating the effects
of the DC level which is an inherent feature of the baseband processing boards
(e.g., the DC is transformed to a synchronization-altering sinusoid after being
processed by the DDC) and the non-desired alias. After exhaustive MATLAB
simulations based on experimental data (i.e., obtained using an offline prototyp-
ing approach), it was designed a low-pass filter with 103 coefficients (as shown
in Figure 5.52), which was implemented jointly with the decimation stage as a
polyphase decimator filter.
Regarding the CFO correction, on power-up the fDDS was tuned at 22.4
MHz and then it was constantly updated in real-time to compensate the effects
of the CFO, according to (5.3). In the utilized Xilinx DDS IP core, the output






where fs is the ADC sampling rate (i.e., 89.6 MHz) and Bθ(n) represents the
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Figure 5.52: The magnitude and phase response of the digital filtering stage of
the DDC.
resolution in bits of the internal accumulator used in the DDS (i.e., as part of
the co-simulations with the RTL code, this value has been fixed at 32). Then,
by combining combining (5.54), (5.3) and (5.4) the phase increment is given by:





= 230 + α · 219 (5.55)
Not only the implementation of (5.55) was straightforward, but the resulting
value was directly provided to the utilized Xilinx IP core to dynamically update
fDDS .
5.4.4 FPGA-based implementation of the presented sys-
tems
Accounting for the prototyping capacities of the GEDOMIS testbed (i.e., pro-
vided by the ADP boards) all open-loop system configurations required three
Virtex-4 FPGA devices to be implemented. On the contrary, the additional
complexity of the closed-loop PHY-layer scheme resulted in a five-FPGA real-
ization, as shown in Figure 5.53. As it can be observed, the feedback channel
was implemented through a dedicated inter-FPGA communication bus (i.e., em-
ulated UL). Moreover, although it is not included in the figure, in order to select
the desired symbol modulation scheme (recall that in the current configuration
it can be programmed in a per-frame basis), it was utilized a user-controlled reg-
ister, which can be modified at run-time through the VHS-ADC’s GUI and that
is directly mapped to the FPGA device implementing the receiver’s feedback
generation block.
The precise FPGA-resource utilization of each system configuration is pro-
vided in Table 5.5.
Whereas the FPGA-based design of the mobile WiMAX PHY-layer did not
follow an energy-efficiency design-path, it might result useful to include prelim-
inary power-consumption metrics to enable a relative assessment of our proto-
type’s power-consumption footprint. It is important to take into account that
the target FPGA devices do not belong to a power-efficient family of Xilinx,
while at the same time the power-reduction margin that could be achieved by
the Xilinx ISE 9.2 tool is very limited.
Indicatively, the Xpower software tool of Xilinx was used to estimate the
power consumption of the designed open-loop MIMO mobile WiMAX receiver.
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Figure 5.53: Multi-FPGA partitioning of the implemented closed-loop system.
Transmitter Receiver
FPGA 1 FPGA 2 FPGA 3 FPGA 4 FPGA 5
XC4VLX160 XC4VLX160 XC4VLX160 XC4VSX35 XC4VLX160
SISO open-loop system configuration
Slices - 38% 36% - 33%
DSP48s - 43% 37% - 97%
RAMB16s - 71% 25% - 28%
1x2 SIMO open-loop system configuration
Slices - 38% 53% - 52%
DSP48s - 43% 57% - 100%
RAMB16s - 71% 72% - 51%
2x2 MIMO open-loop system configuration
Slices - 77% 53% - 81%
DSP48s - 84% 57% - 100%
RAMB16s - 98% 72% - 92%
2x2 MIMO closed-loop system configuration
Slices 30% 68% 53% 68% 77%
DSP48s 2% 82% 57% 41% 100%
RAMB16s 86% 67% 33% 31% 98%
Table 5.5: Utilization indicators of the FPGA implementation.
The conducted analysis accounted for both quiescent and dynamic power dissi-
pation7. Obviously, the design decision to divide the PHY-layer implementation
of the mobile WiMAX receiver in two FPGA devices, is playing a major role
in the presented power-consumption metrics. The first part, namely the DFE
(from the AGC up to the synchronization processing block) is always operating,
while the second part (from the CP removal up to the de-mapping processing
block) is not operating during the silence period between data frames, which
can be considered as the system’s idle state. As it may be observed in Table
5.6, when the system is in idle state, the second part of the design (denoted as
FPGA-5) will only present quiescent power consumption, achieving a 14% of
power consumption savings. The presence of multiple clock regions in FPGA-3
7The power consumed when no signal-switching occurs is defined as quiescent, while the
dynamic power consumption represents the accumulated power dissipation of the operating
components comprising the FPGA design.
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Consumption Quiescent Dynamic Total
FPGA-3 1.22 W 1.31 W 2.53 W
FPGA-5 1.13 W 0.62 W 1.75 W
Table 5.6: FPGA-deployed MIMO open-loop receiver baseband power consump-
tion estimation.
increases the overall power consumption. As expected, the power consumption
in idle state is quite high due to the inherent high power-leakage of the Virtex-4
FPGA-technology.
5.5 Experimental results
To verify the implemented prototypes, the multi-stage testing stragegy pre-
sented in Section 4.2.1 was followed, providing a thorough characterization of
the proposed designs at all required levels. Considering that the most com-
plicated scenario was utilizing a 2x2 MIMO antenna-configuration, up to four
uncorrelated multipath fading channels were generated (i.e. created with dif-
ferent distribution seeds) based on the ITU Vehicular A or the ITU Pedestrian
B channel models [(ITU), 1997]. Furthermore, the channel emulator required
to be tuned to provide optimal performance in terms of noise floor, dynamic
range and Error Vector Magnitude (EVM), allowing sufficient safety margin for
its operation. This was necessary to avoid signal-distortion, degradation of the
received SNR, saturation of its ADC and DAC stages (e.g. the transmitted
signal PAPR has to be accounted) and quantization errors.
Starting with the open-loop systems, a limited performance-comparison be-
tween the resulting real-time FPGA-based prototypes and its off-line MATLAB-
based counterparts allowed to assess the implementation losses (e.g., quantiza-
tion, finite bit representation). For the 2x2 MIMO receiver data was captured at
the outputs of the AGC stage, which was then fed to its ideal MATLAB-model
counterpart. The resulting raw BER (i.e., no channel coding was included)
for both the FPGA prototype and the high-level model, for various SNR val-
ues when confronting the same realization of a static Vehicular A channel, can
be observed in Figure 5.54a. The same experiment was repeated with a static
Pedestrian B channel model, as it can be observed in Figure 5.54b. In both cases
it can be seen that real-time implementation achieves nearly identical results
with the MATLAB model, demonstrating the robustness and high-precision of
the fixed-point FPGA-based implementation.
Similarly, the performance of the FPGA-based receiver was analysed when
utilizing both the real-time 2x2 MIMO STBC-based transmitter and its off-line
counterpart (i.e., with the MATLAB-generated I/Q vectors being played back
by the two VSGs). Figure 5.55 shows the received EVM for both cases under
static channel conditions.
The same approach was employed to compare the performance attained with
the three different antenna-configurations, as it can be observed in Figure 5.56.
In this case the raw BER for the three PHY-layer schemes was obtained con-
sidering a static Pedestrian B channel.
In the previous experimental results, the absence of mobility in the experi-
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(a) ITU vehicular A channel



























(b) ITU pedestrian B channel
Figure 5.54: Performance-comparison of the 2x2 MIMO FPGA and MATLAB
receivers under static channel conditions.

























(a) ITU-T vehicular A-based

























(b) ITU-T pedestrian B-based
Figure 5.55: Variation in the 2x2 MIMO receiver performance when using the
real-time and off-line transmitter prototypes.
mental testing (i.e., variation of the channel frequency response) is preventing
the assessment of the diversity gains introduced by the MIMO scheme. Fur-
thermore, the observed implementation losses are only taking into account a
specific channel response. Hence, it is required to account for a broader range
of channel conditions to fully assess the system performance and implementa-
tion losses. Consequently, an extensive measurement campaign was conducted,
requiring of an automated data post-processing stage to extract the BER and
EVM metrics. More specifically, the same measurements were repeated for 100
different realizations of the random channel (i.e., employing a different channel
seed) and using 6 attenuation steps of the AWGN generators, for each channel
realization (using both the vehicular A and pedestrian B models). The mobile
velocity for the first case was set at 60 km/h, while a lower speed of 3 km/h
was utilized in the pedestrian scenario. Finally, the curves observed in Figure
5.57 were produced by averaging the 100 data captures for each of the 6 atten-
uation steps. This thorough testing campaign allowed an accurate analysis of
the receiver performance under different mobility scenarios.
Moreover, the captures were also utilized in an extensive MATLAB co-
simulation (i.e., synthetic-MATLAB signals versus testbed data), which per-
mitted to quantify the implementation losses, which are of approximately 3 dB.
The previous figure can be considered acceptable taking into account that the
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Figure 5.56: Performance-comparison of the different antenna-configurations
under static-channel conditions.





















ITU−T vehicular A (60km/h) 
ITU−T pedestrian B (3km/h)
(a) EVM-SNR curves























ITU−T vehicular A (60km/h)
ITU−T pedestrian B (3km/h)
(b) BER-SNR curves
Figure 5.57: Performance of the 2x2 MIMO open-loop prototype in mobile
channel scenarios.
entire hardware setup is also contributing to these losses.
The validation of the proposed TAS scheme is also requiring to account
for mobile channels. In this case, though, instead of performing an exhaustive
measurement campaign as the previously described, the initial performance vali-
dation was performed by means of an exhaustive off-line testing approach, which
takes advantage of the previously acquired channel captures. Specifically, the
RTL-aware MATLAB-model of the system was combined with real-time cap-
tures of both a MIMO ITU vehicular A and pedestrian B channels (i.e., the first
at 60 km/h and the second at 3 km/h). The utilized captures were providing
the uninterrupted channel response of a single time-variant channel realisation
over a period of 500 ms (i.e., around 45 complete frames and its associated
inter-frame silences).
Figures 5.58a and 5.58b show the achieved BER versus γ, where γ is de-
fined as the quotient between the total transmit power and the noise power
at the receive antennas. It is important to note that the values of γ should
be taken only as relative values, given that the effect of the channel gain is not
included. These values allowed the procurement of a fair evaluation of the open-
loop (Alamouti-based matrix A STBC) and the TAS-based closed-loop schemes,
since the achieved BERs for both cases and for the same total transmit powers
can be compared directly. Each point in the curves was obtained as the average
of the instantaneous BER over 45 consecutive frames (using the previously de-
scribed off-line emulation of the single time-variant channel realisation for each
channel model). As expected, the TAS communication technique outperforms
Chapter 5: Use Case I 169


























(a) ITU pedestrian B (3 Km/h)























(b) ITU vehicular A (60 Km/h)
Figure 5.58: Performance comparison of the implemented MIMO open-loop and
closed-loop schemes.
(a) Real-time MIMO-STBC QPSK con-
stellation
(b) Real-time MIMO-TAS IF signal
Figure 5.59: In-laboratory real-time system monitoring.
that of the Alamouti-based system, because the transmitter is able to provide
the maximum instantaneous channel gain by allocating all the available trans-
mit power through the selected antenna, whereas in the case of the Alamouti
scheme the achieved performance is equal to the mean of the channel gains cor-
responding to both transmit antennas. Interestingly, the performance of both
systems is quite similar for low γ values, because of the errors introduced in the
decoding of the DL-MAP information (i.e., impairing the correct operation of
the TAS technique).
Finally, it must be stressed out that during the in-laboratory verification
it is of extreme importance the utilization of specialized RF instrumentation
or embedded FPGA-monitoring logic to analyse in-situ the signals produced
at different stages of the real-time prototype. Indicatively, in Figure 5.59a it
can be observed a received QPSK constellation via the ChipScope Pro tool,
whereas Figure 5.59b shows the real-time MIMO signals at the outputs of the RF
downconverters of the receiver antennas where TAS was applied, as visualized
through an oscilloscope. For the latter, the instantaneous channel conditions
were such that the second transmit antenna was selected to transmit all the
the user-data subcarriers. Note, however, that even when this happens, both
transmit antennas are used for the transmission of the DL-MAP and the pilot
subcarriers according to the standard specifications.
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Chapter 6
Use Case II
Realistic implementation and validation of a
macrocell/femtocell interference-mitigation
technique for LTE-based systems
6.1 Considered system
This chapter provides details of the design, implementation and realistic verifi-
cation of a macrocell/femtocell interference-mitigation technique targeting high-
performance broadband LTE-based wireless communication systems. As in the
previous chapter, the focus is laid on the description of the FPGA design and
the employed RTL techniques whose goal was to provide a hardware-efficient
implementation of adaptive PHY-layer solutions.
6.1.1 Basic introduction to opportunistic frequency reuse
The designated RF spectrum of modern cellular-based wireless communication
networks is every time more congested, whilst requiring to serve an increasing
number of users (i.e., mobile and fixed). The RF spectrum reuse has been pro-
posed as one of the key technology drivers for the deployment of next generation
BWA systems. The efficient deployment of the previous scheme constitutes one
of the main goals of CR. However, the opportunistic reuse of the RF spectrum
requires the agile mitigation of the effects caused by in-band interfering RF sig-
nals. Interference management is therefore becoming an indispensable feature
that has to be accounted throughout the joint design of the PHY and MAC lay-
ers of network infrastructure equipment, Customer Premises Equipment (CPE)
and mobile User Equipment (UE).
Two major interference management categories can be found in the litera-
ture. The first one includes interference avoidance techniques such as spectrum
sensing, aiming at the instantaneous allocation of unused-unlicensed spectrum.
The second one encapsulates interference mitigation schemes that enable high
spectral efficiency through frequency reuse, i.e., the same frequency bands are
used by different users among adjacent (heterogeneous) cells.
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An indicative scenario where interference management schemes are consid-
ered a de-facto operational prerequisite is encountered in deployments of 4G
wireless access networks, such as the ones defined in the 3GPP LTE standard.
In such wireless networks, apart from the standard cellular-like deployment of
outdoor BSs, the use of low-power small cellular BSs has gained an increasing
popularity in recent years. This is because the existing cellular network oper-
ation is facing great difficulties to deliver broadband services to indoor users,
due to significant losses provoked by certain construction topologies.
The rise of LTE-based femtocells (i.e., indoor BSs) that cover the needs of
short-range residential gateways, largely addresses the indoors topology losses,
while their small size optimizes the spatial reuse of radio resources. Indeed, fem-
tocells make feasible the increase of achievable rates per area-unit by reusing
the same frequency band assigned to the primary transmission (i.e., between the
macro BS and macro UEs). However, the highlighted benefits come at the ex-
pense of in-band interference. This is because the simultaneous use of the same
operating RF band with equal signal bandwidth can frequently result in Co-
Channel Interference (CCI), which in turn could either dramatically deteriorate
the performance experienced by the neighbouring macro UEs, or even suspend
the provided service. This occurs when the Carrier-to-Interference Ratio (CIR;
average received modulated carrier power in relation to the average received
CCI power), is below certain critical levels. Thus, better interference rejection
capabilities have to be employed during the design of both infrastructure nodes
and fixed or mobile equipment.
Interference is hence a major obstacle that can impair the potential gains
of small cells, especially when they are deployed in the context of heteroge-
neous multi-cell networks. For this reason, it is a paramount requirement to
apply an adaptive DL transmission among the femto BS and the femto UEs
in order to guarantee that no interference is caused to the primary DL com-
munication. This adaptive signal transmission is driven by a suitably selected
interference management scheme. In recent years, numerous researchers have
proposed techniques to reduce the interference, improve the link-reliability and
increase the capacity and performance in macrocell/femtocell scenarios [149].
Moreover, numerous Inter-Cell Interference Coordination (ICIC) schemes have
been proposed to serve the operational needs of LTE-based femtocells [150].
These schemes include both interference avoidance techniques [151, 152] and
interference mitigation schemes [153,154].
6.1.2 Short introduction to the 3GPP LTE PHY-layer
The mobile WiMAX and the 3GPP LTE standards (Rel. 9) [LTE, 2010] feature
many similarities. Indicatively, as in the case of WiMAX the LTE PHY-layer is
based on a scalable OFDMA architecture, with bandwidths ranging from 1.4 to
20 MHz, supporting various MIMO transmission schemes (i.e., Space-Frequency
Block Code - SFDM, beamforming and SM). Two CP sizes are defined, where
the largest one occupies one quarter of the OFDM symbol (i.e., denoted as
extended CP). The 3GPP LTE supports both the TDD and the Frequency
Division Multiplexing (FDD) operating modes.
In the FDD mode the OFDM symbols are organized in groups of 12 con-
secutive subcarriers, known as Physical Resource Blocks (PRBs). The number
of PRBs included in each OFDM symbol depends on the bandwidth size (i.e.,
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Figure 6.1: Basic time-frequency FDD LTE-frame structure.
100 in the 20 MHz case). When the extended CP is utilized, each group of six
OFDM symbols is named a slot. Furthermore, two slots form a subframe and
each frame is composed by ten subframes. The resulting radio frame, shown in
Figure 6.1, is 10 ms long.
As in the mobile WiMAX case, the pilot subcarriers, which in the LTE
standard are denoted as Reference Signals (RSs), are distributed within the
defined slots. The specific RS distribution of the previously presented FDD LTE-
frame can be observed in Figure 6.2. As it is shown, RSs are only transmitted in
one of each three OFDM symbols. This feature is important, since the channel
estimation needs to be calculated using groups of OFDM symbols (i.e., requiring
an increased storage capacity).
Additionally, four possible predefined I/Q values can be found for the pilot




i). Without entering into details, it must be noted that
while the location of the RSs is exactly the same in all subframes, two different
value-distributions are applied to each half of the frame (i.e., known RS-value
sets are defined for each five-subframe set).
Apart from the RSs, the LTE DL frames also include two additional sets of
predefined-value subcarriers, namely the Primary Synchronization Signal (PSS)
and the Secondary Synchronization Signal (SSS), which facilitate the cell iden-
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Figure 6.2: RS distribution utilized in the FDD LTE-frame.
tification and synchronization of the UEs. The PSS can be found in the last
OFDM symbol of both the first and sixth subframes, while the SSS is always
located at the OFDM symbol preceding the one containing the PSS. In an FDD
scheme an uninterrupted flow of data is received in the time domain, hence the
known location and values of the PSS and SSS allows the identification of the
precise subframe that is being received.
6.1.3 Considered scenario and PHY-layer specifications
Designing and implementing an interference management scheme to operate in
realistic conditions is a representative situation where the specifications of the
underlying analog RF components, signal converters, together with the real-
ization of the DSP algorithms using baseband signal processing boards is an
important issue to take into account from the very early stages of development.
In fact, the credible validation of this type of algorithms implies the use of a
real-time testbed that comprises a series of heterogeneous equipment. Each
of the underlying hardware components has an impact on the performance of
the developed algorithms. Whereas essential, the computer-based modelling
can only be considered as a first step towards the real-life implementation and
performance validation of a complex system. The interference mitigation in
LTE-based HetNets is a typical case where the real-life implementation of the
PHY-layer using a dedicated real-time baseband processing solution, accounts
for the low-level hardware specifications and limitations of the target platform
(digital and analog), the signal impairments, the features of the propagation
channel and other physical constraints; such factors and conditions are not al-
ways considered or thoroughly emulated when modelling the same PHY-layer
using a high-level computer-based simulation. For this reason, the development
of such algorithms should naturally target a proof-of-concept implementation
of the PHY-layer using close to real-life operating scenarios. Among a variety
of pragmatic considerations, real-time PHY-layer implementations like the one
that is presented in this chapter, take into account the translation of the floating-
point arithmetic of the initial high-level system model to a fixed-point one, the
finite processing resources and capacity of the selected real-time baseband pro-
cessing solution and the high impact on the overall development complexity
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Figure 6.3: Considered LTE-based macrocell/femtocell frequency reuse scenario.
of the low-level control plane design (i.e., especially when it is required high
run-time adaptivity of the PHY-layer building blocks).
When combining wide channel bandwidth (e.g., 20 MHz or more) and adap-
tive baseband algorithms whose performance or operability heavily depends on
the instantaneous channel response at the mobile receivers, it is fair to claim
that current computer-based simulations are struggling to cope with the required
run-time processing load. Implementing the mentioned systems in specialised
signal processing platforms resolves the performance and validation issues. Nev-
ertheless, a wide and densely populated channel bandwidth brings additional
considerations when implementing a real-time system at a chosen baseband sig-
nal processing platform (i.e., storage of large chunks of data, fast access of data,
control plane with high complexity and interdependencies, bit-intensive signal
processing at baseband).
To illustrate the necessity of DL interference management strategies, the
scenario depicted in Figure 6.3 has been considered, where the primary DL
communication between a given macro BS and a macro UE is receiving inter-
ference from a secondary DL communication between a femto BS and a femto
UE. The femto BS applies an opportunistic transmission at the same RF band
and with the same bandwidth as the primary macro communication. For the
sake of simplicity, the femto UL signal is not depicted in the figure.
As it can be observed in Figure 6.3, the macro UE is located near the cell
edge and near the femto BS, hence becoming a potential victim of in-band inter-
ference caused by the secondary transmission. If no interference management
strategy is implemented and applied at this system, the quality of the signal
received by the macro UE may significantly degrade, and thus negatively affect
the quality of service perceived by the end user (macro UE). To avoid this un-
desirable situation an interference mitigation technique for the femto BS is put
in place, based on a self-organized PRB allocation scheme. More specifically,
if the macro UE detects interference in the DL signal, it notifies its associated
BS (through a dedicated feedback link) which, in turn, requests the femto BS
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to adapt its transmission in order not to interfere the primary communication.
The presented use case provides a baseline validation of this interference man-
agement scheme demonstrating the benefits in a practical and tangible way.
Both case studies described in this thesis focus on point-to-point DL com-
munications. In the case study presented herein, both the UL communication
between the macro UE and the macro BS and the one between the macro BS
and the femto BS are emulated. As in the first use case, only a subset of the
PHY-layer features described in the LTE standard were implemented. Nev-
ertheless, the considered DL OFDM frame is respecting the format described
for the FDD operation mode defined by the LTE standard. It is important to
underline that a high bandwidth of 20 MHz was selected, which as discussed
earlier is influencing the amount of required processing resources (and thus de-
pending on the target FPGA device, it may influence as well key design and
implementation decisions). Table 6.1 summarizes the PHY-layer specifications.
Parameter Value
Wireless telecommunication standard 3GPP LTE (Rel. 9)
Antenna scheme: SISO 1x1
Channel bandwidth (MHz) 20
Cyclic prefix (samples) 512 (1/4 of the symbol)
Modulation type QPSK
Duplex mode FDD
Active subcarriers per OFDM symbol 1200
Null subcarriers per OFDM symbol 848
FFT size 2048
OFDM symbols per frame: total ||active 120 ||83
Closed-loop transmission scheme Interference-aware PRB allocation
ADC sampling frequency (MHz) 61.44
Baseband sampling frequency (MHz) 30.72
RF band (GHz) 2.6
IF (MHz) 46.08
Tested channel model ITU Ped. B (up to 3 km/h)
Table 6.1: Considered LTE PHY-layer specifications.
In more detail, the LTE-based frames were formatted in a suitable way to
serve the proof-of-concept needs of the macrocell/femtocell interference-manage-
ment mechanism, comprising periods where no data-transmission occurs. This
implies that the UE knows a priori that no PRBs are allocated in given zones
of the frame (i.e., non-active OFDM symbols). In the primary communication,
all the PRBs in the active OFDM symbols are dedicated to the macro UE. The
macro UE feedback defines which PRBs must be activated for the femto UE
in the opportunistic femto transmission scheme. The RSs are included in all
the OFDM symbols in the frame (i.e., active and non-active). The resulting
quasi-quiet periods facilitate vital DSP operations implemented by the DFE of
the receiver, such as the correction of the CFO or the AGC gain-modification.
Figure 6.4 shows the utilized frame structure, where it can be observed that two
different 5ms-frames are transmitted in the 10 ms period defined in the LTE
standard.
Although the PSS and SSS structures are included in the transmitted con-
sidered LTE-frame, a simpler synchronization method has been employed based
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Figure 6.4: Specific frame format utilized in the LTE-based system.
on the symbol repetition introduced in the DL signal by the CP.
The pathloss model for suburban deployment of LTE femtocells, defined by
the 3GPP [(3GPP), 2009], was adopted to define the range of acceptable Signal-
to-Interference Ratio (SIR) values. In order to achieve this, it was necessary to
model the pathloss of the three DL signals. Hence this model included the DL
communication between the macro BS and the macro UE, the equivalent femto
DL communication and finally the interfering signal between the femto BS and
the macro UE. It has to be noted that no interference was assumed for the
femto DL communication due to the macro BS transmission. Therefore, in the
proposed proof-of-concept, the SIR is defined as the ratio between the signal
generated by the macro BS and the interfering signal. Apart from the pathloss
model, other parameters such as the macro UE speed, the inter-site distance
and the house size were also taken into account in order to finally define a SIR
level between 12 and 20 dB for our considered testing scheme.
Despite the fixed PHY-layer parameters and the simplified FDD transmission
scheme, the developed system is a complete real-time baseband prototype which
accounts for real-life channel propagation and interference conditions.
6.1.4 Interference management scheme
A novel distributed ICIC technique, known as Victim User Aware Soft Frequency
Reuse in macrocell/femtocell HetNets [Shariat et al., 2012], was selected to re-
alize the proof-of-concept interference management scheme. The main objective
of this technique is to protect the macro UEs from the DL transmission of a
neighbouring femto BS. In a frequency reuse scenario where both macro and
femto communications utilize the same RF band, the available bandwidth is di-
vided in various subbands. In order to achieve dynamic interference mitigation,
the instantaneous channel condition of the macro UE (victim) is exploited to
adapt the femto transmission (i.e., to avoid interfering the primary communica-
tion). A basic objective is to deactivate the lowest number of required subbands
in the secondary femto communication. Thus, the proposed technique aims at
improving the throughput of the macro UE, while minimizing the impact on
the performance of the femtocell.
A downscaled version of the previously described interference management
scheme was adopted, in order to reduce the implementation complexity without
compromising the proof-of-concept goals; this featured a single macro BS/UE
pair and one femto BS/UE pair. In this proof-of-concept case, the macro BS
DL transmission uses the whole 20 MHz bandwidth, whereas the femto BS DL
transmission uses two predefined 10 MHz bands. As it may be observed in
Figure 6.5 this results in four different femto DL transmission-schemes (i.e.,
adaptive PRB allocation).
Chapter 6: Use Case II 178
(a) Whole-band transmission (b) The low 10 MHz band is used
(c) The high 10 MHz band is used (d) The femto BS remains quiet
Figure 6.5: Predefined femto PRB allocation cases.
As previously mentioned, the macro BS and femto BS DL signals use the
same RF band; hence, if both signals occupy the complete 20 MHz bandwidth
and the mobile channel between the femto BS and the macro UE is not featuring
deep fading in any of the defined 10 MHz bands, then the interference caused by
the femto BS would prevent or severely impair the DL communication between
the macro BS and the macro UE. For this reason, the macro UE requests at
run-time a different femto BS transmission-scheme. In more details, the PRB
allocation of the femto BS is dynamically adapted according to the performance
requirements of the macro UE, which are subject to the instantaneous channel
conditions. The starting point of the interference management scheme is en-
countered in the macro UE, which executes an interference-detection algorithm
(more details are given in Section 6.2.1) that determines if there is presence of
interference or not. On top of that, the algorithm specifies the band where in-
terference is detected. Using that information, a feedback is generated defining
which of the four femto BS transmission modes is going to be used. The interfer-
ence management decision tries to guarantee the best femto DL communication.
Hence, the no-transmission scheme is forced only when the interference is de-
tected in the complete 20 MHz bandwidth. Finally, the femto UE is able to
follow the adaptive PRB allocation.
6.2 Utilizing an incremental development
The interference-mitigation scheme presented in this chapter can be considered
an evolution of the single-antenna system presented in Section 5.2.1. Although
the underlying wireless communication standard is different, part of the RTL
design presented in the previous chapter has been reutilized. To start with, the
model of the signal received at the macro UE features a great similarity with
the one presented in (5.1):
c(t) ={x(t) · ej2π(fIF+Δf)t}+ {u(t) · ej2π(fIF +Δfu)t}+A
+B · cos(2π(fIF +Δf)t+ ϕ) + w(t),
(6.1)
where x(t) represents the useful part of the received baseband signal, u(t) is the
interference, fIF is the IF, Δf and Δfu is the CFO for the desired and interfering
signals respectively, A is the DC level introduced by the baseband board chassis,
B · cos(2π(fIF +Δf)t+ϕ) represents the unwanted residual carrier, located at
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(a) Femto BS (b) Macro UE
Figure 6.6: General block-diagram of the implemented LTE-based PHY-layer.
the center of the useful signal-spectrum (i.e., introduced by the LO coupling at
the transmitter) and finally, w(t) is the zero-mean white circularly symmetric
Gaussian noise. The received baseband signals can be expressed as follows:
x(t) = x̃(t) ∗H(t), (6.2)
u(t) = ũ(t) ∗Hu(t), (6.3)
where x̃(t) is the equivalent transmitted baseband signal, ũ(t) represents the
equivalent interfering baseband signal and H(t) and Hu(t) are the equivalent
baseband representations of the corresponding channel responses for the desired
and interfering signals, in respect to the center RF frequencies, fRF +Δf and
fRF +Δfu, of each of the two signals.
The focus of this chapter is on the design of an extended DFE, which provides
the core functionalities of the interference-mitigation scheme. The baseband
processing stages of the femto BS and macro UE are shown in Figure 6.6. Taking
advantage of the incremental development principles, the re-utilized building
blocks are listed hereafter:
(i) Certain processing blocks have been directly reused (i.e., symbol mapping/
de-mapping, insertion and removal of the CP and FFT/IFFT). Similarly,
the PRBS generator utilized at the macro BS is directly reused from the
WiMAX system, whereas a variation of the same logic, based on the ITU
PN20 specification [(ITU), 1996], has been selected for the femto BS.
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Figure 6.7: Extended DFE architecture of the macro UE.
(ii) The LTE-based system also takes advantage of the channel estimation
processing architecture that was presented for the WiMAX receiver. For
instance, the speed-optimized pipelined DSP structure that calculates the
quadratic interpolation was directly reused. At he same time the internal
memory system and neighbouring pilot-set selection algorithmic had to
be slightly modified considering that the channel estimation in LTE is
performed for each group of three OFDM symbols (in WiMAX the channel
was estimated using OFDM symbol pairs) and according to the defined
RS distribution.
(iii) The core DFE functionality is an adapted version of the one presented in
the first use case. The modifications are encountered in the AGC, which
takes into account the longer frame format, and also in the DDC and
synchronization processing stages, which were configured according to the
LTE system specifications (recall Table 6.1). As already mentioned, the
DFE of the macro UE was extended to provide the required interference-
management features, as it is detailed in the following section.
6.2.1 Operation of the extended DFE
The DFE plays a critical role in the correct operation of any real-life receiver
and greatly influences the overall performance of the system. As already de-
tailed in Section 5.2.1, the DFE comprises the AGC, DDC and synchronization
processing blocks. The role of the AGC and DDC is to exploit the full dynamic
range of the received signal and provide the baseband signal respectively (i.e.,
sampled at 30.72 MHz as defined by the LTE standard); the synchronization on
the other hand, locates the FFT window of each OFDM symbol, estimates the
CFO (which is used to re-tune the DDS of the DDC) and controls the operation
of the AGC.
On top of these core DFE functionalities, the macro UE needs to detect
in a timely manner any interference that might originate from the femto BS
DL transmission, since its presence might prevent the decoding of the received
signal. Thus, the functionality of the DFE has been extended to include in-
terference detection capabilities which were also complemented with feedback
generation and signalling features. A high-level representation of the proposed
interference-aware DFE is presented in Figure 6.7. Taking into account that
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this design has to be hosted in a single Virtex-4 LX160 FPGA device, it was
required to employ a rigorous resource-reuse strategy at algorithmic level.
Interference-detection algorithm: design decisions for a resource-op-
timized RTL design
Taking into account the defined scenario, the proposed interference-mitigation
scheme relies on a joint implementation of the synchronization and interference-
detection mechanisms. The symbol synchronization (i.e., location of the FFT
window) was designed exploiting the self-similarity of the received OFDM sym-
bols due to the presence of a CP at the end of each symbol. Likewise it was
achieved a reutilization of the synchronization technique presented in Section
5.3.1. Moreover, it was avoided to implement the far more complex synchro-
nization method that is based on the utilization of the SSS/PSS signals of the
LTE-based DL frame (hence, saving useful FPGA resources).
An algorithm optimization, favouring a minimization of the required com-
putation resources, is applied to achieve an interference-aware synchronization
technique. Specifically, as in the case of the WiMAX receiver, a cross-correlation
is performed to detect the CP and locate the FFT window of the samples com-
prising each OFDM symbol. Furthermore, the values of the cross-correlation
can be opportunistically reused to detect the presence of a non-negligible in-
terference in the DL signal, relying on the fact that the degradation of the
cross-correlation utilized to locate the CP is directly related to the SIR con-
ditions at the receiver (i.e., the peak values of the correlation decrease in the
presence of an interfering femto DL signal).
When the interferer’s CP is aligned in time with the CP of the received user-
data frames, the interference is denoted as synchronous, whereas when the CPs
are not aligned, it is denoted as asynchronous. In the considered system, given
the nature of the proposed interference-detection mechanism, it is assumed that
the interferer is asynchronous.
The calculation of the cross-correlation follows the same algorithmic ratio-
nale of the first use case, which was appropriately adapted to meet the specifi-
cations of the considered scenario. More specifically, given the impulse response
of the considered ITU Pedestrian B channel model, the sliding window utilized
in the main processing branch was resized to 2048+467 samples (i.e., 45 sam-
ples were discarded due to the effect of the mobile channel). The expression
corresponding to the square of the correlation when the sliding window starts




∗[n+ l] · s[n+ l + 2048]|2
(
∑466
l=0 |s[n+ l]|2) · (
∑466
l=0 |s[n+ l + 2048]|2)
, (6.4)
where s[n] is the equivalent complex baseband signal at the output of the DDC,
sampled at 30.72 MHz.
A peak in |rs[n]|2, indicates the detection of the symbol and thus the sample
where the CP starts. In a scenario without noise and without interference, the
amplitude of the peaks of |rs[n]|2 is almost equal to one. Nevertheless, in the
presence of noise and interference the cross-correlation profile is degraded and
the amplitude of the peaks decreases, as it can be observed in Figure 6.8. The
amount of degradation is directly related with the power of the received interfer-
ence. Hence, the presence of interference can be detected by accurately defining
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(a) No interference is present.
(b) SIR of 12 dB.
Figure 6.8: Degradation of the cross-correlation profile in the presence of inter-
ference.
a threshold value (i.e., a peak value below the defined threshold indicates the
presence of interference).
Figure 6.9 shows an overview of the baseband processing architecture that
was designed towards this end. The interference detection scheme is based on
three signal processing branches. The main branch jointly implements the syn-
chronization and the interference-detection mechanism, which scans the entire
20 MHz band to identify the presence of interference. The other two branches
detect interference on two predefined 10 MHz subbands. These half-band in-
terference detectors are built with the help of precise low-pass and high-pass
complex filters (i.e., a complex-valued FIR stage is applied to the baseband sig-
nal produced by the DDC, in order to separate each defined 10 MHz band).
Furthermore, a latency-compensation FIFO memory (dimensioned according
to the latency of the digital filtering stage) ensures the time-alignment of the
three interference-related DSP branches. The proposed interference detection
algorithm tracks the effect of interference on the normalized CP correlation.
For this reason it was necessary to define a threshold in this correlation; if the
minimum correlation peak of a given data period is below this threshold, then
interference is detected. In order to decide if the interference is present in the
whole bandwidth, or in the upper or lower half of the band, Algorithm 2 is
applied at each 5 ms-frame.
The three processing branches are producing the inputs of the feedback
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Figure 6.9: Joint synchronization and interference-detection design.
Algorithm 2
if wholeband_detection == 0 then
decision = no interference;
else
if low_10MHz_band_detection == 1 and high_10MHz_band_detection == 0 then
decision = interference detected in the low 10 MHz band;
else if low_10MHz_band_detection == 0 and high_10MHz_band_detection == 1
then
decision = interference detected in the high 10 MHz band;
else
decision = interference detected in the entire bandwidth;
end if
end if
generation block, which is reduced to a basic logic table, that provides a two-
bit feedback signal (i.e., 00 = no interference, 01 = interference in the low 10
MHz band, 10 = interference in the high 10 MHz band and 11 = whole-band
interference). Finally, the architecture is completed by a centralized unit (found
in the whole-band detection branch) which implements the control-plane of the
proposed PHY-layer scheme.
The objective of the defined thresholds was to guarantee a minimum perfor-
mance-level for the macro UE. Upon interference detection, the threshold-values
must fulfil the following Key Performance Indicator (KPI): the probability that
the raw/uncoded BER is below 10−2 must be above 0.8 (conditioned on the fact
that interference is detected).
In order to define the optimum threshold values, extensive simulations were
conducted in Matlab utilizing synthetic test vectors (i.e., also produced in Mat-
lab), or based on realistic signals that were captured with the help of the
GEDOMIS R© testbed. More specifically, MATLAB-produced vectors for both
the macro and femto BSs were loaded into two VSGs that produced the RF sig-
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nals of interest. These were fed to the channel emulator allowing the real-time
emulation of the selected channel model and the precise control of the produced
interference (e.g., affected bands). The resulting macro UE DL signal was then
downconverted to an IF and finally sampled and captured on the VHS-ADC
prototyping board (see Figure 6.7). This process was repeated for different
channel configurations and the captured data were post-processed in MATLAB
using the high-level model of the extended macro UE DFE. As a result, it
was selected Thwhole band = 0.93 for the whole-band interference-detection and
Th10 MHz band = 0.90 for the high and low 10 MHz-band interference detection
(more details for the selection of the interference detection thresholds are given
in [Font-Bach 13a]). The selected thresholds permit to achieve an optimum
trade-off between the probability of detection and the mean attained BER.
6.3 Efficient RTL design of the complete commu-
nication scenario
While the proposed interference-management scheme might seem simple at algo-
rithmic level, its realistic validation demands a complex digital realization that
is heavily conditioned by the challenging PHY-layer features (i.e., large band-
width, closed-loop communication, adaptive PRB allocation and interference-
mitigation capabilities) and the computationally intensive DSP functions. In
fact, the joint synchronization and interference-detection/mitigation technique
constitutes one of the most complex processing stages in the considered LTE-
based system, since their building blocks result in a resource-hungry processing
stage, featuring a number of complex FIR filters, a phase extraction function,
one division and a number of multiplications among other arithmetic operations.
Therefore, its real-time implementation requires a hardware-efficient RTL design
which in fact is the main innovation presented in this chapter.
In the following subsections it is detailed the RTL design of the digital fil-
tering stage, the joint synchronization and wholeband-detection technique and
the centralized control unit.
6.3.1 Hardware-efficient implementation of a complex dig-
ital filtering stage
The MATLAB Filter Design and Analysis Tool (FDATool) was used to design
the required low-pass and high-pass filters of the half-band interference-detection
branches (recall Figure 6.9). The FDATool produces coefficients in a file-format
tailored for the Xilinx FIR IP core. The FIR filter architecture accounts for a
complex input signal; hence, the resulting filter coefficient-sets are also complex-
valued. Taking into account that the Xilinx FIR IP core only accepts real-valued
coefficients, two instances are required in order to implement each complex filter
(i.e., one for the real part, hi[n], and another for the imaginary part, hq[n]). The
filters have been designed satisfying a trade-off between the number of coeffi-
cients of the filter and the out-of-band rejection. This trade-off also accounted
for the available FPGA resources of the target platform. A suitable set of 51
18-bit complex coefficients was selected exhibiting an attenuation of 35 dB in
the rejection band. The duplication of the FIR filters was an important design
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Figure 6.10: Proposed time-shared architecture for the complex FIR filters.
concern, since a combination of filters with such specifications consumes a large
amount of FPGA-resources (DSP48 or generic slices depending on the under-
lying implementation particulars). For this reason resource sharing techniques
have been employed in order to tackle the limited capacity of the FPGA device
in the target validation platform.
An efficient way to reduce the implementation complexity was to design
filters with symmetric response (featuring an even-symmetric coefficient set).
Furthermore, the coefficients of the FIR filter that isolates the high 10 MHz
band, hhigh[n], are the complex conjugate of its low 10 MHz band counterpart,
hlow[n], as indicated hereafter:
hlow[n] = hi[n] + j · hq[n], (6.5)
hhigh[n] = hi[n]− j · hq[n]. (6.6)
The resulting RTL design is taking advantage of the previous characteris-
tic as shown in Figure 6.10. The two complex filters were implemented using
only two FIR filter instances by exploiting a resource-sharing architecture. A
data-multiplexing technique is allowing this portion of the system to work at
two-times the baseband frequency (i.e., 61.44 MHz). The FIR filters process
real signals and feature two internal processing channels; this fact allows them
to process concurrently two different input sample streams (i.e., the real and
imaginary components of the produced I/Q data-stream are processed sepa-
rately in an interleaved fashion). Whereas a new I/Q value is available each
32.55 ns, the two-channel FIR instances are requiring a new real-valued input
each 16.28 ns. During the first half of each 32.55 ns time-slot, the real com-
ponent (i.e., first channel) of the incoming DDC output is delivered to the two
filter instances. Similarly, its imaginary part (i.e., second channel) is introduced
to the two filters during the second half of the 32.55 ns time-slot. In order to
implement this solution, dedicated switches and FIFO memories with indepen-
dent read and write clocks are utilized to provide a reliable cross-clock domain
data communication. The produced filter-outputs are then demultiplexed to
produce the complex filter outputs at the baseband frequency of, 30.72 MHz.
In more detail, the real and imaginary operands of the incoming samples are
processed sequentially in a custom pipelined architecture, as detailed hereafter:
(i) The incoming I and Q operands, si[n] and sq[n], are stored at 30.72 MHz.
(ii) si[n] is read at 61.44 MHz in the first processing channel of the filter.
(iii) The convolution of this operand with the real and imaginary operands of
the filter coefficients is calculated (i.e., si[n] ∗ hi[n] and si[n] ∗ hq[n]). In
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parallel sq[n] is read at 61.44 MHz in the second processing channel of the
filter.
(iv) The outputs of the first channel of the filter are stored at 61.44 MHz. In
parallel, the equivalent calculations are repeated for sq[n] (i.e., sq[n]∗hi[n]
and sq[n] ∗ hq[n]).
(v) The outputs of the second channel of the filter are stored at 61.44 MHz.
(vi) The output-values of the complex filters, s′low[n] = s[n] ∗ hlow[n] and
s′high[n] = s[n] ∗ hhigh[n], are calculated as follows:
s′low,i[n] = si[n] ∗ hi[n]− sq[n] ∗ hq[n] (6.7)
s′low,q[n] = sq[n] ∗ hi[n] + si[n] ∗ hq[n] (6.8)
s′high,i[n] = si[n] ∗ hi[n] + sq[n] ∗ hq[n] (6.9)
s′high,q[n] = sq[n] ∗ hi[n]− si[n] ∗ hq[n] (6.10)
The detailed operations require two 16.28 ns time-slots (i.e., two-channel
filters operating at 61.44 MHz).
(vi) The resulting output samples are stored at 61.44 MHz.
(vii) The filtered samples are read at 30.72 MHz and forwarded to the half-band
interference detection components.
6.3.2 Joint design of the synchronization and the interfer-
ence-detection
As it has been introduced previously, it is proposed a design favouring a min-
imization of the required computation resources, to achieve an interference-
aware synchronization technique. The latter is based on the calculation of a
cross-correlation to detect the CP heading each OFDM symbol. The reduced
complexity RTL design presented for the WiMAX system was reutilized, in or-




ds0[n] · ds1[n] , (6.11)





dn[n] + s∗[n+ 467] · s[n+ 2048 + 467]
if n ≤ 467
dn[n]− s∗[n] · s[n+ 2048]
+ s∗[n+ 467] · s[n+ 2048 + 467]
if n > 467,
(6.12)
where s[n] is the equivalent complex baseband signal at the output of the DDC,
sampled at 30.72 MHz, and with dn[0] = 0 (ds0[n], ds1[n] are calculated in a
similar manner). With this optimization only four samples need to be introduced
to the already calculated correlation, thus resulting in a much less DSP-block
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Figure 6.11: Detailed RTL design of the synchronization and wholeband
interference-detection block.
demanding FPGA realization. A reduced version of (6.11) is also implemented
in each half-band interference-detection processing branch; taking into account
the length of the impulse response of the complex filters, the sliding window is
using 51 samples less.
The proposed RTL architecture for the joint synchronization and whole-band
interference-detection technique extends the one utilized in the mobile WiMAX
use case, as shown in Figure 6.11. It must be noted that the threshold-based
peak detection mechanism has been adapted to the LTE signal format. Specif-
ically, the transmission of the RSs produces peak-values during the quasi-quiet
periods, when ideally a peak value in the correlation should indicate the loca-
tion of the CP of an OFDM symbol containing user-data. Hence, to determine
whether a correlation peak is located within a user-data period or not, the value
of the divisor from (6.11) is used, since ds0[n] · ds1[n] is naturally higher dur-
ing the user-data periods (as shown in Figure 6.12). For this reason, a control
process keeps track of the peak-values of the divisor, accounting for the gain-
variations applied by the AGC. Finally, it must be noted that the internally
utilized registers are reset at the beginning of a newly detected 5ms-frame to
avoid problems with the accumulated arithmetic-error due to the finite precision
of the fixed-point representation.
A dedicated state machine is in charge of implementing the whole-band
interference detection, based on the values of the cross-correlation utilized for the
symbol detection and the previously defined whole-band interference-detection
threshold, Thwhole band. Further details are provided in the following section.
The half-band interference-detection processing blocks are implementing a
reduced version of the previously described architecture. This includes the cal-
culation of the cross-correlation (using a sliding window of 416 samples), with
the associated peak-detection and divisor profiling logic, and also a dedicated
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Figure 6.12: Cross-correlation and divisor values when a 5ms-frame is detected.
half-band interference-detection state machine.
6.3.3 Centralized control unit
It is important to underline that the selected synchronization technique allows
a low-complexity implementation of the interference-detection scheme detailed
in Section 6.2.1. Nonetheless, the large number of concurrent DSP operations
require a carefully designed timing control of the diverse data-path stages. For
this reason, a centralized controller was implemented to manage the synchronous
operation of the above described sub-processes. This centralized control unit is
also responsible for triggering the operation of the interference-detection DSP
branches. In order to achieve resource-reuse the DFE and its interference detec-
tion extension have been jointly addressed at design time, yielding an efficient
FPGA implementation. This was achieved by utilizing a hierarchical structure
of dedicated state machines.
Figure 6.13 details the underlying state machine implementing the core func-
tionalities of the centralized control unit of the macro UE. This unit tracks the
symbol detection process, based on the values of the calculated cross-correlation,
taking into account as well the values of its divisor. Likewise, it is detected the
CP of the OFDM symbol including the PSS/SSS symbols of each 5ms-frame
(i.e., FFT-window location). The symbol detection is then triggering both the
operation of the interference-detection sub-blocks and the forwarding of data to
the remaining baseband processing stages of the receiver. For the sake of clar-
ity, the figure is not including the management of the AGC gain-variations (i.e.,
critically affecting the utilized divisor-threshold value). Similarly, the FFT/CP
control processes which are also activated with the symbol detection logic have
not been included.
In Figure 6.13 it can also be observed the dedicated state machine used to
control the whole-band interference-detection logic. Basically, if a single peak-
value within a 5ms-frame is below the defined threshold, then it will be indicated
that interference has been detected in the main branch (recall Algorithm 2).
The dedicated half-band interference-detection state machines present a similar
structure and are managed by the centralized controller in an equivalent way.
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Figure 6.13: Indicative diagram of the designed control state machines.
6.4 Integration and implementation using the
GEDOMIS testbed
The integration of the baseband design to the firmware of the GEDOMIS’ ADP
boards was conducted in a similar way to the one described in Section 5.4. The
main difference resides in the precise partition of the FPGA implementation
and the exact testbed configuration utilized to deploy the presented macro-
cell/femtocell interference-mitigation scheme.
6.4.1 Real-time channel and interference emulation
The EB Propsim C8 channel emulator plays a key role in the reproduction of
the considered channel propagation and interference conditions. In order to
recreate the specific interference scenario, the following configuration has been
utilized:
(i) An ITU Pedestrian B channel model was applied to the RF signal gener-
ated by the macro BS emulating both static and mobile channel conditions.
(ii) A custom channel model is applied to the femto DL signal in order to
produce one of the four possible interference scenarios. In more detail,
two channel models were defined, one with a response similar to a high-
pass filter and another with a response similar to a low-pass filter; keeping
one of the two 10 MHz bands of the femto-generated signal. Hence, a
static channel impulse response is considered.
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Figure 6.14: Specific GEDOMIS R© testbed setup utilized to recreate the macro-
cell/femtocell LTE-based scenario.
(iii) The two corresponding RF outputs of the channel emulator are finally
combined to provide the DL signal that is received by the macro UE.
The setup of GEDOMIS representing the previously described configuration
is shown in Figure 6.14. Additionally, the channel emulator can be programmed
at run-time to provide a precise SIR level, by configuring the output gain of its
internal RF upconversion stage (i.e., the user is able to adjust the input/output
gains of the channel emulator). Moreover, the gain level of different amplifiers
and attenuators encountered in the entire signal path of the testbed were ex-
haustively tested for every 1 dB attenuation step within the previously defined
SIR range (i.e., between 12 and 20 dB). Finally, the precise time-shift (i.e., in
samples) of the DL macro and interference signals is fully controlled using a
user-programmable register which is located in the baseband FPGA implemen-
tation of the two BSs.
6.4.2 FPGA-based implementation of the macrocell/fem-
tocell interference-mitigation scheme
Figure 6.15 illustrates the multi-FPGA partitioning of the implemented PHY-
layer prototype, which hosts the LTE-based macrocell/femtocell interference-
mitigation scheme. As it can be observed, both the macro and femto BSs are
implemented in the FPGA device of the VHS-DAC board, whereas the macro
UE utilizes two programmable devices. A fourth FPGA is utilized to facili-
tate the high-throughput data-forwarding between the partitions of the system
residing in the VHS-ADC and SMQUAD boards and also to implement the
emulated UL communication (i.e., dedicated feedback link between the macro
UE and femto BS). The FPGA-resource utilization of the four FPGA devices is
detailed in Table 6.2.
Chapter 6: Use Case II 191
Figure 6.15: Multi-FPGA partitioning of the implemented LTE-based macro-
cell/femtocell interference-mitigation scheme.
Macro/Femto BSs Macro UE
FPGA 1 FPGA 2 FPGA 3 FPGA 4
XC4VLX160 XC4VLX160 XC4VSX35 XC4VLX160
Slices 27% 75% 20% 33%
DSP48s 82% 48% 1% 94%
RAMB16s 78% 78% 55% 62%
Table 6.2: FPGA utilization indicators of the implemented system.
6.5 Experimental results
As it was described before, the channel emulator was configured to provide a
channel response between the macro BS and the macro UE according to the
ITU Pedestrian B model. Furthermore, different interference scenarios have
also been tested for both static and low-mobility conditions.
A number of ChipScope FPGA-monitoring cores, embedded within the base-
band design, have been used to get an insight of the interference-detection oper-
ation. Figure 6.16 is a screen capture of the Chipscope software which shows the
evolution of the cross-correlation values in a scenario where interference is forced
in the low 10 MHz band, with a SIR of 12 dB, while applying a static Pedestrian
B channel model for the macro DL communication. As it can be observed, the
correlation peaks are below the defined interference-detection thresholds, hence
indicating that the DL signal of the macro UE is being interfered by the femto
communication.
During the experimental verification of the system it has been also utilized a
real-time digital oscilloscope to inspect the generated RF signals (both at time
and frequency domain). Figure 6.17 an indicative screen capture extracted from
the mentioned instrument that demonstrates how the PRBs of the femto DL
signal are adapted in real-time, when interference is detected (i.e., as already
described before, the transmitter is notified about the occurrence of this event
through the feedback mechanism). The monitoring of the channel and interfer-
ence effects was also facilitated by using a RF spectrum analyzer, as it is shown
in the respective screen capture in Figure 6.18; more specifically, the blue line
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Figure 6.16: Cross-correlation versus the defined interference-detection thresh-
olds for the 3 correlation chains at the macro UE.
(a) Whole-band transmission. (b) The high 10 MHz band is used.
Figure 6.17: Oscilloscope capture of the interference-aware femto DL signal.
represents the RF spectrum of the macro DL signal under ideal signal propaga-
tion conditions, the black line represents the same signal after a mobile channel
(i.e., 3 km/h) has been applied and, finally, the green line shows the degraded
spectrum in the presence of interference in the low 10 MHz band under mobile
channel conditions.
In order to facilitate the experimental analysis of the proposed scheme, two
transmission-modes were defined for the femto BS; one is based on the received
feedback by the macro UE (i.e., applying adaptive PRB allocation) and the
other forces a whole-band transmission (i.e., the feedback is ignored). Hence,
during the experimental validation, the femto DL signal was generated by one of
Chapter 6: Use Case II 193
Figure 6.18: Visualization of the impairments introduced to the macro DL signal
by both the mobile channel and the interference signal.
the two transmission-modes in fixed-length time-periods (i.e., this time-period
could be modified on-the-fly through a user-controlled programmable register).
Considering the need to evaluate the proposed test scenario under mobile
channel conditions, and in order to avoid an extensive measurement campaign
(such as the one featured in the mobile WiMAX system), it has been decided to
add additional logic in the macro UE to calculate the instantaneous BER (in a
per frame basis); in order to achieve this, the PRBS generator of the macro BS
was replicated in the receiver and its output was compared with the de-mapper
one. This real-time calculation of the BER metric avoids the tedious and lengthy
data-capturing and post-processing; it also provided a great instrument to test,
debug and validate the proposed interference-management scheme at run-time
(i.e., by utilizing the ChipScope Pro software tool to visualize it). Figure 6.19
shows a representative Chipscope screen capture of the observed BER at the
macro UE under the same interference conditions described before, for a low-
mobility (i.e., 0.2 km/h) realization of the considered Pedestrian B channel
model. The figure covers a period of 40 seconds (i.e., 8000 5 ms-frames). It has
to be noted that the transmission-mode of the femto BS changes each 5 seconds.
Moreover, it can be observed how the KPI described in Section 6.3.2 is fulfilled
during the periods where the PRB allocation of the femto DL signal is adapted
according to the received macro UE feedback.
Similarly, in Figure 6.20 it is repeated the experiment for a static channel
realization, where a SIR of 10 dB is applied considering an interference on the
whole 20 MHz band. Moreover, the evolution of the observed BER level for
different SIR values (i.e., from 10 to 14 dB), in static channel conditions is
provided by Figures 6.21a, 6.21b and 6.21c, where the considered interference
is taking place in the upper 10 MHz band. Finally, a mobile channel (i.e., 3
km/h) and a SIR of 14 dB is applied to the same scenario, as it can be observed
in Figure 6.21d.
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Figure 6.19: ChipScope screen capture depicting the macro UE BER under low
mobility conditions and a SIR of 12 dB.
Figure 6.20: ChipScope screen capture depicting the macro UE BER under
static channel conditions and a SIR of 10 dB.
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(a) SIR of 10 dB. (b) SIR of 12 dB. (c) SIR of 14 dB.
(d) Mobile conditions and SIR of 14 dB.
Figure 6.21: ChipScope screen capture depicting the macro UE BER for different
SIR values and mobility conditions.
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Chapter 7
Conclusions and future work
lines
This chapter compiles the main conclusions of the innovating solutions intro-
duced in this thesis. The goal of these solutions was to maximize the paralleliza-
tion and resource re-utilization of a number of DSP algorithms that form part
of certain PHY-layer building blocks, in order to enable the efficient baseband
design of modern wireless communication systems. Finally, some possible future
work lines are proposed to extend the reach of the presented research.
7.1 Conclusions
The different approaches commonly utilized to design, implement and validate
the PHY-layer of indicative modern wireless communication systems were in-
troduced in Chapter 2. While each approach could result more convenient for
the objectives of specific use cases, the common ground that such systems share
is that, starting from their theoretical conception and arriving up to their phys-
ical implementation and real-time validation, different degrees, abstractions or
levels of innovation are required. Specifically, in this thesis the focus was laid
on the real-time prototyping of high-performance PHY-layer schemes requiring
run-time adaptivity (according to the instantaneous channel conditions). Given
their inherent parallelism and flexibility, FPGAs were selected as the target
technology. Thus, the principal motivation of this thesis was the provision of
innovation at the digital design level to provide an efficient realization of the con-
sidered systems (i.e., based on the MIMO-OFDM technology). In this context
efficiency was translated to intelligent architectural and RTL design decisions
that resulted in notable savings in FPGA area, embedded memory blocks and
dedicated DSP48 slices. To achieve this, several critical design novelties were
applied, including resource sharing strategies, concurrent re-utilization of vari-
ous baseband processing blocks and parallelization or simplification of various
arithmetic operations among others. Furthermore, the utilization of realistic
signal propagation conditions and hardware constraints has played a fundamen-
tal role in the validation of the developed use-cases at system-level, since the
operating and testing conditions were configured to be as close as possible to
the ones encountered in real-life application scenarios; in fact, these conditions
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had a direct impact on the design, implementation and validation cycle adding
degrees of freedom to the already complex baseband development.
Chapter 3 has provided a taxonomy of the related literature. The review
of relevant research has covered all the steps from the high-level modelling to
the ASIC implementation of advanced PHY-layer algorithms and systems. In-
novative solutions were encountered for each of these isolated steps, where the
different utilized simulation and implementation technologies (i.e., PHY-layer
development ecosystem) is presenting its own limitations and difficulties. More-
over, different assumptions or simplifications are considered by the different
approaches utilized at each step; for this reason, it was important to compile
a detailed list of the objectives, assumptions and conditions that were utilized
in the developed case studies, in order to underline the ways that this thesis
differs from the related work of other researchers. The contributions of this
thesis have also been clearly marked up, especially for those related to the RTL-
design techniques that were employed to enable a performance-efficient FPGA
implementation. Similarly, the critical role of the design, implementation and
verification methodology was also highlighted and described in full detail. The
overall contribution of this thesis has been graphically summarized, in relation
to the reviewed research initiatives.
A very important companion that enabled the innovating low-level digital
baseband design was the proposed methodology (Chapter 4) which is tailored for
a well-structured, iterative, incremental and modular development flow, covering
exhaustive and precise testing and validation at all of its stages. The proposed
development flow benefits from the combination of different abstraction-level
approaches, allowing by this way to address a number of the previously identi-
fied challenges and limitations. In fact, the proposed and employed methodol-
ogy plays a key role in the successful development and validation of the high-
performance systems presented in the two use-case chapters. Another key point
of this methodology, is that it is directly transferable and reusable in similar
custom HDL developments of broadband PHY-layer systems that feature in-
creased computational complexity, high degree of run-time in-system adaptivity
and dense FPGA implementation requirements.
The work presented herein has critically contributed in the efficient base-
band design of modern wireless communication systems. This was achieved by
simplifying and optimizing a number of arithmetic calculation featured in DSP
algorithms. The latter form part of certain baseband building blocks, which
are encountered in modern OFDM-based communication systems. This not
only allowed to meet the stringent real-time performance requirements, but also
enabled the intelligent re-utilization, resource sharing or cost-effective paral-
lelization of the processing resources and memory components available at the
target FPGA devices.
In more details, the incremental development of a 2x2 MIMO closed-loop
PHY-layer scheme, based on the mobile WiMAX wireless communication stan-
dard, provided the first use case of the proposed development methodology.
Moreover, a second use case is provided by implementing an LTE-based Macro-
cell/Femtocell interference-mitigation scheme. This second use case was built
upon a design and IP re-utilization incremental development strategy, that took
advantage of the outcome of the first use case. A series of architectural solutions
have been employed towards a performance-efficient FPGA-based implementa-
tion of the target baseband systems, as detailed in the following:
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(i) Significant resource-sharing, signal processing parallelization and FPGA
area-savings were achieved by optimizing the implementation of selected
algorithms or arithmetic operations at RTL-level. In other words, a stream-
lined formulation was applied, leading to a reduced consumption of com-
putational resources (especially of embedded DSP-slices) without compro-
mising the overall performance of the system.
(ii) To fully leverage the benefits of computational complexity-bounded al-
gorithms, custom processing architectures were defined and optimized
at low-level(e.g., efficiently use FPGA-resources to enable a high-speed
pipelined computation and/or seek a minimized execution latency). In or-
der to achieve this, the custom RTL description was complemented with
gate-level design when the stringent processing or low-latency require-
ments were imposing a fully optimized implementation.
(iii) The utilization of large bandwidths resulted in demanding baseband com-
munications, which required the definition of high-throughput data-paths
utilizing complex memory structures. The developed solution to deal with
this challenge, was an intelligent utilization of adaptive memory structures,
optimizing likewise the utilization of the embedded RAM blocks while fa-
cilitating the interaction between the DSP stages. The memory-accesses
were extended with additional DSP-functionalities by embedding dedi-
cated control logic to the defined memory structures. In a similar way,
the definition of in-block dedicated memory structures played a crucial
role in the reduction of the overall latency of the designed pipelined DSP
processing stages (e.g., by providing the required operands without extra
latencies, accounting for the data interdependencies).
(iv) Given the substantial computational capacity required at baseband, and
the size of the target FPGA devices, it was essential to provide an opti-
mized utilization of the available FPGA-resources. This was achieved by
identifying first those DSP operations that were able to benefit by applying
time-multiplexing of their underlying computational resources (e.g., apply-
ing arithmetic optimizations to certain baseband algorithms or re-utilizing
processing blocks that are shared among all MIMO-OFDM baseband sys-
tems). Furthermore, they were exploited similarities at processing-block
level of DSP operations which were utilized by different communication
schemes.
(v) Apart from the large amount of concurrent synchronous operations that
were executed at the developed baseband systems, it was also efficiently
addressed the dynamic adaptation of the underlying DSP logic (e.g., change
between communication schemes accounting for the current channel con-
ditions). Consequently, it was implemented a centralized control unit to
manage the operation of the diverse DSP stages and their synchronous
communications. The centralized controller accounted for the internal
processing latencies and the formatting of each of the utilized frame config-
urations. Another important function of the controller was to manage the
transmission/reception of the feedback information utilized in the closed-
loop communication schemes. A hierarchy of dedicated state machines
and status registers allowed its efficient implementation.
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An important feature of the proposed RTL design techniques is that they are not
confined to the implementation of wireless communication systems, but can be
extrapolated to other use cases where bit-intensive DSP needs to be employed.
Finally, it must be underlined how the presented use cases provide proof-of-
concept of advanced PHY-layer techniques which are meant to conform a vital
part of the baseband of future wireless communication systems (e.g., multi-
antenna communications, adaptation of the DSP in response to the perceived
channel conditions or interference-mitigation in a heterogeneous wireless access-
technology scenario).
7.2 Future work lines
The implementation of the PHY-layer of modern and future wireless communi-
cation systems can benefit from the provided RTL design techniques to attain
the required hardware efficiency. Furthermore, the quality of the resulting de-
velopment can be extended by considering the presented incremental design, im-
plementation and verification methodology. Yet, further advances are required
at digital design level considering the future evolution of wireless communica-
tions. Hence, some interesting future work lines have been identified to extend
the research conducted in this thesis, as detailed below:
• The developed baseband systems can be extended to include more ad-
vanced DSP schemes and functionalities (e.g., AMC or SM). Eventually,
multi-user scenarios are to be targeted to realistically analyse the benefits
of advanced MIMO closed-loop schemes including cognitive functionali-
ties.
• Adding more cognitive functionalities considering either point-to-multipoint
or multipoint-to-multipoint communication links would require substantial
enforcement and top-up flexibility for the centralized control unit. This
naturally would require the inclusion of a real-time MAC-layer, whose de-
velopment could be based on the design and implementation methodology
introduced in this thesis (e.g., towards a HW/SW co-design approach).
• Apart from accounting the perceived channel conditions to trigger the
dynamic adaptation of the DSP operations, other aspects may also be
considered. Indicatively, a centralized energy-aware controller can be de-
signed to reduce the overall energy consumption of the UE. The latter
can be achieved by considering, on top of the CSI, a number of cross-layer
inputs, in order to select the optimum PHY-layer scheme to be utilized
at each time instant. Indicatively, these cross-layer inputs may include
network operator parameters and user requests (i.e., QoS levels), perfor-
mance metrics, information regarding the communications environment
(e.g., interference profile) and parameters describing the energy status of
the UE (e.g., current and past battery status, energy consumption rate).
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