We present the elements of a new approach to the foundations of quantum theory and probability theory which is based on the algebraic approach to integration, information geometry, and maximum relative entropy methods. It enables us to deal with conceptual and mathematical problems of quantum theory without any appeal to frameworks of Hilbert spaces and measure spaces.
Introduction
What is the relationship between information theory and quantum theory? The notion of information, quantified by entropy, is usually defined using the notion of probability [112] . But Ingarden and Urbanik [65, 66] showed that the notion of information is independent of the notion of probability, and that the latter can be defined by the former. Moreover, the mathematical setting of probability theory can be considered as a special case of the mathematical setting of quantum theory, with Hilbert spaces [50, 104, 108, 120, 106] or W * -algebras [92, 57, 109] replacing the role played by the measure spaces (X , ℧(X ), µ) in the Borel-Kolmogorov approach. Hence, in order to consider information theory as more fundamental than quantum theory, it is necessary to develop it independently of the notion of probability, and to equip it with the dynamical structures sufficient to recover dynamics of quantum theoretic models.
In this paper we will present the elements of a new mathematical formulation of information kinematics and information dynamics, equipped with a new interpretation, which are aimed to solve the above task. We begin with replacing the ordinary BorelKolmorogov setting based on probability measures µ on commutative countably additive algebras ℧(X ) of subsets of a given set X by information kinematics based on spaces of finite positive integrals on abstract (but integrable) commutative or non-commutative algebras. This change has two reasons:
(1) the conflict between the Bayes-Laplace [12, 37] and the Borel-Kolmogorov [13, 84] approaches to mathematical foundations of the probability theory can be resolved in terms of the Le Cam-Whittle [89, 90, 117, 118] approach, which is based on the Daniell-Stone [32, 33, 34, 114, 115] theory of integration on vector lattices, using the canonical association of a vector lattice to a given boolean algebra;
(2) the algebraic approach to mathematical foundations of quantum theory [110, 111, 55] , provided in terms of positive linear functionals on non-commutative C * -algebras avoids several important problems of the Hilbert space based approach, including the problem of unitary inequivalence of different Hilbert space representations of a single non-commutative algebra in infinite-dimensional cases, which plays a crucial role in construction of mathematically strict models in relativistic quantum field theory and continuous quantum statistical mechanics [41, 14, 55, 10, 7] .
In order to provide a refined analysis and characterisation of the information kinematic spaces of integrals, we equip them with the non-symmetric information distance function, known as information deviation (negative relative entropy). Relative entropy defines the information geometry of information kinematic spaces in terms of such objects as riemannian metrics, affine connections, and non-linear projections (on the convex subsets), which can be naturally derived from relative entropy under some mild conditions. We discuss the characterisation of a particular family (D p ) of relative entropy functionals. As a consequence of this characterisation, some preferred class of information geometries is selected. We introduce the information dynamics as a mapping on the space of finite integrals provided by the constrained maximisation of relative entropy.
When applied to the abstract commutative boolean algebras, the above setting generalises the standard approach to probability theory and statistical inference. When applied to the abstract non-commutative W * -algebras, the above setting provides new mathematical framework for kinematics and dynamics of quantum theory. In both (commutative and non-commutative) regimes we are able to recover the standard approaches to foundations as special cases of our approach.
The new kinematical setting of quantum theory is defined as follows. Given W * -algebra N , the quantum information model M(N ) is defined as (some) subset of the space N + * of normal positive finite linear functionals on N . The space M(N ), together with its non-linear quantum information geometry, is considered as a replacement of the linear Hilbert space H in the role of the kinematic setting of a quantum theoretical model. The elements of M(N ) will be called quantum information states. The family D p of quantum relative entropies is closely related with non-commutative L p (N ) spaces (because D p are quantum Bregman entropies), so the preferred geometry of M(N ) induced by D p can be analysed by quantum information geometric representations of abstract M(N ) spaces in non-commutative L p (N ) spaces. This replaces the use of commutative L 2 (X , ℧(X ), µ) spaces which represent the abstract Hilbert spaces H. Among L p (N ) spaces, of particular importance is the L 2 (N ) space, which is unitary isomorphic to the Hilbert space H H of Haagerup's standard representation of N , and unitary isomorphic to the Hilbert space H ω of the Gel'fand-Naȋmark-Segal representation associated with any faithful ω ∈ N + * . The quantum information geometric representations ℓ 1/2 : M(N ) → L 2 (N ) serve as a key feature allowing the reconstruction of the ordinary Hilbert space based setting of quantum theory as a special case of our approach.
The new dynamical setting of quantum theory is defined as follows. The description of temporal behaviour and-more generally-information dynamics of quantum models in terms of unitary or completely positive mappings of operators over H is replaced by the mapping on M(N ) generated by the constrained maximisation of quantum relative entropy D p . This map can be understood in terms of information geometry as a non-linear projection. Its well-defined constraints (guaranteeing the existence and uniqueness of the solution of the variational problem) are specified by non-empty closed convex subsets of non-commutative L p (N ) spaces. These subsets define the domain of the entropic projection. If the temporal dependence of the constraints is reflected in the temporal dependence of the projection, then this projection generates a temporal trajectory on M(N ), representing the temporal evolution of quantum information states.
Definining quantum kinematics in terms of spaces M(N ) of integrals over abstract (qualitative) non-commutative W * -algebras N instead of dealing with Hilbert space representation-dependent density operators and von Neumann algebra representations of abstract W * -algebras provides novel perspective on the foundations of quantum theory. This approach directly bypasses the problems of representation-dependent separation of the Hilbert space vectors into amplitudes and phases that has troubled the attempts to consider the orthodox Hilbert space approach to quantum theory as an extension of probability theory. More generally, the problem of contextuality of probabilistic predictions derived from orthodox approach that are implied by the restriction of spectral representation to commutative subalgebras plays no role in our approach.
On the mathematical level, our approach follows the ideas of an algebraic approach to quantum theory developed by Segal, Haag and others [110, 111, 54] (for reviews see [41, 14, 55, 10, 7] ). On the conceptual level, we follow the ideas of Jaynes [67, 68, 69, 70, 73, 74, 76] on the character of statistical mechanics and quantum theory as probabilistic statistical inference theory, and the ideas of Ingarden [59, 60, 61, 62, 63, 64] on the foundational role of the information theory and information geometry in statistical mechanics and quantum theory. In this sense, we aim at unification of the information-theoretic and algebraic perspectives on the foundations of statistical mechanics and quantum theory.
However, as opposed to existing 'objective bayesian' (e.g., [121, 122, 19, 18, 20] ) and 'subjective bayesian' (e.g., [42, 22, 45, 46] ) derivations and/or interpretations of elements of the formalism of quantum theory, our derivation is completely independent of the notions and semantics of probability theory and Hilbert space based quantum theory. This is achieved due to the kinematic properties of our approach, which arise as an extension of an algebraic approach to quantum theory (the latter treats non-commutative algebras as fundamental entities of quantum theory).
On the other hand, as opposed to the standard settings of quantum information theory and algebraic quantum theory, our approach can be directly used to construct dynamical ('interacting', predictive, experimentally verifiable) models of quantum field theory. This is achieved due to the dynamic properties of our approach which arise as an extension of the approaches of Jaynes [77, 93, 71, 72, 73, 75] and Zubarev [127, 129, 131, 130, 82, 128, 95] to non-equilibrium finite-dimensional quantum statistical mechanics (these approaches derive the time-dependent density operators from the constrained relative entropy maximisation with time-dependent constraints, see [52, 132, 53] for review).
This paper is only a brief introduction to the more detailed mathematical and conceptual discussion provided in the forthcoming series of papers [88] . Its aim is to present the basic principles of the new setting in the context of mathematical formalisms of the standard setting for probability theory and quantum theory.
2 Towards new foundations of probability and statistical inference theory
Beyond standard approaches
The Bayes-Laplace and the Borel-Kolmogorov approaches to foundations of probability theory can be viewed as extreme cases of an application of two competing principles: evaluational (kinematical) and relational (dynamical). The notion of probability in the Borel-Kolmorogov approach is specified by the probability measure µ : ℧(X ) → [0, 1] on the countably additive boolean algebra ℧(X ) of (some) subsets of a given set X . This notion is essentially evaluational, and it is justified by an appeal to evaluational framework provided by the measure theory. Thus, it can deal with infinite sets. However, it lacks any generic notion of conditionalisation. On the other hand, the notion of probability in the Bayes-Laplace approach is specified by the conditional probability map B ∋ A → p(A|I) ∈ [0, 1], which assigns a quantitative value to an element of a boolean algebra B under condition that the element I ∈ B has boolean value 'true'. This notion is essentially relational, and it is usually justified by an appeal to framework of probabilistic statistical inference provided by Bayes' rule
Thus, the Borel-Kolmorogov setting is of evaluational (kinematic) character and works well with countably additive algebras, while the Bayes-Laplace setting is of relational (dynamical) character and works well with finitely additive algebras. These two foundational approaches are independent of each other and in this sense are not in any conflict. However, they generate an important decision problem, because the Borel-Kolmogorov approach lacks any generic notion of conditionalisation of probabilistic infrences under some evidence, while the Bayes-Laplace approach lacks any generic extension to countably additive algebras. Thus, each of them is in some sense insufficient. We can resolve this problem by an appeal to two less known foundational approaches (due to Le Cam and Whittle), and by some additional observations.
The approach of Whittle [117, 118] to the foundations of probability theory is based on two independent notions: probabilistic expectations and conditional expectations. Both are defined in terms of the Daniell-Stone integrals on the Daniell-Stone vector lattices. For a given set X the Daniell-Stone vector lattice is defined as a lattice A with a unit I such that:
(i) A is a subset of a set of functions f : X → R ∪ {+∞},
The Daniell-Stone integral is defined as a map ω : A → R that is positive, linear, and monotonically sequentially continuous (that is, ω(inf(f n )) = inf(ω(f n )) for every convergent monotone sequence {f n } ⊆ A with inf{f n } ∈ A). The probabilistic expectation is defined as a normalised Daniell-Stone integral. The conditional expectation is then defined [117] as a function E ω (·|g) ∈ A such that
2 Note that the Ramsey-de Finetti type [107, 35, 36] or Cox's type [26, 27] derivations of the Bayes theorem (or, equivalently, of the algebraic rules of 'probability calculus') assume that the conditional probabilities p(A|I) are to be used in order to draw inferences on the base of conditioned premises (evidence). Hence, they assume that some rule of probability updating has to be used, because only under this assumption it is possible to speak of conditioned elements of the algebra as 'evidence', or to speak of conditional probabilities as 'inferences'. In consequence, the use of the notion of conditional probability amounts to use of some probability updating principle in the first place. It amounts to use of some particular algebraic rules of transformation of conditional probabilities only under additional assumptions, which might not be relevant in the general case.
where h(g) ∈ A. For any two probabilistic expectations ω and φ, the conditional expectation E φ defines uniquely the 'updating' (conditioning) of expectation ω by
Given expectations ω 1 , ω 2 , we will call ω 3 (·|·) := ω 1 • E ω 2 (·|·) a conditioned expectation. The probability and conditional probability are defined, respectively, by p(A) := ω(χ A ) and p(A|B) := ω(χ A |χ B ), where χ A (x) is a characteristic function on X , while ω is a probabilistic expectation. The reformulation of probability theory by Whittle refers to the underlying 'sample space' X as a domain of definition of the Daniell-Stone lattice A. However, it is not necessary to assume this. The Daniell-Stone integration theory requires only to assume that there is given a Riesz vector lattice, which is defined by the conditions (ii) and (iii) of definition of Daniell-Stone vector lattice. In such approach, more sophisticated properties of integration theory can be guaranteed by imposing some additional conditions on the Riesz vector lattice. In consequence, the probability theory can be in principle developed for the Riesz vector lattices. This was done by Le Cam [89, 90] , who defined the underlying object of a probability theory as a Riesz vector lattice A equipped with a Banach norm, which turns A into a Banach lattice.
The Daniell-Stone integration theory on Riesz vector lattices is then a promising candidate for the mathematical framework of information theory built without reference to the notion of probability. However, in order to keep backwards compatibility with the Bayes-Laplace and the Borel-Kolmogorov approaches, as well as in order to keep forwards compatibility with the W * -algebraic reformulation of quantum theory, we need to relate Riesz vector lattices with commutative boolean algebras. This can be provided using the fact that to each boolean algebra B (which might be finitely additive or countably additive) there corresponds a canonically associated Riesz vector A(B), defined as a set of characteristic function of the open-and-compact subsets of the Stone spectrum of B. The Stone spectrum of B is defined as a set of all ring homomorphisms from B to Z 2 .
If the underlying boolean algebra B is countably additive, Dedekind complete, and allows at least one strictly positive semi-finite measure, then it is possible to construct a range of commutative L p spaces over A(B), with p ∈ [1, ∞], that do not depend on the choice of the Daniell-Stone integral on A(B) [44] . We will call such boolean algebras camDcb-algebras, and denote the corresponding spaces by L p (B). Any given measure space (X , ℧(X ), µ) determines an associated camDcb-algebra ℧ by
On the other hand, accordingly to the Loomis-Sikorski representation theorem [91, 113] , every camDcb-algebra ℧ equipped with a measureμ generates a corresponding measure space (X , ℧(X ), µ). Given a camDcb-algebra ℧, we consider the spaces M(℧) ⊆ L 1 (℧) + of finite positive Daniell-Stone integrals over ℧ as a kinematic model for commutative information theory. This way we can unify both standard approaches to foundations of probability theory. The setting of Borel-Kolmogorov approach is recovered by restriction to the evaluational component, via expectation ω on the lattice of characteristic functions over camDcbalgebra ℧ and the Loomis-Sikorski representation of ℧ in terms of a measure space for a measureμ ω on ℧ defined by this expectation. The setting of Bayes-Laplace approach is recovered by restriction to the relational component, via conditional expectations on the lattice of characteristic functions over finitely additive boolean algebra B.
In order to propose a dynamics of this theory, we will replace the relational component of Whittle's (and Le Cam's 3 ) approach by minimisation of some more general functional on M(℧). The reason for the replacement is an important disproportion between the kinematic and dynamic structures of Whittle's approach: while the probabilistic expectation is just a normalised Daniell-Stone integral, the definition of a conditional expectation seems to be an ad hoc postulate. (2) is equivalent with a variational definition [118] 
but there is still no justification given of a choice of such functional. Let us note that, due to duality between L 1 (A) and L ∞ (A), the use of conditional expectation as a mapping on the space of integrable functions
is equivalent with the use of E φ as a mapping on the space of integrals
This means that conditional expectations can be considered as some particular mappings on information models M(℧) ⊆ L 1 (℧) + , which are (dually) defined by some particular variational principle (5) . This leads us to ask about the possibility of introducing other more general dynamic (relational) principle on M(℧), which would include the updating by conditional expectations as a special case.
Information geometry
Consider the notion of relative distance between the finite positive integrals, defined by the deviation (negative relative entropy) functionals,
Deviation is one of two foundational structures of the information geometry theory [24, 2, 96, 4] , allowing to introduce and analyse the geometric structures on information models M(℧). The other is the structure of the differential manifold that can be imposed on M(℧) by the local coordinate systems given by embeddings into appropriate Banach spaces (in the finite dimensional case these are R n [24, 2] , while in the infinite dimensional case these are L Φ 1 Orlicz spaces [105] ). We will use the framework of information geometry to define the dynamical principle of the information theory.
Eguchi showed [39, 40] , for dim M(℧) < ∞, that any deviation that is symmetric in first derivatives and has a negative definite hessian determines uniquely (up to a scalar factor) the riemannian metric g and a pair (∇, ∇ ⋆ ) of two affine connections on M(℧). These objects are defined by the equations
where (∂ u ) µ is a Gâteaux derivative at µ ∈ M(℧) in the direction u ∈ TM(℧) [40] . If the torsion and Riemann curvature tensors of both these connections are equal to zero, then (M(℧), g, ∇, ∇ ⋆ ) is called a dually flat manifold and there exists a pair (ℓ, ℓ ⋆ ) of coordinate systems on M(℧), called dually flat coordinates, such that ℓ consist of ∇-geodesics, while
This is equivalent to the condition
where [[·, ·] ] denotes the duality between vectors spaces that are codomains of the coordinate systems ℓ and ℓ ⋆ (for dim M(℧) < ∞ this is just a self-duality of R n understood as vector and covector space, while for dim M(℧) = ∞ this is a Banach space duality between Orlicz spaces [48] ). A point p Q ∈ Q ⊆ M(℧) is called a ∇-projection of p ∈ M(℧) iff the ∇-geodesic connecting p and p Q is orthogonal to Q with respect to g, while Q ⊆ M(℧) is called ∇-convex iff for all p 1 , p 2 ∈ Q there exists a unique ∇-geodesic connecting p 1 and p 2 and entirely included in Q. As shown by Amari [2] (and earlier results by Chentsov [23, 24] and Csiszár [29] 
Hence, the dual flatness of the geometry of M(℧) is a necessary condition for the existence of the unique ∇-projections on the ∇ ⋆ -convex subspaces provided by the minimum of deviation functional.
Some special information geometries
Let us consider now three important families of deviation functionals (which determine the corresponding families of Norden-Sen geometries). [15] can be defined for dim M(℧) < ∞ by [11, 123] 
The family of Bregman deviations
where f : R + → R is a convex function with f(1) = 0. It was characterised by Csiszár [30] for dim ℧ < ∞ by the condition of non-increasing under the information loss provided by partitioning of the space X and invariance under permutations of partitions. This condition can be restated in representation-independent terms as
where
are Markov maps, defined as sequentially continuous functions that are linear and positive (0 ≤ x ≤ I ⇒ 0 ≤ T (x) ≤ I). 4 The condition (8) is called Markov monotonicity. [125, 126] is defined by
The family of Zhu-Rohwer deviations
for γ ∈ {0, 1}, and to the negative of the Kullback-Leibler relative entropy
for γ ∈ {0, 1} and L 1 (℧)
The family D γ belongs to the class of Bregman deviations. The corresponding dually flat coordinates are given by γ-embeddings
which generalise the Nagaoka-Amari [97, 2] γ-embeddings and the Zhu-Rohwer [126, 124] γ-embeddings. The Chentsov-Amari dual coordinate system for γ ∈]0, 1[ is given by (ℓ γ ) ⋆ = ℓ 1−γ (the case γ ∈ {0, 1} requires separate treatment).
Csiszár [31] showed that
are the unique deviations on L 1 (℧) + 1 that are Csiszár-Morimoto deviations and Bregman deviations. Amari [3] showed that D γ are the unique deviations on L 1 (℧)
+ that are satisfying this condition. Both proofs are provided for dim ℧ < ∞ case.
Information dynamics
Using this characterisation od D γ , we propose a new approach unifying probability theory and statistical inference theory in a single theory of inductive inference (information dynamics), independent of the notion of probability. Its evaluational-kinematic component was already specified as given by the spaces M(℧) of finite positive integrals and their geometry.
Its relational component is given in the following way. Let P be a positive measure on M(℧). Define a (D, P )-optimal estimate with respect to Q ⊆ M(℧) as
and define a (D, P )-ideal estimate as a (D, P )-optimal estimate with respect to M(℧). These notions provide the generalisation of the notion of D-projection (6). Under two assumptions:
(1) the inference procedure should select (D, P )-optimal estimates, (2) D should be Markov monotone Bregman deviation we can define the information dynamics as given by the constrained maximum relative γ-entropy updating rule,
where E(·, p) is a positive measure on M(℧), while F : Q →] − ∞, +∞] is a constraining function. The map (9) provides a selection of D γ -optimal estimates with respect to Q that are weighted by E and satisfy the constraints F . If F (q) and
are lower semi-continuous and convex in q, and if the infimum in (9) is finite, then the updating procedure selects a unique P
, and in such case the existence and uniqueness of P Dγ F (p) is guaranteed by the requirement that ℓ 1−γ (Q) is non-empty, closed and convex (see e.g. [79] ). The measure E(·, p) will be called a prior relative to p.
We consider (9) as a fundamental principle of information dynamics (in commutative case). In our opinion, its status in information theory is analogous to the status of lagrangean variational principle in classical field theory.
The temporal character of this information dynamics might enter through the dependence of constraints F on the external time parameter t. If E(p ′ , p) = dp ′ δ(p − p ′ ), then p plays a role of the initial state of this dynamics. Under these conditions, if the constraints F (q) have the form F (q, t), where the parameter t is interpreted as 'time', if F (q, t = t 0 ) = 0, and if the solutions P Dγ F (p) also depend on t, then the trajectory
with p 0 := P Dγ F (t=t 0 ) (p) can be considered as a temporal evolution generated by the constraint F (q, t) of relative entropic information dynamics (9) . We will call p(t) temporal information dynamics or entropic evolution of information.
Reconstruction of the standard frameworks
Our approach provides a particular solution to the problem of the relationship between information, inference and probability. The probability theory is just a special case of the information theory and requires no additional justification. The Whittle approach is recovered by the fact [8] that the duals of conditional expectations are characterised as minimisers of expectations of Bregman deviations, the Borel-Kolmogorov approach is recovered by forgetting the relational component, and passing to probabilistic measures, while the Bayes-Laplace approach is recovered by normalisation and by the fact [21, 49] that the Bayes rule is just a special case of the entropic updating rule with Dirac's delta constraints.
Note that the differences between γ-ideal estimates (defined as (D γ , dp ′ δ(p ′ − p))-ideal estimates) appear only in the third order of the Taylor series expansion of D γ . Up to the second order, all D γ are determined by the same riemannian metric g, which reduces to the Fisher-Rao metric for L 1 (℧) + 1 . Hence, the inferences based on D γ on M(℧) agree with the inferences based on D 1/2 , which in turn agree with the inferences based on the Hilbert space L 2 norm. However, beyond the second order, the use of the L 2 space and its norm is not justified. Moreover, the projections in Hilbert space are linear operators, hence they can deal only with linear problems (constraints), as opposed to non-linear γ-projections onto convex subspaces of L 1/γ spaces (with L 1 spaces playing most important role). The constrained relative γ-entropy updating incorporates Hilbert space based methods of projection and estimation as a special case. Under restriction to L 1 (℧) + 1 , the only justified method of inference is given by constrained maximisation of the Kullback-Leibler relative entropy S KL .
Towards new foundations of quantum theory
In this section, we will present the elements of a new approach to foundations of quantum theory, which is a direct generalisation of our reformulation of foundations of probability theory and statistical inference theory. The steps of the construction of this approach are the following: (1) construction of quantum information kinematics based on integration theory on non-commutative algebras and quantum information geometry of the spaces of the positive finite integrals, (2) construction of quantum information dynamics based on maximisation of constrained quantum relative entropy, (3) reconstruction of the orthodox kinematical and dynamical Hilbert space based framework for quantum theory as a special case of a new framework, (4) construction of adequate interpretation that covers the conceptual issues of the quantum theory using the new setup. We will discuss here mainly the points (1) and (2).
Non-commutative integration theory
An algebraic approach to the mathematical framework of quantum theory [110, 111] replaces the consideration of abstract Hilbert space by the consideration of abstract C * -algebra A with unit I, which is also a Banach space over C, and is equipped with a map * : A → A such that
An algebraic state is a functional ω : A → C that is linear, positive and normalised. A basic example of a C * -algebra is B(H), while a basic example of an algebraic state on it is tr(ρ·) : B(H) → C, where ρ is a density operator. While every algebraic state ω on B(H) can be represented in terms of tr(ρ ω ·), it is no longer true for other C * -algebras that naturally arise in relativistic quantum field theory and continuous quantum statistical mechanics (see e.g. [14, 55] ).
For any pair of a C * -algebra A and linear, positive functional ω on A, the Gel'fandNaȋmark-Segal (GNS) theorem associates a unique Hilbert space H ω and a unique (up to unitary equivalence) representation π ω : A → B(H ω ) such that there exists Ω ω ∈ H ω that is cyclic for π ω (A), ||Ω ω || 2 = 1, and ω(A) = Ω ω , π ω (A)Ω ω ω for all A ∈ A. This theorem allows to bypass the mathematical setting of Hilbert spaces, dealing directly with the representation-independent properties of quantum theoretic formalism in terms of C * -algebras and linear positive functionals on them. In order to construct the new formulation of quantum theory, we need to resign from Hilbert spaces as the kinematic setting and to replace it by the setting based on integration theory on non-commutative algebras. Let us start from identification of the correct notions of an 'integrable non-commutative algebra' and of an 'integral' on it. A W * -algebra is defined as such C * -algebra N which is a Banach dual to some Banach space. This Banach space is called a predual of N and is denoted by N * . The W * -algebra generalises the notion of an 'integrable' commutative algebra to the non-commutative case. The space N * consists of all functionals on a W * -algebra N that are normal, that is, ω(sup F) = sup a∈F ω(a) for every directed filter F ⊆ N with the upper bound sup F. . This is actually much more than just analogy. Falcone and Takesaki [43] formulated the canonical theory of non-commutative L p (N ). The elements of L p (N ) can be represented in form xω 1/p , where x ∈ N and ω ∈ N * . This theory provides a notion of the integral : L 1 (N ) → C such that, in particular, xω = ω(x) ∈ C. This integral is meaningful also for such formulas like
for φ 1 , . . . , φ n ∈ N + * and x 1 , . . . , x n ∈ N and α 1 , . . . , α n ∈ {z ∈ C | re (z) ≥ 0} with
gives the pairing between N and L 1 (N ) which identifies L 1 (N ) with N * . By means of definition, L ∞ (N ) is identified with N . The duality between L p (N ) and L q (N ), for 1/p + 1/q = 1, is given by
The analytic structure of L p (N ) is defined by the Banach norm ||T || p := ( |T | p ) 1/p . From the perspective of non-commutative integration theory, evaluation of tr(ρ·) on B(H) as well as the evaluation of probability measure tr(ρE(·)) on boolean algebra ℧(X ) (where E is a semi-spectral measure, while X is usually identified with the spectrum of some operator) can be replaced by acting with ω ∈ N + * ∼ = L 1 (N ) + on W * -algebra N . Because semi-spectral measures E are no longer used in this setting in order to define the probabilistic evaluations, von Neumann's spectral theorem loses its importance. Hence, the associated problems of contextuality of definition of operators corresponding to probabilistic descriptions, particular quantitative experimental setups and results of their use (see e.g. [17] ) disappear. The only meaning of elements of W * -algebras in our approach is: they are the statements of an (intersubjectively shared) abstract language subjected to quantitative evaluation. Now we need to equip this general setting with the information geometric and dynamical structures.
Quantum information geometry
Our novel result is a generalisation of quantum information geometric structures which is based the Falcone-Takesaki theory. In analogy with Nagaoka-Amari [97, 4] and ZhuRohwer [125, 126] approaches, we define the quantum γ-embeddings (γ-coordinates) by
We define the quantum γ-deviation D γ : N
for γ ∈]0, 1[, and by the limit γ → γ ′ under integral sign for γ ′ ∈ {0, 1}. The quantum relative γ-entropy is defined as S γ (ω, φ) := −D γ (ω, φ), and −S(φ, ω) := D 0 (ω, φ) = D 1 (φ, ω). This definition reduces to the Jenčová-Ojima [78, 79, 100] quantum γ-deviation for any particular choice of reference weight ψ (due to isometric isomorphism of the Falcone-Takesaki L p (N ) spaces with the Kosaki-Terp L p (N , φ) spaces), to the UmegakiAraki quantum relative entropy [116, 5, 6] in the Petz [102] reference-independent form lim t→+0 i t φ([Dω : Dφ] t − I) for ω, φ ∈ N + * 1 , to the Hasegawa quantum γ-deviation [58] 
2 ) for ω = tr(ρ ω ·), φ = tr(ρ φ ·) and type I W * -algebra N , and to the Zhu-Rohwer γ-deviation D γ (ω, φ) for commutative N . The symbol [Dω : Dφ] t denotes Connes' cocycle [25] , which is a non-commutative generalisation of the RadonNikodým derivative.
The properties of D γ are analysed in [85] . They are the same as the properties of Jenčová-Ojima deviation [79] , but with a key difference that the definition and properties of D γ explicitly do not depend on any reference weight ψ. For γ ∈]0, 1[, D γ is both Petz's f-deviation [101] (which is a non-commutative generalisation of the Csiszár-Morimoto deviation) and the non-commutative generalisation of Bregman's deviation (see [79, 103] for special cases, and [85] for a general definition). D γ (resp., S) is convex and lower semi-continuous on the space N + * × N + * 0 (resp., N + * × N + * ) endowed with the product of norm topologies [79] (resp., the topology of pointwise convergence on N * [99] ). Here N + * 0 := {ω ∈ N + * | ω(x * x) = 0 ⇒ x = 0} denotes the space of all faithful quantum information states on N . If Q ⊆ M(N ) is weakly closed and if ℓ γ (Q) is convex, then there exists a unique D γ -projection on Q,
Following Amari's and Csiszár's results in commutative case, we conjecture that D γ (resp., D 1 ) is a unique deviation on N + * (resp., N + * 1 ) that belongs to both Petz's and non-commutative Bregman's families of quantum deviations.
In [80, 81] Jenčová has introduced the differential manifold structure on the space N + * 0 . Using this differential structure, one can consider the tangent spaces, riemannian metrics and affine connections on M(N ) ⊆ N + * 0 . For dim M(N ) = ∞, the construction of tangent space of M(N ) is a delicate issue. As a result, the standard approach [48, 47] is to define differential geometric objects on M(N ) using the family of vector γ-bundles F γ over M(N ) instead of tangent bundle TM(N ). Following Gibilisco-Pistone [48] , Gibilisco-Isola [47] and Jenčová [79] , we generalise the γ-representation of γ-bundles using the embeddings into the tangent spaces of unit spheres
In the special cases, this definition reduces to those given in [79, 47] , and [48] . It allows us to define a quantum γ-metric g
γ and x, y ∈ N . The quantum γ-metric (11) generalises the WignerYanase-Dyson γ-metric [119, 58] . The generalisation of the Gibilisco-Isola family of γ-connections [47] , based on the projection of trivial affine structure of non-commutative L 1/γ (N ) spaces onto unit spheres S 1/γ (N ) is straightforward, and will be discussed, together with other quantum information geometric structures, in [86] .
Quantum information dynamics
Using Bauer's maximisation principle [9] and the results of Jenčová [79] , we conclude that if Q ⊆ M(N ) is a nonempty set such that ℓ γ (Q) ⊂ L 1/γ (N ) is weakly closed and convex, and F : Q →] − ∞, +∞] is a weakly-* lower semi-continuous convex function, then there exists a unique
We define the quantum constrained maximum relative γ-entropy updating rule by
for the positive measure E(·, ω) on M(N ), and constraints given by convex weak-* lower semi-continuous F : Q →] − ∞, +∞] with convex closed ℓ 1−γ (Q), which guarantees the existence and uniqueness of the result of this updating when this infimum takes a finite value and if E(ϕ, ω) = dϕδ(ϕ−ω). This rule equips the evaluational theory of integrals on non-commutative algebras with the relational (dynamical) counterpart, which provides a selection of γ-optimal estimates that are weighted by E, relative to Q, and constrained by F . This generalises and replaces the Hilbert space based approach. The convex closed subspaces of Hilbert spaces associated with the orthogonal linear projection operators are replaced in our approach by the convex closed subspaces of non-commutative L 1/γ (N ) spaces, which used as the codomain of quantum information geometric embeddings ℓ γ of the functionals ω ∈ M(N ). If E(ϕ, ω) = dϕδ(ϕ − ω), the constraints F (φ) depend on (discrete or continuous) 'time' parameter t in a way that F (φ, t = t 0 ) = 0 and the solutions of (12) reflect this dependence on t, then the resulting trajectory P Dγ F (t) (ω 0 ) on quantum information manifold, where ω 0 := P Dγ F (t=t 0 ) (ω) can be understood as a nonlinear temporal dynamics of quantum states.
Interpretation of spaces M(N ) as a general framework for non-linear quantum theoretic models and interpretation of the updating rule (12) as a general description of their non-linear behaviour (quantum dynamics) opens new perspectives for the foundations and applications of quantum theory.
Reconstruction of the Hilbert space based framework
The reconstruction of kinematic setting of ordinary Hilbert space based quantum theory is provided by the quantum information geometric representation of M(N ) in terms of the non-commutative L 2 (N ) space,
The space L 2 (N ) equipped with the inner product
is a Hilbert space that is unitary isomorphic with the Haagerup representation Hilbert space H H [56] , and is unitary isomorphic with the GNS Hilbert space H φ for any choice of φ ∈ N + * 0 . The corresponding 1/2-deviation takes the form
The D 1/2 -projection is a minimiser of the Hilbert space norm, and defines a unique corresponding orthogonal projection operator. Hence, it is possible to recover the Hilbert space geometry as a special case of quantum information geometry.
In [88] we will present the derivation of temporal behaviour of ordinary Hilbert space based quantum theoretic models from the relative entropic information dynamics on M(N ). The brief idea of this recovery is following. The entropic updating generates non-linear mappings of Hilbert space vectors or density operators (that is often called a "reduction due to measurement"). In particular case, it reduces to the von NeumannLüders rule. However, in addition, to each stage of the non-unitary entropic evolution, there is associated a unique unitary evolution, specified by the Tomita-Takesaki modular automorphism, which generates the unitary evolution of vectors that represent the quantum information states of M(N ) within H H . Because the Tomita-Takesaki automorphism is completely determined by underlying quantum information state, the entropic updating leads also to recovery of perturbations of generators of unitary dynamics that are determined by the constraints of dynamics (that is often called a "perturbation due to interaction").
Some remarks on interpretation
We will finish this paper with a few remarks on the interpretation that we associate with the above formalism. These remarks are not intended to be comprehensive. Their role is only to indicate some of the key ideas. The extensive discussion of the conceptual issues related with our approach will be provided in [88] . See also [87] for a further discussion of information semantics and intersubjective interpretation in a context of foundations of probability theory and statistical inference.
Inductive inference and information semantics
In general, by inductive inference we understand some form of inductive logical reasoning, as opposed to deductive logical reasoning. The latter specifies premises by the valuations of sentences in truth values, and provides an inference procedure which is considered to lead to certain conclusion on the base of given premises. The former specifies premises by the valuations of sentences in possible (plausible) values and provides an inference procedure which is considered to lead to most possible (most plausible) conclusions on the base of given premises. From the mathematical perspective, the difference between deductive and inductive inference lays not in the form of logical valuations (these can be the same in both methods), but in the procedure of specifying conclusions on the base of premises. The conclusions of multiple application of deductive inference to the sequence of sets of premises depend in principle on all elements of all these sets, while the conclusions of the multiple application of inductive inference to the sequence of sets of premises depend in principle only on some elements of some of these sets. By this reason, the premises of inductive inference are also called evidence. An example of inductive inference procedure is any statistical reasoning based on probabilities. The evidence (called also 'constraints of inference') can consist, for example, of particular quantities with units called 'experimental data' together with a particular choice of a method which incorporates these 'data' into statistical inference. Any choice of such method defines the actual meaning of the 'data', and is a crucial element of the inference procedure. A standard example of such method is to ignore everything what is known about a sequence of numbers from a series of repeated measurements associated with a single abstract quality (such as a "position"), leaving only the value of arithmetic average and the value of a fluctuation around this average as a subject of comparison (e.g., by identification) with the mean and variance parameters of the gaussian probabilistic model. Let us now consider the mathematical framework briefly presented in previous sections. On the level of information semantics, the underlying algebra (℧ or N ) represents an abstract qualitative language subjected to quantitative evaluation, the spaces (M(℧) or M(N )) of finite integrals and their geometry (kinematic models of information) represent quantified knowledge, while the entropic updating (dynamics of information models) represents quantitative inductive inference.
This means that the algebra N is not considered as consisting of 'observables' or 'elementary events'. Due to its kinematical character, the quantum information model M(N ) and its particular geometry is considered as a model of potential knowledge. In this sense, it would be much more relevant to use the word 'observable quantity' in order to refer to elements of M(N ) than to the elements of N . (This is especially appealing when one notices that orthodox quantum theoretical approach identification of self-adjoint elements of non-commutative algebra with 'observables' is applied only to concrete algebras-such that act on the Hilbert spaces-and not to the abstract algebras. However, the passgage from abstract to concrete algebra, π ω : N → B(H ω ) involves the dependence on ω ∈ M(N ).) Suggestions of terminological shift of this type are present e.g. in [83, 98] , but such change would create an unnecessary semantic confusion, hence we prefer to simply resign from using the term 'observable'.
The quantitative information dynamics of the model M(N ) is formed by the additional choices of D γ , E and F . On the semantic level, the functions E and F specify the evidence subjected to the inductive inference rule provided by entropic information dynamics (12) . The resulting projection P Dγ ,E F is an inference: specification of most plausible state of knowledge subjected to given evidence. For a 'temporal history' F = F (t) and an 'initial state' ω specified by E(ϕ, ω) = dϕδ(ϕ − ω), the information dynamics (12) takes a form of temporal evolution of quantum states ω(t) := P Dγ F (t) (ω 0 ). It models the changes of the actual knowledge determined by the changes of what is considered to be an actual evidence.
This way quantum theory becomes a theory of quantitative inductive inference (information dynamics) provided with respect to the qualitative abstract language of noncommutative algebras. The constraints of this inductive logic are imposed by the choice of particular M(N ), D γ , E and F .
Intersubjective interpretation and farewell to ontology
The above information semantics requires an additional interpretation which would determine the particular operational and conceptual meaning attributed to the terms 'knowledge' and 'change of knowledge'. In particular, this interpretation should determine the choice of a particular information kinematics (that is, M(N ) and its information geometry) and a particular information dynamics (D γ , E, F ) when applied to some particular experimental situations.
In order to deal with the conceptual problems of quantum theory and to bypass the conflict between 'objective' and 'personalistic' bayesian interpretations of probability and statistical inference theory, we propose new intersubjective interpretation. According to it, the knowledge used to define particular theoretical model should bijectively correspond to the knowledge that is sufficient and necessary in order to intersubjectively reproduce corresponding 'experiment of a given type' that is intended to be described by this theoretical model. An experiment of a given type consists of an experimental setup of a given type and its particular use, which amounts to setting a particular configuration (of controlled actual inputs) and a particular registration scale of potential outcomes (allowed results of use). An 'experiment of a given type' is an idealistic abstraction. However, this abstraction needs not to be understood in ontological sense. We consider it as a purely epistemic entity. The crucial question is: how to verify whether some particular individual setup under consideration and some particular actions and observations associated with it can be considered as an intersubjectively valid instance of an experiment of a given type? The answer is: an agreement with some particular knowledge has to be positively verified in operational terms. Hence, this knowledge actually defines an intersubjective notion of an experiment of a given type. The intersubjective interpretation amounts to require the bijective agreement between the kinematics of theoretical model and the terms of experimental setup construction, as well as the bijective agreement between the dynamics of theoretical model and the terms of use of experimental setup. We postulate bijection and not identification because we allow complete separation between the theoretical abstract language used to intersubjectively define and communicate theoretical models, and the operational language used to intersubjectively define and communicate corresponding experiments. In consequence, the intersubjective interpretation does not define the absolute (passive, static) meaning of the notion of 'knowledge'. It defines only the relational (active, dynamic) meaning of this notion, as a particular relationship between kinematics-and-dynamics of theoretical model and construction-and-use of experimental setup.
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This interpretation introduces a key property expected from any scientific theory directly into conceptual foundations of quantum theory: a requirement that theory should allow unambiguous intersubjective verification in an experiment of a particular type. We require that every quantum theoretic model has to be defined in terms of some particular experimental design that can be used to intersubjectively verify the predictions of this theoretical model.
Quite similar postulate was already proposed in the context of semi-spectral approach to foundations of quantum theory [51, 16, 17, 38] . However, the semi-spectral approach is involved in the mathematical frameworks of Hilbert spaces and measure spaces which play no foundational role in our approach. The basic elements of our new mathematical foundations for quantum theory are interpreted as follows. An algebra N is understood as an abstract qualitative language used as a common reference in an intersubjective communication about the abstract (idealised, theoretical, intentional) qualities that are subjected to quantification (quantitative evaluation, integration) in the course of the use of experimental setups. The quantum information model M(N ) ⊆ N + * and its geometry is understood as the carrier of quantitative intersubjective knowledge describing the particular experimental setup under consideration. The choices of evidence E and F provides the description of particular control settings and particular range of allowed response outcomes. Together with the choice of D γ , these choices determine intersubjectively accepted range (scale) of potential of quantitative results of use (outcomes) of experimental setup that is modelled in terms of M(N ). As a consequence, the temporal information dynamics P Dγ F (t) (ω 0 ) provides the time-dependent description of most plausible response outcomes that can be inferred from the given evidence.
We do not assume any a priori division of the notion of experimental setup and its use into "measuring device" and "measured system". The mathematical notion of a "measured system" can be introduced as a special property (decomposition into tensor product) imposed on the algebra, quantum state space and quantum dynamics, providing this way the backwards compatibility of mathematical formalisms and their predictive validity. This way we can reintroduce suitable idealistic concept of a "measured system" for some experimental situations that allow it. Yet, this concept obtains here purely epistemic meaning, and it has no foundational role. Moreover, it might be just nonapplicable in construction of theoretical models that correspond to some experimental situations. From the perspective provided by our approach, the idealistic concept of a "measured system" understood as kantian Ding an sich is completely irrelevant both for foundations and applications of quantum theory. Thus, the ontological interpretations of quantum theoretic formalism, as well as the internal problems of these interpretations (that are usually introduced by the use of such operationally undefined idealistic terms as 'matter', 'fields', 'particles', 'quantum objects', 'randomness', 'universe', 'nature'), are also completely irrelevant for the foundations of quantum theory.
