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A B S T R A C T
Our ability to learn relies on the potential of neuronal networks to change through
experience. The primary visual cortex (V1) has become a popular system for studying
how experience shapes cortical neuronal networks. Experience-dependent plasticity
in V1 has been extensively studied in young animals, revealing that experiences in
early postnatal life substantially shape neuronal activity in the developing cortex. In
contrast, less is known about how experiences modify the representation of visual
stimuli in the adult brain. In addition, adult experience-dependent plasticity remains
largely unexplored in neurodevelopmental disorders.
To address this issue, we established a two-photon calcium imaging set-up, suita-
ble for chronic imaging of neuronal activity in awake-behaving mice. We implemen-
ted protocols for the reliable expression of genetically encoded calcium indicators
(GCaMP6), for the implantation of a chronic cranial window and for the analysis of
chronic calcium imaging data. This approach enables us to monitor the activity of
hundreds of neurons across days, and up to 4-5 weeks.
We used this technique to determine whether the daily exposure to high-contrast
gratings would induce experience-dependent changes in V1 neuronal activity. We
monitored the activity of putative excitatory neurons and of three non-overlapping
populations of inhibitory interneurons in layer 2/3 of adult mice freely running on
a cylindrical treadmill. We compared the results obtained from mice that were expo-
sed daily to either a high-contrast grating or to a grey screen and characterized their
neuronal response properties. Our results did not reveal significant differences in
neuronal properties between these two groups, suggesting a lack of stimulus-specific
plasticity in our experimental conditions. However, we did observe and characterize,
in both groups, a wide range of activity changes in individual cells over time.
We finally applied the same method to investigate impairments in experience-dependent
plasticity in a mouse model of intellectual disability (ID), caused by synaptic GTPase-
activating protein (SynGAP) haploinsufficiency. SynGAP haploinsufficiency is a com-
mon de novo genetic cause of non-syndromic ID and is considered a Type1 risk for
autism spectrum disorders. While the impact of Syngap gene mutations has been tho-
roughly studied at the molecular and cellular levels, neuronal network deficits in vivo
remain largely unexplored. In this study, we compared in vivo neuronal activity be-
fore and after monocular deprivation in adult mutant mice and littermate controls.
These results revealed differences in baseline network activity between both experi-
mental groups. These impairments in cortical neuronal network activity may underlie
sensory and cognitive deficits in patients with Syngap gene mutations.
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L AY S U M M A RY
Throughout our lives, we learn essential skills and gain new knowledge. This infor-
mation is stored as memories in our brains. Our brains consist of billions of neurons
making trillions of connections with each other. These connections are shaped by
our experiences and these changes are referred to as experience-dependent plasticity.
While experience-dependent plasticity has been extensively studied in young animals,
less is known about how experiences shape neuronal networks in the adult brain.
A critical step to study such experience-dependent neuronal changes is to be able
to monitor neuronal activity over time: before, during and after an experimentally
controlled experience. To do so, we established an advanced imaging technique, na-
med two-photon calcium imaging, allowing us to monitor the activity of individual
neurons up to 700 µm deep into the brain tissue of awake animals. This technique
enabled us to image the same population of neurons across several days and monitor
their activity while we exposed the animal to new sensory experiences. We used the
primary visual cortex (V1), the first cortical area in the brain where visual informa-
tion is processed, as a model system. We imaged the activity of neurons in V1 in two
groups of mice that were exposed to either a high-contrast grating or a grey screen
over 5 consecutive days. We compared the results obtained from both groups and
did not find differences in neuronal properties, suggesting a lack of stimulus-specific
plasticity in our experimental conditions. However, we did observe and characterize,
in both groups, a wide range of activity changes in individual neurons across days.
Additionally, we applied the same technique to investigate experience-dependent
plasticity in a mouse model of intellectual disability, caused by a mutation of the
gene encoding the synaptic GTPase- activating protein (Syngap). Syngap gene mu-
tation causes intellectual disability co-occurring with autism spectrum disorders in
humans. The impact of Syngap gene mutations has been thoroughly studied at the
molecular and cellular levels, however, neuronal network deficits in vivo remain lar-
gely unexplored. We compared results obtained from adult mutant mice and litter-
mate controls and found differences in baseline network activity. These impairments
in cortical neuronal network activity may underlie sensory perception deficits that
could by themselves alter cognitive abilities in patients with Syngap gene mutations.
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G E N E R A L I N T R O D U C T I O N
Neuronal plasticity is the process by which neuronal circuits in the brain implement
new structural or functional states. This process can be induced by experience and
is believed to be an underlying mechanism for learning and memory formation. Im-
pairments in neuronal plasticity processes often lead to severe malfunctioning of the
brain. Various diseases are associated with deficits in neuronal plasticity, such as neu-
rodegenerative diseases (e.g. Alzheimer’s disease) and neurodevelopmental diseases
(e.g. autism spectrum disorders). Therefore, revealing the underlying processes of
neuronal plasticity is an important step towards the understanding and potential tre-
atment of neurodegenerative and neurodevelopmental disorders. In this thesis, we
use the primary visual cortex of the mouse brain as a model system to investigate
these underlying processes.
Sensory areas are prime areas to study neuronal plasticity because they have been
shown to undergo structural and functional changes with sensory experience or after
experimentally controlled alterations to sensory systems. Among the sensory areas,
the mammalian primary visual cortex (V1) has been extensively studied and hence a
lot of knowledge has been gathered about its anatomical and functional organization.
The main advantages of V1 as an experimental model to study neuronal responses
and plasticity include its accessibility for in vivo recordings as well as the precise
control of sensory stimuli. Due to its dorsal-posterior cortical location, most parts of
V1 are easily experimentally accessible for electrophysiological and imaging experi-
ments. Visual experiences are easily controlled by presenting defined visual stimuli
on a computer screen in front of the animal (Niell and Stryker, 2008, Rochefort et al.,
2011, Rose et al., 2016). Recent experiments even create whole virtual reality envi-
ronments (Keller, Bonhoeffer, and Hübener, 2012, Poort et al., 2015, Leinweber et al.,
2017).
Since the first experiments by Hubel and Wiesel in the 1960’s in cats, the neuronal
response properties of neurons in V1 to visual stimulation have been well characteri-
zed, including the size and shape of the neuronal receptive fields and their selectivity
to the orientation and direction of visual stimuli. More recently, the properties of V1
neurons have been characterized in rodents, including the retinotopic organization
(Drager, 1975, Hofer et al., 2006) as well as the precise cytoarchitectural organization
(Kerlin et al., 2010, Rudy et al., 2011, Jiang et al., 2015) and most recently, the cell
type specific microcircuitry within this cortical region (Pfeffer et al., 2013, Fu et al.,
2015). Therefore, V1 has become a popular area to study experience-dependent or-
ganizational and functional changes of neuronal circuits induced by alterations of
1
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the environment or sensory inputs (i.e. experience-dependent neuronal plasticity re-
sulting from repetitive sensory experience or sensory deprivation). Overall, the well
characterized neuronal anatomy as well as knowledge about the functional proper-
ties, in combination with the accessibility for in vivo recordings and easy control of
sensory input, make V1 a popular model system to investigate experience-dependent
plasticity.
After a brief overview of the mouse visual system, this introduction reviews para-
digms that are used to induce neuronal plasticity in the primary visual cortex of
adult mice as well as current knowledge about neuronal plasticity mechanisms in V1.
Finally, the thesis aims are presented.
1.1 why studying neuronal plasticity in mouse v1 ?
Historically, many of the fundamental studies investigating neuronal plasticity and
network function in V1 have been performed in cats (Hubel and Wiesel, 1962, Wiesel
and Hubel, 1963a, Blakemore and Sluyters, 1975, Bonhoeffer and Grinvald, 1991) and
non-human primates (Hubel and Wiesel, 1968, Motter, 1993, Treue and Martínez Tru-
jillo, 1999, Wang, Sporns, and Burkhalter, 2012). However, in recent years mice have
become a popular model organism to study plasticity and network function. This is
because mice as model species has several important advantages that are instrumen-
tal to the understanding of neuronal circuits. One might assume that the difference
in absolute brain size between the mouse and human brain would be a significant
disadvantage to using mouse models. However, the small absolute size of the mouse
brain enables the monitoring of single cell neuronal activity across large spatial sca-
les simultaneously, even across several cortical areas (Stirman et al., 2014, Smith et al.,
2017). This is a great advantage as it enables the investigation of interactions between
primary sensory areas and higher cortical areas, a process involved in neuronal plas-
ticity (Makino and Komiyama, 2015, Fiser et al., 2016).
Considering that mice do not rely on their visual senses to the same degree as higher
mammals, the mouse visual cortex shows striking similarities to the cortex of higher
mammals, such as cats and non-human primates. For instance, the cytoarchitecture
of mouse V1 and higher mammal cortices both consist of 6 layers, show a retinotopic
organization and are comprised of a mixture of several excitatory and inhibitory neu-
ronal subtypes (Niell and Stryker, 2008). Furthermore, mouse V1 performs similar
computational processing to that which occurs in higher mammals, such as orienta-
tion and direction selectivity, as well as a similar spatial structure of receptive fields
(Niell and Stryker, 2008, Van Hooser, 2007). Additionally, characteristics such as con-
trast invariant tuning and selectivity for stimulus features, are preserved between
mice and humans (Niell and Stryker, 2008). However, regardless of the numerous
similarities between mouse V1 and higher mammalian visual systems, there are also
some differences. For example, higher order mammals such as cats and non-human
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primates have orientation maps (Bonhoeffer and Grinvald, 1991), while mouse V1 is
arranged randomly in a "salt-and-pepper" organization (Ohki et al., 2005). Overall,
the similarities of mouse V1 with higher mammal primary visual areas are striking
and outnumber the differences. Thus, mouse V1 can be used to study basic neuronal
processes in V1. However, due to the differences between species, care still needs to
be taken when generalising findings to other species (Huberman and Niell, 2011).
Another clear advantage of using mice is the availability and extent of genetic tools.
Genetic tools enable the identification of neuronal subtypes, such as specific inhi-
bitory interneuron subclasses, as well as the mapping of neuronal connections, for
instance by using Cre-driver transgenic mouse lines. Cre-driver mouse lines express
Cre-recombinase in specific neuronal subtypes, hence the expression of proteins can
be targeted to specific neuronal subclasses using floxed-stop reporter alleles (Atasoy
et al., 2008, O’Connor, Huber, and Svoboda, 2009). This is essential to understand
neuronal circuits, since it enables the investigation of the direct contribution of diffe-
rent neuronal subtypes to behavioural output. Furthermore, genetic tools enable the
long-term monitoring (from days to weeks) of neuronal activity of large populations
of neurons using genetically encoded calcium indicators (GECIs) (Chen et al., 2013).
Finally, to fully understand the function and importance of an identified neuronal
circuit during behaviour it is important to manipulate the circuit, by activating or
deactivating certain parts, and observing the resulting effects on specific elements of
behaviour. This is possible using, for example, optogenetic tools (Luo, Callaway, and
Svoboda, 2008, Atasoy et al., 2008, O’Connor, Huber, and Svoboda, 2009) or DRE-
ADDs (designer receptor exclusively activated by designer drugs) (Armbruster et al.,
2007, Smith et al., 2016, Hamm and Yuste, 2016). Ultimately, the human and mouse
genomes are very similar (Waterston et al., 2002), and since it is possible to modify
mouse genes it is possible to model human diseases in mice.
Another experimental advantage of mice is that multiple head fixed behaviour pa-
radigms have been developed for investigating neuronal activity in awake behaving
mice (O’Connor, Huber, and Svoboda, 2009). In contrast to cats or non-human pri-
mates, it is possible to place mice on spherical treadmills, which opens a whole new
field of studies, such as spatial learning in virtual reality (Dombeck et al., 2007) or
behavioural state dependent encoding (Niell and Stryker, 2010).
Finally, practically speaking, mice are small and therefore it is possible to rear nume-
rous mice in a relatively small space. Maintenance expenses, such as food, bedding
and cleaning, are cheap compared to those required for higher mammals. Additio-
nally, mice have a high birthrate (approximately one litter every four weeks), which
is beneficial for breeding new genetic lines (Huberman and Niell, 2011).
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1.2 anatomy and function of mouse primary visual cortex
As in all mammals, in mice visual information is detected by photoreceptors loca-
ted in the retina of the eyes and is then conveyed through the optic nerve to several
subcortical and cortical areas (Jeon, Strettoi, and Masland, 1998, Masland, 2001, Hu-
berman and Niell, 2011). One prominent pathway is the connection from the eyes to
the dorsal lateral geniculate nucleus (dLGN) and further to the visual cortex. This
pathway is very well conserved across species (human (Shapley, 1990), non-human
primates (Garey and Powell, 2017), cats (Garey and Powell, 2017), rat (Rubio-Garrido
et al., 2009), mouse (Petreanu et al., 2009)).
Neurons of the dLGN, similar to retinal ganglion cells, have centre surround recep-
tive fields and some have recently been shown to be direction selective (Huberman
et al., 2009). The largest region of mouse dLGN receives inputs from the contralateral
eye and a small portion receives inputs from the ipsilateral eye (Priebe and McGee,
2014). Other subcortical structures besides the dLGN that receive input from the reti-
nal ganglion cells are, for example, the superior colliculus (which control saccadic eye
movements) and the midbrain (which controls pupillary reflexes) (Huberman et al.,
2008). The dLGN projects mainly to the primary visual cortex (V1) (Petreanu et al.,
2009, Constantinople and Bruno, 2013).
1.2.1 Organization of the mouse primary visual cortex
The mouse primary visual cortex consists of six layers (Figure 1.1 B). Visual informa-
tion from the dLGN arrives mainly at layer 4 with extensive inputs also reaching layer
2/3 (Morgenstern, Bourg, and Petreanu, 2016). A few connections between dLGN and
V1 neurons are made in layer 1 (Kondo, Yoshida, and Ohki, 2016), 5 and layer 6 of
V1 (Garey and Powell, 2017, Petreanu et al., 2009, Constantinople and Bruno, 2013).
Afferent inputs from higher order cortical areas to V1 generally avoid layer 4 and
mainly target layer 1, 5 and 6 (for review see: Harris and Mrsic-Flogel, 2013, Niell,
2015).
V1 exhibits a canonical circuit for extracting image features. This microcircuit is for-
med by neurons of different layers that are intracortically connected. Layer 4 neurons
send afferent connections to all other layers but most strongly to layer 2/3, and re-
ceive only a small amount of efferent input from other layers of V1. Layer 2/3 neurons
project to higher order cortical areas and locally to layer 5. Layer 5 neurons also pro-
ject to higher cortical areas and additionally back to layer 2/3. Finally, layer 6 neurons
project to the dLGN and make strong connections with layer 4 inhibitory interneu-
rons (for review see: Harris and Mrsic-Flogel, 2013, Hübener, 2003).
Mouse V1 is divided into a binocular and a monocular area. The binocular area is in
the lateral part of V1 and rather small (approximately 13 of V1) because the eyes of
mice are located on either side of the mouse head and thus the overlapping binocular
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field of view is narrow. The monocular area of V1 is much bigger and receives input
only from the contralateral eye (Drager, 1975) (Figure 1.1 A). Additionally, mouse V1
has a retinotopic organization; meaning that the mapping of the visual field to the re-
tina is preserved throughout the visual pathway (Drager, 1975). Retinotopic mapping
experiments have shown that neurons in the medial area of V1 respond to stimuli
presented in the lateral visual field and neurons in the lateral area of V1 respond to
stimuli presented in the medial visual field. Similarly, neurons in the anterior area of
V1 respond to stimuli presented in the lower visual field and neurons in the posterior
area of V1 respond to stimuli presented in the higher visual field (Schütt, Bonhoeffer,
and Hübener, 2002). The formation and maintenance of the retinotopic organization,
as well as the monocular and binocular area of V1, is experience-dependent and is
disturbed in mice where V1 input from both eyes is abolished (for example when
one eye is removed) during development (Faguet et al., 2008). Hence, V1 is often
used as model system to investigate changes in anatomical organization induced by
experience (Gordon and Stryker, 1996, Faguet et al., 2008).
Figure 1.1: Primary visual cortex of mice. A) Schemata of the connections between the eyes
and mouse V1. The lateral binocular area of V1 receives inputs from both eyes. Medial V1
receives inputs only from the contralateral eye (monocular area). Monocular and binocular
information is separated in the dLGN. B) Schemata showing layer specific connections, as
well as inputs and outputs of V1. Thickness of arrows indicates strength of input. Adapted
from Harris and Mrsic-Flogel, 2013.
Unlike in the retina where cells are organized in center-surround receptive fields
and thus respond best to round stimuli, neurons in V1 respond best to elongated
lines or bars. Neurons preferentially responding to elongated stimuli are separated
into two main groups: simple and complex cells. Simple cells are excited by bars of
a specific orientations in a specific position within their receptive field. V1 rectilinear
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fields consist of an excitatory inner zone that is flanked by two inhibitory outer recti-
linear fields. These rectilinear fields can be build up from circular center-surround
receptive fields as they exist in the retina. Multiple simple cells give inputs to one
complex cell. Hence, complex cells have no clearly defined excitatory or inhibitory
zones. Therefore, only the orientation of the stimulus is important, but not the posi-
tion of the stimulus within the receptive field (Drager, 1975, Metin, Godement, and
Imbert, 2000, Sohya et al., 2007).
Orientation selectivity in V1 was first described in cats by Hubel and Wiesel in 1962
and since then multiple studies have found orientation selective neurons in V1 of mice
(Drager, 1975, Niell and Stryker, 2008). Approximately 40 % of neurons in mouse V1
are orientation selective (Hübener, 2003) and basic feature selectivity seems to be al-
ready established before eye opening (Rochefort et al., 2011). However, orientation
selectivity also depends on experience to fully mature. For instance, juvenile rodents
have a smaller number of orientation selective neurons compared to adults (Fagiolini
et al., 1994, Fagiolini et al., 2003). Mice exposed to only one specific oriented gra-
ting during development were shown to express an overrepresentation of layer 2/3
neurons preferentially responding to the experienced orientation (Kreile, Bonhoeffer,
and Hübener, 2011). Additionally, the number of neurons orientation selective but not
direction selective increases with development (Rochefort et al., 2011). Furthermore,
neuronal connections between neurons are refined after eye opening through visual
experience (Ko et al., 2011). It has been shown that neurons preferentially responding
to the same features of the visual scene (e.g. same orientated edge) are more likely
connected to each other (Ko et al., 2011). These recurrent connections are believed
to amplify cortical responses, as well as to prolong the response to a visual stimulus
(Lien and Scanziani, 2013, Li et al., 2013). However, there are also connections between
neurons which do not respond preferentially to the same features. These non-feature
specific connections are believed to occur predominantly between neurons respon-
ding to feature combinations that are of behavioural importance and thus enable the
amplification of cortical responses to a combination of diverse visual inputs (e.g. dif-
ferent orientations) (Harris and Mrsic-Flogel, 2013).
Unlike in other species (e.g. cats (Bonhoeffer and Grinvald, 1991) or monkeys (Hubel,
Wiesel, and Stryker, 1978)), feature selectivity, or more precisely orientation selecti-
vity, in mice is not organized into columns. In mice, orientation selective neurons
were shown to be organized in a random "salt-and-pepper" like manner (Ohki et
al., 2005). The lack of orientation columns in mice could be explained by a reduced
amount of lateral connectivity. However, a recent study described mouse V1 as or-
ganized in mini-columns (Kondo, Yoshida, and Ohki, 2016). A mini-column is a one
cell-wide vertical array of cell somata arranged perpendicular to the surface of the
cortex (Swindale, 1990). Kondo, Yoshida, and Ohki, 2016 found that neurons with the
same orientation preference are arranged in mini-columns, however this clustering is
weak, since there are also mini-columns that are composed of neurons not preferring
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the same orientation. There have been several hypotheses generated to explain why
mice do not have orientation columns (in comparison to higher mammals). One fa-
voured hypothesis is that the small absolute size of mouse V1 makes it possible for
neurons preferring the same orientation to make connections even though they are
not organised in columns. Additionally, Kaschube et al., 2010 showed that the spatial
organization of orientation columns reflects network self-organization dominated by
long-range interactions. Hence, they propose that local rather than long-range circuit
formation processes are important to form the random "salt-and-pepper" like organi-
zation pattern in mouse V1. However, as an example, V1 of tree shrews and ferrets is
of similar size as V1 of squirrels, nevertheless V1 of tree shrews and ferrets is organi-
sed in orientation columns and V1 of squirrels is not, arguing against that hypothesis
and for the idea that orientation maps are not a universal characteristic of V1 archi-
tecture (Humphrey, Skeen, and Norton, 1980, Rao, Toth, and Sur, 1997, Hooser et al.,
2005).
1.2.2 Neuronal subtypes in mouse V1
V1 neurons, as other cortical neurons, can be divided into two main neuronal subclas-
ses: excitatory neurons and inhibitory interneurons. In V1, approximately 80 % of the
neurons are excitatory neurons and the remaining 20 % are inhibitory neurons (Rudy
et al., 2011, Harris and Mrsic-Flogel, 2013). Both categories are comprised of several
further subtypes and the identification of these subtypes is an active area of ongoing
research.
Excitatory neurons are also often called glutamatergic neurons because they use glu-
tamate as a neurotransmitter or pyramidal cells because of their pyramidal like shape.
They usually respond to selective features of a visual stimulus, such as orientation
and/or direction of movement. Furthermore, excitatory neurons have been shown to
respond preferentially to certain spatial and temporal frequencies (Harris and Mrsic-
Flogel, 2013).
Most inhibitory neurons in the cortex use gamma-Aminobutyric acid (GABA) as a
neurotransmitter and therefore are called GABAergic neurons. However, there are
other inhibitory neurotransmitters such as glycine. Inhibitory neurons in the visual
cortex are less selective for stimulus features such as stimulus orientation, but are
involved in the modulation of V1 activity such as behavioural state dependent modu-
lation (Kerlin et al., 2010). Inhibitory neurons can be further divided into subclasses,
depending on their morphology, physiology, genetic identity or function (Kepecs
and Fishell, 2014, Jiang et al., 2015). Three main non-overlapping interneuron classes
in the cortex, identified by the expression of molecular markers, include parvalbu-
min (PV), somatostatin (SST or SOM) and 5HT3A-receptor-expressing interneurons
(Rudy et al., 2011, Jiang et al., 2015). SST interneurons are inhibited by and inhibit
VIP and PV inhibitory interneurons. PV inhibitory interneurons additionally inhibit
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other PV interneurons, while VIP inhibitory interneurons do not make any further
connections (Figure 1.2). These connections between different inhibitory interneurons
are also found in other cortical areas. For instance, it was shown that activation of
VIP interneurons in auditory cortex suppresses SST activity as well as the activity of
a subpopulation of PV interneurons (Pi et al., 2013, for review see: Tremblay, Lee, and
Rudy, 2016).
Recent advances in in vivo recording techniques as well as molecular tools for labe-
ling specific neuronal subtypes have made it possible to address questions about the
influence of cellular subtypes on neuronal computation. Neuronal subtypes can be
studied using two-photon imaging in combination with for example Cre-dependent
viral expression (Runyan et al., 2010) or fluorescent reporter lines (Zariwala et al.,
2011). It is also possible to identify neuronal subtypes posthoc after an experiment
using immunohistochemistry (Kerlin et al., 2010).
Figure 1.2: Schematic of the connectivity between interneurons. VIP expressing interneurons
inhibit preferentially SST expressing interneurons. SST expressing interneurons inhibit VIP
and PV expressing interneurons as well as excitatory neurons. PV expressing interneurons in-
hibit preferentially SST expressing interneurons, excitatory neurons and other PV expressing
interneurons. Adapted from Pfeffer et al., 2013.
1.2.2.1 Parvalbumin expressing interneurons
PV expressing interneurons are also called fast spiking cells because they generally
spike at high frequencies (up to 150 Hz) (Kawaguchi et al., 1987, Kawaguchi and
Kubota, 1997) and account for approximately 40 % of GABAergic interneurons in
mouse V1 (Rudy et al., 2011). In general, PV expressing interneurons mainly connect
with excitatory neurons and other PV expressing interneurons (Pfeffer et al., 2013)
(Figure 1.2). Additionally, PV expressing interneurons were shown to be activated
through muscarinic ACh receptors (Alitto and Dan, 2013). On a network level, PV
inhibitory interneurons are thought to stabilize the network activity (Pfeffer et al.,
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2013). Optogenetic activation of PV expressing interneurons was shown to sharpen
orientation tuning as well as to improve performance in an orientation discrimina-
tion task (Lee et al., 2012). However, this effect depends strongly on the level of the
optogenetically-induced PV interneuron activity, with low levels not resulting in a
sharpening of orientation tuning (Atallah et al., 2012, Atallah, Scanziani, and Caran-
dini, 2014).
PV interneurons can be further subdivided into basket cells and chandelier cells
(Rudy et al., 2011). There is also evidence that PV expressing interneurons might
consist of even more subtypes (for review see: Markram et al., 2004). Basket cells
target the cell soma and proximal dendrites of pyramidal cells, while chandelier cells
target the axon initial segment (Kawaguchi and Kubota, 1997). Basked cells mediate
fast inhibition, and were shown to be important for feedforward inhibition of tha-
lamocortical inputs (Gabernet et al., 2005) and the maintenance of cortical gamma
frequency (Cardin et al., 2009). Chandelier cells are found in cortical layers II to VI
(Markram et al., 2004), and according to some evidence may have a depolarizing ef-
fect on excitatory neurons (Woodruff et al., 2009). However, other studies have only
found hyperpolarizing effects of chandelier cells (Glickfeld et al., 2009).
1.2.2.2 Somatostatin expressing interneurons
SST interneurons account for 30 % of GABAergic interneurons (Rudy et al., 2011). In
general, SST interneurons make connections with excitatory neurons and all other
subtypes of inhibitory interneurons, but do not inhibit themselves (Pfeffer et al., 2013,
Xu et al., 2013) (Figure 1.2). There have been indications, that SST cells are important
for dendritic integration processes (Murayama et al., 2009). SST interneurons can be
further subdivided into at least three more subtypes (McGarry et al., 2010).
The main subtype of SST interneuron are Martinotti cells. Martinotti cells arborize
and spread horizontally in layer 1, where they mainly target dendritic tufts of exci-
tatory neurons. Even though Martinotti cell soma are found throughout all cortical
layers (except layer 1), they are most concentrated in layer 5 (Kawaguchi and Kubota,
1997). They receive most of their inputs from excitatory neurons, with a single excita-
tory neuron being able to drive Martinotti cells output (Kapfer et al., 2007). Another
subtype of SST interneuron is X94 cells. X94 cells were first identified in the primary
somatosensory cortex (S1) and were mainly located in layers 4 and 5. In contrast to
Martinotti cells, the X94 arborize in layer 4 (Ma et al., 2006). Besides these differences,
Martinotti cells and X94 cells can both be driven by cholinergic agonists via musca-
rinic receptors (Fanselow, Richardson, and Connors, 2008,Kawaguchi, 1997). A third
subtype of SST interneuron is calretinin positive neurons. Calretinin and SST posi-
tive interneurons are very similar to Martinotti cells, however, they are concentrated
in layer 2/3 and have larger horizontally extended dendritic trees (Xu, Roby, and
Callaway, 2007).
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1.2.2.3 5HT3A-receptor-expressing interneurons
5HT3A-receptor-expressing interneurons also account for 30 % of GABAergic inter-
neurons and consists of two main groups: neurogliaform cells (NG) and vasoactive
intestinal peptide (VIP) expressing cells (Lee et al., 2010, Rudy et al., 2011). 5HT3A-
receptor-expressing cells have been implicated in learning and control of cortical ci-
rcuits by higher-order cortex and thalamus (Pfeffer et al., 2013). Furthermore, since
none of the PV- or SST-expressing interneurons, express the ionotropic serotonin
5HT3A-receptor, only 5HT3A-receptor-expressing interneurons such as VIP and NG
cells are modulated by serotonin. Additionally, 5HT3A-receptor-expressing interneu-
rons are also modulated by acetylcholine through nicotinic receptors (Lee et al., 2010).
VIP expressing cells account for approximately 40 % of all 5HT3A-receptor-expressing
interneurons and are most densely found in layer 2/3 of the cortex (Lee et al., 2010),
where they preferentially target SST expressing interneurons (Lee et al., 2013) (Fi-
gure 1.2). VIP expressing interneurons can be further subdivided into at least 4 dif-
ferent subtypes dependent on their morphology (bipolar, bitufted, multipolar) and
electrophysiological properties (Miyoshi et al., 2010).
Non-VIP expressing 5HT3A-receptor-expressing interneurons account for 60 % of
the population of 5HT3A-receptor-expressing interneurons. A big proportion (ap-
proximately 80 %) of those neurons co-express reelin (Lee et al., 2010). Most of the
non-VIP expressing 5HT3A-receptor-expressing reelin positive interneurons are neu-
rogliaform cells (NG). NG cells have a small, round soma with multiple radially
arranged dendrites and round axonal arbors with fine branches. Their unique mor-
phology makes it easy to identify them (Kawaguchi and Kubota, 1997, Lee et al.,
2010). Based on their electrophysiological firing patterns it is suggested that NG cells
can also be further subdivided into subtypes (Lee et al., 2010, Miyoshi et al., 2010).
In general, NG cells do not specifically target other cells but act through volume
transmission (Olah et al., 2009).
1.2.3 Neuronal activity in mouse V1 is modulated by behavioral state
Recent studies have shown that the activity of excitatory and inhibitory neurons is not
only dependent on visual inputs, but additionally modulated by non-visual stimuli in
V1. A growing body of research is investigating how information from multiple mo-
dalities (e.g. reward (Shuler and Bear, 2006), attention (Reynolds and Heeger, 2009),
and motor action (Saleem et al., 2013)) are integrated in V1.
For example, it has been shown, that the response properties of excitatory and inhibi-
tory neurons in V1 are modulated by locomotion. Specifically, the gain of excitatory
neuronal responses to visual stimulation in V1 is increased during locomotion com-
pared to during stationary periods (Fu et al., 2014, Niell and Stryker, 2010).
Studies performing experiments where mice are navigating in a virtual reality envi-
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ronment have shown that V1 neurons integrate visual flow during navigation (Saleem
et al., 2013). In addition, a study conducted by Keller, Bonhoeffer, and Hübener, 2012
has shown that a subset of V1 neurons of mice respond to a mismatch in visual flow
and locomotion speed of the mouse (Keller, Bonhoeffer, and Hübener, 2012, Zmarz
and Keller, 2016, Leinweber et al., 2017). However, V1 neurons have also been shown
to be responsive, not only to behavioural state (e.g. locomotion versus stationary),
but also to changes in the level of arousal (McGinley et al., 2015). Furthermore, it has
been shown that V1 neurons in rodents can accurately predict reward timing (Shuler
and Bear, 2006).
Taken together, these findings demonstrate that V1 is more than just a feature detec-
tor. Response properties of V1 neurons are highly modulated by several modalities,
such as behavioural state and arousal. Furthermore, V1 neurons encode modalities
other than features of the visual scene, like reward, speed, and visual flow. The me-
chanisms underlying the modulation of visual inputs in V1 by non-sensory aspects
remain largely unexplored. Top-down projections from higher visual areas (Larkum,
Senn, and Lüscher, 2004) as well as neuromodulatory inputs (Pinto et al., 2013, Po-
lack, Friedman, and Golshani, 2013, Bennett, Arroyo, and Hestrin, 2014) have been
shown to contribute to behavioral state modulation of V1 activity. Top-down inputs
arrive to V1 in layer 1, where they make connections with interneurons and apical tuft
dendrites of excitatory neurons. It is believed that top-down inputs increase the pro-
bability and number of dendritic calcium spikes. Hence, they are in an ideal position
to increase the gain of neuronal activity (Larkum, Senn, and Lüscher, 2004).
1.2.4 Higher visual cortical areas and top-down projections to mouse V1
Studies in non-human primates have identified two anatomically and functionally
separated streams of V1 projections to higher visual cortical areas, the ventral stream
(important for form vision and object recognition) and the dorsal stream (important
for perception of motion) (Goodale and Milner, 1992, Wang, Sporns, and Burkhalter,
2012). Mice also show a functional and anatomical separation in ventral and dorsal
stream. Two adjacent areas to V1, the lateral-medial (LM) and latero-intermediate
(LI) area, were anatomically identified as equivalent to the ventral stream; and four
adjacent areas to V1, postero-medial (PM), antero-medial (AM), anterior (A), rostro-
lateral (RL) and antero-lateral (AL) area, were anatomically identified as equivalent to
the dorsal stream (Wang and Burkhalter, 2007, Wang, Sporns, and Burkhalter, 2012).
Visual responses of the ventral stream are tuned to orientations (Smith et al., 2017).
Dorsal stream neurons were shown to respond significantly more to direction of mo-
tion (Marshel et al., 2011). Furthermore, it was shown that the visual preference of
the presynaptic bouton coming from V1 matches the visual preferences of the post-
synaptic bouton in V2. Thus, V1 neurons projecting to V2 make functionally specific
connections with neurons in V2 (Glickfeld et al., 2013).
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V2 also send projections back to mainly layer 1 of V1 (Larkum, Senn, and Lüscher,
2004). Top-down connections carry a substantial amount of information and are invol-
ved in encoding and recall of learned information (Gilbert and Li, 2013). For example,
it was shown that top-down projections from V2 LM (part of the ventral stream) faci-
litates neuronal response of V1 layer 2/3 neurons and this facilitation is specific to the
preferred orientation of those neurons (Pafundo et al., 2016, Leinweber et al., 2017).
However, not only higher visual areas provide top-down projections to V1. For exam-
ple, cingulate cortex, which is believed to be involved in learning, sends long-range
projections to V1 that increase V1 neuron responses and improve visual discrimina-
tion (Zhang et al., 2014). Similarly, retrosplenial cortex, which is also believed to be
involved in memory formation, sends long-range projections to V1. A recent study
did show that during passive visual stimulation and simultaneously associative le-
arning retrosplenial cortex inputs to layer 2/3 of V1 increase their activity (Makino
and Komiyama, 2015). Inactivation of retrosplenial cortex inputs to V1 after learning
reversed the learning induced alterations of layer 2/3 neuronal responses (Makino
and Komiyama, 2015).
1.3 neuronal plasticity in adult mouse v1
The developing visual cortex of mice undergoes several stages, each stage defined
by several developmental markers such as neuronal cell-type differentiation, circuit
maturation and changing levels of neuronal grow factors. During development, the
extent to which the visual cortex is plastic changes.
The critical period defines a specific short period during which a certain brain area
is especially susceptible to change in response to an adequate sensory input. The
onset time of the critical period differs between brain systems and species. Opening
of the critical period requires the maturation of inhibitory cortical circuitry (Fagio-
lini and Hensch, 2000). V1 of mice is especially susceptible to changes in response
to visual stimuli between postnatal day 20 and approximately postnatal day 35, alt-
hough different visual properties mature at varying speeds and ages (for review see
Levelt and Hübener, 2012). For instance, between postnatal day 21 and 35 binocu-
larly (ability to focus with both eyes) as well as binocular matching are established
in mice V1 (Espinosa and Stryker, 2012). However, the closing process of the critical
period is a gradual process (for review see: Levelt and Hübener, 2012). Closure of the
critical period in mice V1 is believed to be mediated by extracellular signals. There
are three main signals that are believed to trigger the closure of the critical period:
the formation of perineuronal nets (PNNs), changes in neuromodulatory inputs and
epigenetic regulations (Levelt and Hübener, 2012). The formation of PNNs prevents
further axonal growth (McGee et al., 2005) and the intracortical formation of new
synapses (Morales, Choi, and Kirkwood, 2002) by either forming a physical barrier
or binding and presenting repelling axonal growth factors; hence limiting structural
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plasticity. Furthermore, levels of neuromodulatory inputs to the cortex were shown
to change during development. For instance, cholinergic and serotonergic inputs are
decreased in adult compared to juvenile mice and it was shown that adult mice exhi-
bit enhance neuronal plasticity after cholinergic or serotonergic inputs are increased
(Morishita et al., 2010, Fernando et al., 2008). Additionally, epigenetic regulations
such as the reduction in cAMP responsive element binding protein (CREB) mediated
gene transcription is believed to be involved in the closure of the critical period. Ho-
wever, the identification of the exact pathway and CRE regulated genes that mediate
plasticity is on ongoing field of research (Levelt and Hübener, 2012). Finally, recently
it was shown that the closure of the critical period for ocular dominance plasticity
is governed by the maturation of silent glutamatergic synapses (Huang et al., 2015).
Silent synapses are synapses that do not express AMPA receptors but can be trans-
formed into fully functional synapses through the experience-dependent insertion of
AMPA receptors. Mice lacking the postsynaptic density protein-95 (PSD-95), a pro-
tein shown to be crucial for the experience-dependent maturation of silent synapses,
were shown to display lifelong juvenile ocular dominance plasticity. Hence, the ma-
turation of silent synapses is important for the closure of the critical period.
Today it is well established that, even though the critical period is the time the visual
cortex is especially plastic, it is possible to induce neuronal plasticity in the adult vi-
sual cortex. Neuronal plasticity induced in adult mice was shown to be less effective,
less permanent and often involves less structural reorganization (Levelt and Hübe-
ner, 2012). However, several studies show that the adult visual cortex is plastic and
depicts structural and functional changes in response to altered visual experience (Sa-
wtell et al., 2003, Cooke and Bear, 2010). Furthermore, it was shown that adult cortical
plasticity can be improved. For example, prior experience can enhance adult cortical
plasticity (Hofer et al., 2006). Mice raised in an enriched environment (EE) also show
enhanced adult cortical plasticity (Scali et al., 2012, Greifzu et al., 2014). Enriched
environments are cages that provide mice with enhanced sensory, cognitive and mo-
tor stimulation. Enriched stimulation can be achieved by adding complex objects to
the environment that provide visual, somatosensory and olfactory stimulation. Furt-
hermore, environmental novelty, such as changing the objects or rearranging of the
objects, is important (Nithianantharajah and Hannan, 2006). Experiments did show
that different objects influence adult cortical plasticity to different extents, one of the
most stimulating environmental enrichments being a running wheel (Kalogeraki et
al., 2014, Kalogeraki et al., 2016). Housing adult rats (P70 to P100) for 10 days in an
environment completely deprived of visual inputs (e.g. light tight room) was shown
to reactivate juvenile-like ocular dominance plasticity, characterised by an increase
in open eye responses and a decrease in closed eye responses after a 3 day period
of monocular deprivation, accompanied by a reduction of GABA receptors relative
to AMPA receptors (He, Hodos, and Quinlan, 2006). A recent study housing adult
mice (P138) and old mice (P535) in a light tight room for 10 to 14 days showed an
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increase in response to the non-deprived eye after a brief period of monocular de-
privation, likely mediated by a reduction of intracortical inhibition, while there was
no decrease of deprived eye responses observed, resembling the adult form of ocular
dominance plasticity (Stodieck et al., 2014). Furthermore, exposure to patterned vi-
sual stimulation was also shown to enhance adult cortical plasticity (Matthies, Balog,
and Lehmann, 2013). Finally, as discussed earlier, changes in neuromodulatory inputs
(Morishita et al., 2010, Fernando et al., 2008) and epigenetic regulations (Jenks et al.,
2017, Levelt and Hübener, 2012) in the direction of the juvenile state were shown to
enhance adult neuronal plasticity.
1.3.1 Functional plasticity
Functional plasticity describes plasticity mechanisms that change the efficacy of ex-
isting neuronal connections and was shown to be present in adult mice (Keck et al.,
2013, Barnes et al., 2015a). Functional plasticity mechanisms were first hypothesised
by Donald Hebb, who proposed a mechanism by which neurons that fire together
enhance their efficacy, a process referred to as Hebbian plasticity (Hebb, 1949). Later
experiments revealed that activating the pre-synapse before the post-synapse results
in a long-lasting potentiation (long-term potentiation, LTP), while activation of the
post-synapse before the pre-synapse results in a long-term depression (LTD) (Frég-
nac et al., 1988, Bi and Poo, 1998). Since LTP and LTD depend on the timing of the pre-
and postsynaptic activity it is also termed spike-timing dependent plasticity (STDP)
Froemke and Dan, 2002).
During LTP the connection between two neurons is strengthened, which leads to an
increase in activity of the whole network in a positive feedback loop. To avoid that the
network becomes hyperactive, individual neurons are able to regulate their activity
(homeostatic plasticity) by several mechanisms including but not limited to: synaptic
scaling, changes in excitation and inhibition balance and compensatory changes in
synapse number (for review see: Turrigiano, 2012, Sammons and Keck, 2015, Keck
et al., 2017).
1.3.2 Structural plasticity
Structural plasticity describes plasticity mechanisms that involve the physical remo-
deling of neuronal connections through mechanisms of synapse formation, stabili-
zation and elimination as well as axonal sprouting (for review see: Caroni, Donato,
and Muller, 2012). For instance, it was shown that in adult animals after lesioning of
the retina, the visually deprived area in V1 experienced axonal sprouting of neurons
from adjacent non-deprived visual areas into the deprived visual area (Grutzend-
ler, Kasthuri, and Gan, 2002). Following dendritic spines and filopodia of mouse V1
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layer 5 neurons Grutzendler, Kasthuri, and Gan, 2002 did find structural plasticity
in juvenile and reduced rates of structural plasticity in adult mice (Holtmaat et al.,
2005). A different study, investigating structural changes in the superficial layers of
V1 of adult mice in vivo without specifically inducing neuronal plasticity, revealed
that most of the restructuring is happening at GABAergic arbors, while the dendri-
tic structure of glutamatergic neurons are more stable (Lee et al., 2006). Therefore,
structural plasticity in GABAergic inhibitory interneurons might play an important
role in adult mouse V1 (Karmarkar and Dan, 2006). However, it was shown that the
induction of LTP (functional plasticity mechanism) also induces structural changes in
glutamatergic neurons resulting in the formation of new spines (Engert and Bonhoef-
fer, 1999). Thus, structural and functional plasticity mechanisms can act together to
alter neuronal activity. Studies fully abolishing visual experience of one eye (enuclea-
tion), did not find structural reorganization of the deprived area in adult mice (Keck
et al., 2008).
1.4 experimental paradigms for inducing plasticity in v1 of adult
mice
There are several paradigms for inducing neuronal plasticity in V1 in juvenile and
adult mice (for review see: Karmarkar and Dan, 2006). These paradigms can either
be non-invasive by altering visual experience or invasive by physically perturb vi-
sual experience. In juvenile mice common paradigms for inducing plasticity in V1
are: dark rearing (Blakemore and Sluyters, 1975, Cynader and Mitchell, 1980, Mower,
1991, Fagiolini et al., 1994, Morales, Choi, and Kirkwood, 2002, He, Hodos, and Quin-
lan, 2006, Rochefort et al., 2009), stripe rearing (Blakemore and Cooper, 1970, Hirsch
and Spinelli, 1970, Kreile, Bonhoeffer, and Hübener, 2011) and monocular or bino-
cular deprivation (Gordon and Stryker, 1996, Sawtell et al., 2003, Hofer et al., 2006,
Lehmann and Löwel, 2008). In adult mice common paradigms for inducing plasticity
in V1 are: retinal lesioning or enucleation (Gilbert and Wiesel, 1992, Darian-Smith
and Gilbert, 1994, Das and Gilbert, 1995), Keck et al., 2008, Keck et al., 2013, Barnes
et al., 2015a), monocular or binocular deprivation (Gordon and Stryker, 1996, Sawtell
et al., 2003, Hofer et al., 2006, Lehmann and Löwel, 2008), passive viewing (Frenkel
et al., 2006, Cooke and Bear, 2010, Kaneko, Fu, and Stryker, 2017) and active viewing
(Andermann et al., 2010, Poort et al., 2015, Stirman, Townsend, and Smith, 2016).
1.4.1 Plasticity induced by retinal lesion and enucleation
Retinal lesions and enucleation deprive the experimental animal from visual inputs,
since the sensory cells of the retina will be removed. Precise retinal photo-coagulated
lesions are made using a laser and a microscope (Keck et al., 2008). Enucleation can
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be achieved by either photo-coagulate the entire retina using multiple confluent laser
lesions (Keck et al., 2008), or by removing the eye (Barnes et al., 2015a).
In general, peripheral lesions lead to a loss in input in the lesion projection zone in the
nervous system and to a topographical reorganization of the deprived area. Retinal
lesions decreased visual cortex activity directly after lesioning. However, in the first
two days after lesioning neuronal activity in V1 gradually increases again (Gilbert
and Wiesel, 1992, Keck et al., 2013). Neurons that were silenced after lesioning start
to represent retinotopic loci from the retina surrounding the lesion. This topographic
reorganization of the deprived region is due to processes intrinsic to the cortex such
as strengthening of subthreshold inputs and axonal sprouting from close by cortical
areas (Darian-Smith and Gilbert, 1994, Das and Gilbert, 1995, Yamahachi et al., 2009,
Hickmott, 2010, Sammons and Keck, 2015). Additionally, bouton turnover time incre-
ases, indicating the formation and withdrawal of new synapses (Keck et al., 2008, Ya-
mahachi et al., 2009) and the cortex shows a loss in number of inhibitory spines, that
were recently described in a subset of inhibitory neurons(Kawaguchi, Karube, and
Kubota, 2006,Keck et al., 2011) and form most often synapses with excitatory neu-
rons (Keck et al., 2011). Taken together, loss of peripheral input to the cortex results
in two main components of plasticity: reduction of inhibition and the topographi-
cal reorganization via the mechanisms of axonal growth and synaptic strengthening
(Sammons and Keck, 2015).
Enucleation does not lead to a topographical reorganization of the deprived area
(Keck et al., 2008). However, some neurons do recover initial activity levels after the
initial silencing. Excitatory neurons recovering after deprivation are most likely corre-
lated before deprivation with other neurons that recover and additionally correlated
with a large number of neurons, especially with inhibitory neurons that do not be-
come unresponsive after enucleation (Barnes et al., 2015a). Since V1 also receives
input from other regions of the brain (Niell and Stryker, 2010, Andermann et al.,
2010, Keller, Bonhoeffer, and Hübener, 2012), another explanation for the recovery of
neuronal activity in a subset of neurons after enucleation involves shared top-down
inputs from higher cortical areas (Barnes et al., 2015a). Overall, a decrease in synaptic
inhibition is observed (Barnes et al., 2015a).
1.4.2 Plasticity induced by monocular deprivation
Monocular deprivation (MD) is an invasive paradigm, pioneered by Hubel and Wie-
sel, to induce neuronal plasticity in the binocular area of the visual cortex (Wiesel and
Hubel, 1963b). MD is achieved by suturing the eye lids of the contralateral eye after
trimming the lid margins, thus preventing the eye from experiencing any patterned
visual stimulation. Importantly, lid closure does not fully abolish vision, differen-
ces in illumination are still perceivable (Wiesel and Hubel, 1963a, Wiesel and Hubel,
1963b).
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MD was shown to cause morphological alterations in the dLGN and a shift in re-
sponses to visual stimuli from the deprived eye to the non-deprived eye. This shift
in inputs to V1 from both eyes in favour of the non-deprived eye is called ocular
dominance shift (OD shift) (Wiesel and Hubel, 1963a, Wiesel and Hubel, 1963b). OD
shifts consist of two separate parts, first the response to the deprived eye decreases.
This decrease was shown to result from a withdrawal of thalamocortical projections
from the deprived eye (Antonini and Stryker, 1993). Recently it was shown that po-
tentiation of inhibition of fast spiking basket cells onto pyramidal neurons also leads
to a decrease in deprived eye responses (Maffei et al., 2006). Second the responses
to the non-deprived eye increases. This process was shown to be NMDA receptor
dependent, and thus might share common features with LTP (Sawtell et al., 2003,
Frenkel and Bear, 2004). Furthermore, it was shown that the decrease and increase in
responses of individual neurons depend on the inputs a neuron receives from both
eyes (Mrsic-Flogel et al., 2007). A study recording single neuron responses using two-
photon calcium imaging could show that neurons receiving significant input from
the non-deprived eye displayed an increase in non-deprived eye responses and a de-
crease in deprived eye responses. Deprived eye responses were shown to decrease
within the first 2-3 days of MD, while the increase of response to the non-deprived
eye only begin after 3 days of MD (Mrsic-Flogel et al., 2007). However, neurons mainly
receiving input from the deprived eye surprisingly increase their responses. This in-
crease is believed to be mediated by homeostatic response compensation, where the
decrease in deprived-eye responses triggers a compensatory upscaling of all inputs,
keeping the summed visual responses preserved (Mrsic-Flogel et al., 2007).
Early studies performing MD in kittens directly after birth and for three months did
show atrophy in the dLGN and a drastic OD shift towards the non-deprived eye as
well as little to no recovery after eye opening (Wiesel and Hubel, 1963a, Wiesel and
Hubel, 1963b, Wiesel and Hubel, 1964). In mice it was shown that MD of four days
performed during the critical period (postnatal day 20 to 35, with a peak sensitivity
at approximately P28) in juvenile mice induces a significant OD shift (Gordon and
Stryker, 1996, Espinosa and Stryker, 2012), while MD of four days performed in adult
mice (P90 and older) does not induces an OD shift (Lehmann and Löwel, 2008). More
recent studies performed in adult mice (P90) showed that MD for seven days also
induces a significant OD shift (Sawtell et al., 2003, Lehmann and Löwel, 2008). Im-
portantly, it was shown that in adult mice the responses to the non-deprived eye still
increases, but the decreased response of the deprived eye is absent (Sawtell et al.,
2003, Hofer et al., 2006) and that these changes are less dependent on homeostatic
response (Ranson et al., 2012). Additionally, there are indications that the increase in
response to the non-deprived eye results from a decrease in inhibition rather than
from an increase in excitation in the adult cortex (Yoshimura, Ohmura, and Komatsu,
2003). MD performed in mice older than 110 days did not elicit a significant OD shift
(Lehmann and Löwel, 2008). However, it was shown that adult mice, which were
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transferred from standard cages into enriched environment cages (EE) at P110, did
show a significant OD shift after a MD period of 7 days. The observed OD shift in
adult mice was likely mediated by reduced levels of intracortical inhibition in mice
transferred to EE cages (Greifzu et al., 2014).
In juvenile and adult mice, it was shown that a MD of four to ten days after prior
visual experience results in an OD shift which is reversible after re-opening of the
deprived eye (Hofer et al., 2006). Experiments performing multiple MDs on the same
animal did show that the OD shift induced by the second MD episode is faster and
more persistent than the first experienced MD. Furthermore, in adult mice a second
OD shift can be induced after a MD period of only 3 days (Hofer et al., 2006). Another
study using MD in adult mice showed that following MD spine density is increased
in layer 5 neurons of mouse V1. This effect is persistent after recovery from MD and
a second MD episode is not inducing more spine growth. It is suggested that the
increased spine density is the underlying mechanism for faster OD shift observed in
V1 during a second MD period (Hofer et al., 2009). Additionally, a chronic imaging
study conducted by Rose et al., 2016 found that after an OD shift, individual neurons
return to their initial OD state, meaning that neurons responding pre MD preferenti-
ally to the stimulation of the non-deprived eye will do so again after recovery from
the OD shift induced by MD.
1.4.3 Plasticity induced by passive viewing protocols
A non-invasive paradigm to induce plasticity in mouse V1 consists of repetitive pas-
sive viewing of visual stimuli. It was shown that passive viewing of a defined stimu-
lus (e.g. gratings) across consecutive days selectively enhances local field potential
(LFP) responses to that stimulus in mouse V1 (stimulus selective response potentia-
tion, SRP) (Frenkel et al., 2006). Stimulus presentation can be as brief as five to six
minutes per day and the maximum change in response amplitude is normally rea-
ched after five days (Frenkel et al., 2006, Cooke and Bear, 2010). Furthermore, it was
shown that repetitive presentation with a sequence of different oriented gratings for
five consecutive days leads to an enhanced response in LFP magnitude in V1 (Gavor-
nik and Bear, 2014b). This increase in LFP magnitude is highly specific for stimulus
order and timing. The specificity for stimulus order and timing is so strong that omit-
ting stimulus from the sequence will elicit the same response as elicit by the presen-
tation of the full sequence (Gavornik and Bear, 2014b). SRP manifests behaviourally
as long-term behavioural habituation to the specific stimulus (orientation-selective
habituation, OSH) (Cooke et al., 2015). Using extracellular electrophysiological recor-
dings, no change in the number of neurons responding preferentially to the presented
stimulus was found, but neurons preferentially responding to the presented stimulus
increased their preference to that particular stimulus (Frenkel et al., 2006). Similar
results were obtained from studies conducted in monkeys (Schoups et al., 2001). In
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contrast to those studies, a recent study using two-photon imaging reported stimu-
lus specific response potentiation at the single neuron level in mouse V1 that strongly
depended on locomotion; potentiation was only observed in mice that were running
during stimulus presentation (Kaneko, Fu, and Stryker, 2017).
SRP was shown to occur in V1 of juvenile as well as adult mice, while in both ages the
largest increase in LFP is recorded in thalamo-recipient layer 4 (Frenkel et al., 2006).
Furthermore, SRP was shown to be NMDA receptor dependent and likely requires
the activity dependent insertion of AMPA receptors in the post membrane and thus
shares similarities with LTP (Frenkel et al., 2006, Cooke and Bear, 2010). Additionally,
SRP was shown to be abolished in mice lacking the activity-regulated cytoskeleton-
associated protein (ARC), which is known to be important for long-lasting LTP in the
hippocampus (McCurry et al., 2010). Hence, the SRP paradigm induces long-lasting
changes in V1 that are likely mediated by LTP like plasticity mechanisms, enabling
the investigation of neuronal plasticity using a non-invasive paradigm (Cooke and
Bear, 2014, Gavornik and Bear, 2014a).
Similarly, using functional magnetic resonance imaging (fMRI) it was shown in hu-
mans that repeated exposure to a defined visual stimulus leads to an increase in acti-
vation of the primary visual cortex. This increase goes along with a lower threshold
to detect the presented stimulus, which is a form of perceptual learning (Furman-
ski, Schluppeck, and Engel, 2014). Furthermore, if human subjects were trained in a
discrimination task and presented repetitively with the same grating they improved
performance across days and this improvement is stimulus specific (Fiorentini and
Berardi, 1980, Schoups, Vogels, and Orban, 1995).
1.4.4 Plasticity induced by active viewing protocols (reward or fear experience)
In contrast to passive viewing paradigms there are also active viewing paradigms
that engage the experimental animal in a task. To engage an animal in a learning task
it is important to motivate the animal. Motivation can either be achieved by using a
reward for successful completion of the task or a punishment for unsuccessful com-
pletion of the task. Using rewards or punishments to motivate mice to participate in
a learning task, enables the investigation of learning and memory formation as well
as retrieval mechanisms during and after the learning process.
In the past, multiple different substances were used as rewards, such as sweet soy
milk (Poort et al., 2015), water to drink (Andermann et al., 2010, Guo et al., 2014,
Dent, Isles, and Humby, 2014) or food (Stirman, Townsend, and Smith, 2016). While
sweet soy milk is an extra treat for mice and thus is sometimes sufficient to motivate
mice to participate in a task, water and food rewards are only sufficient, if mice are
on restriction (e.g. deprived of water or food) and motivated to obtain the water or
food reward. If mice are on food or water restriction it is important to constantly
monitor their body weight to avoid starving. Fluid rewards can be easily delivered
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using a computer-controlled spout (Andermann et al., 2010, Guo et al., 2014). Reward
delivery can be triggered by for example licking of the spout (Andermann et al., 2010,
Poort et al., 2015) or by touching of a touch screen (Stirman, Townsend, and Smith,
2016). Using rewards, mice can be trained in a go/no-go task to either discriminate
between gratings of different orientations (with one being the rewarded grating) (An-
dermann et al., 2010), or to discriminate different moving stimuli using a random dot
kinematogram (Stirman, Townsend, and Smith, 2016). A rewarded go/no-go discri-
mination task was also shown to be successful if mice are in a virtual reality environ-
ment (Poort et al., 2015). Mice also engage in forced choice based perceptual decision
tasks using a dual lick port for reward (Guo et al., 2014, Marbach and Zador, 2016).
Another commonly used paradigm to motivate an animal to engage in a learning task
is the association of a punishment or fear experience when the task is not completed
successfully. In general, anything perceived as an aversive stimulus by mice can be
used as punishment or fear experience. For example, Makino and Komiyama, 2015
used a tail shock (0.5 seconds, 0.6 mA) to motivate mice to run. An incorrectly exe-
cuted task can also be indicated by presenting an air puff to the head of the mouse
(Andermann et al., 2010). Finally, a time out period, which pauses the experiment
and prevents mice from starting a new trial to gain a reward, was also shown to be
effective as a punishment (Aoki et al., 2017).
Using a reward paradigm Leinweber et al., 2017 trained mice to navigate a VR en-
vironment. Using this approach, they showed that top-down projections from the
secondary motor cortex (M2) as well as the adjacent area A24b (part of the anterior
cingulate cortex (ACC)) conveys motor related signals to V1, and that the activity
pattern of the ACC projections to V1 started to become correlated with visual flow
after mice were trained to navigate through the VR environment (Leinweber et al.,
2017). A study conducted by Makino and Komiyama, 2015 using a fear experience
also showed that during learning bottom-up inputs to V1 weakened, while top-down
inputs from the retrosplenial cortex (RSC) became stronger. However, active viewing
protocols using either rewards or fear experiences are not only used to motivate an
animal, the reward or fear experience itself often also induces experience-dependent
changes in neuronal activity. A recent study demonstrated that the reward timing
itself is also encoded in mouse V1 and that learning of the rewarded behaviour de-
pends on cholinergic inputs from the basal forebrain, suggesting that these inputs to
V1 convey information about the outcome of a specific behaviour (Chubykin et al.,
2013). Taken together, the results obtained using active viewing protocols indicated
that learning might be accompanied by a shift in the balance between bottom-up and
top-down inputs to V1 (Makino and Komiyama, 2015).
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1.5 thesis aims
The overarching topic of this thesis is to contribute to the understanding of neuronal
circuit function and plasticity in the adult primary visual cortex of awake behaving
mice. We used chronic two-photon imaging in awake behaving mice in order to cha-
racterise neuronal response properties of excitatory neurons, as well as inhibitory in-
terneurons before, during and after the induction of experience-dependent plasticity.
As a proxy for neuronal activity, a genetically encoded fluorescent calcium indicator
(GCaMP6) was used. Using two-photon calcium imaging, it is possible to follow the
same population of neurons across consecutive days, thus enabling the tracking of
changes in neuronal activity during experience-dependent plasticity.
First, we determined the baseline activity of neuronal circuits in V1 during behaviou-
ral state changes. We studied the effect of locomotion on neuronal activity of excita-
tory neurons as well as on three non-overlapping inhibitory interneuron subclasses
(PV-, SST-, and VIP interneurons). Then, we investigated neuronal plasticity using a
passive viewing paradigm in wild-type mice, to reveal changes in neuronal activity
levels of individual neurons across days. We used a protocol of 5 min of passive ex-
posure to an oriented grating for 5 consecutive days, monitoring the activity of single
neurons before, during and after this experience. Finally, neuronal plasticity was in-
vestigated in a mouse model of intellectual disability and autism spectrum disorders
to reveal potential impairments associated with the mutation of the Syngap gene in
adult mice. We compared baseline neuronal activity, as well as neuronal activity after
seven days of MD, between SynGAP+/- mice and wild-type littermates.
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I M P L E M E N TAT I O N O F A T W O - P H O T O N C A L C I U M I M A G I N G
S E T- U P F O R C H R O N I C I N - V I V O R E C O R D I N G S I N AWA K E
B E H AV I N G M I C E
2.1 introduction
To investigate experience-dependent plasticity mechanisms in the brain, it is essential
to compare the state of the brain before and after plasticity was induced. Past work,
investigating experience-dependent plasticity, was mainly conducted using anatomi-
cal or electrophysiological methods. However, using anatomical methods such as his-
tology, limits the experiment to the comparison of naive versus trained mice brains
of different experimental animals, and additionally does not yield any information
about changes in functionality of the brain. Electrophysiological studies using chro-
nically implanted silicon probes, enables the comparison of neuronal activity before
and after the induction of experience-dependent plasticity in the same animal, al-
beit not containing any information about neuronal subtypes. Furthermore, using
electrophysiological methods does not always allow for the identification of specific
individual neurons, preventing the monitoring of individual neurons across time.
To achieve the aims of this thesis, we used in vivo chronic two-photon imaging in
combination with genetically encoded calcium indicators (GECI). Combining both
techniques enabled us to monitor the activity of neuronal populations with single
cell resolution across several days and weeks in awake behaving mice (Andermann
et al., 2010). This allows us to investigate changes in neuronal response properties of
identified individual neurons over time, and hence enables us to monitor their acti-
vity before, during and after an experimentally-controlled experience. The change in
fluorescence of the GECIs, induced by an increase of intracellular free calcium trigge-
red by neuronal activity, is used as a proxy readout for neuronal activity (for review
see: Tian, Andrew Hires, and Looger, 2012).
During my PhD, I together with Dr. Rochefort and Dr. Jia established an in vivo
resonant-scanning two-photon microscope for imaging of awake-behaving mice. I
also independently developed a reliable surgical procedure, optimised for perfor-
ming stable chronic in vivo two-photon imaging and contributed to the development
of standardised analysis tools for large imaging datasets.
In the following chapter I will first introduce the basic principles of two-photon mi-
croscopy and GECI. I will describe the resonant scanning two-photon imaging set-up
established in the lab, used for all imaging experiments included in this thesis. I
then describe the critical steps of the experimental procedure (surgical procedure
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and image acquisition, (Figure 2.1). Finally, I present the data analysis workflow in-
cluding the steps I contributed to establish for the reliable and standardized analysis
of chronic two-photon imaging data.
Figure 2.1: Two-photon calcium imaging experimental workflow: Schematic showing the
workflow and data management plan of a chronic two-photon calcium imaging experiment.
2.1.1 Genetically encoded fluorescent calcium indicators
In resting conditions, neurons maintain very low free cytoplasmatic calcium (Ca2+)
levels. When an action potential (AP) is generated, Ca2+ influx is triggered through
voltage gated calcium channels and through the release of Ca2+ from internal Ca2+
stores. The resulting increase in free cytoplasmatic Ca2+ concentration can be mea-
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sured using GECI’s. GECIs consist of a calcium binding protein (calmodulin, CaM),
a peptide (M13) and a fluorescent protein. When Ca2+ ions bind to the CaM-M13
domain, the CaM-M13 domain undergoes a conformational change that causes an
increase in fluorescence (Figure 2.2). The resulting change in fluorescence is used as
a proxy of the spiking activity of individual neurons (Adams, 2010, Tian, Andrew
Hires, and Looger, 2012, Looger and Griesbeck, 2012).
Currently, the most widely used GECI are GCaMPs, which consist, in addition to
the calcium binding protein CaM and the M13 peptide, of a circularly permuted en-
hanced green fluorescent protein (cpEGFP). For all experiments GCaMP6 was expres-
sed under the human synapsin-1 promoter exclusively in neurons through adeno-
associated virus (AAV) injections. For all experiments the most recently developed
GCaMP calcium sensor, GCaMP6s and GCaMP6f; both differing in their kinetics were
used. The kinetics determine the rise and decay time and thus define the temporal re-
solution of the calcium sensor. GCaMP6s has the highest affinity for Ca2+ and hence
has a very high detection rate for single APs (nearly 100 % in vivo, Chen et al., 2013).
However, due to its slow rise and decay time (rise time: 179 ± 23 ms, decay time: 550
± 52 ms), GCaMP6s can not temporally resolve a sequence of successive APs that
are separated by less than approximately 179 ms (Chen et al., 2013). GCaMP6f has
approximately a 4 fold faster rise and a 3.9 fold faster decay time than GCaMP6s.
Thus, it has a better temporal resolution in resolving single APs than GCaMP6s. Spe-
cifically, GCaMP6f can resolve individual APs when separated by at least 50 to 75
milliseconds (rise time of GCaMP6f). However, the faster rise and decay time are as-
sociated with a lower affinity for Ca2+ ions compared to GCaMP6s. Hence, it fails to
detect single APs in 15 % of the cases (in vivo) (Chen et al., 2013, Ding et al., 2014).
Overall, due to the high AP detection efficiency of both calcium indicators as well as
the stable expression across weeks, GCaMP6 is perfectly suited for the use in chronic
two-photon imaging experiments. However, virus expressing can differ depending on
the neuronal subtype and individual neurons (Nathanson et al., 2009). Additionally,
expression levels increase over time, and eventually cause cell damage, thus limiting
the time-window for imaging experiments. GCaMP6 expression level depends on se-
veral factors such as viral titre, volume of AAV injection and GECI promoter (Chen
et al., 2013).
2.1.2 Principles of two-photon imaging
Two-photon calcium imaging is based on the principle that a fluorescent molecule
is excited with two low energy photons instead of one high energy photon (e.g.,
one-photon excitation) (for review see: Potter, 1996, Denk and Svoboda, 1997, Zipfel,
Williams, and Webb, 2003, Denk, Piston, and Webb, 2006, Svoboda and Yasuda, 2006,
Kerr and Denk, 2008). Therefore, two photons have to be absorbed simultaneously
by a fluorophore. When a photon is excited, it is moved from its ground state to its
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Figure 2.2: GCaMP6 activation: GCaMP6 consists of a cpGFP, M13 protein and a calcium bin-
ding calmodulin domain. If Ca2+ ions bind to the CaM-M13 domain, the CaM-M13 domain
undergoes a conformational change, causing a conformational change and thus an increase
in fluorescence that is physically detectable.
excited state and will emit light when returning back to its ground state (Figure 2.3).
The principle of two-photon absorption was first proposed by Göppert-Mayer, 1930
and could first been tested in 1961 after the invention of the laser (Kaiser and Gar-
rett, 1961). Experiments in 1962 (Abella, 1962), demonstrated two-photon absorption
using a ruby maser (precursor of a laser) to excite cesium vapor and in 1963 Peti-
colas, Goldsborough, and Rieckhoff, 1963 achieved two-photon excitation in organic
crystals.
Figure 2.3: Two-photon excitation: Jablonski diagram showing one-photon excitation (left)
and two-photon excitation (right). Left: Fluorophore is excited by absorbing one high energy
photon. Right: Fluorophore is excited by absorbing two low energy photons. The two pho-
tons are absorbed nearly simultaneously and thus, are combining their energy to excite the
fluorophore.
Two-photon calcium imaging was pioneered by Winfried Denk in 1990, when he
was working in the laboratory of Watt W. Webb at Cornell University (Denk, Strickler,
and Webb, 1990). By combining two-photon excitation and laser-scanning microscopy
(LSM), Denk and colleagues built the first two-photon imaging set-up to excite flu-
orophores in living tissue. This was a great step forward for science because it ena-
bled scientists for the first time to monitor the activity of individual neurons in alive
animals. Nowadays, it is possible to image up to 1 mm deep into living brain tissue
(Theer, Hasan, and Denk, 2003 Denk, Strickler, and Webb, 1990, for review see Helm-
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chen and Denk, 2005).
The basic elements of a two-photon laser scanning microscope are: a femtosecond pul-
sed laser, scan mirrors, a Pockel cell, a tube lens, dichroic mirrors, an objective and at
least one photomultiplier tube (PMT) to detect photons. The PMT is connected to a
computer to produce a digital image based on the detected photons (Mertz, 2005) .
Under normal conditions, the probability that two-photon excitation takes place is
very low (in sunlight rhodamine B, a very good absorber, is expected to absorb two
photons every 10 million years) (Denk and Svoboda, 1997). The probability is signi-
ficantly increased by focusing a laser beam spatially as well as temporally. The laser
beam is focused spatially using an objective. The highest spatial concentration of the
laser beam is achieved by completely back-filling the objective. Since the laser beam
is Gaussian-shaped it is beneficial to slightly overfill the back aperture. Under filling
of the back aperture will result in an increase in power transmission, but lead to a de-
crease in resolution due to a broadening of the focal volume. To adjust the diameter
of the laser beam to the back aperture a beam expander is used. The laser beam is fo-
cused temporally using a femtosecond pulsed laser (pulse duration 100 fs, repetition
rate of 100 MHz) (Denk, Strickler, and Webb, 1990 Helmchen and Denk, 2005).
The spatial and temporal concentration of the laser beam results in a very small fo-
cal volume, which provides an optical sectioning effect, resulting in high resolution
(Denk, Strickler, and Webb, 1990). Thus, two-photon calcium imaging can be used to
image populations of neurons with single cell resolution as well as single dendrites
and spines.
Additionally, the probability of two-photon excitation outside the focal volume is very
low, resulting in nearly no out-of-focus excitation. As a consequence, there is only a
small amount of photobleaching below and above the imaged focal plane. Further-
more, as there is no out-of-focus excitation, all emitted photons can be collected as
signal, increasing the total photon yield (Denk, 2007). To collect as many photons
as possible, it is beneficial to use an objective with a high numerical aperture (NA).
The NA defines the range of angles from which an objective can collect photons. The
higher the NA, the wider the angle (Oheim et al., 2001).
2.2 establishing a two-photon imaging set-up for imaging in awake
mice
There are different ways of setting up a system for two-photon calcium imaging.
There are commercially available imaging set-ups (e.g., Zeiss, Leica, Femtonics) or an
existing confocal microscope can be turned into a two-photon imaging microscope
(Denk, 2007). The two-photon imaging microscope used to conduct all experiments
described in this thesis was custom-made using mechanical devices from Scientifica
and commercially available optical parts (ThorLabs, UK) (Chen et al., 2012). Together
with Dr Rochefort and Dr Jia, I contributed to build the set-up, mounting the compo-
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nents on the anti-vibration table and aligning the laser path. The set-up is a LOTOS
(low-power temporal oversampling) based two-photon imaging set-up, comprising a
Coherent LaVisionS Ti:sapphire laser, a 12 kHz resonant scanner and 2 GaAsP PMTs.
Using a LOTOS based two-photon imaging set-up enables the data acquisition at
high frame rates (e.g. between 20 to 200 frames per second), and thus only relatively
low-excitation laser power is needed. Therefore, the main advantage of high speed
imaging using a 12 kHz scanner is the reduction of photodamage during long or
consecutive imaging sessions (Chen et al., 2012). The two-photon system was set up,
tested and calibrated together with Dr. Janelle Pakan and Dr. Nathalie Rochefort for
in-vivo two-photon imaging recordings in awake-behaving mice (modeled after Dom-
beck et al., 2007).
A schematic of the laser paths of the custom-built resonant scanning two-photon
microscope that was used for all experiments is shown in Figure 2.4. The tunable
femtosecond pulsed (75 fs) Ti:sapphire laser (LaVisionS, Coherent) is operating at 100
MHz and has a tunable wavelength range between 700 and 1060 nm. For all experi-
ments, GCaMP6 was excited using a laser wavelength of 920 nm. The average output
power of the laser is 1 Watt and the laser power under the objective at a wavelength
of 920 nm is between 0 and 198 mW depending on the settings of the Pockel cell
(Figure 2.4). For in vivo experiments, the laser power under the objective should not
exceed 60 mW (Jackson et al., 2016). For the experiments included in this thesis the
power under the objective was on average 55 mW. The laser power reaching the sam-
ple can be adjusted using a Pockel cell (Denk, Piston, and Webb, 2006) (Figure 2.4).
The Pockel cell is a voltage controlled electro-optical modulator and operates at a
timescale of microseconds. Therefore, Pockel cells are able to modulate laser power
throughput very fast and thus are ideally suited to operate in combination with the
LOTOS based imaging set-up (Denk, Piston, and Webb, 2006). Afterwards, the size
of the laser beam is adapted to the size of the back aperture of the objective using a
beam expander. This is necessary to spatially concentrate the laser beam to gain the
best possible resolution for imaging (Helmchen and Denk, 2005).
The microscope base contains two scan heads, a telescope, dichroic mirrors and the
PMTs. The scan heads are needed to direct the laser beam across the sample in x and
y direction. The scanner moving the beam in y direction is a galvo scanner and the
scanner moving the laser beam in x direction is a resonant scanner, operating at 12
kHz. This allows us to sample at high frequencies with the aim to limit photodamage.
The first set of experiments was performed using a 40x Nikon objective (Nikon NIR
Apo 40x/0.80 W, Japan). Later experiments were performed using a 25x Olympus
objective (Olympus XL PlanN 25x/1.05 WMP, Japan). The FOV using the 40x Nikon
objective was 240 x 240 µm and the FOV using the 25x Olympus objective was 384 x
384 µm.
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The set-up comprises two PMTs to enable the simultaneous imaging of two flu-
orescent molecules. PMTs are highly sensitive photon detectors used to capture all
available emitted photons. A dichroic mirror was used to separate excitation and
fluorescence. Dichroic mirrors are able to do so by separating different wavelengths
(Denk, Piston, and Webb, 2006). To protect the sample and the PMTs from the laser
beam in between imaging trials a mechanical shutter, controlled by the imaging soft-
ware, is used (Figure 2.4).
The output of the PMTs was recorded by an imaging software developed by Dr
Hongbo Jia (LotosScan 1.4, Beijing ABORO-Tech Co. Ltd) as tdms (technical data
management streaming) files. For in vivo imaging experiments, the mouse was pla-
ced on a cylindrical treadmill and head-fixed by a custom-built head restrain system.
The initial design of the wheel and head fixation system was developed by Dr. Du-
guid’s laboratory for in vivo patch clamp recordings in awake mice and the design
was adapted for the two-photon imaging set-up.
The following sections will describe how the visual stimulus was presented and the
behavioral state of the experimental animal monitored.
Figure 2.4: Schemata of the two-photon imaging set-up: The laser beam was generated by
a tunable laser and directed through a beam polarizer and afterwards split into two laser
beams by a beam splitter. Thus, one laser is used for two two-photon set-ups. Then the laser
beam was directed through a Pockel cell, a beam expander and a mechanical shutter. Finally,
the laser beam was directed through an objective and focused towards the sample. The laser
beam was moved across the sample by a 12 kHz resonant scanner (x-axis) and a galvo scanner
(y-axis). The mouse is fixed by a custom-built head restrain system and placed on a cylindrical
treadmill. The speed of the treadmill was detected by an optical encoder and recorded by an
Axon CNS device (Molecular Devices). Visual stimuli were presented using a screen placed
at a 20 cm distance in front of the mouse. Imaging data, wheel speed and visual stimulation
were recorded simultaneously.
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2.2.1 Visual stimulation without light contamination
The emitted light from GCaMP6 labeled neurons was collected by PMTs. As discus-
sed earlier, two-photon excitation takes place only in the focal imaging plane and
hence, all emitted photons can be collected as signal. To do so, PMTs are operated in
whole-field configuration (without a pine hole). PMTs are highly sensitive photon de-
tectors and therefore the emitted photons from the fluorescent markers of interest are
easily contaminated by ambient light. To reduce light contamination from ambient
light sources two-photon microscopes are either shielded using a casing or operated
in dark rooms. However, for a lot of experiments it is necessary to present a visual sti-
mulus, e.g., experiments investigating the activity of the visual cortex or experiments
where mice are navigating through a virtual reality environment (Dombeck et al.,
2007), and the visual stimulus is a strong source of ambient light contamination.
Light contamination arising from the visual stimulus can be fully abolished by syn-
chronising the light output of the screen to the turnaround points of the resonant
scanner (Leinweber et al., 2014). Since there is no data acquired during the turna-
round time of the laser beam, there will be no light contamination arising from the
stimulus during data acquisition. The two-photon microscope used in this study con-
sists of a 12 kHz resonant scanner, which is turning at a frequency of 24 kHz. Hence,
the screen presenting the visual stimulus was modified to flicker at a rate of 24 kHz,
triggered by the resonant scanner. The flickering rate is well beyond the flicker fusion
threshold mice are able to perceive and thus the presented visual stimulus looks co-
herent to the mouse (Leinweber et al., 2014).
Nevertheless, since there is still light contamination during the turnaround time of
the laser that can cause significant damage to the PMTs, the area between the ob-
jective and the head-plate was shielded with black tape, significantly reducing the
amount of ambient light reaching the PMTs.
The screen was connected to a PC (VisStimPC, Figure 2.4) and stimulus presentation
was triggered by the LotosScan 1.4 imaging software (Beijing ABORO-Tech Co. Ltd).
The brightness of the screen was set to 30 lux. The visual stimulus was created using
the Psychophysics Toolbox package (Brainard, 1997) for MATLAB (Mathworks, MA)
and displayed on an LCD monitor (51 × 29 cm, Dell, UK, model number P2412Hb,
100-240 V , 50-60Hz, 1.2 A). For the experiments discussed in Chapter 3 square-wave
stationary (4 to 5 seconds) and moving (2 seconds) grating stimuli of 8 different orien-
tations (0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°) were presented. For the experiments
discussed in Chapter 4 and Chapter 5 phase-reversing (1 Hz, 3 seconds) sinusoidal
grating stimuli of 4 different orientations (0°, 45°, 90°, 135°) were presented. In all
experiments the inter-stimulus interval was a isoluminant grey screen.
2.3 establishing a reliable cranial window and neuronal labeling 30
2.2.2 Monitoring movement activity
During the experiments mice were head restrained and placed on a circular treadmill
(Dombeck et al., 2007). The circular treadmill was made of a 20 cm diameter polys-
tyrene cylinder, mounted on a ball-bearing axis. Movements of mice were monitored
by recording mice’s running speed on the circular treadmill using an optical encoder
(E7P, 250cpr, Pewatron, Switzerland). The output of the optical encoder was recorded
by the Clampfit 10.3 software (Axon CNS Multiclamp 700B). The software records
the binary output from the optical encoder (square-wave signal, 12 kHz sampling
frequency). Since the output of 12000 sampling points per second is 300 times the
sampling frequency of the image acquisition (40 Hz), the optical encoder signal was
down-sampled by 300 to meet the sampling frequency of the imaging (Pakan et al.,
2016).
The binned signal was used to calculate the wheel speed. For the analysis of effect
of locomotion on neuronal activity, different behavioural state types were defined as
follows: stationary corresponded to periods where instantaneous speed (as measured
at the 40 Hz sampling rate) was less than 0.1 cm/s; locomotion corresponded to peri-
ods meeting three criteria: instantaneous speed >= 0.1 cm/s, 0.25Hz lowpass filtered
speed >= 0.1cm/s, and an average speed >= 0.1cm/s over a 2 second window cente-
red at this point in time (Pakan et al., 2016). Hence, brief periods of movement and
transition periods between stationary and locomotion were excluded from further
analysis.
2.3 establishing a reliable cranial window and neuronal labeling
To achieve high quality in vivo chronic two-photon imaging with cellular resolution,
the cranial window and neuronal labeling quality are crucial. Imaging depth strongly
depends on a clear and clean cranial window to reduce auto fluorescence and light
scattering at the surface of the brain. If the surgery and window implant are not con-
ducted under aseptic conditions, inflammation will decrease imaging quality across
days. In addition, stability of the focal plane during imaging recordings strongly de-
pends on the head fixation as well as the cranial window. I have established a reliable
protocol for a surgical procedure that is optimised for performing stable in vivo chro-
nic two-photon calcium imaging experiments. All procedures were approved by the
University of Edinburgh animal welfare committee, and were performed under a UK
Home Office project license.
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2.3.1 Head-plate design
Head-plates were designed with the help of Dr. Lukas Fischer (Rochefort laboratory)
using a free software (Autodesk inventor 2017, Autodesk inventor Inc., USA) and
were then manufactured by Proto Labs (UK). All head-plates were made of aluminum
(AlSi10Mg) and weight less than 0.5 g. Each head-plate has a middle part with a hole
and two arms which connect with a screw-nut to the head restrain system (Figure 2.5
A, B, C). Head-plates were designed in such a way, that the diameter of the hole was
as big as possible to create enough space for the cranial window and the objective,
and at the same time, having as much surface area of the head-plate as possible
attaching to the skull to achieve a stable fixation of the head-plate. The two arms
of the head-plate were designed long enough to create space between the objective
and the screw nut that was used to fix the head-plate to the head restrain system to
protect the objective from damage. At the same time, for stability reasons, the arms
of the head-plate should not be to long. Head-plates can be reused several times
after being cleaned from debris using dental acrylic liquid (Paladur, Heraeus Kulzer
GmbH, Germany) and after being autoclaved.
I contributed to the testing and the development of different versions of head-plate
designs, with the aim to achieve stable experimental imaging conditions as well as
an optimal access to the cranial window with the objective. For experiments using
the 40x objective a head-plate with a 6 mm off-centered hole and 7 mm long arms
was used (Figure 2.5 D). For experiments using the 25x objective a head-plate with a
8 mm centered hole and 11 mm long arms was used (Figure 2.5 E).
2.3.2 Sterile surgery: craniotomy and AAVs injection
Cranial window implantation and GECI injection were performed in one surgery two
to three weeks prior to imaging. For the surgery a binocular (Leica M80), a cold light
source (KL 1500 LCD, Zeiss, Germany) and sterile gloves (Sterile indigo nitrile exa-
mination gloves, HandSafe, UK) as well as an autoclaved head-plate and three sterile
tissues (Kleenex, UK) were prepared. The surgery area was disinfected (AZOWIPE,
Synergyhealth LTD, UK) and artificial cerebrum spinal fluid (ACSF (Appendix A),
approx. 30 ml, brought to room temperature and filtered (Minisart, sterile single use
filter unit, sartorius stedim biotech, Germany) provided.
Then, mice were moved from their home cage to an anesthesia chamber (univentor,
uv401) and anesthetized using 4 % Isoflurane (IsoFlo,Abbott Laboratories, UK). Su-
perfluous Isoflurane was removed using an active scavenging unit (VetTech Solutions
LTD, UK) connected to an anesthetic gas absorber (Cardiff Aldasorber, Shirley Aldred
& Co LTD, UK). The head was shaved (Wahl model 9966, Wahl clipper corporation,
USA) and lose fur removed (air duster hfc free, Office depot, UK).
The mouse was then fixed in a stereotaxic frame (David Kopf Instruments, CA, USA)
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Figure 2.5: Head-plate design for stable head fixation under two-photon imaging set-up: A)
Schematic showing the head-plate attached to a mouse head. B) Pictures of a head-plate
fixed in head-restrain, front view. C) Pictures of a head-plate fixed in head restrain, top view.
D) Model of the head-plate used for experiments using the 40x objective. E) Model of the
head-plate used for experiments using the 25x objective.
and Isoflurane supply was reduced to 1.8 to 2 %. Since, anesthetized mice do not
regulate their body temperature, mice were placed on a heating pad (Beurer HK95,
Beurer GmbH, Germany). During the whole course of the surgery breathing rate and
body temperature were monitored. The eyes of the mouse were covered with an opa-
que eye cream (Bepanthen, Bayer, Germany) to prevent dehydration of the eyes. An
analgesic (1 ml/ 20 mg mouse Buprenorphine (Vetergesic), diluted 1:10 with inject-
able water (Water for Injections 100 % v/v, Norbrook Laboratories Limited, Northern
Ireland), a corticosteroid (1 ml/ 20 mg mouse Dexamethasone, Rapidexon, Dechra,
to diminish brain swelling) and a non-steroidal anti-inflammatory drug (1 ml/ 20 mg
mouse Carprofen, Carprieve 5.0 %, Norbrook, to prevent inflammation) was injected
subcutaneously.
Before removing the scalp using scissors (no. 5 forceps, Fine Science Tools, UK) the
scalp was disinfected with surgical scrub (Videne surgical scrub, ECOLAB, UK, dilu-
tion 1:10 with sterile ringer, Viaflo Ringer’s solution for infusion, Baxter healthcare
LTD, UK). The edges of the skin were glued to the skull using a tissue adhesive
(3M Vetbond, Animal Care Products, USA). The exposed skull was scratched with a
scalpel (Stainless steel surgical blade, Swann-Morton LTD, UK) to remove debris and
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improve head-plate attachment. The skull was disinfected with ethanol (70% Ethanol
absolute, AnalaR NORMAPUR, VWR chemicals, UK) and the primary visual cortex
(-2.3 to -5.0 from bregma and between 1.75 to 3.5 lateral from mid-line) marked. To
create more surface area for better head-plate attachment, the muscle in the back of
the head were gently push back with sterile cotton swaps (Technical Service Consul-
tants Ltd, UK) and blunt forceps (Figure 2.6 A).
Afterwards, a square shaped cranial window (between 4 mm lateral to 1 mm lateral
from midline and between -3.8 mm and -2.5 mm posterior to bregma) was drilled
(Volvere Vmax NE120, NSK, 2000 cycles/min, Japan; drill head: H1 204 005, Komet
Dental, Germany). When the outline of the cranial window became visible drilling
was paused and a template of the outlines drawn using disinfected parafilm (Para-
film M laboratory film PM-996, Pechiney plastic packaging, USA) (Figure 2.6 A). The
template was used to cut a coverglass (Menzel-Glaeser, 24x32 mm size 0, Germany),
fitting the cranial window using a diamond tipped pen (Miller straight diamond tip-
ped retractable stainless steel scribe, RS components LTD, UK) (Figure 2.6 D).
Before drilling continued, the injection pipette (3.5” Drummond #3-000-203-G/X,
Drummond Scientific, USA) was prepared. Pipettes were pulled (Narishige PC-10,
UK) and back-filled with mineral oil (Mineral Oil M5904-5ML, Sigma-Aldrich, Ger-
many). Injections were made with a Nanoject (Nanoject II, Drummond Scientific,
USA). The tip of the pipette was cut, approx. 2 µl of the mineral oil was ejected and
the injection pipette filled with an AAV construct containing the calcium sensitive
molecule GCaMP6 (1:10 dilution in ACSF).
Afterwards, drilling was continued until the skull was thinned and the bone remo-
ved with fine forceps; avoiding mechanical damage and bleeding (Figure 2.6 B). The
exposed brain surface was covered with ACSF to prevent dehydration. The injection
pipette was positioned approximately -3.0 mm posterior from bregma and 3.5 mm
lateral from midline (binocular V1), at a vertical angle of 10°and a horizontal angle
of 10°from midline. Injections were made at 3 depths (500 µm, 400 µm and 300 µm
deep, 100 µl total, 4.6 nl each 30 seconds).
After removal of the injection pipette the coverglass, prepared earlier, was gently pus-
hed down onto the brain surface (Figure 2.6 C). The coverglass was fixed in place
using super glue (Loctite super glue power flex, Henkel Limited, Germany), which
was applied with a fine injection needle (Monoject, standard hypodermic needle,
0.305 mm x 1.9 cm, Covidien, USA) to the edges of coverglass and skull. It is impor-
tant to push the coverglass until the glue is entirely solid, to avoid a cavity between
brain and coverglass; since this could lead to bone regrowth and diminish imaging
quality.
A sterile head-plate was attached to the skull using the same super glue. The head-
plate should be horizontally even and the cranial window in the middle. Afterwards,
dental acrylic (Paladur, Heraeus Kulzer GmbH, Germany, 63 ml powder mixed with
125 ml liquid) was applied using a sterile syringe (BD Plastipak 1 ml, Becton, Dickin-
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son and Company Limited, Ireland; Hypodermic needle, 1.2 mm x 40 mm 18G,
B.Braun Melsungen AG, Germany). Exposed parts of the skull were covered with
glue and the cranial window was cleaned using a sterile injection needle (BD Micro-
lance 3, 0.45 mm x 10.0 mm 26G, Becton, Dickinson and Company Limited, Ireland)
(Figure 2.6 D). Before the mouse was removed from the anesthesia, 0.5 ml of a sterile
Ringer’s solution per 20g mouse (Viaflo Ringer’s solution for infusion, Baxter) was
subcutaneously injected and the eye cream was gently removed from the eyes. For re-
covery, the mouse was placed alone in a cage on a heating pad, and when the mouse
was able to walk straightforward it was moved back to its home cage.
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Figure 2.6: Cranial window surgery and head-plate implantation. Mouse is anesthetised and
fixed in a stereotaxic frame. A) Picture of exposed skull after scalp removal, with cranial win-
dow outlined above V1. B) Cranial window opened (skull removed, brain surface exposed)
and injection pipette. C) Glass coverslip fitted to the cranial window. D) Closed cranial win-
dow. Glass coverslip glued and head-plate attached. E ) Schematic showing a coronal section
through a mouse brain with cranial window and head-plate.
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2.3.3 Labelling of cell-type specific neuronal subpopulations
In all experiments described in this thesis, neuronal populations were labeled using
GCaMP6 expressed under the human synapsin-1 promoter. We used AAVs to deliver
GCaMP6s (AAV1. Syn. GCaMP6s. WPRE. SV40), GCaMP6f (AAV1. Syn. GCaMP6f.
WPRE. SV40) and flex-GCaMP6s (AAV1. Syn. Flex. GCaMP6f. WPRE. SV40), all acqui-
red from the University of Pennsylvania Vector Core (PA, USA). GCaMP6s was ex-
pressed exclusively in neurons and flex-GCaMP6f was expressed exclusively in neu-
rons, which contained cre-recombinase. Parvalbumin-, Somatostatin-, and Vasoactive
intestinal polypeptide- cre mice lines (PV-Cre, SST-Cre, VIP-Cre) enabled us to in-
vestigate the neuronal activity of these specific inhibitory neuronal subpopulations
(Taniguchi et al., 2011, Pakan et al., 2016).
All used cre-driver transgenic mice lines have been obtained from Jackson Laboratory
(ME, USA): Pvalb<tm1(cre)Arbr> (PV-Cre), [RRID: IMSR_JAX:008069], Sst<tm2.1(cre)
Zjh> (SST-Cre) [RRID: IMSR_JAX:013044], Vip<tm1(cre)Zjh> (VIP-Cre) [RRID: IMSR_
JAX:010908]. Cell type specific expression of a red fluorescent marker (tdTomato)
was achieved by cross-breeding these cre-driver mouse lines with homozygote Rosa-
CAGLSL-tdTomato [RRID: IMSR_JAX:007914] mice. Thus, all neurons containing cre-
recombinase were labeled with tdTomato (PVtdTom, SSTtdTom, VIPtdTom), allowing
for identification of one specific inhibitory subtype, while the whole neuronal popu-
lation was labeled with the GCaMP6 (green fluorescence).
2.4 establishing tools to analyse two-photon calcium imaging data
In this study, in vivo chronic two-photon calcium imaging was used to monitor
experience-dependent changes in neuronal activity over several days (up to 7 days).
During each imaging experiment, large amounts of imaging data (on the order of 100
GB per experimental hour) were recorded, thus effective data handling and storage
solutions had to be implemented. Furthermore, quantitative changes in fluorescence,
used as a proxy for neuronal activity, need to be extracted in a robust and accurate
way. This analysis typically involves motion correction, image segmentation into re-
gions of interests (ROIs), and signal extraction. I contributed to the development and
testing of each of the three analysis steps that I am presenting in the following secti-
ons.
In the present work, two-photon imaging data were recorded with a LabView based
software (LotosScan 1.4, Beijing ABORO-Tech Co. Ltd) at a sampling frequency of 40
Hz. All files were saved as image sequences in tdms format and for further analysis
files were converted into image sequences in tiff file format using a custom written
image format converter based on LabView. In the following chapters I will describe a
method to correct for x-y motion artefacts and a reliable way to match neurons across
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several days. Furthermore, I will explain a method to correct for neuropil contamina-
tion and how the ∆F/F0 signal was calculated.
2.4.1 Correcting for motion artefacts
A problem arising with the application of two-photon calcium imaging in vivo in
awake-behaving mice, are motion artefacts. During an experiment, movements of
the animal cause time-dependent displacements of the imaged brain region relative
to the microscope. This will introduce substantial artefacts into the imaging data,
which makes it impossible to extract the calcium signal of interest. There are two ty-
pes of movement artefacts: inter-frame distortions and frame to frame displacement.
Inter-frame distortions mainly occur when the data is acquired at a low sampling
frequency and can be avoided by acquiring the data at higher sampling frequencies.
For this thesis, the calcium imaging data were acquired at 40 Hz hence, there were
no inter-frame distortions. Frame to frame displacements can not be avoided using
high sampling frequencies.
To correct for frame to frame displacements image sequences were loaded into Fiji
(Fiji, ImageJ 1.48, USA) using MatLab (MatLab 2015a/2015b/2016a, The MathWorks
Inc, USA). Afterwards, 2D plane translation-based image alignment (SIMA 1.2.0, se-
quential image analysis, (Kaifosh et al., 2014)) was used to correct for frame to frame
displacements. Only the GCaMP6 signal collected by PMT number 1 was used for
motion correction. The stable tdTomato signal collected by PMT number 2 was only
used for motion correction, if motion correction using the GCaMP6 signal failed. This
happened, when the GCaMP6 labeling was very sparse.
2.4.2 Image segmentation into regions of interest
After motion correction, image sequences were loaded into Fiji (Fiji, ImageJ 1.48,
USA), down-sampled to 20 Hz (to improve the signal to noise ratio) and regions of
interest (ROI), corresponding to neuronal cell bodies, were selected manually using
the polygon tool of Fiji. The first ROI was a small rectangle drawn in a dark region of
the image, containing the background signal. The second ROI was a large rectangle
spanning the whole field of view (FOV), containing the summed signal of the FOV
(including the neuropil). All following ROIs demarcated neurons. The total number
of neurons per FOV varied between 70 to 300 neurons for GCaMP6s injections, de-
pending on imaging quality and FOV size.
It is challenging to ensure that each ROI is marking the same neuron across con-
secutive days, since not all neurons are active each day and the imaged FOV was
slightly twisted between experimental days. To ensure each ROI was marking the
same neuron across days, it was necessary to reliably identify each neuron each day
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by checking the motion corrected imaging sequences. If it was not possible to re-
trieved the location of a ROI reliably or a ROI was retrieved in less than 2 out of 7
imaging days, the ROI was dismissed from the data set.
In some cases, two or more ROIs were overlapping. In this case only non-overlapping
areas of each neuron were selected and became part of the ROI. As a consequence,
each ROI contained only the signal of one neuron. Neurons were excluded from furt-
her analysis, if it was not possible to draw non-overlapping ROIs. Neurons also were
excluded from further analysis, if the remaining non-overlapping ROI would have
been to small to extract a reliable signal. Finally, ROI coordinates for each ROI per
trial were saved as zip folders.
We did not use automated ROI detection to define the ROIs. This is because most of
the tested automated ROI detection algorithms hitherto available still needed manual
checking, which was very time consuming. Furthermore, for further analysis it was
important to keep the ROI numbers the same, i.e. each ROI needs to define the same
neuron across days, which was not possible to achieve with the tested automated ROI
segmentation tool at the time of the experiments.
2.4.3 Correction for neuropil contamination and fluorescence signal extraction
Following motion correction, images are processed in order to extract the fluores-
cence changes across time within each ROI. However, the fluorescence signal of each
ROI is often contaminated by the neuropil signal. The neuropil signal consists of den-
drites and synapses that surround the somas of individual ROIs. Additionally, nearby
neuronal cell bodies are a source of signal contamination. It is important to correct
for neuropil contamination because the neuropil itself is responding to stimuli (e.g.
visual or behavioural) and thus when not removed, is influencing the final readout
of the extracted signal (Lee et al., 2017).
To correct for neuropil contamination motion corrected image sequences and ROI
coordinates were automatically loaded into Fiji (Fiji, ImageJ 1.48, USA) using Python
(WinPython 2.7.10.3) and contamination was removed using non-negative matrix fac-
torization (NMF). NMF is a low rank matrix decomposition method based on blind
source separation and used for demixing spatially overlapping signal sources (Kim
and Park, 2007), as implemented in the FISSA toolbox (Fast Image Signal-source Sepa-
ration Analysis), developed by the Rochefort laboratory. Spatially overlapping signal
sources are separated by estimating positive signals that best explain the recorded
contaminated signal. For the purpose of demixing the spatially overlapping signal
sources, four additional regions surrounding each ROI marking a neuron were auto-
matically drawn (radius of 50 pixels from the center of the neuron). Those additional
ROIs contain neuropil signal as well as signal from adjacent neurons. The algorithm
was set to find a minimum of two and a maximum of five underlying signals using
the data extracted from the neuronal ROI and the four additionally created ROIs.
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Each of the underlying signals is compared to the signal of the neuronal ROI, and
the best matching underlying signal is saved as the neuropil corrected neuronal sig-
nal. I have contributed to the testing of different versions of NMF based methods and
the final version is summarized in a manuscript (Keemink S.W., Lowe S.C., Pakan
J.M.P., Dylda E., Van Rossum M. and Rochefort N.L., FISSA: A neuropil decontami-
nation toolbox for calcium imaging signals, Scientific Reports, 2018).
The mean fluorescence signal, obtained after neuropil decontamination, is used to
calculate the ∆F/F0 signal. Baseline fluorescence F0 was computed for individual
neurons by taking the lowest 5th percentile of the smoothed F(t) (1 Hz lowpass, zero-
phase, 60th-order FIR filter) across all trials recorded on each day. Hence, baseline F0
was the same for computing the change in fluorescence of trials recorded in darkness
and during visual stimulation. ∆F relative to baseline (∆F/F0) has been calculated by
taking the difference between F and F0 and dividing by F0.
2.4.4 Analysis of somatic fluorescence changes across days
∆F/F0 was analysed using custom written MatLab scripts (MatLab 2016a, The Math-
Works Inc, USA) (Pakan et al., 2016). Measured ∆F/F0 values across time were se-
parated by stimulus and movement conditions and averaged across trials. Stimulus
conditions were defined by the grating orientation presented (0°, 45°, 90°, 135°, isolu-
minant grey screen) and movement conditions were defined by the behavioural state
of the animal (i.e. stationary or locomotion).
Neurons that did not reach an average maximum ∆F/F0 amplitude of 0.2 ∆F/F0
in at least one stimulus condition (gratings) were termed unresponsive and dismis-
sed from further analysis. Visual responsive neurons were determined by using an
ANOVA (analysis of variance). Neurons showing a significant difference in ∆F/F0 be-
tween any of the five visual stimulus conditions (0°, 45°, 90°, 135°, grey), or between
the visual stimulation and the dark on any of the first 3 orientation mapping days
(day 1, day 5 or day 6), were termed visual responsive neurons.
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Orientation selectivity (neurons preferentially responding to gratings of a speci-
fic orientation) was determined by calculating an orientation selectivity index (OSI)







pref Average ∆F/F0 for the preferred orientation of gratings
ortho Average ∆F/F0 for the orientation orthogonal to the preferred orientation
The oriented grating for which a given neuron responded with the highest mean
∆F/F0 amplitude was defined as the preferred orientation.
Furthermore, because experiments in awake behaving animals involve many ongoing
and changing behavioural influences, in order to specifically determine the effect that
a visual stimulus has on the activity of neurons, stimulus-evoked responses were
quantified by calculating a stimulus-evoked response index (SER). The activity in the
stimulus period is normalized to the directly preceding non-stimulus (grey) period.






stim Average ∆F/F0 during a single stimulus presentation (oriented grating)
grey Average ∆F/F0 during directly preceding grey screen presentation
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Finally, neuronal responses evoked by the locomotion of the mouse were quanti-
fied by calculating a locomotion modulation index (LMI). Locomotion periods were
separated from stationary periods as described earlier (chapter 2.2.2) using the wheel
speed (stationary: instantaneous speed less than 0.1 cm/s; Locomotion: instantane-
ous speed >= 0.1 cm/s, 0.25Hz lowpass filtered speed >= 0.1cm/s, and an average
speed >= 0.1cm/s over a 2 second window centered at this point in time). The LMI






RL Average ∆F/F0 during locomotion periods
RS Average ∆F/F0 during stationary periods
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2.5.1 A two-photon imaging set-up for chronic in vivo calcium imaging in awake-behaving
mice
The established resonant scanning two-photon imaging set-up is a reliable setup for
chronic in vivo imaging in awake-behaving mice. The two-photon set-up is now used
routinely in the Rochefort laboratory to reach layer 5 of V1 (up to 600 um deep) using
the calcium sensor GCaMP6. Furthermore, it is possible to image up to 300 neurons
simultaneously using a 25x objective (Olympus XL PlanN 25x/1.05 WMP, Japan). The
design of the head fixation and head-plates ensure the stability required for somatic
and dendritic imaging in awake-mice. Taken together, the custom-built set-up is ideal
for performing in vivo chronic two photon imaging experiments.
Nevertheless, since this two-photon microscope was built many new developments
have been made in the field of in vivo two-photon imaging. Two major aims of these
technical developments are improving imaging depth and increasing the number of
neurons sampled per experiment.
Currently, it is possible to image up to 1 mm deep into highly scattering tissue in
vivo (Theer, Hasan, and Denk, 2003). This was achieved by developing better optics
and the development of specialized objectives for two-photon imaging, as well as by
the improvement of GECIs. Recently, red GECIs have been developed to further im-
prove deep imaging. Red fluorescent molecules are excited by, and emit photons at,
higher wavelengths than green fluorescent molecules. Thus, they have a better signal
transduction in highly scattering tissue due to their longer emission wavelength and
thus penetrate deeper (Inoue et al., 2014, Dana et al., 2016). However, GECI are ex-
pressed differently in different neuronal subtypes and expression levels rise overtime
until they cause neuronal cell death (Chen et al., 2013). Transgenic mice lines were de-
veloped that do not show signs of neuronal cell death. But unfortunately, expression
levels are often to faint for in vivo imaging applications (Peron, Chen, and Svoboda,
2015).
Additionally, even with all the progress made in improving GECI for deep imaging,
their slow kinetics compared to neuronal spikes is still a major disadvantage. Hence,
it is currently not possible to resolve fast consecutive APs using GECIs and, therefore,
changes in spiking activity of individual neurons can not be resolved (Yaksi and Frie-
drich, 2006). In contrast, voltage sensitive proteins have faster kinetics and thus are
able to resolve spiking activity (Song, Barnes, and Knöpfel, 2017). Recent generati-
ons of voltage sensitive proteins are genetically encoded and can be expressed under
cell-specific promoters, enabling the investigation of neuronal subpopulations (Dimi-
trov et al., 2007) and are suitable for in vivo imaging applications (Akemann et al.,
2010). However, at the single neuron level the sensitivity of voltage sensitive proteins
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is much lower compared to GECIs. This is because voltage changes need to be sensed
across the cell membrane and only a limited number of proteins can be inserted into
the cell membrane, compared to calcium sensitive molecules that can be expressed in
high numbers in the soma (Peron, Chen, and Svoboda, 2015). Therefore, voltage sen-
sitive proteins are currently not suited for imaging applications where single neuron
resolution is needed (Knöpfel, 2012).
Recent developments of two-photon imaging microscopes significantly increased
the number of simultaneously recorded neurons per imaging session using either
wide-field two-photon imaging microscopes or scanning of multiple focal planes.
Wide-field two-photon imaging microscopes were developed using large numerical
aperture objectives (Stirman et al., 2016) or by using a resonant scanner in series with
a galvo scanner (Sofroniew et al., 2016). Scanning of multiple focal planes can be
achieved by using different approaches, such as: variable focus lenses, piezoelectric
translators to move the objective, small lightweight mirrors or acousto-optic deflec-
tors (Ji, Freeman, and Smith, 2016, Dal Maschio et al., 2011).
For instance, Stirman et al., 2016 developed a two-photon imaging setup providing
access to multiple cortical areas simultaneously using two laser beams that are inde-
pendently repositionable in x and y, within a field of view larger than 9.0 mm2. This
enables simultaneous imaging of single-cell resolution neuronal activity in different
brain areas. By using two electronically tunable lenses, one for each laser beam, it
is possible to also image neuronal activity in different depths, for example, across
multiple cortical layers. In contrast, the two-photon imaging setup designed by An-
dermann et al., 2010 uses a piezo-scanner to image multiple focal planes. This setup
is capable of imaging neuronal activity in a volume of about 150 µm × 150 µm × 45
µm (Andermann et al., 2010, Kerlin et al., 2010). However, using a piezoelectric scan-
ner to adjust the focus of the objective is a slow process. The two-photon imaging
setup developed by Sofroniew et al., 2016 uses a rapid remote focusing unit to allow
for simultaneous imaging in different cortical depths. The rapid remote focusing unit
is made of a light weight mirror that is moved to focus between different cortical
depths, and thus the objective does not need to be adjusted.
Finally, Katona et al., 2012 designed a two-photon imaging setup capable of ima-
ging a 3D volume of 700 µm × 700 µm × 1400 µm, using acousto-optical deflectors
(AODs). AODs use soundwaves to deflect laser beams and thus, are faster than me-
chanical galvanometer mirrors. To achieve such a large z scanning range, they physi-
cally separated the x-y scanning unit from the z scanning unit. Acquiring two-photon
imaging data in a 3D volume makes it possible to follow neurons of interest even if
the z plane of the neuron changes across time (for example due to movement arte-
facts induced by locomotion) (Katona et al., 2012). However, it is still challenging to
analyse the data, since AOD systems are not capable of performing continuous line
scans but rather acquire the data by pointing the laser beam voxel by voxel across the
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sample. Therefore, due to movement of the imaged tissue each imaging point can be
shifted in relation to the previous acquired point (Nadella et al., 2016). To overcome
this problem two solutions were explored. Cotton et al., 2013 developed an AOD ba-
sed volume scanning two-photon microscope which is also capable of tracking the
motion of the tissue (e.g. mouse brain), and thus it is possible to correct for motion
artefacts in the z plane. Nadella et al., 2016 developed a AOD based volume scanning
two-photon microscope that can perform continuous line scanning across the sample
and thus acquiring spatial information around the ROI. Therefore, using the acquired
spatial information around the ROI allows for the correction of movement artefacts
after data acquisition (Nadella et al., 2016).
There is a constant progress to further improve two-photon imaging techniques
to answer fundamental questions about neuronal circuit functions of the brain. New
GECIs with an improved signal to noise ratio to enable shorter dwell times and faster
imaging will aid the imaging of larger samples. At the same time, new two-photon
imaging microscopes enabling the imaging of an increasing number of neurons are
developed (up to 10,000 neurons per mouse (Peron et al., 2015)). Overall, after two
decades since the first in vivo two-photon calcium imaging experiments were perfor-
med (Svoboda et al., 1997), the field of two-photon imaging is still moving forward
and improving image quality and quantity with the aim to understand how the brain
works.
2.5.2 Analysing two-photon calcium imaging data
The analysis of two photon calcium imaging data is not yet standardised across la-
boratories and generally each laboratory uses their own method to calculate ∆F/F0
with slightly different parameters. Hence, comprehensive documentation of the way
individual datasets are analysed is important. The data acquired for this thesis were
analysed using published MatLab and Python packages, in order to standardised the
procedure as much as possible (i.e., minimize user-dependent steps). Nevertheless,
since not all analysis steps are standardised and published yet, custom written Mat-
Lab scripts were used in addition.
In the past years several packages were made open source and became freely availa-
ble to the imaging community. For example, there are multiple open source packages
available for correcting motion artefacts in imaging datasets (Dombeck et al., 2007,
Kaifosh et al., 2014). However, standardised open source packages are not available
for all analysis steps. For instance, ROI segmentation is not yet fully standardised
and automated. Different laboratories employ different manual or semi-manual ROI
segmentation techniques. For example, one way to determine a ROI is to define the
whole area of the neuron as a ROI, including the area without fluorescence (nu-
cleus of the neuron) (Pakan et al., 2016). A different approach defines only the outer,
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ring shaped fluorescent area (cytoplasm) as a ROI (Chen et al., 2013, Kaneko, Fu,
and Stryker, 2017). Recently, morphology based and activity based ROI segmenta-
tion algorithms were developed and made freely available (Mukamel, Nimmerjahn,
and Schnitzer, 2009, Peron, Chen, and Svoboda, 2015). However, even though ROI
segmentation is more standardised using an algorithm, there are still user defined
inputs as well as the need for a final manual inspection.
Recent initiatives have been aimed at standardizing two-photon analysis methods for
neuropil decontamination. One method is to subtract the neuropil signal from the
somatic signal (Chen et al., 2013). A disadvantage of this subtraction method is that
in cases where the neuropil signal is larger than the somatic signal, the signal can
become negative after subtraction. This can be overcome by manually adjusting the
subtraction parameters for each dataset, but this type of user input and manual adjus-
tment is not ideal for large datasets. A different method uses signal source separation,
such as independent component analysis (ICA) (Stetter et al., 2000, Mukamel, Nim-
merjahn, and Schnitzer, 2009), non-negative matrix factorization (NMF) (Maruyama
et al., 2014, Keemink et al., in revision), or physiological model-based NMF (Pne-
vmatikakis et al., 2016, Pachitariu et al., 2016). These methods are mostly automated,
however there are still many parameters that can be adapted. Therefore, a fully stan-
dardised method is currently still unavailable.
For all experiments conducted for this thesis motion correction was performed using
an open-source software SIMA (SIMA 1.2.0, sequential image analysis, (Kaifosh et al.,
2014)). SIMA performs fully automated motion correction of image sequences and
does not need extensive manual user input. Furthermore, FISSA (Keemink et al., in
review), was used to correct for neuropil contamination. The advantage of FISSA is
that it is comparatively fast and does not require manual user input. Furthermore,
FISSA does not make any assumptions about signal dynamics, thus can be used for a
variety of calcium signals obtained from different neuronal subtypes. However, FISSA
does not include an automated ROI detection method, hence ROIs were delineated
manually.
Besides differences between laboratories in the three main steps for extracting the
final fluorescent signal, there are also substantial differences in the calculation of the
change in fluorescence (∆F/F0) and the further analysis of this signal.
Even though the calculation of ∆F/F0 follows a standardised formula, different labo-
ratories define the baseline fluorescence (F0) in different ways. For example, F0 can be
defined by taking a certain lowest percentile of the whole fluorescence trace. Howe-
ver, the absolute value chosen is arbitrary and varies between laboratories (e.g. Pakan
et al., 2016, lowest fifth percentile; Roth et al., 2015, median between the 10th and 70th
percentile). Other laboratories define the average change in fluorescence immediately
before the stimulus onset as F0 (Kaneko, Fu, and Stryker, 2017). Standardizing these
methods will be important to ensure that the ultimate signal produced from calcium
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imaging data is directly comparable across laboratories and publications.
After the calculation of ∆F/F0, often not all neurons will be taken into further consi-
deration. Inactive or only sparsely active neurons may be dismissed from the dataset,
which can bias datasets to include only highly active neurons, providing a misre-
presentation of total network activity. "Responsive" neurons can also be defined in
different ways, for example either defining a threshold of minimum response ampli-
tude or using statistical measures such as the skewness of ∆F/F0 values. An arbitrary
defined threshold of minimum response amplitude has been used widely in the past.
For example, Kaneko, Fu, and Stryker, 2017 only includes neurons in further analysis
that reach an average response amplitude (∆F/F0) above 25 % during the presenta-
tion of its preferred orientation, while Ranson, 2016 uses a threshold of at least 30 %
minimum response amplitude to the preferred orientation. Other laboratories use a
combination of thresholds. For example, responsive neurons can be defined as neu-
rons that reach a minimum response amplitude (∆F/F0) of 0.05 to their preferred
orientation and in addition had a significant (ANOVA,p < 0.01) response during pat-
terned stimulus presentation (Ohki et al., 2005, Hillier et al., 2017). In contrast, Roth
et al., 2015 uses the skewness to define responsive neurons. Skewness is a measure
of asymmetry of a distribution, hence a responding neuron will have a skewed dis-
tribution of ∆F/F0 values. However, similar to the previous described measure, an
arbitrary threshold has to be defined. For example, Roth et al., 2015 defines respon-
sive neurons as neurons that have a skewness value of above 1. Furthermore, tonically
responsive neurons also have low skewness values, and thus will not be defined as
responsive neurons. Therefore, because of the lack of a specifically defined signal
outcome (i.e. an action potential spike), calcium imaging signal analysis can be very
subjective, and the definition of what constitutes a neuronal response highly variable;
moving forward, these definitions should be standardised across laboratories.
Furthermore, different measures to evaluate neuronal response, such as OSI, differ
between laboratories, potentially introducing further bias. To date the two most com-
monly used OSI formulas are either using the ratio between the response magnitude
to the preferred orientation and the response magnitude to the orthogonal grating
(Niell and Stryker, 2008, Grienberger et al., 2012, Smith et al., 2013, Roth et al., 2015,
Kaneko, Fu, and Stryker, 2017), or the circular variance (Ringach, Shapley, and Haw-
ken, 2002, Kerlin et al., 2010, Hillier et al., 2017). While the circular variance takes the
response magnitude to all presented gratings into account, the ratio only depends
on the difference between the preferred orientation and the orthogonal. Therefore,
OSI calculated using the ratio instead of the circular variance are likely higher on
average. However, highly orientation selective neurons will have similar OSI values
independent on the formula used. Better definitions of when it is appropriate to use
each method will greatly increase the likelihood that the appropriate method is used
for each experiment (e.g. see Mazurek, Kager, and Van Hooser, 2014).
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Finally, recent research aims to extract neuronal spiking activity from calcium ima-
ging data. However, extracting spikes from calcium data can be an unreliable process
and the accuracy depends on several factors. Therefore, for the data analysed in my
thesis I did not extract single spikes form the calcium data. For one, the temporal reso-
lution of the used calcium indicator GCaMP6s is not optimal to resolve single spikes
(rise time: 179 ± 23 ms, decay time: 550 ± 52 ms). Furthermore, to extract single spi-
kes, it is highly beneficial to have, in addition to the calcium imaging data, ground
truth electrophysiological data (which was not recorded for the datasets discussed in
this thesis) to “train” the spike inference algorithm and enhance the inference pro-
cess by providing the mathematical algorithm with data about calcium transient to
spike output relationship for the specific microscope with which the data was col-
lected. Without this calibrating information, extracting spikes is a complex process,
that affords the adjustment of several parameters of the spike inference algorithm to
extract the spikes as accurately as possible, all done blindly without the knowledge
of the ground truth. This is currently the project of another PhD student in a lab
which the Rochefort lab is collaborating with (Hennig Lab); however, this project is
in an early phase. Additionally, there are currently many labs developing more so-
phisticated methods for spike inference from calcium imaging data (Deneux et al.,
2016, Friedrich, Zhou, and Paninski, 2017, Pnevmatikakis et al., 2016); however, there
is currently no consensus in the field as to the best method or whether any current
methods are reliable enough across many different imaging systems and neuronal
cell types - this will be an ongoing focus of research in the coming years.
The advancements made in microscopy techniques as well as the development of
improved markers for neuronal activity will enable even more comprehensive stu-
dies of the brain. Hence, the amount of data generated in a single experiment will
further increase and therefore it is more topical than ever to address the problem
of a common way of data analysis. Different laboratories have started to address
this issue and begun to develop open-source two-photon imaging analysis software
packages that integrate all analysis steps (for example see Mukamel, Nimmerjahn,
and Schnitzer, 2009, Kaifosh et al., 2014, Pnevmatikakis et al., 2016, Pachitariu et al.,
2016, Romano et al., 2017). However, these packages are not fully automatized and
often need to be adapted to specific needs. Therefore, further progress in the field of
data analysis is needed until biases arising from different analysis methods are fully
abolished.
3
B E H AV I O R A L S TAT E M O D U L AT E S E X C I TAT O RY A N D
I N H I B I T O RY N E U R O N A L A C T I V I T Y I N T H E M O U S E P R I M A RY
V I S U A L C O RT E X
3.1 introduction
This thesis investigates properties of experience-dependent neuronal plasticity in the
visual cortex. To fully understand the effect of experience on sensory processing it is
important to perform these experiments in awake-behaving animals; however, how
the perception of sensory stimuli can be modulated by the behavioural state of the
animal is not entirely clear. Conducting these experiments in awake-behaving ani-
mals has the advantage that there are no side effects induced by general anesthesia,
such as reduced inhibition in the cortex (Harris and Thiele, 2011, Haider, Häusser,
and Carandini, 2013). In order to determine the effect that experience has on the acti-
vity of neuronal circuits in awake-behaving animals, it is important to first establish
the effects that behavioural state changes can have on the microcircuitry in the pri-
mary visual cortex (V1). To this aim, we first defined the baseline neuronal response
properties of V1 neurons by examining cell-type specific responses to changes in be-
havioural state.
Whether an animal is in a state of quiet wakefulness or active locomotion, affects
neuronal responses in the cortex. Recently, recordings in awake-behaving mice have
shown that the response properties of V1 neurons in layer 2/3 are highly modulated
by behavioural state (Niell and Stryker, 2010, Petersen and Crochet, 2013, Bennett,
Arroyo, and Hestrin, 2014, McGinley et al., 2015). Recordings of neuronal response
properties of excitatory neurons have shown an increased gain of visual responses
while the animal was running compared to when the animal was stationary (Niell
and Stryker, 2010, Keller, Bonhoeffer, and Hübener, 2012, Bennett, Arroyo, and Hes-
trin, 2013, Polack, Friedman, and Golshani, 2013, Saleem et al., 2013, Erisken et al.,
2014, Reimer et al., 2014). Vasoactive intestinal peptide (VIP) expressing inhibitory in-
terneurons have been found to be strongly activated during locomotion periods of the
animal (Fu et al., 2014, Reimer et al., 2014, Jackson et al., 2016). While VIP interneu-
rons have been shown to have very few direct connections to excitatory neurons in
V1, they do project strongly to somatostatin (SST) expressing inhibitory interneurons,
which in turn inhibit pyramidal cell dendrites (Pfeffer et al., 2013, Jiang et al., 2015).
Thus, a disinhibition model, where locomotion increases the activity of VIP interneu-
rons that leads to a decrease of activity of SST interneurons and ultimately alleviating
the inhibition on excitatory neurons, has been proposed as a possible mechanism for
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the gain increase of excitatory neurons during locomotion (Fu et al., 2014). Howe-
ver, another study conducting electrophysiological recordings of neuronal response
properties during visual stimulation, has shown a depolarization of SST interneuron
membrane potential during locomotion, which would be in contradiction to the pro-
posed disinhibition model (Polack, Friedman, and Golshani, 2013).
Since the observations of interneuron activity of Fu et al., 2014 were made in darkness
and the observations of Polack, Friedman, and Golshani, 2013 during visual stimula-
tion, a possible explanation for the discrepancy would be that V1 neuronal responses
to locomotion are context-dependent. In this chapter, I present our publication from
2016, "Behavioral-state modulation of inhibition is context-dependent and cell type
specific in mouse visual cortex" (Pakan et al., 2016). We tested the hypothesis that the
modulation of neuronal response properties by locomotion in V1 of mice depends on
the sensory context (Pakan et al., 2016). Towards this aim, we used in vivo two-photon
calcium imaging to record neuronal response properties of layer 2/3 and layer 4 ex-
citatory neurons as well as VIP-, SST- and PV-expressing interneurons during both
visual stimulation and darkness, in awake-behaving mice.
3.2 material and methods
Two-photon calcium imaging data were acquired using the same two-photon imaging
set-up and visual stimulation that are described in Chapter 2. For a detailed method
description also see the method section of the paper, Pakan et al., 2016. Briefly, SST-,
VIP-, and PV- expressing interneurons were labelled by GCaMP6 through AAV injecti-
ons in either Cre-driver transgenic mice (AAV1.Syn.Flex.GCaMP6f.WPRE.SV40) or in
Cre-driver mice cross-bred with Rosa-CAG-LSL-tdTomato mice (AAV1.Syn.GCaMP6f.
WPRE.SV40). To label specifically Ca2+/calmodulin-dependent protein kinase II (CaM-
KII) expressing neurons, C57Bl/6 wild-type mice were injected with AAV1.CaMKII0.4.
Cre.SV40 in combination with AAV1.Syn.Flex.GCaMP6f.WPRE.SV40.
An AAV construct driving the expression of GCaMP6f or GCaMP6s, was injected into
V1 two to three weeks prior to imaging. A cranial window above V1 was made either
at the day of AAV injection or one to two days before imaging. Visual stimulation
trials consisted of stationary full-field square-wave gratings for four to five seconds
and the corresponding drifting phase for 2 seconds (0.03 cpd (cycles per degree), 1
Hz, 8 equally spaced directions in randomized order, contrast 80 %, mean luminance
37 cd/m2). Each trial started and ended with an isoluminant grey screen. Additional
data was obtained during the presentation of an isoluminant grey screen preceding
the presentation of each oriented grating for five seconds (0.03 cpd, 1 Hz, 4 equally
spaced orientations in randomized order, contrast 80 %, mean luminance 37 cd/m2).
All recordings were made in awake-behaving mice, able to run voluntarily on a cir-
cular treadmill.
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3.3 personal contribution disclaimer
I personally contributed to the acquisition of two-photon calcium imaging data in 12
animals (5 PV-, 4 VIP- and 3 SST–Cre driver mice), which were then included in layer
2/3 data for the manuscript (specifically, Figure 2 (including supplements), Figure 3
(including supplements) and layer 2/3 data for Figure 4).
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In summary, we found that modulation of neuronal activity is behavioural state de-
pendent and cell type specific in layer 2/3 and 4 of mouse V1. During visual sti-
mulation excitatory as well as SST-, VIP-, and PV- expressing interneurons, show an
increase in gain of neuronal responses during locomotion. During darkness only VIP
and PV interneurons show significantly increased activity during locomotion. The
majority of excitatory neurons as well as SST inhibitory neurons were not locomotion
responsive during darkness.
A possible mechanism believed to play a role in the increase in gain of excitatory
neurons are neuromodulatory inputs to V1. Previous studies have shown that cor-
tical neurons (excitatory and inhibitory neurons) can be modulated by cholinergic
(Arroyo, Bennett, and Hestrin, 2014, Fu et al., 2014) as well as noradrenergic inputs
(McCormick, Wang, and Huguenard, 1993). Several suggestions about the origin of
the modulatory inputs to the cortex have been made. For instance, V1 receives cho-
linergic inputs from the basal forebrain (Lee et al., 2014) and noradrenergic inputs
from the locus coeruleus (LC) (Polack, Friedman, and Golshani, 2013). It is conceiva-
ble, that neuromodulatory inputs onto SST inhibitory neurons remain subthreshold
during darkness and during visual stimulation neuromodulatory inputs become su-
prathreshold. Thus, during darkness VIP inhibitory interneurons are activated with
locomotion and inhibit SST inhibitory interneurons (also shown in: Reimer et al.,
2014). During visual stimulation, the neuromodulatory inputs onto SST neurons de-
polarize the membrane potential and allow SST expressing interneurons to overcome
the inhibition from the VIP expressing interneurons during locomotion (also shown
in: Polack, Friedman, and Golshani, 2013). At the same time, SST interneurons, which
target VIP interneurons (Pfeffer et al., 2013), will inhibit a subpopulation of VIP inter-
neurons. This is consistent with the decrease in activity of a portion of VIP interneu-
rons that was observed during visual stimulation. Similarly, PV inhibitory interneu-
rons are activated during darkness and inhibit excitatory neurons. During visual sti-
mulation neuromodulatory inputs onto excitatory neurons can depolarise the mem-
brane potential of excitatory neurons and thus, visual inputs become suprathreshold
and excitatory neurons can overcome the inhibition from the PV expressing interneu-
rons. Furthermore, SST inhibitory interneurons also target PV expressing interneu-
rons. Thus, during visual stimulation, when SST interneurons are activated they can
inhibit PV expressing interneurons and might decrease the inhibition of PV expres-
sing interneurons onto excitatory neurons. In this way, this dynamic microcircuitry
within V1 may ultimately lead to a gain in pyramidal responses to visual stimulation
during locomotion.
Alternatively, recent findings that projections form sub-cortical nuclei convey loco-
motion signals to V1, suggest that modulation of visual inputs may already happen
in sub-cortical areas (Erisken et al., 2014, Roth et al., 2015). For example, Erisken et
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al., 2014 found that locomotion modulates firing rates of the dorsolateral geniculate
nucleus (dLGN) of the thalamus. This effect might originate from corticogeniculate
feedback (Erisken et al., 2014) or be mediated by neuromodulatory mechanisms such
as cholinergic projections from other subcortical areas encoding locomotion (e.g. me-
sencephalic locomotor region (MLR)) (Lee et al., 2014). In contrast, a second study did
not find changes in neuronal responses induced by locomotion in the dLGN (Niell
and Stryker, 2010). However, both studies analysed their data for different measures.
The study conducted by Niell and Stryker, 2010 reported only spike count per second
and did not find a difference between stationary and locomotion periods, while the
study conducted by Erisken et al., 2014 reported that dLGN neurons are tuned to the
speed of the animal and showed an onset response to locomotion. Additionally, to
the direct projections from the MLR, the locus coeruleus (LC) is also believed to in-
nervate the dLGN as well as the MLR itself. LC is the main source of noradrenaline in
the cortex, and noradrenaline was shown to likely contribute to the modulation of V1
responses during locomotion (Polack, Friedman, and Golshani, 2013). In general, it is
clear now that there is not only one source of modulation but likely several different
pathways are involved. The contribution of the individual pathways to the behaviou-
ral state dependent modulation of neuronal activity in V1 remains to be elucidated
in future studies (Bennett, Arroyo, and Hestrin, 2014).
Behavioural state dependent modulation of neuronal activity was shown to be cell-
type specific. However, the responses properties observed especially in SST expres-
sing and PV expressing interneurons were diverse, indicating that there are functional
subtypes within each of the interneuron populations (Pakan et al., 2016). For example,
SST expressing interneurons can be divided at least in three subclasses (Martinotti
cells, X94 cells and calretinin positive SST interneurons; see chapter 1.1.3) and PV
expressing interneurons can be further subdivided into basket cells and chandelier
cells (Rudy et al., 2011; see chapter 1.1.3). Additionally, it was recently shown that SST
expressing interneurons are modulated in a layer specific manner in behaving mice.
Specifically, layer 2/3 SST expressing interneurons were suppressed and layer 4 SST
expressing interneurons strongly activated during whisking (Muñoz et al., 2017). The-
refore, further studies are needed to elucidate differences in response properties of
neurons that are part of the same neuronal subclass.
Finally, most of the studies investigating neuronal modulation induced by locomo-
tion did so by presenting the mice with a visual stimulus not coupled to visual flow.
However, recent studies did investigate behavioural state dependent neuronal modu-
lation in mice navigating through a virtual reality (VR) environment, thus creating
a realistic visual flow when the animal is running (Keller, Bonhoeffer, and Hübener,
2012, Zmarz and Keller, 2016). They found that a subpopulation of neurons in mouse
V1 responds to a mismatch between locomotion and visual feedback. Therefore, they
suggested that motor-related and visual inputs are used for predictive coding stra-
tegies (Keller, Bonhoeffer, and Hübener, 2012). Further studies have shown that the
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secondary motor cortex as well as the adjacent area A24b (part of the anterior cin-
gulate cortex (ACC)) send projections to V1 that convey motor related signals. The
activity of these projections was shown to be highly correlated with locomotion in
mice not trained to navigate through a VR environment. However, after the mouse
became trained in the VR environment the activity pattern of the ACC projections
to V1 started to become correlated with visual flow, which is in line with the sugge-
sted predictive coding mechanism (Leinweber et al., 2017). Therefore, it is likely that
the aim of behavioural state dependent modulation of V1 responses goes beyond the
function of only increasing the accuracy of the representation of visual information
in V1 as shown earlier (Bennett, Arroyo, and Hestrin, 2013, Dadarlat and Stryker,
2017). Hence, future studies are needed either in VR environments or in freely mo-
ving animals to further elucidate the role of locomotion dependent modulation of V1
neuronal responses.
4
E F F E C T O F R E P E T I T I V E PA S S I V E V I E W I N G O F V I S U A L
S T I M U L I O N L AY E R 2 / 3 N E U R O N A L A C T I V I T Y I N M O U S E
P R I M A RY V I S U A L C O RT E X
4.1 introduction
Important functional properties of the primary visual cortex (V1) of mice develop
already during the first two postnatal weeks before eye opening driven by waves of
spontaneous retinal activity (Cang et al., 2005). Another study found that network
activity in V1 changes from a dense mode before eye opening to a sparse mode af-
ter eye opening (Rochefort et al., 2009). This switch in neuronal activity pattern was
shown to be governed by intrinsic signals and the onset triggered by visual expe-
rience. Furthermore, after eye opening neuronal response properties of individual
neurons, such as direction selectivity, are further modified by visual experience (Ro-
chefort et al., 2011). Sensory experiences are also known to induce a form of plasti-
city called experience-dependent plasticity. Several recent studies have investigated
the impact of a daily brief presentation of a visual stimulus on neuronal activity in
adult V1 of mice (passive viewing protocol). This protocol allows studying plasticity
in intact neuronal circuits (not affected by sensory deprivation or lesions) and does
not involve any reward. Electrophysiological recordings performed in vivo in awake
mice head-fixed and sitting in a tube have revealed a stimulus-specific potentiation of
visually-evoked potentials (VEP) in mouse V1, following the daily brief (five to six mi-
nutes) presentation of an oriented grating over five consecutive days. This increase in
response magnitude was shown to be long lasting (across weeks) and NMDA recep-
tor dependent, thus sharing similarities with long-term potentiation (LTP) (Frenkel
et al., 2006, Cooke and Bear, 2010, Cooke and Bear, 2014). Furthermore, this stimulus-
specific potentiation in V1 neuronal responses was accompanied by a behavioural
habituation to the presented stimulus (Cooke et al., 2015).
However, another study performing recordings of individual neurons using in vivo
two-photon calcium imaging in running mice showed that a daily brief presentation
of a visual stimulus over five consecutive days induced a decrease in number of visu-
ally responsive neurons, resulting in an overall decrease in visually evoked responses
across days (Makino and Komiyama, 2015). These results were challenged by a third
study, also using in vivo two-photon calcium imaging but showing a stimulus-specific
increase in response magnitude to the presented grating. This stimulus-specific in-
crease in response magnitude was only seen in mice that were voluntarily running
during grating presentation for at least one hour (total of 10 hours presentation) (Ka-
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neko, Fu, and Stryker, 2017), and thus not in line with the findings by Frenkel et al.,
2006 who found a stimulus-specific increase in stationary mice (sitting in a tube).
Therefore, the experience-dependent effects induced by the passive viewing of a de-
fined visual stimulus across multiple days and the impact of behavioural state (e.g.
locomotion) on this process remains to be elucidated.
In this study, we investigated the stability and plasticity of visual responses of V1
neurons in adult mice across consecutive days. We used in vivo two-photon calcium
imaging in awake mice that were able to run freely on a circular treadmill. Using
cre-driver mouse lines, response properties of putative excitatory as well as of three
non-overlapping inhibitory interneuron cell-types were recorded. Mice were presen-
ted with four different grating stimuli to map the preferred orientation of individual
neurons, on the first day of imaging as well as five and six days later. During the
first five days, mice were divided in two experimental groups: group one was presen-
ted daily with an isoluminant grey screen (control group) and the second group was
presented daily with one defined oriented grating (familiar group). We investigated
whether orientation selective neurons in V1 increase (potentiation) or decrease (adap-
tation) either in the total number of neurons preferring a specific orientation, or in
overall response magnitude of orientation selective neurons. Finally, we investigated
whether the modulation of neuronal responses by locomotion changed across days.
Overall, we found no significant difference in visual responses of layer 2/3 neurons
of mouse V1 between the animals exposed daily to a drifting grating (familiar group)
and the animals exposed daily to an isoluminant grey screen in similar conditions
(control group) on day 1 and day 5. However, individual cells exhibited highly he-
terogeneous responses across days, with some neurons increasing their activity and
other neurons decreasing their activity in response to oriented gratings. This may
reflect an experience-dependent reshaping of neuronal ensembles.
4.2 material and methods
For all experiments discussed in this chapter we used the experimental protocol (e.g.
surgery: virus injection, cranial window and head-plate attachment) and two-photon
imaging setup described in Chapter 2. Briefly, two to three weeks prior to imaging,
a cranial window surgery was performed and AAVs were injected locally in bino-
cular V1 in order to express the genetically encoded calcium indicator GCaMP6s
(AAV1.Syn.GCaMP6s.WPRE.SV40; Penn Vector Core). Mice were imaged for six con-
secutive days and again after a 7-day break (imaging day 14). On day 1, 5, 6 and 14
orientation-selectivity was mapped and on day 1 to 5 mice were exposed to a specific
stimulus protocol (Figure 4.1). At the end of the experiment mice were transcardially
perfused. All procedures were approved by the University of Edinburgh animal wel-
fare committee, and performed under a UK Home Office project license.
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Figure 4.1: Experimental timeline: Timeline of a chronic two-photon imaging experiment. At
approximately P48 a cranial window surgery was performed, mice were injected with an AAV
that drives the expression of GCaMP6s, and a head-plate was mounted. Approximately three
weeks later, mice were habituated to the two-photon imaging setup and the head-restraint.
Mice were imaged for six consecutive days and again after 7 days (day 14). Orientation-
selectivity was mapped on day 1, 5, 6, 14; and on day 1 to 5 mice were exposed to the specific
stimulus, either a grey screen for group 1 or a specific grating (familiar grating) for group 2.
Pictures show example of in vivo two-photon images of a given field of view from one mouse
showing the same population of GCaMP6 labelled neurons on day 1, 5 and 14.
4.2.1 Animals
Both male and female mice were used for the experiments. Animals were housed
in groups of two to four mice in conventional cages. In some cases, male mice were
single housed due to extensive territorial behavior. Water and food was provided ad
libitum. Mice were held on a 12/12 hour light/dark cycle.
To investigate a defined sub-population of inhibitory neurons, Pvalb<tm1(cre)Arbr>
(PV-Cre), [RRID: IMSR_JAX: 008069], Sst<tm2.1(cre)Zjh> (SST-Cre)[RRID: IMSR_JAX:
013044] and Vip<tm1(cre)Zjh> (VIP-Cre)[RRID: IMSR_JAX: 010908] mice were cross
breed with Rosa-CAGLSL-tdTomato [RRID: IMSR_JAX: 007914] mice, resulting in
mouse lines having either PV-, SST-, or VIP-expressing inhibitory interneurons la-
belled with tdTomato. All neurons were labelled using GCaMP6s expressed under
a synapsin promotor (AAV1.Syn.GCaMP6s.WPRE.SV40; Penn Vector Core). In three
mice PV expressing interneurons were identified by injecting Pvalb<tm1(cre)Arbr>
(PV-Cre), [RRID: IMSR_JAX:008069] mice with a cre-dependent version of a tdTomato
expressing virus (AAV-CAG-FLEX-tdTomato; UNC Gene Therapy), while all neurons
were labelled with GCaMP6s expressed under a synapsin promotor (AAV1.Syn.
GCaMP6s.WPRE.SV40; Penn Vector Core). In two mice (one PV-cre and one VIP-cre),
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only interneurons were labelled by injecting a cre-dependent GCaMP6s construct
(AAV1.Syn.Flex.GCaMP6s.WPRE.SV40; Penn Vector Core).
All control experiments were done using Sst<tm2.1(cre)Zjh> (SST-Cre)[RRID: IMSR_
JAX:013044] mice cross bred with Rosa-CAGLSL-tdTomato [RRID: IMSR_JAX:007914].
4.2.2 Habituation of mice to the imaging setup
Mice were habituated to be head restrained for approximately 20 minutes per day for
at least one day (and a maximum of 3 days) before the first imaging day. For this, mice
were head-fixed in the two-photon setup and left in the dark, free to run on a circular
treadmill. The habituation session was also used to check the cranial window and the
neuronal labelling. To habituate the mice to the noise of the mechanical shutter, the
shutter was opened and closed several times during the habituation session.
4.2.3 Chronic two-photon imaging protocol
Orientation-selectivity was determined on day 1, 5, 6 and 14 by presenting sinusoidal
phase-reversing gratings of four different orientations (0°, 45°, 90°, 135°). Gratings
were presented in randomised order for 3 seconds with a 4 second isoluminant grey
screen period between single gratings (Figure 4.2 A). Additionally, data were no vi-
sual stimulus was presented (black screen; dark trials) were recorded. Each trial was
72 seconds long.
Neuronal plasticity was induced by presenting a defined sinusoidal phase-reversing
grating for 19 trials per day (total of 5 minutes) for five consecutive days (day 1 to
day 5). This grating is referred to as the familiar grating. Each trial consisted of four
presentations of the familiar grating for 4 seconds, interleaved with the presentation
of an isoluminant grey screen. The presentation length of the isoluminant grey screen
was randomised (length between 5-15 seconds), in order to avoid predictability of the
occurrence of the grating stimulus. The orientation of the familiar grating was either
0°or 90°and chosen randomly between these two (Figure 4.2 B and C). Sinusoidal
gratings were phase-reversing at a frequency of 1 Hz and presented with a cycle per
degree of 0.03 or 0.05. Hence, in 5 minutes (300 seconds) stimulation period per day,
300 phase-reversals were presented, which were 100 reversals more than needed to
induce reliable changes in visually evoked potentials (Frenkel et al., 2006). For control
experiments mice were presented with an isoluminant grey screen for five consecu-
tive days for 22.2 minutes per day (Figure 4.2 D). Screen contrast was 80 % and mean
luminance 37 cd/m2.
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Figure 4.2: Visual stimulation protocol: A) Orientation mapping protocol: mice were presen-
ted with a sequence of four different (0°, 45°, 90°, 135°) oriented sinusoidal phase-reversing
gratings (1 Hz, 0.03 or 0.05 cpd (cycles per degree)). Each grating was presented for 3 seconds.
One trial was 72 seconds long and each grating was presented 2 times per trial. Between gra-
tings an isoluminant grey screen was presented (5 seconds). 16 to 20 trials were presented
per day. B) and C) Stimulus protocol familiar condition. Individual mice were presented
either with stimulus protocol 1 (B) or with stimulus protocol 2 (C). Each trial consisted of
4 times 4 second presentation of a defined grating (either 0°(B) or 90°(C)). Between grating
presentations, an isoluminant grey screen was presented for random durations, in order to
avoid predictability of the occurrence of the grating stimulus. The total duration of each trial
was 72 seconds and 19 trials were presented per day. D) Stimulus protocol control condition:
Presentation of an isoluminant grey screen, for 72 seconds per trial, 19 trials per day.
4.2.4 Data analysis
Acquired data were analysed as described in Chapter 2 of this thesis. Briefly, 2D plane
translational-based image alignment (SIMA 1.2.0, Kaifosh et al., 2014) was used to cor-
rect for motion artefacts. Next, regions of interests (ROI) corresponding to neuronal
somata were manually selected and pixel intensity within individual ROIs avera-
ged for each imaging frame across time. ∆F/F0 signal was calculated by taking the
difference between F (raw fluorescent signal) and F0 (baseline fluorescence), and di-
vided by F0. Neuropil decontamination was performed using non-negative matrix
factorization (NMF) run through FISSA (Keemink et al., 2018). Behavioural state (e.g.
stationary versus locomotion) was determined by monitoring the speed of the circu-
lar treadmill. Visual responsive neurons, stimulus-evoked response (SER), orientation
selectivity index (OSI), and locomotion modulation index (LMI) were defined as des-
cribed in Chapter 2.
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4.3 results
In total 21 mice were presented with the familiar stimulus over five consecutive days.
Four animals were excluded due to a decrease in imaging quality across days. The
remaining 17 adult mice (average age P77 at day 1 of imaging) had all neurons la-
belled with GCaMP6 and a subpopulation of inhibitory interneurons labelled with a
red fluorescent protein (tdTomato). In total 1407 neurons were imaged, out of which:
1295 are putative excitatory neurons (15 mice), 33 are PV interneurons (6 mice), 32
are SST interneurons (6 mice) and 47 are VIP interneurons (5 mice). For the control
condition, V1 neurons were imaged in 3 mice with a total of 363 putative excitatory
neurons. Putative excitatory neurons are assumed to be excitatory neurons because
they constitute the overwhelming majority of neurons in the cortex (>80 %; Rudy
et al., 2011, Harris and Mrsic-Flogel, 2013), but it cannot be excluded that this popu-
lation also contains inhibitory interneurons.
In order to avoid any bias introduced by an increase in the responsiveness of neurons
during locomotion, as described in the previous chapter (Chapter 3), we analysed
the data acquired during stationary and locomotion periods separately. The results
obtained during stationary periods are presented first, followed by the specific ef-
fects of locomotion on neuronal activity. Furthermore, all results include only those
neurons that were defined as "active" (average minimum ∆F/F0 >0.2 during grating
presentation) on day 1, 5, 6 and 14 (see Chapter 2).
4.3.1 Similar neuronal response properties of V1 putative excitatory neurons in naive mice
from the familiar and control experimental groups
We first established the baseline neuronal response properties of putative excitatory
neurons that were visually responsive on day 1 for both the familiar and control ex-
perimental group. All data shown were collected during stationary periods.
As expected, we found no significant difference in the total number of visually respon-
sive neurons between the familiar and the control experimental group (Figure 4.3 A).
Similarly, we found no significant difference in either the average amplitude of visual
responses (mean ∆F/F0) during stationary periods between the familiar and the con-
trol experimental group (Figure 4.3 B) or in the stimulus-evoked response amplitude
(SER) (Figure 4.3 C) between the familiar and the control group.
4.3 results 78
Figure 4.3: Baseline response properties of putative excitatory neurons on day 1, in both
the familiar and control experimental group. A) Percentage of visually responsive neurons.
B) Average amplitude of fluorescence changes (mean ∆F/F0) to the preferred orientation
during stationary periods. C) Average amplitude of SER to preferred orientation. Black dots
represent mean ∆F/F0 per animal. Error bars indicate s.e.m.; n.s., non-significant, p>0.05,
Mann-Whitney U-test.
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4.3.2 The response properties of V1 putative excitatory neurons after the daily exposure to a
defined grating are stable on the population level
4.3.2.1 Visual responsiveness across days
We quantified the percentage of visually responsive neurons per day, for both the fa-
miliar (Figure 4.4 A) and control group (Figure 4.4 B) during stationary periods. For
the familiar experimental group, we found a significant decrease in the number of
visually responsive neurons between day 1 and day 5, as well as between day 1 and
day 6, with no significant difference in the number of visually responsive neurons
between day 5 and day 6 (Figure 4.4 A). For the control group, although there was
a large drop in the number of visually responsive neurons on day 5, the difference
was not significant, likely due to the small number of animals (N=3) (Figure 4.4 B).
Furthermore, there was an increase in number of visually responsive neurons on day
6 compared to day 5, but on average still less visually responsive neurons on day 6
than on day 1. In fact, two of the three recorded animals displayed nearly the same
amount of visually responsive neurons on day 1 and day 6, while the decrease in
number mainly resulted from one animal (mouse 1: d1=55 %, d5=50 %; mouse 2:
d1=74 %, d5=71 %; mouse 3: d1=76 %, d5=29 %). Overall, the decrease in number
of visually responsive neurons between day 1 and day 5 is more than twice as high
in the control group compared to the familiar group (control group: 40 %, fami-
liar group: 15 %). However, the decrease in number of visually responsive neurons
between day 1 and day 6 is approximately the same in both experimental groups
(control group: 18 %, familiar group: 16 %).
We then compared the average amplitude (∆F/F0) of visually evoked responses of all
neurons that were visually responsive on at least one day (day 1, 5 or 6) (Figure 4.5).
We found no significant difference in ∆F/F0 of visually evoked responses for either
the familiar group (Figure 4.5 A-C) or the control group (Figure 4.5 D-F), between day
1, 5 and 6. Altogether, these results indicate that although there was a decrease in the
proportion of visually responsive neurons between day 1 and day 5, the average po-
pulation response to visual stimulation in general (regardless of the orientation of the
visual grating) was stable across days in both experimental groups.
Furthermore, the mean response amplitude of individual neurons across days was
plotted (Figure 4.6 A), showing a large spread in mean response amplitude of indivi-
dual neurons. However, the range of response amplitudes is similar across days. Follo-
wing individual neuronal responses across days revealed that some neurons increase
their overall response amplitude to visual stimulation, while other neurons decreased
their response amplitude and still others did not displayed no change (Figure 4.6 B).
Additionally, some neurons display heterogeneous changes across multiple days. For
instance, some neurons show a decrease in response amplitude between day 1 and
day 5 and an increase in response amplitude between day 5 and day 6, while other
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neurons displayed an increase in response amplitude between day 1 and day 5 and a
decrease in response amplitude between day 5 and 6 (Figure 4.6 B).
Figure 4.4: Percentage of visually responsive neurons per day. A) Familiar group (N=9). B)
Control group (N=3). Grey lines represent the average value per animal per day. Error bars
indicate s.e.m.; n.s., non-significant, p>0.05, **, significant, p<0.01, Wilcoxon signed rank test.
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Figure 4.5: Stability of population visual responses across days (putative excitatory neurons)
in both familiar (A, B, C) and control group (D, E, F) during stationary periods. A) and
B) Scatter plots of the average amplitude of fluorescence changes (∆F/F0) of each neuron
visually responsive on at least one day (day 1, 5 or 6). A) Day 1 against day 5. B) Day 5
against day 6. C) Average response amplitude (∆F/F0) of all neurons visually responsive on
at least one day (day 1, 5 or 6) during stationary periods. D), E) and F) Date presented as
in A), B) and C) for control group (grey screen). Grey lines represent the average value per
animal per day. Error bars indicate s.e.m.; n.s., non-significant, p>0.05, Wilcoxon signed rank
test.
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Figure 4.6: Individual neuronal responses across days during stationary periods. A) Shows
the neuronal response of individual neurons to visual stimulation across days. Grey dots:
individual neurons. Black dots: Mean across all neurons. B) Shows the neuronal response of
example neurons across days.
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4.3.2.2 Neuronal responses to preferred orientation across days
Next, we investigated stimulus-specific changes over days. Mice of the familiar group
were stimulated for 5 consecutive days with a defined grating (the "familiar stimu-
lus"). For some neurons, this given grating corresponded to their preferred orien-
tation, as assessed on day 1 (Figure 4.7 A(i)), while other neurons had a different
orientation preference (Figure 4.8 B(i)). For the neurons preferring the familiar gra-
ting on day 1, the stimulus-evoked response (SER) to the familiar grating remained
high across all days (Figure 4.7 A(ii)), while the SER of the neurons with a different
orientation preference on day 1 was consistently low across days (Figure 4.8 B(ii)).
As can be seen in Figure 4.7 and Figure 4.8, both example neurons remained highly
orientation tuned to their preferred orientation before and after the repetitive stimu-
lation with the familiar grating (example neuron 1: day 1 OSI=0.79, day 5 OSI=0.81,
day 6 OSI=0.82, day 14 OSI=0.60; example neuron 2: day 1 OSI=0.78, day 5 OSI=0.64,
day 6 OSI=0.70, day 14 OSI=0.60) (Figure 4.7 A(iii) and Figure 4.8 B(iii)). Therefore,
the repetitive presentation of an orthogonally oriented stimulus did not change the
orientation tuning of this highly selective neuron (example neuron 2, Figure 4.8).
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Figure 4.7: Example traces of a orientation selective neuron. A(i) shows the ∆F/F0 to each
oriented grating for a neuron orientation selective for the familiar grating. First trace: day
1 orientation mapping; second to sixth trace: responses to familiar grating on day 1 to day
5; seventh to ninth trace: orientation mapping on day 5, 6 and 14. Orange squares indicate
the presentation of a grating stimulus. Black arrows indicate presentation of the preferred
grating of the neuron. A(ii): Stimulus-evoked response to the familiar grating on day 1 to
day 5. A(iii): Tuning curve of each example neuron acquired during orientation mapping on
day 1 (black trace), day 5 (red trace), day 6 (blue trace) and day 14 (green trace). Preferred
orientation normalized to 0.
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Figure 4.8: Example traces of a orientation selective neuron. B(i) shows the ∆F/F0 to each
oriented grating for a neuron orientation selective for an orthogonal grating. First trace: day
1 orientation mapping; second to sixth trace: responses to familiar grating on day 1 to day 5;
seventh to ninth trace: orientation mapping on day 5, 6 and 14. Orange squares indicate the
presentation of a grating stimulus. Black arrows indicate presentation of the preferred grating
of the neuron. B(ii): Stimulus-evoked response to the familiar grating on day 1 to day 5. B(iii):
Tuning curve of each example neuron acquired during orientation mapping on day 1 (black
trace), day 5 (red trace), day 6 (blue trace) and day 14 (green trace). Preferred orientation
normalized to 0.
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We then compared the responses to the preferred orientation of all neurons that
were visually responsive as well as orientation selective (OSI>0.3 for any grating) on
at least one day (day 1, 5 or 6) (Figure 4.9). We found no significant difference in
∆F/F0 for either the familiar group (Figure 4.10 A) or the control group (Figure 4.10
B), indicating that the average population response of all orientation selective neurons
to their preferred orientation was stable across days, regardless of whether the animal
had passively viewed a specific stimulus repetitively or not.
Figure 4.9: Response properties of individual neurons that are orientation selective on at least
one day in both familiar (A, B) and control group (C, D); data is taken from stationary periods.
Scatter plots of the average amplitude of fluorescence changes (∆F/F0) for the preferred
orientation of each neuron visually responsive and orientation selective on at least one day
(day 1, 5 or 6). A) and C) Day 1 against day 5. B) and D) Day 5 against day 6. Orange: neurons
preferring the familiar grating
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Figure 4.10: Average population response properties across days of all neurons orientation
selective on at least one day in both familiar (A) and control group (B) during stationary
periods. Average response amplitude (∆F/F0) for the preferred orientation of all neurons
visually responsive and orientation selective on at least one day (day 1, 5 or 6) during stati-
onary periods. Grey lines represent mean ∆F/F0 per animal. Error bars indicate s.e.m.; n.s.,
non-significant, p>0.05, Wilcoxon signed rank test.
4.3 results 88
We also quantified the percentage of orientation selective neurons per day for both,
the familiar (Figure 4.11 A) and control group (Figure 4.11 B). We found a decrease
(familiar group day 1: 27±4, day 5: 22±5; control group day 1: 28±9, day 5: 12±5) in
percentage of orientation selective neurons between day 1 and day 5 in both groups,
similar to the decrease observed in visually responsive neurons. Furthermore, there
was an increase in number of orientation selective neurons on day 6 compared to day
5 observed in the control group. Therefore, the non-significant changes in number
of orientation selective neurons in the control group seem to resemble the changes
observed in visually responsive neurons. However, there was a significant decrease
in orientation selective neurons between day 5 and day 6 observed in the familiar
group, compared to the non-significant change in visually responsive neurons.
Figure 4.11: Percentage of orientation selective neurons per day. A) Familiar group (N=9). B)
Control group (N=3). Grey lines represent the average value per animal per day. Error bars
indicate s.e.m.; n.s., non-significant, p>0.05, **, significant, p<0.01, Wilcoxon signed rank test.
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4.3.2.3 Neurons orientation selective on day 1 display stable stimulus-specific neuronal re-
sponses across days
Overall, for neurons preferring the familiar stimulus on day 1, the average response
to the familiar stimulus was stable over 5 consecutive days (Figure 4.12 orange trace).
Similarly, the response of neurons with a non-familiar orientation preference on day
1 was also stable over 5 consecutive days (Figure 4.12 grey trace). No significant
difference was found when comparing the neuronal responses across the daily pre-
sentation of the familiar grating (Figure 4.12 A) or when comparing day 1 and day 5
responses to the familiar grating during the orientation mapping protocol (Figure 4.12
B).
Systematic differences in the signal to noise ratio of the calcium transients across
animals and days could potentially mask subtle changes in the amplitude of evoked
responses. We therefore calculated the stimulus-evoked response amplitude (SER) by
normalizing the response of a given grating by the baseline activity preceding the
presentation of the stimulus (grey screen period) (see Chapter 2). The SER of neurons
preferring the familiar grating on day 1 showed the same stability of responses as
that found comparing the mean ∆F/F0 (Figure 4.12 C). Similarly, comparing the SER
to the familiar grating during the orientation mapping protocol on day 1 and day 5
did not reveal any significant difference (Figure 4.12 D).
Therefore, the population response for cells orientation selective for the familiar gra-
ting was stable across days; additionally, the population response of the cells selective
for all other gratings (non-familiar gratings) on day 1 was also stable after the repea-
ted presentation of the familiar stimulus (ortho day 1: 0.28 ± 0.05, day 5: 0.22 ± 0.06;
45°day 1: 0.34 ± 0.05, day 5: 0.26 ± 0.05; 135°day 1: 0.30 ± 0.07, day 5: 0.19 ± 0.03) (Fi-
gure 4.13). As expected, the same was true for the control group with no significant
difference across days. Therefore, regardless of the passive viewing of a repetitive
stimulus, the population of V1 neurons maintained a stable responses to preferred
orientation, for all oriented gratings.
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Figure 4.12: Population response properties across days of neurons preferring the familiar
grating (orange) and neurons preferring a non-familiar grating (grey) on day 1. A) Mean
amplitude of fluorescence changes (mean ∆F/F0) during the presentation of the familiar
grating across 5 consecutive days. B) Mean ∆F/F0 during the presentation of the familiar
orientation and of the non-familiar orientation stimuli on day 1 and 5. Black dots represent
mean ∆F/F0 per animal. Error bars indicate s.e.m.; n.s., non-significant, p>0.05, Wilcoxon
signed rank test.
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Figure 4.13: Familiar group: population response properties across days of all neurons with
a preferred orientation different from the familiar grating on day 1. Mean amplitude of flu-
orescence changes (mean ∆F/F0) during the presentation of the preferred grating on day 1
and day 5 during stationary periods. Black dots represent mean ∆F/F0 per animal. Error bars
indicate s.e.m.; n.s., non-significant, p>0.05, Wilcoxon signed rank test.
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4.3.3 Heterogeneous changes in neuronal response properties at the single cell level
An overall stability of responses at the population level across days can correspond
to different scenarios: (1) the same population of neurons display similar amplitudes
across days, (2) the same population of neurons display a mixture of responses (in-
creasing and decreasing) resulting in the same average response across days or (3)
a fully dynamic network where a mixture of different neurons that are responding
differently across all days results in the same average response per day. In order to
examine which scenario was occurring, we investigated the changes in evoked re-
sponses at the single cell level across days. Indeed, our results show heterogeneous
changes in a dynamic network where a mixture of different neurons responding each
day changes their responses to their defined preferred orientation. This was true for
both the familiar group (Figure 4.14) and the control group (Figure 4.15). For in-
stance, some neurons increase their response amplitude to their preferred orientation
between day 1 and day 5 (Figure 4.14, example neuron 1 and 2; Figure 4.15, exam-
ple neuron 1 and 2), while other neurons decrease their response amplitude between
days (Figure 4.14, example neuron 5 and 6; Figure 4.15, example neuron 5 and 6). In
contrast, another subset of neurons does not change their response amplitude to their
preferred orientation across days (Figure 4.14, example neuron 3 and 4; Figure 4.15,
example neuron 3 and 4).
When taking the difference of these responses between days, the results showed that
a majority of neurons decrease their response to their preferred orientation between
day 1 and day 5 (Figure 4.16 C and D; Figure 4.14 and Figure 4.15, example neurons
5 and 6) (Difference day 5 minus day 1 familiar group: familiar: -0.12±0.06, ortho:
-0.11±0.05, 45°: -0.07±0.05, 135°: -0.12±0.05; control group: 0°: -0.15±0.07, 45°: -0.21±
0.14, 90°: -0.04±0.12, 135°: -0.36±0.27).
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Figure 4.14: Familiar group: heterogeneous changes in response amplitudes to the preferred
orientation across days. Each row shows the amplitude of fluorescence changes (∆F/F0) to
all 4 presented gratings (0°, 45°, 90°, 135°) for six different example neurons, left side: day
1, right side: day 5. Example neuron 1 and 2 show an increase in amplitude from day 1
to day 5, example neuron 3 and 4 show no change in amplitude from day 1 to day 5 and
example neuron 5 and 6 show a decrease in amplitude from day 1 to day 5. Black traces:
mean ∆F/F0 across all trials, grey traces: ∆F/F0 of individual trials. Polar plots show the
change in response amplitude to the preferred orientation (normalised to 0) between day 1
(red) and day 5 (blue).
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Figure 4.15: Control group: heterogeneous changes in response amplitudes to the preferred
orientation across days. Each row shows the amplitude of fluorescence changes (∆F/F0) to
all 4 presented gratings (0°, 45°, 90°, 135°) for six different example neurons, left side: day
1, right side: day 5. Example neuron 1 and 2 show an increase in amplitude from day 1
to day 5, example neuron 3 and 4 show no change in amplitude from day 1 to day 5 and
example neuron 5 and 6 show a decrease in amplitude from day 1 to day 5. Black traces:
mean ∆F/F0 across all trials, grey traces: ∆F/F0 of individual trials. Polar plots show the
change in response amplitude to the preferred orientation (normalised to 0) between day 1
(red) and day 5 (blue).
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Figure 4.16: Difference in response amplitude of putative excitatory neurons between day 1
and day 5, and day 5 and day 6, for all neurons visually responsive and orientation selective
(OSI > 0.3) on at least one day (day 1, 5 or 6) for both, familiar (A and C) and control
group (B and D) during stationary periods. Orange dots: neurons orientation selective for the
familiar orientation on day 1. A) and B) Scatter plots of the difference in average amplitude
of fluorescence changes (∆F/F0) of each neuron between day 1 and day 5 plotted against
the difference in ∆F/F0 between day 5 and day 6. A) Familiar group. B) Control group. C)
and D) Average difference in ∆F/F0 of all orientation selective neurons between day 1 and
day 5 (i) and day 5 and day 6 (ii). Error bars indicate s.e.m.; n.s., non-significant, p>0.05,
Mann-Whitney U-test.
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4.3.3.1 Orientation selectivity (OSI) across days
As a consequence of the changes in response amplitude to the preferred orientation,
the strength of the orientation selectivity (OSI) and the preferred orientation of indi-
vidual neurons may also change across days. When we examined the magnitude of
the OSI (or selectivity strength) of individual neurons, we found neurons showing a
decrease, an increase, as well as neurons showing a stable OSI magnitude across days
for both the familiar group (Figure 4.17 A and B) and the control group (Figure 4.17
C and D).
However, on the population level, similar to the other population measures, the
average OSI magnitude is largely stable between day 1 and day 5 (Figure 4.18, A
familiar group and B control group). There is, however, a significant decrease in OSI
magnitude of neurons orientation selective on day 1 for the orientation orthogonal
to the familiar as well as for neurons preferentially responding to 135°between day 1
and day 6 (Figure 4.18 A).
In the familiar group, from neurons that are orientation selective on at least one
day, 83 % were orientation selective on day 1 (Figure 4.19). One third of neurons orien-
tation selective on day 1 remained orientation selective throughout the experimental
timepoints and therefore were also orientation selective on day 5 and day 6 (36 %)
Similarly, in the control experimental group 83 % of all neurons orientation selective
on at least one day were orientation selective on day 1 (Figure 4.19). About a quarter
(27 %) of cells remained orientation selective across all days.
Altogether, these results show an overall reduction in the number of orientation se-
lective neurons between day 1 and day 6. This was true for both experimental groups,
the familiar (Figure 4.19) and the control group (Figure 4.19). This decrease was not
stimulus-specific, since it was observed in response to all four presented gratings (0°,
45°, 90°, 135°). In addition, the neurons increasing their OSI across days were not
biased towards responding to the familiar grating compared to the other orientations.
In line with this observation, a similar proportion of neurons in the control group
showed an increased OSI.
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Figure 4.17: Changes in OSI magnitude of individual putative excitatory neurons visually
responsive and orientation selective (OSI > 0.3) on at least one day (day 1, 5 or 6) across days
for both, familiar (A and B) and control group (C and D) during stationary periods. Orange
dots: neurons orientation selective for the familiar orientation on day 1. A) and C) Scatter
plots showing the mean OSI magnitude of individual neurons on day 1 against day 5. B) and
D) Scatter plots showing the mean OSI magnitude of individual neurons on day 5 against
day 6.
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Figure 4.18: Average OSI magnitude across days of all neurons orientation selective on at
least one day for both, familiar (A) and control group (B). Error bars indicate s.e.m.; n.s.,
non-significant, p>0.05, *, significant, p<0.05, **, significant, p<0.01, Wilcoxon signed rank
test.
Figure 4.19: Percentage of neurons orientation selective on each day (day 1, 5 or 6) for fami-
liar and control group. Green: percentage of neurons orientation selective. Blue: percentage of
neurons not orientation selective. A) Familiar group, neurons orientation selective (OSI>0.3)
on day 1. B) Familiar group, neurons not orientation selective (OSI<0.3) on day 1. C) Cont-
rol group, neurons orientation selective (OSI>0.3) on day 1. D) Control group, neurons not
orientation selective (OSI<0.3) on day 1.
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Next, we quantified whether stable neurons that are orientation selective on all
three days (day 1, 5 and 6) have a higher mean response amplitude (∆F/F0) than
neurons not orientation selective on all three days. Again, we found heterogenous
responses with individual neurons displaying lower levels of activity across all three
days (Figure 4.20). However, on average neurons orientation selective on day 1, 5 and
6 have a higher mean ∆F/F0, than neurons not orientation selective on all three days
in both groups (Figure 4.21); implying that these cells are more highly active neurons,
but also that the passive viewing of a repetitive stimulus did not affect this parameter
on an individual cell level.
Figure 4.20: Average ∆F/F0 in relation to OSI of individual putative excitatory neurons orien-
tation selective on at least one day (day 1, 5 or 6) across days for both, familiar (left) and
control group (right) during stationary periods. A) and B) Day 1. C) and D) Day 5. E and F)
Day 6. Red dots: neurons orientation selective on day 1, 5 and 6.
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Figure 4.21: Average ∆F/F0 across days of all neurons orientation selective on at least one
day for familiar (A) and control groups (B). Red: neurons orientation selective on day 1, 5
and 6. Grey: neurons not orientation selective on all three days. Error bars indicate s.e.m.; n.s.,
non-significant, p>0.05, *, significant, p<0.05, **, significant, p<0.01, ***. significant, p<0.001,
Mann-Whitney U-test.
4.3 results 101
4.3.3.2 Orientation preference across days
To investigate potential changes in the preferred orientation across days, we exami-
ned the changes in preferred orientation between day 1 and day 5 (defined as the
difference between the absolute preferred orientation on day 5 to day 1). Thus, a dif-
ference of 0°indicates that there was no change in preferred orientation across days,
and a difference of 90°indicates that there was a maximal change in preferred orien-
tation (from preferred to orthogonal orientation).
For the familiar group, we found that about 68 % of neurons were stable, meaning
they did not change their preferred orientation across days (Figure 4.22 A). A similar
proportion of stable neurons (63 %) was found in the control group (Figure 4.22 B),
which was exposed to only a grey screen, suggesting that these changes were inde-
pendent of the visual experience during the 5 consecutive days. Not surprisingly, in
both groups we found that the proportion of stable and unstable neurons was depen-
dent on the orientation selectivity of the neurons, with more stably tuned neurons
among the highly selective neurons (OSI>0.3). Overall, these results indicate that the
higher the OSI magnitude is on day 1, the higher the probability that a neuron is not
changing its preferred orientation across days.
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Figure 4.22: Changes in preferred orientation across days. Scatter plot of changes in preferred
orientation from day 1 to day 5 of each neuron for the familiar condition as a function of OSI
magnitude. ± 0, no change in preferred orientation; ± 45, change in preferred orientation by
45°; ± 90, change in preferred orientation by 90°. Pie charts display the percentage of orien-
tation selective (OSI>0.3) and not orientation selective (OSI<0.3) neurons that: do not change
their preferred orientation from day 1 to day 5 (green), change their preferred orientation
from day 1 to day 5 by 45°(red) and change their preferred orientation from day 1 to day 5
by 90°(blue). B) Data are presented as in A for control condition. Black dots represent mean
∆F/F0 per animal. Error bars indicate s.e.m.; *, significant, p<0.05, ***, significant, p<0.001,
Mann-Whitney U-test.
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4.3.4 Behavioural state-specific modulation of neuronal activity across days
As described in the previous chapters (Chapter 3, see also Pakan et al., 2016), locomo-
tion affects the response properties of V1 neurons. Specifically, responses of excitatory
neurons during visual stimulation increase during locomotion. This response gain is
specific to the behavioural state of the animal.
To investigate whether the state-specific response of excitatory neurons is stable
across days we first verified that enough locomotion and stationary periods were
sampled. This is important, since all mice were allowed to voluntarily run on the cir-
cular treadmill, thus the total amount of running and the total amount of stationary
periods differed across days and between animals (Figure 4.23). On average, mice
spend at least 20 percent of the total amount of time running per day during visual
stimulation, thus providing enough data to investigate state-specific modulation of
neuronal responses (Figure 4.23).
Figure 4.23: Total amount of time spend running in percent per animal across days during
visual stimulation. Grey lines: individual animals, black lines: mean across animals, errorbars:
s.e.m. Amount of locomotion during visual stimulation trials (gratings), day 1 to 5. On day 1
and 5 the amount spent running is separated into locomotion periods during the orientation
mapping stimulus (OSI day 1 and OSI day 5) and locomotion periods during the presentation
of the familiar stimulus (Fam day 1 and Fam day 5).
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We then compared the responses during locomotion periods of visually responsive
neurons across days (Figure 4.24). We found no significant difference in ∆F/F0 for
either, the familiar group (Figure 4.24 A-C) or the control group (Figure 4.24 D-F),
indicating that the average population response to all oriented gratings was stable
across days during stationary as well as during locomotion periods.
Figure 4.24: Stability of population visual responses across days (putative excitatory neurons)
in both familiar (A, B, C) and control group (D, E, F) during locomotion periods. A) and
B) Scatter plots of the average amplitude of fluorescence changes (∆F/F0) of each neuron
visually responsive on at least one day (day 1, 5 or 6). A) Day 1 against day 5. B) Day 5
against day 6. C) Average response amplitude (∆F/F0) of all neurons visually responsive on
at least one day (day 1, 5 or 6) during locomotion periods. D), E) and F) Date presented as
in A), B) and C) for control group (grey screen). Grey lines represent the average value per
animal per day. Error bars indicate s.e.m.; n.s., non-significant, p>0.05, Wilcoxon signed rank
test.
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Next, to investigate whether the state-specific response of excitatory neurons is
stable across days we examined the ∆F/F0 of locomotion periods compared to the
∆F/F0 of stationary periods (LMI). The results confirmed the findings presented in
Chapter 3, showing that locomotion increases the amplitude of ∆F/F0 during visual
stimulation. This was true for both, day 1 and day 5 (Figure 4.25 and Figure 4.26).
Our results show no difference in LMI between day 1 and day 5 during visual sti-
mulation, indicating a stability of the effects of locomotion on V1 putative excitatory
neuron activity across days, both in the familiar (Figure 4.25) and control group (Fi-
gure 4.26).
Figure 4.25: Comparison of the LMI of putative excitatory neurons in layer 2/3 of V1 across
days (familiar group): A) Scatter plots showing mean (∆F/F0) per neuron obtained during
stationary periods plotted against mean (∆F/F0) obtained during locomotion periods, (i) day
1, (ii) day 5. B) (i) Histogram showing LMI distribution during visual stimulation (day 1
compared to day 5), (ii) mean LMI of all active neurons during visual stimulation on day 1
and day 5 respectively. Error bars s.e.m., n.s., not significant (p>0.05); n = 9 mice; Wilcoxon
signed rank test.
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Figure 4.26: Comparison of the LMI of putative excitatory neurons in layer 2/3 of V1 across
days (control group): A) Scatter plots showing mean (∆F/F0) per neuron obtained during
stationary periods plotted against mean (∆F/F0) obtained during locomotion periods, (i) day
1, (ii) day 5. B) (i) Histogram showing LMI distribution during visual stimulation (day 1
compared to day 5), (ii) mean LMI of all active neurons during visual stimulation on day 1
and day 5 respectively. Error bars s.e.m., n.s., not significant (p>0.05); n = 9 mice; Wilcoxon
signed rank test.
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Additionally, we wanted to investigate whether the total amount of locomotion
had an effect on neuronal response properties of individual V1 neurons. A recent
study showed that animals which run more during the presentation of a defined vi-
sual stimulus showed an increase in response to that particular stimulus, whereas
animals not running during the stimulus presentation would not show a stimulus-
specific potentiation. Therefore, we calculated the total amount of time each animal
spent running during the presentation of the familiar stimulus (Figure 4.27). The total
amount of running time was plotted against the normalized change in ∆F/F0 from
day 1 to day 5, for all visually responsive neurons. We found a small increase in
∆F/F0 with the amount of time spent running during the presentation of the familiar
stimulus (∆F/F0 = 0.05, Figure 4.27).
Figure 4.27: Correlation of the total amount of locomotion during the presentation of the
familiar stimulus and the amplitude of neuronal responses to familiar stimulus on day 5
normalized to day1. Each dot corresponds to the data obtained from one mouse.
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4.3.5 Stability and plasticity of interneuron activity across days
Previous studies have reported experience-dependent changes in inhibitory interneu-
ron activity in V1 (Makino and Komiyama, 2015, Kaplan et al., 2016). To test potential
changes in inhibitory activity across days, we imaged three non-overlapping popula-
tions of inhibitory interneurons (VIP-, SST-, and PV- inhibitory interneurons) while
presenting a visual stimulus (Figure 4.29). Note that inhibitory interneuron activity
was only recorded for the familiar condition. As for excitatory neurons, it has been
shown, that inhibitory neurons in mice V1 are modulated by locomotion (example
traces of individual neurons: Figure 4.28, average data: Chapter 3, Polack, Friedman,
and Golshani, 2013, Fu et al., 2014, Pakan et al., 2016). Thus, to avoid any bias cau-
sed by an increase or decrease in the proportion of locomotion activity across days,
the responses were calculated separately for stationary and locomotion periods. We
found no significant difference in ∆F/F0 for any class of interneurons between day 1
and day 5, both during stationary and during locomotion periods (Figure 4.29). Furt-
hermore, as shown in Chapter 3, we confirmed the increase of visual responses of
interneurons during locomotion (positive LMI for VIP-, SST- and PV-expressing in-
terneurons). This modulation of activity by locomotion was not significantly different
between day 1 and day 5 (Figure 4.29). However, even though not significant all three
interneuron subclasses displayed a slight decrease in LMI values from day 1 to day
5. This is likely due to the slight non-significant decrease in ∆F/F0 across the days,
which was more pronounced during locomotion than to during stationary periods
and hence, leads to a reduction on LMI ratio between both.
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Figure 4.28: Example traces of inhibitory interneurons. A) VIP interneurons, B) SST interneu-
rons. C) PV interneurons. Black trace: running speed (cm/s). Grey bars: oriented gratings.
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Figure 4.29: Changes in ∆F/F0 during locomotion and stationary periods of all active in-
terneurons (VIP: orange, SST: green and PV: purple) across days during visual stimulation.
Scatter plots of the average amplitude of fluorescence changes (∆F/F0) per neuron. Average
of ∆F/F0 per day during stationary and locomotion periods. Black dots represent average




In this study, we examined changes in neuronal response properties across days be-
fore, during and after the daily brief presentation of a visual stimulus in putative
excitatory and three non-overlapping inhibitory interneuron subclasses. In summary,
we did not find any significant difference between the familiar and the control group
(grey screen) indicating a lack of stimulus-specific plasticity in our experimental con-
ditions. At the population level, we found a decrease in the proportion of visually
responsive neurons as well as in the proportion of orientation selective neurons. This
decrease was significant in the familiar experimental group and not significant in
the control group. Furthermore, there was a non-significant increase in number of
visually responsive neurons and number of orientation selective neurons observed in
the control group between day 5 and day 6, but not in the familiar group. Therefore,
the change in orientation selective neurons seems to resemble the change in visually
responsive neurons across days in both experimental groups. The major difference
between the imaging sessions on day 5 of both experimental groups was that the fa-
miliar group is stimulated with a defined grating (familiar grating) while the control
group is stimulated with an isoluminant grey screen, before animals of both groups
are presented with four differently oriented gratings to test the number of visually
responsive neurons as well as orientation preference. This difference in experimental
paradigm might affect the number of visually responsive neurons, however further
studies increasing the low number of animals in the control group (N=3) and furt-
her investigating the specific mechanisms underlying the change in stimulus specific
neurons responding on different days are needed to fully understand this observa-
tion. Since all three animals of the control group display the same drop in visually
responsive and orientation selective neurons on day 5 as well as an increase on day
6 and all three animals were recorded on different days, it is unlikely that changes
in the experimental setup, such as screen position or image quality, caused these spe-
cific changes. Contrary, average population responses to visual stimuli were stable
(average ∆F/F0 to each presented grating orientation, OSI, LMI) across days in both
experimental groups.
At the single cell level, we found neurons displaying an increase or decrease in re-
sponse amplitude to visual stimulation in general (all gratings), as well as neurons
showing both an increase and decrease between different experimental days and
neurons not changing their response amplitude. However, the range of response am-
plitudes displayed by individual neurons was similar across days. Furthermore, hete-
rogeneous changes, with some neurons decreasing or increasing, as well as neurons
which did not change their response amplitude across days specifically to their prefer-
red orientation, were observed in both experimental groups. The observed decrease
or increase in response amplitudes to the preferred orientation was accompanied by
neurons loosing and gaining orientation selectivity. We found that neurons strongly
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preferring a specific orientation (0°, 45°, 90°, 135°) on day 1 (OSI>0.3) were more li-
kely to respond preferentially to the same orientation across days.
Finally, we investigated the response properties of three non-overlapping classes of
inhibitory neurons, namely VIP-, SST-, and PV inhibitory neurons, across days. We
did not observe significant changes in responses properties between day 1 and day
5 in any of the three subpopulations at the population level. However, the response
amplitude of individual neurons also displayed heterogeneous changes across days,
with more neurons decreasing their response amplitude than increasing. Especially
SST interneurons mainly decreased their response amplitude, however not reaching
significance. Additionally, VIP interneurons also show mainly a decrease in response
amplitude between day 1 and day 5 during locomotion periods. However, during vi-
sual stationary periods a subset of VIP interneurons display an increase in response
amplitude between day 1 and day 5. However, further experiments specifically in-
vestigating changes in SST and VIP interneurons to increase the number of neu-
rons recorded will be needed to reveal a potential role of both interneuron types
in experience-dependent processes and to draw comprehensive conclusions.
4.4.1 Repetitive passive exposure to sensory stimuli: Adaptation vs Potentiation
In our study, a brief presentation of a defined visual stimulus (grating) across five
consecutive days did not induce a stimulus-specific potentiation of neuronal activity.
The absence of significant difference between the familiar and the control group furt-
her confirms that our protocol did not induce stimulus-specific changes, neither at
the single neuron level nor at the population level. However, earlier studies did find
a stimulus-specific response potentiation (SRP) at the population level after the brief
presentation of a defined visual stimulus across five consecutive days (Frenkel et al.,
2006, Cooke and Bear, 2010). This study was using electrophysiological recordings
(local field potentials, LFP) and found the biggest increase in response amplitude in
layer 4 of V1, while the data presented in this thesis were acquired in layer 2/3. Thus,
the potentiation might only take place in layer 4 and not be detected in layer 2/3. Ho-
wever, since layer 4 is the main input-recipient layer of V1, it remains to be seen how
the potentiation observed in layer 4 is relayed to other layers. In addition, while LFP
recordings sample both subthreshold and suprathreshold electrical signals in a relati-
vely large area, calcium imaging only detects suprathreshold events in single neurons.
Hence, if the observed potentiation by Bear and colleagues is a subthreshold effect,
we would not have been able to detect the effect with calcium imaging. Additionally,
it is conceivable that most SRPs in layer 4 of V1 are arising from the input of the LGN
to layer 4. However, it has been shown that SRPs reside in V1 (Frenkel et al., 2006,
Cooke and Bear, 2010, Cooke et al., 2015), thus it is unlikely that the LGN input to
layer 4 is the main trigger for SRPs.
The experiments conducted by Bear and colleagues used mice that were maintained
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on a 12/12 hour light-dark cycle and experiments were conducted during the light
cycle of the animal (Gavornik and Bear, 2014b, Cooke et al., 2015). Stimulus-specific
response potentiation was also shown to depend on overnight consolidation during
sleep (Aton et al., 2014). Using electrophysiological recordings and spike sorting Aton
et al., 2014 could show that more than twice as much principle neurons enhance their
responses after sleep compared to when mice were sleep deprived. The mice recorded
for this study were not on a 12/12 reversed light-dark cycle. Hence, the experiments
were conducted during the dark cycle and thus, interrupted the sleep time of the
mice. As shown by Aton et al., 2014, this disruption of sleep might have caused a dis-
ruption of the consolidation process and prevented the formation of stimulus-specific
effects.
Another recent study did show stimulus-specific potentiation at the single neuron
level in V1 layer 2/3 after the brief presentation of a defined stimulus over five conse-
cutive days (Kaneko, Fu, and Stryker, 2017). These results showed that only neurons
orientation selective for the grating presented across the five consecutive days incre-
ase their response amplitude and that this potentiation was only observed in mice
that were running for at least one hour (total of 10 hour presentation, one hour per
day for 10 days) during the presentation of the stimulus. In our study, mice were
presented for 5 minutes per day with a defined visual stimulus and were free to run.
Hence, under our experimental conditions mice run less than 25 minutes during the
stimulus presentation. Therefore, it is possible that we did not observe the same ef-
fect due to less running time. However, the study conducted by Bear and colleagues
(Frenkel et al., 2006, Cooke and Bear, 2010) showing a stimulus-specific response po-
tentiation was performed in head-fixed mice, placed in a tube and not able to run.
Thus, it needs to be determined whether the potentiation described in both studies
relates to the same mechanisms. An additional difference between both studies is
that LFP recordings were performed in awake mice while the two-photon calcium
imaging data were acquired in anesthetized mice. It was shown that a general anest-
hesia significantly reduces inhibitory interneuron activity (Harris and Thiele, 2011,
Haider, Häusser, and Carandini, 2013). A reduction in inhibitory inputs may lead to
a potentiation in response amplitude. However, it is debatable how a general anest-
hesia leads to a stimulus-specific effect.
Finally, a third study used a similar protocol in awake mice and found different re-
sults. Using two-photon calcium imaging, this study showed a decrease in population
response of layer 2/3 V1 neurons across days (Makino and Komiyama, 2015). This de-
crease was mediated by a decrease in the total number of visually responsive neurons
while the overall response of all visually responsive neurons per day stayed constant
across days. Importantly, the study was conducted in awake-behaving mice, which
were running and the observed reduction of the population response was stimulus-
specific. As Makino and Komiyama, 2015 we found a stable response of all visually
responsive neurons per day and a decrease in visually responsive neurons. Howe-
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ver, we found a decrease in number of visually responsive neurons in the control
group presented with an isoluminant grey screen as well as in the familiar group
presented with a grating stimulus, arguing against a stimulus-specific effect, whereas
Makino and Komiyama, 2015 found a stimulus-specific decrease. The reasons of this
discrepancy remain currently unclear.
4.4.2 Experimental limitations
One concern when interpreting these results is that increases and decreases in the am-
plitude of fluorescent changes (∆F/F0) could be caused by neurons moving in and
out of the focal plane across imaging days. We tried to avoid such bias first during
the acquisition of the data and then during the analysis. We used the presence of thin
dendrites within the field of view as markers of the focal plane: since dendrites are
very thin, ensuring that the same dendrites are visible across days is a good control
of the focal plane. However, uneven torsion of cortical tissue may happen across days,
so that neurons or dendrites that were initially in the same focal plane become out of
focus. That is why careful inspection of each labeled cell was performed during the
segmentation of the images acquired across days. As a result, only a limited number
of neurons, especially sparse inhibitory interneurons (sometimes only two to three
per field of view), could be analyzed. The number of neurons imaged per animal per
experiment could be increased using a two-photon imaging setup with an integrated
piezo-electric device or an Acousto-Optic Deflectors (AOD)-based set-up, enabling
multi-plane imaging (fast imaging of multiple focal planes) (Andermann et al., 2010,
Kerlin et al., 2010, Katona et al., 2012).
Another potential source that can bias our results relates to a potential increase in
expression level of the genetically encoded calcium indicator (GECI) across days. To
minimize such bias, the change in fluorescence over time (∆F/F0) was calculated
defining the baseline (F0) across days. The fact that we found neurons showing an
increase as well as neurons showing a decrease in ∆F/F0 amplitude in the same ani-
mal over days, suggests that baseline shifts are unlikely to affect our results, because
it is unlikely that changes in baseline would lead to both increases and decreases in
amplitude at the same time.
Furthermore, variability between animals and between recording days might be in-
troduced by changes in level of arousal of individual animals. For instance, recent
studies have shown, that neuronal activity changes across behavioural states such
as anaesthesia (Haider, Häusser, and Carandini, 2013), waking (Reimer et al., 2014,
Vinck et al., 2015), and locomotion (Polack, Friedman, and Golshani, 2013, Fu et al.,
2014, Pakan et al., 2016). While this study separated locomotion and still periods to
reveal potential differences in neuronal responses during different behavioural states,
differences in arousal level during still periods have not been investigated. However,
it was shown that during still periods neuronal response properties of V1 neurons
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differed in response reliability and magnitude depending on arousal state (Reimer
et al., 2014). Hence, differences in arousal levels during still periods might underlay
the variability observed in neuronal responses between animals and recording days.
Furthermore, it was shown that arousal and locomotion make distinct contribution
to neuronal activity patterns in V1 (Vinck et al., 2015). For example, locomotion leads
to an increase in firing activity of regular spiking neurons whereas a state of high
arousal result in a suppression of spontaneous activity (Vinck et al., 2015). Therefore,
separating locomotion and still periods is an important step towards to dissecting be-
havioural state dependent changes, but insufficient to account for changes in overall
arousal level (Niell, 2015).
Finally, the definition of an orientation selective neuron is based on an arbitrary crite-
rion. In this study, we used an OSI>0.3 to define orientation selective neurons. In the
past other thresholds were used to define orientation selective neurons. For example,
an OSI threshold of 0.5 (e.g. Rochefort et al., 2011, Niell and Stryker, 2008, Grienber-
ger et al., 2012) and higher for this study would change the results towards a more
stable network and less heterogeneity at the single neuron level.
Furthermore, OSI values can be calculated using different formulas. For this study,
the OSI was calculated by dividing the difference between the ∆F/F0 amplitude of
the preferred grating to the orthogonal grating by the sum of both. Another OSI cal-
culation uses the circular variance (Ringach, Shapley, and Hawken, 2002). While the
first method uses only the response amplitude to the preferred and the orthogonal
grating to calculate the OSI, the circular variance takes into account the responses to
all presented gratings. Therefore, both methods lead to different results.
4.4.3 Future prospects
In order to reconcile the results of the studies described above, it would be informa-
tive to combine the recording of visually evoked potentials (VEP) (Frenkel et al., 2006,
Cooke and Bear, 2010, Gavornik and Bear, 2014b) using electrodes with in vivo two-
photon calcium imaging. This approach enables the correlation of the results gained
from the recording of VEPs with the results obtained at the single neuron level using
two-photon calcium imaging. Practically, it would be necessary to implant a cranial
window and at least two electrodes (recording and reference electrode) in V1. One
option would be to record both signals from different hemispheres. When stimulation
and recordings take place in the binocular region, it is fair to assume that both visual
hemispheres likely respond in a similar way in response to the presented visual sti-
mulation. One of the biggest challenges would be to arrange for enough space for the
recording electrodes between the skull and the objective. A new head-plate design
and long working distance objectives might be necessary. Another approach would
be to record the activity of layer 4 neurons of V1, where the main effect of VEPs stimu-
lus selective response potentiation was found. Furthermore, simultaneous imaging of
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layer 2/3 and layer 4 single neurons activity could reveal potential differences in the
encoding of a repetitive stimulus between both layers. Simultaneously imaging of
layer 2/3 and layer 4 of V1 could be achieved by either using a two-photon imaging
setup capable of performing 3D volume imaging (AOD) (Andermann et al., 2010, Ji,
Freeman, and Smith, 2016) or a setup fitted with a piezo-electric stage capable of ima-
ging multi-planes nearly simultaneously (Rose et al., 2016). Additionally, two-photon
imaging experiments could be used to image chronic changes in LGN labeled axons
within V1 in order to investigate whether there are any changes in response proper-
ties to repetitive visual stimulation earlier in the visual pathway. To do so, one possi-
bility would be to use mini-scopes in combination with GRIN (gradient index) lenses
which enables imaging of subcortical structures, such as the LGN (Jung et al., 2004,
Ghosh et al., 2011, Resendez and Stuber, 2015). Finally, it would be interesting to test
whether anesthesia does reveal stimulus-specific potentiation by altering inhibition
in V1 (Harris and Thiele, 2011, Haider, Häusser, and Carandini, 2013). This would
explain the difference between our results and the results of a previous study (Ka-
neko, Fu, and Stryker, 2017). For this, we could use the same protocol in awake mice
while removing inhibition. This could be done either by using DREADDS (Designer
Receptor Exclusively Activated by Designer Drugs) (Smith et al., 2016, Armbruster
et al., 2007) or cell-type specific optogenetics (Deisseroth, 2011) in inhibitory neurons.
5
N E U R O N A L R E S P O N S E P R O P E RT I E S I N T H E A D U LT P R I M A RY
V I S U A L C O RT E X O F A M O U S E M O D E L O F I N T E L L E C T U A L
D I S A B I L I T Y
5.1 introduction
The Syngap gene (synaptic Ras GTPase-activating protein 1) is frequently mutated in
intellectual disorders (ID) associated with global developmental delay and is a risk
factor for autism spectrum disorders (ASD) (Pinto et al., 2010, Mefford, Batshaw, and
Hoffman, 2012, Hamdan et al., 2011) and severe epilepsy (Carvill et al., 2013). Ap-
proximately 3 % of the population in the Western countries are affected by ID, which
is characterized by an intelligent quotient (IQ) below 70 (Mefford, Batshaw, and Hoff-
man, 2012). Family studies suggest that both ASD and ID have a strong heritable
component (Bailey et al., 1995).
ID and ASD phenotypes can arise from a mixture of several, potentially diverse ge-
netic as well as environmental factors (Mefford, Batshaw, and Hoffman, 2012), and
in a minority of cases they arise from mutations of a single gene (monogenic) (Pinto
et al., 2010). While the genetic causes seem diverse and exhibit pleiotropy, they seem
to converge on common cellular signalling pathways (Wijetunge et al., 2013 Barnes
et al., 2015b). This motivates the study of representative genetic animal models, with
the expectation that findings may generalise across a broad range of ASD-associated
syndromes.
The investigation of monogenic ASD/ID animal models at the cellular level has revea-
led several alterations in neuronal properties, such as changes in excitability, synaptic
transmission and neural plasticity (Komiyama et al., 2002, Kim et al., 2003, Clement et
al., 2012). However, there is only little known about how these changes affect neuronal
activity at the circuit level in vivo, and how this leads to the diversity of behavioural
phenotypes characteristic for ASD/ID. Addressing this gap in knowledge requires
a comprehensive understanding of the circuit-level features in the brain of ASD/ID
animal models.
In the past years several single gene mutant mice models have been developed, to
investigate the pathogenicity of these mutations as well as potential treatments for
these diseases. The two most common monogenic syndromes of ASD/ID are Fragile
X Syndrome (FXS) (Krueger and Bear, 2011, Wijetunge et al., 2013) and SYNGAP1
haploinsufficiency (Pinto et al., 2010). Mouse models have been generated for both
mutations; Fmr1-/y (Bakker et al., 1994) and SynGAP+/- mice (Kim et al., 2003, Cle-
ment et al., 2012, Komiyama et al., 2002).
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This chapter will focus on neuronal circuit activity and plasticity in adult SynGAP+/-
mice (kindly provided by Dr Seth Grant (Edinburgh University, United Kingdom),
a mouse model of ID. We investigated how this mutation affects neural activity in
cortical networks, focusing on the primary visual cortex where inputs are easily con-
trollable.
5.1.1 SynGAP expression and function
The synaptic GTPase-activating protein (SynGAP) is a neuronal RasGTPase activating
protein (RasGAP) that is found at excitatory synapses as part of a macromolecular
complex called post-synaptic density (PSD) (Chen et al., 1998, Kim et al., 1998). Syn-
GAP is expressed exclusively in the brain with highest expression levels found in the
cortex and the hippocampus (CA1 and dentate gyrus regions) (Chen et al., 1998, Kim
et al., 1998).
Ras signaling is essential for the activation of the mitogen-activated protein (MAP)
(Figure 5.1). MAP kinase activation leads to the activation of extracellular signal-
regulated kinases-1 and -2 (ERK1 and ERK2), which finally leads to the insertion of
AMPARs into the postsynaptic membrane, facilitating long-term potentiation (LTP)
(Zhu et al., 2002). Thus, the activation of ERK leads to the regulation of activity depen-
dent genes, an important process involved in neuronal plasticity. As a consequence,
mutations in the Syngap gene are expected to affect both neuronal activity and plasti-
city (Atkins et al., 1998, Di Cristo et al., 2001, Thomas and Huganir, 2004).
Ras signaling can be triggered by elevated calcium levels, but the exact mechanism
remains to be elucidated (Rosen et al., 1994). It was shown that SynGAP, as part of
the PSD complex, is in close proximity of N-methyl-D-aspartate receptors (NMDAR)
(Moon, Apperson, and Kennedy, 1994, Husi et al., 2000), and signal-transduction mo-
lecules such as Ca2+ /calmodulin-dependent protein kinase II (CaMKII) (Kennedy,
Bennett, and Erondu, 1983, Kennedy, Bennett, and Erondu, 1983). The scaffolding
protein PSD-95/SAP-90 is believed to serve as an adapter protein that helps to or-
ganize synaptic structures in large macromolecular complexes such as PSD and co-
localizes with SynGAP and CaMKII. It is believed that CaMKII phosphorylation is
induced after calcium influx through activated NMDA receptors. This results in the
phosphorylation of SynGAP and the dissociation of SynGAP from CaMKII (Araki et
al., 2015). Phosphorylation of SynGAP down-regulates the activity of RAS-GAP (Fi-
gure 5.1). Hence, after calcium influx RAS-GAPs become less active and RAS-GEFs
more active which leads to elevated levels of RAS-GTP. Elevated RAS-GTP levels lead
to the activation of further downstream proteins finally resulting in the insertion of
AMPAR into the postsynaptic membrane (Thomas and Huganir, 2004).
To investigate Syngap gene mutations, SynGAP mutant mouse models have been
created in the past years on different backgrounds (Komiyama et al., 2002, Kim et al.,
2003). Mutant mice lacking either both copies (SynGAP-/-, homozygotes) or one copy
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Figure 5.1: Signaling mechanism upon phosphorylation of SynGAP. Upon NMDAR activa-
tion, Ca2+ enters the postsynapse and triggers the phosphorylation of CaMKII. Phosphoryla-
tion of CaMKII leads to the phosphorylation of SynGAP (pSynGAP) which results in elevated
levels of Ras-GTP. This leads to the activation of MAP kinase and ERK, which finally results
in the insertion of AMPARs into the postsynaptic membrane. Brown arrows indicate other
pathways activated by CamKII and SynGAP phosphorylation.
(SynGAP+/-, heterozygotes) of the Syngap gene are indistinguishable in phenotype
from their wild-type (WT) litter mates at birth and share common neurological defi-
cits. At P03 homozygotes SynGAP-/- show less movement and less food intake com-
pared to their WT litter mates, and therefore, stay smaller in size. Between P05 to P07
homozygotes SynGAP-/- pups die. Heterozygotes SynGAP+/- survive and are fertile.
The lethality of homozygotes SynGAP-/- indicates a vital role of the SynGAP protein
during development (Komiyama et al., 2002, Kim et al., 2003).
5.1.2 Behavioral impairments in SynGAP+/- mice
ASD is diagnosed clinically using behavioural criteria, such as abnormal social in-
teractions and repetitive behaviour (Fakhoury, 2015). Abnormal social interactions
include failure in using facial expression to communicate effectively and reduced
interest and difficulties in maintaining social interactions as well as communication
deficits. Repetitive behaviours include the preference of patients for repetitive ritu-
als and compulsions together with unwillingness to change motor stereotypies and
unusual or very narrow restricted interests. Repetitive behaviours are believed to be
a strategy to control the environment and manage arousal levels to overcome anxiety
(Mefford, Batshaw, and Hoffman, 2012, McPartland and Volkmar, 2012, Pasciuto et al.,
2015). ASD patients often also show signs of hyperactivity (Pasciuto et al., 2015).
In the past years, several behaviour assays evaluating social interactions, communi-
cation deficits and repetitive behaviour in mice have been designed to maximize the
relevance of these mouse models to the deficits associated with ASD (Pasciuto et al.,
2015).
Sociability can be evaluated in three different ways: (1) scoring parameters such as
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nose-to-nose sniffing, nose- to-anogenital sniffing, following, passing each other with
physical contact, chasing, mounting and wrestling with peers; (2) measuring the time
spent with an object vs. time spent with peers, and (3) using the social preference
test, where mice are presented with a familiar mouse or object and a novel mouse
or object. Since mice are highly social animals, healthy WT mice spend extended
times interacting with conspecifics and show a preference for novelty over familiar
objects or mice. Assays to evaluate communication deficits include: quantification of
ultrasound vocalization, response to novel urinary odors and olfactory habituation.
Repetitive behaviour and stereotyped behaviour can be quantified, and insistence on
sameness as well as learning and memory deficits can be evaluated using a reversal
learning task. Therefore, mice are first trained to follow a certain behavioural routine
(such as finding a food reward or an escape platform in the Morris water maze) and
then the location is altered, forcing the mice to adapt to the new situation. Anxiety
can be evaluated using the open field test. Healthy mice explore novel environments
and the explorative behaviour is interpreted as low-anxiety. Reduced levels of explo-
rative behaviour, such as avoiding open fields and bright places are used to score
anxiety (Pasciuto et al., 2015). The open filed test is also commonly used to assess
hyperactivity in mice (Pasciuto et al., 2015).
As in other mouse models of ASD, heterozygote SynGAP+/- mice show deficits in
social novelty preference (Berryer et al., 2016). While WT mice spend significantly
more time with the novel conspecific, heterozygote SynGAP +/- mice spend similar
amount of time with the novel and the familiar conspecific (Berryer et al., 2016).
Furthermore, SynGAP+/- mice were shown to be hyperactive and have reduced le-
vels of anxiety-like behaviour in the open field test (Komiyama et al., 2002, Muhia
et al., 2010, Berryer et al., 2016). Hyperactivity as well as reduced levels of anxiety-
like behaviour are also seen during a systemic blockade of NMDA receptor function.
Therefore, these results are in agreement with the theory that SynGAP+/- mutations
alter NMDA receptor dependent down-stream signalling and hence would lead to
similar behavioural phenotypes as a systemic blockade of NMDA receptor function
(Muhia et al., 2010).
5.1.3 Cellular impairments in SynGAP+/- mice
In the past years, several studies have addressed cellular properties of SynGAP+/-
mice in vitro and in vivo. For example, it was shown that synaptic transmission is
elevated during development in juvenile SynGAP+/- mice, with dendritic spines and
synapses forming prematurely due to accumulation of AMPA receptors at the syn-
apse (Vazquez et al., 2004, Carlisle et al., 2008). This is because SynGAP+/- mice lack
one copy of the Syngap gene and therefore have lower expression levels of SynGAP,
which leads to a loss of RasGAP activity and thus causes an increase in RAS-GTP
leading to the formation of unsilenced synapses through the insertion of AMPA re-
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ceptors in the postsynaptic membrane (Carlisle et al., 2008). The amount of silent
synapses compared to unsilenced synapses was investigated in thalamocortical sli-
ces using a minimal stimulation paradigm at P5 in SynGAP+/- mice and WT mice.
Overall, they found approximately double the amount of silent synapses in WT mice
compared to SynGAP+/- mice (Clement et al., 2013). In WT mice the insertion of
AMPA receptors into the postsynaptic membrane is experience-dependent and le-
ads to the closure of the critical period by reducing the amount of silent synapses
(Clement et al., 2013, Huang et al., 2015). The abnormalities in spine formation of
SynGAP+/- mice lead to a shortened critical window for synaptic plasticity (Clement
et al., 2013) and persist into adulthood (Vazquez et al., 2004, Rumbaugh et al., 2006,
Jeyabalan and Clement, 2016). Furthermore, it was shown that the loss of one copy of
the Syngap gene after the closure of the critical period had only a minimal impact on
spine synapse function. At the same time, restoring SynGAP function in adulthood
does not improve behaviour or cognition deficits (Clement et al., 2012). In contrast,
overexpression of SynGAP results in a reduction in AMPAR expression on the mem-
brane surface, leading to a greater number of silent synapses (Rumbaugh et al., 2006,
Clement et al., 2012).
As a consequence, SynGAP+/- mice have significantly more (approximately 20 %)
mushroom shaped spines than thin spines (Carlisle et al., 2008). Other studies have
shown that thin spines are transient and are more likely to undergo LTP, while
mushroom shaped spines are more stable and are less likely to undergo LTP (Holt-
maat et al., 2005). In accordance with this, in vitro electrophysiological slice recor-
dings made from the hippocampal CA1 region of adult heterozygotes SynGAP+/-
mice show a decrease in LTP (Komiyama et al., 2002, Kim et al., 2003).
While previous studies have revealed important deficits at the cellular level in SynGAP+/-
mice, much less is known about how these cellular changes affect the activity of neu-
ral circuits in vivo. In this study, we investigated potential differences in neuronal acti-
vity at the population level as well as at the single neuron level between SynGAP+/-
mice and WT litter mates, both during spontaneous activity (darkness) and sensory
evoked activity (visual stimulation). In addition, we tested potential deficits in adult
plasticity in SynGAP+/- mice, using the classical experimental paradigm of monocu-
lar deprivation.
5.2 material and methods
Experimental procedures including surgery (cranial window, AAV delivery, head-
plate attachment) and two-photon imaging in awake behaving mice, were performed
as described in Chapter 2. Briefly, two to three weeks prior to imaging, a cranial win-
dow surgery was performed and AAVs were locally injected in the binocular region
of V1 in order to express GCaMP6 in all neurons (AAV1.Syn.GCaMP6s.WPRE.SV40;
Penn Vector Core). Mice were imaged two times, before and after monocular depriva-
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tion (MD). During the imaging sessions mice were presented with a visual stimulus
(gratings). All experiments were performed with the experimenter blind to genotype.
At the end of the experiment mice were transcardially perfused. All procedures were
approved by the University of Edinburgh animal welfare committee, and were per-
formed under a UK Home Office project license.
5.2.1 Animals
Male heterozygous SynGAP+/- mice (Komiyama et al., 2002) were used for all experi-
ments. On average, mice were 22 weeks old (minimum 17 and maximum 28 weeks).
Animals were housed in groups of two to four in conventional cages until the expe-
riment started. At the first day of the experiment (cranial window surgery) animals
were started to be single-housed. Water and food were provided ad libitum and mice
were held on a 12/12 hour light/dark cycle. All procedures were approved by the
University of Edinburgh animal welfare committee, and were performed under a UK
Home Office project license.
5.2.2 Habituation of mice to the imaging setup
Mice were habituated to the head-restraint for approximately 20 minutes for at least
one day (and a maximum of 3 days) before the first imaging day. Mice were head-
fixed in the two-photon setup and left in the dark, free to run on a circular treadmill.
The habituation session was also used to check the cranial window and the neuronal
labelling. To habituate the mice to the noise of the mechanical shutter, the shutter was
opened and closed several times during the habituation session.
5.2.3 Monocular deprivation
MD was performed directly after the imaging session on day 1. Mice were anesthe-
tized with 2 % Isoflurane (IsoFlo,Abbott Laboratories, UK) and the fur around the
right eye was removed using scissors. Then, the eyelashes of the right eye were cut
using fine forceps and fine scissors and the eye lids sutured. During the surgery, mice
were laid on their left side to ensure good access to the right eye. To reduce potential
pain, mice were injected with an analgesic (1 ml/ 20 mg mouse Vetergesic, diluted
1:10 with injectable water (Water for Injections 100 % v/v, Norbrook Laboratories Li-
mited, Northern Ireland)). Furthermore, the nails of all four paws were trimmed, to
reduce the risk of suture opening due to scratching.
Mice were monocularly deprived for 7 days. During that time, mice were monitored
daily to ensure well-being and a tight closure of the suture. Mice found with open
sutures were excluded from further experiments (one mouse).
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After 7 days, mice were anesthetized and the suture opened using fine scissors. Af-
terwards, the animal was placed for at least 2 hours (maximum of 3 hours) in a dark
box, without any light stimulation, to recover from the anesthesia. After recovery, the
animal was immediately prepared for imaging and the imaging session was started
as soon as possible (within approximately 15 minutes).
5.2.4 Chronic two-photon imaging protocol
The imaging protocol consisted of four parts. First, the animal was stimulated bi-
nocularly, then the right eye and left eye were stimulated separately and finally an
additional binocular session was performed. For monocular stimulation, each eye
was blocked using a black piece of cardboard positioned approximately at a 2 cm
distance from the nose of the animal. For each stimulation condition at least 10 recor-
dings in the dark and 12 recordings with visual stimulation were taken.
The visual stimulus was presented on a screen, which was placed in front of the
mouse at a 20 cm distance to the nose. The visual stimulus consisted of a sequence
of four differently orientated (0°, 45°, 90°, 135°) sinusoidal phase-reversing gratings
(1 Hz, 0.03-0.05 cpd), presented in a random order. Each grating was presented for
3 seconds and the inter-stimulus (an isoluminant grey screen) was presented for 5
seconds. Each trial consisted of 2 presentations of each grating with an additional 1
second black screen period at the beginning and at the end of each trial. The total
time of one trial was 72 seconds.
5.2.5 Data analysis
Acquired data were analysed as described in Chapter 2 of this thesis. Briefly, 2D plane
translational-based image alignment (SIMA 1.2.0, Kaifosh et al., 2014) was used to cor-
rect for motion artefacts. Next, regions of interests (ROIs) corresponding to neuronal
somata were manually selected and pixel intensity within individual ROIs averaged.
∆F/F0 signal was calculated by taking the difference between F (raw fluorescent sig-
nal) and F0 (baseline fluorescence) divided by F0, and neuropil decontamination was
performed using non-negative matrix factorization (NMF) run through FISSA. Be-
havioural state (e.g. stationary versus locomotion) was determined by monitoring
the wheel speed. Active neurons were defined as neurons with an average minimum
response amplitude (∆F/F0) higher than 0.2 during visual stimulation. Visual respon-
sive neurons, stimulus-evoked response (SER), orientation selectivity index (OSI), and
locomotion modulation index (LMI) were defined as described in Chapter 2.
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5.3 personal contribution disclaimer
This project was conducted in collaboration with Prof. Peter Kind’s laboratory. Speci-
fically, Dr. Chih-Yuan Chiang performed the MD of all mice and Danai Katsanevaki
recorded and analyzed five mice included in the dataset. All other data (n = 22 mice)
were acquired and analysed by myself. We are currently in the process of preparing
a peer reviewed journal article including the results discussed here.
5.4 results
A total of 33 mice were prepared for imaging. Seven mice were excluded due to either
head-plate detachment (3 mice) or poor imaging quality (no labelled cells or cloudy
cranial window preventing imaging) (4 mice). Day 1 baseline data were recorded for
the remaining 26 mice (total of 3260 neurons), of which 12 were SynGAP+/- mice
(total of 1427 neurons) and 14 were WT littermates (total of 1919 neurons). MD was
performed on 16 mice for 7 consecutive days and the response properties of the same
set of neurons were recorded before and after MD (Figure 5.2).
5.4.1 Behaviour correlates of SynGAP+/- mutation
Previous studies have shown that SynGAP+/- mice are hyperactive in the open field
(Komiyama et al., 2002, Muhia et al., 2010, Berryer et al., 2016. As shown in Chapter 3,
behavioral state modulates neuronal activity in V1. Therefore, we tested whether
SynGAP+/- mice display hyperactivity in our experimental conditions, and quanti-
fied the time spent running in mutants and WT littermates (Figure 5.3).
On average, SynGAP+/- mice and WT littermates were running the same proportion
of time (approximately 20 %) during stimulus presentation on day 1 and day 7. There
was no significant difference in the proportion of locomotion during visual stimula-
tion between day 1 and day 7 in either SynGAP+/- mice (day 1: 19.9 ± 3.8, day 7: 21.7
± 4.7; Wilcoxon signed rank test) or WT littermates mice (day 1: 16.5 ± 3.3, day 7: 20.7
± 4.3; Wilcoxon signed rank test) (Figure 5.3 A).
Similar results were obtained when comparing only the first 20 min of imaging on
day 1 and day 7, both in SynGAP+/- mice and WT littermates (Figure 5.3 B). Again,
there was no significant difference in amount of locomotion during visual stimula-
tion between day 1 and day 7 in SynGAP+/- mice (day 1: 20.4 ± 4.6, day 7: 22.3 ±
5.8; Wilcoxon signed rank test) and WT littermates (day 1: 17.9 ± 3.6, day 7: 20.2 ±
5.6; Wilcoxon signed rank test). As before, there was no significant difference in pro-
portion of locomotion during visual stimulation between WT littermates mice and
SynGAP+/- on either day (Mann-Whitney U-test; Figure 5.3 B). These results indicate
that despite the hyperactivity of SynGAP+/- mice in open fields, mice habituated to
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Figure 5.2: Example field of view and example traces before and after MD. Top: Example
field of view showing a neuronal population recorded before (left, Day 1) and after (right,
Day 7) MD. Bottom: Example ∆F/F0 traces of an orientation selective neuron (neuron 1) and
a locomotion responsive neuron (neuron 2) on day 1 (left) and after MD on day 7 (right).
Bottom blue trace displaying wheel speed in cm/s.
the head fixation in the two-photon imaging set-up were not running more than WT
littermates.
5.4.2 Comparison of V1 neuronal activity between SynGAP+/- mice and WT littermates
5.4.2.1 Neuronal activity in V1 neurons of SynGAP+/- mice is lower compared to WT litter-
mates
We first compared the number of visually responsive neurons on day 1 in V1 of
SynGAP+/- mice and WT littermates. On average we found similar percentage of vi-
sually responsive neurons in both SynGAP+/- mice and WT littermates (SynGAP+/-
mice: 50.7 %, WT littermates: 53.4 %) (Figure 5.4). Only neurons visually responsive
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Figure 5.3: Proportion of time spent running in both experimental groups (SynGAP+/- mice
and WT littermates). A) Proportion of time spent running during visual stimulation. B) Pro-
portion of time spent running during the first 20 minutes of an imaging session. Blue: WT
littermates (N=14), red: SynGAP+/- mice (N=12), grey dots indicate average across all neurons
per animal, Error bars: s.e.m.
on day 1 were considered for further analysis.
Next, we determined the baseline activity level of V1 neurons in SynGAP+/- mice and
WT littermates. We quantified the population activity in darkness and during bino-
cular visual stimulation, both during stationary and locomotion periods. We found
a higher mean ∆F/F0 during both stationary and locomotion periods in WT litter-
mates compared to SynGAP+/- mice on day 1 both in darkness (stationary periods:
WT littermates 0.16 ± 0.04, SynGAP+/- mice 0.06 ± 0.01, p<0.05, Mann-Whitney U-
test; locomotion periods: WT littermates 0.39 ± 0.09, SynGAP+/- mice 0.13 ± 0.02,
p<0.01, Mann-Whitney U-test; Figure 5.5 A) and during visual stimulation (statio-
nary periods: WT littermates 0.26 ± 0.06, SynGAP+/- mice 0.12 ± 0.01, p<0.01, Mann-
Whitney U-test; locomotion periods: WT littermates 0.57 ± 0.11, SynGAP+/- mice 0.27
± 0.04, p<0.01, Mann-Whitney U-test; Figure 5.5 B). Additionally, standard deviation
of ∆F/F0 across trials during stimulus presentation was assessed, to evaluate variabi-
lity in neuronal responses. We found a lower mean standard deviation in SynGAP+/-
mice during stationary periods compared to WT littermates (stationary periods: WT
littermates 0.08 ± 0.03, SynGAP+/- mice 0.01 ± 0.004, p<0.01, Mann-Whitney U-test;
locomotion periods: WT littermates 0.21 ± 0.10, SynGAP+/- mice 0.03 ± 0.01, p<0.01,
Mann-Whitney U-test; Figure 5.5 C).
5.4.2.2 Orientation selectivity of V1 neurons of SynGAP+/- mice is higher compared to WT
littermates
Next, we calculated the orientation selectivity index (OSI) per neuron as described
in Chapter 2 for all visually responsive neurons. On average, SynGAP+/- mice sho-
wed higher mean OSI values than WT littermates (SynGAP+/- mice: 0.35 ± 0.03; WT
5.4 results 127
Figure 5.4: Number of visually responsive neurons recorded in SynGAP+/- mice and WT
littermates on day 1. Blue: WT littermates (N=14), red: SynGAP+/- mice (N=12), black dots
indicate average across all neurons per animal, Error bars: s.e.m.
Figure 5.5: Mean neuronal activity of visually responsive neurons of SynGAP+/- mice (n=10)
and WT litter mates (n=13) measured on day 1. A) During darkness: Mean ∆F/F0 during
stationary periods (top) and during locomotion periods (bottom). B and C: During visual
stimulation (grating): B) Mean ∆F/F0 during stationary periods (top) and during locomo-
tion periods (bottom). C) Mean standard deviation of ∆F/F0 during stationary periods (top)
and during locomotion periods (bottom). Blue: WT littermates (N=14), red: SynGAP+/- mice
(N=12), black dots indicate average across all neurons per animal, error bars: s.e.m., *, signifi-
cant, p<0.05, **, significant, p<0.01, Mann-Whitney U-test.
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littermates: 0.23 ± 0.02, p<0.01, Mann-Whitney U-test; Figure 5.7 A). Furthermore,
standard deviation of OSI across trials was assessed. There was no significant dif-
ference in standard deviation of OSI between SynGAP+/- mice and WT littermates
(SynGAP+/- mice: 0.18 ± 0.005; WT littermates: 0.16 ± 0.01, p>0.05, Mann-Whitney
U-test; Figure 5.7 B). In addition, the stimulus-evoked response (SER) was calculated
for all visually responsive neurons. Since SER is an index giving the ratio between
pre and post stimulus onset, SER was calculated without differentiating between lo-
comotion and stationary periods. There was no significant difference in SER between
SynGAP+/- mice and WT littermates (SynGAP+/- mice: 0.13 ± 0.04; WT littermates:
0.21 ± 0.03, p>0.05, Mann-Whitney U-test; Figure 5.7 C).
Figure 5.6: Example traces of orientation selective neurons. A) WT mice, B) SynGAP+/- mice.
Black trace: running speed (cm/s). Grey bars: oriented gratings. Polar plots show the response
amplitude to the four presented gratings normalised to the preferred orientation.
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Figure 5.7: OSI and SER of V1 neurons in SynGAP+/- mice and WT littermates measured on
day 1. A) Mean OSI magnitude of all visually responsive neurons per animal. B) Standard
deviation of mean OSI magnitude per animal. C) Mean SER of all visually responsive neurons
per animal. Blue: WT littermates (N=14), Red: SynGAP+/- mice (N=12), error bars: s.e.m. *
p<0.01, n.s., not significant (p>0.05), Mann-Whitney U-test.
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5.4.2.3 No difference in behavioral state dependent modulation of neuronal activity in SynGAP+/-
mice and WT littermates
We investigated a potential difference in the gain modulation of neuronal responses
by locomotion in SynGAP+/- mice and WT littermates. We calculated a locomotion
modulation index (LMI) as described in Chapter 2 (difference between the mean
∆F/F0 during locomotion and stationary periods, normalized by the sum of both). We
found no significant difference between SynGAP+/- mice and WT littermates in LMI
during darkness (SynGAP+/- mice: 0.27 ± 0.02; WT littermates: 0.32 ± 0.05, p>0.05,
Mann-Whitney U-test; Figure 5.8 A) or during visual stimulation (SynGAP+/- mice:
0.34 ± 0.03; WT littermates: 0.31 ± 0.04, p>0.05, Mann-Whitney U-test; Figure 5.8 B).
These results suggest that the mechanisms underlying gain modulation of neuronal
activity in V1 during locomotion are unaffected in SynGAP+/- mice.
Figure 5.8: LMI of all active neurons of SynGAP+/- mice and WT littermates measured on day
1. Blue: WT littermates (N=14), Red: SynGAP+/- mice (N=12), grey dots indicated averages
across all neurons per animal, error bars: s.e.m., n.s., not significant, p>0.05, **, significant,
p<0.01, Mann-Whitney U-test.
5.4 results 131
5.4.3 Effect of monocular deprivation on V1 neuronal activity in adult SynGAP+/- mice and
WT littermates
MD was performed to evaluate potential differences in neuronal plasticity between
adult SynGAP+/- mice and WT littermates. The SynGAP protein is part of a signalling
cascade that ultimately leads to the activation of ERK, which is important for regula-
ting activity dependent genes resulting in the insertion of AMPA receptors into the
membrane, which is considered an important mechanism for neuronal plasticity (At-
kins et al., 1998, Di Cristo et al., 2001, Thomas and Huganir, 2004). In rodent V1 it was
shown that visual experience activates ERK and that activation of ERK is important in
mediating experience-dependent plasticity induced by MD during the critical period
(Di Cristo et al., 2001). This study aimed to investigate neuronal plasticity induced by
MD in adult SynGAP+/- mice, which were shown to display deficits in neuronal plas-
ticity in vitro, (Komiyama et al., 2002) and WT littermates to reveal potential deficits
in neuronal plasticity in vivo in adult mice. These experiments were performed with
the idea to compare the results obtained in adults with those obtained in younger
animals (during the critical period). Following the MD protocol in adult mice descri-
bed in Sawtell et al., 2003, Hofer et al., 2006, Rose et al., 2016 we were expecting a
shift in ocular dominance at least in WT littermates and aimed to compare this to
SynGAP+/- mice. However, since this was a new method in the lab we realised only
after performing preliminary experiments that environmental enrichment is critical
at this age. Initial eexperiments were started using adult mice, because the growth
process of the juvenile skull needs to be finished by the time of head-plate implanta-
tion, since the head-plate attachment would likely cause harm and malformation of
the growing skull. Previous studies have shown that environmental enrichment alle-
viates behavioural phenotypes in another model of intellectual disability and autism
spectrum disorders, the FXS mouse (Restivo et al., 2005). For instance, behavioural
abnormalities such as an altered pattern of exploration and habituation in the open
field arena and neuronal abnormalities in spine density and morphology observed in
FXS mice raised in standard cages, are largely rescued when mice are raised in enri-
ched environments. For that reason, we decided to avoid environmental enrichment
in the cages of the animals for this set of experiments to avoid experience-dependent
effects potentially affecting the neuronal development.
5.4.3.1 Binocular response properties before and after MD
In general, after seven days of MD we found a decrease in number of visually respon-
sive neurons (Figure 5.9).
Next, we compared the neuronal response properties of visually responsive neurons
of SynGAP+/- mice and WT littermates between day 1 and day 7. During visual sti-
mulation there was no significant difference between day 1 and day 7 in mean ∆F/F0
during stationary periods or during locomotion periods in neither WT litter mates
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(stationary periods: 0.26 ± 0.06, locomotion periods: 0.57 ± 0.11, Wilcoxon signed
rank test) nor SynGAP+/- mice (stationary periods: 0.12 ± 0.01, p<0.01, locomotion
periods: 0.27 ± 0.0370, p<0.01, Wilcoxon signed rank test) (Figure 5.10 B).
Finally, LMI was calculated to investigate if gain modulation of neuronal responses
by locomotion is changing across days. There was no significant difference in LMI
measured during visual stimulation between day 1 and day 7 in both genotypes.
Figure 5.9: Number of visually responsive neurons recorded in SynGAP+/- mice and WT
littermates on day 1 and day 7. Blue: WT littermates (N=7), red: SynGAP+/- mice (N=9), grey
dots indicate averages across all neurons per animal, error bars: s.e.m.
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Figure 5.10: Scatter plots showing the mean amplitude of fluorescence changes (∆F/F0) of
each neuron measured before and after MD. Bar plots showing the mean neuronal activity
of visually responsive neurons measured on day 1 and day 7 during darkness and visual
stimulation. A) Scatter plots of all neurons and the means per animal for each genotype du-
ring visual stimulation: Mean ∆F/F0 during stationary periods (top) and during locomotion
periods (bottom). Blue: WT littermates (N=7), red: SynGAP+/- mice (N=9), grey dots indicate
average across all neurons per animal, error bars: s.e.m. p<0.05, n.s. not significant, Wilcoxon
signed rank test.
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Figure 5.11: A) Scatter plots showing the mean amplitude of fluorescence changes (∆F/F0)
of each neuron during stationary periods versus locomotion periods in darkness and during
visual stimulation (oriented gratings) on day 1 and on day 7. B) Bar plots showing the mean
LMI during darkness and visual stimulation measured on day 1 and day 7. Blue: WT litterma-
tes (N=7), red: SynGAP+/- mice (N=9), coloured bars: during visual stimulation, black bars:
during darkness, grey dots indicate average across all neurons per animal, error bars: s.e.m. *
p<0.01, p<0.05, n.s. not significant, Wilcoxon signed rank test.
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5.4.3.2 Monocular response properties before and after MD
As for binocular responses the results showed on average no significant change in
mean ∆F/F0 between day 1 and day 7 when stimulating either the left eye (stationary
periods WT littermates day 1: 0.13 ± 0.04, day 7: 0.15 ± 0.04, p<0.05, Wilcoxon signed
rank test; SynGAP+/- mice day 1: 0.06 ± 0.01, day 7: 0.07 ± 0.01, p<0.05, Wilcoxon
signed rank test; locomotion periods WT littermates day 1: 0.34 ± 0.09, day 7: 0.31 ±
0.09, p<0.05, Wilcoxon signed rank test; SynGAP+/- mice day 1: 0.11 ± 0.03, day 7: 0.14
± 0.03, p<0.05, Wilcoxon signed rank test; Figure 5.13 A) or the right eye (stationary
periods WT littermates day 1: 0.12 ± 0.03, day 7: 0.13 ± 0.03, p<0.05, Wilcoxon signed
rank test; SynGAP+/- mice day 1: 0.08 ± 0.02, day 7: 0.10 ± 0.02, p<0.05, Wilcoxon
signed rank test; locomotion periods WT littermates day 1: 0.30 ± 0.06, day 7: 0.30
± 0.09, p<0.05, Wilcoxon signed rank test; SynGAP+/- mice day 1: 0.20 ± 0.03, day 7:
0.22 ± 0.04, p<0.05, Wilcoxon signed rank test; Figure 5.13 B).
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Figure 5.12: Changes in fluorescence (∆F/F0) before and after MD of SynGAP+/- mice and
WT littermates during visual stimulation of the left eye. Scatter plots showing the mean
amplitude of fluorescence changes (∆F/F0) of each neuron on day 1 versus day 7 during
visual stimulation (oriented gratings) for left eye stimulation during stationary periods (top
row) and during locomotion periods (bottom row). Respectively, bar plots showing the mean
change in fluorescence (∆F/F0). Blue: WT littermates (N=7), red: SynGAP+/- mice (N=9), grey
dots indicate average across all neurons per animal, error bars: s.e.m. * p<0.01, p<0.05, n.s.
not significant, Wilcoxon signed rank test.
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Figure 5.13: Changes in fluorescence (∆F/F0) before and after MD of SynGAP+/- mice and
WT littermates during visual stimulation the right eye. Scatter plots showing the mean am-
plitude of fluorescence changes (∆F/F0) of each neuron on day 1 versus day 7 during visual
stimulation (oriented gratings), right eye stimulation during stationary periods (top row) and
during locomotion periods (bottom row). Respectively, bar plots showing the mean change
in fluorescence (∆F/F0). Blue: WT littermates (N=7), red: SynGAP+/- mice (N=8), grey dots
indicate average across all neurons per animal, error bars: s.e.m. * p<0.01, p<0.05, n.s. not
significant, Wilcoxon signed rank test.
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Furthermore, we quantified the effect of MD on the responses to monocular stimu-
lation by calculating an ocular dominance index (ODI). The ODI is defined as the
difference between the mean ∆F/F0 recorded during contralateral eye stimulation
and ipsilateral eye stimulation per neuron, normalized by the sum of both. The ODI
was used to assess the shift in ocular dominance induced by MD, with an ODI above
zero indicating that the dominant input comes from the contralateral eye and an ODI
below zero indicating that the dominant input comes from the ipsilateral eye.
On day 1, while SynGAP+/- mice showed the expected bias towards a dominant input
of the contralateral eye to binocular V1 (ODI = 0.19 ± 0.03), WT results were more
heterogeneous across mice with 3 mice showing larger responses to the ipsilateral
eye (ODI = 0.02 ± 0.05).
After seven days of MD, both SynGAP+/- mice and WT littermates showed a trend
in decreasing responses to the stimulation of the contralateral eye and increasing re-
sponses to the stimulation of the ipsilateral eye. However, this trend in ODI shift was
not significant (SynGAP+/- mice day 1: 0.19 ± 0.03, day 7: 0.14 ± 0.06; WT litterma-
tes day 1: 0.02 ± 0.05, day 7: -0.05 ± 0.04, p<0.05, Wilcoxon signed rank test, p<0.05,
Wilcoxon signed rank test; Figure 5.14).
Figure 5.14: Changes in ODI across days of SynGAP+/- mice and WT littermates during visual
stimulation. Histograms showing the distribution of ODI values for all visually responsive
neurons across animals. Bar plots showing the mean ODI for day 1 and day 7. Blue: WT
littermates (N=7), red: SynGAP+/- mice (N=8), grey dots indicate average across all neurons
per animal, error bars: s.e.m. p<0.05, n.s. not significant, Wilcoxon signed rank test.
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5.5 discussion
Our results show that the neuronal activity of layer 2/3 neurons in V1 of SynGAP+/-
mice is lower compared to WT littermates. This effect across genotypes was robust
when data were compared during periods of darkness or during visual stimulation
(gratings). We also found a higher variation of neuronal activity during visual sti-
mulation in WT littermates compared to SynGAP+/- mice. In addition, orientation
tuning in V1 was found to be higher in SynGAP+/- mice compared to WT litterma-
tes. We did not find a difference in neuronal plasticity induced by MD in adult mice
between both genotypes.
5.5.1 Lower visually evoked activity but higher orientation tuning in V1 of SynGAP+/- mice
It was previously shown that SynGAP+/- mice exhibit hyperexcitability in the hip-
pocampus (Clement et al., 2012) and medial prefrontal cortex (Ozkan et al., 2014).
Additionally, it was recently reported that SynGAP colocalizes with PV positive in-
hibitory interneurons, and that SynGAP+/- haploinsufficiency leads to a reduced for-
mation of synapses between PV-expressing interneurons and excitatory neurons in
the cortex (primary somatosensory cortex (S1)) as well as in the hippocampal CA1
region (Berryer et al., 2016). This reduced inhibitory innervation was suggested to
further drive the hyperexcitability of excitatory neurons of SynGAP+/- mice. Additio-
nally, Syngap pathogenicity accelerates the maturation of excitatory synapses during
development, including several inputs within the hippocampus (Clement et al., 2012)
and the thalamo-cortical synapse in L4 somatosensory cortex (Clement et al., 2013).
Altogether, in vitro studies suggest that Syngap gene mutations increases excitatory
synaptic function and promotes neuronal hyperexcitability.
Interestingly, we found both in darkness and during visual stimulation (drifting gra-
tings) a reduced activity of V1 layer 2/3 putative excitatory neurons in SynGAP+/-
mice compared to WT littermates. SynGAP+/- mice seem to have an equal amount of
visually responsive neurons compared to WT littermates, suggesting that the redu-
ced activity is not a result of less neurons responding to visual stimulation. Possible
mechanisms underlying such reduced activity in V1 neurons include reduced sub-
threshold (synaptic) responses to visual stimulation in excitatory neurons and an
increase in inhibition. Potential changes in subthreshold activity could be revealed
using patch clamp recordings of pyramidal neurons. Changes in inhibitory neuronal
activity could be tested using cre-driver transgenic mice lines to identify specific inhi-
bitory neuronal subpopulations. Furthermore, a recent study showed that SynGAP+/-
haploinsufficiency leads to reduced inhibitory innervation by PV positive interneu-
rons onto excitatory neurons (Berryer et al., 2016). Here we labelled and imaged
all layer 2/3 V1 neurons, not differentiating between different neuronal subtypes.
Hence, the neuronal population recorded is a mixture of excitatory and inhibitory
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neurons. A different study conducted by Ozkan et al., 2014 found that Syngap hap-
loinsufficiency restricted to forebrain glutamatergic neurons was sufficient to disrupt
cognition, while Syngap haploinsufficiency in GABAergic neurons had no effect on
cognitive abilities. Therefore, future studies investigating the impact of interneuron
function on cognitive impairments associated with Syngap gene mutation will be of
great value for the understanding of neuronal circuit activity in SynGAP+/- mice.
Despite this general lower level of activity, V1 neurons in SynGAP+/- mice show
a higher average OSI across all visually responsive neurons compared to WT lit-
termates. Further analysis using neuronal decoding algorithms, a method that tries
to reconstruct sensory information from neuronal network activity, is needed to re-
veal whether V1 neuronal populations in SynGAP+/- mice encode visual information
more efficiently than in WT.
5.5.2 Behavioural correlates of SynGAP+/- mutation
Previous studies have shown that SynGAP+/- mice are hyperactive in the open field
during the first 10 minutes of exploration (Komiyama et al., 2002, Muhia et al., 2010,
Berryer et al., 2016). However, our results did not find a significant difference in pro-
portion of locomotion between SynGAP+/- mice and WT littermates.
The differences between both experimental conditions likely explain the difference
in results. For example, mice were habituated to the head restraint and the two-
photon imaging setup for one to three sessions on different days and the proportion
of locomotion was not recorded during these habituation sessions. In contrast, the
hyperactivity reported in the open field test was assessed during the first 10 minu-
tes of exploration of the new environment (Berryer et al., 2016). Thus, their might
be a potential difference in proportion of locomotion between SynGAP+/- mice and
WT littermates during the first minutes of habituation. Furthermore, during the two-
photon imaging experiment mice were head fixed. Therefore, compared to the open
field arena, mice were not able to freely explore their surroundings, which likely af-
fects their exploration behaviour and hence can influence the total proportion of time
spent running.
Additionally, there was no significant difference in gain modulation through loco-
motion between WT littermates and SynGAP+/- mice during visual stimulation. The
amount of gain modulation of neuronal responses in layer 2/3 of V1 in SynGAP+/-
mice is similar to the amount of gain modulation observed in previous studies (Niell
and Stryker, 2010, Keller, Bonhoeffer, and Hübener, 2012, Bennett, Arroyo, and Hes-
trin, 2013, Polack, Friedman, and Golshani, 2013, Saleem et al., 2013, Reimer et al.,
2014, Pakan et al., 2016). Gain modulation through locomotion in V1 provides a mo-
del system for studying circuit mechanisms underlying behavioural state dependent
changes in sensory processing. The fact that there was no significant difference in gain
modulation between SynGAP+/- mice and WT littermates may indicate that there is
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no impairment in state dependent sensory processing in layer 2/3 of V1 in SynGAP+/-
mice. However, this study only compared two behavioural states (stationary versus
locomotion), but not different arousal states. As discussed in Chapter 4, neuronal
response properties of V1 neurons differed in response reliability and magnitude de-
pending on arousal state (Reimer et al., 2014) and that arousal and locomotion make
distinct contribution to neuronal activity patterns in V1 (Vinck et al., 2015). Addi-
tionally, both studies found that changes in pupil dilation correlate with observed
changes in neuronal response properties (Reimer et al., 2014, Vinck et al., 2015). The-
refore, it will be informative to correlate the imaging data with pupil dilation in order
to correlate the influence of arousal level with V1 neuronal activity of both genoty-
pes. In addition, simultaneous local field potential (LFP) recordings may also reveale
differences across genotypes, since it was shown that Syngap gene mutation leads to
reduced gamma oscillation power during exploratory behaviour (Berryer et al., 2016),
while a different study showed that WT mice display an increase in high-frequency
oscillations in the gamma range during locomotion (Vinck et al., 2015).
5.5.3 Heterogeneous changes in monocular responses after seven days of MD in adult
SynGAP+/- mice and WT littermates
The SynGAP protein is part of a signalling cascade that ultimately leads to the acti-
vation of ERK, which is important for regulating activity dependent genes (Atkins
et al., 1998, Di Cristo et al., 2001, Thomas and Huganir, 2004). In mouse V1 it was
shown that visual experience activates ERK and that activation of ERK is important
in mediating experience-dependent plasticity induced by MD during the critical pe-
riod (Di Cristo et al., 2001). In vitro studies conducted in hippocampal slices of adult
mice found that WT littermates and SynGAP+/- mice show similar synaptic respon-
ses when stimulated with patterns of synaptic activation below threshold for LTP
induction, but when stimulated with patterns of synaptic activation above threshold
for LTP induction SynGAP+/- mice showed a deficit in LTP induction compared to
WT littermates (Komiyama et al., 2002).
The present study aimed at investigating neuronal plasticity induced by MD in vivo
at the circuit level. Comparison of binocular responses (∆F/F0) before and after MD
revealed no significant changes in either average neuronal activity or gain modula-
tion (LMI). However, comparing the relative responses to the left and right eye, we
found a moderate non-significant shift in ODI in both, WT littermates and SynGAP+/-
mice. This small non-significant shift in ODI observed in both experimental groups is
in agreement with the literature. Mice used in this study were on average P154 (mini-
mum age 119 days, maximum age 196 days), hence way beyond their critical period.
Sawtell et al., 2003 showed that a five-day MD is sufficient to induce a significant ODI
shift in adult mice (as old as P90). Furthermore, two studies conducting MD in ma-
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ture mice concluded that MD of seven or even 14 days is not sufficient to induce an
ODI shift in fully mature mice (P130) (Hofer et al., 2006, Lehmann and Löwel, 2008).
Furthermore, the housing conditions of mice were shown to be crucial in adult ocular
dominance plasticity (Kalogeraki et al., 2014, Greifzu et al., 2014). Adult mice housed
in an enriched environment show higher levels of ocular dominance plasticity than
mice housed in standard cages. The mice included in the present study were housed
in standard cages without environmental enrichment, which may further explain the
low level of plasticity observed. Additionally, imaging sessions were performed in
awake mice and different levels of arousal and stress between imaging of the left and
right eye stimulation may mask potential plasticity changes induced by MD.
Finally, this study used adult mice to compare baseline neuronal activity as well as
neuronal plasticity in SynGAP+/- mice and WT littermates. In vitro studies showed
that spine formation happens prematurely in SynGAP+/- mice (Kim et al., 2003, Va-
zquez et al., 2004, Clement et al., 2012, Clement et al., 2013), leading to a reduction
of silent synapses. Silent synapses become unsilenced by the accumulation of AMPA
receptors at the synapse and this was shown to shorten the critical period (Clement
et al., 2013). In contrary, postsynaptic density protein-95 (PSD-95) knockdown mice
show lifelong juvenile-like ocular dominance plasticity throughout adulthood (Hu-
ang et al., 2015). PSD-95 is believed to serve as adapter protein and co-localizes with
the SynGAP protein and therefore is part of the same downstream signaling pathway.
Hence, knockdown of PSD-95 might impair SynGAP activity and since SynGAP is
negatively regulating the activity of RAS-GAPs less AMPA receptors are inserted in
the postsynaptic membrane and a higher level of silent synapses found in PSD-95
knockdown mice during development. Therefore, it would be interesting to inves-
tigate neuronal plasticity in V1 in juvenile SynGAP+/- mice and WT littermates in
long-term studies throughout development, since SynGAP+/- mice might exhibit im-
pairments in neuronal plasticity due to the premature synapse formation and the
deficits in ERK signaling (Rumbaugh et al., 2006, Clement et al., 2013). Since it is
believed that Syngap haplosufficiency causes developmental cognitive abnormalities,
it is even more important to investigate changes in neuronal response properties
throughout development in long-term chronic studies (Ozkan et al., 2014).
6
G E N E R A L D I S C U S S I O N
This thesis investigated experience-dependent plasticity at the population level with
single cell resolution in the primary visual cortex (V1) of adult mice. Changes in neu-
ronal response properties of excitatory as well as three non-overlapping inhibitory in-
terneuron subclasses (PV-, SST-, and VIP interneurons) in mouse V1 were monitored
both during baseline behaviour in awake behaving mice as well as during a plasticity
inducing protocol consisting of the repeated presentation of a visual stimulus using
chronic two-photon calcium imaging. Further, we studied neuronal plasticity in the
healthy brain as well as in a mouse model of intellectual disability (ID) and autism
spectrum disorder using SynGAP+/- mice.
To complete these studies, we first established a two-photon calcium imaging setup
for chronic in vivo recordings in awake behaving mice. This approach enabled us to
follow the same population of neurons across several days and weeks, in order to mo-
nitor changes in neuronal response properties before, during and after the induction
of experience-dependent plasticity. We also developed analysis tools to extract cell
specific activity from densely labeled populations of neurons (Keemink2018). Furt-
her improvements on automatic region of interest (ROI) segmentation and fast online
analysis of calcium imaging data are currently being developed in several laborato-
ries (Dombeck et al., 2007, Mukamel, Nimmerjahn, and Schnitzer, 2009, Maruyama
et al., 2014, Kaifosh et al., 2014, Peron, Chen, and Svoboda, 2015, Pnevmatikakis et al.,
2016, Pachitariu et al., 2016). The adoption of standardised analysis methods across
labs will strongly benefit the reproducibility of results and the sharing of data; ulti-
mately leading to a more efficient use of in vivo data, which is generally collected at
a high cost in terms of equipment, staff and animals.
Our first experiments investigated the baseline neuronal response properties in V1
and the importance of behavioural state modulations on neuronal activity in this pri-
mary sensory region. We found that during visual stimulation VIP as well as SST in-
hibitory interneurons increase their activity with locomotion, while during darkness
only VIP but not SST depict an increase in activity levels with locomotion. Thus, we
concluded that the behavioural state dependent modulation of neuronal responses
is context-specific, and functional properties of inhibitory interneurons can not be
generalised from one context to another. While this thesis aimed at understanding
the microcircuitry involved in V1 neuronal function and plasticity by investigating
several neuronal subclasses (e.g. putative excitatory, as well as PV-, SST-, and VIP
expressing interneurons), recent studies have shown that neurons belonging to the
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same neuronal subtype identified by molecular markers exhibit various patterns of
activity, indicating that they might be composed of further subclasses (McGarry et al.,
2010, Lee et al., 2010, Rudy et al., 2011, Jiang et al., 2015). A recent study in mouse
V1 categorized 15 different subtypes of interneurons, each subtype exhibited a cha-
racteristic connectivity pattern with other interneurons and excitatory neurons (Jiang
et al., 2015). Therefore, it will be useful to further develop the specificity of molecular
neuronal markers, to enable more targeted investigation and manipulation of behavi-
ourally relevant neuronal activity.
Next, we investigated changes in neuronal response properties before, during and
after the induction of experience-dependent plasticity in the healthy adult mouse
brain using a passive viewing paradigm. We found no stimulus-specific changes in
overall response amplitude at the population level. We did see heterogeneous re-
sponse patterns at the single cell level. However, the control group, presented with
an isoluminant grey screen over consecutive days, showed the similar heterogeneous
response patterns at the single cell level. This indicates that the observed changes at
the single cell level are not caused by the passive viewing paradigm, but are rather
normal fluctuations in network activity over days. Other studies, using the similar ex-
perimental paradigm, have found diverse results; some studies showing a stimulus-
specific increase in neuronal activity and some showing a decrease (Frenkel et al.,
2006, Makino and Komiyama, 2015, Kaneko, Fu, and Stryker, 2017). The discrepancy
between these recent studies, may be explained by the diversity of functional inputs
to mouse V1; in which, activity strongly depends on many factors including stress,
level of attention and motivation (Vinck et al., 2015, Makino and Komiyama, 2015),
motor activity (Niell and Stryker, 2010, Polack, Friedman, and Golshani, 2013, Fu et
al., 2014, Pakan et al., 2016), novelty (Frenkel et al., 2006, Hamm and Yuste, 2016, Ka-
neko, Fu, and Stryker, 2017) and level of deprivation (lack of enrichment) of housing
conditions (Greifzu et al., 2014, Kalogeraki et al., 2014). Each of these factors influ-
ences V1 activity and plasticity through various inputs including neuromodulatory
(Kilgard and Merzenich, 1998,Bao, Chan, and Merzenich, 2001, citeDringenberg2006)
as well as top-down connections (Zhang et al., 2014, Makino and Komiyama, 2015,
Leinweber et al., 2017). Therefore, comprehensive future studies investigating the cell-
type specific connectivity and function of bottom-up and top-down inputs to V1 will
be necessary for a complete understanding of plasticity in mouse V1. Standardisation
of housing conditions and reliable measures of brain states during data acquisition
will improve the reproducibility of results across different laboratories.
Finally, we investigated changes in neuronal response properties before and after
the induction of experience-dependent plasticity in the healthy adult mouse brain as
well as in a mouse model of neurodevelopmental disorder using monocular depri-
vation (MD). Specifically, we investigated experience-dependent neuronal plasticity
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in SynGAP+/- mice, a mouse model of ID, where in vitro and in vivo studies have
shown premature spine formation (Vazquez et al., 2004, Carlisle et al., 2008), a de-
creased long-term potentiation (LTP) (Komiyama et al., 2002, Kim et al., 2003), and
hyperactivity (Komiyama et al., 2002, Muhia et al., 2010, Berryer et al., 2016) as well
as deficits in novelty preference (Berryer et al., 2016). We found that the population
neuronal activity of SynGAP+/- mice is lower compared to wild-type (WT) litter-
mates. This was unexpected, since it was shown previously that SynGAP+/- mice
exhibit hyperexcitability in the hippocampus (Clement et al., 2012). Possible under-
lying mechanisms for the hypoactivity in V1 of SynGAP+/- mice could be an increase
in inhibition or a reduction in synaptic responses to visual stimuli. Hence, further
studies, investigating subthreshold activity and interneuron activity, are needed to
reveal potential underlying mechanisms. Furthermore, we found a higher mean OSI
magnitude in SynGAP+/- mice compared to WT littermates. The higher mean OSI
observed in SynGAP+/- mice could be an indication of a strong influence of visual
inputs on V1 activity in mutant mice. This might be related to the hypersensitivity to
sensory stimuli observed in the large majority of patients affected by autism spectrum
disorders. There was no difference in neuronal plasticity induced by MD in adult
SynGAP+/- mice and WT littermates, indicating that the observed plasticity deficits
in the hippocampus in SynGAP+/- mice may not manifest in the same way in the
sensory cortex. However, experimental limitations such as the lack of measures of
brain state (associated with stress and level of arousal) during data acquisition may
explain the variability of our results. It is also possible that deficits in neuronal plas-
ticity resulting from the impairment of the ERK pathway due to the Syngap gene
mutation are compensated in vivo by other proteins involved in the ERK signalling
pathway (e.g. neurofibromin). Additionally, a lack of plasticity in V1 does not pre-
clude plasticity impairments in other cortical areas such as higher visual areas as
well as frontal brain regions. Advancements in imaging techniques that would ena-
ble imaging several cortical areas simultaneously as well as using neuronal markers
to identify neuronal subclasses will help to identify specific brain areas and cell-types
as potential therapeutic targets for this disorder.
In recent years, there has been a tremendous development of new in vivo data
acquisition techniques that will enable researchers to gain new insights into corti-
cal neuronal function and plasticity. Two-photon imaging setups capable of imaging
whole cortical columns (Andermann et al., 2010, Kerlin et al., 2010, Katona et al., 2012,
Peron et al., 2015), several cortical areas (Stirman et al., 2016), as well as subcortical
structures (Flusberg et al., 2005), have recently been developed and will be further
applied and refined in the near future. Additionally, new approaches enabling data
acquisition in freely behaving animals (Ghosh et al., 2011) and automated data acqui-
sition processes will substantially increase our knowledge of neuronal circuit function
(Aoki et al., 2017). The exponentially increasing number of neurons whose activity
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can be simultaneously recorded in behaving animals opens a wide field of new que-
stions and challenges, including the need of analysis tools and computational power
for big data analysis. The tools developed in machine learning and computational
neuroscience will be crucial for this development.
A
A P P E N D I X
a.1 solutions
Artificial cerebrospinal fluid was mixed as follows (dissolve in 1 liter distilled water)
and stored at 4°:
substance amount molecular mass
Sodium chloride (NaCl) 7.305 125
Potassium chloride (KCl) 0.33548 4.5
Calcium chloride (CaCl2) 0.2219 2.06
Magnesium chloride (MgCl2) 0.0952 1
Sodium hydrogen carbonate (NaHCO3) 2.1843 26
Sodium di-hydrogen phosphate (NaH2PO4) 0.15 1.25
Table 1: Artificial cerebrospinal fluid
Paraformaldehyde solution (4 %) was mixed as follows and stored at 4°: dH2O
was heated in a fume hood to approximately 50°to 55°while stirring. PFA powder
was added and next NaOH was added dropwise. After PFA was dissolved and solu-
tion was translucent, disodium phosphate and monosodium phosphate were added
to solution. The solution was then filtered (filter paper No.1) and cooled to room
temperature. Next the PH value was measured and if necessary adjusted to 7.4.
substance amount
Distilled water (dH2O) 500 mL
Paraformaldehyde (PFA) 20 g
Disodium phosphate (Na2HPO4) 5.465 g
Monosodium phosphate (NaH2PO4) 1.585 g
Sodium hydroxide (NaOH) 125ul (10 Molar)
Table 2: Paraformaldehyde solution (4 %)
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