We simulate model B of mesoscopic dynamic with the Flory-Huggins free energy for the homopolymer blend. We concentrate the study on the rescaling of the spatial coordinates in the model. We show that the commonly used rescaling of the spatial coordinates, by the function vanishing at the spinodal, leads to the unphysical freezing of the domains. We study the evolution of the system in two different processes: One is the growth process induced by the temperature quench to the metastable or unstable region of the phase diagram and the second is the quench-jump process in which we first allow the system to separate below the spinodal and next heat it up below or above the spinodal. The proper rescaling avoiding the unphysical pinning of the domain growth at the spinodal is proposed.
I. INTRODUCTION
The introduction of the mesoscopic model of growth by Cahn 1 allowed the quantitative description of the phaseseparation process in binary mixtures in the early stages of the separation. The development of analytical tools for the growth study ͑reviewed by Bray͒ 2 helped to formulate the growth laws for the phase-separating systems. Finally, the development of computer simulations allowed us to study the growth laws from the early to the late stages without any approximation imposed on the dynamic equations. [3] [4] [5] [6] The mesoscopic models are particularly suited for the study of polymer dynamics. The typical length scale of a polymer coil is well above the microscopic length scale and the time scales for the diffusion of polymers are much longer than those for the low molecular weight molecules. Therefore the application of mesoscopic models to polymers is justified. The early time regime of the phase separation in polymer blends has been carried out [7] [8] [9] in the Cahn-HillardCook ͑CHC͒ ͑Refs. 1 and 10͒ dynamics with the FloryHuggins-de Gennes ͑FHG͒ model for the free energy and such model serves as a paradigm for the description of homopolymer blends.
The parameters of the FHG free energy were determined in experiments 11 for the polymer blend of polibutadiene and deuterated polibutadiene. Furthermore, computer simulations of CHC dynamics 12 using the parameters determined by Bates et al. 11 proved to be a valuable tool for showing the general features of the phase-separation process at critical concentration. In fact, the polibutadiene-deuterated polibutadiene system became a paradigm in the computer simulations of homopolymer blends. One of the problems intensively studied within this model is the pinning of the domain growth in polymer systems, observed experimentally some time ago. [13] [14] [15] The pinning means that the growth process of the polymer domains during the separation slows down dramatically or even cease before reaching the equilibrium. As early as 1992 Kotnis and Muthkumar 16 addressed the question of whether the pinning can occur in the CHC dynamics with the FHG model for the free energy. In their simulations based on the FHG model ͑without a noise term͒ they observed the pinning transition once the percolating domains broke up but before reaching the late stage scaling regime and concluded that the FHG model contains the essential features to explain the pinning. The pinning was absent in their simulations only for the critical quenches when the bicontinuous network was present. The authors argued that the connectivity of chains and the reduced conformational entropy near domains interfaces suppresses the usual condensation-evaporation mechanism. Because the chains can easily diffuse only along the domain interfaces, but not across them, the pinning occurs only in the system of droplets and not in the bicontinuous networks. In 1993 Brown and Chakrabarti 17 observed that when the full CHC dynamics with a noise term is used the pinning does not occur in polymer blends. They suggested that the noise term is important because it does not allow the system to be trapped in some local minima of the discretized free-energy functional.
In 1995 Castellano and Glotzer 18 showed that the pinning of the domains reported in Ref. 16 was an artifact due to the discretization scheme. The mesh size must be always smaller than the smallest length in the problem, what was not obeyed in the work of Kotnis and Muthukumar. The strong dependence of the evolution during the phase separation on the mesh size has also been recently confirmed in the CHC model with the noise term. 19 We note that in all these simulations the authors observed the slowing down of the dynamics of growth close to the spinodal and Brown and Chakrabarti suggested that prob-ably the dynamics stops at the spinodal. It is the purpose of this work to trace, in the CHC dynamics with the FHG free energy with a noise term, the origin of the pinning of the growth near the spinodal and determine whether it is a real effect or an artifact of the model. The full analysis of this model is very important, because it is used to study the generic features of the separation in polymer systems. Thus it is very important to see which parameters of the model can lead to the spurious phenomena. By the way, we note that although the CHC dynamics cannot be used to predict the nucleation phenomena in the metastable region of the phase diagram, for the blends it can still be used to study the growth of the domains in this region for domain sizes larger than the critical size of the nucleus. Usually in the computer simulations one prepares the random initial configurations leading, for the typical choice of the mesh size, to the growth process even in the metastable region.
Recently, the CHC model studied by computer simulations has been used to verify the experimental method of the spinodal determination 20 in the quench-jump process. 21 In the quench-jump experiment the system is first brought from the one-phase region below the spinodal by the temperature quench and then allowed to separate for some time. Next the system is heated to the temperature below or above the spinodal curve and the further evolution of the system after this temperature jump is observed. It has been shown experimentally that the evolution of the scattering intensity is different when the temperature jump is made above or below a certain, well defined temperature. The application of the CHC model showed that this temperature corresponds to the spinodal temperature. 20 Additionally, it has been observed that the dynamics in the CHC model practically stops at the spinodal irrespective whether we approach the spinodal from below or from above, with or without noise and with different mesh sizes small or large. Here we will show that this effect is due to the special type of the rescaling of the spatial variables usually applied in the CHC dynamics. We will analyze the origin of this rescaling and question its validity for the off-critical quenches. Moreover, we will propose a proper rescaling valid both for critical and off-critical quenches. With the proper rescaling of the spatial coordinates the dynamics is not slowed down near the spinodal.
The paper is organized as follows: In Sec. II we show the model for the dynamics of the phase separation in homopolymer blends and discuss all its ingredients. In Sec. III we show the results of the growth of the domains after the temperature quench from the one phase region to the metastable and unstable region. In Sec. IV we discuss the quenchjump process, and finally in Sec. V we will present the conclusions. In all cases we will compare the dynamics of growth with two different rescalings of the spatial coordinates.
II. MODEL
We consider a symmetric homopolymer blend (AB) consisting of molecules of types A and B. The average volume fraction of the A component in the system is 0 . The state of the system is described by the local volume fraction of the component A, (r,t), at all points r of the system and at time t. The phenomenological mesoscopic dynamic equation that relates a temporal change of (r,t) to a local current of the A component, J, is governed by the following CHC ͑Refs. 1 and 10͒ equation:
where ٌJ A (r) is a local flux of the A component. The stochastic term (r,t) in Eq. ͑1͒ represents thermal noise 2, 22 and satisfies the following fluctuation-dissipation relation:
where ⌳ is the Onsager coefficient ͑mobility͒. We assume here that ⌳ is a constant and can be approximated as 7 ⌳ ϭDN 0 (1Ϫ 0 ), where D is self-difusion of the polymer chain and N is the polymerization index.
According to Eq. ͑1͒, the transport in the system follows the difference of the chemical potential. Here, we assume a linear relation between the local current and the gradient of the local chemical potential difference (r,t).
2,7,9 Thus the flux J A is given by
The local chemical potential difference (r,t) is given by the functional derivative of a coarse-grained free-energy functional F͓͔,
Therefore from Eq. ͑1͒, the dynamic equation governing the evolution of the system is
We use here the simplest free-energy functional F͓͔, which is taken to have the form of the coarse-grained GinzburgLandau free energy,
where is the volume of one repeat unit ͑monomer͒. In the above equation f is the bulk free energy describing the AB mixture, which is assumed to have the following FloryHuggins form:
where is the Flory-Huggins ͑FH͒ interaction parameter; is the gradient energy coefficient,
with being the Kuhn segment length. 23 When a polymer blend is quenched into the thermodynamically unstable region, the demixing proceeds via the spinodal decomposition ͑SD͒ mechanism. Early stages of this process are described by the CHC theory. According to this theory, the system becomes unstable with respect to small fluctuations of wave vector k smaller than some value k 0 which is proportional to the correlation length . The correlation length is approximated as
where c ϭ2/N denotes the value of the FH parameter at the critical temperature. Therefore the dynamics modeled by Eq. ͑5͒ solved on a discrete lattice will reproduce the SD process when the mesh size is less than . For this reason in computer simulations the rescaled set of spatial coordinates must be used. In the present work we consider two transformations of r and t into dimensionless set of variables x and . They have the following form:
where the scaling function ϭ͑͒ is of the order of ͉ Ϫ c ͉. The first of two scaling transformations considered is that proposed in Ref. 16 with the function given by
where s is the value of at the spinodal. The scaling function 0 vanishes at the spinodal and, as we show in the following sections, leads to unphysical pinning of the domain growth near the spinodal. To avoid this effect, we propose the following form of the scaling function:
The final equation to be solved numerically has in the rescaled variables the following form:
The rescaled noise term, ϭ͑x,͒, obeys the following
III. GROWTH LAWS A. Dynamical scaling
A polymer blend undergoing phase separation process exhibit scaling phenomena. 2, 22, 24 Qualitatively this means that the morphological pattern of the domains at earlier times looks statistically similar to a pattern at later times apart from the global change of scale implied by the growth of the average domain size. Quantitatively, it means, for example, that the correlation function of the order parameter ͑here the volume fraction ͒ satisfies the following relation: g(r,t) ϭḡ "r/L(t)…, where L(t) is the characteristic length scale in the system ͑average domain size͒, which scales algebraically with time,
L͑t ͒ϳt
n . ͑14͒
In polymer mixtures, the kinetics of the phase separation following the temperature quench is driven in the late stages by the evaporation-condensation mechanism. The coarsening of the domains is described by the Lifshitz-SlyozovWagner ͑LSW͒ law 2 for the growth rate of large droplets L(t)ϳt 1/3 . If we neglect hydrodynamic flow 25 the system reaches the late stage characterized by the growth exponent nϭ 1 3 irrespectively whether the quench is made into the metastable or unstable region in the phase diagram. In the first case the early stage of the demixing process is driven by the nucleation and growth phenomena, whereas in the latter case the demixing proceeds via the SD mechanism described in the previous section.
According the scaling hypothesis, at the late stages of the spinodal decomposition, the exponent n determines also the behavior of all quantities characterizing the morphology of the phase interface. 26 Among them, of our special interest is the genus, g, and the Euler characteristic, E ϭ2(1Ϫg), describing the surface topology. The genus has a very simple interpretation: for a closed surface it is the number of holes in the surface. For a sphere we find gϭ0 ( E ϭ2), a torus gϭ1 ( E ϭ0). A large and negative Euler characteristic of the interface indicates a highly interconnected, bicontinuous morphology. A disconnected droplet morphology is characterized by the large and positive Euler characteristic, because the Euler characteristic of a system of the disconnected surfaces is equal to the sum of the Euler characteristic for the individual surfaces. The scaling hypothesis implies that
where d ͑here dϭ3) is the dimensionality of the system.
B. Results of numerical simulations
The dynamic equation ͑13͒ has been solved numerically for the polibutadiene-deuterated polibutadiene ͑hPb/dPb͒ blend characterized by the average volume fraction 0 ϭ0.6. For this system the FH parameter ϭ0.326/T Ϫ0.000 23 has been determined experimentally. 11 The critical temperature is T c ϭ62°C, and the polimerization index, NϷ2700, follows from and T c . 9 The spinodal s and the coexistence ͑binodal͒ b curves as functions of the average volume fraction are given by the conditions s ( 0 ) ϭ c /4 0 (1Ϫ 0 ) and b ( 0 )ϭϪ c ln͓ 0 /(1Ϫ 0 )͔/2(1 Ϫ2 0 ), respectively. The corresponding spinodal and binodal temperatures, calculated from s and b for ϭ 0 ϭ0.6, are T s ϭ51.67°C and T b ϭ58.54°C.
We have simulated temperature quenches into the metastable and the unstable region in the phase diagram, for the quench temperatures 53.85 and 46.85°C, respectively. Additionally, the quenches close to the spinodal have been performed ͑for the scaling function 0 , due to the singularity in Eq. ͑13͒ for ϭ s , the quench was made into the metastable region at the temperature 51.85°C close to T s ). The simulations have been carried out for the two types of rescaling of the variables, with the scaling function 0 and 1 given by Eqs. ͑11͒ and ͑12͒, respectively. We have performed the simulations on the cubic lattice of the size Lϭ64 3 with periodic boundary conditions using the first-order Euler integration scheme. The mesh size was ⌬xϭ0.5. This choice of the mesh size ensures that the results are not affected by the artifacts due to the discretization. 18 For the scaling function 1 the time step was ⌬ϭ0.001; for the scaling function 0 ⌬ϭ0.0005 for the quenches into the metastable and unstable regions and ⌬ϭ0.0001 for the quench close to the spinodal. The initial conditions were chosen from the uniform distribution from ͓ 0 Ϫ0.05, 0 ϩ0.05͔. Before the quench was made the system was allowed to relax in the temperature 107°C for a long time. All results have been averaged over a few different initial noise realizations.
We have investigated the growth laws of two quantities: the average wave vector k av and the Euler characteristic E . k av is calculated as the average k av ϭ͐ S(k,t)kdk/͐ S(k,t)dk, where S(k,t) is the scattering intensity. According to Eqs. ͑14͒ and ͑15͒, we expect in the late stages k av ϳt Ϫ1/3 and E (t)ϳt Ϫ1 . The computation of the Euler characteristic is based on the triangulation procedure. If one divides the lattice to small subunits in which the surface is represented by simple polygons ͑here: the tetragons͒, the calculation of the Euler characteristic is unambiguous, straightforward, and can be done according to the Euler formula E ϭFϩVϪE, where F, V, E, is the number of faces ͑F͒, vertices (V), and edges ͑E͒ of all polygons cut by the surface (x)ϭ 0 in small subunits. 26, 27 The surfaces in the simulations are closed due to the periodic boundary conditions and therefore the Euler formula can be straightforwardly applied to them.
In Fig. 1 the time evolution of the average wave vector k av for different quench temperatures is plotted for the scaling function 0 ͓Fig. 1͑a͔͒ and 1 ͓Fig. 1͑b͔͒. For the rescaling based on 1 the average wave vector reaches the late stage ͑for տ40͒ of the evolution described by the relation ͑14͒. For each quench temperature linear fit to the data yields the growth exponent nϷϪ0. 28 . This value of n is consistent with the value 1 3 predicted by the LSW theory. For the scaling function 0 we find the same behavior of k av for the quenches made into the metastable and unstable regions. For the quench close to the spinodal we observe, however, the freezing of the demixing process shortly after the quench.
In Fig. 2 the Euler characteristic E is plotted as a function of for different quench temperatures for the scaling function 0 ͓Fig. 2͑a͔͒ and 1 ͓Fig. 2͑b͔͒. The negative values of the Euler characteristic observed during the whole evolution indicates that the phase interface preserves its bicontinuos morphology formed at the beginning of the demixing process. For the scaling function 1 we see that the absolute value of E decreases algebraically with time with the exponent nϷϪ0.46 for the quench into the metastable region, and nϷϪ0.62 for the quenches into the unstable region and at the spinodal. It means that the system has not reached the late stage scaling regime. Similar values of the growth exponent for E have been obtained in the previous study of the SD in polymer mixtures. 19, 26 For the scaling function 0 the evolution of the Euler characteristic for the quenches made into the metastable and the unstable regions exhibits the same behavior of E as in the simulations made for the scaling function 1 . The quench made close the spinodal results in the freezing of the evolution.
Note that the slowing down and freezing of the growth evolution of k av and E is observed for the variable rescaling based on the function 0 , given by Eq. ͑11͒, when the quench temperature approaches T s either from the metastable or unstable region. The negative value of the Euler characteristic observed for the frozen growth process ͓Fig. 2͑a͔͒ indicates that the domains percolated and formed a bicontinous structure characteristic for the early stages of the evolution. The freezing of the dynamics at the early stages can be understood in view of the dynamic Eq. ͑13͒ with the variables scaled by 0 . At the early stages, the domains are not saturated and the dynamics is governed by the diffusion of polymers. At this stage the choice of the scaling function does not affect the evolution and Eq. ͑13͒ is suitable to model the demixing process. As the domains saturate their walls get sharp and the further evolution is driven by the square gradient terms which must overcome the bulk free potential. Since the scaling function 0 vanishes at the spinodal, the bulk energy terms in Eq. ͑13͒ increases ͑and becomes infinitely large for the quench at the spinodal͒ while the gradient terms remains unchanged. This results in artificial pinning of the system, which manifests as the freezing of the domain growth.
The CHC dynamics cannot be used to predict the nucleation and growth phenomena occurring in the metastable region. However, as seen from Figs. 1 and 2, the CHC equation can be used to study the growth of the domains in this region for domain sizes larger than some critical size of the nucleus, R c . It is instructive to perform estimations of R c for the parameters used in the present simulations and compare it to the size of the domains generated by the initial fluctuations. We consider the A-rich droplet nucleated in the system. The volume fraction inside the droplet can be taken as the volume fraction * corresponding to the temperature T m at the binodal line. * is calculated from the condition b (*) ϭ(T m ). The change in the free energy, ⌬F(R), associated with the nucleation of a domain of size R, is given by
where ⌬ is the change in the chemical potential per unit volume when the metastable phase breaks up into coexisting compositions, and ␥ is the surface tension. The nucleation process occurs when the droplet reaches some critical size R c sufficient to overcome the energy barrier ⌬F. The critical radius R c is determined by the condition ⌬F(R c )ϭ0. Here, ⌬ is calculated as the difference ⌬ϭ(*,T m ) Ϫ( 0 ,T m ) with given by Eq. ͑4͒. To estimate the surface tension we use the relation
where ⌬ϭ*Ϫ 0 , and is the width of the interface approximated as the correlation length. 28 Assuming Ϸ 3 we arrive at the following estimation of the critical nucleation radius:
We have made numerical estimations of R c for the temperature T m ϭ55.11°C ͑located in the middle of the metastable region͒. For this choice of the quench temperature we obtain *ϭ0.640 and R c Ϸ0. 4 . In view of Eqs. ͑9͒ and ͑10͒ we see that in the rescaled variables the critical radius of nucleation is approximately one order of magnitude smaller than the mesh size ⌬x. In our simulations the initial conditions have been chosen as uniformly distributed uncorrelated fluctuations of the field . Typical size of the domains is therefore of the order of the mesh size. Thus the fluctuations arising from initial conditions are big enough to overcome the energy barrier and start the demixing process.
IV. QUENCH-JUMP PROCESS
We have performed the simulations for the quench-jump process in which the system is first allowed to separate below the spinodal and next is heated up below into the metastable or unstable region. In our simulations we first quenched the system to the temperature T q ϭ37°C below the spinodal temperature and allowed it to demix for d ϭ2.5 and then heated up to different temperatures T either above or below the spinodal. The quench temperature T q was common for all heating temperatures. The details of the simulations ͑mesh size, time steps, system size, and initial conditions͒ were identical like those described in the previous section. We have performed the described above quench-heating process for the scaling functions 0 and 1 .
In Fig. 3 we have shown the average wave vector k av ͓Fig. 3͑a͔͒ and the Euler characteristic E ͓Fig. and are, respectively, the FH parameter corresponding to the quench T 1 and the jump T temperatures. ͑Note that and * are identical in the demixing phase of all quench-jump processes studied.͒ The time evolution of the average wave vector k av and the Euler characteristic E after the temperature jumps for the scaling function 1 are shown in Figs. 4͑a͒ and ͑b͒, respectively. As in Fig. 3 , the relative time * ϭ 1 Ϫ2 () 1 2 ( 1 ) is used. As we can see from Fig. 4͑a͒ , the jump to the unstable region (Tϭ46.85°C) and into the metastable region close to the spinodal (Tϭ51.85°C) results in a monotonic decay of the average wave vector. After jumps to the metastable region near the binodal (Tϭ57.85°C) k av first decreases, and attains a minimum, next it grows and reaches a maximum, and then starts to decrease again. This characteristic minimum increases as the heating temperature approaches T b . After the jump made into the uniform region (T ϭ66.85°C) k av attains a minimum and then increases to the noise level. For the scaling function 0 ͓Fig. 3͑a͔͒ we observe similar behavior of the quantity k av for the jumps into the unstable, metastable, and uniform regions. For the jump made close to the spinodal ͑51.85°C͒, we observe, however, the freezing of the evolution occurring shortly after the heating.
For the function 1 , after the jump to the unstable and metastable region the absolute value of E exhibits a characteristic shape with a minimum and a maximum ͓Fig. 4͑b͔͒. As the heating temperature approaches the binodal temperature the maximum gets flat. Eventually, after the jump to the uniform region, ͉ E ͉ attains a shallow minimum and then increases and reaches its equilibrium value exponentially fast. From Fig. 3͑b͒ we find generally the same behavior of the Euler characteristic obtained in simulations with Eq. ͑13͒ scaled by the function 0 . The difference concerns the minimum in ͉ E ͉, which is observed only for the jumps close to t b . As in the case of k av the freezing of the evolution is observed for the jump near the spinodal.
The pinning of the domain growth was observed also for longer durations of the demixing process. For each value of the time d a nonuniform frozen state was created shortly after the temperature jump.
V. CONCLUSIONS
In the present work we have investigated model B of mesoscopic dynamic with the Flory-Huggins free energy for the homopolymer blend undergoing a process of phase separation. We have simulated the evolution of the system in two different processes: the first was the growth process induced by single temperature quench to the metastable or unstable region of the phase diagram and the second was the quenchjump process in which we first allow the system to demix below the spinodal and next heat it up below or above the spinodal. In our study we have concentrated on the rescaling of the spatial coordinates in the model. We have examined two rescaling of the spatial coordinates: ͑i͒ the commonly used rescaling by the function 0 vanishing at the spinodal, and ͑ii͒ the rescaling based on the function 1 proposed by the authors.
We have found that, for the two processes studied, the rescaling by the function 0 ͓Eq. ͑11͔͒ results in the freezing of the growth evolution when the system is taken close to the spinodal. The simulations performed using the scaling function 1 ͓Eq. ͑12͔͒ brought the system into the LSW scaling regime for the quenches made both into the metasable or unstable region, without pinning near the spinodal. We conclude that with the scaling function 0 we are not able to capture the true phase-separation kinetics near the spinodal. The pinning of the domain growth is not a real effect but an artifact of the model. In the present paper we have also made rough estimations of R c and demonstrated that random initial configuration prepared usually in computer simulations leads to the growth process even in the metastable region.
To end, note that in our simulations of the phase separation processes we have not observed the late stage regime characterized by the LSW growth exponent nϭ 1 3 and the scaling relation ͑15͒ for the Euler characteristic. This is possibly due to the finite-size effects occurring in the system of the size 64 3 used in the present work. This size of the system proved to be insufficient to reach the late scaling regime even for the simple dynamic of nonconserved order parameter. 29 Only recently has the late scaling regime been observed for the nonconserved order parameter using a system as large as 700 3 .
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