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I am thankful to Péter Majlender for these helpful discussions. It is really interesting that the maximum spread equidifferent OWA operator [1] is the optimal solution for the minimum variance OWA operator problem [2] , with an analytical formula proposed in [2] . But it is not surprising that the maximum spread equidifferent OWA operator can be proved as equivalent to the analytical formula for minimum variance OWA operator problem of [2] (which is the main topic of [3] ), as the optimal solution for minimum variance OWA operator problem is unique. Any two solution processes can only be the different generating methods for the same OWA weights series. This should be the reason why these two solution formulas can be proved as equivalent up to some transformations and their proofs are so similar.
The differences between these two solution expressions
I admit that the conclusions of [1] follow up the results of [2] , but I think these two optimal solution formulas for the minimum variance OWA operator problem are proposed from different points of view. The method in [2] tries to give the optimal solution of the problem in an analytical way. However, the method in [1] is just a verification of the minimum variance property in the discussions of the (maximum spread) equidifferent OWA operator and its extensions. We can observe that two optimal solution formulas are different at least in the following aspects for their specific expressions, their computations and their possible extension or applications:
1. Only the maximum spread equidifferent OWA operator is equivalent to the optimal solution of minimum variance OWA operator problem. The equidifferent OWA operator usually has multiple solutions with given orness level (see Example 1 in [1] ). Some solutions in the equidifferent OWA weights have no relationship with the minimum variance OWA problem, which can only have a unique solution. 2. The computation process [1] is also different from that of [2] . The latter first makes a 2n À 1 partition of the unit interval to determine which subinterval the orness level lies in, and computes the weights from the two ends of the nonzero weights elements. This will be some complex for large n, and is often unnecessary as we usually only need the OWA weights for a given orness level. But in [1] , all the parameters are computed directly with the given orness level, we never try to make partitions of the unit interval. In fact, we can hardly find any similar computation steps in the methods of [2] and [1] . These can be seen by comparing the example of [2] and Examples 1 and 2 in [1]. 3. I admit the proof in Appendix [1] was motivated by the proof in [2] , which was declared in advance. But these proofs are given in different views, the proof presented in However, in [1] , our goal is very simple: Trying to verify the maximum spread equidifferent OWA weights satisfies the sufficient conditions of the optimal solution. In the process, we tried to construct the parameters k 1 , k 2 and l i with OWA weights instead of solving the optimal condition equations and get the OWA weights consequently like [2] . We also omitted the proof of similar part in [2] such as the regular point condition and the Hessian matrix positive property verifications. 4. We did not introduce any assumptions such as ''W Ã ¼ ð0; . . . ; 0; w Ã r ; . . . ; w Ã s ; 0; . . . ; 0Þ T '' and ''r = 1 or s = n hold'' in [2] or ''r = 1 if X = a 2 [0.5, 1) and s = n if X = a 2 (0, 0.5]'' in [3] . All the parameters and formulas in [1] have direct meanings and can be interpreted in an intuitive way.
5. With the formula in [1] , the relationships among the weights elements can be observed more clearly. 6. With the formula in [1] , we can observe the orness level and the aggregation value change with parameter d intuitively (which can be observed from Theorem 1 and verified in Theorems 3 and 6 latterly). 7. With the formula in [1] , the method can be extended to some other general aggregation problems. 8. With the formula in [1] , we can observe the interesting corresponding relationship between the OWA weights with geometric and equidifferent forms respectively. The OWA weights with geometric form was discussed in [4] , which is the optimal solution of the maximum entropy problem. Almost all the contents (both the expressions and properties) in [1] can find their counterparts in [4] . Furthermore, these expression and properties can also be compared systematically with that in [5] , which is expressed with RIM quantifier in continuous case.
