Abstract. Treewidth is generally regarded as one of the most useful parameterizations of a graph's construction. Clique-width is a similar parameterizations that shares one of the powerful properties of treewidth, namely: if a graph is of bounded treewidth (or clique-width), then there is a polynomial time algorithm for any graph problem expressible in Monadic Second Order Logic, using quantifiers on vertices (in the case of clique-width you must assume a clique-width parse expression is given). In studying the relationship between treewidth and clique-width, Courcelle and Olariu showed that any graph of bounded treewidth is also of bounded clique-width; in particular, for any graph G with treewidth k, the clique-width of G ≤ 4 * 2 k−1 + 1. In this paper, we improve this result to the clique-width of G ≤ 3 * 2 k−1 and more importantly show that there is an exponential lower bound on this relationship. In particular, for any k, there is a graph G with treewidth = k where the clique-width of G ≥ 2 k/2 −1 .
Introduction
One of the most fruitful graph theoretical developments of the last few decades has been the concept of treewidth, pioneered by Robertson and Seymour. Loosely speaking, the treewidth of a graph captures a way of constructing the graph in a "tree like" fashion. The lower the treewidth of a graph, the closer it is to being a tree (connected treewidth 1 graphs are precisely trees). One of the major results in this area is that any problem expressible in Monadic Second Order Logic (which includes many NP-complete graph problems) when restricted to graphs of bounded treewidth k, has a linear time algorithm (albeit with a constant that grows exponentially with k). Although this result is very far reaching, it is still somewhat dissatisfying since many classes of "tame" graphs, for example cliques, have arbitrarily high treewidth, yet have simple linear time algorithms for most of the problems mentioned above.
The clique-width of a graph is another attempt to parameterize the construction of a graph so that sweeping claims can be made about the graph's tractability for polynomial time solutions to difficult problems.
The clique-width of a graph G, denoted by cwd(G), is defined as the minimum number of labels needed to construct G, using the four graph operations: creation of a new vertex v with label i (denoted i(v)), disjoint union (⊕), connecting vertices with specified labels (η) and renaming labels (ρ). The construction of a graph G using the above four operation is represented by an algebraic expression called a k-expression where k is the number of labels used in the expression. More details are given in section 2. This notion was first introduced by Courcelle, Engelfriet and Rozenberg in [6] and has been studied extensively in recent years.
For example, cographs (graphs with no induced P 4 s) are exactly the graphs of clique-width at most 2, and trees have clique-width at most 3, [9] . P 4 -sparse (every 5 vertices have at most one P 4 ) and P 4 -tidy graphs (no induced P 4 has more than one partner, where a partner is a vertex whose inclusion in the P 4 results in at least two distinct P 4 s) have clique-width at most 4, [7] . The (q, q −4) graphs for q ≥ 4 and (q, q − 3) graphs for q ≥ 7 have clique-width at most q [7, 14] . A (q, t) graph is a graph in which every subgraph induced by q vertices contains at most t induced P 4 's.
As mentioned above, the motivation for studying clique-width is analogous to that of treewidth. In particular, problems defined by Monadic Second Order Logic formulas, using quantifiers on vertices but not on edges, can be solved in polynomial time on any class of graphs C of clique-width at most k, for some fixed k, assuming that the k-expression defining the input graph is given. For details, cf. [7, 8] . In addition, polynomial time algorithms can be obtained for other problems such as chromatic number, edge dominating set [13] and ID qpartition problems [10], on any class of graphs C of clique-width at most k, for some fixed k, assuming that the k-expression defining the input graph is given.
This raises the obvious question about the relationship between treewidth and clique-width. Courcelle and Olariu [9] proved the following theorem.
Theorem 1 ([9]). If the treewidth of
This theorem guarantees that any class of graphs of bounded treewidth is also of bounded clique-width and thus, from the perspective of algorithmic tractability, clique-width is a more powerful concept. Note that since the clique-width of a clique on n vertices is at most 2 and its treewidth is n − 1, the gap between a graph's treewidth and clique-width can be arbitrarily high. The above theorem also raises the questions of whether the bound can be improved (note that for trees, k = 1 and the theorem guarantees that the clique-width of a tree is ≤ 5, whereas it is known that the clique width of a tree is ≤ 3) and more importantly, whether the exponential bound represented in the theorem can be replaced by a polynomial bound. To make this more precise, we let G k = {G : twd(G) = k} where twd(G) denotes the treewidth of G, and want to determine whether f (G k ) = max{cwd(G) : G ∈ G k } can grow polynomially with k.
In answer to these two questions, our paper proves the following two theorems:
