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In an article in AstPrisque in 1979 Erdijs conjectured the existence of a critical 
value a,,~(& co) such that if A(d, a) denotes the density of the integers having a 
divisor D, D= 1 (mod d), 1 i D < exp(d”), then A(d, G() + 0 or 1 as d + co 
according as a is less than, or greater than a,. This is proved, and OL,, determined. 
0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Erdiis [3] discussed some “unconventional” but, as always, interesting 
problems in number theory, giving theorems where he could and conjec- 
tures in other cases. Some of these problems have been settled and there 
are several references to them in my book with Tenenbaum, “Divisors” 
[7]. In these notes I hope to treat other problems from this list which are 
concerned directly with divisors and sets of multiples. I begin with the final 
problem. 
Erdiis denotes by A(d, a) the asymptotic density of the integers n which 
have a divisor D - 1 (mod d) in the range 
1~ D < exp(d”). (1) 
Trivially A(d, a) < &‘(da + 1) + 0 if a < 1 (throughout this paper, limits 
are as d--f co), and Erdiis states that he can prove A(d, 1) -t 0. 
He conjectures that there is an a, E (1, co) with the property that 
A(d, a) + 0 for each fixed a <a,, and +l for each fixed a > a,,. I shall 
prove this here, with a0 = l/log 2, moreover I make some progress with the 
problems a + a0 + 0 as a function of d, for convenience separating into the 
cases a < a0 in Theorem 1 and a > a0 in Theorem 2. 
In both cases the proofs ultimately depend on theorems in probability 
theory, respectively the law of the iterated logarithm in Theorem 1, and a 
theorem of Erdiis and RCnyi [S] in probabilistic group theory in 
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Theorem 2. It was Erdijs [ 1,2] who saw the implications of these ideas in 
analytic number theory: I have also relied on the methods of Erdds and 
Hall [4] and Hall [6]. 
THEOREM 1. Let A(d, a) be as defined above, and 
?og 2 
AC/(, (2) 
where c > (2/lag 2)“*. Then A(d, a) + 0 as d + co. 
THEOREM 2. Let A*(d, a) denote the density of the integers n such that 
for every I prime to d, n has a divisor D = I (mod d) in the interval 
exp exp(sd) -CD < exp(d”). Then if 
1 
a=-+ S(d)(log d)-‘I*, 
log 2 
where c(d) -+ +oo, we have A*(d, a) + 1. 
The factor log log log d in Theorem 1 arises from the law of the iterated 
logarithm. It may be possible to replace it by t(d), but I do not know how 
to do this. The natural conjecture would be that if 
1 
a =-+ X(log d)-I/*, 
log 2 
then A(d, a) + F(X) where F is a probability distribution. The method of 
ErdGs and Hall [4] might be enough to cope with positive X but I have 
no useful ideas about negative X. 
Throughout the paper I use the following notation: 
(i) Q(n, t) := C {a: palIn, p< t} 
(ii) log, x denotes the k-fold iterated logarithm; it is assumed x is so 
large that this is defined, and positive. 
2. PROOF OF THEOREM 1 
We require the following result, stated by ErdGs [ 11: 
LEMMA 1. Let E > 0 be fixed, and t, + co. Then for almost all integers n, 
and every t, t, < t < n, we have 
jQ(n, t) - log log tl < J((2 + E) log, t. log, t). (5) 
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Erdiis indicated that a proof could be derived from the law of the 
iterated logarithm in probability theory, but gave no details. For a purely 
number theoretic proof, see “Divisors” [7, Chap. 11. References to 
probabilistic proofs in the literature and other details are given in the book. 
We put t, = d, and denote by Y the sequence of “good” integers n 
satisfying (5). We set 
d = {D: 1 <D < exp(d”), D = 1 (mod d)} (6) 
and we note that since ~4 is finite its set of multiples g(d) has asymptotic 
density, equal to its logarithmic density &8(d). To show that 
@?I(&‘) = o(1) it will be sufficient to show that 
1 n-“= 4(a- I)-‘), (7) 
ncJ(d) 
uniformly for cr > 1, indeed to establish (7) with B’(d) = B(d) A 22 
replacing &I(&). 
Let r(n, ~2) denote the number of divisors of n which lie in d. Put 
f(t) = Jm + El log, t log, t), (8) 
where E is to be chosen later. For ,v < 1, we have, for n E 9, 
+,-4d 1 y R(n,D)bloglogD-f(D) 
Din 
DE.d 
where 
$2 c Y Wn, D’(log D) -1% Y,  
Din 
DES4 
(9) 
d=exp{(-log y),/((2+2E)alogd.logloglogd)} (10) 
if, as we may assume, d> d,(ct, E). 
We deduce that 
c n-“,< 1 nmu5(n, at) 
near(d) .E9 
d .ZZ’~(a) 1 D p”yR’D’(log D) --log -” g( y, CT, D), (11) 
DEd 
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where 
<exp (y-l) 1 pPb 
p<D 1 
We have 
,;y c P-l -(a-l) 1 p-‘logp 
PGD p<D 
bloglogD-(a-l)logD+0(1) 
uniformly for 1 < (r < 2. Inserting this into (12) yields 
g(y, 6, D)O”-‘(logD)“P’ 
and we substitute this into (11) to obtain 
since the exponent y - 1 -log y is positive. We have 
(12) 
using a theorem of Shiu [9]. We choose y = l/2 so that we just need 
%‘d alog2-1=O(l) (15) 
to obtain o((g - 1)-l) on the right of (7). We put a = (log 2))’ -q and we 
find from (10) and (15) that it will be sufficient to have 
logd.logloglogd + +cc (16) 
which holds if E < Q,(C). This completes the proof. 
3. PROOF OF THEOREM 2. 
Let Z(d) = (g, h] where 
g = exp exp(J’&& h = P - ’ exp(d”/( 2o! log d)) (17) 
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and 
P= n p. 
Pcd 
For integers n belonging to a sequence of density converging to 1 as d -+ co 
we shall construct divisors D in every residue class prime to d, using primes 
cd, or in Z(d), only. We may assume that n has at least one prime factor 
cd, and distinct prime factors in Z(d): the exceptional n have density not 
exceeding 
f-j (Id)+ 1 j=o(l). 
P<d P>&z 
Let w(n; g, h) denote the number of prime factors in Z(d). We assume 
further that 
u log d- <I $i&w(n; g, h) <2a log d (18) 
provided <i = t,(d) + co. This follows from the familiar variance argument 
of Turan. From (17) and (18) we shall have g < D < exp(d”) provided at 
least one prime from Z(d) divides D. Put o(n; g, h) = t, and let pl, p2, . . . . p, 
be the prime factors of n in Z(d), and pi E ii (mod d) (1~ i < t). We say that 
(4 9 12, *.., I,> form a good set of residue classes (mod d) if every residue 
class prime to d has a representation 
1=/“‘/“2 . . . 
1 2 If (mod d), each ei = 0 or 1, (19) 
else it is a bad set. If p,, p2, . . . . p, correspond to a good set and 1 f 1 
(mod d) we put 
D=p;‘py . ..p.‘, 
but if 1zl (modd) we put D=pD’ where p<d, pJn. We have p f 1 
(mod d), and we solve (19) with 2 such that lp = 1 (mod d). Hence the ci are 
not all zero and D’ > g. 
We therefore have to estimate the density of the integers n corresponding 
to bad sets. For each t in the interval (18), let Co) denote summation over 
bad sets of t classes lj. Put 
so that the density in question is 
(20) 
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We require an approximation to Zi, and have to take account of the 
possibility that there is a Siegel zero (mod n), since if such exists its 
contribution is not (provably) negligible in the present context. We refer to 
Satz 7.3 of Prachar [S, p. 1361. We may deduce that 
where 
AB,I hvB-2 
B s 
- dv, 
g 1% v 
(21) 
(22) 
and /I? is the Siegel zero of the Dirichlet function L(s, xl). The Dirichlet 
character 1, must be real, and fl E (0, 1) if it exists. If it does not exist we 
put B = 0. (Of course more is known about fl but not enough for B to be 
treated as an error term.) 
Let G be the group of residue classes prime to d and H be the subgroup 
of index 2 on which x, = 1. Let r denote the number of the classes li belong- 
ing to H: we classify the bad sets (I,, l,, . . . . 1,) as bad (t, r)-sets and write 
C(t*r) for summation over these sets. So the density in (20) is 
log g .c ql(d)-’ 
(I,I) 
‘logh f t! 
- - 1 c uv-‘, 
r<r 
(23) 
where 
C, U=A(l -B)+- Cl 
lois g’ 
V=A(f +B)+- 
1% g’ 
(24) 
and C, is an absolute constant. We require the following result in 
probabilistic group theory of Erdos and Hall [4]. 
LEMMA 2. Let 9 be an Abelian group of even order N, and H be a sub- 
group of index 2. Then for any 6 >O, the number of choices of t elements 
g,, g,, **.3 g, of 9 of which precisely r lie in H, and such that not every g E 3 
has a representation 
g=g;'gF . ..g. (each q=O or 1) (25) 
does not exceed 
6 : W/2)’ 0 (26) 
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provided r c t and 
rlog?,logN+log~+log - 
( 7 
log +5 
log 2 . 
The condition r < t is essential: if r = t all the products (25) lie in H. The 
condition 2’2 N is plainly necessary. The result is a variant of that of 
Erdiis and RCnyi [S]. 
We put N= 4(d), and let 6 --) 0 as d -+ co. The sum over r in (23) does 
not exceed 
if, as we assume, 6 > 22’. So the density of the exceptional integers is 4 6 
from (23). We have to check the condition (27). A suitable choice for 6 is 
6 = (log d)-‘, and, from (18) we find that we need 
log log 
log d ’ (29) 
We put {r = t/2 and the conclusion follows. 
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