The potential of DNA as a truly parallel computing device is enormous. Solution-phase DNA chemistry, though not unlimited, provides the only currently-available experimental system. Its practical feasibility, however, is controversial. We have sought to extend the feasibility and generality of DNA computing by a novel application of the theory of counting. The biochemically equivalent operation for DNA counting is well known. We propose a DNA algorithm that employs this new operation. We also present an implementation of this algorithm by a novel DNA-chemical method. Preliminary computer simulations suggest that the algorithm can signi cantly reduce the DNA space complexity (i.e., the maximum number of DNA molecules that must be present in the test tube during computation) for solving 3SAT to O(2 0:4n ). If the observation is correct, our algorithm can solve 3SAT instances of size up to or exceeding 120 variables.
1 Introduction 1.1 Two major issues in DNA computing Adleman Adl94] , subsequently Lipton Lip95] , demonstrated the possibility of solving di cult problems such as NP-complete problems, typi ed by Hamiltonian Path and 3SAT, with the help of parallel processing by liquid phase DNA chemistry. Basic operations of DNA computing are biochemical reactions performed on DNA strands. Adleman and Lipton suggested seven basic operations, namely, synthesis, ampli cation, merger, appending, extraction, detection, and polymerizations. Adleman's method and Lipton's method, though di erent in detail, share the same philosophy: create in a test tube the whole solution space by letting DNA strands represent potential solutions and nd real solutions by pattern matching of DNA strands. The advantage of their methods mainly exists in that all the potential solutions can be processed simultaneously because of massive parallelism of chemical reactions. The drawbacks are: (i) the uncertainty of accuracy of the chemical operations involved and (ii) the exponential growth in the maximum number of DNA molecules that must be present in the test tube during computation. First, chemical reactions are error-prone. They are limited by di usion kinetics and mass action laws. Furthermore, recognition of base complementarity, though highly accurate in biochemical contexts, is a ected by temperature, ionic strength of the solvent and the base sequence of the interacting strands CS80, pages 1109{1264]. These factors have not yet been rigorously tested to de ne the acceptable bounds of delity for molecular computation of large instances.
Second, and more importantly, these DNA algorithms su er from the \exponential curse" Har95]. The Avogadro's number gives the absolute upper bound on the number of DNA strands one can place in a given volume of liquid. (In practice, the bound is likely to be much smaller|about 10 18 per liter.) In Adleman's algorithm, the complexity of oligonucleotide paths approaches n n while in Lipton's algorithm, the complexity is 2 n . So, both Adleman's method and Lipton's method can handle inputs of size up to 60. However, such small instances are in most cases manageable by electronic computers. E orts have been made to reduce the amount of volume for DNA computers to solve NP-complete problems BCGT96, Ogi96, BF96] . In this paper, we focus our attention to 3SAT. The current fastest sequential algorithm for 3SAT runs in 1:5 n steps Kul96] . If the algorithm is implemented on a computer that executes a million instructions in a second, the formulas of 60 variables will require approximately 10 hours; so there is no need to use DNA computers. If we double the size and set n = 120, then not only the sequential algorithm but also the DNA algorithms will blow up. Indeed, for problems with n = 120, Adleman's method needs to generate a complexity involving 2:5 10 21 grams of nucleotide units and Lipton's method requires 2 10 19 grams of nucleotide units. These are far beyond the limits of chemical technology.
Search space reduction by quantitation
The present paper proposes a method for coping with the second problem. Our approach is to add one more operation to the computational basis of DNA, namely, \quantitation" of single DNA strands in a test tube. In computational complexity theory, the operation naturally corresponds to \counting"|counting the number of solutions of NP problems Val79a, Val79b] , namely, the class #P. There is a vast literature on this topic and one of the major achievements in the past 5 to 10 years has been the realization and application of the enormous power of \counting" in computation Tod91, TO92] . For example, it is known that every language in the polynomial hierarchy can be decided by a single \counting" operation Tod91].
The use of quantitation
It seems very likely that space complexity of NP problems on DNA computers is signi cantly reduced when endowed with this new operation. Recently, Ogihara has proposed a breadth rst search heuristic for 3SAT Ogi96] . The algorithm operates with partial assignments to an input formula and gradually extends them until all partial assignments become full. By preliminary computer experiments, we observe that the ratio of the logarithm of the maximum number of partial assignments in the test tube over the number of variables always stays below 0:45. This implies that the space complexity of 3SAT can be reduced from 2 n to 2 0:45n , thereby allowing us to solve formulas of more than 120 variables. We also observed that the ratio for unsatis able formulas is always less than 0:40. Based on this observation, we propose to further reduce the space complexity of 3SAT on DNA computers to 2 0:40n by means of quantitation. At any time of computation, if we discover that the number of single DNA strands in the test tube exceeds 2 0:40n , then we stop the computation and assert that the input formula is satis able.
The Algorithm
A well-known practical algorithm for SAT is the Davis-Putnam procedure DP60]. This procedure calls itself after rewriting the input formula according to a number of rules for generating a smaller formula with the same truth value.
Rule 1: if the input formula has no clauses, then it is satis able, Rule 2: if it has a clause with no literals, it is unsatis able, Rule 3: if it has a clause with exactly one literal, then make the literal true and rewrite the formula accordingly, and Rule 4: if some variable appears only positively or negatively, then pick one such variable and assign a value to it to make the literal true, and rewrite the formula accordingly.
If none of the rules apply, it picks up an arbitrary variable as a branching point to create two formulas by assigning 0 and 1 to the variable. It then calls itself on the two formulas. If one of the calls returns with the positive answer, then the input is satis able; otherwise, it is unsatis able.
Although the procedure is very simple, its behavior is yet to be analyzed. What has been proven so far is only the average case time complexity analysis of its simpli ed versions GPB82,JB85,Jr.84,FP83,CF86, Iwa89]: they use fewer rules and have xed branching points, that is, branching at the ith level of the search tree is performed with respect to only x i .
Our algorithm is di erent from these variants: it is a breadth rst search variant of those simpli ed versions and it deals only with 3CNF formulas. The algorithm runs with predetermined branching points;
i.e., prior to the actual run, the variables are reordered and the ith branching point is set to the ith variable in the new ordering. The reordering algorithm is simple: For each i, let M i denote the number of clauses that contain either x i or its negation. Then we simply sort the variables so that their M-values are nonincreasing. Also, the algorithm has an abort strategy with a parameter . At any time of the computation, if the number of remaining nodes after pruning exceeds 2 n , then we stop the computation with assertion that the input formula is satis able. Reordering of the variable is essential to our algorithm. We can easily generate numerous instances for which the maximum tree width of the search tree is almost 2 n if the variables are not reordered. Now we describe the algorithm in more detail. Let F be a formula of n variables. We assume that none of the clauses of F has both the positive form and the negative form of the same variable at the same time.
Suppose that the new order of the variables is x 1 ; : : : ; x n . The algorithm runs with a collection S of partial assignments, all at the same level of the search tree. At the beginning, S has only one element, the empty assignment. Then the main loop is executed n times. In the ith iteration of the loop, the partial assignments in S are extended with respect to x i and then the partial assignments that already fail to satisfy any clause are removed from S. After that, if jSj is greater than 2 n , we abort the computation with assertion that F is satis able. When the nth iteration of the loop is done, we check whether S contains a satisfying assignment.
The check passes if and only if the algorithm outputs \satis able." The main loop at the ith iteration proceeds as follows.
1. The rst step of the main loop is to identify partial assignments that enable the use of Rule 4 with respect to x i . We divide S into three collections P 0 ; P 1 , and N. P 0 consists of the partial assignments in S that reduce F to formulas in which x i appears only negatively, and thus, to which we can apply the \negative-form-only" case of Rule 4 with respect to x i . P 1 consists of the partial assignments in S ? P 0 that reduce F to formulas in which x i appears only positively, and thus, to which we can apply the \positive-form-only" case of Rule 4 with respect to x i . N is the remainder; that is, it consists of all the partial assignments in S that reduce F to formulas to which neither of the two cases of Rule 4 with respect to x i applies.
In order to split S into these three collections, let F pos (respectively, F neg ) be the formula constructed by collecting all clauses of F containing the literal x i (respectively, x i ), then by eliminating all literals with respect to variables that are yet to be covered, i.e., variables x j ; : : : ; x n . Note here that, by our assumption that x i and x i do not appear in the same clause, F pos and F neg are generated from disjoint sets of clauses of F. Now for every partial assignment in S, it belongs to P 0 if and only if it satis es F pos . (Note that F pos is not satis able if it contains the empty clause. The empty clause is in F pos if and only if F contains a clause in which x i appears and the other two literals have indices greater than i.) Also, for every partial assignment in S ? P 0 , it belongs to P 1 if and only if it satis es F neg .
2. The classi cation having been done, we will join P 0 ; P 1 , and N to form S and then eliminate all the partial assignments that fail to satisfy any clause.
3. The extension having been completed, we will eliminate all partial assignments in S that fail to satisfy any clause. Since x i has been just incorporated, we look at only dissatisfaction caused by the incorporation of the variable. Namely, we eliminate all the partial assignments that fail to satisfy any clause C in which x i or x i appears and the other two literals have indices smaller than i.
One might think of combining several pruning steps into a single one to make the algorithm simpler. However, the steps to be combined should be carefully chosen so as not to increase the total number of DNA strands over the preset threshold for unsatis able formulas.
Implementation on DNA Computers
The algorithm can be implemented on a DNA computer using a method similar to that of Lipton.
We need to determine an encoding scheme. Assignments x i = b will be denoted by strand A i;b . We choose these representations so that they are unique sequences of base (= the number of DNA molecules), e.g., 20. The empty assignment is encoded as a special header H.
In order to collect from a test tube T the strands satisfying a disjunctive clause C = (l 1 _ _ l k ); k 2, Lipton Lip95] suggested the following method based on extraction. For i = 1; ; k, extract from T all the strands with the pattern corresponding to the assignment that satis es l i and put them in the test tube T i . Then combine the test tubes x 1 ; ; x k and replace T by the mixture. In general, for a conjunction of clauses C 1 ; ; C m , we apply the above method sequentially for C 1 ; ; C m . By a sequential application of the Lipton's method we can split S into the three collections P 0 ; P 1 , and N. Also, the elimination process can be done by Lipton's method. While extraction is error-prone, there is a computationally e cient method to cope with the error with linear overhead on computational time KKW96]. Extending of P 0 and P 1 is done by the append operation. Each of the strands in the test tube ends with either A i?1;0 or A i?1;1 . We pour a su cient amount of linker sequences that bind A i;0 to each of the two ending patterns for P 0 and those that bind A i;1 to the two ending patterns for P 1 . Extension of N is done in the following four phases. 
Running Time Analysis
We analyze the running time by the number of sequential operation steps. Let C = (x p ; x q ; x r ) be a clause with p < q < r. The clause can contribute to three activities in the entire computation:
Construction of P 0 via evaluation of F pos at the qth iteration, where strands with A q;1 are extracted.
The test tube containing the extracted strands is processed with more extraction steps if there are more clauses in F pos . Otherwise, it becomes P 0 . The remainders of this extraction process should be merged back to S, but it can be postponed until all the clauses of F pos have been processed, all the remainders are merged back to S in one single step of merger. Construction of P 0 via evaluation of F pos at the rth iteration. Here from a given test tube T, strands with A p;1 are extracted into U 1 , then strands with A q;1 are extracted into U 2 from T, U 1 and U 2 are merged into new T, and T is merged back to S. Again the nal merge process can be combined into a single merger step.
Elimination of partial assignments that fail to satisfy C. This is at the r the iteration. Here extraction of strands with A p;1 , extraction of those with A q;1 , and extraction of those with A r;1 are sequentially run on S, and the extracted strands are merged to form a new S. Therefore, each clause contributes eight operations and there is one merger incurred for constructing P 0 as well as P 1 for each variable (except for the rst one). Also, for each variable, one quantitation step is needed for implementing the abort strategy. In regards to the number of steps required for extension, it is one for P 0 as well as P 1 , and four for N. Since the extension steps are run on di erent test tubes, the number of sequential steps is the maximum of four. Therefore, the additional steps required for a variable is seven (four for the rst variable). One remaining operation is detection at the very end of the computation. Hence, the total running time is at most 8m + 7(n ? 1) + 4 + 1 8m + 7n:
Thus, we have proven the following proposition.
Proposition 1 The running time of the algorithm is at most 7n + 8m for a formula of n variables and m clauses.
Note that the running time is at most twice that of Lipton's method Lip95].
Empirical Results
We have tested the performance of the breadth rst search algorithm by computer simulations. On a SPARC workstation we implemented a program that, on an input formula of n variables, simulates our algorithm, computes the maximum number of partial assignments that are maintained, and outputs ratio = (log 2 )=n. In order to generate sample formulas, we wrote a program that, given an integer n, constructs a formula of n variables with the number of clauses between n and 10 n. Here the choice of the range (0:0; 10:0] needs to be explained. It is empirically shown that 3SAT exhibits phase-transition at the clause/variable ratio around 4.3 CA96]; i.e., there is a sudden change from satis able to unsatis able when the ratio passes the transition point. (Weaker theoretical bounds are shown in FS96,KMPS94].) For practical SAT algorithms, the hardest instances concentrate at the transition point SML96]. We believe that sampling the ratio from the interval (0:0; 10:0], will allow us to sample instances that are the hardest and practically the most interesting. We generated the formulas by rst determining the number of clauses uniformly at random, then by picking the desired number of clauses uniformly at random with repetition. In order to pick a clause, we repeatedly selected three literals at a time independently with equal probability, until we picked a clause free from complementary literals or identical literals.
We generated 120 formulas for each n between 10 and 45. Figure 1 shows the average and the maximum value of , where data sets for ve consecutive n are combined and the ratio with respect to satis able formulas and that of unsatis able formulas are plotted separately.
We observe that the average ratio and the maximum ratio stay at after n = 20 and that the maximum ratio is higher for satis able formulas. The maximum after n = 20 for unsatis able formulas is a little less than 0:40, which suggests that we can set as small as 0:40. variables. For 120 variables in the case of a satis able formula, we will need to discriminate between a complexity of 2:6 10 14 (= 2 0:4 120 ) and a complexity of 10 15 to 10 16 species.
The diagram below explains how the rst two iterations of the loop of the algorithm are implemented. Steps 1, 2, and 3 respectively correspond to append, polymerization synthesis, and quantitation. For simplifying the description, here we assume that x 1 appears both positively and negatively in the input formula, so that we need to extend H in two ways by the append operation. We also assume that the two strands from the rst iteration belong to N in the second iteration of the loop and thus we need to extend them in two ways. 1 , respectively. The excess headers and linker oligonucleotides are removed by electrophoresis OR97]. In step 2, each assignment is hybridized to an appropriate primer to synthesize the complement of the strands made in the previous step 1 of the algorithm. The next variable is then ligated as before, and the complementary strands are synthesized. The synthesis reaction is made by a highly processive version of the DNA polymerase enzyme. Several cycles of denaturation, annealing, and extension drive the reaction to completion. Note that at the end of this step, the total number of DNA strands will only double.
One set of the newly synthesized strands regenerates a new copy of the header, H, which is radioactively labeled. The unreacted headers and the linker oligonucleotides are separated by electrophoresis as before. For implementing step 3, the initial number of DNA strands in each test tube are \counted" by withdrawing a small fraction of the volume, measuring the amount of radioactivity in the sample, and from the sample volume and the speci c activity of the radioisotope. Since each individual assignment is present with high redundancy (at least 10 10 in these experiments), withdrawal of the small volume does not signi cantly deplete any one particular assignment from the total collection. Speci c non-satis able assignments are extracted out by hybridization to magnetically-labeled oligonucleotide probes as described by Adleman Adl94], but each extraction step is repeated several times on the remainder of each previous step to completely exhaust from the mixture any non-satisfying assignment. The number of such extraction steps needed to accomplish this is empirically determined from controlled experiments with known complexity of sequences (the number of \extractable" sequences not extracted by chance at any one step diminishes exponentially). At the end of this step, the number of DNA strands are again counted by measuring radioactivity. Although the molecular algorithm described above uses radioactivity as the detection and quantitation methods, it is possible to use faster, alternative techniques. One possibility is to use uorescent labeled oligonucleotides SHH + 95]. Hybridization can be done in microcapillaries, followed by uorescent detection, such that each cycle will take approximately fteen minutes. The total time for solving a 120 variable CNF SAT instance is 1,800 minutes, which is 2 to 3 order of magnitude slower than the current best digital computer algorithm.
Future Work
The proposed method need to be more rigorously studied theoretically, in particular from the following two angles:
estimating how small the parameter can be set and designing better reordering methods.
As to the rst problem, we note that the number of instances we tried is not very big. We may encounter a ratio larger than 0:40 for unsatis able formulas if we try more instances, in particular, of larger formulas. We plan to run more intensive experiments to ensure that our observation is correct. One technical obstacle for this would be the memory capacity. If a formula of 60 variables achieves = 0:45, the maximum number of partial assignments to be held is 2 27 = 128 10 6 . Since a partial assignment of 60 variables is stored in 2 words, running the algorithm on the formula will require at least 256 words of memory, which may outnumber the memory capacity. Furthermore, sequential processing of such a big amount of partial assignments may be time consuming. We may need to revise the program so that it can handle larger formulas.
Is it possible to prove that never exceeds ? To answer that question, obtaining average case analysis of the maximum number of partial assignments may be a good starting point. As mentioned before, there are a number of papers dealing with average case running time analysis of variants of the Davis-Putnam procedures GPB82,JB85,Jr.84,FP83,CF86,Iwa89]. However, the methods shown in these papers do not seem to o er much direct help. First, the target of their analysis is the running time while ours is the maximum tree width. Second, the order of the variables is always x 1 ; ; x n there while we determine it by a greedy method in our algorithm. Third, these papers allow clauses with more than three literals while we don't. So, we will need a di erent method for theoretical analysis.
As to the second problem, since the extension step preserves the size of P 0 and P 1 while doubles that of N, we want the reordering method to make N as small as possible. On the other hand, when partial assignments are eliminated after an extension step, S seems to be signi cantly decreased if there are many constraints that the partial assignments have to satisfy. The current reordering method surely ful lls the second requirement. However, it is unclear whether the second requirement is met by this algorithm.
