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Resumen de la Tesis Doctoral (in Spanish)
Classification of Leibniz algebras with a given nilradical and
with some corresponding Lie algebra
Resumen abreviado:
Clasificación de álgebras de Leibniz con un nilradical dado y con alguna
álgebra de Lie correspondiente
En esta tesis se estudia la clasificación de las álgebras de Leibniz con un nilradi-
cal dado y con alguna álgebra de Lie correspondiente (el álgebra de Leibniz módulo
el ideal generado por los cuadrados de los elementos del álgebra). Para ello aplica-
mos en álgebras de Leibniz el método de Mubarakzjanov usado para álgebras de Lie.
Utilizando dicho método clasificamos las álgebras de Leibniz solubles con nilradical
nulo-filiforme, y extendemos dicha clasificación al caso en que el nilradical sea una
suma directa de ideales nulo-filiformes y el espacio vectorial complementario del nil-
radical tenga dimensión uno. También estudiamos las álgebras de Leibniz solubles
cuyo nilradical es el álgebra de Lie de las matrices triangulares superiores.
Por otra parte, también estudiamos las álgebras de Leibniz solubles con nilradical
filiforme naturalmente graduado. Existen dos clases de álgebras de Leibniz filiformes
naturalmente graduadas, que no son de Lie, F 1n y F 2n . En particular, clasificamos las
álgebras de Leibniz solubles con nilradical F 1n y F 2n .
La última parte de la tesis está dedicada a la investigación de las álgebras de Leib-
niz correspondientes a las álgebras de Lie de tipo diamante. En concreto, describimos
las álgebras de Leibniz cuyas álgebras de Lie correspondientes son las álgebras de
Lie de tipo diamante y con cuatro tipos específicos de módulos indescomponibles.
Finalmente encontramos una representación fiel del álgebra de Lie de tipo general de
diamante, la cual es isomorfa a una subálgebra del álgebra de Lie simpléctica.
Las álgebras de Leibniz fueron introducidas e investigadas a principios
de los años 90 del siglo pasado por J.-L. Loday [37–40]. Anteriormente,
tales estructuras algebraicas fueron consideradas por Bloh quien las llamó D-
álgebras [13]. Al estudiar propiedades de la homología de álgebras de Lie,
Loday observó que la antisimetría del producto no era necesaria para probar
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la propiedad de derivación definida sobre las cadenas. Esto le motivó a intro-
ducir la noción de álgebra de Leibniz por la derecha (equivalentemente, por la
izquierda), la cual es un álgebra no asociativa en la que el operador de la multi-
plicación por la derecha (equivalentemente, por la izquierda) es una derivación.
Las álgebras de Leibniz generalizan álgebras de Lie de manera natural.
Es bien sabido que existen tres tipos diferentes de álgebras de Lie: semisim-
ples, solubles, y las que no son ni semisimples ni solubles. Por lo tanto, de-
terminar la clasificación de las álgebras de Lie, en general, equivale a revelar
la clasificación de cada uno de estos tres tipos. Sin embargo, se pueden con-
densar en dos por el Teorema de Levi-Malcev, que es una combinación de los
resultados formulados en primer lugar por Levi [34] en 1905, y más tarde por
Malcev [41] en 1945: cualquier álgebra de Lie de dimensión finita sobre un
cuerpo de característica cero se puede expresar como una suma semidirecta
(la descomposición de Levi-Malcev) de una subálgebra semisimple (llamada el
factor de Levi) y su radical (su ideal soluble maximal). Esto reduce la tarea de
clasificar todas las álgebras de Lie restringiendo la clasificación a las álgebras
de Lie semisimples y solubles.
La clasificación de las álgebras de Lie semisimples fue resuelta completa-
mente por el bien conocido Teorema de Cartan: cualquier álgebra de Lie com-
pleja o real semisimple se puede descomponer en una suma directa de ideales
que son subálgebras simples las cuales son mutuamente ortogonales con res-
pecto a la forma de Cartan-Killing. Así, el problema de clasificar las álgebras
de Lie semisimples es equivalente a clasificar todas las álgebras de Lie simples
no isomorfas; y la clasificación de las álgebras de Lie simples ya fue obtenida
por Killing, Cartan y otros en la última década del siglo XIX (véase [25]).
Por lo tanto, puede admitirse que el problema de la clasificación de las álge-
bras de Lie semisimples está totalmente resuelto en la actualidad. De hecho,
principalmente Killing y Cartan, aunque otros autores también trabajaron en
este tema, clasificaron las álgebras de Lie simples en cinco clases diferentes
(las denominadas álgebras de Lie clásicas simples): las álgebras pertenecientes
al grupo especial lineal, las álgebras ortogonales impares, las álgebras ortogo-
nales pares, las álgebras simplécticas, más cinco álgebras de Lie que no tienen
relación entre ellas y que no pertenecen a ninguna de las clases anteriores.
Con respecto a la clasificación de las álgebras de Lie solubles, a pesar de
los primeros intentos hecho por Lie [35, 36] y por Bianchi [12], puede decirse
que fue Dozias, en 1963, una de los primeros autores que se enfrentaron a este
problema en serio: ella clasificó en su tesis doctoral las álgebras de Lie solubles
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de dimensiones inferiores a 6 sobre el cuerpo de los números reales [28]. En
ese mismo año Mubarakzjanov (véase [42–44] y [48]) también clasificó estas
álgebras hasta dimensión 6 sobre el cuerpo de los números reales.
Debido parcialmente a las dificultades para obtener una clasificación com-
pleta de las álgebras de Lie solubles, algunos autores consideraron la idea de
una clasificación de extensiones solubles de ciertas clases de álgebras de Lie. En
particular, las más relevantes fueron el análisis de todas las álgebras solubles,
no nilpotentes, con un nilradical dado. Así, Rubin y Winternitz iniciaron una
línea de investigación ( [4,5,31,45,50–55,57]) concerniente con la clasificación
de las álgebras de Lie solubles con un nilradical dado, como las álgebras de Lie
filiformes, las álgebras abelianas (también llamadas de 1-paso), las álgebras
de Heisenberg, las álgebras de matrices triangulares estrictamente superiores,
y así sucesivamente (para dimensiones arbitrariamente finitas). La investi-
gación de las álgebras de Lie solubles con algunos tipos especiales de nilradical
proviene de diferentes problemas de la física y fueron objeto de varios artícu-
los [3, 5, 16,24,27], y muchas otras referencias dadas en esos trabajos.
Malcev [41] ya había reducido en 1945 la clasificación de las álgebras de
Lie complejas solubles a la clasificación de un subconjunto, las álgebras de Lie
nilpotentes. Para ello, Malcev definió un tipo particular de álgebra, que llamó
el álgebra escindida, cuya estructura está completamente determinada a partir
de su ideal nilpotente maximal (llamado nilradical) y demostró que un álgebra
de Lie soluble arbitraria está contenida en una única álgebra escindida minimal.
La relación entre un álgebra y sus escisiones le llevó a la construcción de todas
las álgebras de Lie solubles con una escisión dada. Mubarakzjanov demostró
que la dimensión del álgebra escindida no excede del número de derivaciones nil-
independientes del nilradical [42]. Así, de esta manera, la clasificación de todas
las álgebras de Lie solubles se había reducido a la clasificación de las álgebras de
Lie nilpotentes. Se han realizado muchos progresos en las clasificaciones de las
álgebras de Lie nilpotentes. Con respecto a la clasificación de las álgebras de
Lie nilpotentes, se han hecho muchos intentos en este tema, y se han publicado
muchas listas de álgebras con mayor o menor fortuna.
Durante los últimos 25 años se ha investigado activamente en la teoría de
álgebras de Leibniz y se han dedicado numerosos trabajos al estudio de es-
tas álgebras. Ayupov y Omirov clasificaron las álgebras de Leibniz complejas
de dimensión 3 en 1999 [8]. Luego, comenzaron a investigar las álgebras de
Leibniz nilpotentes. En la actualidad están clasificadas las álgebras de Leibniz
nilpotentes cuya dimensión es menor que cinco. La clasificación de las álgebras
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de Leibniz complejas nilpotentes de dimensión finita ya es un problema com-
plicado. Debido a la falta de antisimetría, el problema de clasificar las álgebras
de Leibniz complejas nilpotentes es más difícil.
Se han realizado muchos progresos en el estudio de otras clasificaciones rela-
tivas a algunas propiedades particulares de las álgebras de Leibniz nilpotentes.
Omirov consideró las álgebras de Leibniz nilpotentes graduadas. En [9], los
autores clasificaron las álgebras de Leibniz nulo-filiformes y filiformes natural-
mente graduadas. Después, muchos trabajos estuvieron dedicados al estudio
de la sucesión característica de las álgebras de Leibniz nilpotentes [19–23].
Las álgebras de Leibniz simples y semisimples fueron definidas por Dzhu-
madil’daev [1]. En el trabajo [30], los autores investigaron las álgebras de
Leibniz semisimples y demostraron que el teorema de escisión (Teorema de
Cartan) para álgebras de Leibniz semisimples no es cierto en el caso general.
De hecho, muchos resultados de la teoría de álgebras de Lie se han exten-
dido al caso de álgebras de Leibniz. Por ejemplo, los resultados clásicos sobre
subálgebras de Cartan [2, 46] y el teorema de Engel [7] se han determinado
para el caso de álgebras de Leibniz.
El análogo de la descomposición de Levi-Malcev para álgebras de Leibniz
fue probado por D.W. Barnes [11], que afirma que cualquier álgebra de Leibniz
se descompone en una suma semidirecta de su radical soluble y un álgebra de
Lie semisimple. La parte semisimple se puede describir a partir de los ideales
de Lie simples, por lo tanto, el problema principal de la descripción de las
álgebras de Leibniz de dimensión finita consiste en el estudio de las álgebras
de Leibniz solubles.
Nuestro objetivo es probar el teorema de Mubarakzjanov para el caso de
álgebras de Leibniz. En el siguiente teorema se extiende dicha afirmación para
el caso de Leibniz.
Teorema 1.2.2. Sea R un álgebra de Leibniz soluble y N su nilradical. En-
tonces la dimensión del espacio vectorial complementario a N no es más grande
que el número maximal de derivaciones nil-independientes de N .
Usando este método, en el siguiente teorema se clasifican las álgebras de
Leibniz solubles con nilradical nulo-filiforme.
Teorema 1.2.6. Sea R un álgebra de Leibniz soluble cuyo nilradical es NFn.
Entonces existe una base {e1, e2, . . . , en, x} del álgebra R tal que la tabla de
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multiplicación de R con respecto a esta base tiene la siguiente forma:
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1,
[x, e1] = e1,
[ei, x] = −iei, 1 ≤ i ≤ n.
Este fue el primer paso para la investigación de las álgebras de Leibniz
solubles con nilradical dado. Además, esta clasificación se extiende al caso en
que el nilradical sea una suma directa de ideales nulo-filiformes y el espacio
vectorial complementario del nilradical sea de dimensión uno.
En la Sección 1.3 se investigan las álgebras de Leibniz solubles cuyo nil-
radical es el álgebra de Lie de matrices triangulares superiores. Dado que en el
trabajo [55] se estudian las álgebras de Lie solubles con nilradical triangular,
nosotros reducimos nuestro estudio a las álgebras de Leibniz que no son de Lie.
En el siguiente corolario, se presentan algunas propiedades de la matriz de los
operadores de las multiplicaciones por la derecha e izquierda para las álgebras
de Leibniz solubles de dimensiones mínimas posibles con nilradical triangular.
Corolario 1.3.3. Para un álgebra de Leibniz del conjunto L(n, 1), las matrices
de los operadores de las multiplicaciones por la izquierda y por la derecha,
A = (aij,pq) y B = (bij,pq), tienen las siguientes propiedades:
(1) El número máximo de elementos fuera de la diagonal de la matriz A es
n− 1;
(2) El número máximo de elementos fuera de la diagonal de la matriz B es
n+ 1.
En el Teorema 1.3.4 se demuestra que las álgebras de Leibniz solubles de
dimensiones máximas posibles con nilradical triangular son álgebras de Lie.
Además, se establece la clasificación de las álgebras de Leibniz solubles de
dimensiones bajas con nilradicales triangulares.
Teorema 1.3.4. Un álgebra de Leibniz soluble del conjunto L(n, n− 1) es un
álgebra de Lie.
En el Capítulo 2 consideramos las álgebras de Leibniz solubles con nilradical
filiforme naturalmente graduado. En los trabajos [4,52] se estudian las álgebras
de Lie solubles con nilradicales filiformes naturalmente graduados. Se establece
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que la dimensión del espacio vectorial complementario es igual a 1 o 2. En los
teoremas siguientes se clasifican las álgebras de Leibniz, que no son de Lie,
con nilradicales nn,1 y Q2n, y cuyo espacio vectorial complementario tiene
dimensión 1.
Teorema 2.1.5. Cualquier álgebra de Leibniz soluble de dimensión (n+1) con
nilradical nn,1 es isomorfa a una de las siguientes álgebras no isomorfas entre
ellas:
Rn+1,1(0, 0, 1), Rn+1,1(0, 1, 0), Rn+1,1(1, 1, 0), Rn+1,1(1, 0, 0).
Teorema 2.1.6. Cualquier álgebra de Leibniz soluble de dimensión (2n + 1)
con nilradical Q2n es isomorfa a una de las siguientes álgebras no isomorfas
entre ellas:
R2n+1,1(0, 0, 1), R2n+1,1(0, 1, 0), R2n+1,1(1, 1, 0), R2n+1,1(1, 0, 0).
En el caso de que el espacio vectorial complementario sea de dimensión
2 se establece que no existen álgebras de Leibniz, que no sean de Lie, con
nilradicales nn,1 y Q2n.
Es bien conocido que existen dos clases de álgebras de Leibniz filiformes
naturalmente graduadas, F 1n y F 2n . En los Teoremas 2.2.2, 2.2.3, 2.3.3 y 2.3.4
se clasifican las álgebras de Leibniz solubles con nilradicales F 1n y F 2n .
Teorema 2.2.2. Cualquier álgebra de Leibniz soluble de dimensión (n+1) con
nilradical F 1n es isomorfa a una de las siguientes álgebras no isomorfas entre
ellas:
R1, R2(α), R3, R4, R5(α4, . . . , αn).
Además, el primer parámetro que no se anula {α4, . . . , αn} en las álgebras
R5(α4, . . . , αn), puede ajustar la escala a 1.
Teorema 2.2.3. Cualquier álgebra de Leibniz soluble de dimensión (n+2) con
nilradical F 1n es isomorfa a un álgebra con la siguiente tabla de multiplicación:
[ei, e1] = ei+1, 2 ≤ i ≤ n− 1, [e1, x] = e1,
[ei, y] = ei, 2 ≤ i ≤ n, [ei, x] = (i− 1)ei, 2 ≤ i ≤ n,
[x, e1] = −e1.
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Teorema 2.3.3. Cualquier álgebra de Leibniz soluble de dimensión (n+1) con
nilradical F 2n es isomorfa a una de las siguientes álgebras no isomorfas entre
ellas:
L1(α), L2(α), L3, L4(α), L5(α), L6(α3, α4, . . . , αn, λ, δ).
En el álgebra L6(α3, α4, . . . , αn, λ, δ) el primer parámetro que no se anula
{α3, α4, . . . , αn, λ} puede ajustar la escala a 1.
Teorema 2.3.4. Cualquier álgebra de Leibniz soluble de dimensión (n+2) con




[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = e1, [x, e1] = −e1,
[e2, y] = −[y, e2] = e2, [ei, x] = (i− 1)ei, 3 ≤ i ≤ n,
L2 :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = e1, [x, e1] = −e1,
[e2, y] = e2, [ei, x] = (i− 1)ei, 3 ≤ i ≤ n.
El último capítulo de la tesis se dedica a la investigación de las álgebras de
Leibniz correspondientes a las álgebras de Lie de tipo diamante.
Toda álgebra de Leibniz L que no sea de Lie contiene un ideal no trivial
(a partir de ahora denotado por I), que es el subespacio generado por los
cuadrados de los elementos del álgebra L. Además, este ideal está contenido
en el anulador por la derecha de L, esto es [L, I] = 0. Obsérvese también que
el ideal I es el ideal minimal con la propiedad de que el álgebra cociente L/I
es un álgebra de Lie; esta álgebra cociente se llama la liezación del álgebra
de Leibniz L y se dice que es el álgebra de Lie correspondiente al álgebra de
Leibniz L.
Un álgebra de Leibniz L con álgebra de Lie correspondiente de tipo dia-
mante D = L/I se puede descomponer en una suma directa de espacios vecto-
riales L = D⊕ I, donde D es la preimagen de D por el homomorfismo natural
ϕ : L → D. Claramente, el I ideal puede considerarse como un D-módulo
de Leibniz. Teniendo en cuenta que el ideal I está contenido en el anulador
por la derecha del álgebra L, las multiplicaciones en L se determinan a partir
de los productos [D,D] y [I,D]. Dado que I es un módulo de Leibniz sobre
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el álgebra de Lie D, se tiene que el producto [I,D] corresponde a un elegido
D-módulo de Lie a la derecha. Así, el principal problema de la descripción de
las álgebras de Leibniz con álgebra de Lie correspondiente D y con el ideal
I elegido por un D-módulo a la derecha específico consiste en identificar el
producto [D,D].
Para un álgebra de Lie dada de tipo diamante D de dimensión 4 construi-
mos el así llamado módulo Fock sobre D, el espacio lineal F[x] de polinomios
sobre x (F denota un cuerpo algebraicamente cerrado de característica cero)
con la siguiente acción.
Definición 3.2.1. El espacio lineal F[x] es llamado el D-módulo Fock si existe
una acción (F[x],D) 7→ F[x], la cual verifica lo siguiente:
(p(x), 1) 7→ p(x),




(p(x), e) 7→ −x∂(p(x))∂x .
para cualquier p(x) ∈ F[x].
En el siguiente teorema, se clasifican las álgebras de Leibniz de dimensión
infinita correspondientes al módulo de Fock de las álgebras de Lie de tipo
diamante.
Teorema 3.2.2. El álgebra de Leibniz L con condiciones L/I ∼= D, e I es el
DC-módulo de Fock, admite una base
{1, x, ∂
∂x
, e, xt | t ∈ N ∪ {0}}
tal que la tabla de multiplicaciones en esta base tiene la siguiente forma:
[e, x] = x, [x, e] = −x,




∂x , e] =
∂
∂x ,
[x, ∂∂x ] = 1, [
∂
∂x , x] = −1,
[xt, 1] = xt, [xt, x] = xt+1,
[xt, ∂∂x ] = tx
t−1, [xt, e] = −txt,
donde los productos omitidos son iguales a cero.
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En la Sección 3.3 estudiamos las álgebras de Leibniz cuya álgebra de Lie
correspondiente es el álgebra de Lie de tipo diamante D de dimensión cuatro y
el ideal I es una de sus representaciones de Leibniz indescomponibles de D de
dimensión finita, las cuales están descritas en [26]. En este artículo hay cuatro
D-módulos indescomponibles: U1n, U2n,W 1n y W 2n .
Teorema 3.3.1. Sea un álgebra de Leibniz compleja arbitraria con el álgebra
de Lie correspondiente DC, y el ideal I asociado definido como U1n DC-módulo.
Entonces admite una base
{J, P+, P−, T, v00, v02k, v12k−1, v20, v22k}k=1,...,n/2,
donde n es par, y la tabla de multiplicación [DC,DC] tiene la siguiente forma:
• n = 4s
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT,
[P+, J ] = iP+, [P−, J ] = −iP−, [P−, P+] = 2iT + 2α1v22s,
[J, T ] = α1v
2
2s [J, J ] = α2v
2
2s, [P+, P+] = α3v
2
2s−2,
[P−, P−] = α4v
2
2s+2.
• n = 4s− 2
[J, P+] = −iP+, [P+, J ] = iP+ + 2isβ1v22s−2,
[J, P−] = iP−, [P−, J ] = −iP− − 2isβ1v22s,
[P+, P−] = −2iT, [P−, P+] = 2iT + 2β2v12s−1,
[J, J ] = β1v
1
2s−1, [J, T ] = β2v
1
2s−1,
[P+, P+] = β3v
1
2s−3, [P−, P−] = β4v
1
2s+1,
[P+, T ] = 2isβ2v
2
2s−2, [T, P+] = −i(2sβ2 − (s− 1)β3)v22s−2,
[P−, T ] = −2isβ2v22s, [T, P−] = i(4sβ2 − (s− 1)β4)v22s.
donde αi, βi ∈ C, 1 ≤ i ≤ 4.
Teorema 3.3.2. Sea un álgebra de Leibniz compleja arbitraria con el álgebra
de Lie correspondiente DC, y el ideal I asociado definido como U2n DC-módulo
de Leibniz. Entonces admite una base
{J, P+, P−, T, v02k−1, v10, v12k, v22k−1}k=1,...,n/2,
donde n es par, y la tabla de multiplicación [DC,DC] tiene la siguiente forma:
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• n = 4s 
[J, P+] = −iP+,
[P+, J ] = iP+ + i(2s+ 1)γ1v
2
2s−1,
[J, P−] = iP−,
[P−, J ] = −iP− − i(2s+ 1)γ1v22s+1,
[P+, P−] = −2iT,
[P−, P+] = 2iT + 2γ2v
1
2s,
[J, J ] = γ1v
1
2s,
[J, T ] = γ2v
1
2s,
[P+, P+] = γ3v
1
2s−2,
[P−, P−] = γ4v
1
2s+2,
[P+, T ] = i(2s+ 1)γ2v
2
2s−1,




[P−, T ] = −i(2s+ 1)γ2v22s+1,




• n = 4s− 2
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT,
[P+, J ] = iP+, [P−, J ] = −iP−, [P−, P+] = 2iT + 2δ1v22s−1,
[J, T ] = δ1v
2
2s−1 [J, J ] = δ2v
2
2s−1, [P+, P+] = δ3v
2
2s−3,
[P−, P−] = δ4v
2
2s+1,
donde γi, δi ∈ C, 1 ≤ i ≤ 4.
Teorema 3.3.4. Sea L un álgebra de Leibniz compleja con el álgebra de Lie
correspondiente de tipo diamante DC, y el ideal I asociado definido como un
DC-módulo de Leibniz por las representaciones indescomponibles W 1n o W 2n .
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Entonces [DC,DC] tiene la siguiente forma:
[J, P+] = −[P+, J ] = −iP+,
[J, P−] = −[P−, J ] = iP−,
[P+, P−] = −[P−, P+] = −2iT.
Según el teorema de Ado, dada cualquier álgebra de Lie compleja g de
dimensión finita, existe un álgebra de matrices isomorfa a g. De esta manera,
toda álgebra de Lie compleja de dimensión finita puede representarse como
una subálgebra de Lie del álgebra lineal general compleja gl(n,C), formada por
todas las matrices complejas n× n, para algún n ∈ N. Nosotros consideramos
el siguiente invariante valorado entero de g:
µ(g) = min{ dim(M) |M es un g-módulo fiel}.
Se deduce de la demostración del teorema de Ado que µ(g) puede acotarse
por una función que depende solo de n. Este valor también es igual al valor
minimal n tal que gl(C, n) contiene una subálgebra isomorfa a g:
µ̂(g) = min{n ∈ N | ∃ subálgebra de gl(C, n) isomorfa a g}.
Dada un álgebra de Lie g, una representación de g in Cn es un homo-
morfismo de álgebras de Lie f : g → gl(Cn) = gl(C, n). El entero natural
n se llama la dimensión de esta representación. Consideramos representa-
ciones fieles porque tales representaciones nos permiten identificar un álgebra
de Lie dada con su imagen por la representación, que es una subálgebra de
Lie de gl(C, n). Las representaciones también se pueden definir usando espa-
cios vectoriales arbitrarios V de dimensión n (véase [29]). En tal caso, una
representación sería un homomorfismo de álgebras de Lie de g al álgebra de
Lie gl(V ) de endomorfismos del espacio vectorial V , el cual es llamado un
g-módulo. Sin embargo, basta con considerar representaciones en Cn porque
siempre existe un n ∈ N tal que V es isomorfo a Cn.
Muchos trabajos se dedican a encontrar el valor µ(g) para varias álgebras
de Lie de dimensión finita. En [17], se encuentra el valor de µ(g) para álgebras
de Lie abelianas y álgebras de Heisenberg, y además, se estima el valor de µ(g)
para álgebras de Lie filiformes.
xxv
En la Sección 3.4 encontramos la representación fiel minimal del álgebra de
Lie general compleja de tipo diamante Dm(C) de dimensión (2m+ 2), la cual
es isomorfa a una subálgebra del álgebra de Lie lineal especial sl(m + 2,C).
Luego se construyen álgebras de Leibniz con el álgebra de Lie correspondiente
de tipo general de diamante y con el ideal generado por los cuadrados de los
elementos en esta representación fiel.
Proposición 3.4.1. Sea Dm(C) un álgebra de Lie de tipo general de diamante
de dimensión (2m+ 2) con la base
{J, P+1 , P
+






2 , . . . , Q
−
m, T}.
Entonces su representación fiel minimal está dada por la correspondencia










k + δT 7−−−→
im
m+2θ αm αm−1 . . . α2 α1 −
i
2δ
0 − 2im+2θ a1 . . . 0 0 βm








0 0 0 . . . − 2im+2θ a1 β2
0 0 0 . . . 0 − 2im+2θ β1
0 0 0 . . . 0 0 imm+2θ

.
Teorema 3.4.2. Sea L un álgebra de Leibniz arbitraria con el álgebra de Lie
correspondiente Dm(C) y el ideal I asociado definido como un Dm(C)-módulo.
Entonces existe una base
{J, P+1 , P
+






2 , . . . , Q
−
m, T,X1, X2, . . . , Xm+2}
de L tal que
[Dm(C),Dm(C)] ⊆ Dm(C).
Finalmente, en la Sección 3.5 encontramos una representación fiel deDm(R)
que es isomorfa a una subálgebra del álgebra de Lie simpléctica sp(2m+2,R).
También investigamos las álgebras de Leibniz construidas por esta repre-
sentación de álgebras de Lie de tipo general de diamante.
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Proposición 3.5.1. Sea Dm(R) un álgebra de Lie real de tipo general de
diamante de dimensión (2m+ 2) con la base
{J, P1, P2, . . . , Pm, Q1, Q2, . . . , Qm, T}.
Entonces es isomorfa a una subálgebra de sp(2m+ 2,R) vía la aplicación






ckQk + dT 7−−−→
0 b1 b2 . . . bm cm . . . c2 c1 2d
0 0 0 . . . 0 0 . . . 0 −a c1











0 0 0 . . . 0 −a . . . 0 0 cm











0 0 a . . . 0 0 . . . 0 0 −b2
0 a 0 . . . 0 0 . . . 0 0 −b1
0 0 0 . . . 0 0 . . . 0 0 0

.
Teorema 3.5.2. Sea un álgebra de Leibniz real arbitraria con el álgebra de
Lie correspondiente Dm, y el ideal I asociado definido como un Dm-módulo.
Entonces admite una base
{J, P1, P2, . . . , Pm, Q1, Q2, . . . , Qm, T,X1, X2, . . . , X2m+2}
tal que la tabla de multiplicación [Dm,Dm] tiene la siguiente forma:
[J, J ] = a1X2m+2, [J, Pk] = −[Pk, J ] = Qk,
[J,Qk] = −[Qk, J ] = −Pk, [Pk, Qk] = −[Qk, Pk] = T,
[Pk, Ps] = [Qk, Qs] = bk,sX2m+2, [Pk, Qs] = [Qk, Ps] = ck,sX2m+2,
con las restricciones




Leibniz algebras were introduced and investigated at the beginning of the 90s of
the past century by J.-L. Loday [37–40]. Earlier, such algebraic structures were
considered by Bloh who called them D-algebras [13]. In studying the properties
of the homology of Lie algebras, Loday observed that the antisymmetry of the
product was not needed to prove the derivation property defined on chains.
This motivated him to introduce the notion of right (equivalently, left) Leibniz
algebra, which is a nonassociative algebra with the right (equivalently, left)
multiplication operator being a derivation. Leibniz algebras generalize Lie
algebras in natural way.
It is already well known, there exist three different types of Lie algebras: the
semisimple, the solvable, and those which are neither semisimple nor solvable.
So, determining the classification of Lie algebras, in general, is equivalent to
revealing the classification of each of these three types. However, by the Levi-
Malcev Theorem, which is a combination of the results formulated firstly by
Levi [34] in 1905, and later by Malcev [41] in 1945: any finite-dimensional
Lie algebra over a field of characteristic zero can be expressed as a semidirect
sum (the Levi-Malcev decomposition) of a semisimple subalgebra (called the
Levi factor) and its radical (its maximal solvable ideal). It reduces the task of
classifying all the Lie algebras to obtaining the classification of the semisimple
and of solvable Lie algebras.
The classification of semisimple Lie algebras was completely solved by the
well-known Cartan Theorem: any semisimple complex or real Lie algebra can
be decomposed into a direct sum of ideals which are simple subalgebras being
mutually orthogonal with respect to the Cartan-Killing form. So, the problem
of classifying semisimple Lie algebras is then equivalent to that of classifying
all non-isomorphic simple Lie algebras; and the classification of simple Lie al-
gebras was already obtained by Killing, Cartan and others in the last decade of
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the 19th century (see [25]). Hence, it can be admitted that the problem of the
classification of semisimple Lie algebras is at present totally solved. Indeed,
mainly Killing and Cartan, although other authors also worked in this subject,
classified simple Lie algebras in five different classes (the so-called simple clas-
sical Lie algebras): the algebras belonging to the linear special group, those
odd orthogonal algebras, the even orthogonal algebras, the symplectic alge-
bras, plus five Lie algebras having no relation among them and not belonging
to any of the previous classes.
With respect to the classification of solvable Lie algebras, in spite of the
first attempts by Lie [35, 36] and Bianchi [12], it can be said that Dozias was
one of the first authors who faced this problem seriously, in 1963: she classified
in her Ph.D. thesis the solvable Lie algebras of dimensions less than 6 over the
field of the real numbers [28]. In that same year Mubarakzjanov (see [42–44]
and [48] too) also classified these algebras up to dimension 6 over the field of
the real numbers.
Partially due to the difficulties of obtaining a complete classification of the
solvable Lie algebras, some authors considered the idea of a classification of
solvable extensions of certain classes of Lie algebras. In particular, the most
relevant were the analysis of all solvable, non-nilpotent algebras with a given
nilradical. So, Rubin and Winternitz started a research line ( [4,5,31,45,50–55,
57]) which has been dealing with the classification of solvable Lie algebras with
a given nilradical, such as the filiform Lie algebras, the abelian algebras (also
called 1-step), the Heisenberg algebras, the algebras of strictly upper triangular
matrices, and so on (for arbitrary finite dimensions). The investigation of
solvable Lie algebras with some special types of nilradical comes from different
problems in physics and was the subject of various papers [3, 5, 16, 24, 27] and
many other references given therein.
Malcev [41] had already reduced in 1945 the classification of complex solv-
able Lie algebras to the classification of one subset, the nilpotent Lie algebras.
To do it, Malcev defined a particular type of algebra, that he called splittable
algebra, whose structure is completely determined from its maximal nilpotent
ideal (called nilradical) and proved that an arbitrary solvable Lie algebra is
contained in a unique minimal splittable algebra. The relation between an
algebra and its splittings led him to the construction of all solvable Lie alge-
bras with a given splitting. Mubarakzjanov proved that the dimension of the
splittable algebra does not exceed the number of nil-independent derivations of
the nilradical [42]. So, in this way, the classification of all solvable Lie algebras
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had been reduced to the classification of the nilpotent Lie algebras. A lot of
progress has been made in the classifications of nilpotent Lie algebras. With
respect to the classification of nilpotent Lie algebras, many attempts have been
made on this topic, and lots of lists of algebras have been published with bigger
or less fortune.
During the last 25 years the theory of Leibniz algebras has been actively
investigated and numerous papers have been devoted to the study of these al-
gebras. Ayupov and Omirov classified the three-dimensional complex Leibniz
algebras in 1999 [8]. Then, they had begun to investigate the nilpotent Leibniz
algebras. At the present time the nilpotent Leibniz algebras whose dimension
is less than five are classified. The classification finite-dimensional of complex
nilpotent Lie algebras is already a complicated problem. Due to lack of an-
tisymmetry the problem of classifying complex nilpotent Leibniz algebras is
more difficult.
A lot of progress has been made in the study of other classifications con-
cerning some particular properties of nilpotent Leibniz algebras. Omirov con-
sidered the graded nilpotent Leibniz algebras. In [9], the authors classified
naturally graded null-filiform and filiform Leibniz algebras. After, many works
were devoted to the study of the characteristic sequence of the nilpotent Leib-
niz algebras [19–23].
Simple and semisimple Leibniz algebras were defined by Dzhumadil’daev
[1]. In the paper [30] the authors investigated the semisimple Leibniz algebras
and they showed that the splitting theorem (Cartan Theorem) for semisimple
Leibniz algebras is not true in general case.
In fact, many results of the theory of Lie algebras are extended to Leibniz
algebras case. For instance, the classical results on Cartan subalgebras [2, 46]
and Engel’s theorem [7] are established in Leibniz algebras case.
The analogue of the Levi-Malcev decomposition for Leibniz algebras was
proved by D.W. Barnes [11], that asserts that any Leibniz algebra decomposes
into a semidirect sum of its solvable radical and a semisimple Lie algebra.
The semisimple part can be described from the simple Lie ideals, therefore,
the main problem of the description of the finite-dimensional Leibniz algebras
consists of the study of the solvable Leibniz algebras.
Our goal is to prove the Mubarakzjanov theorem for the Leibniz algebras
case. In Theorem 1.2.2 the assertion for Leibniz case is extended. In Theo-
rem 1.2.6 solvable Leibniz algebras with null-filiform nilradical are classified.
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It is a first step for the investigation of solvable Leibniz algebras with given
nilradical. Moreover, this classification is extended to the case when the nil-
radical is a direct sum of null-filiform ideals and the complementary vector
space of the nilradical has one dimension.
In Section 1.3 solvable Leibniz algebras whose nilradical is the Lie algebra
of upper triangular matrices are investigated. Since in the work [55] solvable
Lie algebras with triangular nilradical are studied, we reduce our study to
non-Lie Leibniz algebras. In Corollary 1.3.3, some properties of the matrix of
right and left multiplication operators for solvable Leibniz algebras of minimum
possible dimensions with triangular nilradical are presented. In Theorem 1.3.4
it is proved that solvable Leibniz algebras of maximum possible dimensions
with triangular nilradical are Lie algebras. Furthermore, the classification
of the low-dimensional solvable Leibniz algebras with triangular nilradicals is
established.
In Chapter 2 we consider solvable Leibniz algebras with naturally graded
filiform nilradical. In the works [4, 52] solvable Lie algebras with naturally
graded filiform nilradical are described. In Theorems 2.1.5–2.1.6 the non-Lie
Leibniz algebras with nn,1 and Q2n nilradicals whose complementary vector
space has dimension 1 are classified. In the case of complementary vector
space of dimension two it is established that non-Lie Leibniz algebras with nn,1
and Q2n nilradicals do not exist. It is well known that there are two classes
of naturally graded filiform Leibniz algebras F 1n and F 2n . In Theorems 2.2.2,
2.2.3, 2.3.3 and 2.3.4, solvable Leibniz algebras with nilradical F 1n and F 2n are
classified.
Every non-Lie Leibniz algebra L contains a non-trivial ideal (from now on
denoted by I), which is the subspace spanned by the squares of elements of the
algebra L. Moreover, this ideal is contained in the right annihilator of L, that
is [L, I] = 0. Note also that the ideal I is the minimal ideal with the property
that the quotient algebra L/I is a Lie algebra (the quotient algebra is called
liezation of the Leibniz algebra L).
One of the approaches to the investigation of Leibniz algebras is a descrip-
tion of such algebras whose quotient algebra with respect to the ideal I is a
given Lie algebra [6, 18,47,49].
The map I × L/I → I defined as (i, x) 7→ [i, x] endows I with a structure
of L/I-module. Considering the direct sum of vector spaces Q(L) := L/I ⊕ I,
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the operation (−,−) defines a Leibniz algebra structure on Q(L) with multi-
plication
[x, y] = [x, y], [x, i] = [x, i], [i, x] = 0, [i, j] = 0, x, y ∈ L, i, j ∈ I.
Therefore, for a given Lie algebra g and a g-module M , we can construct
a Leibniz algebra L = g⊕M by the above construction.
The last chapter of the thesis is devoted to the investigation of Leibniz al-
gebras corresponding to Diamond Lie algebras. Actually, for a Leibniz algebra
L corresponding to the Diamond Lie algebra D = L/I we decompose it into
direct sum of vector spaces L = D⊕I, where D is the preimage of D under the
natural homomorphism ϕ : L → D. Clearly, the ideal I can be considered as
a Leibniz D-module. Taking into account that the ideal I is contained in the
right annihilator of the algebra L, the multiplications in L are determined by
the products [D,D] and [I,D]. Since I is a Leibniz module over the Lie algebra
D, then the product [I,D] corresponds to a chosen right Lie D-module. Thus,
the main problem of the description of Leibniz algebras corresponding to the
Lie algebra D and with the ideal I chosen by specific right D-module consists
of identifying the product [D,D].
For a given four-dimensional Diamond Lie algebra D we construct the so-
called Fock module over D, the linear space F[x] of polynomials on x (F denotes
an algebraically closed field of characteristic zero) with the action which is in-
troduced in Section 3.2. In Theorem 3.2.2 infinite-dimensional Leibniz algebras
corresponding to the Fock module of Diamond Lie algebras are classified.
In Section 3.3 we study Leibniz algebras whose corresponding Lie algebra is
the four-dimensional Diamond Lie algebra D and the ideal I is one of its finite-
dimensional indecomposable Leibniz representations of D which are described





n and W 2n .
According Ado’s Theorem, given any finite-dimensional complex Lie al-
gebra g, there exists a matrix algebra isomorphic to g. In this way, every
finite-dimensional complex Lie algebra can be represented as a Lie subalgebra
of the complex general linear algebra gl(n,C), formed by all the complex n×n
matrices, for some n ∈ N. We consider the following integer valued invariant
of g:
µ(g) = min{dim(M) |M is a faithful g-module}.
xxxiii
It follows from the proof of Ado’s Theorem that µ(g) can be bounded by a
function depending only on n. This value is also equal to the minimal value n
such that gl(C, n) contains a subalgebra isomorphic to g:
µ̂(g) = min{n ∈ N | ∃ subalgebra of gl(C, n) isomorphic to g}.
Given a Lie algebra g, a representation of g in Cn is a homomorphism of
Lie algebra f : g → gl(Cn) = gl(C, n). The natural integer n is called the
dimension of this representation. We consider faithful representations because
such representations allow us to identify a given Lie algebra with its image
under the representation, which is a Lie subalgebra of gl(C, n). Representations
can be also defined by using arbitrary n-dimensional vector spaces V (see [29]).
In this case, a representation would be a homomorphism of Lie algebras from
g to the Lie algebra gl(V ) of endomorphisms of the vector space V , which is
called g-module. However, it is sufficient to consider representations on Cn
because there always exists a unique n ∈ N such that V is isomorphic to Cn.
Many works are devoted to finding the value µ(g) of several finite-
dimensional Lie algebras. In [17] the value of µ(g) for abelian Lie algebras
and Heisenberg algebras is found, moreover, the value of µ(g) for filiform Lie
algebras is estimated.
In Section 3.4 we find a minimal faithful representation of the (2m + 2)-
dimensional complex general Diamond Lie algebra Dm(C), which is isomorphic
to a subalgebra of the special linear Lie algebra sl(m+2,C). Then we construct
Leibniz algebras with corresponding general Diamond Lie algebra and the ideal
generated by the squares of elements in these faithful representations.
Finally, in Section 3.5 we find a faithful representation of Dm which is
isomorphic to a subalgebra of the symplectic Lie algebra sp(2m+2,R). We also




Solvable Leibniz algebras with
null-filiform and triangular
nilradicals
In this chapter we put the first steps to describing solvable Leibniz algebras
with given nilradicals. It is known that any solvable Leibniz algebra can de-
composed in sum of the nilradical and its complementary vector space. For the
solvable Lie algebras Mubarakzjanov offered the method in which he said that
the dimension of the complementary space is not greater than the maximal
number of nil-independent derivations of the nilradical. Our goal is to show
the validity of the Mubarakzjanov’s method for Leibniz algebras. Using this
method the solvable Leibniz algebras with null-filiform nilradicals are classified.
Moreover, we classify the minimal dimensional solvable Leibniz algebras whose
nilradical is equal to the sum of null-filiform algebras. In the last section we
describe solvable Leibniz algebras with triangular nilradicals. Furthermore, we
establish that a solvable Leibniz algebra of maximal possible dimension with
a given triangular nilradical is a Lie algebra.
1.1 Basic results from the theories of Lie and Leibniz
algebras
In this section we give necessary definitions and preliminary results.
1
2 1 Solvable Leibniz algebras with given nilradicals
Definition 1.1.1 ( [15]). An algebra g over a field K is called a Lie algebra if
its multiplication (denoted by (x, y) 7→ [x, y]) satisfies the identities:
(1) [x, x] = 0,
(2) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,
for all x, y, z in g.
The product [x, y] is called the bracket of x and y. Identity (2) is called
the Jacobi identity.
Definition 1.1.2. An algebra L over a field K is called a Leibniz algebra if for
any x, y, z ∈ L, the Leibniz identity
[[x, y], z] = [[x, z], y] + [x, [y, z]]
is satisfied, where [−,−] is the multiplication in L.
For the shortness, instead Leibniz identity [[x, y], z] = [[x, z], y] + [x, [y, z]]
we will use below the notation {x, y, z}.
For a Leibniz algebra L we consider the following derived and lower central
series:
(i) L(1) = L, L(n+1) = [L(n), L(n)], n > 1;
(ii) L1 = L, Ln+1 = [Ln, L], n > 1.
Definition 1.1.3. An algebra L is called solvable (nilpotent) if there exists
s ∈ N (k ∈ N, respectively) such that L(s) = 0 (Lk = 0, respectively).
The minimal number s (respectively, k) with such property is called index of
solvability (respectively, of nilpotency) of the algebra L.
Evidently, the index of nilpotency of an n-dimensional algebra is not greater
than n+ 1.
Definition 1.1.4. An n-dimensional Leibniz algebra is called null-filiform if
dimLi = n+ 1− i, 1 ≤ i ≤ n+ 1.
Evidently, any null-filiform Leibniz algebra has maximal index of nilpo-
tency.
Theorem 1.1.5 ( [7]). An arbitrary n-dimensional null-filiform Leibniz algebra
is isomorphic to the algebra:
NFn : [ei, e1] = ei+1, 1 ≤ i ≤ n− 1,
where {e1, e2, . . . , en} is a basis of the algebra.
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Actually, a nilpotent Leibniz algebra is null-filiform if it is a one-generated
algebra. Note, that this notion has no sense in Lie algebras case, because they
are at least two-generated.
Definition 1.1.6. A Leibniz algebra L is said to be filiform if dimLi = n− i,
for 2 ≤ i ≤ n, where n = dimL.
Definition 1.1.7. Given a filiform Leibniz algebra L, put Li = Li/Li+1, 1 ≤
i ≤ n− 1, and grL = L1 ⊕ L2 ⊕ . . . Ln−1. Then [Li, Lj ] ⊆ Li+j and we obtain
the graded algebra grL. If grL and L are isomorphic, denoted by grL ∼= L, we
say that the algebra L is naturally graded.
Thanks to [56] it is known two types of naturally graded filiform Lie alge-
bras. Moreover the second class appears only in the case of even dimension.
Theorem 1.1.8. Any complex naturally graded filiform Lie algebra is isomor-
phic to one of the following non-isomorphic algebras:
nn,1 : [ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1.
Q2n :
{
[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)ie2n, 2 ≤ i ≤ n.
In the following theorem we present the classification of naturally graded
filiform non-Lie Leibniz algebras.
Theorem 1.1.9 ( [10]). Any complex n-dimensional naturally graded filiform
non-Lie Leibniz algebra is isomorphic to one of the following non-isomorphic
algebras:
F 1n : [ei, e1] = ei+1, 2 ≤ i ≤ n− 1, F 2n :
{
[e1, e1] = e3,
[ei, e1] = ei+1, 3 ≤ i ≤ n− 1.
Definition 1.1.10. The (unique) maximal nilpotent ideal of a Leibniz algebra
is called the nilradical of the algebra.
A derivation for Leibniz algebras is defined as usual.
Definition 1.1.11. A linear map d : L→ L is called a derivation of L if
d([x, y]) = [d(x), y] + [x, d(y)] for any x, y ∈ L.
The space of all derivations is denoted by Der(L).
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For an arbitrary element x ∈ L, we consider the right multiplication op-
erator Rx : L → L defined by Rx(z) = [z, x]. Right multiplication operators
are derivations of the algebra L and are called inner derivations. The set
R(L) = {Rx | x ∈ L} is a Lie algebra with respect to the commutator and the
following identity holds:
RxRy −RyRx = R[y,x] .
The right annihilator of a Leibniz algebra L, denoted by Annr(L), is
Annr(L) = {x ∈ L | [y, x] = 0 for all y ∈ L}. The left annihilator of
a Leibniz algebra L, denoted by Annl(L), is Annl(L) = {x ∈ L | [x, y] =
0 for all y ∈ L}. The center of a Leibniz algebra L, denoted by Center(L), is
Center(L) = Annr(L) ∩Annl(L) = {x ∈ L | [y, x] = [x, y] = 0 for all y ∈ L}.
Definition 1.1.12 ( [42]). Let d1, d2, . . . , dn be derivations of a Leibniz algebra
L. The derivations d1, d2, . . . , dn are said to be nil-independent if
α1d1 + α2d2 + · · ·+ αndn
is not nilpotent for any scalars α1, α2, . . . , αn ∈ C, which are not all zero.
In other words, if for any α1, α2, . . . , αn ∈ C there exists a natural number
k such that (α1d1 + α2d2 + · · ·+ αnd2)k = 0, then α1 = α2 = · · · = αn = 0.
The classical Engel’s theorem for Lie algebras has the following analogue
for Leibniz algebras.
Theorem 1.1.13. A Leibniz algebra L is nilpotent if and only if Rx is nilpotent
for any x ∈ L.
Similar to the case of finite-dimensional Lie algebras we have the following
theorem.
Theorem 1.1.14. A Leibniz algebra L is solvable if and only if L2 is a nilpotent
Leibniz algebra.
Further, we will use Lie’s theorem for proving the main result.
Theorem 1.1.15 ( [32] Lie’s theorem). If L is a solvable Lie algebra of linear
transformations in a finite-dimensional vector space V over an algebraically
closed field of characteristic 0, then the matrices of L can be taken in simulta-
neous triangular form.
1.1 Basic results from the theories of Lie and Leibniz algebras 5
Let us consider the finite-dimensional Lie algebra T (n) of the upper-
triangular n × n matrices with n ≥ 3 over the field of the complex numbers.
The products of the basis elements {Nij | 1 ≤ i < j ≤ n} of T (n), where Nij
is a matrix with the only non-zero entry at i-th row and j-th column equal to
1, can be computed by
[Nij , Nkl] = δjkNil − δilNkj .
For a natural number f let G(n, f) be a set of solvable Lie algebras of
dimension 12n(n−1)+f with nilradical T (n). Let Q = 〈X
1, X2, . . . , Xf 〉, where












where 1 ≤ α, β ≤ f , and aαij,pq, σ
αβ
pq ∈ C, p < q ≤ n.
Let N be a vector column









The following lemma provides some information about the structure of the
matrices above.
Lemma 1.1.16 ( [55]). The structure matrices Aα = (aαij,pq), 1 ≤ i < j ≤
n, 1 ≤ p < q ≤ n, have the following properties:
(i) They are upper triangular;
(ii) The only off-diagonal matrix elements that do not vanish identically and
cannot be annulled by a redefinition of the elements Xα are:
aα12,2n, a
α
i(i+1),1n (2 ≤ i ≤ n− 2), a
α
(n−1)n,1(n−1);
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(iii) The diagonal elements aαi(i+1),i(i+1), 1 ≤ i ≤ n− 1, are free to vary. The




aαp(p+1),p(p+1), k > i+ 1.
Lemma 1.1.17 ( [55]). The maximal number of non-nilpotent elements is
fmax = n− 1.
1.2 Solvable Leibniz algebras with null-filiform nil-
radical
Let R be a solvable Leibniz algebra. Then it can be decomposed into the form
R = N ⊕ Q, where N is the nilradical and Q is the complementary vector
space. Since the square of a solvable algebra is a nilpotent ideal and the finite
sum of nilpotent ideals is a nilpotent ideal too, then the ideal R2 is nilpotent,
i.e. R2 ⊆ N and consequently, Q2 ⊆ N .
Lemma 1.2.1. Let x ∈ Q be such that the operator Rx|N is nilpotent. Then
the subspace V = 〈x+N〉 is a nilpotent ideal of the algebra R.
Proof. Since R2 ⊆ N , V is an ideal. We argue that it is nilpotent. If a ∈ N ,









= 0. Hence Ra|V is nilpotent. V
is an ideal of the solvable Leibniz algebra R, then Inn(V ) is a solvable Lie
algebra of End(V ), and so by Lie’s theorem there exists a basis such that Ra|V
and Rx|V are upper triangular; moreover, Ra|V is nilpotent, which means that
Ra|V has zero diagonal elements. On the other hand, by assumption, Rx|N is









= 0. Summarizing, Ra|V and Rx|V
are nilpotent and upper triangular, hence Ra|V +Rx|V is nilpotent. Thus, by
Engel’s theorem, V is a nilpotent ideal.
Theorem 1.2.2. Let R be a solvable Leibniz algebra and N its nilradical. Then
the dimension of the complementary vector space to N is not greater than the
maximal number of nil-independent derivations of N .
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Proof. We assert that every Rx|N , x ∈ Q, is a non-nilpotent outer derivation
of N . Indeed, if there exists some x ∈ Q such that the operator Rx|N is
nilpotent, then the subspace V = 〈x+N〉 is a nilpotent ideal of the algebra R
by Lemma 1.2.1, contradicting the maximality condition of N .
Let {x1, . . . , xm} be a basis of Q. Then the operators Rx1|N , . . . ,Rxm|N






= 0, then Rky|N , where y =
m∑
i=1
αixi. Hence y = 0, and so
αi = 0 for i = 1, . . . ,m.
Therefore, we see that the dimension of Q is bounded by the maximal
number of nil-independent derivations of the nilradical N . Moreover, similar
to the case of Lie algebras, for a solvable Leibniz algebra R we also have the
inequality dimN ≥ dimR
2
.
From Theorem 1.2.2 we conclude the following properties of derivations of
null-filiform Leibniz algebras.
Proposition 1.2.3. Any derivation of the algebra NFn has the following ma-
trix form: 
a1 a2 a3 . . . an
0 2a1 a2 . . . an−1






0 0 0 . . . na1
 .
Proof. The proof is carried out by checking the derivation property on the
algebra NFn.
Corollary 1.2.4. The maximal number of nil-independent derivations of the













2 . . . a
i
n−1








0 0 0 . . . nai1
 , i = 1, 2, . . . , p,
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= 0 with non-trivial
scalars. Hence {D1, D2, . . . , Dp} are not nil-independent.
Corollary 1.2.5. The dimension of a solvable Leibniz algebra with nilradical
NFn is equal to n+ 1.
Proof. Let us assume that the solvable Leibniz algebra is decomposed as R =
NFn ⊕Q. By Corollary 1.2.4 and Theorem 1.2.2 we have dimQ = 1.
From now on, the method of classification of algebras used in this thesis is
based on the following procedure.
CLASSIFICATION PROCEDURE
The classification algorithm of Leibniz algebras in fixed dimension
consist of the following steps:
• finding a basis in which the multiplication table of an algebra
have the most convenient form;
• to reduce the study of general basis transformations to the sim-
ple ones;
• to find relations between parameters (structural constants) in
initial and transformed bases;
• present the list of pairwise non-isomorphic algebras such that
any algebra with the considered conditions is isomorphic to an
algebra of the presented list.
Now we apply this classification algorithm for solvable Leibniz algebras
with given nilradicals.
Theorem 1.2.6. Let R be a solvable Leibniz algebra whose nilradical is NFn.
Then there exists a basis {e1, e2, . . . , en, x} of the algebra R such that the mul-
tiplication table of R with respect to this basis has the following form:
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1,
[x, e1] = e1,
[ei, x] = −iei, 1 ≤ i ≤ n.
1.2 Solvable Leibniz algebras with null-filiform nilradical 9
Proof. According to Theorem 1.1.5 and Corollary 1.2.5 there exists a ba-
sis {e1, e2, . . . , en, x} such that all products of elements of the basis, except











, 1 ≤ i ≤ n− 1, have the following form:













where {e1, e2, . . . , en} is a basis of NFn and {x} is a basis of Q.
Now we consider the following two possible cases.










we can assume that [x, e1] = e1 and other products by redesignation of param-
















γi[x, ei] = γ1e1,
we can deduce that γ1 = 0.











Comparing the coefficients at the elements of the basis, we obtain β2 = 0
and γi = βi+1 for 2 ≤ i ≤ n − 1. From the equality {e1, e1, x} we derive that
β1 = −1.
Thus, we have
[e1, x] = −e1 +
n∑
i=3
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Now we are going to prove the following identity




for 1 ≤ i ≤ n. We have seen that (1.2.1) is true for i = 1. Assume that 1.2.1




















= −ek − (k − 1)ek +
n∑
j=k+1




By induction, we see that indeed (1.2.1) holds for all i, 1 ≤ i ≤ n.
Thus, the multiplication table of the algebra R has the form:
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1,
[x, e1] = e1,
[ei, x] = −iei +
n∑
j=i+2






Let us take the change of basis:
e′i = ei +
n∑
j=i+2
Aj−i+1ej , 1 ≤ i ≤ n, x′ =
n−1∑
i=2
Ai+1ei +Bnen + x,
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Then taking into account the multiplication table (1.2.2) we compute the prod-






























































































(−iAi+1 + βi+1 +Ai−j+2βj)ei = 0,

















































































−(i− 1)Ai + βi +Ai−j+1βj
)




By means of similar computations as in equations (1.2.1) we deduce that
[e′i, x
′] = −ie′i, 1 ≤ i ≤ n.
Finally, we obtain the multiplication table of the algebra R given in the
assertion of the theorem.












, we get β1 = 0 and γ1 = 0, respectively.
Thus, we have the following products:
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In a similar way as for the equations (1.2.1), we can prove the equality: [ei, x] =
n∑
j=i+1
βj−i+1ej . Consequently, we have [ei, x] ∈ 〈{ei+1, ei+2, . . . , en}〉, i.e. Ri ⊆
〈{ei, ei+1, . . . , en}〉. Thus, Rn+1 = 0 which contradicts the assumption of non-
nilpotency of the algebra R. This implies that, in the case of α1 = 0, there is
no non-nilpotent solvable Leibniz algebra with nilradical NFn.
Now we are going to clarify the situation when the nilradical is a direct
sum of two null-filiform ideals of the nilradical.
Theorem 1.2.7. Let R be a solvable Leibniz algebra such that R = NFk ⊕
NFs + Q, where NFk ⊕ NFs is the nilradical of R, NFk and NFs are ideals
of the nilradical and dimQ = 1. Then NFk and NFs are also ideals of the
algebra R.
Proof. Let {e1, e2, . . . , ek} be a basis of NFk, {f1, f2, . . . , fs} a basis of NFs
and {x} a basis of Q. We can assume, without loss of generality, that k ≥ s.
By Theorem 1.1.5 we have that {e2, e3, . . . , ek, f2, f3, . . . , fs} ⊆ Annr(R)
and the following products:
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1, [fi, f1] = fi+1, 1 ≤ i ≤ s− 1.






















































we obtain βi = 0, 1 ≤ i ≤ s− 1 and δi = 0, 1 ≤ i ≤ k − 1.

















imply that λ1 = −α1, µ1 = −γ1.









get ρ1 = ξ1 = 0.
In a similar way as in the proof of Theorem 1.2.6, the following equalities
can be proved:
[ei, x] = −iα1ei +
k∑
j=i+1
λj−i+1ej , 2 ≤ i ≤ k,
[fi, x] = −iγ1fi +
s∑
j=i+1
µj−i+1fj , 2 ≤ i ≤ s.
Summarizing, we have obtained the following multiplication table for the al-
gebra R:
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1,























[ei, x] = −iα1ei +
k∑
j=i+1
λj−i+1ej , 2 ≤ i ≤ k,
[fi, x] = −iγ1ei +
s∑
j=i+1
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Below, we analyze the different cases that can appear in terms of the possible
values of α1 and γ1.
Case 1. Let α1 = γ1 = 0. Then the multiplication table (1.2.3) im-
plies [ei, x] ∈ 〈{ei+1, ei+2, . . . , ek}〉, [fi, x] ∈ 〈{fi+1, fi+2, . . . , fs}〉, [e1, x] ∈
〈{e2, e3, . . . , ek, f1, f2, . . . , fs}〉 and [f1, x] ∈ 〈{e1, e2, . . . , ek, f2, f3, . . . , fs}〉.
The above facts mean that the algebra R is nilpotent, so we get a contra-
diction with the assumption of non-nilpotency of R. Therefore, this case is
impossible.


















[x, e1] = e1.




ρi[ei, e1]− [e1, x] =
k∑
i=3







Consequently, λ2 = σi = 0 for 1 ≤ i ≤ s and ρi = λi+1 for 2 ≤ i ≤ k − 1.







τi−1ei ⇒ τi = 0, 1 ≤ i ≤ k − 1.
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γj−1µi−j+3, 2 ≤ i ≤ s− 1 and δk = 0.
Now we consider the following change of basis:





i = fi, 2 ≤ i ≤ s.
Then we obtain
















[x, f ′1] = [x, f1 +
τk
k









Thus, we have the following multiplication table of the algebra R:
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1,
[fi, f1] = fi+1, 1 ≤ i ≤ s− 1,













[ei, x] = −iei +
k∑
j=i+2
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From the above multiplication table the following inclusions can be imme-
diately derived:
[x,NFk] ⊆ NFk, [NFk, x] ⊆ NFk, [x,NFs] ⊆ NFs, [NFs, x] ⊆ NFs.
This completes the proof of the assertion established in the theorem for this
case.
Case 3. Let α1 = 0 and γ1 6= 0. Due to symmetry of Cases 2 and 3, the
proof of the assertion of the theorem follows by applying similar arguments as
in Case 2.















































[x, e1] = e
′
1,





















ρi[ei, e1]− [e1, x] =
k∑
i=3







Therefore, α1 = 1, λ1 = −1, λ2 = σi = 0, 1 ≤ i ≤ s and ρi = λi+1, 2 ≤ i ≤
k − 1.
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i ≤ s− 1.
Finally, we obtain the following products of basis elements in the algebra
R:
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1, [fi, f1] = fi+1, 1 ≤ i ≤ s− 1,




[e1, x] = −e1 +
k∑
i=3














These products are sufficient in order to check the inclusions:
[x,NFk] ⊆ NFk, [NFk, x] ⊆ NFk, [x,NFs] ⊆ NFs, [NFs, x] ⊆ NFs.
Thus, the ideals NFk and NFs of the nilradical are also ideals of the algebra.
Now we are going to describe solvable Leibniz algebras with nilradical
NFk ⊕ NFs and with one-dimensional complementary vector space. Due to
Theorem 1.2.7 we can assume that NFk and NFs are ideals of the algebra.
Theorem 1.2.8. Let R be a solvable Leibniz algebra such that R = NFk ⊕
NFs + Q, where NFk ⊕ NFs is the nilradical of R and dimQ = 1. Let us
assume that {e1, e2, . . . , ek} is a basis of NFk, {f1, f2, . . . , fs} is a basis of
NFs and {x} is a basis of Q. Then the algebra R is isomorphic to one of the
following pairwise non-isomorphic algebras:
R(α) :

[ei, e1] = ei+1, 1 ≤ i ≤ k − 1, [fi, f1] = fi+1, 1 ≤ i ≤ s− 1,
[x, e1] = e1, [x, f1] = αf1, α 6= 0,
[ei, x] = −iei, 1 ≤ i ≤ k, [fi, x] = −iαfi, 1 ≤ i ≤ s,
R(β2, β3, . . . , βs, γ) :
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1, [fi, f1] = fi+1, 1 ≤ i ≤ s− 1,
[x, e1] = e1, [fi, x] =
s∑
j=i+1
βj−i+1fj , 1 ≤ i ≤ s,
[ei, x] = −iei, 1 ≤ i ≤ k, [x, x] = γfs.
1.2 Solvable Leibniz algebras with null-filiform nilradical 19
In the second family of algebras the first non-zero element of the vector
(β2, β3, . . . , βs, γ) can be assumed to be equal to 1.
Proof. Firstly, we note that the algebras NFk + Q and NFs + Q are not
simultaneously nilpotent. Indeed, if they are both nilpotent, then we have:
[ei, e1] ∈ 〈{ei+1, . . . , ek}〉, 1 ≤ i ≤ k − 1,
[x, e1] ∈ 〈{e2, e3, . . . , ek}〉,
[ei, x] ∈ 〈{ei+1, . . . , ek}〉, 1 ≤ i ≤ k − 1,
[fi, f1] ∈ 〈{fi+1, . . . , fs}〉, 1 ≤ i ≤ s− 1,
[x, f1] ∈ 〈{f2, f3, . . . , fs}〉,
[fj , x] ∈ 〈{fj+1, . . . , fs}〉, 2 ≤ i ≤ s− 1









[x, x] ∈ 〈{e2, e3, . . . , ek, f2, f3, . . . , fs}〉.
Therefore, R2 ⊆ {e2, e3, . . . , ek, f2, f3, . . . , fs}. Moreover, we have Ri ⊆
{ei, ei+1, . . . , ek, fi, fi+1, . . . , fs}, which implies that Rmax{k,s}+1 = {0}. Thus,
we have a contradiction to the assumption that R is not nilpotent. Hence, the
algebras NFk +Q and NFs +Q cannot be both nilpotent.
Without loss of generality, we can assume that algebra NFk + Q is non-
nilpotent.
We take the quotient algebra by ideal NFs, then R/NFs ∼= NFk + Q.
Thanks to Theorem 1.2.6, the structure of the algebra NFk + Q is known.
Namely, 
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1,
[x, e1] = e1,
[ei, x] = −iei, 1 ≤ i ≤ k.
(1.2.4)
Using the fact that NFk and NFs are ideals of R and having in mind the
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multiplication table (1.2.4), we have that:
[ei, e1] = ei+1, 1 ≤ i ≤ k − 1, [fi, f1] = fi+1, 1 ≤ i ≤ s− 1,













If α1 6= 0, then in a similar way as the Case 1 of Theorem 1.2.6 we obtain the
family of algebras R(α), where α 6= 0.
The fact that two algebras in the family R(α) with different values of
parameter α are not isomorphic can be easily determined by a general change
of basis and considering the expansion of the product [x′, f ′1] in both bases.
Now consider α1 = 0. Then by the change of basis
x′ = x− (α2f1 + α3f2 + · · ·+ αsfs−1),
we can suppose [x, f1] = 0.
From the identity {f1, f1, x} we get β1 = 0.




βm−i+1fj , 1 ≤ i ≤ s.









Consequently, γi = 0, 2 ≤ i ≤ s− 1.
Thus, we obtain the products of the family R(β2, β3, . . . , βs, γ)




βm−i+1fm, 1 ≤ i ≤ s,
[x, x] = γsfs.
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Now we are going to study the isomorphism inside the family
R(β2, β3, . . . , βs, γ).
Taking into account that, under general basis transformation, the products
(1.2.5) should not be changed, we conclude that it is sufficient to take the
following change of basis:






























































i+1, k = 2, 3, . . . , s.



















It is easy to see that by choosing an adequate value for the parameter A1, then
the first non-zero element of the vector (β2, β3, . . . , βs, γ) can be assumed to
be equal to 1.
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Therefore, two algebras R(β2, β3, . . . , βs, γ) and R(β′2, β′3, . . . , β′s, γ′) with
different set of parameters are not isomorphic.
For given parameters α and β2, β3, . . . , βs, γ, the algebras R(α) and
R(β2, β3, . . . , βs, γ) are not isomorphic because
k + s = dimR(α)2 6= dimR(β2, β3, . . . , βs, γ)2 = k + s− 1.
Remark 1.2.9. In the case when all the coefficients (β2, β3, . . . , βs, γ) are equal
to zero we have the split algebra (NFk+Q)⊕NFs. Therefore, in the non-split
case, we can always assume that (β2, β3, . . . , βs, γ) 6= (0, 0, 0, . . . , 0).
Now, by an induction process, we are going to generalize Theorem 1.2.8 to
the case when the nilradical is a direct sum (greater than 2) of several copies
of null-filiform ideals.
Theorem 1.2.10. Let R be a solvable Leibniz algebra such that R = NFn1 ⊕
NFn2 ⊕ · · · ⊕ NFns + Q, where NFn1 ⊕ NFn2 ⊕ · · · ⊕ NFns is the nilradical
of R and dimQ = 1. There exist p, q ∈ N with p 6= 0 and p + q = s, a basis




2 , . . . , f
k
nk
} of NFnp+k ,
for 1 ≤ k ≤ q, and a basis {x} of Q such that the multiplication table of the







i+1, 1 ≤ i ≤ nj − 1,
[fki , f
k
1 ] = f
k
i+1, 1 ≤ i ≤ nk − 1,
[x, ej1] = δ
jej1, δ
j 6= 0





m, 1 ≤ i ≤ nk,
[eji , x] = −iδ






where 1 ≤ j ≤ p, 1 ≤ k ≤ q and δ1 = 1. Moreover, the first non-zero
component of the vectors (βk2 , β
k
3 , . . . , β
k
nk
, γk) can be assumed to be equal to 1.
Moreover, the algebras are pairwise non-isomorphic.
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Proof. By induction on s:
If s = 1, then p = 1, q = 0, so R1,0 is the algebra given in Theorem 1.2.6.
If s = 2, then we have two cases: either p = 2, q = 0 or p = 1, q = 1, which
were considered in Theorem 1.2.7. Namely, we have two families of algebras:
R(α), which corresponds to R2,0, and R(β2, β3, . . . , βs, γ), which corresponds
to R1,1.
Let us assume that the theorem is true for s and we shall prove it for s+1.
Let R = NFn1⊕NFn2⊕· · ·⊕NFns⊕NFns+1+Q. We consider the quotient
algebra by NFns+1 , i.e. R/NFns+1 ∼= NFn1 ⊕ NFn2 ⊕ · · · ⊕ NnFs + Q. Then
we get the multiplication table given in (1.2.6).
Note that the multiplication table for the algebra R can be obtained from
(1.2.6) by adding the products
[es+1i , e
s+1
1 ] = e
s+1
i+1 , 1 ≤ i ≤ ns+1 − 1,






















1 ] = e
s+1
i+1 , 1 ≤ i ≤ ns+1 − 1,





[es+1i , x] = −iα
s+1es+1i , 1 ≤ i ≤ ns+1.
Therefore we get the algebra Rp+1,q.
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If αs+11 = 0, then by similar arguments as in Theorem 1.2.8, we obtain
[es+1i , e
s+1
1 ] = e
s+1
i+1 , 1 ≤ i ≤ ns+1 − 1,











Setting f q+1i−1 = e
s+1
i−1 we get the family of algebras Rp,q+1.
The proof that two algebras of the family Rp,q with different values of
parameters are not isomorphic is carrying out in a similar way as in the proof
of Theorem 1.2.8.
In fact, due to Theorem 1.2.2, the complementary vector space, in the case
when the nilradical of a solvable Leibniz algebra is a direct sum of s copies of
null-filiform ideals, has dimension not grater than s. By taking direct sum of
ideals NFi + Qi and NFk ⊕ · · · ⊕ NFs, where 1 ≤ i ≤ k − 1, k ≤ s, we can
construct a solvable Leibniz algebra whose nilradical is NF1 ⊕ · · · ⊕NFs and
whose complementary vector space is k-dimensional for each k (k ≤ s).
1.3 Solvable Leibniz algebras with triangular nilrad-
ical
We denote by L(n, f) a set of all non-nilpotent solvable Leibniz algebras with
nilradical T (n) and a complementary vector space 〈X1, X2, . . . , Xf 〉.
Using notations (1.1.1) we have
RXα(N) = A
αN, LXα(N) = B
αN,
where Aα = (aαij,pq) and B
α = (bαij,pq), 1 ≤ i < j ≤ n, 1 ≤ p < q ≤ n.
Since the proof of the assertions concerning the elements of the matrix Aα
in Lemma 1.1.16 uses only the property of derivation, one can check that it
obviously extends to our case of Leibniz algebras. For the matrix Bα however,
we have the next result.
Lemma 1.3.1. The following relations hold:
bαij,pq = −aαij,pq, i+ 1 < j, (p, q) 6= (1, n).
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Proof. From Lemma 1.1.16 we conclude
[N12, X




α] = aαi(i+1),i(i+1)Ni(i+1) + a
α
i(i+1),1nN1n, 2 ≤ i ≤ n− 2,
[N(n−1)n, X







aαp(p+1),p(p+1)Nij , i+ 1 < j.
It is easy to see that [Xα, N12] + [N12, Xα] belongs to the right annihilator
of the algebra of L(n, f). From the chain of equalities
0 = [N12, [X

















we deduce bα12,2j = 0, 3 ≤ j ≤ n− 1, and bα12,2n = −aα12,2n.
Similarly, from
0 = [N1i, [X







bαijN1j , i > 2,
we derive bα12,ij = 0, 2 < i < j ≤ n.
From the equality
0 = [Ni(i+1), [X
α, N12] + [N12, X
α]], i ≥ 2,
we get
bα12,12 = −aα12,12, bα12,1i = 0, 3 ≤ i ≤ n− 1.
Therefore, we obtain
[Xα, N12] = −aα12,12N12 − aα12,2nN2n + bα12,1nN1n.
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Applying analogous argumentations as we used above for the products with
k ≥ 2,
[N1k, [X
α, Ni(i+1)] + [Ni(i+1), X
α]],
[Ni(i+1), [X
α, Ni(i+1)] + [Ni(i+1), X
α]], 2 ≤ i ≤ n− 2,
[N1k, [X
α, N(n−1)n] + [N(n−1)n, X
α]],
[Ni(i+1), [X
α, N(n−1)n] + [N(n−1)n, X
α]],
[N1k, [X
α, Nij ] + [Nij , X
α]],
[Ni(i+1), [X
α, Nij ] + [Nij , X
α]], 1 < j − i < n− 1,
[N1k, [X
α, N1n] + [N1n, X
α]],
[Ni(i+1), [X
α, N1n] + [N1n, X
α]],
we obtain
[Xα, Ni(i+1)] = −aαi(i+1),i(i+1)Ni(i+1) + b
α
i(i+1),1nN1n, 2 ≤ i ≤ n− 2,









ij,1nN1n, 1 < j − i < n− 1,
[Xα, N1n] = b
α
1n,1nN1n.
From the chain of equalities
[Xα, N1n] = [X
α, [N12, N2n]] = [[X
α, N12], N2n]− [[Xα, N2n], N12]
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By induction on j we will prove
[Xα, Ni(i+j)] = −
i+j−1∑
p=i
aαp(p+1),p(p+1)Ni(i+j), j − i ≥ 2. (1.3.1)
The base of induction ensures the equalities
[Xα, Ni(i+2)] = [X
α, [Ni(i+1), N(i+1)(i+2)]] = [[X
α, Ni(i+1)], N(i+1)(i+2)]
−[[Xα, N(i+1)(i+2)], Ni(i+1)] = −
i+1∑
p=i
aαp(p+1),p(p+1)Ni(i+2), 1 ≤ i ≤ n− 2.
Let us suppose that (1.3.1) holds for j and we will show it for j + 1.
For i+ j + 1 ≤ n− 1 we have
[Xα, Ni(i+j+1)] = [X
α, [Ni(i+j), N(i+j)(i+j+1)]]










The following chain of equalities complete the proof of equality (1.3.1)
[Xα, Nin] = [X
α, [Ni(n−1), N(n−1)n]] = [[X
α, Ni(n−1)], N(n−1)n]




− [−aα(n−1)n,(n−1)nN(n−1)n − a
α
(n−1)n,1(n−1)N1(n−1)
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Therefore, we obtain
[Xα, N12] = −aα12,12N12 − aα12,2nN2n + bα12,1nN1n,
[Xα, Ni(i+1)] = −aαi(i+1),i(i+1)Ni(i+1) + b
α
i(i+1),1nN1n, 2 ≤ i ≤ n− 2,




[Xα, Nij ] = −
j−1∑
p=i
aαp(p+1),p(p+1)Nij , j > i+ 1.
Comparison of the above products with notations in (1.1.1) completes the
proof of lemma.
Moreover, we could clarify the product [Xα, Xβ].




α, Xβ]] = [[N12, X
α], Xβ]− [[N12, Xβ], Xα]
= [aα12,12N12 + a
α
12,2nN2n, X










































On the other hand,
[N12, [X
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Comparing coefficients at the basis elements we derive
σαβ2i = 0, 3 ≤ i ≤ n.
For 2 ≤ i ≤ n− 2 we consider the chain of equalities
[Ni(i+1), [X
α, Xβ]] = [[Ni(i+1), X




































On the other hand,
[Ni(i+1), [X

















js = 0, 1 ≤ k ≤ i− 1, 2 ≤ i ≤ n− 2,
3 ≤ j ≤ n− 1, j + 1 ≤ s ≤ n
and
[Xα, Xβ] = σαβ1(n−1)N1(n−1) + σ
αβ
1nN1n.
Similar arguments for the products
[N(n−1)n, [X
α, Xβ]]
yield σαβ1(n−1) = 0, which completes the proof of the lemma. For convenience
let us omit the lower indexes of σαβ1n .
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Let us resume the obtained products of the basis elements. For 1 ≤ α ≤ f
we have
[N12, X




α] = aαi(i+1),i(i+1)Ni(i+1) + a
α
i(i+1),1nN1n, 2 ≤ i ≤ n− 2,
[N(n−1)n, X







aαp(p+1),p(p+1)Nij , j > i+ 1,
[Xα, N12] = −aα12,12N12 − aα12,2nN2n + bα12,1nN1n,
[Xα, Ni(i+1)] = −aαi(i+1),i(i+1)Ni(i+1) + b
α
i(i+1),1nN1n, 2 ≤ i ≤ n− 2,




[Xα, Nij ] = −
j−1∑
p=i
aαp(p+1),p(p+1)Nij , j > i+ 1,
[Xα, Xβ] = σαβN1n,













Note that for solvable non-Lie Leibniz algebras of the set L(n, f) the fol-
lowing equality holds
[Xγ , N1n] = [N1n, X
γ ] = 0, 1 ≤ γ ≤ f. (1.3.2)
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Indeed, if we assume the contrary, then taking into account that
[Xγ , N1n] = −[N1n, Xγ ] we can assume [Xγ , N1n] 6= 0 for some γ ∈ {1, . . . , f}.
Simplifying the following products using the Leibniz identity
[Xγ , [N12, X
α] + [Xα, N12]], [X
γ , [Ni(i+1), X
α] + [Xα, Ni(i+1)]],
[Xγ , [N(n−1)n, X
α] + [Xα, N(n−1)n]], [X
γ , [Xα, Xβ] + [Xβ, Xα]],









Thus we get a Lie algebra, which is a contradiction.
Corollary 1.3.3. For a Leibniz algebra of the set L(n, 1), the matrices of the
left and right multiplication operators, A = (aij,pq) and B = (bij,pq), have the
following properties:
(1) The maximum number of off-diagonal elements of the matrix A is n− 1;
(2) The maximum number of off-diagonal elements of the matrix B is n+1.
Theorem 1.3.4. A solvable Leibniz algebra of the set L(n, n − 1) is a Lie
algebra.
Proof. Making suitable change of basis we can assume that operator RX1 acts
as follows
[N12, X








1] = N1j , j > 2.
Since [N1n, X1] = N1n, then from Equation (1.3.2) it follows that the alge-
bra is a Lie algebra.
So, we present a description of solvable Leibniz algebras with nilradical
T (n). Moreover, in the case of maximal possible dimension we show that this
algebra is a Lie algebra.
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Now we give an illustration for low dimensions of solvable Leibniz algebras
with nilradical T (n). Note that the Lie algebra T (3) is nothing else but the
Heisenberg algebra h1. Solvable Leibniz algebras with Heisenberg nilradical
were described in [14]. Therefore, we give the description of solvable Leibniz
algebras with nilradical T (4).
We know that the complementary vector space to the nilradical T (4) has
dimension less than four. In case when dimension of the complementary space
is equal to 3 we obtain a Lie algebra (see Theorem 1.3.4), which falls into the
classification already obtained in [55]. So, we will consider the dimension of
the complementary vector space to be equal to 1 and 2.
The Leibniz algebras L(4, 1).
From previous section we have that the algebra L(4, 1) admits a basis
{N12, N23, N34, N13, N24, N14, X} in which the multiplication table has the fol-
lowing form:
[N12, X] = a12,12N12 + a12,24N24,
[X,N12] = −a12,12N12 − a12,24N24 + b12,14N14,
[N23, X] = a23,23N23 + a23,14N14,
[X,N23] = −a23,23N23 + b23,14N14,
[N34, X] = −(a12,12 + a23,23)N34 + a34,13N13,
[X,N34] = (a12,12 + a23,23)N34 − a34,13N13 + b34,14N14,
[N13, X] = −[X,N13] = (a12,12 + a23,23)N13,




a12,12b12,14 = a23,23(a23,14 + b23,14) = (a12,12 + a23,23)b34,14 = 0.
Since L(4, 1) is a non-nilpotent Leibniz algebra we conclude
(a12,12, a23,23) 6= (0, 0).
Case 1. Let a12,12 = 0. Then a23,23 6= 0, b23,14 = −a23,14 and b34,14 = 0.
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the multiplication (1.3.3) transforms into
[N12, X] = a12,24N24, [X,N12] = −a12,24N24 + b12,14N14,
[N23, X] = −[X,N23] = N23, [N34, X] = −[X,N34] = −N34,
[N13, X] = −[X,N13] = N13, [X,X] = σ14N14,
where (b12,14, σ14) 6= (0, 0).
Case 2. If a12,12 6= 0, then b12,14 = 0. Taking by the scaling X ′ = 1a12,12X,
we can assume a12,12 = 1.
Subcase 2.1. Let a23,23 = 0. Then b34,14 = 0.
Applying the change of basis









the products (1.3.3) simplify to the following:
[N12, X] = −[X,N12] = N12, [N34, X] = −[X,N34] = −N34,
[N13, X] = −[X,N13] = N13, [N24, X] = −[X,N24] = −N24,
[N23, X] = a23,14N14, [X,N23] = b23,14N14,
[X,X] = σ14N14,
where (a23,14 + b23,14, σ14) 6= (0, 0).
Subcase 2.2. Let a23,23 6= 0. Then b23,14 = −a23,14.
Subcase 2.2.1. Let a23,23 = −1. Then substituting




we derive to an algebra with the following multiplication table:
[N12, X] = −[X,N12] = N12, [N23, X] = [X,N23] = −N23,
[N34, X] = a34,13N13, [X,N34] = −a34,13N13 + b34,14N14,
[N24, X] = −[X,N24] = −N24, [X,X] = σ14N14,
where (b12,14, σ14) 6= (0, 0).
Note that by permuting the indexes of the basis elements of the above
algebra one obtains an algebra from Case 1.
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Subcase 2.2.2. Let a23,23 6= −1. Then b34,14 = 0.
Setting














24 = σ14N24, N
′
14 = σ14N14,
we get an algebra with the following table of multiplications:
[N23, X] = −[X,N23] = a23,23N23, [N12, X] = −[X,N12] = N12,
[N34, X] = −[X,N34] = −(1 + a23,23)N34, [N24, X] = −[X,N24] = −N24,
[N13, X] = −[X,N13] = (1 + a23,23)N13, [X,X] = N14,
where (1 + a23,23)a23,23 6= 0.
Non-isomorphisms of obtained algebras can be easily established by con-
sidering the dimensions of derived series of the algebras.
Thus, the following theorem is proved.
Theorem 1.3.5. An arbitrary non-Lie Leibniz algebra of the set L(4, 1) is
isomorphic to one of the following pairwise non-isomorphic algebras:
L1 :
[N12, X] = a12,24N24, [X,N12] = −a12,24N24 + b12,14N14,
[N23, X] = −[X,N23] = N23, [N34, X] = −[X,N34] = −N34,
[N13, X] = −[X,N13] = N13, [X,X] = σ14N14,
where (b12,14, σ14) 6= (0, 0).
L2 :
[N12, X] = −[X,N12] = N12, [N34, X] = −[X,N34] = −N34
[N13, X] = −[X,N13] = N13, [N24, X] = −[X,N24] = −N24,
[N23, X] = a23,14N14, [X,N23] = b23,14N14,
[X,X] = σ14N14,
where (a23,14 + b23,14, σ14) 6= (0, 0).
L3 :
[N23, X] = −[X,N23] = a23,23N23,
[N12, X] = −[X,N12] = N12,
[N34, X] = −[X,N34] = −(1 + a23,23)N34,
[N24, X] = −[X,N24] = −N24,
[N13, X] = −[X,N13] = (1 + a23,23)N13,
[X,X] = N14,
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where (1 + a23,23)a23,23 6= 0.
The Leibniz algebras L(4, 2).
Classification of Leibniz algebras in this set is presented in the following
theorem.
Theorem 1.3.6. An arbitrary non-Lie Leibniz algebra of the set L(4, 2) admits
a basis {N12, N23, N34, N13, N24, N14, X1, X2} in which the multiplication table
has the following form:
[N12, X
1] = −[X1, N12] = N12, [N34, X1] = −[X1, N34] = −N34,
[N13, X
1] = −[X1, N13] = N13, [N24, X1] = −[X1, N24] = −N24,
[N23, X
2] = −[X2, N23] = N23, [N34, X2] = −[X2, N34] = −N34,
[N13, X
2] = −[X2, N13] = N13, [X1, X1] = σ11N14,
[X2, X2] = σ22N14, [X
1, X2] = σ12N14,
[X2, X1] = σ21N14.
Proof. From Lemmas 1.3.1 and 1.3.2 we have
[N12, X
1] = a112,12N12 + a
1
12,24N24,
[X1, N12] = −a112,12N12 − a112,24N24 + b112,14N14,
[N23, X
1] = a123,23N23 + a
1
23,14N14,
[X1, N23] = −a123,23N23 + b123,14N14,
[N34, X
1] = −(a112,12 + a123,23)N34 + a134,13N13,




23,23)N34 − a134,13N13 + b134,14N14,
[N13, X
1] = −[X1, N13] = (a112,12 + a123,23)N13,
[N24, X
1] = −[X1, N24] = −a112,12N24,
[N12, X
2] = a212,12N12 + a
2
12,24N24,
[X2, N12] = −a212,12N12 − a212,24N24 + b212,14N14,
[N23, X
2] = a223,23N23 + a
2
23,14N14,
[X2, N23] = −a223,23N23 + b223,14N14,
[N34, X
2] = −(a212,12 + a223,23)N34 + a234,13N13,




23,23)N34 − a234,13N13 + b234,14N14,
[N13, X
2] = −[X2, N13] = (a212,12 + a223,23)N13,
[N24, X
2] = −[X2, N24] = −a212,12N24,































































1] = −[X1, N12] = N12 + a112,24N24








2] = −[X2, N23] = N23 + a223,14N14,
[N13, X
1] = −[X1, N13] = N13,
[X2, N12] = −a212,24N24 + b212,14N14,
[N24, X
1] = −[X1, N24] = −N24,
[N34, X
2] = −[X2, N34] = −N34 + a234,13N13,
[N13, X
2] = −[X2, N13] = N13.
Applying the Leibniz identity to the following triples of elements:













Finally, taking the basis transformation:





23 = N23 + a
2
23,14N14,
we obtain the multiplication table listed in the assertion of the theorem.
Chapter 2
Solvable Leibniz algebras with
naturally graded filiform
nilradicals
All solvable Lie algebras whose nilradical is naturally graded filiform Lie alge-
bra nn,1 are classified in [52]. Further, solvable Lie algebras whose nilradical
is naturally graded filiform Lie algebra Q2n are classified in [4].
We give the classifications of solvable non-Lie Leibniz algebras whose nil-
radical are naturally graded filiform Lie and naturally graded filiform non-Lie
Leibniz algebras, separately.
2.1 Solvable Leibniz algebras with naturally graded
filiform Lie nilradicals
It is proved that the dimension of a solvable Lie algebra whose nilradical is
isomorphic to an n-dimensional naturally graded filiform Lie algebra is not
greater than n+ 2. Below, we present its classification.
In order to agree with the multiplication tables of algebras in Theo-
rems 1.1.8 and 1.1.9, we make the following change of basis in the classification
of [52]:
e′i = en+1−i, 1 ≤ i ≤ n, x = −f.
We also use different notation to denote the algebras that appear in [52].
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Theorem 2.1.1 ( [52]). There are three types of solvable Lie algebras of dimen-
sion (n+ 1) whose nilradical is isomorphic to nn,1 (n ≥ 4). The isomorphism
classes in the basis {e1, . . . , en, x} are represented by the following algebras:
Sn+1(α, β) :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,




ei, 2 ≤ i ≤ n,
[e1, x] = −[x, e1] = αe1.
The mutually non-isomorphic algebras of this type are Sn+1,1(β) = Sn+1(1, β)
(depending on the value of β, in this case there are three different classes,
β = 0, β = n− 2 and β /∈ {0, n− 2}) and Sn+1,2 = Sn+1(0, 1).
Sn+1,3 :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,
[ei, x] = −[x, ei] = (i− 1) ei, 2 ≤ i ≤ n,
[e1, x] = −[x, e1] = e1 + e2.
Sn+1,4(α3, α4, . . . , αn−1) :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,
[ei, x] = −[x, ei] = ei +
n∑
l=i+2
αl+1−i el, 2 ≤ i ≤ n,
where at least one αi satisfies αi 6= 0 and the first non-vanishing parameter
{α3, . . . , αn−1} can be assumed to be equal to 1.
Theorem 2.1.2 ( [52]). There exists only one class of solvable Lie alge-
bras of dimension n + 2 with nilradical nn,1. It is represented by a basis
{e1, e2, . . . , en, x, y} and the Lie brackets are
Sn+2 :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,
[ei, x] = −[x, ei] = (i− 2) ei, 2 ≤ i ≤ n,
[e1, x] = −[x, e1] = e1,
[ei, y] = −[y, ei] = ei, 2 ≤ i ≤ n.
Now we recall the classification given in [4] after the following change of
basis:
e′1 = −e1, x′ = −Y1, y′ = −Y2.
Concerning solvable Lie algebras with nilradical Q2n we present the follow-
ing proposition.
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Proposition 2.1.3 ( [4]). Any solvable Lie algebra of dimension 2n+1 with
nilradical isomorphic to Q2n is isomorphic to one of the following algebras:
Q2n+1,1(α) :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)i e2n, 2 ≤ i ≤ n,
[e1, x] = −[x, e1] = e1,
[ei, x] = −[x, ei] = (i− 2 + α) ei, 2 ≤ i ≤ 2n− 1,
[e2n, x] = −[x, e2n] = (2n− 3− 2α) e2n.
Q2n+1,2 :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)i e2n, 2 ≤ i ≤ n,
[e1, x] = −[x, e1] = e1 + ε e2n, ε = 0, 1,
[ei, x] = −[x, ei] = (i− n) ei, 2 ≤ i ≤ 2n− 1,
[e2n, x] = −[x, e2n] = e2n.
Q2n+1,3(α) :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)i e2n, 2 ≤ i ≤ n,






0 ≤ i ≤ 2n− 6,
[e2n−i, x] = −[x, e2n−i] = e2n−i, i = 1, 2, 3,
[e2n, x] = −[x, e2n] = 2 e2n.
Proposition 2.1.4 ( [4]). For any n ≥ 3 there is unique (2n+2)-dimensional
solvable Lie algebra having a nilradical isomorphic to Q2n:
[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)i e2n, 2 ≤ i ≤ n,
[ei, x] = −[x, ei] = i ei, 1 ≤ i ≤ 2n− 1,
[e2n, x] = −[x, e2n] = (2n+ 1) e2n,
[ei, y] = −[y, ei] = ei, 1 ≤ i ≤ 2n− 1,
[e2n, y] = −[y, e2n] = 2 e2n.
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It is not difficult to see that if R is a solvable non-Lie Leibniz algebra with
nilradical isomorphic to either the algebra nn,1 or Q2n, then the dimension of
R is also not greater than n+ 2 and 2n+ 2, respectively.
Let nn,1 or Q2n be the nilradical of a solvable Leibniz algebra R. Since the
ideal I = 〈{[x, x] | x ∈ R}〉 is contained in Annr(R), then I is abelian, hence
it is contained in the nilradical. Taking into account the multiplication in nn,1
(respectively, in Q2n) we conclude that I = 〈{en}〉.
Since an (n+1)-dimensional algebra R is solvable, then the quotient algebra
R/I is also a solvable Lie algebra. Below we consider the case of nilradical
isomorphic to nn,1 The lists of tables of multiplications of R are given in
Theorems 2.1.1 and 2.1.2.
Case nn,1. Let us assume that R has dimension n+ 1, then the multipli-
cation table in R consists the same products as in Sn+1,i, (i = 1, 2, 3, 4), except
the following products:
[e1, x] = α1e1 + γ4en, [e2, x] = β1e2 + γ5en,
[x, e1] = −α1e1 + γ1en, [x, e2] = −β1e2 + γ2en, [x, x] = γ3en,
where (γ1 + γ4, γ2 + γ5, γ3) 6= (0, 0, 0).
Taking the change of basis
e′1 = α1 e1 + γ4 en, e
′
2 = β1 e2 + γ5 en
we can assume γ4 = γ5 = 0, i.e., [e1, x] = α e1 and [e2, x] = β1 e2.
It is not difficult to see that, for the omitted products, the antisymmetric
identity holds, i.e.{
[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,
[ei, x] = −[x, ei], 3 ≤ i ≤ n.
We have [en, x] = 0, because of 0 = [x, en] = −[en, x].
Consider












= −(n− 2 + β) en.
In the list of Theorem 2.1.1 only the algebra Sn+1,1(β) is representative of
the class for which the equality [en, x] = 0 holds. This class corresponds to
β = 2− n.
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Therefore, in the case of dimR = n + 1 whose nilradical is nn,1, we have
the following family:
Rn+1,1(γ1, γ2, γ3) :

[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ n− 1,
[e1, x] = e1,
[x, e1] = −e1 + γ1 en,
[e2, x] = (2− n) e2,
[x, e2] = (n− 2) e2 + γ2 en,
[ei, x] = −[x, ei] = (i− n) ei, 3 ≤ i ≤ n− 1,
[x, x] = γ3 en,
where (γ1, γ2, γ3) 6= (0, 0, 0).
Applying the Leibniz identity and the multiplication table of the algebra in
Theorem 2.1.2, we conclude that solvable non-Lie Leibniz algebras of dimension
n+ 2 with nilradical nn,1 do not exist.
Theorem 2.1.5. Any (n+1)-dimensional solvable Leibniz algebra with nilradi-
cal nn,1 is isomorphic to one of the following pairwise non-isomorphic algebras:
Rn+1,1(0, 0, 1), Rn+1,1(0, 1, 0), Rn+1,1(1, 1, 0), Rn+1,1(1, 0, 0).


























(A1Bj+2−i −B1Aj+2−i) ej , 3 ≤ i ≤ n.
From the equalities
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we have B1 = 0.
Consider the multiplications
[e′1, x
′] = A1De1 −D
n−1∑
i=2








Ai−1C1 −A1Ci−1 − (n− i)AiD
)
ei
+ (An−1C1 −A1Cn−1) en.
On the other hand, we have
[e′1, x




Comparing the coefficients at the basis elements we derive:
D = 1, A2 = 0, Ai+1 =
A1Ci −AiC1
i− n− 1
, 2 ≤ i ≤ n− 2,

































, 3 ≤ i ≤ n.









′, x′] = (γ3 + C1γ1 + C2γ2) en,
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and thus
γ′3 =
γ3 + C1γ1 + C2γ2
An−21 B2
.
With a similar argument, we obtain
−e′1 +An−21 B2γ
′













Now we shall consider the possible cases of the parameters {γ1, γ2, γ3}.
Case 1. Let γ1 = 0. Then γ′1 = 0.
If γ2 = 0, then γ′2 = 0 and γ′3 =
γ3
An−21 B2
6= 0. Putting B2 = γ3An−21
, then we
have γ′3 = 1, and thus the algebra is Rn+1,1(0, 0, 1).
If γ2 6= 0, then putting A1 = n−2
√
γ2 and C2 = −γ3γ2 , we get γ
′
2 = 1 and
γ′3 = 0, i.e. we obtain the algebra Rn+1,1(0, 1, 0).
Case 2. Let γ1 6= 0. Then setting B2 = γ1An−31
and C1 = −γ3+C2γ2γ1 , we get:





, γ′3 = 0.
If γ2 6= 0, then putting A1 = n−2
√
γ2 we have γ′2 = 1, and thus we obtain
the algebra Rn+1,1(1, 1, 0).
If γ2 = 0, then we get the algebra Rn+1,1(1, 0, 0).
Case Q2n. Applying the Leibniz identity, we easily conclude that the
solvable non-Lie Leibniz algebras with nilradical Q2n exist only in the case of
dimR = 2n+ 1 and they are isomorphic to Q2n+1,1(α) with α = 2n−32 . Thus,




[ei, e1] = −[e1, ei] = ei+1, 2 ≤ i ≤ 2n− 2,
[ei, e2n+1−i] = −[e2n+1−i, ei] = (−1)i e2n, 2 ≤ i ≤ n,
[e1, x] = e1,





[x, e2] = −
2n− 3
2
e2 + γ2 en,
[ei, x] = −[x, ei] =
2n+ 2i− 7
2
ei, 3 ≤ i ≤ 2n− 1,
[x, x] = γ3 en,
where (γ1, γ2, γ3) 6= (0, 0, 0).
Theorem 2.1.6. Any (2n + 1)-dimensional solvable Leibniz algebra with nil-
radical Q2n is isomorphic to one of the following pairwise non-isomorphic al-
gebras:
R2n+1,1(0, 0, 1), R2n+1,1(0, 1, 0), R2n+1,1(1, 1, 0), R2n+1,1(1, 0, 0).














where (a1b2 − b1a2)d 6= 0, while the other elements of the new basis (i.e.
e′i, 3 ≤ i ≤ 2n) are obtained as products of the above elements.
The multiplication table in this new basis implies the following restrictions
on the coefficients:
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Case 1. Let γ1 = 0, then γ′1 = 0,
If γ2 = 0, then γ′2 = 0 and γ′3 =
γ3
an−21 b2





have that γ′3 = 1 and the algebra R2n+1,1(0, 0, 1).
If γ2 6= 0, then putting b2 = γ2a2n−31
and c2 = −γ3γ2 we get γ
′
2 = 1, and γ′3 = 0,
i.e. we obtain the algebra R2n+1,1(0, 1, 0).




and c1 = −γ3+c2γ2γ1 we get:







If γ2 6= 0, then setting a1 = n−1
√√
γ1γ2, we derive γ′2 = 1, and thus we
obtain the algebra R2n+1,1(1, 1, 0).
If γ2 = 0, then we get the algebra R2n+1,1(1, 0, 0).
2.2 Solvable Leibniz algebras with nilradical F 1n
In the following proposition we describe the derivations of the algebra F 1n .
Proposition 2.2.1. Any derivation of the algebra F 1n has the following matrix
form:
α1 α2 α3 α4 . . . αn−1 αn
0 α1 + α2 α3 α4 . . . αn−1 β
0 0 2α1 + α2 α3 . . . αn−2 αn−1




... . . .
...
...
0 0 0 0 . . . 0 (n− 1)α1 + α2

.
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From the equality
0 = d([e1, e2]) = [d(e1), e2] + [e1, d(e2)] = β1 e3,
we get β1 = 0.
Further, we have




On the other hand,




Therefore, β2 = α1 + α2, βi = αi, 3 ≤ i ≤ n− 1.
Applying the property of derivation to the products [ei, e1] = ei+1 and by
an induction on i, it is easy to get that the following equalities for 3 ≤ i ≤ n:
d(ei) =
(





αj−i+2 ej , 3 ≤ i ≤ n.
From Proposition 2.2.1 we conclude that the number of nil-independent
outer derivations of the algebra F 1n is equal to two. Therefore, we have that
any solvable Leibniz algebra whose nilradical is F 1n has dimension either n+1
or n+ 2.
Below, we present the description of such Leibniz algebras when their di-
mension is equal to n+ 1.
Theorem 2.2.2. An arbitrary (n+1)-dimensional solvable Leibniz algebra with




[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1 − e2,
[e1, x] = e1,
[ei, x] = (i− 1)ei, 2 ≤ i ≤ n,
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R2(α) :

[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1,
[e1, x] = e1,
[ei, x] = (i− 1 + α) ei, 2 ≤ i ≤ n,
R3 :

[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1,
[e1, x] = e1,
[ei, x] = (i− n) ei, 2 ≤ i ≤ n,
[x, x] = en.
R4 :

[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1,
[e1, x] = e1 + en,
[ei, x] = (i+ 1− n) ei, 2 ≤ i ≤ n,
[x, x] = −en−1.
R5(α4, . . . , αn) :

[e1, e1] = e3,
[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,




[ei, x] = ei +
n∑
j=i+2
αj−i+2 ej , 2 ≤ i ≤ n.
Moreover, the first non-vanishing parameter {α4, . . . , αn} in the algebras
R5(α4, . . . , αn), can be scaled to 1.
Proof. From Theorem 1.1.9 and arguments after Proposition 2.2.1 we deduce
that there exists a basis {e1, e2, . . . , en, x} such that the multiplication table
of the algebra F 1n is completed with the products coming from Rx|F1n (ei), 1 ≤
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αi ei, [e2, x] = (α1 + α2) e2 +
n−1∑
i=3
αi ei + β en,
[ei, x] =
(





αj−i+2 ej , 3 ≤ i ≤ n.




βi ei, [x, e2] =
n∑
i=1




From the chain of equalities

































= 0, then γ1 = 0.
The identity {e1, x, e1} implies β1 = −α1.
Applying the Leibniz identity to the elements of the form {x, x, e2} and
{x, e2, x}, we conclude: {(
(n− 1)α1 + α2
)
γn = 0,
(n− 2)α1γn = 0.
Note that γn = 0
(
otherwise α1 = α2 = 0 and then we get a contradiction
with the non-nilpotency of the derivation D (see Proposition 2.2.1)
)
.
Now we are going to consider the possible cases of the parameters α1 and
α2.
Case 1. Let α1 6= 0.
Case 1.1. Let α1 6= β2. Then taking the following change of basis:
x′ = − 1
α1















, 2 ≤ i ≤ n,
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we obtain
[e1, e1] = e3, [e1, x] =
n∑
i=1
µi ei, [ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = e1, [e2, x] =
n∑
i=1







































= µ1 e3 + (µ1 + µ2) e3 +
n−1∑
i=3

























The comparison of both right-hand sides implies:
η2 = µ1 + µ2, ηi = µi, 3 ≤ i ≤ n− 1,
this means:
[e2, x] = (µ1+µ2) e2+
n−1∑
i=3




Now we shall prove the following equalities by an induction on i:
[ei, x] =
(





µj−i+2 ej , 3 ≤ i ≤ n. (2.2.1)
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Obviously, the equality holds for i = 3. Let us assume that the equality holds













= µ1 ei+1 +
(










so the induction proves the equalities (2.2.1) for any i, 3 ≤ i ≤ n.
Applying the Leibniz identity to the triples of elements {e1, x, e1},
{e1, x, x}, {x, e1, x}, we deduce that:
µ1 = −1, µ2 = θ1 = 0, θi = µi+1, 2 ≤ i ≤ n− 1.
Below, we summarize the multiplication table of the algebra
[e1, e1] = e3
[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,




[e2, x] = −e2 +
n−1∑
i=3
µi ei + ηn en,
[ei, x] = −(i− 1) ei +
n∑
j=i+1
µj−i+2 ej , 3 ≤ i ≤ n,
[x, e1] = e1, [x, x] =
n−1∑
i=2
µi+1 ei + θn en.
Let us take the change of basis in the following form:
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e′i = ei +
n∑
j=i+1




Ai+1ei +Ben + x,
where
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[e′2, x














































































































































With a similar induction as the given for Equations (2.2.1), it is easy to
check that the following equalities hold:
[ei, x] = −(i− 1) ei, 3 ≤ i ≤ n.
Thus, we obtain the following multiplication table:
[e1, e1] = e3, [ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = e1, [e1, x] = −e1,
[e2, x] = −e2 + ηen, [ei, x] = −(i− 1)ei, 3 ≤ i ≤ n.
If η 6= 0, then by taking the change of basis




we get η′ = 0.
Finally, by applying the change of basis x′ = −x and e′1 = e1 − e2, we get
the algebra R1.
Case 1.2. Let α1 = β2. Then by taking the following change of basis:
e′1 = e1 − e2, e′i = ei, 2 ≤ i ≤ n,
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we can assume that the multiplication table is the following
[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,




[e1, x] = α1e1 + (αn − β)en,

























and renaming the parameters, we get
F :

[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1,
[e1, x] = e1 + βen,




[ei, x] = (i− 1 + α2)ei +
n∑
j=i+1





Making the change of basis
x′ = x, e′1 = e1, e
′
i = ei +
n∑
j=i+1
Aj−i+2ej , 2 ≤ i ≤ n,
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where




















and applying the Leibniz identity, we obtain the family of algebras
F (α, β, γ) :

[ei, e1] = ei+1, 2 ≤ i ≤ n− 1,
[x, e1] = −e1,
[e1, x] = e1 + βen,
[ei, x] = (i− 1 + α)ei, 2 ≤ i ≤ n,
[x, x] = −βen−1 + γen.
Below, we shall investigate the isomorphism inside the family. For this
purpose we consider the general change of generator basis elements in the














Then we obtain in the new basis {e′1, e′2, . . . , e′n, x′} the behavior of the param-
eters with the following expressions:
α′ = α, β′ =
A1β + (n− 2 + α)An
An−21 B2
, γ′ =
γA1 + (n− 1 + α)(PnA1 − P1An)
An−31 B2
.
Case 1.2.1. α 6= 2− n. Taking
An = −
A1β
n− 2 + α
,
we get β′ = 0.
Case 1.2.1.1. α 6= 1− n. Putting
Pn =
−γA1 + (n− 1 + α)P1An
(n− 1 + α)A1
,
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we have γ′ = 0 and the family R2(α) with α ∈ C\{2− n, 1− n}.





If γ 6= 0, then setting B2 =
γ
An−41
, we derive γ′ = 1 and thus, the algebra
R3 is obtained.
If γ = 0, then we have the algebra R2(α) with α = 1− n.











, we have γ′ = 0.
If β 6= 0, then taking B2 =
β
An−31
, we get β′ = 1 and hence we obtain the
algebra R4.
If β = 0, then we have the algebra R2(α) with α = 2− n.
Applying a general change of basis, it is easy to check that any algebra of
the family F (α, β, γ) is not isomorphic to the algebra R1.






















δi−1 ei − β2[e2, x] =
n∑
i=3
δi−1 ei − β2
( n−1∑
i=2
αi ei + β en
)
,
consequently, β2 = 0, δi = 0, 2 ≤ i ≤ n− 1.
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Making the change of basis
x′ = x− δ
α2
en,
one can assume [x, x] = 0.
Summarizing, we obtain the following multiplication table of the algebra
in this case




αi ei, [e2, x] =
n−1∑
i=2




αj−i+2 ej , 3 ≤ i ≤ n.
Now we shall study the behavior of the parameters in this family of algebras























where A1(A1 +A2)Bn+1 6= 0.
Then the equalities












imply B1 = −B2, Bi = 0, 3 ≤ i ≤ n− 1.
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Now we shall express the product [e′1, x′] as a linear combination of the
















































= Bn+1(A1 +A2)α2 e2 +
(
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Comparing coefficients at the basis elements in both right-hand sides, we
obtain the following relations:





2 = (A1 +A2)(B1 +Bn+1α3) +Bn+1A3α2,
α′iA
i−2





































, 4 ≤ i ≤ n− 1,
α′n =
(αnA1 + βA2 + α2An − α2B)Bn+1
An−21 (A1 +A2)
.
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= Bn+1(A1 +A2)α2 e2 +
(

















































+ β′An−21 (A1 +A2)en
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= Bα′2 + β












[x′, x′] = −(βB1 − αnB1 − α2Bn)Bn+1
An−21 (A1 +A2)
en.




Setting Bn+1 = 1/α2 and B1 = −α3/α2, we derive α′2 = 1, α′3 = 0.
If β = 0, then β′ = 0 and putting B =
αn − α2A1
α2
we have α′n = 0. Hence
we obtain the algebra R5(α4, . . . , αn−1, 0).










we obtain β′ = 1, α′n = 0 and the algebra R5(α4, . . . , αn−1, 1).
In the next theorem the classification of (n+2)-dimensional solvable Leibniz
algebras with nilradical F 1n is given.
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Theorem 2.2.3 ( [33]). An arbitrary (n + 2)-dimensional solvable Leibniz
algebra with nilradical F 1n is isomorphic to an algebra with the following mul-
tiplication table:
[ei, e1] = ei+1, 2 ≤ i ≤ n− 1, [e1, x] = e1,
[ei, y] = ei, 2 ≤ i ≤ n, [ei, x] = (i− 1)ei, 2 ≤ i ≤ n,
[x, e1] = −e1.
2.3 Solvable Leibniz algebras with nilradical F 2n
In this section we describe solvable Leibniz algebras with nilradical F 2n .




α1 α2 α3 α4 . . . αn−1 αn
0 β 0 0 . . . 0 γ
0 0 2α1 α3 . . . αn−2 αn−1




... . . .
...
...
0 0 0 0 . . . 0 (n− 1)α1

.
Proof. The proof follows by straightforward calculations in a similar way as
the proof of Proposition 2.2.1.
It is easy to check that the number of nil-independent derivations of the
algebra F 2n is equal to 2.
Corollary 2.3.2. The dimension of a solvable Leibniz algebra with nilradical
F 2n is either n+ 1 or n+ 2.
Theorem 2.3.3. An (n+1)-dimensional solvable Leibniz algebra with nilradi-
cal F 2n is isomorphic to one of the following pairwise non-isomorphic algebras:
L1(α) :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = −e1, [ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e1] = e1, [x, x] = α e2, α ∈ {0, 1}.
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L2(α) :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = −e1, [ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e1] = e1, [e2, x] = α e2, α 6= 0.
L3 :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = −e1, [ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e1] = e1, [e2, x] = (1− n) e2 + en.
L4(α) :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = −e1, [ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e1] = e1, [e2, x] = −α e2, α 6= 1,
[x, e2] = α e2.
L5(α) :

[e1, e1] = e3,
[e1, x] = −e1 − α e2, α ∈ {0, 1}, [e2, x] = −e2,
[ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e1] = e1 + α e2, [x, e2] = e2.
L6(α3, α4, . . . , αn, λ, δ) :





αi ei, [e2, x] = e2,




αj−i+2 ej , 3 ≤ i ≤ n− 1,
[x, x] = λ en, [x, e2] = δ e2, δ ∈ {0,−1}.
In the algebra L6(α3, α4, . . . , αn, λ, δ) the first non-vanishing parameter
{α3, α4, . . . , αn, λ} can be scaled to 1.
Proof. Let R be a solvable Leibniz algebra satisfying the conditions of the
theorem, then there exists a basis {e1, e2, . . . , en, x}, such that {e1, e2, . . . , en}
is the standard basis of F 2n , and for non nilpotent outer derivations of the
algebra F 2n , we have that [ei, x] = Rx|F2n (ei), 1 ≤ i ≤ n.
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αi ei, [e2, x] = β2 e2 + βn en,
[ei, x] = (i− 1)α1 ei +
n∑
j=i+1
αj−i+2 ej , 3 ≤ i ≤ n.




γi ei, [x, e2] =
n∑
i=1




Considering the Leibniz identity for the triples of elements {e1, x, x},
{e1, x, e1}, {x, e2, e1}, we obtain λ1 = 0, γ1 = −α1 and [x, e2] = δ2e2 + δnen.
By setting e′2 = δ2e2 + δnen, we can assume that [x, e2] = δe2.
Now we distinguish the following possible cases
Case 1. Let α1 6= 0. Then the following change of basis







2 = e2, e
′










implies [x′, e′1] = e′1 + γe′2 (where γ =
γ2
γ1
) and the rest of products remains
unchanging.
From the equalities:


















αi ei − γβ2 e2 − γβn en,
we deduce
α1 = −1, α3 = 0, α2 = −γ(1 + δ + β2), λi = αi+1, 3 ≤ i ≤ n− 2, and
λn−1 = αn + γβn.
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In addition, if we take the following change of basis:





2 = e2, e
′
i = ei +
n∑
j=i+2



























, then we have
[e′1, x
′] = −e′1 + α2 e′2, [e′2, x′] = β2 e′2 + βn e′n,
[e′i, x
′] = −(i− 1) e′i, 3 ≤ i ≤ n, [x′, x′] = λ2 e′2 + γβn e′n−1.
Finally, we obtain the following multiplication table of the algebra R:
[e1, x] = −e1 − γ(1 + δ + β2) e2, [e2, x] = β2 e2 + βn en,
[x, e1] = e1 + γ e2, [ei, x] = −(i− 1) ei, 3 ≤ i ≤ n,
[x, e2] = δ e2, [x, x] = λ2 e2 + γβn en−1.
Considering the Leibniz identity for the triples of elements {x, x, e2},
{x, x, x}, {x, e1, x}, we obtain:
δβn = δ(δ + β2) = δλ2 = γδ(δ + β2) = 0.
Notice that if e2 ∈ Annr(R), then dimAnnr(R) = n− 1 and if e2 /∈ Annr(R),
then dimAnnr(R) = n− 2.
Now we analyze the following possible subcases:
Case 1.1. Let e2 ∈ Annr(R). Then δ = 0 and making the change e′1 =
e1 + γe2 we can assume [x, e1] = e1.
In this case, we must consider two additional subcases:
Case 1.1.1. Let e2 ∈ Center(R). Then dimCenter(R) = 1 and β2 = βn =
0. We have two options: if λ2 = 0, then we get the split algebra L1(0); if
λ2 6= 0, then we obtain the algebra L1(1) (by scaling the basis).
Case 1.1.2. Let e2 /∈ Center(R). Then dimCenter(R) = 0 and (β2, βn) 6=
(0, 0).
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Ci ei + Cn+1 x,
where (A1B2 −A2B1)Cn+1 6= 0.
From 0 = [e′2, e′1] = [e′2, e′2], we obtain that B1 = Bi = 0, 3 ≤ i ≤ n − 1,
i.e. e′2 = B2 e2 +Bn en and A1B2 6= 0.
The equalities
e′1 = [x
′, e′1] = A1C1 e3 +
n∑
i=4
A1Ci−1 ei +A1Cn+1 e1,
imply that






















= B2β2 e2 +
(




λ′2B2 e2 + λ
′





′, x′] = (λ2 + C2β2) e2 + (C
2









C1Cn−1 − (n− 1)Cn + C2βn
)
en,
we obtain Ci =
1
(i− 1)!
Ci−11 , 3 ≤ i ≤ n− 1 and
β′2 = β2, β
′
n =






λ′2Bn = C1Cn−1 − (n− 1)Cn + C2βn.
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Now we need to distinguish two subcases:
Case 1.1.2.1. Let β2 = 1 − n. Putting C2 = − λ21−n , Cn =
C1Cn−1+C2βn
n−1 ,




If βn = 0, then we get the algebra L2(α) for α = 1− n.
If βn 6= 0, then making A1 = n−1
√
βnB2, we obtain β′n = 1 and the algebra
L3.
Case 1.1.2.2. Let β2 6= 1−n. Taking the change Bn = B2βnβ2+n−1 , we obtain
βn = 0. Since β2 6= 0, we set C2 = −λ2β2 , Cn =
C1Cn−1+C2βn
n−1 and we get λ2 = 0,
i.e., the algebra L2(α) is obtained, for α /∈ {1− n, 0}.
Case 1.2. Let e2 /∈ Annr(R). Then δ 6= 0 and β2 = −δ, βn = λ2 = 0.



















, 3 ≤ i ≤ n, x′ =
n∑
i=1
Ci ei + Cn+1 x,
where (A1B2 −A2B1)Cn+1 6= 0.
Then from 0 = [e′2, e′1] = [e′2, e′2], we derive that B1 = Bi = 0, 3 ≤ i ≤ n−1,
i.e. e′2 = B2 e2 +Bn en and A1B2 6= 0.
Similarly, from the equations:
e′1+γ
′ e′2 = [x





δ′(B2 e2 +Bn en) = δ
′ e′2 = [x
′, e′2] = B2δ e2,
we obtain
Cn+1 = 1, A3 = A1C1, Ai = A1Ci−1, 4 ≤ i ≤ n− 1,
γ′ =
A1γ +A2(δ − 1)
B2
, A1Cn−1 = An + γ
′Bn, δ
′ = δ, δ′Bn = 0.
Now we distinguish the following possible subcases:




A1Cn−1 into the above conditions, we get γ′ = 0 and the algebra L4(α).
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Case 1.2.2. Let δ = 1. Then Bn = 0. If γ = 0, then γ′ = 0. If γ 6= 0,
then by putting B2 = A1γ and An = A1Cn−1 − Bn, we get γ′ = 1. Thus, the
algebras L5(α), α ∈ {0, 1} are obtained.




can assume [e2, x′] = e2 + βnen.









γi ei, [ei, x] =
n∑
j=i+1
αj−i+2 ej , 3 ≤ i ≤ n− 1,




Making the transformation x′ = x − γ3 e1 −
n−1∑
i=3
γi+1 ei, we can assume
[x, e1] = γ e2.
Similarly as above, we obtain the conditions:
γ(δ + 1) = α2δ − γ = βnδ = δ(δ + 1) = λ2δ = 0.
Now we distinguish the following subcases depending on the possible values
of the parameter δ:
Case 2.1. Let δ 6= 0. Then dimAnnr(R) = n − 2 and βn = λ2 = 0, δ =
−1, α2 = −γ. By means of the change of the basis element e′1 = e1 + γe2, we
can suppose that [x′, e1] = 0.
Taking the general change of basis as in the above considered cases, we








Consequently, we deduce the algebra L6(α3, α4, . . . , αn, λ,−1).
Case 2.2. Let δ = 0. Then dimAnnr(R) = n − 1 and γ = 0. Taking
the change of basis e′2 = e2 + βn en and x′ = x − λ2 e2, we can assume that
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αi ei, [e2, x] = e2, [ei, x] =
n∑
j=i+1
αj−i+2 ej , 3 ≤ i ≤ n− 1,
[x, x] = λn en.
Applying similar arguments to general transformation of bases, we have









Thus, we obtain the algebra L6(α3, α4, . . . , αn, λ, 0).
Theorem 2.3.4. An arbitrary (n+2)-dimensional solvable Leibniz algebra with
nilradical F 2n is isomorphic to one of the following non-isomorphic algebras:
L1 :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = e1, [x, e1] = −e1,
[e2, y] = −[y, e2] = e2, [ei, x] = (i− 1)ei, 3 ≤ i ≤ n,
L2 :

[e1, e1] = e3, [ei, e1] = ei+1, 3 ≤ i ≤ n− 1,
[e1, x] = e1, [x, e1] = −e1,




α1 α2 α3 α4 . . . αn−1 αn
0 β 0 0 . . . 0 γ
0 0 2α1 α3 . . . αn−2 αn−1




... . . .
...
...





λ1 λ2 λ3 λ4 . . . λn−1 λn
0 µ 0 0 . . . 0 ν
0 0 2λ1 λ3 . . . λn−2 λn−1




... . . .
...
...
0 0 0 0 . . . 0 (n− 1)λ1

70 2 Solvable Leibniz algebras with filiform nilradicals
be two nil-independent outer derivations of the algebra F 2n .













we can assume that α1 = µ = 1, λ1 = β = 0.
Thus, we have the products:
[e1, x] = e1 +
n∑
i=2
αi ei, [e2, x] = γ en,
[ei, x] = (i− 1) ei +
n∑
j=i+1








λj−i+2 ej , 3 ≤ i ≤ n.
Applying similar arguments and changes of bases which we have used in
Theorem 2.3.3, we obtain isomorphism classes of algebras whose representative
algebras are L1 and L2.
Remark 2.3.5. In fact, the algebra L1 = I1⊕J1, where I1 = NFn−1+〈x〉 and
J1 = 〈e2, y〉, verifies that I1 is a solvable Leibniz algebra with nilradical NFn−1
and J1 is a two-dimensional solvable Lie algebra. The algebra L2 = I2 ⊕ J2,
where I2 = NFn−1+ 〈x〉 and J2 = 〈e2, y〉, verifies that J2 is a two-dimensional
solvable non-Lie Leibniz algebra. Thus, from Theorem 2.3.4, we conclude that
any (n+ 2)-dimensional solvable Leibniz algebra with nilradical F 2n is split.
Chapter 3
Leibniz algebras corresponding
to the Diamond Lie algebras
3.1 Preliminary definitions and results
The real Diamond Lie algebra DR is a four-dimensional Lie algebra with basis
{J, P1, P2, T} and non-zero relations:
[J, P1] = P2, [J, P2] = −P1, [P1, P2] = T.
The complexification of the Diamond Lie algebra: DC = D ⊗R C displays
the following (complex) basis: {P+ = P1 − iP2, P− = P1 + iP2, T, J}, where
i is the imaginary unit, whose nonzero commutators are
[J, P+] = iP+, [J, P−] = −iP−, [P+, P−] = 2iT.
If we change the basis
J ′ = −iJ, P ′1 = P+, P ′2 = P−, T ′ = 2iT
then we can assume that
[J, P1] = P1, [J, P2] = −P2, [P1, P2] = T. (3.1.1)
In the paper [26] the authors construct for any n ∈ N a (3n+3)-dimensional
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They use an action D · Vn (the action Vn ·D evidently is defined by the anti-
symmetrical law).
In the Leibniz algebra L = D⊕ Vn we shall identify the action Vn ·D with
the product [Vn, D]. In order to have compatibility instead the action D · Vn
we will use Vn ·D as follows:
vjk · J = −i/2(n− 2k)v
j
k, 0 ≤ k ≤ n, j = 0, 1, 2,
vjk · P+ = (k − n− 1)v
j+1
k−1, 0 < k ≤ n, j = 0, 1,
vj0 · P+ = 0, v2k · P+ = 0, 0 < k ≤ n, j = 0, 1,
vjk · P− = −(k + 1)v
j+1
k+1, 0 ≤ k < n, j = 0, 1,
vjn · P− = 0, v2k · P− = 0, 0 ≤ k < n, j = 0, 1,
v0k · T = i/2(n− 2k)v2k, v
j
k · T = 0, 0 ≤ k ≤ n, j = 1, 2.
(3.1.2)
In the next proposition two different decompositions of the module Vn are
presented.
Proposition 3.1.1 ( [26]). Let Vn be the D-module constructed above and let
us denote by bxc integer part of x. It is verified that:
- If n = 0, then Vn decomposes in the direct sum of three trivial one-
dimensional modules.
- If n = 2j, j ∈ N , j ≥ 1, then Vn decomposes into the direct sum
Vn = U
1
n ⊕ U2n of two modules, respectively, of dimension 3(n/2) + 2
and 3(n/2)+1, given by U1n = Span{v00, v02k, v12k−1, v20, v22k}k=1,...,bn/2c and
U2n = Span{v02k−1, v10, v12k, v22k−1}k=1,...,bn/2c.
- If n = 2j + 1, j ∈ N , j ≥ 0, then Vn decomposes into the direct
sum Vn = W 1n ⊕ W 2n of two modules of equal dimension 3n/2, re-
spectively, given by W 1n = Span{v02k, v12k+1, v22k}k=0,...,bn/2c and W 2n =
Span{v02k+1, v12k, v22k+1}k=0,...,bn/2c.
In the paper [26] it is proved that the terms of the above decompositions
are indecomposable D-modules.
Theorem 3.1.2. The modules U1n, U2n, W 1n and W 2n are indecomposable D-
modules.
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Now we define a (2m + 2)-dimensional general Diamond Lie algebra Dm
with basis {J, P1, P2, . . . , Pm, Q1, Q2, . . . , Qm, T} and whose multiplication ta-
ble has the next form
[J, Pk] = Qk, [J,Qk] = −Pk, [Pk, Qk] = T, 1 ≤ k ≤ m.
The complexification (for which we shall keep the same symbol Dm(C)) of
the Diamond Lie algebra: Dm ⊗R C displays the following (complex) basis:
P+k = Pk − iQk, Q
−
k = Pk + iQk, T, J, 1 ≤ k ≤ m,
where i is the imaginary unit, whose nonzero commutators are










k ] = 2iT, 1 ≤ k ≤ m. (3.1.3)
The Ado’s theorem from Lie algebras theory states that every finite-
dimensional complex Lie algebra can be represented as a matrix Lie alge-
bra, formed by matrices. However, that result does not specify which is the
minimal order of the matrices involved in such representations. In [17], the
value of the minimal order of the matrices for abelian Lie algebras and Heisen-
berg algebras hm, defined on a (2m + 1)-dimensional vector space with basis
X1, . . . , Xm, Y1, . . . , Ym, Z, and brackets [Xi, Yi] = Z, is found. For abelian Lie
algebras of dimension n the minimal order is d2
√
n− 1e.
Lemma 3.1.3 ( [17]). For the Heisenberg Lie algebras hm, the minimal faithful
matrix representation has order equal to m+ 2.
3.2 Leibniz algebras constructed by Fock represen-
tation of the Diamond Lie algebra
It is known that if we denote by x the operator associated to the position and
by ∂∂x the one associated to the momentum (acting for instance on the space V
of differentiable functions on a single variable), then [x, ∂∂x ] = 1V . Thus we can
identify the subalgebra generated by 1, x and ∂∂x with the three-dimensional
Heisenberg Lie algebra h1 whose multiplication table in the basis {1, x, ∂∂x} has
a unique non-zero product [x, ∂∂x ] = 1.
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For a given Heisenberg algebra h1 this explanation gives rise to the so-called
Fock module over h1, the linear space F[x] of polynomials on x (F denotes an
algebraically closed field of characteristic zero) with the action induced by
(p(x), 1) 7→ p(x)





for any p(x) ∈ F[x].
In this section we define the Fock module over the algebra D. For the
algebraD we have the existence of a basis {J, P1, P2, T} with the multiplication
table (3.1.1).
Let us introduce new notations for the basis elements of D:
e := J, x := P1,
∂
∂x
:= P2, 1 := T.
The action of the linear space F[x] on {1, x, ∂∂x} is induced by the action
(3.2.1). Further, we need to define the action on e.
We set
(1, e) = λ+ λ1x+ λ2x
2 + · · ·+ λnxn.
Now we consider the action on 1 ∈ F[x], the elements e, ∂∂x ∈ D:
0 = (1, [e,
∂
∂x






= (λ+ λ1x+ λ2x








Therefore, (1, e) = λ.
From the equalities
x = (1, x) = (1, [e, x]) = ((1, e), x)− ((1, x), e) = (λ, x)− (x, e) = λx− (x, e),
we derive (x, e) = (λ− 1)x.
By induction one can prove the equality:
(xt, e) = (λ− t)xt, t ∈ N ∪ {0}.
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Taking the change of basis e′ := e − λ1 we can assume that (xt, e) =
−txt, t ≥ 0.
Therefore, the action on e is defined as follows:
(p(x), e) 7→ −x∂(p(x))
∂x
.
So, we are ready to define a notion of Fock module for Diamond Lie alge-
bras.
Definition 3.2.1. The linear space F[x] is called the Fock D-module if an
action (F[x],D) 7→ F[x] is defined as follows:
(p(x), 1) 7→ p(x),




(p(x), e) 7→ −x∂(p(x))∂x .
(3.2.2)
for any p(x) ∈ F[x].
The main result of this section consists of the classification of Leibniz al-
gebras, whose corresponding Lie algebra is the complex Diamond Lie algebra
D and the ideal I is the Fock D-module.
Theorem 3.2.2. A Leibniz algebra L with conditions L/I ∼= D, and I is the
Fock DC-module, admits a basis
{1, x, ∂
∂x
, e, xt | t ∈ N ∪ {0}}
such that the multiplication table in this basis has the following form:
[e, x] = x, [x, e] = −x,




∂x , e] =
∂
∂x ,
[x, ∂∂x ] = 1, [
∂
∂x , x] = −1,
[xt, 1] = xt, [xt, x] = xt+1,
[xt, ∂∂x ] = tx
t−1, [xt, e] = −txt,
where the omitted products are equal to zero.
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Proof. Taking into account the action (3.2.2), we conclude that
{1, x, ∂∂x , e, x
t | t ∈ N ∪ {0}} is a basis of L and
[xt, 1] = xt, [xt, x] = xt+1, [xt,
∂
∂x





, 1] = q(x), [1, 1] = r(x), [x, 1] = p(x), [e, 1] = m(x).







− q(x), 1′ = 1− r(x), x′ = x− p(x), e′ = e−m(x),
we obtain
[x, 1] = 0, [
∂
∂x
, 1] = 0, [1, 1] = 0, [e, 1] = 0.
Consequently, 1 ∈ Annr(D).
The chain of equalities [[D,D], 1] = [D, [D, 1]] + [[D, 1],D] = 0, imply
[1, x] = [1,
∂
∂x










] = −[ ∂
∂x
, x] = 1, [e, x] = −[x, e] = x, [ ∂
∂x






3.3 Leibniz algebras corresponding to the four-
dimensional complex Diamond Lie algebra with
the indecomposable modules
In this section we are going to describe Leibniz algebras L such that L/I ∼= DC,
where DC is the four-dimensional complex Diamond Lie algebra and the ideal
I is identified as right DC-modules U1n, U2n, W 1n and W 2n .
In order to have the compatibility with the above representations, in the
law of the Diamond algebra we use the following multiplication table (we make
the change of basis P ′+ = P−, P ′− = P+):
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT.
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3.3.1 Leibniz algebras whose ideal I is the DC-module U1n
Let {v00, v02k, v12k−1, v20, v22k}k=1,...,n/2 be the basis of module U1n chosen in
Proposition 3.1.1, with even n. Then from Proposition 3.1.1 and the action
(3.1.2) we have the following products in the Leibniz algebra L:




2k, k = 0, . . . ,
n
2 ,
[v12k−1, J ] =
i
2(n− 4k + 2)v
1
2k−1, k = 1, . . . ,
n
2 ,




2k, k = 0, . . . ,
n
2 ,
[v02k, P+] = (n− 2k + 1)v12k−1, k = 1, . . . ,
n
2 ,
[v12k−1, P+] = (n− 2k + 2)v22k−2, k = 1, . . . ,
n
2 ,
[v02k, P−] = (2k + 1)v
1
2k+1, k = 0, . . . ,
n
2 − 1,
[v12k−1, P−] = 2kv
2
2k, k = 1, . . . ,
n
2 ,








Theorem 3.3.1. An arbitrary complex Leibniz algebra with corresponding Lie
algebra DC, and the ideal I associated as DC-module defined by (3.3.1), admits
a basis {J, P+, P−, T, v00, v02k, v12k−1, v20, v22k}k=1,...,n/2, where n is even, and the
multiplication table [DC,DC] has the following form:
• n = 4s
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT,
[P+, J ] = iP+, [P−, J ] = −iP−, [P−, P+] = 2iT + 2α1v22s,
[J, T ] = α1v
2
2s [J, J ] = α2v
2
2s, [P+, P+] = α3v
2
2s−2,
[P−, P−] = α4v
2
2s+2.
• n = 4s− 2
[J, P+] = −iP+, [P+, J ] = iP+ + 2isβ1v22s−2,
[J, P−] = iP−, [P−, J ] = −iP− − 2isβ1v22s,
[P+, P−] = −2iT, [P−, P+] = 2iT + 2β2v12s−1,
[J, J ] = β1v
1
2s−1, [J, T ] = β2v
1
2s−1,
[P+, P+] = β3v
1
2s−3, [P−, P−] = β4v
1
2s+1,
[P+, T ] = 2isβ2v
2
2s−2, [T, P+] = −i(2sβ2 − (s− 1)β3)v22s−2,
[P−, T ] = −2isβ2v22s, [T, P−] = i(4sβ2 − (s− 1)β4)v22s.
where αi, βi ∈ C, 1 ≤ i ≤ 4.
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Proof. We will consider two cases n = 4s and n = 4s− 2.
Let us introduce notation






















Case 1. Let n = 4s. Taking the following change of basis:

































we can assume that [J, J ] = a02sv02s + a22sv22s.
Lifting from the quotient Lie algebra D to the Leibniz algebra L we have
































































Making the change of basis elements as follows:
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we derive the products
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT.
Considering the chain of equalities
P+ = i[J, P+] = [J, [P+, J ]] = [[J, P+], J ]− [[J, J ], P+],
P− = −i[J, P−] = [J, [P−, J ]] = [[J, P−], J ]− [[J, J ], P−],
we conclude




2s−1 and [P−, J ] = −iP− − ia02s(2s+ 1)v12s+1.
We set






































































Applying the Leibniz identity to the following triples of elements we get
further constraints on the structure constants
Leibniz identity Constraint
{P+, J, P+} =⇒ a02s = q00 = q20 = q12k−1 = 0, 1 ≤ k ≤ 2s,
q02k = q
2
2k = 0, k 6= s− 1, s > 1
{P−, J, P−} =⇒ l00 = l20 = l12k−1 = 0, 1 ≤ k ≤ 2s,
l02k = l
2
2k = 0 = 0, k 6= s+ 1.
Thus, we obtain
[J, J ] = a22sv
2
2s, [P+, J ] = iP+, [P−, J ] = −iP−,

















80 3 Leibniz algebras corresponding to the Diamond Lie algebras
Note that for s = 1, we have [P+, P+] = q00v00 + q20v20, which agrees with the
case s > 1.
Similarly, we derive the following constraints:
Leibniz identity Constraint
{J, T, J} =⇒ [J, T ] = r02sv02s + r22sv22s,
{P+, J, P−} =⇒ [T, J ] = 0,
{J, P+, T} =⇒ [P+, T ] = i(2s+ 1)r02sv12s−1,
{J, P−, T} =⇒ [P−, T ] = −i(2s+ 1)r02sv12s+1.
Taking into account the product [P+, P−] = −2iT in the following chain of
equalities
−2i[J, T ] = [J, [P+, P−]] = [[J, P+], P−]−[[J, P−], P+] = −i[P+, P−]−i[P−, P+],
we deduce [P−, P+] = 2iT + 2r02sv02s + 2r22sv22s.
In order to identify the products [T, P+] and [T, P−], we introduce the
notations:
















































In a similar way as above we obtain
Leibniz identity Constraint
{T, P+, J} =⇒ [T, P+] = m12s−1v12s−1,
{T, P−, J} =⇒ [T, P−] = t12s+1v12s+1,
{P+, P−, T} =⇒ [T, T ] = −s(2s+ 1)r02sv22s,
{P+, P+, T} =⇒ q02s−2 = −(s+ 1)(2s+ 1)r02s,
{P+, P+, P−} =⇒ m12s−1 = −i/2(2s+ 1)(2s2 + s+ 1)r02s,
{P−, P−, T} =⇒ l02s+2 = −(2s+ 1)(s+ 1)r02s,
{T, P+, P−} =⇒ t12s+1 = −i/2(2s+ 1)(2s2 + s+ 3)r02s.
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From these restrictions, we derive
[P+, P+] = −(s+ 1)(2s+ 1)r02sv02s−2 + q22s−2v22s−2,
[T, P+] = −i/2(2s+ 1)(2s2 + s+ 1)r02sv12s−1,
[P−, P−] = −(2s+ 1)(s+ 1)r02sv02s+2 + l22s+2v22s+2,
[T, P−] = −i/2(2s+ 1)(2s2 + s+ 3)r02sv12s+1.
Finally, if we apply the Leibniz identity to the triple of elements
{P−, P+, P−}, we obtain r02s = 0. Thus, by assuming (r22s, a22s, q22s−2, l22s+2) =
(α1, α2, α3, α4), we get the first family of the theorem.
Case 2. Let n = 4s− 2. Taking the change in the following form:


























2s− 2k − 1
v22k,
we can assume that [J, J ] = a12s−1v12s−1.
Analogously to the previous case, we can deduce the products
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT.
Verifying the Leibniz identity on triples of elements we have the following
restrictions:
Leibniz identity Constraint
{J, J, P+} =⇒ [P+, J ] = iP+ + 2isa12s−1v22s−2,
{J, J, P−} =⇒ [P−, J ] = −iP− − 2isa12s−1v22s.
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We put






































































From the Leibniz identity, we have
Leibniz identity Constraint
{P+, J, P+} =⇒ [P+, P+] = q12s−3v12s−3,
{P−, J, P−} =⇒ [P−, P−] = l12s+1v12s+1,
{J, J, T} =⇒ [J, T ] = r12s−1v12s−1,
{P+, J, P−} =⇒ [T, J ] = 0,
{J, P+, T} =⇒ [P+, T ] = 2isr12s−1v22s−2,
{J, P−, T} =⇒ [P−, T ] = −2isr12s−1v22s,
{J, P+, P−} =⇒ [P−, P+] = 2iT + 2r12s−1v12s−1.
Setting
















































and applying the Leibniz identity to the following triples of elements:
{T, P+, J}, {T, P−, J}, {P+, P−, T},
{P+, P+, P−}, {T, P+, P−}, {P−, P+, P−},
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we derive
[T, P+] = (i(s− 1)q12s−3 − 2isr12s−1)v22s−2,
[T, P−] = (4isr
1
2s−1 − i(s− 1)l12s−2)v22s,
[T, T ] = 0.
Finally, by denoting (a12s−1, r12s−1, q12s−3, l12s+1) = (β1, β2, β3, β4), we obtain
the second family.
3.3.2 Leibniz algebras whose ideal I is the DC-module U2n
Suppose that the ideal I is defined as a Leibniz DC-module by the irreducible
representation U2n and {v02k−1, v10, v12k, v22k−1}k=1,...,n/2 for even n is the basis of
I chosen as in Proposition 3.1.1. Then the products [I,DC] have the following
form:

[v02k−1, J ] =
i
2(n− 4k + 2)v
0
2k−1, k = 1, . . . ,
n
2 ,




2k, k = 0, . . . ,
n
2 ,
[v22k−1, J ] =
i
2(n− 4k + 2)v
2
2k−1, k = 1, . . . ,
n
2 ,
[v02k−1, P+] = (n− 2k + 2)v12k−2, k = 1, . . . ,
n
2 ,
[v12k, P+] = (n− 2k + 1)v22k−1, k = 1, . . . ,
n
2 ,
[v02k−1, P−] = 2kv
1
2k, k = 1, . . . ,
n
2 ,
[v12k, P−] = (2k + 1)v
2
2k+1, k = 0, . . . ,
n
2 − 1,
[v02k−1, T ] = −i/2(n− 4k + 2)v22k−1, k = 1, . . . ,
n
2 .
Theorem 3.3.2. An arbitrary complex Leibniz algebra with corresponding Lie
algebra DC and with the ideal I defined as a Leibniz DC-module U2n admits
a basis {J, P+, P−, T, v02k−1, v10, v12k, v22k−1}k=1,...,n/2, where n is even, and such
that the multiplication table [DC,DC] has the following form:
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• n = 4s 
[J, P+] = −iP+,
[P+, J ] = iP+ + i(2s+ 1)γ1v
2
2s−1,
[J, P−] = iP−,
[P−, J ] = −iP− − i(2s+ 1)γ1v22s+1,
[P+, P−] = −2iT,
[P−, P+] = 2iT + 2γ2v
1
2s,
[J, J ] = γ1v
1
2s,
[J, T ] = γ2v
1
2s,
[P+, P+] = γ3v
1
2s−2,
[P−, P−] = γ4v
1
2s+2,
[P+, T ] = i(2s+ 1)γ2v
2
2s−1,




[P−, T ] = −i(2s+ 1)γ2v22s+1,




• n = 4s− 2
[J, P+] = −iP+, [J, P−] = iP−, [P+, P−] = −2iT,
[P+, J ] = iP+, [P−, J ] = −iP−, [P−, P+] = 2iT + 2δ1v22s−1,
[J, T ] = δ1v
2
2s−1 [J, J ] = δ2v
2
2s−1, [P+, P+] = δ3v
2
2s−3,
[P−, P−] = δ4v
2
2s+1,
where γi, δi ∈ C, 1 ≤ i ≤ 4.
Proof. Let us denote
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In a similar way to the proof of Theorem 3.3.1 we will consider the cases
n = 4s and n = 4s− 2.
Case 1. Let n = 4s. Taking the change of element J as follows:























2s− 2k + 1
v22k−1,
we can assume that [J, J ] = a12sv12s.
Applying similar arguments as in the proof of Theorem 3.3.1, we derive






























































Considering the Leibniz identity to the following triples of elements:
{J, P+, J}, {J, P−, J}, {P+, J, P+}, {P−, J, P−}, {J, J, T}, {P+, J, P−},
we deduce restrictions which imply the expressions for the products




2s−1, [P−, J ] = −iP− − ia12s(2s+ 1)v22s+1,









[J, T ] = r12sv
1
2s, [T, J ] = 0.
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Moreover, we have
Leibniz identity Constraint
{J, P+, T} =⇒ [P+, T ] = ir12s(2s+ 1)v22s−1,
{J, P−, T} =⇒ [P−, T ] = −ir12s(2s+ 1)v22s+1,










































Applying the Leibniz identity to the triples {T, P+, J}, {T, P−, J},
{P+, P−, P−}, we obtain


















[T, T ] = 0.
Finally, we have
Leibniz identity Constraint
{P+, P+, P−} =⇒ m02s−1 = 0,
m22s−1 = 1/2i(2s− 1)q12s−2 − i(2s+ 1)r12s,
{T, P+, P−} =⇒ t02s+1 = 0,
{P−, P+, P−} =⇒ t22s+1 = 2i(2s+ 1)r12s − 1/2i(2s− 1)l12s+2.
Denoting the parameters (a12s, r12s, q12s−2, l12s+2) by (γ1, γ2, γ3, γ4), we obtain
the first family of the theorem.
Case 2. Let n = 4s− 2. The second family of the theorem is obtained by
applying similar arguments as in the previous case.
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3.3.3 Leibniz algebras whose ideal I is the Leibniz DC-module
either W 1n or W 2n
Lemma 3.3.3. Let L be a Leibniz algebra such that L/I ∼= DC, where DC
is the Diamond Lie algebra and I is its right DC-module. If there exists a
basis {X1, X2, . . . , Xn} of I such that [Xk, J ] = αkXk, αk /∈{−2i, 0, 2i}, for
1 ≤ k ≤ n, where i is the imaginary unit, then [DC,DC] has the following
form:
[J, P+] = −[P+, J ] = −iP+,
[J, P−] = −[P−, J ] = iP−,
[P+, P−] = −[P−, P+] = −2iT,
Proof. Here we shall use the multiplication table (3.1.1) of the complex Di-
amond Lie algebra. Let us assume that [J, J ] =
n∑
k=1
mkXk. Then by setting





Xk, we can assume that [J, J ] = 0.
Let us denote
[J, P+] = −iP+ +
n∑
k=1




Taking the following basis transformation:















we can assume that
[J, P+] = −iP+, [J, P−] = −P−, [P+, P−] = −2iT.
Applying the Leibniz identity for the triples {J, J, P+}, {J, J, P−} we derive
[P+, J ] = −[J, P+], [P−, J ] = −[J, P−].
We put
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Considering the Leibniz identity for the triple {J, J, T} and taking into
account the condition αi 6= 0, we get [J, T ] = 0.
Similarly, from the Leibniz identity for the following triples we obtain:
{J, P+, P−}, ⇒ [P+, P−] = −[P+, P−],
{J, P+, T}, ⇒ [P+, T ] = 0,
{J, P−, T}, ⇒ [P−, T ] = 0,
{P+, P−, T}, ⇒ [T, T ] = 0,
{P+, J, P−}, ⇒ [T, J ] = 0.
Taking into account the condition of proposition αk /∈ {−2i, 0, 2i} in the
Leibniz identity for the triples:
{P+, J, P+}, {P−, J, P−}, {P+, P+, P−}, {P−, P−, P+}
we obtain the products
[P+, P+] = [P−, P−] = [T, P+] = [T, P−] = 0,
which complete the proof of the lemma.
Let L be a Leibniz algebra such that the ideal I is defined as a Leibniz D-
module by indecomposable Lie representation W 1n of the algebra D [26]. Then
one can assume that I = Span{v02k, v12k+1, v22k}k=0,...,bn/2c where n is odd and





2k, k = 0, . . . , bn/2c,
[v12k+1, J ] =
i
2(n− 4k − 2)v
1
2k−1, k = 0, . . . , bn/2c,




2k, k = 0, . . . , bn/2c,
[v02k, P+] = (n− 2k + 1)v12k−1, k = 1, . . . , bn/2c,
[v12k+1, P+] = (n− 2k)v22k, k = 1, . . . , bn/2c,
[v02k, P−] = (2k + 1)v
1
2k+1, k = 0, . . . , b(n− 1)/2c,
[v12k+1, P−] = (2k + 2)v
2
2k+2, k = 0, . . . , bn/2c,
[v02k, T ] = −i/2(n− 4k)v22k, k = 0, . . . , bn/2c
(3.3.2)
Let us define the ideal I as a Leibniz D-module by the indecompos-
able Lie representation W 2n of the algebra D [26]. Then one can assume
I = Span{v02k+1, v12k, v22k+1}k=0,...,bn/2c, where n is odd and
3.4 Leibniz algebras constructed by a minimal faithful representation 89

[v02k+1, J ] =
i
2(n− 4k − 2)v
0
2k+1, k = 0, . . . , bn/2c,




2k, k = 0, . . . , bn/2c,
[v22k+1, J ] =
i
2(n− 4k − 2)v
2
2k+1, k = 0, . . . , bn/2c,
[v02k+1, P+] = (n− 2k)v12k, k = 1, . . . , bn/2c,
[v12k, P+] = (n− 2k + 1)v22k−1, k = 1, . . . , bn/2c,
[v02k+1, P−] = (2k + 2)v
1
2k+2, k = 0, . . . , b(n− 1)/2c,
[v12k, P−] = (2k + 1)v
2
2k+1, k = 0, . . . , bn/2c,
[v02k+1, T ] = −i/2(n− 4k − 2)v22k+1, k = 0, . . . , bn/2c.
(3.3.3)
Theorem 3.3.4. Let L be a complex Leibniz algebra with corresponding Di-
amond Lie algebra DC and the ideal I is defined as a Leibniz DC-module by
indecomposable Lie representation either W 1n or W 2n . Then [DC,DC] has the
following form:
[J, P+] = −[P+, J ] = −iP+,
[J, P−] = −[P−, J ] = iP−,
[P+, P−] = −[P−, P+] = −2iT.
Proof. The proof of the theorem follows from the products (3.3.2)–(3.3.3) and
Lemma 3.3.3.
3.4 Leibniz algebras constructed by a minimal faith-
ful representation of the general Diamond Lie al-
gebras
In this section we are going to study Leibniz algebras L such that L/I ∼= Dm(C)
and the Dm(C)-module I is a minimal faithful representation, that is, the
action I×Dm(C)→ I gives rise to a minimal faithful representation of Dm(C).
Moreover, this representation factorizes through sl(m+ 2,C).
Proposition 3.4.1. Let Dm(C) be a (2m + 2)-dimensional general Diamond
Lie algebra with the basis
{J, P+1 , P
+






2 , . . . , Q
−
m, T}.
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Then its minimal faithful representation is given by the correspondence










k + δT 7−−−→
im
m+2θ αm αm−1 . . . α2 α1 −
i
2δ
0 − 2im+2θ a1 . . . 0 0 βm








0 0 0 . . . − 2im+2θ a1 β2
0 0 0 . . . 0 − 2im+2θ β1
0 0 0 . . . 0 0 imm+2θ

.

















k ) = e1,m+2−k,
ϕ(Q−k ) = em+2−k,m+2, 1 ≤ k ≤ m,
where ei,j is the matrix whose (i, j)-th entry is a 1 and all others 0’s.
By checking [ϕ(x), ϕ(y)] = ϕ(x)ϕ(y) − ϕ(y)ϕ(x) for all x, y ∈ Dm(C), we
verify that ϕ is an injective homomorphism of algebras. It is easy to see that
Dm \ J ∼= hm. By Lemma 3.1.3 we obtain that it is minimal.
Let us denote by V = Cm+2 the natural ϕ(Dm(C))-module and endow it
with a Dm(C)-module structure, V ×Dm(C)→ V , given by
(x, e) := xϕ(e),
where x ∈ V and e ∈ Dm(C).
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k ) = Xm+2−k, 1 ≤ k ≤ m,
(Xm+2−k, Q
−
k ) = Xm+2, 1 ≤ k ≤ m,
(X1, T ) = − i2Xm+2,
(3.4.1)
and the remaining products in the action being zero.
Now we investigate Leibniz algebras L such that L/I ∼= Dm(C) and I = V
as a Dm(C)-module.
Theorem 3.4.2. Let L be an arbitrary Leibniz algebra with corresponding Lie
algebra Dm(C) and the ideal I associated as Dm(C)-module defined by (3.4.1).
Then there exists a basis
{J, P+1 , P
+






2 , . . . , Q
−
m, T,X1, X2, . . . , Xm+2}
of L such that
[Dm(C),Dm(C)] ⊆ Dm(C).
Proof. Here we shall use the multiplication table (3.1.3) of the complex Dia-
mond Lie algebra. Let us assume that

















we can assume that [J, J ] = 0.
Let us denote












βk,sXs, 1 ≤ k ≤ m.
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Taking the following basis transformation:













T ′ = −i/2[P+′1 , Q
−′
1 ], 1 ≤ k ≤ m,
we can assume that










1 ] = 2iT, 1 ≤ k ≤ m.








k , J ] = −[J,Q
−
k ], 1 ≤ k ≤ m.





1 } =⇒ [T, J ] = 0,
{J, T, J} =⇒ [J, T ] = 0,
{J, P+k , Q
−
s } =⇒ [P+k , Q
−
s ] = −[Q−s , P+k ], 1 ≤ k, s ≤ m,
{P+k , J,Q
−
s } =⇒ [P+k , Q
−
s ] = 0, 1 ≤ k, s ≤ m, k 6= s,
{P+k , J,Q
−




k ] = 2iT, 2 ≤ k ≤ m,
{P+k , J, P
+
s } =⇒ [P+k , P
+
s ] = 0, 1 ≤ k, s ≤ m,
{Q−k , J,Q
−
s } =⇒ [Q−k , Q
−
s ] = 0, 1 ≤ k, s ≤ m,
{J, P+k , T} =⇒ [P
+
k , T ] = 0, 1 ≤ k ≤ m,
{J,Q−k , T} =⇒ [Q
−





k } =⇒ [T, P
+





k } =⇒ [T,Q
−
k ] = 0, 1 ≤ k ≤ m.
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3.5 Leibniz algebras constructed by a faithful repre-
sentation of the general Diamond algebra which
is isomorphic to a subalgebra of sp(2m+ 2,R)
In this section we are going to study Leibniz algebras L such that L/I ∼=
Dm(R) and the Dm(R)-module I is a faithful representation. Moreover, this
representation factorizes through sp(2m+ 2,R).
Proposition 3.5.1. Let Dm(R) be a (2m + 2)-dimensional general real Dia-
mond Lie algebra with the basis {J, P1, P2, . . . , Pm, Q1, Q2, . . . , Qm, T}. Then
it is isomorphic to a subalgebra of sp(2m+ 2,R) via the map






ckQk + dT 7−−−→
0 b1 b2 . . . bm cm . . . c2 c1 2d
0 0 0 . . . 0 0 . . . 0 −a c1











0 0 0 . . . 0 −a . . . 0 0 cm











0 0 a . . . 0 0 . . . 0 0 −b2
0 a 0 . . . 0 0 . . . 0 0 −b1
0 0 0 . . . 0 0 . . . 0 0 0

.








ψ(T ) = 2e1,2m+2, ψ(Pk) = e1,1+k − e2m+2−k,2m+2,
ψ(Qk) = e1,2m+2−k + ek+1,2m+2, 1 ≤ k ≤ m.
By checking [ψ(x), ψ(y)] = ψ(x)ψ(y) − ψ(y)ψ(x) for all x, y ∈ Dm, we
verify that ψ is an injective homomorphism of algebras.
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Let us denote by V = R2m+2 the natural ψ(Dm)-module and endow it with
a Dm-module structure, V ×Dm → V , given by
(x, e) := xψ(e),
where x ∈ V and e ∈ Dm.
Then the action of Dm on V = 〈X1, X2, . . . , X2m+2〉 is given below:
(Xk, J) = −X2m+3−k, 2 ≤ k ≤ m+ 1,
(Xk, J) = X2m+3−k, m+ 2 ≤ k ≤ 2m+ 1,
(X1, Pk) = Xk+1, 1 ≤ k ≤ m,
(X2m+2−k, Pk) = −X2m+2, 1 ≤ k ≤ m,
(X1, Qk) = X2m+2−k, 1 ≤ k ≤ m,
(Xk+1, Qk) = X2m+2, 1 ≤ k ≤ m,
(X1, T ) = 2X2m+2, 1 ≤ k ≤ m,
(3.5.1)
and the remaining products in the action being zero.
Theorem 3.5.2. An arbitrary real Leibniz algebra with corresponding Lie al-
gebra Dm, and the I ideal associated as Dm-module defined by (3.5.1), admits
a basis {J, P1, P2, . . . , Pm, Q1, Q2, . . . , Qm, T,X1, X2, . . . , X2m+2} such that the
multiplication table [Dm,Dm] has the following form:

[J, J ] = a1X2m+2, [J, Pk] = −[Pk, J ] = Qk,
[J,Qk] = −[Qk, J ] = −Pk, [Pk, Qk] = −[Qk, Pk] = T,
[Pk, Ps] = [Qk, Qs] = bk,sX2m+2, [Pk, Qs] = [Qk, Ps] = ck,sX2m+2,
with the restrictions
bk,s = −bs,k, ck,s = cs,k, 1 ≤ k, s ≤ m, k 6= s.
Proof. Let us assume that
[J, J ] =
2m+2∑
k=1
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Then by setting









and considering the Leibniz identity for the triple {J, T, J}, we get
[J, J ] = δ2m+2X2m+2, [J, T ] = ρ1X1.
Let us suppose
[J, Pk] = Qk +
2m+2∑
s=1
λk,sXs, [J,Qk] = −Pk +
2m+2∑
s=1
µk,sXs, 1 ≤ k ≤ m.
Taking the following basis transformation:








′ = [P ′1, Q
′
1], 1 ≤ k ≤ m,
we can assume that
[J, Pk] = Qk, [J,Qk] = −Pk, [P1, Q1] = T, 1 ≤ k ≤ m.
By applying the Leibniz identity to the triples {J, J, Pk}, {J, J,Qk} we
derive
[Pk, J ] = −[J, Pk], [Qk, J ] = −[J,Qk], 1 ≤ k ≤ m.
The verification of the Leibniz identity leads to the following restrictions.
Leibniz identity Constraints
{J, Pk, T} =⇒ [Qk, T ] = ρ1Xk+1, 1 ≤ k ≤ m,
{J,Qk, T} =⇒ [Pk, T ] = −ρ1X2m+2−k, 1 ≤ k ≤ m,
{P1, T,Q1} =⇒ [T, T ] = 0,
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We set
[Pj , Qj ] = T +
2m+2∑
t=1














νk,s,tXt, k 6= s, [Qk, Ps] =
2m+2∑
t=1
ξk,s,tXt, k 6= s,
where 2 ≤ j ≤ m, 1 ≤ k, s ≤ m.
From the Leibniz identity for the triples {Pk, Ps, T}, {Qk, Qs, T} and
{J, Pk, Qk} we obtain
ηk,k,1 = θk,k,1 =
1
2
ρ1, ηk,s,1 = θk,s,1 = 0, θk,k,t = −ηk,k,t,
1 ≤ k, s ≤ m, k 6= s, 2 ≤ t ≤ 2m+ 2.
Analogously, from {J, Pk, Qs}, {J,Qk, Qs} and {J, Pk, Ps}, we get
[Pk, Ps] = −[Qs, Qk], [Pk, Qs] = [Ps, Qk], (3.5.2)
[Qk, Ps] = [Qs, Pk], 1 ≤ k, s ≤ m, k 6= s.
By applying the Leibniz identity to the triples {P1, J,Q1}, {P1, P1, Q1}
and {Q1, P1, Q1}, we have












By the next identities {Q1, J, P1} and {P1, J, P1} we deduce
γ1,s = −4η1,1,2m+3−s, γ1,k = 4η1,1,2m+3−k,
η1,1,2m+2 = γ1,1 = γ1,2m+2 = η1,1,t = 0,
with 2 ≤ s ≤ m+ 1, m+ 2 ≤ k ≤ 2m+ 1, 2 ≤ t ≤ 2m+ 1.
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Hence, we have
[T, J ] = 0, [Q1, P1] = −T,
[P1, P1] =
1





2ρ1X2m+1, [T,Q1] = −
3
2ρ1X2,









By applying the Leibniz identity to the triples of elements {Pk, J,Qk} and
{Qk, J, Pk}, we get
βk,s = γk,s = −2ηk,k,2m+3−s, βk,t = γk,t = 2ηk,k,2m+3−t, ηk,k,2m+2 = 0,
where 2 ≤ k ≤ m, 2 ≤ s ≤ m+ 1, m+ 2 ≤ t ≤ 2m+ 1.
By the next Leibniz identity applied to {Pk, J, Pk} and {T, Pk, Qk}, we
have
γk,1 = βk,1 = 0, ηk,k,s = 0, 2 ≤ k ≤ m, 2 ≤ s ≤ 2m+ 1.
So, we have 
[Pk, Qk] = −[Qk, Pk] = T,







where 2 ≤ k ≤ m.
By verifying the Leibniz identity on elements, we obtain the following re-
strictions.
Leibniz identity Constraints
{Pk, Ps, T} =⇒ ηk,s,1 = 0, 1 ≤ k, s ≤ m, k 6= s,
{Qk, Qs, T} =⇒ θk,s,1 = 0, 1 ≤ k, s ≤ m, k 6= s,
{Pk, Qs, T} =⇒ νk,s,1 = 0, 1 ≤ k, s ≤ m, k 6= s,
{Qk, Ps, T} =⇒ ξk,s,1 = 0, 1 ≤ k, s ≤ m, k 6= s.
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By applying the Leibniz identity to the triples {Pk, Ps, J}, {Qk, Qs, J}, we
get
[[Pk, Ps], J ] = −[Qk, Ps]− [Pk, Qs], [[Qk, Qs], J ] = [Qk, Ps] + [Pk, Qs],
it follows that
[[Pk, Ps], J ] = −[[Qk, Qs], J ],
hence
ξk,s,2m+2 = −νk,s,2m+2,
θk,s,t = −ηk,s,t, 1 ≤ k, s ≤ m, 2 ≤ t ≤ 2m+ 1, k 6= s.
and
νk,s,t + ξk,s,t = −ηk,s,2m+3−t 2 ≤ t ≤ m+ 1,
νk,s,t + ξk,s,t = ηk,s,2m+3−t m+ 2 ≤ t ≤ 2m+ 1.
Let us consider the identity
[[Qk, Ps], J ] = [Qk, [Ps, J ]] + [[Qk, J ], Ps] = −[Qk, Qs] + [Pk, Ps]
We have that θk,s,2m+2 = ηk,s,2m+2 and
ξk,s,t = −2ηk,s,2m+3−t, 2 ≤ t ≤ m+ 1,
ξk,s,t = 2ηk,s,2m+3−t, m+ 2 ≤ t ≤ m+ 1,
and
νk,s,t = ηk,s,2m+3−t, 2 ≤ t ≤ m+ 1,
νk,s,t = −ηk,s,2m+3−t, m+ 2 ≤ t ≤ 2m+ 1.
Analogously, by applying the Leibniz identity to the triple {Pk, Qs, J}, we
get
νk,s,t = −2ηk,s,2m+3−t, 2 ≤ t ≤ m+ 1,
νk,s,t = 2ηk,s,2m+3−t, m+ 2 ≤ t ≤ 2m+ 1.
We get that νk,s,t = 0, 1 ≤ k, s ≤ m, 2 ≤ t ≤ 2m + 1, k 6= s. It implies
that ηk,s,t = ξk,s,t = θk,s,t = 0 for 1 ≤ k, s ≤ m, 2 ≤ t ≤ 2m+ 1, k 6= s.
Hence, we have
[Pk, Ps] = [Qk, Qs] = ηk,s,2m+2X2m+2, 1 ≤ k, s ≤ m, k 6= s,
[Pk, Qs] = [Qk, Ps] = νk,s,2m+2X2m+2, 1 ≤ k, s ≤ m, k 6= s.
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By equation (3.5.2) we have the following restrictions
ηk,s,2m+2 = −ηs,k,2m+2, νk,s,2m+2 = νs,k,2m+2, 1 ≤ k, s ≤ m, k 6= s.
Finally, we apply the Leibniz identity to the triple {Pk, Pk, Ps}, with k 6=
s, and we obtain ρ1 = 0. We denote again (δ2m+2, ηk,s,2m+2, νk,s,2m+2) =
(a1, bk,s, ck,s).
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