A major obstacle standing in the way of producing reliable predictions of climate change and its ecological impacts is a lack of data on timescales longer than the short instrumental record. We will need to continuously operate recently initiated international global climate observation programmes for at least 50 years before they begin to provide relevant information. Natural archives of past climate variability can provide the same information now. Unfortunately, some of the most valuable paleoclimate archives are being rapidly altered, largely due to human influences. We cannot afford such an irreversible loss. The IGBP-Past Global Changes project therefore calls for scientists and institutional partners to help establish immediately a coordinated international Global Paleoclimate Observing System (GPOS) to complement the recently established Global Climate, Terrestrial and Ocean Observing System (GCOS, GTOS, GOOS) that focus only on contemporary observations. There is no time to lose.
Warming has been measured over most parts of the globe during the late 20 th century. But instrumental data provide only a limited perspective on this climate change. Because instrumental measurements cover mainly the period of industrialization, they offer little information with which to distinguish between natural and anthropogenic causes of the observed warming. Paleoarchives can provide such information by extending the climate record over decadal to millennial time scales. Furthermore, paleodata can be used to predict future ecosystem changes associated with climate change, based on ecosystem responses to climate changes in the past. Climaterelated variables such as temperature, salinity, pH, oxygen level, CO 2 concentration, moisture balance and circulation strength can be quantitatively reconstructed using various biological indicators (pollen, chironomids, diatoms, cladocereans), isotopes, and other proxy measurements in lake and ocean sediments, corals, speleothems, polar ice, tree rings, mountain glaciers and other paleoarchives. Although tapping the information contained in these paleoarchives has an enormous potential to contribute to our understanding of linkages between ecosystems and climate, recent anthropogenic factors are leading to the destruction of many of these unique sources of valuable information. Therefore, we call for an internationally coordinated effort, GPOS, designed to rescue endangered natural archives of past environmental variability on sociallyrelevant time scales, and expedite large-scale observational and experimental campaigns to investigate the mechanisms producing natural archives.
A first example of destruction of paleoarchives is the ongoing widespread bleaching of corals. Coral measurements ( Figure 1 ) have been used successfully to reconstruct sea surface temperature and salinity and even the surface circulation of the tropical oceans for the past several hundred years. They have provided isolated windows during the more distant past, often with a temporal resolution of only a few weeks [5, 15] Furthermore, corals have recorded past changes in the frequency and magnitude of El Niño events with direct consequences for predictability. Coral based reconstructions, for example, indicate a shift from primarily decadal El Niño Southern Oscillation variability in the 1800's to the interannual variability of the last century [16] . Long coral based records also help to quantify the significance of the 1976 El Niño Southern Oscillation shift by providing a longer term record.
Large living corals (>100-200 years old) suitable for climate reconstruction purposes are relatively rare in most reef areas of the world. Unfortunately, a significant number of these corals have been killed in recent years, and the outlook for many others may be bleak ( Figure 2 ). Corals are under threat from localized stresses related to coastal development and population pressure. Dynamite and cyanide fishing, dredging for engineering works, nutrient overloading, the disruption of grazing fish populations (which allows algal overgrowth), coastal pollution, and unregulated development all contribute to coral mortality, particularly in populated regions of the tropics.
In addition to these local processes, there is a widespread mortality of corals due to coral 'bleaching' consequent on exceptional 'warm' climatic extremes. These extremes are 3 often associated with El Niño events, and have been observed in all the world's tropical oceans. Coral 'bleaching' describes the loss of color of reef building corals due to the expulsion of symbiotic algae (or loss of their photosynthetic pigments) from the coral tissue. The most common cause of coral bleaching is elevated sea surface temperature. Specifically, bleaching often occurs when local sea surface temperatures exceed their usual warm season maximum by >1-2 ºC for periods exceeding a few weeks. In some cases, other environmental factors such as low salinity or increased exposure to solar radiation are also implicated. Once bleached, the corals have lost a major source of their nutritional energy (which comes from their algal symbionts), have very limited ability to calcify, and, if the condition persists, the corals die. Major bleaching events associ-ated with the 1982/83 and 1997/ 98 El Niño events caused mass mortality of corals in large areas of the equatorial Pacific, and western Indian Ocean. Even the corals that recover from bleaching may have reduced fecundity and reduced tolerance to future stress [12] . The death of corals being used to reconstruct paleoclimate is not a theoretical problem -it is real. Once the corals die, the potential for climate reconstruction from the skeletons is severely reduced. The dead coral skeletons are prone to rapid physical and biological erosion, and the absolute chronology (a key factor in identifying leads and lags in the climate system) is lost. As one example, the 1982/83 El Niño caused coral mortality throughout the Galapagos. Some 
Erosion of Pavona coral on Saboga
Island, Panama. This erosion damage is caused by sea urchins which scrape away coral as they graze on algae superimposed on a coral already partially killed by warm conditions during the 1982-83 El Nino. Source: World Data Center for Paleoclimatology slideset, Photo: Mark Eakin.
Learning from the past 4 scientists predict a global demise of coral reefs within the next few decades due to global warming [7] . An overview of areas thought to be susceptible to bleaching can be found at: http:// psbsgi1.nesdis.noaa.gov:8080/ PSB/EPS/SST/climohot.html.
In addition to bleaching, recent studies indicate that corals and other calcifying marine organisms are under geochemical threat from rising CO 2 concentrations. As atmospheric CO 2 increases, oceanic CO 2 rises and carbonate concentration drops, making the oceans more acidic and removing the CO 3 = needed for skeletal formation. Carbonate supersaturation is maintained, but even a drop in the supersaturation level appears to influence the ability of corals and other organisms to form calcium carbonate skeletons. [8; 10; 9] . The combination of localized stresses with background warming and increasing CO 2 means that corals are experiencing multiple stresses on many fronts -physical, ecological, geochemical -and are increasingly vulnerable to mass mortality. Coral archives are not the only ones under severe threat: alpine glaciers in both the tropics and temperate latitudes are melting. Ice cores from such glaciers have been used to reconstruct temperature, precipitation and atmospheric dust levels [13] , and they provide information about climate dynamics, including changes in the strength of the Asian monsoon [14] and El Niño Southern Oscillation [6; 11] . All mountain glaciers in tropical and temperate latitudes, with the exception of those in Scandinavia, are now rapidly retreating. As shown in figure 3 , the volume of the summit glacier on Kilimanjaro (figure 4) has decreased by 81% between 1912 and 2000. If this trend continues, there will soon be no paleoclimatic information stored in ice at high altitude, low-latitude sites. The only information from the Kilimanjaro ice will be what is left of the cores extracted last year by Lonnie Thompson and his group and stored in freezers at Ohio State University. Given the critical importance of the low latitude regions as drivers of climate on Earth, this loss will irreplaceably hobble our ability to use the past to predict the future. For an extensive overview of the status of glaciers around the world, see the world glacier monitoring service web site (http://www.geo.unizh.ch/ wgms/).
Until the last few years, the use of tree rings as records of past environmental variability has been limited, almost entirely, to the middle and high latitudes.
Real progress is being made with developing methods for decoding tropical tree rings, and these records promise to yield vital information on many aspects of tropical environments, from the Asian monsoon and El Niño to the factors controlling the storage of carbon in tropical forests. The use of tree rings from tropical trees is now moving into the phase where continental-scale networks of collections must be made and analyzed to extract vital environmental information. For example, teak trees, in a huge arc from India through Myanmar, Thailand, Indonesia and the Philippines, have annual rings that can be used as records of climate, especially conditions at crucial times of year, the dry season and the transition to the rainy season. At the same time as this progress has been made, massive felling of the commercially valuable timber of oldgrowth teak has been going on, raising the possibility that many of the old trees, containing the most valuable information, will already have been fed to the sawmills [4] .
Though their existence may not be directly under threat, the interpretation of other paleodata may also be increasingly complicated by the activities of humans. The relationships between treering properties and regional climate parameters, for example, are widely used for reconstruct-Learning from the past Figure 5 .
Mean July temperature reconstructed using chironomids (Diptera: Chironomidae) in lake Vuoskkujavri, Northern Sweden. A decrease of 1.5 ∞C is observed through the last 10 000 years. [3] . The evidence on more local geographic scales is varied, but, at least in subarctic Eurasia, might be linked to an increase in winter precipitation that delays the onset of tree growth [17] . Other speculative possibilities include some link with a general fertilization effect seen in other tree-growth parameters, possibly due to high atmospheric CO 2 concentrations or nitrogenbearing precipitation, or the effects of acid rain or enhanced ultraviolet radiation [2] .
Whatever the cause, this phenomenon points toward the need for more integrated process studies that involve the use of multiple archives, observations, models and experiments capable of providing an understanding of the time-dependent interrelationships between different biological and physical processes. These studies may require a major effort to update many important paleo climate and environmental archives. During recent decades, the combination of different environmental changes, many the result of human activities, may well be complex beyond precedent.
Similar changes have occurred in chironomid communities in the lakes of northern Sweden. Chironomid species assemblages recorded in lake sediments are used to make quantitative reconstruction of mean July air temperature. This method has been shown to reconstruct lake temperatures accurately during the last Qua- Looking southeast over Kibo (5,895m) and Mawenzi (5,149m) Peaks of the Kilimanjaro massif. The Northern Icefield is the ice body in the foreground, draped over the crater rim, and the Western Breach is just to the right. When Hans Meyer first climbed Kibo in 1889 the crater rim was nearly encircled by ice, rendering entry to the crater difficult. Today only a small fraction of this ice remains (~15%); virtually all of the white area within the crater on this image is seasonal snowcover. Source: Douglas Hardy (http://www.geo.umass.edu/climate/tanzania/aerial.html) Photo credit: Capt. G. Mazula (fax +255-51-25551); date of photo unknown. 6 ternary period. However, in some lakes there is no modern analogue for the species assemblages in the most recent sediments [1] . The absence of correspondence in modern assemblages of this lake, compared to assemblages in a 100-lake training set in the area, indicates that factors such as fish introduction or acidification has modified the "natural" assemblages of this lake. For many paleoreconstructions, as in both the tree ring and chironomid examples above, quantification of past temperature changes is based on the concept of a transfer function. When human influences become so strong that the organisms used for such reconstruction are no longer reacting directly to climate but responding instead to other anthropogenic factors, these transfer functions cannot be applied. By changing biological assemblages or biological responses of organisms, anthropogenic factors can lead to potential misinterpretation of ecological responses to future climate change scenarios.
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Fifty years ago, the atmosphere was regarded as an inert planetary envelope subject only to the laws of hydrodynamics and thermodynamics. Little was known about the role of chemical compounds and their importance for the evolution of the Earth system. Important processes related to the formation of air pollutants in urban areas had just been discovered but the concept of global air pollution had not yet been introduced. In the early 1970's, it became evident that the stratospheric ozone layer could be substantially altered as a result of human activities. Nitrogen oxides exhausted by the engines of a projected fleet of high-altitude supersonic aircraft would have the potential to destroy large quantities of ozone above the tropopause; chlorine released from the industrially manufactured chlorofluorocarbons would become a major threat to stratospheric ozone. In the mid-1980's an ozone hole was indeed discovered over the Antarctic continent during springtime and is expected to be present each year for the next 50 years.
Global Atmospheric Chemistry by G. Brasseur and A. Pszenny
The recognition in the 1980's that air pollution is a global phenomena as well as the lack of data available to investigate fundamental processes occurring in the troposphere led the scientific community to call for a worldwide effort to address pressing issues. For example: What is the impact of the biosphere on the chemical composition of the atmosphere? Is the oxidising power of the atmosphere changing in response to human activities? What is the contribution of anthropogenically produced aerosols on climate forcing? The International Global Atmospheric Chemistry (IGAC) Project of IGBP was created in the late 1980's to address such issues.
More than 10 years of active research has provided impressive results. New instrumentation has been developed to probe the atmosphere from pole to pole and from the Earth's surface up through the stratosphere. Several field campaigns have been organised to better characterise photochemical properties of the troposphere and microphysical properties of aerosols. Monitoring stations have been established to measure the temporal evolution of key chemical International Global Atmospheric Chemistry Project IGAC Atmosphere 8 compounds from the surface. Spacecraft have been launched to provide a global view of the behaviour of chemical compounds. Models have been developed to analyse data and predict the future evolution of the atmosphere. Laboratory studies have provided more accurate values of chemical and photochemical parameters. IGAC has continuously facilitated international co-operation between scientists and laboratories in different parts of the world and endorsed several key activities that have led to a better understanding of the chemistry of the atmosphere on the global scale. What has really been revealed by the observations is the complexity of the system. As shown schematically in Figure 1 , the global distribution of chemical compounds is governed simultaneously by surface emissions, long-range transport, small-scale exchange processes (such as ventilation from the boundary layer to the free troposphere, convective transport, troposphere/stratosphere exchanges), chemical and photochemical reactions, phase changes, wet scavenging, and dry surface deposition.
Much work has been done within the IGAC framework regarding chemical emissions: a global estimate of biogenic nonmethane hydrocarbon emissions has been produced, highlighting the importance of tropical emissions and their role for the ozone budget. Biomass burning has been shown to greatly affect the chemistry of the tropical regions, even far away from the location of the fires. The importance of lightning as a major source of nitrogen oxides in the middle and upper troposphere has also been demonstrated through several field campaigns.
Photochemical processes in the atmosphere have been elucidated through the simultaneous measurement of several chemically active species. Measurements of the hydroxyl (OH) radical have now become possible, and have provided ways to evaluate complex photochemical models. The importance of halogen compounds and their ability to destroy surface ozone, especially in the polar regions during springtime, has also been assessed. Global and regional budget of tropospheric ozone have been established, highlighting the importance of the photochemical source terms, especially in the Northern Hemisphere. The episodic intrusions of ozone-rich stratospheric ozone tongues have also been documented (see Figure 2 ).
Aerosols interact with solar radiation, affect gas-phase compounds and determine in part the formation and fate of clouds in the atmosphere. The type of aerosols observed in the atmosphere is highly variable: secondary sulphate aerosols are produced by the oxidation of biogenic and anthropogenic sulphur or nitrogen; primary soot and dust particles are released at the surface in relation to biomass burning or the presence of deserts. Sea-salt is abundant in the boundary layer over the oceans. The chemical properties of aerosols have been extensively studied within the IGAC project through so-called closure experiments. Spacecraft have also provided a global picture of the aerosol distribution over oceans and even continents ( Figure 3 ).
Many of the documented changes observed or predicted to occur in the Earth system involve changes in the chemical composition of the atmosphere. Fossil fuel consumption, biomass burning, land-use changes, etc. are modifying the abundance of trace gases in the atmosphere with consequences on climate, on the biosphere and on human health. The processes involved, "Fossil fuel consumption, biomass burning, land-use changes, are modifying the abundance of trace gases in the atmosphere with consequences on climate, on the biosphere and on human health." which are often very complex, need to be carefully studied to better assess and predict the evolution of our planet as a whole. Major uncertainties remain and will be addressed in the second phase of IGAC's existence. Future themes will include long-range transport of chemical compounds, multiphase chemistry, chemical processes in the upper tropo- IGBP is properly cautious in developing and approving additional programme elements. There has been no shortage of ideas for new themes and initiatives over the past ten years, but few have survived the necessary scrutiny of their scientific quality, timeliness and complementarity -to ensure that international research effort is directed at the most crucial (yet tractable) aspects of Earth system behaviour. The formal "birth", in February 2001, of the Surface Ocean-Lower Atmosphere Study (SOLAS) was therefore a very important step in IGBP's strategic development.
SOLAS: the Surface Ocean-Lower
Atmosphere Study by P. Liss and P. Williamson SOLAS meets the need for an interdisciplinary investigation of the "biogeochemical-physical interactions and feedbacks between the ocean and atmosphere, and how this coupled system affects and is affected by climate and environmental change". It had its genesis in 1990, in a potential project called Global Ocean Euphotic Zone Study (GOEZS), but a great deal of seawater has flowed around the world since then. Furthermore, we now know much more about atmospheric chemistry relevant to the ocean boundary.
Thus we can now ask, and begin to answer, the key questions on the dynamic processes that link the two largest compartments of the biosphere. An underlying concept of SOLAS is to test hypotheses that integrate observational, experimental and modelling work. Research effort is structured within three foci: (1) Biogeochemical interactions and feedbacks between ocean and atmosphere; (2) Exchange processes at the air-sea interface and the role of transport and transformation in the atmos-"The atmosphere is an important source of nutrients to the ocean. The frequency of dust events (eg from the Sahara, as shown) is likely to alter markedly in the next 50-100 years, with many feedback implications. SeaWiFS image, credit NASA/GSFC and ORBIMAGE." pheric and oceanic boundary layers; and (3) Air-sea flux of CO 2 and other long-lived radiatively active gases. The SOLAS project has been approved by the Scientific Committee on Oceanic Research (SCOR) and the Commission for Atmospheric Chemistry and Global Pollution (CACGP), as well as IGBP. National activities are currently being developed, with overall coordination to be provided by a Scientific Steering Committee and International Project Office.
Continental marginal zones mark the areas of interaction of rivers, lands, oceans, the atmosphere and sediments. Despite their relatively modest surface areas, marginal zones play a considerable role in the biogeochemical cycles of carbon, nitrogen and phosphorus because they receive massive inputs of these elements through upwelling and riverine inputs. Marginal zones are also among the most biologically and geochemically active areas of the biosphere, and exchange large amounts of matter with the open oceans. Recognizing such importance, JGOFS and LOICZ have joined forces to assess, specifically, the contribution of continental margins and seas to CO 2 sequestration and the horizontal fluxes of C, N and P across ocean-continental margins, as well as the vertical fluxes of these elements across the sediment and atmosphere boundaries. Regions that directly receive river sediment discharge appear to be heterotrophic. With large rivers the heterotrophy may be pushed well out onto the shelves, but in the case of the smaller systems, the heterotrophy is most often confined to the estuaries. With respect to the export systems, such as the Peruvian and Benguela upwelling systems, the Californian shelf, the northwestern American shelf, the western Canadian shelf and most outer shelves, one important feature influences the budgets is upwelling which is characteristically episodic in nature. Physical forcing has therefore been identified as having an important influence on the retention and exchange along these usually narrow shelves. Meanwhile residence time is short, with the export of organic material decreases as a function of residence time.
As concerns the marginal seas-for example the Mediterra-
The Joint Global Ocean Flux Study JGOFS Figure 1 .
Schematic diagrams for the annual carbon and nutrient budgets (in 10 12 mol yr -1 for the continental margins. In fact, on a global scale upwelling seems to contribute more P and N to the shelve systems than do riverine inputs. The damming of major rivers may reduce the freshwater output and the buoyancy effect on the shelves, which in turn can reduce the upwelling, nutrient input and productivity.
Ocean
Mass-balance calculations reveal that the global average new production of phytoplankton on the shelf is 0.9 Gt org C and 0.07 Gt inorg C per year, which makes up only 15% of the average primary production rate. It is important to note that only about 0.2 Gt yr -1 each of organic and inorganic carbon is buried, and stored, on the shelf, and the downslope transport of modern particulate carbon is 0.5 Gt C yr -1 , half of which is organic. The downslope transport of particulate organic carbon is only 17% of the offshore dissolved organic carbon transport. The alkalinity budget indicates that there is a substantial amount of alkalinity generation in the sediments (400 ¥ 10 12 , mol yr -1 ) mainly due to anaerobic respiration, such as that from iron and sulfate reductions. Most of the shelves and estuaries reveal that denitrification is an on-going and important feature, with total net denitrification amounts to 2.5 10 12 mol N yr -1 . A schematic diagram for the annual carbon and nutrient budgets for the world's continental margins is provided in Figure 1 .
Deep marginal seas with larger bodies of water, especially those with deep water formation, may be non-negligible sinks for the anthropogenic, excess CO 2 . It is estimated that seawater in the marginal seas may have taken up over 2.7 Gt of excess carbon. More importantly, marginal seas of high latitude, like the Sea of Ocean 13 The equatorial Pacific Ocean is the largest contiguous region of oceanic upwelling, and plays a prominent role in the Earth's climate and biogeochemical cycles. The equatorial Pacific is one of three major High Nutrient/Low Chlorophyll regions, where plankton productivity is low although high concentrations of major nutrients (nitrate, phosphate, silicate) and adequate light are present yearround. These factors have led oceanographers, particularly American, French, Australian and Japanese scientists, to study the equatorial Pacific intensively for the past 10-15 years. JGOFS projects studying the equatorial Pacific have included major field campaigns, participation in the iron fertilization experiments, and an extensive modelling effort.
Biogeochemistry and Climate Variability in the Equatorial Pacific Ocean by J. R. Christian
Early data such as those from the Hawaii-Tahiti Shuttle provided a view of the equatorial ocean from a meridional perspective, with an asymmetrical doming of the thermocline, a complex current structure of the equatorial currents, and low nutrient and high oxygen concentrations associated with the equatorial undercurrent. This undercurrent is the primary pathway of ventilation of the equatorial thermocline [11] . The 1992 US-JGOFS cruises followed a similar cruise plan (north-south transects combined with time series observations on the equator at 140°W) but measured a much broader suite of biogeochemical parameters.
As oceanographers began to understand the El Niño Southern Oscillation (ENSO) phenomenon better, it was realized that much of the variability observed in the central Equatorial Pacific Ocean (e.g., 150-160°W) is a result of the eastward expansion of the western Pacific warm pool. In addition to local (i.e., vertical) processes such as a weakening of upwelling, it is now understood that at least some of the variability observed in the central equatorial Pacific during El Niño events results from the eastward advection of ecosystems that are present at all times further west. During El Niños, the slope of the sea surface (normally positive from east to west) flattens dramatically, causing the normally eastward-flowing South Equatorial Current to appear to reverse direction. Actually, the current is often eastward in the far west, and during El Niño the convergence of eastward and westward currents is displaced eastward by thousands of "The last decade has seen an enormous growth in our knowledge of the ecology and biogeochemistry of the Equatorial Pacific Ocean, and our understanding of the underlying processes."
Okhotsk and the Bering Sea, or those with dense intermediate water outflow, like the Mediterranean and Red Seas, may act as conveyer belts in exporting the excess CO 2 into the deep open oceans ( Figure 2 ) at a rate of about 0.2 Gt C yr -1 . The upward migration of calcite and aragonite saturation horizons may also make the carbonate deposits on the high-latitude shelves more susceptible to dissolution, which would neutralize excess CO 2 rather rapidly.
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High Nutrient/Low Chlorophyll and the iron hypothesis
The general dogma of biological oceanography has been that nutrients will be consumed unless other limiting factors (e.g., light) prevent it. The existence of large High Nutrient/Low Chlorophyll areas in the surface ocean set off a debate -still not entirely resolved -as to exactly why. Some argued that the presence of high concentrations of macronutrients implied limitation by a micronutrient most likely iron. This hypothesis was advocated by John Martin, who organized cruises to the major High Nutrient/Low Chlorophyll areas, and carried out iron-enrichment experiments in bottles. This hypothesis remained controversial, however, because incubations in bottles exclude the larger grazers and are subject to contamination. Others argued that the phytoplanktonzooplankton food chain could be a selflimiting dynamic system that prevents the utilization of major nutrients even in the absence of any external factor limiting phytoplankton growth. This is particularly likely in regions where the primary grazers are microzooplankton, whose growth rates can exceed those of their prey. These competing hypotheses were eventually reconciled by experiments that showed that some phytoplankton are strongly limited by low iron, while others are controlled by grazers even in the presence of abundant iron [10] . This "synthetic" or "ecumenical" iron hypothesis holds that both iron limitation and strong grazer control are necessary and complementary factors in maintaining the High Nutrient/Low Chlorophyll condition. Two open-water iron enrichment experiments have now been carried out in the eastern equatorial Pacific, and have shown that iron plays an important role in limiting phytoplankton growth. However, these experiments have also shown that the dynamic response of plankton communities to iron enrichment is complex, and the effects on elemental budgets and carbon flux are still uncertain [6] . More understanding of the response of plankton communities to the duration and temporal variability of iron enrichment is required before consequences for carbon flux can be predicted with confidence. In addition, silicate concentrations may also be limiting or co-limiting, particularly in the central and western Pacific [3] .
Carbon flux
The East Pacific Ocean is one of the primary regions of atmosphere-ocean carbon flux. Because cold subsurface water with high inorganic carbon concentration is upwelled, there is significant outgassing of CO 2 from the surface ocean, particularly during La Niña conditions. Observations during 1992 show that even mild El Niño events reduce the air-sea pCO 2 difference by about half in regions of oversaturation [4] . In 1997-98 much larger reductions in the oversaturation were observed, and CO 2 efflux from the ocean approached zero over a wide area [1] . While the air-sea flux varies with the El Niño Southern Oscillation cycle, both observations and models suggest that the interannual variability is less than that inferred from atmospheric CO 2 growth [8; 9].
The larger picture: models and satellites
We now have more than four years of almost continuous global satellite ocean colour data. These data have given us an unprecedented synoptic view of the spatial and temporal variability of the tropical Pacific and the most intense El Niño/La Nina event on record. These data illustrate the complexity of the physical processes that force the biogeochemistry. The primary upwelling process in the equatorial ocean is trade-wind forced Ekman upwelling, but superimposed on this are upwelling and downwelling associated with equatorially trapped waves of a variety of types [5] . JGOFS and other observational programs have fortuitously sampled some of these processes, if not quite synoptically, at least adequately to understand the scales of variability involved, such as the tropical instability wave observed during the US-JGOFS Equatorial Pacific cruise in fall 1992. 1) ; an hypothesis about the underlying processes is described in Chavez et al. [1] . Several laboratories have now developed large scale biogeochemical models embedded in ocean general circulation models. Along with the satellite data, models give a synoptic if imperfect view of oceanic processes, and also provide a three dimensional view. The models shown coherent ecological zones along the equator whose boundaries move east and west with the ENSO cycle, and provide a spatial context for interpreting cruise data. We also see from the models that the major modes of variability, such as the El Niño Southern Oscillation, are much larger than cruises can resolve ( Figure 2 ).
Looking forward
The last decade has seen an enormous growth in our knowledge of the ecology and biogeochemistry of the Equatorial Pacific Ocean, and our understanding of the underlying processes. In the coming years a number of further questions will likely be addressed. What are the sources of iron and the mechanisms by which it reaches the Equatorial Pacific Ocean, what is the regulation in export flux by ecological dynamics under varying inputs of iron, and what is the interannual and longerperiod variability of oceanatmosphere carbon flux, are only a few of these questions.
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University of Maryland, USA E-mail: jrc@essic.umd.edu The ocean colour data show that the flux of nutrients to the surface is extremely variable in Ocean 16 Global Ocean Ecosystem Dynamics Basin scale climatic and anthropogenic impacts on the dynamics of marine ecosystems: the Baltic Sea by F. Köster, J. Alheit and C. Möllmann
The GLOBEC/ICES Cod and Climate Change regional programme was designed to advance our understanding of the effects of climate variability on cod recruitment in the North Atlantic. In many geographical areas the success or failure of one fish species (in this case cod) tends to be associated with opposite trends in other species (in this case sprat), with important cascading effects throughout the ecosystem under study. In this article we review recent findings from several Baltic-wide research projects contributing to the GLOBEC Cod and Climate Change programme, providing working hypotheses on how climatic and anthropogenic forcing affects biological populations in the Baltic Sea.
Long-term trends and regime shifts
The North Atlantic Oscillation , the strongest climate signal over the North Atlantic, influences physical and biological processes in the Baltic Sea. Old historical data on the herring fishery off the Bohuslän coast, in the Skagerrak, show that there have been nine periods of large herring catches since the 10 th century. These fishing periods corresponded to times when the winter mildness/severity index of Lamb (1972) exhibited strong downward trends followed by long-lasting negative periods of the North Atlantic Oscillation (Fig. 1) . Changes in the state of the North Atlantic Oscillation influence the three-dimensional circulation in the Baltic Sea, and the water mass exchange with the North Sea. They are accompanied by changes in salinity, temperature and oxygen concentrations, which in turn affect marine populations [1] . The dynamics of cod and sprat are intrinsically linked to physical forcing and human exploitation. The main food prey for sprat and early life stages of cod, crustacean zooplankton, correlates well with variations in salinity and sea surface temperature [9] , which are proxies for the North Atlantic Oscillation Index [2] . Whereas the exponential growth phase of these copepod populations in spring seems to be regulated by temperature, their decline later in the year appears to be controlled by predation [8] .
Within the Baltic fish community, dominated by cod, sprat and herring, a shift from a codto a sprat-dominated system occurred over the last two decades. This was caused by a declining cod stock, due to recruitment failure and high fishing intensity. This in turn resulted in a decrease in predation pressure on sprat which in combination with high reproductive success and relatively low fishing mortalities caused an exceptionally high sprat stock size. Besides being a major prey species of cod, sprat can predate on cod eggs. Thus, a dominance of one of either predator may stabilize a cod-dominated or a sprat-dominated system. Destabilization of the system may be caused either by unfavourable hydrographic conditions for reproduction and subsequent recruitment failure of
Winter mildness/severity index (Lamb 1972) and Bohuslän periods which correspond to negative peak values. Modified from Alheit and Hagen (1997).
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Ocean one of the species, or high mortalities caused by the fishery (Figure. 2). In the following section we hypothesise how recruitment is the key parameter controlling ecosystem stability. Several time series describing the interactions between cod, sprat and their zooplankton prey have been used to identify critical stages and processes within their recruitment [5] . Cod and sprat utilize the same deep Baltic basins as spawning areas and have overlapping spawning times. However, they utilize their spawning habitat with a pronounced difference in reproductive success. Such differences are likely to provide clues to explain the causes of the fluctuations between cod and sprat-dominated systems.
Weak correlation between cod spawning stock biomass and egg production indicates that the size of the parental stock is not a reliable measure of egg production. It also suggests that cod egg survival is highly variable. For sprat the parental stock size appears to be a reliable measure of egg production, but as larvae correlates poorly with juvenile abundance it suggests that larval survival is sprat's critical stage. Cod eggs are less buoyant than sprat eggs, and thus, due to low surface salinities in the central Baltic Sea, they concentrate within and below the permanent halocline. This water body is characterized by decreasing oxygen concentrations. As 2ml O 2 /l is the minimum threshold for cod egg development, they are subject to strong mortality in the halocline [7] . Sprat eggs have higher buoyancy and are thus less dramatically exposed to low oxygen. Furthermore they are subject to a lower predation pressure than cod eggs, because of a less pronounced vertical overlap between predator and prey [4] .
Sprat recruitment is more dependent on the availability of suitable zooplankton prey, which is significantly correlated to spring temperatures [9] . Variable prey concentrations may affect nutritional conditions, growth 
Conclusions
Contributed research to the GLOBEC Cod and Climate Change programme has substantially improved our understanding of processes affecting cod recruitment in the Baltic. This research revealed that pronounced interactions exist between cod and sprat, both acting as predator and prey on different life stages, as well as between planktivorous fish species/life stages and key zooplankton species. A discernible influence of ocean climate on these interactions is also apparent [2] . Findings were successfully implemented in environmentally sensitive stock recruitment models [3, 5] 
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Suppose that we contracted with a group of very clever engineers to build a satellite from off-the-shelf parts of the coasts that would return a signal sensitive to the carbon, nitrogen, and phosphorus fluxes in the various parts of the world coastal zone. The satellite is built, launched and it successfully returns lovely images in shades of red, green, blue, and various combinations. A great successas soon as we know what the colors mean! To make use of this information, we must have ground truth -actual on-the-ground and in-the-water measurements of the processes that are represented indirectly by colors from the sky. This is a good analogy for the LOICZ approach to determining the global-scale biogeochemical function of the coastal zone. The Biogeochemical Modelling [1] activity is the ground-truth acquisition process, collecting, interpreting, and comparing CNP budgets from coastal sites around the world. The typology effort [2] is the satellite equivalent -viewing the world from a conceptual distance, on the bases of bands of information represented by globally available environmental databases. To extend the analogy even further, the interpretative algorithms are to be provided in large part by the LoiczView clustering software [3] , described below.
If there is such a good model for what we are doing, then why does it generate so much confusion? First, "typology" (study of, or analysis or classification based on, types) is not a common term in the jargon of the scientific disciplines involved. It's a perfectly good English word, but not one that conveys mental images the way 'taxonomy' does, for example. Second, we haven't actually done it all the way yet, so we don't have any complete examples to point to. And, third, we are doing it backwards. We are collecting the ground truth first, wherever we can, and then we will devise, through typology, an image generator that will produce a generalizable context (analogous to the remotely sensed image) for the available ground truth.
This process may seem rather imprecise and untidy in a world grown accustomed to evaluating "science" by its reliance on testable hypotheses and an everincreasing number of high-tech measurements of greater and greater precision. However, a rigorous, linear engineering approach to Earth system problems is simply not feasible in many cases. We suffer from a glut of information and a dearth of understanding, and if we are to grasp the holistic nature of large, complex systems we must explore them in breadth as well as in depth. Hence the strategy to use available data (since there is much available and neither time nor money to collect more), and to search for the patterns and connections within.
So typology will divide the world coastal zone into land, coast and sea cells half a degree on a side, and will populate those cells with data on dozens of variables ranging from air temperature to population density and from bathymetry to soil texture. Then various populations of cells will be statistically clustered to identify similarities and differenceswhich will in turn be examined Figure 1 .
An Australian example -expert typologies developed for the marine (a) and terrestrial (b) coastal environments [9] . Circles indicate the location of budget sites.
Land-Ocean Interactions in the Coastal Zone LOICZ Land -Ocean 20 for their ability to explain or describe the distribution of types of biogeochemical budgets in the coastal database. Once data selection, weighting and tuning have resulted in a set of typologies that are robustly predictive of the budgets, we will start the process of extrapolating to regional and global coast zone function.
Overall, the process is reminiscent of the classical approaches to scientific exploration. Darwin did not board the Beagle with an engineering design and a set of testable hypotheses for the theory of natural selection -he arrived at his grand formulation as a parsimonious and convincing model for the way the world works. To do so, he assimilated large amounts of information (his personal observations are an analogue for the global databases in our case) and brought it to bear on specific phenomena (type budgets are for us what Galapagos finches were for Darwin). We are not necessarily suggesting that the 21 st Century equivalent of The Origin of Species will appear in the LOICZ Reports and Studies series, but we do expect that many new insights will be gained on our way to the global budget estimate.
A tool for the job: LoiczView
We recognize that there are many possible ways, both conceptually and methodologically, to classify and extrapolate coastal characteristics. While we profoundly hope that the coastal research community will develop and test alternative approaches, we also recognize that achieving the LOICZ goals on a credible time scale means selecting and applying some consistent method. Our choice is the LoiczView geospatial clustering software package [3] , developed by Bruce Maxwell specifically for this application. The software currently runs on UNIX and LINUX platforms, and is being adapted for deployment on the Internet. Traditional approaches to typology development are topdown and bottom-up:
In a top-down approach, experts design a decision tree based on different variables and variable ranges that seem appropriate for the environment being considered, apply this scheme to a data set, and iteratively refine the classifications. A variation on this approach is to have experts classify a training set for a pattern classifier and then have the pattern classifier "learn" the classes from the training set and generalize the classification strategy to unseen data. In the bottom-up approach, a clustering method is used to determine groups of similar data points which then form standard classes. Traditional clustering methods include agglomerative clustering and the K-means clustering algorithm, also known as Vector Quantization (VQ) [4, 5] .
The LoiczView package uses the VQ approach, and is specifically designed for application to high-dimensionality data sets (many variables) with imperfect coverage -missing data and nonnormal distributions are an unfortunate fact of life in the environmental sciences. It also includes features that permit selection of number of clusters, number of iterations, distance measure, and visualization options. The last two features are particularly useful for interpretation and tuning of the process. The distance measure issue is discussed below; the visualization option uses a color similarity algorithm that relates the colors of the mapped clusters to the statistical distance between them (e.g., red and pink similar, red and blue very different) [6] . A supporting technique, the use of minimum description length and error, has been developed to identify the optimal number of clusters for a given data set |7].
In the top-down typology approach, the result is completely dependent upon expert decisions. Since this is the first time a quantitative upscaling of coastal function has been attempted, we quickly recognized that there are no total experts on whose judgment we can unquestioningly rely. The bottom-up approach, which we have adopted, incorporates a more realistically achievable level of expert judgment by developing tools to combine biogeochemical and related areas of expertise with the critical statistical and analytical decision making. Apart from the obvious issue of choice of variables, a typology is affected by two major factors, both of which can be guided by expert input. First, how many classes should there be in the typology? Second, how do we measure similarity between data points? The second is especially important when we consider multi-dimensional heterogeneous vectors-data points that have multiple variables with different ranges, variances, and meanings. Cluster separation can be judged either on the basis of the distance between the means of the scaled vectors, or on the maximum difference in any variable in the set. The results are related, but lend very different weights to the types of variation observed. [8] .
LoiczView allows us to analyze and visualize large "Typology will divide the world coastal zone into land, coast and sea cells half a degree on a side, and will populate those cells with data on dozens of variables ranging from air temperature to population density and from bathymetry to soil texture."
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21 heterogeneous data sets. Our process for developing and validating a horizontal (not hierarchical) typology is as follows.
1. Select the variables to use 2. Select how many classes (clusters) to create 3. Apply the VQ algorithm using an appropriate distance measure 4. Apply semantic labels to each cluster 5. Compare with expert judgement or pre-existing typologies 6. Apply image over lays and carry our supervised clustering 7. Repeat the process, with systematic variation, until a classification system is achieved that satisfies the project needs and qualitatively "makes sense" in terms of the variables used and classes identified.
A test and example:
At a recent expert workshop, we tested typology development on Australasia, which is a good example location because of the existence of both expert typologies for the region and a large number of budget sites which we can use for flux estimation [9] . For our prototype typology development we used a subset of the original LOICZ data set corresponding to the Australia/New Zealand coastline. This data set has a spatial resolution of 1 degree; the revised and updated dataset is now based on half-degree cells. Figure 1 shows the components of the expert typology and Figure 2 the similarly presented results of several different clustering tests (described below). Both figures have been simplified for small-scale black and white presentation, but the major patterns are indicated. Variable selection was based on three factors: 1) did the variable provide good coverage of the area (<10% missing data); 2) did the variable actually provide useful information in an information/statistical sense (vary in a reasonable way over the data set); and 3) was the variable a natural 'forcing function' that would reasonably be expected to influence biogeochemical processes without giving too strong a weight to any one aspect of the environment.
We used the minimum description length principle and error plots and found the appropriate number of clusters (using Land -Ocean 22 the mean scaled distance) is between 10 and 15. We selected 12 classes in this example. We first used the VQ algorithm and the average scaled Euclidean distance measure to generate a set of representative classes, running it ten times and taking the lowest error result. This was done for two subsets of the data, one with 3 variables and one with 17 variables. The 17-variable set was also processed using the maximum scaled distance method. The tests are summarized in Table 1 , and the results illustrated in Figure 2 .
We can compare the classes identified in the unsupervised clustering of Australasia with a pre-existing expert typology to see how well the process compares. Figure 2 visually compares our 12-class typologies (3-and 17variable mean distance, 17variable maximum distance), in a format permitting comparison with the expert typologies presented in Figure 1. (The symbols used are intended to show general patterns and similarities, and not to suggest that the clusters in different maps shown with the same symbol are actually the same) Despite the differences in variables and methods used for the typologies, the general form of the different classes is similar, with our datadriven typology showing more detail in terms of local phenomena. The biggest difference between the mean-distance and expert typologies is that a number of the localized classes in the data-driven typology do not show up in the coarser expert typology. When we compare alternative MSD distance measure with the mean-distance approach, the biggest differences occur on the southern and northern coasts of Australia. The southern coast apparently has fewer extreme differences (but higher average differences) than the northern coast. Thus, the MSD distance does not divide the southern coast into two sections in a 12-class clustering, but the average scaled Euclidean distance does.
An important footnote to this last comparison is that using the different distance measure also causes the representational error to change, and the description length to have a different minimum -in this case one that is much larger. For the MDS method, the minimum description length analysis says that instead of 12 classes, there should be more like 24-40. When you are looking at extremes rather than averages, there are more extremes to be considered.
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Summary of results
The importance of these clustering experiments should not be underestimated. Not only does the process work, in an operational sense, but several key findings emerge from the results:
• The strong similarities among the expert typologies and the various clustering approaches indicate that there is robust, distinguishable 'structure' in the nature of coastal environments -classification is both reasonable and feasible with manageable numbers of classes.
• The significant and generally understandable differences among the approaches means that we have the tools to tune and calibrate the classification approach.
• At our present budget data density, most of the major classes are represented by at least one budget site, and some have enough for statistical comparisons of the budget-coast relationship.
Where now?
We have organized three major regional synthesis workshops in this year, leading to a global synthesis effort to be made at a workshop in November 2001. We know that we will not be producing "final answers," but we are opening new territory for research, modeling, and policy applications, and identifying what is needed -and possible -for the succeeding steps. We have been using workshops on Asia, Australia and Oceania, and on the Americas, Africa and Europe, to explore specific issues and approaches in the areas where we have a reasonable density of biogeochemical budgets (1), and to end by extrapolating the knowledge gained to classification of the data-poor coastlines of the world, for example, Africa and the Indian subcontinent.
LoiczView is continuing to be amended for finer user options and is being actively used for a variety of applications; a webbased version is operational. The LOICZ half degree-cell structure is defined (2) , and a database assembly is in place. Tutorials, methods, and approaches are included on the website and are being further developed and refined as a result of the recent workshops.
Within IGBP, we have developed a working integration of our coastal grid and database with the BAHC (Biospheric Aspects of the Hydrologic Cycle) river basin flux typology. This is a vital collaboration with Dr Charles Vorosmarty and his group, giving benefit and integration across IGBP projects. We are looking forward to linking to the activities and products of LUCC (Land Use and Cover Change) and GLOBEC (Global Ocean Ecosystem Dynamics).
As we actively pursue the typology work, immediate goals include beginning the process to relating the budget types to the coastal types, and including more human dimension variables into the coastal classification mix.
What can you do? Join the action. We are providing templates and methods, not prescriptions or answers (at least, not yet). If you think you have a better approach -try it. If you have a specific application or idea for use of the data and/or methods we are developing -do it. Do you have or know of a relevant global (or even regional) dataset? Make it accessible. But above all, communicate. Peer review is vital, but the traditional paper publication is too slow. We all have to take the responsibility of working 'on-line,' properly explaining and qualifying our results, and both giving and incorporating feedback. LOICZ efforts cannot create a community -but we can hope to connect and enable one, and that goal seems worthy of the effort.
Robert W. Buddemeier
University of Kansas, USA E-mail: buddrw@kgs.ukans.edu 
Stable Isotopes for Improved Carbon Sink Measurements
Atmospheric approaches to determining the strength and location of current carbon sources and sinks (e.g., CO 2 measurements combined with inverse modeling or eddycovariance measurements of net CO 2 exchange) cannot be used to partition the components of the net carbon sink without the use of additional tracers. Measurements of the carbon and oxygen isotope ratios in CO 2 allow a properly used to obtain information about biosphere-atmosphere exchange. For example, recent measurements across the North American continent are helping to better map the spatial variation in isotopic discrimination of C 3 and C 4 ecosystems (Figure 1 ). Determining the contribution of C 4 ecosystems to regional isotopic discrimination is critical to separating terrestrial and ocean carbon uptake since the signature of C 4 systems is very similar to ocean uptake. New analyses also show strong temporal variability within C 3 ecosystems, for instance, due to climate variability brought about by El Niño Southern Oscillation [3] . Further efforts in this field will attempt to build dynamic isotopic discrimination maps and improve process models to be incorporated into regional and global inverse model calculations.
Carbon Fluxes in a Warmer and CO 2 -rich World
The strength and distribution of current carbon sources and sinks are expected to change in the future due to changes in climate and atmospheric composition, among other drivers. Recent analyses have summarized the results of over 50 field experiments of ecosystems exposed to higher temperature, atmospheric CO 2 and nitrogen deposition. Higher concentrations of atmospheric CO 2 often increase the strength of carbon sinks in shortterm experiments, although the CO 2 -fertilization effect is likely to saturate at around 500-600 ppm [5, and experiments reviewed in 1]. A recent analyses of 32 field warming experiments, largely from temperate and boreal regions, showed a 64% average increase of net N mineralization when plots were heated from 0.3 to 6.0 ºC; this increase in N was largely responsible for a 25% enhancement in plant productiv-separation of global and regional sinks into terrestrial and oceanic components, and a portioning of Net Ecosystem Exchange of CO 2 into photosynthesis and respiration. The importance of separating these two fluxes is because they are affected by global environmental factors in very different ways. One of the objectives of GCTE-Biosphere-Atmosphere Stable Isotope Network (BASIN) is to understand the processes that control the isotopic discrimination of ecosystems so that isotopic signatures can be GCTE Global Change and Terrestrial Ecology Land ity [8] . Higher temperatures are also expected to increase soil respiration (the same study showed a 20% increased in soil CO 2 flux) which can counter balance to a large degree the storage is expected to be positive in some systems but negative (net carbon loss) in regions with large storage of soil organic matter such as tundra and boreal forest [10] 
Biodiversity Modulates Terrestrial Ecosystem Responses
Continuous loss of biodiversity is thought to affect the capacity and long-term stability of ecosystems to perform many functions, some of which are critical to the continuous delivery of ecosystem goods and services. Recent experiments show how species diversity modulates ecosystem responses to a changing environment. Figure 2 shows a five-fold difference in biomass enhancement in response to elevated CO 2 or enriched N due to differences in plant species diversity. Biomass enhancement to either elevated CO 2 or enriched N decreased with declining diversity [7] . This and similar experiments show the role of species diversity in shaping ecosystem responses to environmental changes.
Effects of Changing Fire Regimes
Changes in land use change and climate play a major role in determining the intensity and frequency of disturbances which in turn affect the overall carbon balance of a region. For instance, the net carbon balance of Canadian forests has changed from a strong carbon sink during the first part of the last century to neutral over the last few decades due to increased landscape disturbances [6] (Figure 3 ). Future scenarios under double CO 2 concentrations show a further increase in total burned area in large regions of boreal forest of North America, Europe and Russia [4] .
carbon gain brought about by Nrelease and CO 2 fertilization. The balance between these two fluxes of opposite sign will determine the final net change in carbon storage. The net change in carbon 
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Manipulating Terrestrial Carbon Sinks
Both forestry and agricultural management have the potential to increase terrestrial carbon sinks. GCTE through the development of SOMnet, a network of sites with long-term measurements of soil organic matter, has been able to measure the potential for increased sequestration using agricultural best management practices. Smith et al. (2000) estimated that 0.113 Pg C could be offset per year (including C offsets from bioenergy crops planted on surplus arable land) ( Figure 4 ). Over 100 years this is equivalent to a carbon offset of 11.3 Pg. Thus, there is the potential to restore much of the historic C lost through cultivation in some regions, although globally the potential is lower. Much of the potential to reverse soil organic matter loss occurs in Europe and North America. At the global scale, 0.4-0.8 Pg C could be sequestered in agricultural soils each year, corresponding to an increase of 40-80 Pg C over 100 years [2] . Table 1 ).
Complexity of landcover changes
Land cover changes are not simple processes. There are complex simultaneous patterns of land-cover change, ranging from modifications in land cover to conversions. There is a functional complexity within types of land-cover change, and a structural complexity between types of land-cover change, both in terms of spatial arrangements and temporal patterns of change. Landcover change needs to be measured in its complexity in order to fully understand it. Land-cover change has long been viewed as being continuous, but in fact it is a disjunct process, with periods of rapid change. It is often triggered by a shock event, which can initiate a cascade of changes along the system. It is important to differentiate between land cover and land use when measuring patterns of changes. Simple land cover classifications are not sufficient for the analysis of change. The land-use function of a land cover type (e.g. a forest) needs to be known to understand changes in land cover. Actually, forests will evolve differently depending on their land-use function. There is a high spatial heterogeneity in patterns of land-use change at a local level. For example, intensification and expansion processes can happen simultaneously in one region. Therefore, we cannot simply come to generalised regional statements on landcover change based on a local case study. Instead, we need a network of case studies that represents the spatial heterogeneity of the region and a multilevel approach that allows for a linkage between regional and local scale land-cover dynamics ( Table 2) .
While the focus has long been on the global aspect of land-cover change because data were needed as input for carbon cycle analysis and global change modelling, today the local and regional aspects of land-use/ land-cover change are also of concern. Data on land-cover change are to be relevant for local decision-makers, and those data need to be linked with ground data on human activities.
Drivers of land-use changes
The development of models of land-use change, to generate projections, requires, first, a good understanding of the major human causes of land-cover changes in different geographical and historical contexts. It also requires an understanding of how changes in climate and global biogeochemistry affect both land use and land cover, and vice versa, to integrate feedback loops. Such understanding is gained through a collection of case studies of land-use dynamics, which highlight how people make land use decisions ( Figure 2 ). Linking household-level information to remote sensing data is becoming a major tool to increase our understanding of land-use dynamics. Available case studies highlight, for example, that there is a complex relationship between population and land-use/cover change [4] . On the one hand, case study evidence supports the conclusion that, at the time scale of a few decades, the simple answers found in population growth, poverty, and infrastructure rarely provide an adequate understanding of land change. Rather, individual and social responses follow from changing economic conditions, mediated by institutional factors. Opportunities and constraints for new land uses are created by markets and policies, increasingly influenced by global factors. Extreme "Land-cover change has long been viewed as being continuous, but in fact it is a disjunct process, with periods of rapid change. It is often triggered by a shock event, which can initiate a cascade of changes along the system."
Land-use/Cover Change LUCC Land Figure 1 . A systemic view upon the causative pattern of tropical deforestation from 1850 to 1997 |3]. Neither single factor causation (e.g., population growth) nor irreducible complexity explain the pattern of tropical forest losses. Sub-national case study evidence (N=152) proves that infrastructure extension (mainly roads), agricultural expansion and wood extraction are the main causes at the proximate level. They are underlain by synergetic driver combinations, in which economic factors, institutions, policy impact and remote (cultural) influences are prominent. Other factors such as pre-disposing environmental features, biophysical forces, and social trigger events relate to one third of all deforestation cases, and feedbacks from proximate causes upon underlying factors are fairly low. However, since regional and time variations of chain-logical cause/driver connections are considerable, this poses a major challenge for the generation of realistic projections (simulations) of land-cover changes. A "universal" model of deforestation, and universal policies to control deforestation, seem to be out of reach.
biophysical events occasionally trigger further changes. Various human-environment conditions react to and reshape the impacts of drivers differently, leading to specific pathways of land-use change. On the other hand, insights from studies at longer time scale show that both increases and decreases of a given population always had and still have tremendous impacts upon land-cover changes. Therefore, a population analysis of more nuances is required, by considering specific demographic variables and life cycle features.
In-migration into forested, low-population density areas is the main demographic driver behind extensification processes, leading to initial or frontier conversion of forest cover. Land scarcity-driven agricultural intensification occurs in economies which are not yet fully integrated in the market, and is usually linked to growth in population and its density (whether caused by natural increase, migration, incursion of non-agricultural land uses or institutional factors such as land tenure regime). Land use intensification is a common response not only to pressures but also to opportunities.
Urban land uses are underlain by circulatory migration and demographic change, with inner city and peri-urban developments having rather distinct Land 29 Figure 2 .
Estimated changes in land use from 1700 to 1995 [2] Land underlying patterns (urban wealthy groups, for example, being involved in the later process). Demographic change does not necessarily imply the shift from high to low rates of fertility and mortality (demographic transition), but is rather associated with the breakdown of extended families into several nucleus families (or households). This has immediate implications for land-use changes. Such life cycle features affect rural as well as urban environments. In summary, migration in its various forms is a very dynamic force which is more and more recognised as being the most important among the three basic demographic variables (fertility, mortality, migration).
To explain (and model) landuse changes, we need to under- Table 2 . Case study comparison is a major tool to derive generalisations on land-use/land-cover change research [1; 5]. stand institutions (political, legal, economic and traditional) and their interactions with individual decision-making. Institutions need to be considered at various scales, i.e., to identify the local filters and understand their interactions with national and international institutions. It is still unknown whether the impact of public versus private organisations has any predictable outcome on land-use/cover change. While many land-use changes are due to ill-defined, weak institutional enforcement, one should not assume that indigenous institutions are always inefficient.
With increasingly interconnected market forces, the impact of institutional drivers extends to the global level. However, the impact of globalisation on landuse/cover change is not easily recognisable. Land degradation is more prominent when macropolicies -be it capitalist or socialist (see the Aral Sea ecological disaster for the latter)undermine local (adaptation) policies. There is often a mismatch between environmental signals reaching local populations and the macro-level institutions.
The mix of driving forces of land-use change varies in time and space, across scales. Biophysical drivers may be as important as are human drivers. Trigger events, whether these are biophysical (a drought or hurricane) or socio-economic (a war or economic crisis) play also a major role in driving land-use changes. Can we obtain a generalised understanding on the driving forces of land-use change? From the growth of empirical results combined with systematic case study comparisons (Table 2) and descriptive models (such as the environmental Kuznets curve), important generalisations on the driving forces of land-use change start to emerge. This in turn will lead to improved modelling of the changes in land cover [6] .
*This text is a summary of scientific discussions within the Scientific Steering Committee of the IGBP/IHDP LUCC project. The contribution of all SSC members is acknowledged.
Eric F. Lambin
Université Catholique de Louvain, Belgium E-mail: Lambin@geog.ucl.ac.be Active regulation of water, energy and carbon fluxes by terrestrial ecosystems makes the biosphere an important factor in the Earth's hydrological cycle and its climate. BAHC research contributes to a better understanding of the interactions involved in this regulation. The central scientific question of the project address is:
How do changes in biospheric processes interact with global and regional climates, hydrological processes and water resources, when driven by changes in atmospheric composition and land cover? Land surface -atmosphere interactions occur through two pathways: through the biophysical pathway by exchanges of energy, and through the biogeochemical pathway by exchanges of matter. In both of these pathways, non linear feedbacks from the climate can determine conditions for plant growth.
Biophysical feedbacks directly affect the near surface energy, momentum and moisture fluxes. The relevant surface characteristics -radiative properties such as albedo, structural properties such as aerodynamic roughness and properties related to 'wet-ness' -are all affected by the amount and type of vegetation. The near-surface climate resulting from the interplay between large scale weather and local fluxes determines the actual conditions for plant growth. An important example of a biophysical feedback is the surface-albedo feedback, which is based on the fact that (high) vegetation is generally darker, i.e. absorbs more radiation, than bare soil or snow. In the boreal zone this leads to the so-called taigatundra feedback, where forest (taiga) with snow on the ground has a much lower albedo than Biospheric Aspects of the Hydrological Cycle
BAHC Land
Tall vegetation (such as forests) is generally darker and absorbs more radiation than bare soil, grasses or snow and thus feeds back directly to climate. snow-covered (lower) tundra vegetation, thus absorbing more radiation, generating a warmer surface climate and promoting its own growth.
Biogeochemical feedbacks are associated with changes in terrestrial biomass affecting the chemical composition of the atmosphere. For example, a change in vegetation affects the atmospheric CO 2 -concentration and thus, the atmospheric radiation and energy budget. An increase in biomass yields a stronger CO 2 uptake, which could lead to a global nearsurface cooling, which in turn, would reduce biomass growth However, this sketch of a negative biogeochemical feedback is too simple. Changes in atmospheric CO 2 could trigger secondary feedbacks through interactions with the nutrient cycles, for example, or through altered CO 2 uptake efficiencies under enhanced CO 2 levels.
Generally, biogeochemical feedbacks act on longer timescales than biophysical feedbacks, but neither acts independently of the other.
b Land surface is an important component of weather
A good example of possible impact of land surface on weather is shown in Figure 3 , displaying the European Centre for Medium-Range Weather Forecasts operational short-range forecast errors of 2m temperature over Europe, as a time-series of monthly averages. These errors Land surface affects the partitioning of absorbed radiative energy into sensible and latent heat fluxes to the atmosphere. For example, in the case of the boreal forest having a relatively low density of the tree cover, this results in stronger heating of the surface and a large sensible heat flux (H) into the atmospheric surface layer. By contrast, in wet temperate forest, the incoming radiation is mostly used for evaporation (LE). In particular circumstances such differences in surface fluxes lead to significantly different atmospheric boundary layers (PBL); these differences are largest when we compare an example of dry day at boreal forest with a wet day at temperate forest. Over dry boreal forest an unstably stratified atmospheric boundary layer develops, which may reach up to a height of 2000-3000 m. Over wet and well vegetated temperate forest, the growth of the atmospheric boundary layer is often limited to a height of less than 1000 m. However, the amount of water in this shallow atmospheric boundary layer can be much higher than over dry forest, which results in differences in cloud formation and precipitation.
"Humans are prolific engineers of the terrestrial water cycle." show a large annual cycle. They are different for night and day (72 and 60 hour forecasts verified at 12 and 00 UT, respectively), and have a rich history of the many model changes that were made over the years. The night time temperatures have been biased cold for many years, related to an overly large amplitude of the diurnal cycle. Soil freezing and increased boundary layer diffusion in stable layers, introduced into the model in September 1996, improved the monthly error statistics for temperature considerably. The wintertime bias was largely eliminated and the amplitude of the diurnal cycle was down to a reasonable level. However precipitation bias could not be reduced to the same extend through this modification.
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Biospheric feedbacks and human impacts on continental aquatic systems
In addition to the impacts of greenhouse warming, continental aquatic systems (rivers, lakes, wetlands and groundwater) are strongly influenced by land use change, urbanization, water engineering, diffuse and point sources of pollution. Both quantity and quality of water resources are affected with related impacts on Earth system dynamics, particularly on lateral flow of materials from land to ocean.
a Global river engineering and dam construction
Humans are prolific engineers of the terrestrial water cycle. Dams, reservoirs, and flow diversions have been in existence for thousands of years, but only over the last 50-75 years have they become massive in size and pandemic in scope. Significant impacts of these structures involve major shifts in river flow regime and altered material fluxes -including trapping of huge amounts of sediment and distortion of aquatic chemical speciation. Presently, runoff intercepted is about 14,000 km 3 / year, about 40% of the global water runoff to ocean, a fraction that may likely increase with increased demands for reliable sources of freshwater.
Impoundments significantly increase the mean residence time Land for channel water, including rivers such as the Nile, the Colorado and the Rio Grande. On average the river aging is now four months for impounded basins, enough to trap a substantial portion of suspended sediment, and significantly changing the incoming concentrations of nutrients such as nitrate, phosphate and dissolved silica. These facilities have dramatic impacts on delta and coastal ecosystems, which require a steady supply of sediment and nutrient inputs.
b Sediment fluxes
Deforestation has an immediate impact on sediment fluxes with a well-recognized acceleration of field-scale erosion. With widespread land conversion to agriculture and poor land management the impact is of global concern. The impact on river systems represents a balance between the accelerated rates of erosion and sediment trapping whenever impoundments are present. inorganic nitrogen (nitrate and ammonia) to the world oceans is believed to have increased by a factor of 2-to-3 globally due to human activities. For phosphate, we see a 10-fold increase of natural rates of flux in some Western European basins which contain high population density, urban development and fertilizer use. Based on 50% of documented river discharge to oceans, more than 50% of nitrate and ammonia fluxes are presently derived from less than 15% of highly polluted river waters.
In contrast to inorganic nutrients, the dissolved organic carbon export rate is related closely to biomass productivity. It is not significantly affected by human activities at global scale, and is thus highly dependent on the state of vegetation, in turn indirectly controlled by humans through land cover change and global climate. The maximum export is observed in the wet tropics and, surprisingly, in the most northern part of Arctic basins where it may be related to the leaching of sub-fossil peat layers. Any greenhouse warming affecting the tundra permafrost The Land-Atmosphere Interface There has been much research on aspects of processes at the land-atmosphere interface over the past decade in IGBP, but it has been carried out in a somewhat fragmented way across several Core Projects. Although some synthesis of this work has occurred in recent years, a complete integration remains a significant challenge. Given the importance of the coupling between land and atmosphere for the functioning of the Earth System and the degree of modification of the land surface by human activities, a more focussed activity on land-atmosphere processes will be a key element in the future IGBP research effort. The START programme seeks to stimulate interdisciplinary and scientifically significant research on the regional origins and implications of global environmental changes. The joint sponsorship of the IGBP, the World Climate Research Programme, and the International Human Dimensions of Global Change Programme, reinforces the goal of interdisciplinarity.
Global Change and Developing Countries: Filling Needs
A parallel objective, to enhance scientific capacity through training, research fellowships, and related activities, ensures the ability of regional research programmes to fulfill their mandate.
The underlying mission of START has always been to take global change science to those regions of the world where there is a shortfall of scientists, but where the need for research and action is pressing.
The Climate Prediction and Agriculture (CLIMAG) project, and capacity building initiatives, as described below, are but two examples of the many activities that START has fostered.
Climate Prediction and Agriculture (CLIMAG)
The first project sponsored by all three global change programs, CLIMAG, seeks to apply new knowledge of seasonal climate forecasts to agricultural systems in developing regions, where the enhancement of production and food security are urgent. START has coordinated the development of the project, including review of the state-of-the-science that could contribute to CLIMAG over the last few years. In the past year, a demonstration project in South Asia was carried out with funding from the Asia-Pacific Network and START.
The The South Asian monsoon system dominates the agricultural systems of India and Pakistan. The entire year's supply of water over a major part of the area is realized in just 3 to 4 months in the summer monsoon systems, which makes the population critically dependent on the monsoon. There is also striking spatial and temporal variability over the region, ranging from arid lands to moist tropical rainforest. The region also experiences significant yearto-year variability. Forecasting of monsoon rainfall, at least a season in advance, assumes profound importance for policy making and planning mitigation efforts. In this project, examination of Southern Oscillation Index phases was used to forecast rainfall distributions for subdivisions of Indian rainfall districts. Figure 1 illustrates the different effects El Niño Southern Oscillation has on the peak rainfall seasons in Sub-Himalayan West Bengal (June to September, Fig. 4.1 left) and the Tamil Nadu region (September to December, Fig. 4.1 hensive program including climate forecasts, significant interaction with the user community, and state-of-the-art systems analysis approach can improve the decision-making framework of subsistence level farmers in developing regions. One particularly interesting result from this study was that in engaging farmer networks in the program, team members discovered that the small-holder farmers were the most willing to incorporate new knowledge and techniques into their farm management systems. Building on the success of this one-year project, the CLIMAG South Asia team members are now developing a multi-year program that will refine and deliver a general methodology/process for reducing vulnerability in agricultural systems operating under climatic risk.
In addition to this project in South Asia, START has initiated a major project funded by the European Union's ENRICH programme to analyze the utility of seasonal climate forecasts in the multi-cropping systems of the Sudano-Sahel for incorporation into famine early-warning systems. A pilot study examining the application of the CLIMAG approach to the sugar industry in Fiji (funded by the US National Oceanic and Atmospheric Administration) is also underway.
Building Capacity;
Broadening Experience
The shortfall of developing country global change scientists has many ramifications: it impedes the overall advance of science, regional implementation of the three international global change programmes, and application of scientific knowledge to policy decision-making. START's philosophy in addressing the capacity building needs of developing regions is that scientific capacity building should be research-driven. START's major capacity building efforts involve development and implementation of collaborative regional research projects, linked wherever possible to core projects of the international global change science programmes. 
IGBP Science Series 2, 3 and 4
The IGBP Science Series is designed to make IGBP's research output accessible to a wider range of audiences, in particular to the policy and resource management communities.
These visually rich reports present the most recent scientific understanding in major areas of Earth System Science.
Now Available
The goal of GAIM is to advance the study of the coupled dynamics of the Earth system using as tools both data and models. GAIM emphasizes activities designed to expand the development, testing, and analysis of integrative data sets and models of those aspects of the Earth system where IGBP has the scientific lead. It commits to collaborate on aspects of the Earth system where WCRP and IHDP have the lead. The challenge to GAIM is to initiate activities that will lead to the rapid development and application of a suite of Earth system models spanning a range of model complexity that integrate the roles and interactions of physical climate, ecological, and human systems.
Earth System Science, Data and Models Dork Sahagian
GAIM's scientific emphasis has been on building our understanding of the large subsystems of Earth's biogeochemical cycles as a precursor to tackling the broader question of the dynamics of the system as a whole. The solid, rapid progress in subsystem understanding obtained to date provides a firm base for the transition to Phase II of GAIM. A few key issues that have emerged are summarized below:
• Earth System Analysis involves exploration of the dynamics of the coupling of biogeochemical, physical climate, and human systems.
• Emissions of CO 2 are modulated by the transport within the atmosphere.
• Sources and sinks of CO 2 and other greenhouse gases are influenced by terrestrial and marine ecosystems as well as geophysical factors.
• The global carbon cycle is a key linkage between climate, natural ecosystems, and human activity.
• Climate and terrestrial ecosystems have been closely linked through geologic time, but are now becoming strongly influenced by human-induced perturbations.
• Numerical modelling enables researchers to investigate the interactions between the various parts of the Earth system.
• It is possible to study the Earth system as a whole by constructing integrated models that include physical, biological, and societal components.
GAIM has developed a series of model intercomparison projects in which scientists from around the world can participate to compare the results of their model codes under prescribed sets of conditions. Intercomparisons are done with terrestrial ecosystem models, atmospheric tracer transport models, and ocean carbon cycle models. Some results of the latter are shown in Figure 1 with regard to the performance of models in determining the distribution of carbon isotopes within the ocean.
The Challenge of Earth System Science
Since ancient times humans have modified natural systems. From the beginning of the Industrial Revolution, human activity has significantly altered the cycles of chemical elements fundamental to the existence of life. The magnitude of human disturbance to biogeochemical cycles is now measurable at the planetary scale and may be approaching a critical level. An understanding of these processes is essential for future human survival.
Human disturbance of the global carbon cycle is wellknown. Levels of important indicators, such as atmospheric CO 2 and CH 4 , are now in ranges without historical precedent.
Human activities have had a similar impact on nitrogen and sulphur cycles. More atmospheric nitrogen is now 'fixed' by human activities than by terrestrial ecosystems, and the effect of human activities on the sulphur cycle is of a comparable magnitude. These perturbations have well recognised impacts at local and regional levels -such as algal blooms and acid rain -but now, often through interactions with the carbon cycle, they are having global impacts.
Understanding Putting the pieces together system such as terrestrial ecosystem dynamics, ocean-atmosphere gas exchange, and atmospheric circulation, the scientific community is now gaining the ability to study the Earth System as a whole.
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Earth System Analysis primarily relies on a hierarchy of simulation models. Depending on the nature of the questions asked and the pertinent time scales, there are, on the one extreme, zero-dimensional tutorial or conceptual models like those in the 'Daisyworld' family. On the other extreme, three-dimensional comprehensive models, e.g., coupling atmospheric and oceanic circulation with explicit geography and high spatio-temporal resolution, are being developed. The simpler models are not sufficiently robust [6] to incorporate the detailed subsystem models being developed throughout the IGBP. The coupled, comprehensive models are capable of zooming in to brief time slices of Earth history, keeping the slow system components virtually constant. However, construction of complex models through linkage of subsystem modules presents considerable challenges, as described later.
EMICs
One of the most fruitful approaches is a middle ground, and the development of Earth System Models of Intermediate Complexity (EMICs) [2, 4] . These models capture the critical linkages between the various Earth subsystems, while being simple enough to run for long model times on present computers. In this way, slowly varying components such as solar insolation and biome distribution can be included as an interactive part of the system. With these intermediate models, it is possible to match spatial, temporal, and computational scales between subsystems, and also to scrutinize processes that occur at major boundaries such as the oceanatmosphere, land-atmosphere, and land-ocean. In addition, with these models it is possible to include socio-economic aspects, so that future anthropogenic global change drivers can be simulated.
Because of the long model times possible in EMICs, results can be obtained for critical transitions in the geologic past.
These model results can be tested against paleodata to validate the models' performance, thus making it possible to contemplate using them for predictions of future global changes. One such results involves the collapse of the Saharan Ecosystem 5400 years ago. The slow diminution of summer insolation (A, in Figure. 2) is part of the natural orbital variability of the Earth. On that basis, an EMIC predicted precipitation (B), and the fraction of vegetation cover on the land (C). The vegetation appears to have responded very rapidly to a threshold in insolation and precipitation. This model result was then verified with new sedimentary data that showed a marked increase in the fraction of terrigenous sediments in marine cores (D). As a result of this and other successes of EMICs, they may be a powerful tool for distinguishing between various future climate scenarios on the basis of past and present human activities
