Interplay between electronic nematicity and elasticity in finite-size samples and surfaces by Lahiri, Aritra
Interplay between electronic nematicity and elasticity in
finite-size samples and surfaces
A THESIS
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Aritra Lahiri
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
MASTER OF SCIENCE
Prof. Rafael M. Fernandes
May, 2021
c© Aritra Lahiri 2021
ALL RIGHTS RESERVED
Acknowledgements
I would like to express my gratitude and deepest appreciation for my advisor, Prof.
Rafael Fernandes, whose unwavering support has not only kept this work going, but
also my prospective career alive. His way of advising is the right balance of carrots and
sticks, with his constructive criticism playing a significant role in shaping my thoughts.
Additionally, I would like to thank Prof. Avraham Klein, whose insight and timely




In the phase diagram of iron-based superconductors, the proximity of superconductivity
to electronic nematicity, the spontaneous breaking of the discrete rotational symmetry,
has prompted numerous studies of a detailed understanding of nematicity and its inter-
play with superconductivity. Several studies have suggested the onset of nematic order
above the bulk nematic critical temperature, along with indications of it being associated
with the surface of the sample. In this work, motivated by the strong nemato-elastic
interaction, we consider aspects of the interplay of elasticity and nematicity in realistic
finite-size samples, considering both bulk and surface effects. First, we demonstrate
non-trivial boundary effects in a finite-size sample, which significantly alter the order
parameter profiles and the critical temperature. Elaborate finite-element simulations
are carried out to solve the full nemato-elastic problem, demonstrating a strong inho-
mogeneity, dependent on the sample aspect ratio and geometric constraints. We find
that the nematic critical temperature is bounded by the corresponding bulk value and,
in fact, decreases rapidly with decreasing sample thickness, thereby necessitating the
presence of other mechanisms to generate supercritical nematicity. We propose surface
elastic disorder, such as domains of anisotropic defects, as possible avenues to realize
supercritical nematicity. We show that these, in fact, lead to an incommensurate super-
critical smectic state, localized at the sample surface, eventually transitioning into the
standard uniform bulk nematic state. The smectic modulation wavevector is dependent
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One of the several enigmatic problems in physics is that of high-temperature supercon-
ductors (high-Tc SC), with the collective brilliance of the world yet to find a solution
to the quest of achieving practical room temperature superconductivity. Currently,
there are two main classes of high-Tc SCs, namely, copper-based (cuprates) and iron-
based. In the iron-based superconductors (FeSC), superconductivity, and other asso-
ciated electronic phenomena, take place in a quasi-two-dimensional layer consisting of
Fe atoms bonded to phosphorus, arsenic, selenium or tellurium anions in a puckered
chequerboard pattern as shown in Fig.1.1. FeSCs, like the cuprate superconductors,
have a rich phase diagram with various competing as well as intertwined concomitant
orders present alongside superconductivity [4, 5]. Particularly, superconductivity in
FeSCs, in general, is found in proximity to an anti-ferromagnetically ordered ground
state which, additionally, either coincides with or succeeds an electronic nematic state
[6, 7, 8]. Such nematic signatures have also been observed in the intriguing pseudogap
phase of the cuprates [9, 10, 11, 12, 13, 14, 15]. Nematicity, a term borrowed from
liquid-crystal physics, is characterized by the spontaneous breaking of rotational sym-
metry of free space. Here, since the electrons reside on a square lattice, it involves the
breaking of the discrete four-fold rotational symmetry, accompanied by a correspond-
ing structural transition of the crystal lattice as illustrated in Fig.1.2, as well as an




Figure 1.1: (a) (Adapted from Ref. [1]) The two-dimensional tetragonal structure com-
mon to the crystal structure of all FeSCs in the high-temperature disordered phase,
consisting of an Fe-layer with alternating chalcogen/pnictogen atoms lying above and
below the Fe-plane. (b) (Adapted from Ref. [2]) The Fe-layers are either stacked by
themselves in FeSe, or intercalated with spacer layers consisting of metallic complexes.
characterised by the D4h point group, the nematic order belongs to either the B1g or
the B2g irreducible representation, corresponding to an elongation along one of the in-
plane principal (x−, y−axes), or diagonal axes, respectively. Experimental signatures
of nematicity have been obtained using a variety of ways, such as neutron scattering
[16, 17, 18, 19], transport measurements [20, 21], scanning tunnelling microscopy (STM)
[6], and angle-resolved photoemission spectroscopy (ARPES) observations of broken or-
bital (dxz/dyz) degeneracy [22]. In the pursuit of the pairing glue for the unconventional
superconductivity in FeSCs, the role of nematicity has been a prime topic of research
due to its effect on superconductivity [23, 24, 25, 26, 27, 28, 29]. While nematicity
has been shown to be originating from electronic degrees of freedom [8], there is never-
theless a significant symmetry-allowed coupling between the nematic order and lattice
degrees of freedom [7, 30, 31, 32, 33, 34, 35, 36]. In general, bulk crystalline samples
are twinned, with multiple nematic domains co-existing with each other. Experimen-
tal detection of nematicity, which is based on the anisotropy of observables, is thereby
hindered due to the contributions from multiple domains canceling on average. Con-
sequently, samples are typically de-twinned by applying uniaxial strain. However, this
leads to a smooth growth of nematic order with decreasing temperature [20, 37], as it
3
Figure 1.2: An illustration of the generic phase diagram in iron-based superconductors,
as a function of temperature and another control parameters x, which could, for instance,
be doping. The nematic phase (gray) precedes the (anti-ferro)magnetically ordered spin
density wave (SDW) phase (blue). The nematic structural transition is marked and
shown alongside, corresponding to B1g nematicity. The light blue circles denote the Fe
ions, while the green and red circles denote the As ions above and below the Fe plane,
respectively.
constitutes an explicit breaking of in-plane discrete rotational symmetry. Interestingly,
several experiments [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52] conducted
on un-strained samples have suggested the onset of nematicity ≈ 20 − 30K above the
bulk nematic critical temperature, which we designate as supercritical nematic order. A
critical feature with regard to these experiments is their differing sensitivity to surface
and bulk physics. On the one hand, supercritical nematicity was suggested in ARPES
[44, 45, 46], optical pump-probe spectroscopy [39, 43, 53] and STM [41] measurements,
which are surface probes. On the other hand, no such evidence was found in specific
heat measurements [54, 55], ruling out a bulk effect. In spite of significant evidence
suggesting a surface phenomena, however, the situation is confounded by the indication
of supercritical nematicity even in NMR [40] and torque magnetometry [38], which are
bulk probes. Meanwhile, while theoretical studies on this aspect are lacking, Ref. [56]
has investigated the possibility of supercritical surface nematicity due to the effect of
inter-layer electronic tunneling in finite-size layered systems, in conjunction with the
lattice degrees of freedom. In this study, motivated by these observations, as well as
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the large nemato-elastic coupling, we perform a detailed investigation of the interplay
between the elastic degrees of freedom and the electronic nematic order, focusing on
both bulk and surface effects.
1.2 Interplay between nematicity and elasticity in finite-
size samples
First, we study the coupled nemato-elastic problem in finite-size domains/samples using
numerical finite element method (FEM) based simulations to solve the elastic problem.
Our study is based on the Landau-Ginzburg paradigm, wherein distinct phases are char-
acterised by their associated symmetries [57]. In this context, a phase transition involves
a transition from an ordered to a disordered phase, with an order-parameter character-
izing the reduction of symmetry. Subsequently, a coarse-grained effective action/free-
energy is constructed using the order parameter, with the (non-zero) value of the order
parameter uniquely identifying the broken symmetry phase. Specifically, for the ne-
matic problem on a square lattice considered in this work, one obtains a field theory













where T 0η is the bare nematic critical temperature, b is the stiffness, and uη is the
quartic coupling. Now, the elastic degree of freedom is captured by the B1g strain
ε = (∂xux−∂yuy)/
√
2 corresponding to the deformation field u = [ux, uy] and associated
with the elastic constant C = C11 − C12 (see Eq.(B.9) and Appendix B.6). In the















ε2 − gηε. (1.2)
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Typically, infinite systems with periodic boundary conditions are employed, which leads
to uniform saddle-point solutions for the nematic and strain fields, with the bare ne-
matic critical temperature renormalized/enhanced by an amount g2/C. In our work,
we consider a realistic finite-size sample, treating the elastic problem exactly using
FEM simulations, and describe how boundary effects lead to non-trivial changes to
the nematic field profile and the critical temperature. In general, the consideration of
finite-size domains leads to boundary terms in the free energy which contribute to the
boundary conditions for the nematic and strain fields. Additionally, the quartic term, in
conjunction with the nematic stiffness, alter the nematic field profile and consequently
the nematic critical temperature, when constrained by the boundary conditions. Taking
note of these non-linear effects, an extensive numerical analysis is performed to study
the coupled nemato-elastic problem in finite-size samples, and subsequently corrobo-
rated by analytical calculations, elucidating significant features due to non-linear effects
arising from the boundary conditions and sample dimensions. Specifically, we demon-
strate that in spite of the non-trivial finite-size effects, the enhancement of the nematic
critical temperature is bounded by the corresponding enhancement in the thermody-
namic limit, i.e., g2/C. Additionally, in finite-size samples glued to a substrate, the
nematic critical temperature decreases as the sample is made thinner. These results
are intriguing in light of our initial goal of explaining the experimental observation of
supercritical nematicity, which therefore entails an alternate mechanism.
1.3 Surface elastic step disorder induced smecticity
Finally, in order to explain the anomalous supercritical nematic signatures, we inves-
tigate the role of a specific class of lattice disorder, which exists primarily near the
sample surface. Any such proposal must account for the significant variations across
samples and experimental conditions, as the supercritical nematicity is not observed in
all cases. In general, disorder is ubiquitous in most strongly correlated systems. De-
pending on the kind and strength of disorder as well as other dynamical factors, it may
either smear out sharp transitions, completely destroy the phase transition and alter
the ground state, induce slow glassy dynamics, or serve as a seed for certain ordered
states. In particular, a number of studies have theoretically [58] and experimentally
6
[59, 41, 60, 61, 62] considered the impact of disorder on nematicity as well as supercon-
ductivity in FeSCs. Here, we propose a mechanism involving a specific kind of disorder,
involving anisotropic surface defects such as domains of parallelly aligned steps, which
are, for instance, created when crystals are cleaved. We show that such defects indeed
lead to supercritical nematicity, which is in fact an incommensurate smectic state. This
smectic state breaks translational symmetry in the direction perpendicular to the long
axis of anisotropy of the defects, and decays exponentially into the bulk of the sam-
ple. The smectic modulation wavevector is determined by a combination of the elastic
coefficients of the material and the coarse-grained Ginzburg-Landau parameters of the
nematic free energy. Below the standard bulk nematic critical temperature, the bulk
nematic state eventually dominates, washing away any signature of the supercritical
smectic modulation. As such, this mechanisms leads to a unique situation where we
witness a direct continuous transition from the isotropic to smectic phase.
Chapter 2
Coupled nematicity and elasticity
in finite-size samples
2.1 Landau paradigm, boundary effects
The Landau paradigm has been a hallmark of modern condensed matter physics, wherein
one describes phase transitions in terms of the associated symmetries, or lack thereof
[57]. In this formulation, the short-distance microscopic degrees of freedom are traced
out, leaving us with a coarse-grained action/free-energy, written as a functional of
coarse-grained order parameters, representing collective degrees of freedom, and charac-
terizing the reduction of symmetries on changing phases. The disordered high-temperature
phase inherits the full symmetry group of the Hamiltonian, which is spontaneously bro-
ken to a sub-group in the low-temperature ordered phase. For instance, for a Heisenberg
ferromagnet, the disordered phase is O(3)−symmetric corresponding to the full rota-
tional symmetry of the spins, whereas the ferromagnetic phase has O(2) symmetry.
The order parameter, which gives the direction in which the magnetic axis is pointing,
belongs to O(3)/O(2) = S2. Similarly, the nematic phase transition, relevant to our
study, involves the breaking of the four-fold discrete rotational symmetry C4 in the
square lattice to a two-fold C2 symmetric state, with the order parameter belonging to
the Ising class C4/C2 = Z2. Subsequently, the optimal order parameter value, which
being non-zero is representative of the broken symmetry phase, is obtained by the func-





































where η is the order parameter, M denotes the spatial domain, ∂M denotes its boundary,
and n̂ is the oriented normal at the boundary. We restrict ourselves to continuous phase
transitions, where there is no cubic term, and the quartic term is positive-definite. In
homogeneous infinite space and/or domains with periodic boundary conditions, where
the boundary contribution can be dropped, one obtains a spatially uniform solution on
minimizing the free energy η(T ) =
√
Tc−T
u Θ(Tc − T ) with Θ(x) being the Heaviside-
step function, thereby defining the critical temperature Tc below which η 6= 0. Now, in
generic finite systems, the boundary terms generate boundary conditions on the order




profile function satisfying the boundary conditions, characterizing the spatial depen-
dence of η. This yields the bulk free energy,


















Clearly, the saddle-point critical temperature, Tc, at which the coefficient of the quadratic
term vanishes, is now altered. If
∫
M f(∇
2f) > 0, which is the case when either the
boundary conditions or some external potential or field enhance the field values (not ex-
plicitly specified here, but technically needs to be included), similar to a fluid preferably




2f) < 0, the situation is reversed and the critical temperature decreases.
Note that, while the profile function f generally does depend on the non-linear quartic
term, Tc is independent on it. This is because η increases continuously from zero at the
critical temperature and hence, near Tc, the quartic term is negligibly small compared
to the quadratic terms. As such, the profile function f(r) must be ascribed an indirect
temperature dependence, i.e., it must be specified as f(r, T ). However, following the
discussion above, we have that f(r, Tc) is independent of the quartic term. Hence, Tc
is solely determined by the solution of the quadratic action. Similarly, in the case of
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coupled order parameters, which is relevant to our study of coupled nematic and elastic



















Once again, using the normalized profile functions η = η0f and ε = ε0h satisfying the




















































































which differs from the expected value of g
2
C in the absence of boundary effects. Even
in the simplest case where the situation may permit one to neglect any significant
variations (significant curvature with a large ∇2f) in the nematic field profile f , we











< 1. As a result, the critical
temperature enhancement is smaller than the corresponding value in the thermodynamic
limit. Furthermore, the term b
∫
M f(∇
2f) is in general negative and suppresses the
critical temperature, unless there is some boundary phenomena leading to a preferential
“wetting” behavior. As such, a proper study of realistic finite size samples entails a
thorough investigation of sample geometry and boundary effects.
With this in mind, in this chapter we study the coupled nematic and elastic fields
in a finite system, treating the elastic degrees of freedom exactly with a finite-element
method-based solution for the strains. We begin by establishing the correct equations
of motion and boundary conditions of the coupled system. Subsequently, we show that
the nematic and strain field become inhomogeneous and more importantly, the nematic
10
critical temperature decreases as the sample is made thinner. These numerical results
are supplemented by analytical approximations, revealing the scaling of the nematic
critical temperature with the sample dimensions.
2.2 Action and Saddle-point equations
In this section, we introduce the electronic as well as geometric aspects of the problem,
consisting of coupled nematic and strain fields, in a three-dimensional system with the
bottom face glued to a substrate. There are two in-plane directions, x, y, and an out-of-
plane direction z, normal to the sample surface at z = 0. The sample-substrate interface



































where M denotes the cuboid with dimensions Lx×Ly×Lz, T 0η is the bare nematic critical
temperature, bx,y,z are the stiffness along the respective directions, uη is the quartic
energy coefficient, gel-nem is the nemato-elastic coupling, and Cijkl are the elastic stiffness
tensor elements/elastic constants. While this action introduces a generic setup, in our
work we consider a tetragonal system with dimensions: Lx = Ly = L‖ and Lz = L, as
shown in Fig.2.1, and stiffness: bx = by = b‖ and bz = b. In the following section, while
deriving the equations of motion for the nematic field, we still formally distinguish the
x, y, z−components for mathematical clarity, with the understanding that eventually
the tetragonally symmetric choice is employed for all physical calculations. Finally,
note that the nematic phase transition has been established to be of electronic origin [8]
and hence, only the nematic mass (T − T 0η ) has been ascribed an explicit temperature
dependence, while the bare elastic constant and the nematic stiffness are temperature-
independent constants. Lastly, we have also included surface contributions, namely,
the surface nematic mass as,∂M and the surface nemato-elastic coupling gs,∂Mel-nem. Such
surface terms arise from phenomena specific to the sample surface. They have to be
explicitly included, separately from the bulk integral over the manifold M , as they are
11
Figure 2.1: An illustration of the sample (yellow) of dimension L‖×L‖×L glued to the
substrate (dark gray). The coordinate axes and the locations are marked according to
the convention employed in this work.
otherwise omitted from the continuum description in the variational procedure. This
is because on moving from the discrete to the continuum formulation by constructing
the Riemann integral, the surface contributions located on a thin layer at the surface
form a measure zero set. Since the Riemann integral is “invisible” to functions with
a measure zero support, the surface contribution escapes the action integral. Hence,
if the contributions from the surface layers differ significantly, by which it is meant
that it cannot be represented by the extrapolation of the function representing the bulk
contribution, then they have to be explicitly added outside the integral. Such surface
contributions have been investigated earlier in the context of magnetic and spin systems,
for instance, see Refs. [63, 64, 65, 66, 67, 68]. However, we do not investigate the role
of such surface contributions in this work and henceforth, we drop them.
2.2.1 Nematicity: Discrete formulation
First, the Euler-Lagrange/saddle-point equations for the nematic field are obtained
using the discrete formulation of the variational principle in finite domains, as detailed
in Appendix A.3. This approach has the advantage of being simple and lucid. The
12
































where, M(∂M) denotes the set of locations, indexed by j ≡ [jx, jy, jz], and lying in the
bulk(on the surfaces). Furthermore, 1µ denotes unit signed displacement by one lattice
constant along the µ = x, y, z directions, for instance 1x = [1, 0, 0], and ∆µ = |1µ|
denotes the corresponding lattice constant. The last term involving the elastic energy
is left untouched for now as we use the finite element method to tackle it. The saddle-
point equations are readily obtained as follows:
• Bulk: For points lying in the bulk, every location, indexed by j, has two neighbors















ηj+1µ + ηj−1µ − 2ηj
∆2µ
+ (T − T ηC)ηj + uηη
3
j − gel-nemεB1g ,j = 0. (2.9)
• Boundaries: We show the equations explicitly only for one boundary element, while
the corresponding equations for the remaining elements are obtained by replacing the
coordinate dependent quantities with their corresponding counterparts.
– Surface: For points lying on the surface at x = L‖/2, without loss of generality, every
location j has two neighbors along y−, z−directions but only one neighbor along the
x−direction. Hence, the terms with a non-zero contribution to the functional derivative

























On setting the function derivative ∂S∂η[N,jy,jz ]
to zero, and multiplying throughout by ∆x,
we obtain,[
bx








2η[N,jy ,jz ] − η[N,jy ,jz ]−1µ − η[N,jy ,jz ]+1µ
∆2µ
}
−∆xgel-nemεB1g ,[N,jy ,jz ] = 0. (2.11)
In the continuum limit, setting ∆µ → 0, we simply obtain the Neumann condition
bx
∂η
∂x = 0. This is exactly the boundary derivative generated from integrating by parts
(to be shown in the next sub-section), as obtained when performing the variational
procedure in the continuum description from the beginning. In the discrete formulation
given by Eq.(2.11), it is seen that the contributions of the second derivative along the
directions lying on the surface, as well as the strain, are suppressed by an additional
factor of ∆x. As such, they vanish in the continuum limit. Nevertheless, we do retain
these suppressed contributions in our numerical calculations, which allows for the correct
scaling with increasing lattice resolution. Additionally, the contribution of the quartic
term also vanishes due to the same reason. We do not, however, retain that, as it
would complicate the calculation of the boundary values. In any case, near the critical
temperature, its contribution is expected to be negligible. Finally, we have,
η[N,jy ,jz ] =
bx
∆2x





























































2.2.2 Nematicity: Continuum formulation
Now, we complement the previously adopted discrete approach with the more common
approach of adopting the continuum formulation from the outset. The fundamental
principle is described in Appendix A.1, which we do not repeat here. Beginning with























Now, following Appendix A.1, on setting the functional variation of the action with


































where we have integrated by parts to separate the expression into a bulk integral and
boundary terms. Also, n̂µ is the µth component of the outward oriented normal n̂
of the sample surface, and min/max rµ denotes the lower and upper limit of the
µth−coordinate. Note that both the bulk and the boundary contributions must van-
ish, independently. Thus, we obtain Neumann boundary condition at all faces, where
the nematic field gradient normal to the surface vanishes. The equations are explicitly
shown in Fig.2.2 at their corresponding location of applicability.
2.2.3 Elasticity: Continuum formulation
Before obtaining the equations of motion for the elastic degrees of freedom, we take a
moment to introduce the elastic constants, as well as alternate ways of specifying them,
15
[Bulk] :







− gel-nemεB1g = 0


































Figure 2.2: The bulk equation of motion and the surface boundary condition for the ne-
matic field in a cuboidal sample, at their respective regions of applicability. The shaded
bottom face represents the sample-substrate interface. All the faces have Neumann
conditions. Note that, in this work we use bx = by = b‖, and bz = b.
as used in this work. While this is discussed in detail in Appendix B.3, we nevertheless
state it here for convenience. For an isotropic material, in the Voigt notation (described
in Appendix B.3), we have,
C11 = C22 = C33 = λ+ 2ν =
E(1− ν)
(1 + ν)(1− 2ν)
, (2.17a)
C12 = C13 = λ =
E(ν)
(1 + ν)(1− 2ν)
, (2.17b)








where λ and µ are the Lamé parameters, while E and ν denote the Young′s modulus
and the Poisson′s ratio, respectively. We primarily use the description in terms of the
elastic constants in our work. However, the numerical solution, as described later in
this chapter, relies on the alternate description in terms of the Young′s modulus and
Poisson′s ratio. Additionally, we consider an isotropic material (described in Appendix
B.3) in this work for simplicity, which does not affect the results qualitatively. While
the elastic constants C11, C12, C44, and C55 are not independent of each other due to
the relation C44 = C55 = C66 = (C11 − C12)/2 in isotropic materials, we do refer to it
as C44 in later stages of this work, for clarity.
Now, for the elasticity problem, we straightaway begin with the continuum formula-
tion for brevity. The equivalence of the discrete and continuum approaches was already
shown previously for the nematic fields, which holds in this case too. We consider an









(∂xux − ∂yuy), (2.18)
where ui is the i
th component of the deformation field u, and εij =
1
2(∂iuj + ∂jui) is




We have chosen the normalization factor of 1/
√
2 as it yields the normalized B1g strain
eigenvector with the eigenvalue C = C11 − C12, as described in Appendix B.6. An
important remark must be made regarding the choice of field variables. Typically, the





saddle-point−−−−−−−→ CεB1g = gel-nemη. (2.19)
However, at a more fundamental level, one must use a displacement formulation where
the action is written in terms of the deformation fields u, as it ensures strain compati-
bility, and the numerical FEM solutions work using the deformation fields. We show the
equivalence between these two approaches in the next section. Now, the saddle-point
equations of motion (EOM) in the displacement formulation are obtained be setting the
17






















































where, similar to the previously studied case of the nematic action, we have inte-
grated by parts to separate the expression into bulk integrals (first line), which form
the equations of motion, and boundary terms (second line) which constitute the set
of boundary conditions. In the last term, we have n̂x(−L‖/2) = −x̂, n̂x(L‖/2) = x̂,
n̂y(−L‖/2) = −ŷ, and n̂y(L‖/2) = ŷ. Note that the effect of uniform bulk nematicity
shows up only through the boundary conditions at the x = ±L‖/2 and y = ±L‖/2
planes (shown in blue) acting like externally applied stresses. However, in general, in-
homogeneous nematicity also couples to the bulk deformations. Consequently, the top
face of the sample has zero-stress boundary condition, while the vertical faces have an
effective applied stress specified by the nematic field. At the sample-substrate interface
at z = L, where the sample is fixed to the substrate, we have the Dirichlet condition,
where the deformations vanish. One should ideally include an extra constraint/term
which forces the deformation to vanish. We do not explicitly show that in the action
and instead, directly apply the boundary condition u(L) = 0. In essence, this amounts
to assuming a very stiff and large substrate, which exerts a much stronger effect than
the Neumann boundary conditions derived above. Additionally, this Dirichlet condition
at the sample-substrate interface stabilizes the action against arbitrary constant shifts,
which is otherwise dependent only on the derivatives of u. The final set of equations and
boundary conditions, at their respective locations of applicability, are shown in Fig.2.3.
Uniform nematicity: Equivalence of displacement and strain approaches
Here, we show the equivalence of the results obtained using the displacement formu-
lation, and the commonly employed strain formulation mentioned earlier in Eq.(2.19),













[z = 0] :
Cizkl∂luk,z=0 = 0
[z = L] : uk = 0
















Figure 2.3: The bulk equation of motion and the surface boundary condition for the
deformation fields in a cuboidal sample, at their respective regions of applicability.
The shaded bottom face represents the sample-substrate interface with the Dirichlet
condition. The top face has zero-stress condition, while the stress at the vertical faces
is specified by the corresponding nematic field value.
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L→∞ which, in conjunction with the lack of any sources conjugate to uz and deriva-
tives of uz, results in uz = 0 and the remaining deformations being uniform along the
z−direction. In this case, with uniform nematicity, the bulk equations in a tetragonal
system (see Appendix B.3) simply become,
C11∂
2
xux + C12∂x∂yuy + C13∂x∂zuz + C66∂
2
yux = 0, (2.21a)
C11∂
2
yuy + C12∂x∂yux + C13∂y∂zuz + C66∂
2
xuy = 0, (2.21b)
C33∂
2
zuz + C13∂z∂xux + C13∂z∂yuy + C44[∂zux + ∂xuz] + C44[∂zuy + ∂yuz] = 0.
(2.21c)
The boundary conditions are,
[x = ±L‖/2] :




C66(∂xuy + ∂yux) = 0, (2.22b)
C44(∂xuz + ∂zux) = 0, (2.22c)
[y = ±L‖/2] :




C66(∂xuy + ∂yux) = 0, (2.22e)
C44(∂yuz + ∂zuy) = 0. (2.22f)















as expected from Eq.(2.19). The uniqueness of boundary value problems guarantees
this to be the unique solution.
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2.3 Numerical solution
Here, we numerically solve the full three-dimensional elasto-nematic problem. The pro-
cedure is schematically depicted in Fig.2.4. The solution begins with the construction of
an initial guess for the nematic and strain fields using analytical plate-theoretic ansatz,
with a linearly varying strain profile across the sample thickness. The subsequent cal-
culation is performed on Matlab R©, utilizing its finite-element method (FEM) package
in its partial differential equation toolbox. In the following sub-sections, we describe
the solution to the elastic and nematic problems, separately.
2.3.1 Strain
FEM




+ d∂u∂t −∇ · (C∇u) + au = f . The bulk equation of motion for the strain field Eq.




η is derived from the nematic field, as detailed in Fig.2.3.
Finally, the boundary conditions are required in the form ~n · (C∇u) + qu = g. Using















; (z 6= L) (2.24a)
along with q = 1 only at z = Lz, where g = 0, to enforce the Dirichlet condition at the
sample-substrate interface.
Lastly, a quick note is made regarding the actual elastic stiffness tensor. We consider
an isotropic material in this work without loss of generality, with the Lamé parameters
λ, µ defined in terms of the Young’s modulus E and Poisson’s ratio ν: λ = Eν/((1 +
ν)(1− 2ν)) and µ = E/(2(1 + ν)). Hence, the B1g elastic constant is C = C11 − C12 =
(λ + 2µ) − λ = 2µ = E/(1 + ν). In this work, we have arbitrarily chosen E = 5C/4
and ν = 1/4. Henceforth, we interchangeably describe the elastic properties in terms
of the elastic constants, as well as the Young’s modulus and Poisson’s ratio, as the
numerical FEM solution in Matlab R© requires the latter as its input. Our analytical
results, however, are primarily stated in terms of the former.
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2.3.2 Nematicity
For the nematic field, we use a relaxation based iterative method to solve the non-linear
system Eqs. (2.9),(2.12), (2.13), (2.14). The new bulk field values in the (j + 1)th
iteration (LHS) are found from the old field values in the jth iteration (RHS) by the
backward Euler method. The boundary conditions are imposed by setting the boundary
values of the nematic field after every iteration, based on Eqs. (2.12), (2.13) and (2.14).
Figure 2.4: A flowchart depicting the self-consistent numerical solution to the nematic
Ginzburg-Landau and strain FEM equations. The seed is obtained using analytical
plate theory, as detailed in Appendix B.7, where a strain profile varying linearly across
the sample thickness is used.
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2.3.3 Results
Here we describe the observations of our numerical calculations. To set the system
dimensions, we refer to the experimental setups where the typical sample dimensions
are approximately Lx ≈ Ly = L‖ = αL, with 2 / α / 30. Specifically, in Ref. [54]:
130µm, 180µm, 13µm, and 120µm, 110µm, 20µm; in Ref. [38]: 70µm, 70µm, 30µm,
and in Ref.[71]: 3000µm, 3000µm, 100µm. In the following sections, we consider three
cases:
• An effective one-dimensional set-up with in-plane uniform nematicity and strain.
• A quasi one-dimensional set-up with in-plane uniform nematicity, but the full
three-dimensional FEM-based strain.
• The full three-dimensional nematicity and FEM-based strain. Note that, in the
limit of infinite nematic stiffness, this reduces to the previous case.
Before we describe the three cases in detail, we present in Fig.2.5 the variation of the
critical temperature for the first and the third cases considered above, corresponding
to the green, and blue curves, respectively. We also show the strain and nematic field
profiles, highlighting the inhomogeneities. To obtain the numerical values for the critical
temperature shown in Fig.2.5, we extrapolate the corresponding values obtained on a
series of systems with increasing lattice discretization, as described in Appendix C.
One-dimensional in-plane uniform nematicity and strain
Here we begin with the simplest case, where we consider in-plane uniform nematic and
strain fields, which precludes any boundary effects from the vertical faces of the sample.
Such in plane uniformity of the nematic field is naturally realized in the bx,y →∞ limit.
However, as it shall be clear from the subsequent sections, the in-plane uniformity for
the strain field is, strictly speaking, artificial. It constitutes a good approximation only
for sufficiently thick samples with Lz ' L‖, where the elastic boundary effects from the
vertical faces of the sample are minimal.
A detailed description of the form of the strain field and the nematic critical temper-
ature Tη, is presented later in Eqs. (2.34), (2.35), and the associated text. Importantly,




48 , thereby causing
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3D FEM b = 2bk = 0:5





Figure 2.5: (a) Variation of the nematic critical temperature Tη with the thickness of
the sample L, where b = 0.5, bx = by = 0.25, Nz = 10, Nx = Ny = 65, C = 0.5,
gel-nem =
√
0.1C, and uη = 0.1. The blue circles represent the analytical approximation
obtained in Eq.(2.46) and Fig.2.7. Finally, the green curve corresponds to the purely
one-dimensional case where both the nematic and strain fields are in-plane constant,
and the green circles represent Eq. (2.34), which is an analytical approximation corre-
sponding to this case. (b) The profiles of the strain (left) and the nematic (right) fields,
with L‖ = 10, L = 1.5 and T = 0.05, highlighting the significant inhomogeneities. In
particular, the strain vanishes at the sample-substrate interface at z = L = 1.5, and
grows sharply near the vertical faces located at x = ±L‖/2 = ±5.
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the critical temperature to decrease as the sample is made thinner. Additionally, the
critical temperature also decreases on increasing the nematic stiffness b, although the
variation is limited to ≈ 20% of the b = 0 value as b spans [0,∞).
One-dimensional in-plane uniform nematicity, exact three-dimensional strain
Now, we again consider in-plane constant nematic field while obtaining the full three-
dimensional strain field using FEM. As we shall describe in the subsequent sections, the
strain experiences boundary enhancements at the vertical faces of the sample, which is
partially incorporated in the current formulation without the feedback from the nematic





















where, Sε is the action of the free strain fields, and we have used the assumption that
the nematic field is in-plane uniform. We have not stated the form of the elastic action
Sε as the strain fields are obtained from a numerical FEM solution, which directly enters
the saddle-point equation for the nematic field as shown below,
− b
η[jx,jy ,jz+1] + η[jx,jy ,jz−1] − 2η[jx,jy ,jz ]
∆2z






εB1g ,[jx,jy ,jz ]
N2‖
= 0. (2.26)
Here N‖ is the number of lattice sites along the x− and y− directions. This equation is
solved self-consistently with the FEM equations, with the necessary steps involving the
FEM solution described in Sec.2.3.
In contrast to the previously performed purely one-dimensional solution assuming
in-plane uniformity for both the nematic and strain fields, remarkably the strains are
enhanced at the vertical boundary faces of the sample. This is explicitly seen in the
cross-sectional profile of the strain field in Fig.2.6, where we have used an illustrative




, which satisfies the required boundary
conditions described in Fig.2.2. It is uniform in the plane, and it is the first/simplest
harmonic along the z−direction satisfying the Neumann conditions at z = 0 and z =
25
L. Lastly, the magnitude of the constant term is arbitrarily chosen, as it does not
qualitatively impact the variation of the strain field in the x, y−directions. Now, as a
result of the boundary enhancement of the strain fields, the critical temperature is higher
than the value obtained from a purely one-dimensional solution. Since the nematic field
is constant in the plane, at each z, it is subjected to the mean in-plane strain at that
value of z. Beginning with the action given by Eq.(2.25), we formally specify the solution
for the strain field as 〈εB1g ,3D〉 = f3D(r, η, C) and 〈εB1g ,1D〉 = f1D(z, η, C), where the
subscripts 3D and 1D denote the full-three dimensional FEM-based strain incorporating
the boundary conditions exactly, and the effectively one-dimensional in-plane constant








x,y f1D(z, η, C) = f1D(z, η, C), for the same
η and z. Furthermore, using the facts that the strain must vanish when η = 0, and
η → −η implies ε→ −ε, the functions f1D and f3D are expanded as follows,
f1D(z, η, C) = f
(1)




z + . . . , (2.27a)
f3D(r, η, C) = f
(1)




z + . . . . (2.27b)
Note that, as described in Fig.2.6, 1
L2‖
∫
x,y f3D(r, η, C) > f1D(z, η, C) for arbitrarily small






3D (r, 0, C) > f
(1)
1D (z, 0, C).

















































3D (r, η, C)|η=0
f
(1)









where we have dropped terms higher order in η as they do not alter the nematic critical
temperature due to our assumption of uniform nematicity in the plane. The corre-
sponding expression for the purely one-dimensional system, introduced in the previous
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Figure 2.6: The deformation and strain profile obtained from a full three-dimensional
FEM solution, with C = 0.5, gel-nem =
√
0.1× C, and C44 = 0.25, in a sample of




with η0 = 0.3. In (a), the deformation ux at y = 0 is shown while, in (b), we show
cuts of panel (a) for various values of x. Also, a sinusoidal fit is plotted, which is later
employed in Sec.2.4.2. In (c), we show εB1g at y = 0. In (d), along with the sections of
the FEM-based strain from panel (c) (blue), we also show the corresponding result from
the purely one-dimensional system with in-plane uniform strains (red), as well as the
value gel-nemη/C (green), which is expected if there is no suppression from boundary
constraints. The significant boundary enhancements in the FEM solution lead to a
higher mean strain for each value of z as mentioned in the title, while still being smaller
















)2 − gel-nemf (1)1D (z, C)|η=0η2
]
. (2.29)











gel-nem, thereby raising the critical temperature.
Full three-dimensional nematicity and strain
In this section we present the full three-dimensional FEM based results for the nemato-
elastic system. Since the three-dimensional nematic field can respond to the boundary
enhancement of the strain, there is a mutual boundary enhancement of both fields in
the self-consistent solution. As a result, the critical temperature in this case is higher
than both the previously studied cases.
However, this still does not lead to critical temperatures greater than the standard
bulk value g2el-nem/C, as proven earlier in Eq.(2.5) and the associated text. Alternatively,
this may be seen considering the case with vanishing nematic stiffness, which would yield
the highest critical temperature due to the least energy cost. In this limit, near the
critical temperature where non-linearities may be neglected for simplicity, the nematic
field profile mirrors that of the strain field, i.e., η = gel-nemεB1g/(C11−C12) as seen from
Eq.(2.9). We formally consider a suitably normalized profile h(x, y, z, C), which must
otherwise be obtained from a self-consistent solution. Nevertheless, its exact form is
irrelevant to our present analysis. In terms of this profile, the nematic and strain fields
are written as η = η0h and εB1g = εB1g ,0h, respectively. The action is now given by,
S =
[
T − T 0η
2









leading to the critical temperature g2el-nem/C, which nothing but the result obtained in
the uniform thermodynamic limit.
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2.4 Approximate analytical solution
In this section, we complement the numerical results with an analytical study. We
consider the two limiting cases studied above: first, the effectively one-dimensional
set-up with in-plane uniformity and no boundary effects, and second, the fully three-
dimensional set-up with an analytical approximation for the FEM strains.
2.4.1 One-dimensional strain and nematicity
We consider an in-plane uniform system with B1g nematicity. The in-plane uniformity
translates to vanishing x, y−derivatives of the nematic and strain fields. Defining εB1g =
εxx−εyy√
2
= f(z) 6= 0, εA1g =
εxx+εyy√
2








where the A1g strain, denoted by h(z), corresponding to a uniform dilatation, is simply
assumed to vanish in the absence of any external sources of A1g symmetry. Note that
this ansatz agrees with the FEM-based deformation shown in Fig.2.6(a-b). Clearly, the
nematic field acts as the B1g source and leads to a non-zero B1g strain. Additionally,
the chosen convention for the deformation fields keeps the centre of mass unchanged.
Further, the absence of any forces in the z− direction implies uz ≈ 0. Exploiting
the in-plane uniformity and neglecting edge effects, εxz = (1/
√
2)(∂zf(z))x, and εyz =
−(1/
√
2)(∂zf(z))y. An important remark regarding the validity of this approximation
is in order. Recall that we have neglected boundary enhancements of the strain by
assuming a constant in the plane strain and hence, a deformation profile varying linearly
with x, y, as given by Eq. (2.31). Consequently, the elastic energy scales as the sample
volume ∼ L2‖L. However, the FEM solution reveals concentrated surface strains at the
x = −L‖/2, L‖/2 and y = −L‖/2, L‖/2 surfaces. As we shall show later in Eq.(2.43)
and the associated text, for very thin samples, the strain is localized at the vertical
faces of the sample. Considering without loss of generality the x = L‖/2 face, the strain
varies ∼ exp(−[. . .](L‖/2−x)/L), where the ellipses denote a constant factor dependent
on the elastic constants. Consequently, it penetrates up to a distance x ∼ L into the
sample, instead of being uniform for x ∈ [−L‖/2, L‖/2]. Hence, the elastic energy
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scales as ∼ L‖L2. Therefore, for samples with larger (L‖/L), the non-uniform strain
distribution, localized near the vertical faces of the sample, is energetically favorable.
Hence, the strain is no-longer uniform and our approximation begins to fail.
Now, from Eq.(2.18), the bulk elastic action for only the deformation fields in a















We consider an approximate solution by employing Eq.(2.31), and choosing a sim-
ple ansatz for the nematic and strain fields, ηz = η0 + η1 cos(πz/L) and εB1g =
εB1g ,0 sin(π(L− z)/2L). These are the lowest harmonics satisfying the boundary condi-
tions shown in Figs.2.2 and 2.3: for the nematic field Neumann conditions at z = 0, L,
and for the strain field zero stress at z = 0 and zero deformation at z = L. Using these






































where a = T−T 0η . The critical temperature renormalization, ac, is readily obtained from
the functional minimization with respect to η0, η1, and εB1g ,0, i.e.,
∂S
∂η0






















































where we have defined the effectively enlarged B1g elastic constant,






Eq.(2.35) is shown in Fig.2.5. It is seen that the variation with b is small, ranging from
88
9π2
≈ 0.9907 to 8
π2








, as b varies between 0 and∞.
The effect of the sample aspect ratio L/L‖ is captured by Ceff, which increases as the
sample is made thinner. This reflects the inevitable elastic energy cost of establishing
a strain gradient, associated with the elastic constant C44, corresponding to εxz, as the
strain is forced to vanish at the sample-substrate interface.
2.4.2 FEM-based three-dimensional strain and three-dimensional ne-
maticity
In this section, we derive the analytical forms of the strain and nematic fields, the
scale of boundary enhancement, and the critical temperature, by using approximate
expressions for the exact FEM-based three-dimensional strain field. Additionally, the
results in this section allow one to rapidly obtain results without the burden of a full
numerical calculation.
For simplicity, we consider a nematic field of the form










This ansatz is composed of the first harmonics along all directions which satisfy the




 1, which would penalize the higher harmonics. Additionally, the
smooth Neumann boundary conditions for the nematic field helps in suppressing the
sharp boundary-enhanced strain fields from drastically altering the nematic field. We
do, however, retain the feedback from this nematic field to the strain problem. Now, for
the elastic degrees of freedom, we approximate the z−dependence of the deformation




, while uz ≈ 0 as mentioned in the previous
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section. This is the lowest allowed harmonic satisfying the boundary conditions men-
tioned in Fig.2.3: vanishing deformation at the sample-substrate interface at z = L,











=⇒ C44∂zux + C44∂zuy|z=0 = 0. (2.38)
Also, this form is motivated by Fig.2.6(b), which shows the FEM-based deformation
field ux as a function of z for a test nematic field 0.3
[
cos(π(L−z)L ) + 1
]
. Note that, in
the absence of any A1g−symmetric source, the A1g−strain vanishes, implying ∂xux ≈



































































This yields an exponentially decaying “homogeneous” solution for ux along the x−
direction, along with an “inhomogeneous” sinusoidal response to the nematic field. The
corresponding expression for uy is readily obtained by changing x ↔ y, and flipping
the sign of the nemato-elastic term, as it appears with an extra minus sign in the
32
corresponding bulk equation for the y−component. Hence, the strains are obtained as,





































































































governing the depth over which the boundary enhancement effects in the strain field
profiles propagate into the bulk of the sample. Importantly, ξ‖ is small for thin samples
with L L‖, suggesting that the strains primarily develop and relax close to the vertical
faces of the sample, with the bulk remaining relatively unstrained. This is a consequence
of the Dirichlet condition at the sample-substrate interface, as a result of which, any
bulk strain is forced to rapidly relax to zero at the interface, incurring a large elastic
gradient energy cost. Note that this procedure does not exactly replicate the results
of the FEM simulation. Instead, near the critical temperature when the nematic fields
are small, and for large nematic stiffness when the higher nematic harmonics are even
smaller, we obtain the qualitative spatial features. Instead of determining the coefficient
εB1g ,0 at this point, which would require an otherwise uncontrolled approximation, we
solve for it variationally.
Now, to get the values of the order parameters η0 . . . η3 and εB1g ,0, we consider the



















. Here, the factor of two multiplying the
strain energy corresponding to εxz is due to the two degenerate contributions from∫
ε2xz =
∫
ε2yz, which is obtained by using the prescription relating uy to ux mentioned
earlier. Subsequently, we substitute the expressions derived above for the nematic and































, which arise from the in-plane spatial integrations of the field
profiles. The resulting lengthy yet straightforward expressions are omitted for brevity,


















where the nemato-elastic couplings gel-nem,0...3 for the nematic fields are functions of
I1...5 and the sample dimensions L,L‖. Once again, we omit the lengthy expressions for








































ηk = 0. (2.46)
The numerical solution of Eq.(2.46) is shown in Fig.2.7. As mentioned earlier, the critical
temperature is capped by the corresponding bulk value g2el-nem/C. This is approached
in the limit L/L‖ → ∞ when ξ‖/L‖ → ∞ and as such, the in-plane inhomogeneities
vanish. Further, as expected, the critical temperature decreases with increasing stiffness
b, b‖.
Now, in the b/L2 → ∞ limit, η2 = η3 = 0 as the z− variation is suppressed. The
corresponding strains are obtained from Eq.(2.41) by setting η3 to zero. On substituting
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Figure 2.7: The nematic critical temperature Tη obtained from Eq.(2.46), as a function
of (a) the aspect ratio L/L‖, and (b) the stiffness b = 2b‖, for C = 0.5, C44 = 0.05 and
gel-nem =
√
0.1C. As seen from (a), that the critical temperature reaches the bulk value
in the L/L‖ →∞ limit.













































]]η1 = 0, (2.48b)
which yields the renormalized critical temperature, Tη. An analytical approximation
may be obtained in the limit b‖/L
2
‖  1. Now, motivated by the presence of the
boundary enhancement scale derived earlier in Eq.(2.43), we focus on the two-limiting
cases of relevance to clearly highlight the effects of the sample dimensions. First, we
consider a thin sample with L/L‖ → 0 where ξ‖ → 0 and thus the boundary effects
are dominant with the strain primarily developing only at the vertical surface of the






















































Θ(TRη − T ), (2.49b)
with the renormalised critical temperature Tη is given by,




































where C = C11 − C12. The critical temperature is found to decrease linearly with the
aspect ratio L/L‖ → 0 at the leading order for thin samples. This is a consequence
of the Dirichlet condition at the sample-substrate interface and the associated shear
elastic energy cost to establish a bulk strain in thin samples. Second, in the opposite
limit, L/L‖ → ∞, the boundary enhancement scale diverges ξ‖ → ∞ and hence, the
strain field is uniform in the plane. Additionally, the effects of the clamping at the
sample-substrate interface is expected to vanish. In this case, we obtain, I1 =
I2
2 ≈ 2,
and I3 = I4 ≈ 0, thereby yielding,











Thus, the lattice renormalized critical temperature attains a value close to, but still
smaller than the corresponding bulk result g2el-nem/(C11 −C12). Note that this result is
the same as the one obtained in Eq.(2.35) in the b/L2 → ∞ limit, where we neglected
the boundary effects by considering a system with in-plane uniformity.
2.5 Conclusion
To summarize, we have shown that in finite-size samples glued to a substrate, the ne-
matic and strain fields are in general inhomogeneous. We have obtained a boundary
36
enhancement scale ξ‖ in Eq.(2.43), which is a measure of the distance over which bound-
ary effects near the vertical faces of the sample propagate into the bulk. As a result,
for thin samples, the strain develops only near the vertical faces of the sample, vanish-
ing exponentially into the bulk of the sample. Physically, this is a consequence of the
Dirichlet condition on the deformation fields at the sample substrate interface, which
causes bulk strain fields to be accompanied by an elastic gradient energy corresponding
to the shear strains. While one might expect the non-linear boundary enhancements to
enhance the overall response of the lattice to the electronic nematicity, our theoretical
results show that this is not the case. Importantly, as the sample is made thinner, the
nematic critical temperature decreases due to the elastic gradient energy cost, scaling
as the sample dimensional aspect ratio L/L‖ at the leading order.
On the one hand, these results open up avenues to experimentally study finite-size
effects on the nematic critical temperature in epitaxially grown single crystals of varying
thickness. Such samples, devoid of dislocations and other lattice defects/imperfections
at which the strain can otherwise relax, would allow the inhomogeneous strain fields
to establish freely and reveal the interplay with nematicity and test our predictions.
On the theoretical side, better and controlled analytical apploximations to the finite-
element-method based numerical solution may be constructed to obtain a quantitative
match, as well as reveal the intricate role of the physical parameters in influencing the
observed behavior.
On the other hand, noting that most experiments (see for instance Refs. [54, 38, 71])
typically use samples with L/L‖ ∈ (1/30, 1/2), these results are intriguing in light of the
possible signatures of supercritical nematicity. In fact, for the typical sample dimensions
employed in experiments, a significant decrease is expected, of the order of the bulk
critical temperature renormalization due to the lattice. As such, it emphasizes the
existence of other mechanisms which could explain the observed supercritical nematicity.
Chapter 3
Surface elastic defects and
smecticity
3.1 Introduction
Disorder is an inevitable part of any electronic system, which can significantly im-
pact the electronic properties in both negative as well as non-trivially positive ways.
In particular, a number of studies have theoretically [58, 50, 51] and experimentally
[59, 41, 60, 61, 62, 49] considered the impact of disorder on nematicity as well as super-
conductivity in FeSCs. Interestingly, some of these studies have suggested super-critical
nematic order from anisotropic defects [49, 47], and residual strain [41, 72, 52].
Motivated by the large nemato-elastic coupling [7, 30, 31, 32, 33, 34, 35, 36], and
the possibility of supercritical nematicity at the surface, we consider the effect of a spe-
cific class of random defects on the surface. The surface morphology of a crystal is the
result of complex interactions between the atoms, environment, as well as the sample
growth and preparation conditions, which in turn can have significant ramifications for
the thermodynamic and electronic properties. One class of defects on an idealised crys-
tal surface usually consists of terrace domains separated by parallelly aligned steps of
varying heights, as well as point defects such as kinks and adatoms which may gener-
ically be anisotropic, i.e., C2−symmetric. In our study, for definitiveness, we consider
domains of step defects of random strengths on the exposed surface of the sample, which
are often naturally present. In fact, cleaving a crystal surface constitutes an explicit
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breaking of the surface rotation symmetry and as such, domains of anisotropic defects
are not surprising. We show that such a domain of parallelly aligned anisotropic de-
fects indeed leads to a macroscopic supercritical transition to a modulated nematic,
i.e., a smectic state. While the spotlight has primarily been on the uniform nematic
state in both FeSCs as well as the cuprates, some studies have previously investigated
electronic smecticity in these systems both theoretically [73, 74, 75, 76, 77, 78, 79, 80],
and experimentally [81, 82, 83]. The theoretical studies, which have only considered the
cuprates, have largely explored either a finite q charge nematic instability, with the q
determined by position of the Fermi level relative to van Hove singularities on a square
lattice, or a sub-leading instability (to spin density wave order) mediated by antifer-
romagnetic spin fluctuations. On the other hand, the experimental studies deal with
STM observations of smectic stripes in FeSe thin films, adding to its list of intriguing
properties. Importantly, the experimental observations reveal incommensurate smectic-
ity, with the ordering wavevector seemingly independent of the FeSe film-thickness and
the Fermi-surface topology.
In this work, in a complementary approach to the ones introduced above, we show
that suitable random elastic defects can lead to a supercritical incommensurate smectic
state. Indeed experiments have indicated the critical role of elastic defects in inducing
smecticity [81, 82, 83]. As a tractable proof of concept, we restrict ourselves to the
simple model of anisotropic defects, namely, step defects, which nevertheless embody
the generic elastic features leading to smecticity. Our primary results are as follows:
Employing a phenomenological Ginzburg-Landau free energy functional for the nematic
fields, along with a simple description of the defects using linear elasticity, we obtain a
disorder induced non-local nematic potential by averaging over the defect realizations.
Remarkably, on minimizing this renormalized nematic action, a finite q supercritical ne-
matic state is obtained, with the wavevector q determined solely by the elastic constants
of the material and the nematic Ginzburg-Landau parameters. Finally, the disorder-
renormalized nematic action is numerically solved to present a physical picture of the
smectic state, demonstrating the supercritical smectic state which gradually transitions
into the uniform disordered bulk over the nematic critical temperature, and the uniform
nematic state below it.
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Figure 3.1: (a) A section of the sample, showing parallelly aligned steps of random
heights/strengths on the surface, with the steps being infinite in length, oriented parallel
to the y− axis, and changing in height along the x−axis. The forces generated by a
single step are marked. (b) An illustration of the supercritical surface smecticity, shown
here as a modulated nematic field, decaying into the bulk of the sample to zero.
3.2 Surface step disorder
3.2.1 Model
We consider an isotropic elastic half-space (z ≤ 0) for simplicity, with E and ν being
the Young′s modulus and Poisson′s ratio, respectively. The exposed surface has a dis-
tribution of elastic defects which, in general, are anisotropic in shape. In the standard
approach, the deformation field of a defect is calculated by replacing it by a distribution
of localized forces acting on the underlying semi-infinite crystal [84, 85, 86, 87, 88, 89, 90],
which may be conveniently specified in terms of its elastic multipole moments. Since the
system is in equilibrium, the resultant force and net moment vanish and hence, far from
the source, the dipolar term survives at the leading order. For simplicity, we restrict
ourselves to the idealised case of infinite step defects, which are essentially infinitely
long anisotropic defects, with each step defect being as shown in Fig.3.1(b). As such, it
encapsulates the fundamental principle crucial to our work while being amenable to a
tractable analytical analysis. We focus on a domain of steps distributed parallel to the
y−axis, and having random strengths and locations. A single step located at x = x′
is modeled by the force fj = Aj∂xδ(x − x′), where j = 1, 3 denote the x− and z−
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components, and Aj characterizes the strength of the defect. The dipolar form of this
force, illustrated in Fig.3.1(b), is crucial to the results to follow. Subsequently, using












], with r =
√
x2 + z2, the deformation




Gij(x− x′′, z − 0)Aj∂x′′δ(x′′ − x′) = Aj∂xGij(x− x′, z), (3.1)
For simplicity, we restrict ourselves to only the z−component of the force, i.e., A1 = 0





(ν − 1)(x− x′)3z + (ν + 1)(x− x′)z3(









iqx[|qx||z|+ 2ν − 1]e−|qx||z|eiqx(x−x
′), (3.2b)
along with εyy = 0. Consequently, there is a B1g strain, (εxx − εyy)/
√
2, which pro-
motes nematic order. Note that the uniform q‖ = 0 component of the strain vanishes,
which is crucial for the results to follow. This feature is rather generic to all defects in
equilibrium. As mentioned earlier, the case of step defects permits a simple closed-form
solution.
3.2.2 Step-disorder renormalised nematic potential
Here we obtain the renormalized nematic potential by performing a disorder averaging
over a domain of parallelly aligned steps with random strengths. Before proceeding, we
take a moment to comment on the formalism. Disorder averaging is broadly classified
into two categories depending on the kind of disorder and their associated dynamics,
namely, quenched and annealed averaging. In the case of quenched averages, the dis-
order is considered conformationally and dynamically static, at least in the time-scale
of the relevant experimental measurement. In contrast, in the case of annealed aver-
ages, the disorder source responds to the dynamical fields, and is therefore in thermal
equilibrium. A generic observable is calculated as 〈O〉 = ∂nln(Z)/∂J1∂J2 . . . ∂Jn|J=0 =
(1/Z)(∂nZ/∂J1∂J2 . . . ∂Jn|J=0), where the vector of artificial J sources generate the
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observable O. The formal implementation of annealed averages is technically much sim-
pler as the disorder sources are treated on an equal footing with the dynamical fields
while calculating the partition function. However, in the case of quenched averages, the
averaging is performed at the end, after already calculating the required quantity. Using
¯〈O〉 =
∫
P (V )(1/Z)(∂nZ/∂J1∂J2 . . . ∂Jn), where Z depends on the specific instance of
the disorder potential V , with the associated probability density being given by P (V ),
it is clear that the denominator 1/Z is the biggest issue, as the subsequent integral over
disorder realizations is rendered analytically impossible. To circumvent this issue, an
exact treatment of the random quenched defects is typically performed using either the
replica trick, Keldysh formalism, or the supersymmetric approach. In the replica field-
theoretic approach, where the extensive self-averaging quantity ln(Z) is averaged over
the disorder configurations, one exploits the formal relation ln(Z) = limn→0(Z
n− 1)/n,
which eliminates the denominator entirely. In this work we use the simpler annealed
average, as the replica trick is primarily useful only when there is replica symmetry
breaking and/or replica fluctuations associated with metastability. For a disorder char-
acterized by a coupling g and disorder source standard deviation
√
h2, which in our
case represent the nemato-elastic coupling and the variance of the random strain fields,
the disorder potential energy valleys have heights ∼ g
√
h2. Since our range of tem-
peratures T ∼ g2el-nem/C ∼ 50 − 130K is already a sufficiently large scale, we have
T ∼ g2el-nem/C > g
√
h2 for sufficiently small disorder strength and hence, we expect the
replica symmetric solution to hold well, which is the same as the much simpler annealed
averaging.
Now, we consider a domain with a distribution of steps aligned parallel to each
other along the y−axis, as a parallel arrangement is energetically favorable. Each step,
indexed by j, has a random strength hj = (1 + ν)A3,j/(
√
2E) satisfying 〈hjhj′〉 =
σ̄2δj,j′ . Hence, the net strain created by the distribution of steps can be written as,
εB1g ,r =
∑





j hjδy−xj , where δx is the Dirac delta function, and Lξ is ideally much
larger than the spacing between the steps, but much smaller than the bare nematic
correlation length. As such, the following analysis is good for temperatures close to the
42
































7z =-1.7 /z =0
7z =-1.7 /z =0.72
7z =-1.7 /z =1.4
7z =-2.1 /z =0.72
Figure 3.2: The nematic potential in momentum space, showing troughs at qmax ∼ 1|z̄| ,
where z̄ = (z + z′)/2 is the mean depth.











), where we have




























































































iq‖·r‖ , and an analogous expression for
ε, with the normalization 1/
√
L‖ for each coordinate. Using Eq.(3.2), the disorder




q2x[|qx||z|+ 2ν − 1][|qx|z′ + 2ν − 1]e−|qx|(|z|+|z
′|). (3.5)
Note that rqx,z,z′ is peaked at a non-zero value of qx, and vanishes at qx = 0, which is,
crucially, a consequence of the dipolar structure of the strain. This is shown in Fig.3.2.
3.2.3 Critical temperature
Exact calculation






































in a regularized sample of z−thickness L. We omit the lengthy expression for the
action in this basis, which is otherwise trivial to obtain. The saddle-point equation is
readily solved by considering a sufficiently large finite number of modes m ≤ mmax, and
searching for the value of (T − T 0η )/T 0η = (Tη − T 0η )/T 0η where the condition number1
of matrix representing the saddle-point equation diverges. The results are presented in
Fig.3.3. showing that the critical temperature is peaked at a finite qx. This peak is
obtained due to the nematic gradient energy costs eventually suppressing the critical
temperature for large qx.
1Ratio of the largest and the smallest eigenvalue. A matrix with a large condition number is nearly
singular.
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Figure 3.3: The critical temperature for L→∞, b = 0.5 = 2b‖, and ν = 0.495. (a) The
variation of the critical temperature with the qx. The eventual quadratic decrease with
increasing qx is a consequence of the gradient energy. (b) The actual critical temperature
(peak value in the left panel) is found to vary quadratically with the effective defect
strength g
2σ2
2 . (c) The smectic wavevector q
(s)
x as a function of the effective defect
strength (gσ)2/2, found to increase approximately linearly.
Analytical approximation
Now, we obtain an analytical approximation for the critical temperature. As a sim-
plifying approximation, we neglect the stiffness along the z−direction, b(∂zη)2, which
is reasonable as the iron superconductors have relatively much larger inter-layer spac-
ing compared to the intra-layer lattice constants. In this approximation, the boundary
conditions along the z−direction, mentioned in Fig.2.2, are no longer required. This
drastically simplifies the saddle-point equation to,(







2qx[|qx||z|+ 2ν − 1]e−|qx||z|R = 0. (3.8)
where we have defined R =
∫ 0
−∞ dz
′|qx|[|qx||z′|+ 2ν − 1]e−|qx||z
′|ηz′,q‖ . Hence,
ηz,qx = (gσ)





Finally, the critical temperature as a function of the wavevector, ac(qx), is obtained by
imposing the self-consistency condition R =
∫ 0
−∞ dz





















, which orders first, leading to incommensurate smecticity with
q
(s)
x dependent only on the elastic constants and the nematic free energy parameters. The
corresponding reduced critical temperature is obtained by evaluating (Tη(q
(s)














Further, from the profile of the nematic field, as seen from Eq. (3.9), it is found that
ηz,q‖ is peaked at z ∼ 1/qx and exponentially decays into the bulk. In spite of what
Eq.(3.10) might suggest, in the presence of the nematic quartic free energy term and a
non-zero stiffness b, only one smectic wavevector is obtained as a function of both depth
and temperature, as it shall be shown next.
3.2.4 Saddle-point nematic field profile
Now, we obtain the saddle-point profile with varying temperature, for which one must
consider the non-linear quartic term in the nematic action. We had earlier switched to
momentum space to facilitate a simple analytical calculation of the strain field correlator.
However, armed with the momentum space strain correlator given by Eq.(3.5), we revert


















































































Figure 3.4: The functional form of the defect-generated potential given by Eq.(3.12),
barring the constant prefactors outside the braces, with (a) increasing mean depth
(|z|+ |z|′)/2, and (b) increasing depth difference |z| − |z|′ for the same mean depth. In
(a), the width of the central lobe, and the crest to trough distance dct, scale as the mean
depth ∼ |z|+ |z|′. The change in sign over dct leads to a preference for the nematic field
values separated by dct to assume opposite signs, thereby generatic smecticity.
slowly with the depth difference |z|− |z|′, with the decays being algebraic. Importantly,
it exhibits an oscillatory behaviour as a function of δx/(z + z′), with a central peak
at δx = 0 and an algebraically decaying envelope. Consistent with our earlier analysis
in momentum space, the important range of δx ∼ (|z| + |z|′), corresponding to qx ∼
1/(|z| + |z|′). Furthermore, as a function of δx, the uniform component vanishes, i.e.,∫
δx f = 0. These features are evident from Fig.3.4, showing rδx,z,z′ . The real-space
saddle-point equation is now given by,
T − T 0η
T 0η







x,z = 0, (3.13)
which is readily solved numerically, following the technique outlined in Sec. 2.2.1, with
the results shown in Fig.3.5. As expected, the smectic behaviour nucleates at the surface
z = 0, eventually decaying into the bulk, giving way to the standard bulk nematic state.
Interestingly, the smectic field has the same wavevector qx as a function of the depth and
temperature. This is attributed to the Neumann boundary condition on the nematic
field, which prohibits smooth changes in the smectic wavevector, as well as the nematic
quartic term, which leads to a bi-quadratic smectic-smectic repulsion for smectic states
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Figure 3.5: The numerical solution to the saddle-point equation Eq.(3.13) in real (a-b)
and Fourier space (c), with the reduced temperature
T−T 0η
T 0η
denoted in the panels. We
have considered a sample of dimensions 44 × 44 × 7, along with b = 0.5, b‖ = 0.25,
(gσ)2
2 = 1, and uη = 5.0. The lattice has been discretized by considering Nx = 351
and Nz = 56 cells along the x− and z−directions, respectively. Lastly, we have used
only the central 72% of the sample while Fourier transforming to discard the boundary
artifacts. The Fourier spectrum reveals a smectic component with q
(s)
x ≈ 0.57, with its









2 + . . . . (3.14)
As such, the generic case with a finite b 6= 0 presents a qualitatively different picture
compared to the b = 0 case studied previously. Finally, for T −T 0η < 0 the uniform bulk
nematic state dominates and erases the smectic signatures. This is, again, caused by the
nematic quartic term in the action, this time generating a biquadratic smectic-nematic
repulsion (qx = q
(s)
x , and q′x = 0 in Eq.(3.14)), thereby penalizing a microscopically
coexistent state. Since the smectic free energy gain is a size-independent constant due
to the smectic state being localized near the surface, while the nematic free energy
gain scales extensively with the system size, only the latter survives in the subcritical
saddle-point solution. Lastly, we show the temperature dependence of the nematic and
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smectic order parameters in Fig.3.6, which summarizes this discussion. The former is
simply defined as the uniform component of the saddle-point solution while the latter
is obtained from the peak Fourier component at q
(s)
x ≈ 0.57 on the exposed surface at




































Figure 3.6: (a) The nematic η0 (red) and the surface smectic ηq(s)x
(blue) order parame-
ters, extracted from the qx = 0 Fourier component at z = L = 7 and the qx = q
(s)
x ≈ 0.57
Fourier peak height at z = 0 in Fig.3.5, respectively. We have only shown the bulk ne-
matic component as the corresponding value at the surface is affected by boundary
artefacts. (b) The phase diagram as a function of the effective disorder strength (gσ)
2
2
and the reduced temperature. The smectic critical temperature scales quadratically
with (gσ)
2
2 , as detailed in the supplementary text.
3.3 Conclusion
To conclude, we have proposed a mechanism by which anisotropic elastic defects de-
scribed by a dipolar force can induce a supercritical incommensurate electronic smectic
state, localized near the surface, eventually giving way to the uniform bulk nematic
state. The critical smectic wavevector, as well as the associated critical temperature,
are found to be dependent only on the elastic parameters of the material. These results,
while being significant in light of recent experiments indicating supercritical nematicity
as well as smectic behaviour closely related to surface elastic defects, also prompt future
studies of novel liquid crystalline instabilities in strongly correlated systems.
Chapter 4
Conclusion and Discussion
To conclude, motivated by the non-linear and non-trivial boundary effects in generic
finite-size systems, we have performed a detailed study of the coupled nemato-elastic
system in a realistic finite sample glued to a substrate. We have shown that boundary
effects lead to significant inhomogeneity in the nematic and strain field profiles, lead-
ing to the strains developing primarily near the vertical lateral faces for thin samples.
Importantly, we have uncovered a significant suppression of the nematic critical temper-
ature in thin samples due to the stiffness, scaling linearly with the ratio of the sample
thickness and width. While providing a new avenue for experimental verification of this
interplay between elasticity and nematicity in finite size samples, in the context of the
anomalous supercritical nematicity suggested by several experiments, this result is even
more surprising as it necessitates alternate mechanisms for supercritical nematicity. In
light of this, we propose domains of anisotropic surface elastic defects, such as step de-
fects, as a possible source for supercritical nematicity. Such defects are, in fact, shown
to lead to an inhomogeneous supercritical smectic state, with the smectic wavevector
determined by the elastic parameters of the material.
Our work, while shedding light on important physics in finite-size systems, also raises
several questions for future studies. For instance, on the one hand, it remains to be seen
how pure surface phenomena such as Rashba spin-orbit coupling alter the nematic criti-
cal temperature while offering distinct experimental signatures. On the other hand, our
study motivates new directions for electronic smecticity. A natural continuation would
be to consider a theory with coupled smectic bosons and electrons, and subsequently
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study the thermodynamic and transport signatures, as well as the effects on fermionic
coherence and spectral signatures, which would permit a comparison with ARPES ex-
periments. Additionally, being a finite momentum bosonic order, smecticity is expected
to depend indirectly on the Fermi surface topology, as one must now consider the finite
momentum properties of the bare nematic action. While the currently employed gra-
dient expansion remains valid for small momenta, it must be modified near the sample
surface where our current study predicts a large smectic wavevector.
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Appendix A
Variational minimization in finite
domains: Boundary conditions
A.1 Continuum Set-up
The standard problem statement in variational minimization consists of an energy/action
(S =
∫
M S[φ]) functional defined in terms of a field φ over a domain M along with cer-
tain boundary conditions on ∂M . Refraining from an overly general discussion, we











sφ2|∂M , to focus on the implementation of various bound-
ary conditions.
We take a moment to remark on the last term, which is a surface term, with as
being the surface mass/energy. Such contributions generally arise when the bulk mass
a changes discontinuously at the surface. Being a measure zero set, the discontinuously
altered value of a only at the surface is not captured by the spatial integral. As such, we
designate as = ar=∂M − limr→∂M a, which is the difference of the actual surface value
of a, and the extrapolated limit of the bulk a.





















where the last two terms are surface terms, which shall be used for the case of Robin
boundary conditions. In the following subsections, we consider field governed by this
action and describe the implementation of various boundary conditions relevant to us.
A.2 Boundary conditions
There are primarily two kinds of boundary conditions: essential and natural, which
are aptly named based on their technique of implementation. Additionally, we also
consider Robin boundary conditions, which is a combination of the two. In this section
we go over each one of them one by one. Setting the variation of the action to zero,













+ (C∂zφ)δφ|L0 = 0. (A.2)
The requirement that the variation vanishes imposes two conditions. First, irrespective
of the boundary conditions, the bulk contribution must vanish, −C∂2z +aφ. Second, the
surface contribution, which is the product of the boundary derivative and the boundary
variation of the field, mush vanish. This may either happen if the boundary value is fixed
(or periodic) or if the boundary derivative vanishes, which correspond to the Dirichlet
and Neumann condition, respectively. As described in the following subsections, this
surface term, in conjunction with suitably added surface contributions, are able to
introduce the required boundary conditions depending on which part is forced to vanish.
A.2.1 Essential boundary condition
Essential boundary conditions, or more commonly Dirichlet boundary conditions, con-
stitute the specification of the field values on the boundaries. These conditions are
essential in the sense that they must either be incorporated from the outset by choosing
the basis functions appropriately, or enforced explicitly using Lagrange multipliers.
In Eq. (A.2), fixing the boundary value of φ is sufficient for the surface term to
vanish, which can then be safely dropped. However, directly dropping the surface term
while keeping the boundary values unconstrained implicitly implies that the boundary
derivatives vanish, instead. Hence, Dirichlet conditions must be explicitly imposed.
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This may either be done by directly employing a basis set of functions satisfying the
condition to form the variations, or by the use of Lagrange multipliers.
A.2.2 Natural boundary conditions
Natural boundary conditions, or more commonly Neumann boundary conditions, en-
force that the field derivatives vanish on the boundaries. Additionally, there are gener-
alized Neumann boundary conditions, in which the field derivatives on the boundaries
are required to assume a specific constant value.
For the standard Neumann boundary conditions involving vanishing boundary deriva-
tives, we simply retain only the bulk contribution in Eq. (A.2). As already described
in the previous subsection, dropping the surface term while letting the boundary value
be unconstrained is tantamount to enforcing Neumann conditions. However, for the
generalized Neumann condition ∂zφL = bL and ∂zφ0 = b0, a surface term must be
added. Since the field derivative is automatically generated from the gradient term, it
only remains for the action to be modified by adding the surface term Cb0φ0 −CbLφL.








+ (C∂zφ)δφ|L0 + Cb0δφ0 − CbLδφL) = 0, (A.3)
∴ ∂zφL = bL, ∂zφ0 = b0. (A.4)
These are natural in the sense that neglecting surface terms in the variation of the
suitably constructed action naturally/automatically leads to vanishing derivatives on
the boundaries.
A.2.3 Robin boundary conditions
Finally, Robin boundary conditions specify the boundary derivatives in terms of the
boundary values of the field. Like the generalized Neumann conditions described earlier,
Robin conditions are imposed by the addition of suitable surface terms. Once again,
since the field derivative is automatically generated from the gradient term, the action
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+ (C∂zφ)δφ|L0 + Cb0φ0δφ0 − CbLφLδφL) = 0, (A.5)
∴ C∂φL = bLφL, C∂φ0 = b0φ0. (A.6)
A.3 Discrete set-up
Alongside the continuum set-up illustrated above, the discrete formulation is more useful
to highlight the numerical implementation. Additionally, it is easier to see the bound-
ary terms, which for a three-dimensional set-up, contains faces, edges, and vertices.


























2φj − φj − φj+1
∆2x
+ aφj = 0, =⇒ −C∂2xφ+ aφ = 0 (A.8)
while for the boundaries, due to the lack of a bond/gradient-term along on one side of








+ asφN = 0, =⇒ φN = φN−11+as
C
∆x
, ≡ C∂xφ|x=L + asφx=L = 0,
C φ1−φ2∆x + a
sφ1 = 0, =⇒ φ1 = φ21+as
C
∆x
, ≡ −C∂xφ|x=0 + asφx=0 = 0
.
(A.9)
Clearly, a negative surface energy as < 0 enhances the surface field values. This effect is
propagated to the bulk, as the bulk saddle-point equation refers to the boundary values
through the bulk Laplacian.
It is readily extended to higher dimensions. For instance, for a three-dimensional
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To obtain the bulk saddle-point equation, note that each site j is connected to two









, where 1µ is a unit vector




φ[jx,jy ,jz ]+1µ + φ[jx,jy ,jz ]−1µ − 2φ[jx,jy ,jz ]
∆2µ
+ aφ[jx,jy ,jz ] = 0, (A.11)
which yields second derivatives along each direction, as expected.
For points lying on the boundaries, some neighbors are missing. For instance, for










































































where jν = m denotes the sites for which the discrete index of the ν
th coordinate equals
m. The first term in the square brackets is ∼ ∂xφ/∆, while the second one is ∼ ∂2µφ.
Consequently, in the continuum limit where ∆µ → 0, only the first term survives. The
equations for the edges and the vertices may be obtained similarly.
Appendix B
Elasticity theory
An excellent reference to the theory of elasticity is found in Ref. [91], parts of which we
describe here according to their relevance in this work.
B.1 Strain tensor
Beginning with two generic points r1,2 inside a solid with separation dr, a deformation
field u(r) is imposed. As a result, the separation between the points r1 and r2 is now
given by,




























where terms quadratic in the deformations are neglected, thereby forming the basis
of linear elasticity. Note that the strain is symmetric εij = εji and hence, it has six




The forces acting on any plane and along any direction are described by the symmetric
stress-tensor1 σij(r). Specifically, the Cartesian components of the force acting on a
plane perpendicular to the unit vector n is obtained from,
Fj = σijni = σijnj . (B.3)
Like the strain tensor, the stress tensor is also symmetric σij = σji. The diagonal
elements of the stress tensor σij determine the pressure along the axes, while the off-
diagonal parts determine the shear components of the stress.
B.3 Hooke’s Law
While we have introduced stress and strain independently, in reality, a strain field
leads to a corresponding stress. The actual description of this relation hinges upon the
microscopic properties of the solid. However, phenomenologically, the relation may be
described using the Hooke’s Law,
σij = Cijklεkl, (B.4)




C1111 C1122 C1133 C1123 C1113 C1112
C2211 C2222 C2233 C2223 C2213 C2212
C3311 C3322 C3333 C3323 C3313 C3312
C2311 C2322 C2333 C2323 C2313 C2312
C1311 C1322 C1333 C1323 C1313 C1312
C1211 C1222 C1233 C1223 C1213 C1212

(B.5)
which is a 4th rank tensor. From the symmetry of the strain and stress tensors, it
follows that, Cijkl = Cjikl = Cijlk = Cklij . These symmetries constrain the elastic
1Latin indices denote 3-vectors.
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modulus tensor to possess only twenty-one components. Depending on the physical
symmetries of the solid, the number of independent components of the stiffness tensor
is further reduced.
Before proceeding, we introduce the Voigt notation in which, employing the symme-
tries Cijkl = Cklij , εij = εji, and σij = σji, the stress and strain are expressed as 6× 1










C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56











where, ε11 = εxx, ε22 = εyy, ε33 = εzz, ε23 = εyz, ε31 = εzx, and ε12 = εxy. These
are often further shortened to ε1 = ε11, ε2 = ε22, ε3 = ε33, ε4 = 2ε23, ε5 = 2ε13, and
ε6 = 2ε12.
In particular, for an isotropic solid, elastic stiffness tensor is specified by only two
Lamé parameters λ, µ,
Cisotropic =

λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

. (B.7)
Alternatively, one may employ the Young′s modulus E and the Poisson′s ratio ν. For
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an isotropic material, the elastic constants are related to these parameters by,
C11 = C22 = C33 = λ+ 2ν =
E(1− ν)
(1 + ν)(1− 2ν)
, (B.8a)
C12 = C13 = λ =
E(ν)
(1 + ν)(1− 2ν)
, (B.8b)







For a tetragonal crystal, after considering the invariance of the crystal structure
under reflections about [100], [010], and [001] planes, and 90 degree rotations along the




C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

. (B.9)
B.4 Elastic equation of motion
Defining u as the deformation at time t and spatial location r, the Newton’s second law





















= 0 =⇒ ρ∂2t ui −
∂σij
∂rj








as the force density.
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B.5 Elastic energy
The elastic potential energy is obtained by considering the work done by the internal





























Cijklεijεkl + σijεij , (B.13)
where, the last term is the contribution from the external stress which cannot be con-
nected to the strains via the stiffness tensor. The second last line may be obtained
by parametrizing the total deformation ui = sui with s ∈ [0, 1], dui = uids, and then













εb,jl, where ∇ = ra− rb,
corresponding to the deformations at sites a, b along directions i, j.
B.6 Structural transition
Here, we describe phase transitions in crystal lattices, characterized by the spontaneous
deformation of the unit cell of the lattice in a certain direction. The elastic energy
1
2Cijεiεj , with the stiffness tensor Cij being a symmetric tensor, can be diagonalised




α. For a crystal lattice to be
stable, the elastic energy and thus, the eigenvalues of the elastic stiffness tensor, must
be positive definite. This is embodied in the Born stability criterion. However, with the
elastic constants being (indirectly) dependent on external control parameters, such as
temperature, some eigenvalues for some specific momenta may decrease and vanish. This
leads to unconstrained deformations with soft phonons corresponding to the modes with
vanishing eigenvalues. Consequently, these soft modes lead to a structural instability
associated with the symmetry of the soft mode [92, 93]. In particular, for the tetragonal
to orthorhombic transition, with the high temperature tetragonal phase characterized
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, 1, 0, 0, 0
)T
e4 = (0, 0, 0, 1, 0, 0)
T ,
e5 = (0, 0, 0, 0, 1, 0)
T ,




C+ = C11 + C12 − C33, C− =
√
8C213 + (C11 + C12 − C33)
2,
C1 = C11 − C12, C2 = C+−C−+2C332 , C3 =
C++C−+2C33
2 ,
C4 = C44, C5 = C44, C6 = C66.
(B.15)
For the tetragonal to orthorhombic structural transition, characterized by a B1g de-
formation with inequivalent x− and y−direction, the eigenvalue corresponding to the
first eigenvector mentioned above, C11 − C12, must vanish. In general, based on the
symmetries of the disordered phase, a Ginzburg-Landau free energy may be formulated
in terms of the strain fields, which allows for the general classification of the possible
structural phase transitions [92, 93].
B.7 Plate theory: Approximate strain profile of a sample
glued to a substrate
Here, we discuss the expected strain profile and provide an analytical approximation,
which is used to provide the initial guess for the self-consistent finite-element-method
based solution. Typically samples are glued to a substrate or attached to a piezo-electric
layer. Since the sample and the substrate have different elastic constants, any strain
must be accompanied by a proportionate bending to ensure interface continuity. Hence,
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an accurate analysis of the elastic deformation would require the consideration of the
varying strain profile along the thickness (transverse direction, across the layers) of the
structure. For this purpose, we resort to analytical plate theory [94, 95] in which, as
the material strains and bends, the cross-sectional areas remain flat and normal to the
longitudinal axes of the plate, as shown in Fig. B.1. Additionally, line elements oriented
perpendicular to the mid-plane do not deform, i.e., εzz → 0. As a result, the strain is
found to be linearly varying with depth (z−distance),



































Using the Dirichlet boundary condition at the sample-substrate interface εxx,z=L =
Figure B.1: Adapted from Ref. [3]: Schematic describing the extension and the conse-
quent bending (exaggerated) of a composite structure. The strain varies linearly across
the thickness and vanishes at the neutral plane, denoted by the subscript 0. Here
u0 = ūx and w0 = ūz as in Eq. (B.16). At leading (linear) order in ∂w0/∂x, the final
position of the point (u0, w0) is (u0 − z∂w0/∂x, w0).
εyy,z=L = 0, which is valid when the substrate is much larger and/or stiffer than the
















































with the glued sample-substrate interface located at z = L.
Under the plate-theoretic assumption, which is valid when the sample is thin (plate-like,
but not film/membrane-like), the transverse strains with z−derivatives are neglected.
A self-consistent solution of Eq.(B.18) is used as the seed for the self-consistent finite
element method solution in the main text.
Appendix C
FEM critical temperature
Here, we present the convergence of the numerically found critical temperature, with
varying number of lattice discretisation points N = Nx = Ny. To ensure equal discreti-
sation along all the axes, we have chosen Nz = round(NL/L‖).
Figure C.1: The convergence of the critical temperatures with N = Nx = Ny, and
Nz = round(NL/L‖), with uη = 0.1, b = 0.5 = 2bx = 2by, and C = 0.5. To extrapolate
to the continuum regime, with N →∞, we have fit the numerically obtained data with
the ansatz Tη(N) = a+ b(N
−c) with c ≈ 1.9, shown by the red lines. The actual critical
temperature, given by the N →∞ limits of each fit, is specified in the panels.
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