Introduction
In the past decades, the theory of fractional differential equations and inclusions has become an important area of investigation because of its wide applicability in many branches of physics, economics, and technical sciences 1-10 .
Our aim in this paper is to study the existence of the integral solutions for the fractional semilinear differential inclusions, of the form D q x t ∈ Ax t F t, x t , t ∈ 0, b ,
where D q is the Caputo fractional derivative of order 0 < q < 1, b > 0. A : D A ⊂ X → X is a nondensely closed linear operator on X, X is a real Banach space with the norm | · |. F : 0, ∞ × X → P X is a nonempty, bounded, closed, and convex multivalued map, and P X denotes the family of all nonempty subsets of X.
Preliminaries
In this section, we introduce notations, definitions, and preliminary results which are used in the rest of the paper.
We denote by C 0, b , X the Banach space of all continuous functions from 0, b into X with the norm y sup y t : t ∈ 0, b .
2.1
B X denotes the Banach space of bounded linear operators from X into X, with the norm
where N ∈ B X and y ∈ X. Assume that J ⊂ R and 1 ≤ p ≤ ∞. 
Here and hereafter, we assume that A satisfies the Hille-Yosida condition. Let us introduce the part
Let S t t≥0 be the integrated semigroup generated by A. We note that S t t≥0 is a C 0 -semigroup on D A generated by A 0 and S t ≤ Me ωt , t ≥ 0, where M and ω are the constants considered in the Hille-Yosida condition 19, 27 . Let B λ λR λ, A : λ λI − A −1 ; then for all x ∈ D A , B λ x → x as λ → ∞. Also from the Hille-Yosida condition it is easy to see that lim λ → ∞ |B λ x| ≤ M|x|. For more properties on integral semigroup theory the interested readers may refer to 18, 27 .
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Definition 2.7 see 3 . The Riemann-Liouville fractional integral of order α ∈ R of a function f : R → X is defined by
provided the right-hand side is pointwise defined on R , where Γ is the gamma function. 
We will remark that integrals which appear in Definitions 2.7 and 2.9 are taken in Bochner's sense. 
We also introduce some basic definitions and results of multivalued maps. See 29 for more details.
Let X, d be a metric space; P X denotes the family for all nonempty subsets of X. We use the following notations:
2.12
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A multivalued map F : X → P X is convex closed valued if F x is convex closed for all x ∈ X and F is bounded on bounded sets if F B U x∈B F x is bounded in X for all B ∈ P b X , that is, sup x∈B {sup{|y| : y ∈ F x }} < ∞. F is called upper semicontinuous u.s.c. for short on X if for each x 0 ∈ X the set F x 0 is nonempty, closed subset of X, and for each open set U of X containing F x 0 , there exists an open neighborhood V of x 0 such that F V ⊂ U. F is said to be completely continuous if F B is relatively compact for every B ∈ P b X . If the multivalued map F is completely continuous with nonempty compact valued, the F is u.s.c. if and only if F has closed graph, that is, x n → x * , y n → y * , y n ∈ F x n imply y * ∈ F x * . Definition 2.12 see 30 . An upper semicontinuous map G : X → X is said to be condensing if for any bounded subset V ⊂ X with α V / 0, one has α G V < α V , where α denotes the Kuratowski measure of noncompactness.
We remark that a completely continuous multivalued map is the easiest example of a condensing map.
Theorem 2.13 see 30 . Let J be a compact interval and X a Banach space. Let
F : J × C J, X → P b,cl,c X , t, u → F t,
u be measurable with respect to t for each u ∈ X, upper semicontinuous with respect to u for each t ∈ J. Moreover, for each fixed u ∈ C J, X the set
is nonempty. Also let T be a linear continuous mapping from L 1 J, X to C J, X ; then the operator
Theorem 2.14 Martelli, 31 . Let X be a Banach space and
is bounded, then Φ has a fixed point.
Existence of Integral Solutions
In this section we will establish the existence results for problem 1.1 . Let us consider the following problem:
where f : 0, ∞ × X → X is a given function and A is the same as that in problem 1.1 . 
Proof. By Remark 2.8 and
The proof is completed.
θ is a one-sided stable probability density function and its Laplace transform is given by
∞ 0 e −pθ Ψ q θ dθ e −p q , q ∈ 0, 1 , p > 0. 3.3
Lemma 3.4. The integral solution in Definition 3.1 is given by
x t ∞ 0 h q θ S t q θ x 0 dθ lim λ → ∞ q t 0 ∞ 0 θ t − s q−1 h q θ S t − s q θ B λ f s, x s dθds,
3.4
where
Proof. From the definition, we have
Consider 
3.10
Inverting the last Laplace transform, we obtain
3.11
In view of lim λ → ∞ B λ x x for x ∈ D A and Lemma 3.2, we have
3.12
Remark 3.5. According to 32 , one can easily check that
Based on the Lemma 3.4, we will define the concept of integral solution of 1.1 as follows. 
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We are now in a position to state and prove our main results of the existence of solutions for problem 1.1 .
Let us list the following hypotheses:
H1 A satisfies the Hille-Yosida condition;
H2 the operator S t is compact in D A whenever t > 0 and satisfies sup t∈ 0,∞ S t M 0 < ∞, where M 0 is a constant;
H3 F : 0, b × X → P b,cl,c X , for each x ∈ X, F ·, x is measurable and for each t ∈ 0, b , F t, · is upper semicontinuous; for each fixed x ∈ X, the set N F,x {f ∈ L 1 0, b , X : f t ∈ F t, x , for a.e. t ∈ 0, b } is not empty;
H4 for each x ∈ X, there exist m ∈ L 1/q 1 0, b , R and n ∈ C 0, b , R such that sup f t : f t ∈ F t, x ≤ m t n t |x| for a.e. t ∈ 0, b ,
where q 1 ∈ 0, q .
Theorem 3.7. Assume that hypotheses (H1)-(H4) hold; then problem 1.1 has an integral solution
Proof. Denote C 0 C 0, b , D A , which is a closed subset of C 0, b , X . Obviously, C 0 with the same norm in C 0, b , X is also a Banach space. Transform the problem 1.1 into a fixed point problem. Consider the multivalued operator Φ : C 0 → P C 0 defined by
where f ∈ N F,x {f ∈ L 1 0, b , X : f t ∈ F t, x t , for a.e. t ∈ 0, b }. Obviously, the fixed points of the operator Φ are integral solutions of problem 1.1 . Now we will show that Φ satisfies all conditions of Theorem 2.14. The proof would be divided into the following steps.
Step 1 Φ x is convex for each x ∈ C 0 . Indeed, if h 1 and h 2 belong to Φx, then there exist f 1 , f 2 ∈ N F,x such that for each t ∈ 0, b , we have
3.17
10
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Let 0 ≤ k ≤ 1; then for each t ∈ 0, b , we have
3.18
Since N F,x is convex, we have kh
Step 2 Φ maps bounded sets into bounded sets in C 0 . Indeed, it is enough to show that there exists a positive constant l such that for each h ∈ Φx, x ∈ B r {x ∈ C 0 , x ≤ r} one has h ≤ l. Let h ∈ Φx; then there exists f ∈ N F,x such that for t ∈ 0, b , we have
3.19
From H2 and the fact that B λ ≤ M, for t ∈ 0, b we have
3.20
From Lemma 2.1 and H4 , for t ∈ 0, b we have
Then from 3.20 and 3.21 , we get that
3.22
Step 3 Φ maps bounded sets into equicontinuous sets of C 0 . Let t 1 , t 2 ∈ 0, b , t 1 < t 2 , and B r {x ∈ C 0 , x ≤ r} be a bounded set of C 0 . For each x ∈ B r and h ∈ Φx, there exists f ∈ N F,x such that
3.23
Then, 
3.25
By using analogous argument performed in 3.20 and 3.21 , we can conclude that
3.26
Hence lim t 2 → t 1 I 2 0 and lim t 2 → t 1 I 3 0.
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On the other hand, H2 implies that S t for t > 0 is continuous in the uniform operator topology; then from the Lebesgue dominated convergence theorem, we get lim t 2 → t 1 I 1 0 and
Consequently, |h t 2 −h t 1 | → 0 independently of x ∈ B r as t 2 → t 1 , which means that Φ B r is equicontinuous.
Step 4 For each t ∈ 0, b , V t { Φx t , x ∈ B r } is relatively compact in X . Obviously, V 0 {x 0 } is relatively compact in X. Let 0 < t < b be fixed. For x ∈ B r and h ∈ Φx, there exists f ∈ N F,x such that
3.28
For arbitrary ∈ 0, t and δ > 0, define an operator F ,δ on B r by
14
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Then from the compactness of S t , t > 0, we get that the set V ,δ t { F ,δ x t , x ∈ B r } is relatively compact in X for each ∈ 0, t and δ > 0. Moreover, for every x ∈ B r , we have
3.30
In view of 3.21 , we have θh q θ dθ 0, we get that there are relatively compact sets arbitrarily close to the set V t , t > 0. Hence the set V t , t > 0, is also relatively compact in X.
Step 5 Φ has a closed graph . Let x n → x * , h n ∈ Φx n , and h n → h * as n → ∞; we will prove that h * ∈ Φx * . h n ∈ Φx n means that there exists f n ∈ N F,x n such that h n t 
3.32
We must prove that there exists f * ∈ N F,x * such that 3.37
