Progress is beingmadeon a numberof fronts. We havedeveloped a k-_ (Enstrophy) modelcapableof predictingturbulence separation andappliedit to two airfoils: NACA 0012and RAE 2822atvariousanglesof attackandMachnumbers.Moreover,a two-equation k-_ model with a tensoreddyviscosityhasbeendeveloped.The goalof this work is toeliminatethe empiricaldampingfactor,f_, thatis usedin definingthe eddyviscosityin wall boundedflows.
where i3is thedensity, k is the turbulent kinetic energy, I-t t is the turbulent viscosity, and c" is a model constant.
The applicability of this model near separation is evaluated for an incompressible flow. In the near wail region, the Wilcox k-co model reduces to c3P Oz o = -_+_- (2) ox oy r at1 (au): 13,coi o = ÷v,t _
a F am-1 (av_ 2 _ 2 (4) where the turbulent viscosity is defined as
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P is the pressure, x is the shear stress, k is the turbulent kinetic energy, and co is the specific dissipation rate. The values of the model constants are 5 3 13" 9 a = ,_, 13= _, = y-_ (6) 1 1 o" = 5., a= 5.
Integration of Eq. (2) gives aP au z = ,_,, +y_ = _t,_
where "c,, is the wall shear stress. In regions where "¢w_ O, Stratford 6 showed that U has the form u = 2 (J-P_)/go' P' = la._.e pi_x
where K o is typically a constant of about 0.5. Equation (9) was later confirmed by Townsend 7 using the data of Sehubauer and Klebanof-f 8. 
In view of Eq. (13), the above result is a contradiction.
This shows that the current modeling of diffusion is inadequate in a region near separation.
To remedy the above situation, we supplement diffusion with an additional term. The proposed modeling of the diffusion term is
Ipui'u,'u' +p'u' = " ro*Ok "booP]
where xt/+2 ---r--, It should be noted that Saffman 9 attempted to reproduce the above limit using his k -co2 model. In order to mimic the conditions stipulated by Stratford, the added diffusion term was implemented in the boundary layer code as 
u¢ V where v denotes the kinematic viscosity and the friction velocity is defined as
The data and the new model results match quite well, whereas the k-co model underpredicts the profiles. The log law maintains its validity in adverse pressure gradient flows for a range ofy +. The pressure gradient affects the point of departure from the log law. Figure 6 plots the shear stress in the boundary layer at all six measurement stations. The peak of the shear stress is at approximately y/8 = 0.5. In a zero pressure gradient flow, the maximum shear stress is at the wall.
Similar
behavior was found in other adverse pressure gradient flow cases. 5, 8, 12 The modified k-co results match the data quite well for y/8 < 0.5 and only slightly overpredicts the outer region. Both methods find the correct location of the peak, but the magnitude is consistently underpredicted by the k-co model.
Based on these results, we notice that x,_, as determined by the original k-co model, is gready over-estimated in regions of strong adverse pressure gradients. In such regions, the velocity distribution described by
Stratford for vanishing shear stress adequately describes the near wall behavior and thus matches the skin friction.
Experiment (2) consists of data from an adverse pressure gradient, supersonic turbulent flow on a flat plate. At the start of the test section, the reference Mach number is M,e/ = 2.92. A fit of the wall pressure is shown in Figure 7 . The maximum 13 T = 5.8 in this pressure field, much lower than the values found in Experiment (1) . As before, a zero pressure gradient flat plate boundary layer is used to match the initial conditions. The typical mean velocity profile is plotted in Figure 9. The k-co model matches the profile in the near wall region better than the present model. However, in the outer region, both methods under-predict the slope for the velocity rise. The mean density profile is compared with the theory in Figure 10 for the same location.
Both models overestimate the density increase in the near wall region and the final density value at the edge of the boundary layer. Figure 11 displays the calculated and experimental shear stress for two locations.
A dramatic difference between the two models is seen at x c = 1.254. The standard k-Co model follows the data trend in the outer region well, but overshoots the data peak by approximately 18%, which is within -5% to 30% uncertainty associated with these data. Also note that for y/8 < 0.5, the data is considered problematic. The current model misses the proper trend from the wall out to y/8 = 0.7 with a -12% difference in the peak value.
The final profile point at x c = 1.381 shows better agreement between the new model and the data in the outer region, but once again the trend of the data is not well followed. The k-co model performs better than the other model in locating the position of the maximum shear stress. The error bounds mentioned for the previous profile point apply here as well. Thus, the k-c0 model prediction falls relatively close to the experiment. 
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As a result, 
Here c is the turbulence energy dissipation rate, /z is the viscosity, f_i and w I are the mean and fluctuating vorticity, tij and rij are the laminar and turbulent (Reynolds) stress and eijk is the permutation tensor.
The incompressible terms of Eqns. (3) and (4) were modeled in Ref. [2] with the remaining compressible terms modeled in the Appendices A and B. Upon modeling, Eqns. (3) and (4) take the form P Dt
with/_, being the eddy (turbulent) viscosity.
(6) 
where the symbols have the same meaning as in Ref. [2] .
In presenting the data, we followed the suggestion of Ref.
[6] and scaled y with 6_, the vorticity thickness, defined as It is generally agreed that the problem with existing models comes from the dissipation equation, e or _. The reason for this can be traced to the fact that these equations were developed for high turbulent Reynolds numbers,
Ret, but are being employed in situations where Ret islow.
For most turbulent shear flows Re_ is typicallylarge enough so that one can assume the small scalesare nearly independent of the largescalesand thus theirdissipation rate is isotropic.Ifone makes thisisotropicassumption then the terms in the exact dissipationequation which depend on the mean flow can be neglected.However, for most shear flows,the turbulent Reynolds number varies The same set of model constants was used in all calculations. Excellent predictions of growth rates, shear stress, and velocity distributions were obtained.
The object of this work is to use the same set of model constants developed in Ref. [1] to study wall bounded flows.
The implementation of the model will proceed in a number of stages. In the first, the model is implemented in a boundary layer code s and the results are illustrated by calculating a flow past a flat plate and its wake. Second, the model is implemented in a 
•ii = _ kÙ=_+ a=,] sq = _ \o=i+ _?=_Y 
where, 
For the results presented here 6 = 0.1.
Results and Discussion

I. Attached Flows
For high turbulent Reynolds numbers, the eddy viscosity is chosen as There are a number of testsa turbulence model must meet to be considereda successful model. First, and foremost, it must predictthe correctskin friction and pressure coefficients and other near wall measurements s of shearingstress, kineticenergy,and dissipation. Second, it must predictthe correctgrowth rate,asymptotic shearing stressdistribution, and velocityin the farwake. Finally, it must predict the correct 'B' constant that appears in the expiession for the velocity in the log-law region, and the manner in which k varies with y in the near wall region [See The remaining figures show the Navier-Stokes (NS) solution for a NACA 0012 airfoil.
All of the NS solutions (18) were run using a third order upwind biased Roe scheme. Figure  I0 shows the grid (301x101) which has an initial normal spacing of 1.e-6C ' and an outer boundary of 15C. 
