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ON THE GAPS BETWEEN ZEROS OF TRIGONOMETRIC
POLYNOMIALS
GADY KOZMA AND FERENC ORAVECZ
Abstrat. We show that for every nite set 0 /∈ S ⊂ Zd with the property
−S = S, every real trigonometri polynomial f on the d dimensional torus
T
d = Rd/Zd with spetrum in S has a zero in every losed ball of diameter
D (S), where
D (S) =
∑
λ∈S
1
4||λ||2
,
and investigate tightness in some speial ases.
1. Introdution and presentation of the main results
We are interested in the following question: for real trigonometri polynomials
with a given spetrum, what is the maximal possible distane between two on-
seutive real zeros? Of ourse, if we an use enough frequenies for building our
trigonometri polynomial, the size of the largest gap an be as lose to 2π (or to
1, if one uses the transformation used throughout this paper) as we want. The
question gets more interesting when the number of frequenies is relatively small.
The rst theorem is a very general result, partially answering the above question.
We state it for multivariate trigonometri polynomials on the d-dimensional torus
Td = Rd/Zd.
Theorem 1. Let 0 6∈ S ⊂ Zd be a nite set s.t. −S = S. Let
f(x) =
∑
λ∈S
c(λ) exp 2πi〈x, λ〉
be a real value trigonometri polynomial on Td. Then f has a zero in any losed
ball of diameter D(S) where
D(S) :=
∑
λ∈S
1
4||λ||2
,
||λ||2 =
√
〈λ, λ〉 =
√∑d
j=1 λ
2
j .
Note that the requirement −S = S is neessary beause we are interested in real
trigonometri polynomials.
How sharp is this theorem? To answer that we have to analyze spei ases.
From now on we onentrate on the one dimensional situation. For a nite set
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0 /∈ S ⊂ Z dene
M (S) := sup
spec f⊂S
sup
I⊂[0,1]
f |I 6=0
|I| ,
where spec f is the spetrum of f i.e. the support of the the Fourier transform fˆ .
The seond supremum is over all intervals I suh that f is never zero on I. Here
and also later on |I| stands for the length of I. With this notation theorem 1 is
shortened to the formula
M(S) ≤ D(S) .
The easiest ase to investigate is when the spetrum is a (disrete) interval, or
rather, two intervals situated symmetrially around 0. It turns out that in this ase
it is possible to get an expliit formula for the supremum (maximum does not exist)
of the gap size:
Theorem 2. For S = [−N −K,−N ] ∪ [N,N +K] ⊂ Z with N , K ∈ N,
M(S) =
K + 1
2N +K
.
As the proof will show, we an also demonstrate an expliit formula for the
trigonometri polynomial orresponding to the supremum (being a polynomial with
touhing zeros  e.g. non-negative on an interval of length (K + 1) / (2N +K)).
We see that the general result applied for this spei ase is sharp only asymptot-
ially when K ≪ N . This leaves many questions. As examples, we formulate some
of them:
Question 1. Theorem 2 an be generalized to linear progressions with stepping b
smaller than twie the starting element, i.e. when S = ±{N + nb : n ∈ 0, 1, 2, . . .K}
for someK, b ∈ N, b < 2N (see Theorem 3 on page 4). What happens when b ≥ 2N?
Can an expliit formula for M (S) be found in this ase too?
Question 2. What is the maximum when the spetrum points are perfet squares,
i.e. S =
{
±n2
}N+K
n=N
?
Theorem 1 states that in this ase the maximum tends to zero as N →∞ even
if K → ∞, a result whih by itself is intriguing. However, is the asymptoti truly
O(1/N) or is it even lower?
Question 3. What an we say when S is a random set? A typial model is taking
every integer in 1, . . . , N with probability τ and independently and then symmetriz-
ing. For asymptoti results we should assume τ and N are related somehow, say
τ = N−δ for some 0 < δ < 1.
Question 4. What about nets? A net of order n is a set with 2n+1 elements,
dened by parameters {a0, . . . , an} as follows: S := ±{a0 +
∑n
i=1 {0, ai}}. In
many questions nets behave like generalized arithmeti sequenes. Is it true in our
ase as well?
We should remark that the spei ase of N = 1 in theorem 2, together with
the extremal polynomial, has been known for a while. The question was asked in
[T65℄ and answered in [B84℄, whih atually showed that this polynomial maximizes
the measure of the positive part. The same polynomial reappears attributed to
Arnold in [T97℄ and again in [GS00℄ (whih also handles the question of positive
oeients). For our needs, though, the ase N = 1 is not enough to make a
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meaningful omparison between M and D sine we are even more interested in
the ase when they are both small, and the proofs in these papers do not seem
to generalize niely. See also [Y96℄ for inexat multidimensional results. Finally,
[BH84, MDS99℄ deal with the related question of ompletely positive polynomials
with some bounds on the zeroth oeient.
2. Proof of Theorem 1 and Theorem 2
Proof of theorem 1. We will use indution on the ardinality of S. Due to the
symmetry of S, we have #S = 2k, k = 0, 1, 2, . . . The ase k = 0 is trivial as then
f ≡ 0.
In general, given k > 0, assume we have proven the statement for all sets S with
ardinality smaller than 2k. Take a set S with ardinality 2k and a trigonometri
polynomial f (x) =
∑
λ∈S c (λ) exp 2πi 〈x, λ〉. Arguing by ontradition, assume
that f does not have a zero, say is stritly positive, on a d-dimensional ball of
radius R = 12D(S) entered at y = (y1, . . . , yd), whih we denote as usual by
B(y,R). Pik a frequeny ν = (ν1, . . . , νd) ∈ S, and translate f by µ :=
ν
2||ν||2
2
.
Sine f is stritly positive on the ball B (y,R), the translate is stritly positive on
the translated ball B(y−µ,R). Adding the translate to f (x) we get a new funtion
f˜ (x) := f (x) + f (x+ µ)
whih is stritly positive on the losed ball
B
(
y − 12µ,R−
1
2 ||µ||2
)
⊆ B (y,R) ∩B (y − µ,R) (1)
whose diameter is 2R− 12||ν||2 .
The Fourier expansion of the translated funtion is
f (x+ µ) =
∑
λ∈S
c (λ) exp 2πi 〈x+ µ, λ〉
=
∑
λ∈S
c(λ) exp 2πi〈µ, λ〉 exp 2πi〈x, λ〉
and thus
f˜ (x) =
∑
λ∈S
c(λ)(1 + exp 2πi〈µ, λ〉) exp 2πi 〈x, λ〉 .
Sine for λ = ±ν we get exp 2πi〈µ, λ〉 = e±pii = −1, the spetrum Sf˜ := spec(f˜) of f˜
is ontained in S but denitely does not ontain ±ν. Thus D(S)− 12||ν||2 ≥ D(Sf˜ ),
and so we nd that we have a new set Sf˜ of ardinality smaller than 2k and
a trigonometri polynomial f˜ with spetrum Sf˜ whih is stritly positive on the
losed ball B(y − µ,R(Sf˜)) of radius R(Sf˜ ) =
1
2D(Sf˜ ) entered at y − µ. This
ontradits our indutive hypothesis. 
Remark. A similar proof an be applied to shapes dierent from balls. For example,
for ubes we get the following version of theorem 1: If spec f = S then f has a zero
in every losed ube of side length L(S) where
L(S) :=
∑
λ∈S
||λ||∞
4||λ||22
.
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The only proof element that needs modiation is (1), as for ubes we have (denot-
ing by C(y, L) the ube of side length L based at y),
C(y, L− ||µ||∞) ⊂ C(y, L) ∩ C(y − µ, L)
and ||µ||∞ = ||ν||∞/||ν||
2
2.
Proof of Theorem 2. Theorem 2 is a spei ase of the following
Theorem 3. For S = {−N −Kb, . . . ,−N − b,−N}∪{N,N+ b, . . . , N +Kb} with
N , K, b ∈ N and b < 2N we have
M(S) =
K + 1
bK + 2N
.
Proof. First we show
M (S) ≤
K + 1
bK + 2N
(2)
by proving that for every trigonometri polynomial f (t) =
∑
λ∈S c (λ) e
2piiλt
, if f >
0 on an interval I then |I| ≤ K+1bK+2N . We may assume w.l.o.g. that I = [0, a]. One
an write f (x) = ReF (t) with F (t) := e2piiNtQ
(
e2piit
)
, where Q is a polynomial
of degree Kb, that is
Q (z) = c
Kb∏
j=1
(z − ξj) . (3)
The ondition f > 0 on I is equivalent to argF ∈ (−π/2, π/2) on I. Sine e2piiNt
does a rotation of 2πNa in the positive diretion as t goes from 0 to a, f > 0
on I requires that Q
(
e2piit
)
does a rotation of at least 2πNa − π in the negative
diretion on I. In other words, if a˜rgQ is any ontinuous version of arg on the ar{
e2piit : t ∈ I
}
(a˜rg exists beause f |I > 0 gives Q 6= 0 on the ar, so for example
take a˜rgQ
(
e2piit
)
:= Im
∫ t
0
Q′
Q ) then a neessary ondition is
indQ := a˜rgQ
(
e2piia
)
− a˜rgQ (1) ≤ π − 2πNa . (4)
Clearly the index indQ of Q does not depend on the hoie of a˜rg (all versions of
a˜rg dier by a onstant 2πk). As we want an upper bound for a = |I|, we want to
maximize − indQ. Clearly
indQ =
Kb∑
j=1
ind (z − ξj) .
Now it is obvious that if ξ is inside the unit dis, then ind (z − ξ) is positive (draw
a piture!)  this is not what we want. If ξ is outside the dis, then ind (z − ξ)
is harmoni (as a funtion of ξ) and therefore has no maxima in any open subset
outside the dis, thus we need to investigate only the limiting behavior as ξ tends
to innity and to the unit irle.
1
Both an be alulated expliitly. When ξ →∞
learly ind (z − ξ) → 0. On the other hand, a simple alulation shows that
lim
ξ→e2piis
ind (z − ξ) =
{
πa− π if s ∈ (0, a)
πa if s 6∈ [0, a]
(5)
1
The fat that the supremum ours when ξ onverges to the unit irle from outside an also
be dedued by elementary geometri arguments.
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where the limit is taken from the outside of the unit irle. A geometri note may be
due here: the limit limξ→e2piis
(
a˜rg
(
e2piia − ξ
)
− a˜rg (1− ξ)
)
, viewed as a funtion
of a, for s ∈ I is not ontinuous  it has a −π jump disontinuity at s, this gives
the −π fator in (5).
A similar alulation shows that if ξ → 1 or ξ → e2piia then the limit of ind (z − ξ)
depends on the angle of approah, but in any ase is bounded from below by πa−π.
These three ases (ξ inside the dis, outside, and approahing the boundary) totally
give
ind (z − ξ) ≥ π (a− 1) ∀ξ ∈ C \
{
e2piis : s ∈ I
}
. (6)
The ase b = 1 is now immediate from (4) and (6). The ase b > 1 is not muh
harder. Let τ = e2pii/b. If ξ is a zero of Q then so are τξ, τ2ξ, . . . , τb−1ξ so we
an rearrange ξj suh that ξj+K = τξj . In partiular this gives the following
representation using the rst K zeros:
Q (z) = c
K∏
j=1
(
zb − ξbj
)
.
Now the analog of (6) is
ind
(
zb − ξb
)
≥ π (ba− 1) (7)
whih holds for a < 1/b  we will justify this assumption later. The reasoning is
similar: if ξ is inside the unit dis so are all the onjugates and the index is positive.
For ξ outside the dis the index is harmoni in ξ so we need to investigate only ξ
onverging to the irle, but as a < 1/b only one of the onjugates of ξ may onverge
to the ar
{
e2piis : s ∈ (0, a)
}
. Summing b opies of (5) gives (7). Summing the K
opies of (7) gives (with (4))
Kπ (ba− 1) ≤ indQ ≤ π − 2πNa (8)
whih, again, holds for a < 1/b. As aording to our onditions 2N/b > 1, for
a = 1b − ǫ with ǫ > 0 suiently small (8) annot hold, thus no suh f an have
an interval of length
1
b − ǫ with no zeros. This justies our a priori assumption
a < 1/b, and we an use (8) to get the largest a allowed, proving (2).
We turn to the proof of
M (S) ≥
K + 1
bK + 2N
. (9)
The rst step will be to onstrut an extremal funtion f whih will only satisfy
f ≥ 0 (i.e. will have zeros in the interval I = [0, a] where a = K+1bK+2N ). The analysis
above suggests that we try f = ReF , F (t) = e2piiNtQ
(
e2piit
)
, for Q satisfying (3),
with K zeros on the ar
{
e2piis : s ∈ I
}
(the other zeros are the onjugates, whih
are of ourse also an the unit irle but not on the ar). It turns out that it is
enough to spae the zeros evenly, namely dene
Q (z) := c
K∏
j=1
(
zb − τ jb
)
where τ := e2piiη with η := 1bK+2N , and c is some onstant suh that F (0) =
Q (1) = −i. Now argF an be alulated expliitly, where this time arg is in the
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usual sense, i.e. a disontinuous funtion between −π and π. Elementary geometry
shows that
arg
(
eiϕ − eiν
)
≡
{
ν+ϕ−pi
2 if ν > ϕ
ν+ϕ+pi
2 if ν < ϕ
mod 2π
Summing this for all the roots we get that on eah segment (kη, (k + 1) η) argF is
a linear funtion with derivative π (bK + 2N). Thus, on (0, η) it is inreasing from
−π/2 to π/2, at η it has a jump of −π, then on (η, 2η) it is again linear with the
same slope, so it again rises from −π/2 to π/2, then has another jump of −π and
so on. This argument works till (K + 1) η = a. Thus we get argF ∈ [−π/2, π/2] on
I and therefore f ≥ 0 on I having its only zeros at the points {0, η, 2η, . . . ,Kη, a}.
Taking f (t) + f (t+ ǫ) (whose Fourier transform is also supported on S) for ǫ
small enough one gets a stritly positive funtion on any interval interior to I. This
proves (9) and the theorem. 
3. Corollaries and remarks
Let's ompare the results of theorems 1 and 2. A simple alulation shows that
D(S) =
N+K∑
n=N
1
2n
=
K + 1
2N +K
+O
(
K2
N3
)
.
It is interesting to note that the true value, i.e. M(S) = K+12N+K is the unique
approximation of D(S) by a rational funtion of order 1 with this error term.
The following fat is a orollary of Theorem 2:
Corollary. For every interval I ⊂ [0, 1] with |I| < 1 there exists some onstant α
suh that for all N ∈ N there exists a real trigonometri polynomial f with
spec f ⊂ [−αN,−N ] ∪ [N,αN ]
suh that f > 0 on I.
Proof. Let δ := 1−|I|. Let α := 1+4/δ. Apply Theorem 2 for N, K := ⌊(α− 1)N⌋
(⌊·⌋ denoting as usual the integer value) and ǫ := δ/2. Then as in this ase(
K + 1
2N +K
− ǫ
)
− |I| ≥
1 + δ(N − 12 )
2N +K
> 0,
there exists a real trigonometri polynomial f1 with spec (f1) ⊂ [−αN,−N ] ∪
[N,αN ] s.t. f1 > 0 on an interval of length bigger than |I| (namely, on the in-
terval
[
0, K+12N+K − ǫ
]
). If I ⊂
[
0, K+12N+K − ǫ
]
we are done. Otherwise, we need
another shift and f (t) := f1 (t− a) will do, where I = (a, b) . 
Here is a simple but slightly disappointing orollary to theorem 3:
Corollary. M and D may be signiantly dierent even when they are both small.
Proof. Take b = K and N = K2. Then easily
M(S) =
1
3
K−1 +O(K−2) D(S) = (log 2)K−1 +O(K−3/2). 
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