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Resumen y Abstract V 
 
Resumen 
En este trabajo se estudian los principales modos de variabilidad a escala intraestacional en 
Colombia a través de registros satelitales de precipitación diaria provenientes del TRMM, la cual 
es agregada a escala pentadiaria. Se presentan centros de anomalías de precipitación en el 
Análisis de Componentes Principales y un comportamiento dipolar sobre el Pacífico colombiano 
en el Análisis de Componentes Independientes, manifestando una fuerte interacción con la 
cordillera de los Andes en los Patrones de Oscilación Principal, tanto para los registros de 
precipitación como de potencial de velocidad del viento (PV200). Estos patrones capturan 
variabilidad principalmente en modos sub-mensuales (20 días) y oscilaciones de Madden-Julian 
(30-90 días). La predicción regional de precipitación media pentadiaria mejora hasta un 6% en la 
región Andina, Orinoquia y Pacífica, cuando se considera la Predicción en Bandas Espectrales 
usando Onditas (PREBEO) en contraste con el método de regresión lineal múltiple acoplado con  
Descomposición en Modos Empíricos (DEM). En todas las zonas de estudio del análisis de 
tendencias de largo plazo de PV200 se presenta un crecimiento/decrecimiento en el residuo 
obtenido de la DEM, siendo especialmente evidente en la región II, ubicada sobre el Pacífico 
central. 
 
Palabras clave: Variabilidad Intraestacional, Oscilación de Madden-Julian, Precipitación Tropical, 
Anomalías de Potencial de Velocidad a los 200 hPa, Transformada de Hilbert-Huang, Análisis de 





The principal modes of intraseasonal variability in Colombia are studied using daily precipitation 
data (pentads) from the Tropical Rainfall Measuring Mission (TRMM).The Principal Component 
Analysis shows cores of precipitation anomalies and the Independent Component Analysis 
exhibits dipoles of positive-negative precipitation anomalies over the Colombian Pacific Region. 
The Principal Oscillation Patterns show a strong interaction with the Andes Mountain Range. The 
principal modes of intraseasonal variability are represented in sub-monthly oscillations (20 days) 
and Madden-Julian Oscillations (30-90 days). The regional predictions of pentads mean 
precipitation are improved up to 6% over the Andes, Orinoquia and the Pacific region using the 
PREBEO (Prediction of Spectral Bands using Wavelets) over multiple lineal regressions coupled 
with the Empirical Mode Decomposition (DME). The Mann-Kendall Statistical Test evidences 
significant positive long-term trends of the residual series over the oceanic and continental 
regions, in particular over the oceanic region II.       
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La variabilidad climática es un factor determinante en el desarrollo de las actividades humanas, 
dada su influencia sobre la disponibilidad de agua para diversos propósitos (consumo humano e 
industrial, agricultura, generación de energía eléctrica, etc.), así como su influencia sobre los 
eventos hidrometeorológicos extremos y sus consecuencias (sequías, tormentas intensas, 
deslizamientos, avalanchas, inundaciones, etc.). Por ello se hace necesario mejorar el 
entendimiento de las variables que hacen parte de la dinámica hidroclimática regional. En 
especial, un adecuado entendimiento y predicción de las diferentes variables hidroclimáticas 
proporciona valiosas herramientas de soporte al planeamiento de los recursos naturales, con 
amplios beneficios ambientales, sociales y económicos. 
 Los diferentes procesos que actúan en el clima de la tierra están conformados por intercambios 
energéticos entre el océano, la atmósfera, la criósfera y el suelo. El equilibrio natural está siendo 
afectado antrópicamente generando nuevos escenarios que afectan la dinámica natural de las 
diferentes variables hidroclimáticas como la lluvia, la evapotranspiración, la humedad en la 
atmosfera y el suelo, y la escorrentía global, regional y local. 
La alta variabilidad de la lluvia tropical está explicada por múltiples procesos que interactúan 
entre sí y se manifiestan en diferentes escalas espacio-temporales. A escala inter-decadal actúan 
factores macro-climáticos como la Oscilación Multidecadal del Atlántico (OMA), la Oscilación 
Decadal del Pacífico (PDO), y la Oscilación del Atlántico Norte (NAO), que hacen parte de la 
variabilidad natural del clima del planeta (Poveda, 2004; Schneider y Cornuelle, 2005; Ceballos et 
al., 2009; Hurrell y Deser, 2010; Oglesby et al., 2011). A escala interanual, el principal modulador 
de la variabilidad climática es el ENSO (El Niño/Oscilación del Sur), en sus dos fases, El Niño (fase 
cálida) y La Niña (fase fría). En Colombia durante El Niño las anomalías hidroclimáticas se 
manifiestan en una disminución de las tasas de precipitación, caudales medios y extremos y 
humedad del suelo, mientras que, en general, durante La Niña ocurren los efectos contrarios 
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(Poveda et al., 2001; Poveda et al., 2011). En la escala de tiempo anual, los fenómenos que 
actúan en la hidro-climatología colombiana son la migración latitudinal de la ZCIT (Zona de 
Convergencia Intertropical) asociada con ciclos anuales y semi-anuales de precipitación (Mejía et 
al., 1999; Álvarez et al., 2011), el Chorro del Chocó (Poveda, 1998; Poveda y Mesa, 1999), el 
Chorro de bajo nivel del Caribe (Poveda y Mesa, 1999; Amador, 1998; Amador y Magaña, 1999; 
Mo et al., 2005; Poveda et al., 2006) y los Sistemas Convectivos de Mesoescala, evidenciados en 
los estudios de Velasco y Fritsch (1987), Poveda (1998), Poveda y Mesa (1999), Mapes et al. 
(2003) y Houze (2004) entre otros. A escala de tiempo intra-anual se evidencian fenómenos como 
la oscilación de 30-60 días, conocida también como Oscilación de Madden-Julian (Madden y 
Julian, 1971; Poveda, 1998; Hoyos, 1999; Arias, 2005), las Ondas Tropicales del Este (Riehl y 
Malkus, 1958; Poveda, 2004; Toma y Webster, 2009b; Toma y Webster, 2009c), los huracanes 
sobre el Caribe y el Pacífico Oriental (Agudelo et al., 2001; Moreno y Vieira, 2001; Alvarez y Toro, 
2001) y la interacción suelo-atmósfera (Poveda y Mesa, 1997). En la escala diurna, el ciclo de las 
temperaturas es la característica más dominante en la variabilidad tropical (Hastenrath, 2002), y 
de allí la importancia del ciclo diurno de las lluvias en Colombia (Poveda et al., 2005). Estos 
factores de variabilidad natural toman especial relevancia si se considera la ubicación geográfica 
de Colombia en el trópico suramericano, con influencia adicional del Océano Pacifico, el Océano 
Atlántico, del Mar Caribe, de la cuenca del Amazonas y sus interacciones con la región Andina 
(Poveda, 2004; Poveda et al., 2006). 
En este trabajo se pretende contribuir al entendimiento y pronóstico de la dinámica de la 
precipitación a escala de tiempo intraestacional en Colombia, considerando las anomalías de 
Potencial de Velocidad a los 200 hPa como proxy de la variabilidad intraestacional. El trabajo se 
distribuye de la siguiente manera: 
En el Capítulo 1 se detallan las generalidades y el estado del arte de la variabilidad 
intraestacional. En el Capítulo 2 se presenta la definición de las variables de estudio (Potencial de 
Velocidad), se describen las metodologías de análisis: Funciones Ortogonales Empíricas, de 
Análisis de Componentes Independientes, y Patrones de Oscilación Principal, y la Transformada 
de Hilbert-Huang. En el Capítulo 3 se describe la información empleada.  
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En el Capítulo 4 se estudia el efecto de la variabilidad intraestacional sobre los registros de 
precipitación, se detectan los principales modos de variabilidad intraestacional sobre la 
precipitación. Se generan mapas de probabilidad de lluvia bajo diferentes estados de variabilidad 
intratestacional. Se estudia el efecto de las fases del ENSO y la MJO sobre la precipitación media 
regional a escala de tiempo pentadiaria, para ello se propone una serie índice que represente los 
diferentes estados de la variabilidad intraestacional en Colombia.  
En el Capítulo 5 se realiza un ejercicio de predicción de precipitación a escala pentadiaria (cinco 
días) para cada una de las regiones en Colombia, mediante la implementación de dos métodos de 
pronóstico: Predicción en Bandas Espectrales usando Onditas y el método de Predicción en 
Bandas Espectrales usando la Transformada de Hilbert-Huang. 
En el Capítulo  6 se presenta un estudio de detección de tendencias de largo plazo asociadas con 
la variabilidad intraestacional en cinco regiones en el Pacífico tropical y el norte de Suramérica. 
Finalmente, el Capítulo 7 presenta las conclusiones de este trabajo. 
 
 
1. Generalidades y estado del arte de la Oscilación 
Intraestacional 
La Oscilación Intraestacional u Oscilación de 30-60 días, también conocida como la Oscilación de 
Madden-Julian (MJO por sus siglas en inglés) es la principal fuente de variabilidad intraestacional 
en los trópicos (Madden y Julian, 1994), importante en la modulación de eventos extremos en la 
región Pan-Americana (Lau y Waliser, 2005b). Es una componente natural del sistema océano-
atmósfera que induce variaciones en la velocidad y dirección del viento de los niveles altos y 
bajos de la tropósfera, así como en nubosidad, precipitación, temperaturas superficiales del mar y 
evaporación de la superficie del océano. La oscilación se caracteriza por la propagación hacia el 
este de celdas de circulación de gran escala asociadas con eventos de aumento/supresión de 
convección especialmente localizados en el Océano Indico y el Pacífico occidental. 
La señal fue reportada inicialmente por Madden y Julian (1971) como una banda frecuencial  
aproximadamente de 50 días, presente en análisis espectral cruzado entre los vientos zonales de 
altos y bajos niveles de la tropósfera en Kanton Island (2°50′S - 171°40′W.). Se manifiesta con 
anomalías de precipitación en el Océano Indico y se propaga hacia el este sobre las aguas cálidas 
del Pacífico occidental y central. El patrón de precipitación no es tan evidente sobre las aguas 
frías del Pacífico oriental, pero reaparece en el Atlántico tropical y África. Otras variables de 
circulación atmosférica en los altos y bajos niveles en los trópicos y subtrópicos como la Radiación 
de Onda Larga (OLR por sus siglas en inglés) derivado de la medición satelital de lluvia tropical, y 
el Potencial de Velocidad (considerado en este trabajo) obtenido al aislar la componente 
divergente de los vientos en los altos niveles de la atmósfera, permiten detectar la señal 
intratestacional alrededor del globo, y proporcionan información importante sobre las regiones 
de ascenso y descenso asociado a diferentes fases de la oscilación. 
La Figura 1.1 muestra una representación idealizada de la estructura de la MJO: cuando la 
convección se activa en el Océano Indico e Indonesia, los vientos anómalos del este (oeste) salen 
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de la región de aumento de convección en los altos niveles de la atmósfera y se presentan giros 
anticiclónicos en esta región. Por el contrario, los giros ciclónicos se asocian con áreas de 
convección suprimida en ambos hemisferios. En los bajos niveles, las anomalías de viento del este 
(oeste) son evidentes alrededor del área de aumento de convección. Los giros en los bajos niveles 
son generalmente más débiles que en los altos niveles. Con la propagación del dipolo hacia el 
centro del Pacífico las anomalías de circulación de vientos en los altos y bajos niveles se debilitan 
pero son una componente importante de la re-distribución de masa alrededor del trópico.  
 
Figura 1.1 Esquema de la estructura tridimensional de la MJO (Gottschalck et al.). Óvalos azules 
(rojos) indican circulación anticiclónica (ciclónica). Las flechas indican el movimiento ascendente 
(descendente) del viento 
Generalidades y estado del arte de la Oscilación Intraestacional 23 
 
 Aunque algunos mecanismos como la onda CISK1 (Lau y Peng, 1987) o el WISHE2 (Emanuel, 1987) 
intentan explicar la formación de convección y la propagación hacia el este, ninguna de estas 
teorías explica completamente las características de la MJO, estos trabajos vinculan la 
propagación de ondas ecuatoriales. Sin embargo, aún no es claro por qué al generarse un 
calentamiento convectivo que produce un par de ondas Kelvin-Rossby en el hemisferio oeste, la 
propagación de la onda Kelvin hacia el este se superpone a la propagación hacia el oeste de ondas 
Rossby.  
Las ondas Kelvin generadas en el Pacífico occidental por los vientos superficiales de la MJO 
producen variaciones en la altura de nivel del mar en la costa oeste de América, con picos 
espectrales de  40-60 días sobre la costa peruana y el norte de California (Enfield, 1987) y de 35-
80 días en análisis realizados en Kanton y Galápagos (Luther, 1980). 
Además de la propagación de anomalías convectivas, la MJO abarca variaciones en la circulación 
global. Afecta la intensidad y los períodos inactivos de los monzones asiáticos y australianos, 
además de que interactúa con el ENSO. McPhaden (1999) propone un mecanismo físico en el que 
los vientos del oeste (este) de la MJO excitan ondas Kelvin oceánicas de hundimiento 
(surgimiento), afectando las temperaturas superficiales del mar que modulan las fases del ENSO. 
Durante El Niño los efectos de la oscilación de MJO en la fase 7 (convección en el Pacífico oeste) 
sobre el Pacífico Norte se intensifican vía mecanismos de teleconexión, destacando la regulación 
que ejerce el ENSO sobre los efectos a gran escala de la MJO (Moon et al., 2010).  
                                                          
 
1
 Conditional Instability of the Second Kind 
2
 Wind-induced surface heat exchange 
3
 Software desarrollado por la NASA para estimar el espectro de Hilbert-Huang 
4
 Desarrollado por Investigadores de la Universidad de Helsinki, Finlandia 
5
 Se efectúo un análisis de coherencia espectral (no presentado aquí), donde se puede apreciar que para 
2
 Wind-induced surface heat exchange 
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También se ha detectado la influencia de la MJO en el desarrollo de tormentas tropicales 
especialmente en regiones con presencia de potencial de velocidad negativo (Nakasawa, 1986; 
Mo, 2000). Maloney y Hartmann (2000) presentan evidencias de aumento en la formación de 
huracanes y tormentas tropicales en las costas de México durante la fase oeste de la MJO. 
Además de la MJO, en la literatura se han reportado diferentes modos intraestacionales como el 
patrón dipolar, Pacifico Norteamericano/Pacifico Suramericano (Mo y Paegle, 2001), ondas 
Rossby y Kelvin atmosféricas (Nogués-Paegle et al., 1989) y otros modos sub-mensuales con 
escalas espaciales pequeñas y períodos de 20-28 días (Krishnamurti y Bhalme, 1976), que pese a 
que no contribuyen en gran medida a la varianza en los trópicos, influyen en la lluvia de Norte y 
Sur América. 
Gran parte de los estudios sobre la variabilidad intraestacional, como un patrón dominante de 
variabilidad a gran escala, se han enmarcado en la identificación de Funciones Ortogonales 
Empíricas (EOF) sobre las diferentes variables dinámicas que representan la MJO; Lorenc (1984) 
calculó las EOFs del Potencial de Velocidad a los 200 hPa a escala diaria y encontró que los dos 
modos principales representaban una onda zonal número 1, con un patrón de propagación hacia 
el este que se desplazaba en el ecuador con un periodo de 30-50 días. A su vez, Vautard y Ghil 
(1989) identificaron las primeras dos EOFs por medio del análisis espectral y análisis espectral 
singular, con períodos de 40-48 días. Actualmente, el Centro de Predicción Climática de la NOAA 
(National Oceanic and Atmospheric Administration) de Estados Unidos monitorea diariamente la 
evolución de las anomalías de potencial de velocidad del viento a los 200 hPa. La información se 
consigue en http://www.cpc.ncep.noaa.gov/products/precip/CWlink/ir_anim_monthly.shtml. A 
manera de ilustración, en la Figura 1.2 se puede observar la evolución del campo mencionado 
para los días 28 de noviembre, 3 de diciembre, 8 de diciembre y 13 de diciembre de 2011.  
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Figura 1.2 Mapa Radiación Infrarroja y anomalías del campo de potencial de velocidad a 200-hPa 
m
2
/s (período base de 1971-2000), entre el 28 de noviembre y el 13 de diciembre de 2011. Las líneas 
verdes (marrón) denotan regiones de aumento (supresión) de convección. Tomada de 
http://www.cpc.ncep.noaa.gov/products/precip/CWlink/ir_anim_monthly.shtml 
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Otros métodos han intentado una adecuada representación de la MJO. von Storch et al. (1988) 
hallaron un par de Patrones de Oscilación Principal (POP) sobre el campo de divergencia 
horizontal a los 200 hPa localizado en el cinturón tropical entre 30°S y 30°N, con escala espacial 
correspondiente a una onda zonal número 1, período promedio de 24 días y período de 
decaimiento de 10 días, asociado a las características de la oscilación de 30-60 días. A partir de los 
POP aplicado al campo de potencial de velocidad a los 200 hPa se propone un índice bivariado del 
estado (amplitud y fase) de la MJO que incluía predicciones basadas en el primer par POP con  un 
período de predicción más allá de 15 días (von Storch y Xu, 1990). Sin embargo, la longitud 
temporal de los datos presentaba limitaciones para una adecuada interpretación. 
Dada su importancia, la influencia de la MJO sobre la precipitación es un tópico abierto de 
investigación. Donald et al. (2006) estudian la MJO como un fenómeno que puede salvar la 
brecha entre la predicción climática y de tiempo atmosférico, considerando la influencia que 
ejerce sobre patrones de lluvia diaria y vía las teleconexiones con efectos aún perceptibles en las 
latitudes altas. De otro lado, Morita et al. (2006) usando datos de la Misión de Medición  de la 
Lluvia Tropical (TRMM) demuestran que, asociado con la MJO, existe un tripolo de tope de altura 
de lluvias (RTH por sus siglas en inglés) convectivas en los 10-11, 7 y 3 km de columna 
atmosférica, correspondiente al predomino de lluvias de la tarde, sistemas organizados y 
convección superficial, respectivamente. La lluvia estratiforme está básicamente organizada con 
lluvia convectiva y se caracteriza porque un RTH moderado (aproximadamente 7 km) es 
predominante en la fase madura de la MJO. 
Pese a algunas limitaciones en el entendimiento de la naturaleza de la variabilidad 
intraestacional, numerosos estudios han abordado la predictibilidad del fenómeno, inicialmente 
como una forma de mejorar las predicciones atmosféricas, considerando el importante papel que 
cumplen las condiciones iniciales en las predicciones a corto plazo (Neuman, 1955), por otra 
parte, abordando la predicción de un fenómeno como lo es el tiempo atmosférico con limitación 
en los modelos estadísticos entre 15 y 25 días (Lau y Waliser, 2005b). La predictibilidad de la 
oscilación es abordada en las investigaciones de Waliser et al. (2003) que sugieren mayor 
predictibilidad en la fase convectiva (< 5 días) de la oscilación que en la fase de supresión (>15 
días) durante el monzón de verano asiático. Mientras que Cassou (2008) estudia el potencial de 
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predictibilidad de la Oscilación del Atlántico Norte (NAO), con la MJO como elemento predictor; 
encontrando evidencia estadística de la interacción entre los regímenes de ambas señales. 
Considerando la influencia ejercida por la MJO en la generación de ciclones tropicales, el 
desarrollo del monzón Asiático-Australiano y la Evolución de El Niño - Oscilación del Sur, se simula 
la MJO con un Modelo Global de Circulación Atmosférica (GCRM por sus siglas en inglés), que  
incluye la parametrización de cúmulos con el fin de estimar la distribución vertical de calor y 
humedad (Miura et al., 2007). 
El estado de la MJO se monitorea en tiempo real por medio de la proyección de diferentes 
campos atmosféricos sobre las FOEs que permiten un seguimiento de la fase y evolución del 
fenómeno (Kousky y Kayano, 1993). Waliser et al. (1999) desarrollan un modelo empírico basado 
en Descomposición en Valores Singulares para predecir pentadas de OLR para el verano boreal y 
austral, este modelo mostraba correlaciones entre 0.5 y 0.9 para 15-20 días. Una aproximación 
diferente desarrollada por Mo (2001) utiliza análisis espectral singular para identificar los 
principales modos de variabilidad y el método de máxima entropía para la predicción sobre 
anomalías de OLR en la región del Indo-Pacifico y la región del patrón dipolar, Pacifico 
Norteamericano/Pacifico Suramericano, con correlaciones entre las anomalías observadas y 
predichas del orden de 0.65 para 20 días. 
Jones et al. (2004) estudian los eventos extremos de precipitación sobre las diferentes fases de la 
MJO, a través de la modelación de la lluvia mediante una función de distribución de 
probabilidades Gamma; estableciendo zonas estadísticamente significativas para eventos 
extremos de lluvia dado la fase activa de la MJO.  
En Colombia, la señal intraestacional ha sido estudiada en series de tiempo de precipitación y 
caudal (Poveda, 1998; Hoyos, 1999; Agudelo et al., 2001; Moreno y Vieira, 2001; Alvarez y Toro, 
2001; Poveda y Mesa, 1997; Poveda et al., 2005; Arias, 2005). Poveda et al. (2005) reportan que 
existe mayor cantidad de lluvia en el ciclo diurno durante la fase oeste de la Oscilación de 
Madden-Julian (MJO) respecto a la fase este y neutral, para varias estaciones de precipitación en 
los Andes tropicales de Colombia. Arias (2005) realiza un diagnóstico de la variabilidad 
intraestacional, encontrando simultaneidad entre los máximos de precipitación en todas las 
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estaciones de Colombia y la Radiación de  Onda Larga (OLR), la precipitación del CMAP (CPC 
Merged Analysis of Precipitation), la cobertura de nubes y el viento zonal a 925 hPa en 80°W para 
el cinturón 5°S – 10°N. A través de pruebas estadísticas sobre diferentes estaciones de 
precipitación localizadas en el centro-occidente de Colombia, el trabajo de Yepes (2009) 
encuentra claras evidencias de un aumento de la lluvia en presencia anomalías negativas de 
potencial de velocidad a los 200 hPa. 
Poveda et al. (2002) proponen un modelo de pronóstico de caudales medios mensuales en ríos de 
Colombia, basado en la descomposición en bandas espectrales usando la transformada en 
Onditas.  Hoyos (2006) aplica ese modelo para algunos registros de lluvias y caudales en la India, 
el cual incluye predictores en la banda intraestacional, representando de manera adecuada el 
inicio de un evento intraestacional pero subestimando los extremos. Carmona (2010) identifica la 
señal intraestacional en la banda de 69-78 días para registros diarios de precipitación y caudales 




2. Marco teórico 
La dinámica hidro-climática está regida por la evolución acoplada de múltiples variables. Por esto 
se hace necesario buscar metodologías que reduzcan la alta dimensionalidad del sistema o que 
permitan detectar los modos principales que dominan esa dinámica, y descartar aquellos que son 
menos importantes en términos de explicación de la varianza del fenómeno bajo estudio.  
En esta sección se describe el fundamento teórico de la principal variable abordada en este 
trabajo, propiamente el Potencial de Velocidad. Además se discuten los principales elementos de 
las diversas herramientas de análisis usadas tales como las Funciones Ortogonales Empíricas, el 
Análisis de Componentes Independientes, los Patrones de Oscilación Principales, y la 
Transformada de Hilbert-Huang. 
2.1 Potencial de Velocidad 
La función de corriente y el potencial de velocidad del viento, ambos con unidades de m2s-1, son 
variables que han sido ampliamente empleadas para la detección y el diagnóstico de actividad 
convectiva de gran escala, la cual está fuertemente asociada con el comportamiento de los 
regímenes de precipitación tropical.  
De acuerdo con el teorema de Helmholtz, un campo de viento horizontal V puede ser dividido en 
dos partes: (i) una componente irrotacional y (ii) otra componente no divergente, de la forma 
(Bijlsma et al., 1986): 
  xkVVV  
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Donde   es la función de corriente y χ es el potencial de velocidad. La vorticidad ζ se  define 
como la componente vertical del rotacional de velocidad, de manera que: 
  2. VxK
 
Análogamente para la divergencia, se tiene que: 
  2.V
 
Donde δ es la divergencia de la velocidad. 
A partir de las ecuaciones de la cinemática de fluidos es posible encontrar que la vorticidad y la 
























Donde u y v son las componentes zonal y meridional del campo horizontal de vientos V, y x e y 
son las direcciones zonal y meridional, respectivamente. 
2.2 Análisis de Funciones Ortogonales Empíricas 
El ACP es una herramienta que permite estimar los modos principales de variabilidad de un 
sistema de alta dimensionalidad. Comprende el cálculo de las Funciones Ortogonales Empíricas 
(FOE) que se pueden describir como un conjunto de vectores que maximizan la varianza de las 
variables empleadas. Las FOE constituyen la base ortogonal de un conjunto de series de tiempo 
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en distintos sitios de medición, y su relación se calcula mediante la matriz de covarianza entre las 
series, conocida como la matriz de Toepliz (Supdrieure, 1992). 
La matriz de Toeplitz es una matriz cuadrada y simétrica con respecto a su diagonal, además se 
tiene que en la diagonal los valores deben ser la unidad ya que estos representan la covarianza de 
la serie calculada consigo misma. Se calculan los valores propios y los vectores propios de la 
matriz de Toepliz, estos últimos se conocen como las FOE. La relación entre los vectores y valores 
propios se encuentra dada por: 
      
Donde A representa los vectores propios y λ los valores propios. Una vez se obtienen las FOE se 
calculan las Componentes Principales (CP) como proyecciones de las series de tiempo sobre las 
FOE, obteniendo de esta manera tantas componentes principales como FOE existentes. 
Supdrieure (1992) expresa la expansión de los coeficientes FOE en el dominio del tiempo como:  
   
  ∑      
 
 
   
 
Donde n representa el tamaño de la serie de tiempo y k el número de componentes principales 
obtenidas. Se ordenan los valores propios en orden descendiente de acuerdo al aporte a la 
varianza de la respectiva FOE. La primera CP representa el mayor porcentaje de variabilidad de la 
serie. En general, gran parte de la variabilidad del sistema puede ser explicado por las primeras 
componentes, obteniendo de este modo un sistema reducido pero que explica el mayor 
porcentaje de variabilidad del sistema. 
2.3 Análisis de Componentes Independientes 
 
El Análisis de Componentes Independientes (ACI) es una técnica que permite analizar un conjunto 
de datos multivariados como una representación lineal que busca minimizar la dependencia 
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estadística de los componentes de la representación. Si se consideran n variable aleatorias 
        que se modelan como una combinación lineal del vector        : 
 
                                              
Los aij son coeficientes reales y los si son independientes entre sí. O en forma matricial: 
 
     
Donde se denomina A la matriz de mezcla, S las fuentes originales y X las observaciones. El 
problema conocido como “Separación ciega de señales” se reduce a encontrar las señales 
originales S conociendo únicamente las señales observadas X. Asumiendo que los coeficientes de 
mezclado aij toman una serie de valores que permiten que la matriz A sea invertible. De este 
modo, existe una matriz W con coefientes wij tal que permita separar las señales si(t): 
 
     
Donde W es la matriz de separación. 
Para resolver el problema basta con considerar que las señales originales son no-gaussianas, lo 
que implica independencia estadística entre ellas y vincula el ACI con la Proyección Pursuit, la cual 
busca las proyecciones más interesantes (que dispongan alguna estructura) de datos 
multidimensionales, es decir aquellas lo menos gaussianas posible (Jones and Sibson, 1987). En 
términos de las fuentes estimadas Y, el sistema toma la forma: 
 
     
Si las señales yi son realmente independientes entre sí entonces serán iguales a las señales 
originales si. 
 
Para garantizar una adecuada representación del modelo ACI se deben cumplir las siguientes 
condiciones: 
1. Todas las componentes independientes si, con excepción de una de ellas, deben ser no-
gaussianas. 
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2. El número de mezclas lineales observadas m deben ser por lo menos iguales al número 
de componentes independientes m≥n. 
3. La matriz A debe ser cuadrada. 
 
Algunas transformaciones de los datos simplifican la estimación; es por esto que se deben centrar 
los datos, es decir remover la media y decorrelacionarlos de tal manera que su varianza se iguale 
a la unidad. Usualmente se utiliza como estrategia de decorrelación  la Descomposición en 
Valores Singulares para reducir el número de componentes a ser estimados. 
Las desventajas del método se centran en la imposibilidad de determinar las varianzas de las 
componentes independientes, debido a que como S y A son desconocidas, cualquier múltiplo 
escalar en una de las fuentes Si podría ser cancelado dividiendo en la correspondiente columna 
de A; esto conlleva a que no sea posible determinar el orden de las componentes independientes. 
Sin embargo, Hyvärinen (1999b) sugiere que el orden puede ser determinado a través de la 
norma de la matriz de mezcla. Las Si se ordenan de acuerdo a la norma en orden descendiente de 
las correspondientes columnas de A. 
En general, el método ICA implica la elección de una función objetivo que obtenga las 
componentes máximamente no gaussianas y un algoritmo de optimización. La función objetivo 
puede ser determinada por máxima probabilidad, entropía, negentropía, información mutua, 
correlaciones cruzadas no lineales, tensores cumulantes de alto orden, entre otras. Algunas de 
ellas presentan desventajas por ser sensibles a los outliers. En términos de independencia, la 
información mutua de dos variables independientes es cero, la entropía de variables gaussianas 
es máxima y la negentropía de las mismas es cero; es decir, que para el caso considerado, el 
modelo más adecuado debe minimizar la información mutua o maximizar la negentropía.  Una 
aproximación adecuada que combina las propiedades positivas de las funciones anteriormente 
mencionadas (Nakasawa, 1986) es: 
      |  {    }    {    }|
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Donde   es una variable aleatoria gaussiana con la misma matriz de covarianza de y, “y” esta 
normalizada con varianza la unidad y el exponente p=1,2. Esta representación constituye una 
aproximación de negentropía para cualquier función no cuadrática G. Aunque se pueden emplear 
otras, las siguientes son funciones adecuadas: 
      
 
  
                               
   
 
 
Donde  1<a<2 es una constante adecuada. 
Existen varios algoritmos de optimización como: Jutten-Hérault, decorrelación no lineal, 
estimación de infomax, entre otros. En el desarrollo de este trabajo se usa el algoritmo FastICA 
(Hyvärinen, 1999c), que se reduce a optimizar E{      }. De acuerdo con las condiciones de 
Khun-Tucker (Luenberger, 1997) la optimización de E{      } bajo el supuesto E{      }  
‖ ‖    ocurre en los puntos donde: 
E{       }       
Denotando la función de la izquierda con F, se obtiene la matriz jacobiana JF(W): 
       {          }     
Ya que los datos están en coordenadas esféricas, una aproximación razonable parece ser: 
 {          }   {   } {       }   {       } . De este modo, la matriz jacobiana 
llega a ser diagonal y puede ser invertida. Así, se obtiene la siguiente aproximación de la iteración 
de Newton: 
     
[ {       }    ]
[ {       }   ]
 
Multiplicando ambos lados por    {       } se obtiene la iteración:  
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    {       }   {       }  
O en forma matricial se obtiene el algoritmo de máxima probabilidad (usado en el entorno de 
Matlab en el algoritmo de FastICA): 
             [          {     
 }]  
Donde     ,      {       } y     
 
    {     
 }
 y la velocidad de convergencia es 
optimizada con una adecuada elección de las matrices          y         . 
El algoritmo completo para una unidad, es decir una dirección en la que la proyección de     
maximice la no gaussianidad o se estime una componente independiente, esta dado por: 
1. Escoger un vector de peso aleatorio W 
2. Calcular    {       }   {       }  




4. Si no converge volver a 2. 
 
La convergencia significa que el valor anterior de W y el valor nuevo estén en la misma dirección. 
Para obtener varias componentes independientes se utiliza el algoritmo de FastICA usando varias 
unidades con vectores de peso W1,…Wn. Con el fin de evitar encontrar dos vectores diferentes de 
la convergencia de un mismo máximo, se debe decorrelar   
        
   en cada iteración. Una 
forma de lograrlo basado en la decorrelación de Gram-Schmidt, sugiere estimar las componentes 
independientes una por una, usada en este trabajo. Cuando se han estimado p componentes 
independientes, o p vectores W1,…Wp, se aplica el algoritmo de punto fijo para una unidad en 
Wp+1 y después de cada paso de iteración se sustrae de Wp+1 las proyecciones     
        
      de los p vectores estimados y se renormaliza Wp+1, 
1. Se obtiene          ∑     
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2. Se normaliza     
    
√    
     
 
En algunas aplicaciones se utiliza una decorrelación simétrica, donde ningún vector es privilegiado 
sobre los otros, una alternativa esta dada por Hyvärinen (1999a): 
1. Obtener  
 
√‖   ‖
 






     
2.4 Patrones de Oscilación Principal 
Los Patrones de Oscilación Principal (POP) representan el caso independiente del tiempo y lineal 
de los Patrones de Interacción Principal, los cuales aproximan un sistema complejo multivariado 
con modelos jerárquicos más simples de pocos grados de libertad y un número correspondiente 
de patrones de interacción. Los POP no consideran un modelo jerárquico sino un modelo simple 
cuyo espacio base esta dado por las FOE. De este modo, los POP se definen como los modos 
principales de un sistema lineal obtenido por el ajuste de un proceso de Markov multivariado de 
primer orden en el espacio de las FOE. 
Considerando x(t) como un vector de procesos de estocásticos después de la reducción de las 
dimensiones por la proyección en el espacio FOE, la evolución del proceso x(t) puede 
representarse como un proceso lineal           , con una matriz A constante 
adecuadamente definida sin ruido blanco y no-gaussiana y asumiendo que el forzador r tiene 
media cero. Discretizando la derivada en el tiempo puede ser escrita como: 
                  
El anterior sistema homogéneo tendrá un conjunto de modos principales linealmente 
independientes con vectores propios pk, k=1,…,n y valores propios asociados λk, k=1,…,n: 
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Normalmente B no es simétrica y por ello algunos o todos los valores propios son complejos. 
Como x y B son reales, los valores y vectores propios se presentan en pares conjugados. 
El vector x(t) se puede representar en términos de los vectores propios: 
     ∑       
 
   
 
Donde los modos normales        satisfacen la ecuación del oscilador armónico amortiguado: 
                   
Donde    representa el forzador de ruido blanco. La solución de la ecuación homogénea esta 
dada por: 
                                   
Donde el periodo de amortiguamiento de la señal es: 
    
 
   |  |
 
Y el periodo de oscilación: 
   
  





Con                                                                             
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Estimación por mínimos cuadrados del modelo AR (Neumaier and Schneider, 2001) 
Considerando que el modelo AR en este caso de orden 1 puede ser ajustado por un modelo de 
regresión, tenemos: 
         ,                                         ,        
Con 
            
Y predictores 



















En un modelo AR ajustado por un modelo de regresión, los predictores    se asumen constantes, 
mientras que los vectores de estado    de un proceso AR son realizaciones de un proceso 
estocástico. Así, el primer predictor del ajuste por regresión como vector de condiciones iniciales 
es:  
 



















Ahora considerando las matrices momento: 
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  ∑     
  
   ,       ∑     
  
   ,    ∑     
  
    
La estimación por mínimos cuadrados de la matriz B puede ser escrita: 
 ̂       
Y la matriz de covarianza residual 
 ̂  
 
    
∑   ̂  
 ̂ 
   ,   con    ̂         
La cual es una estimación de la matriz de covarianza de residual, C, que puede ser expresada 
como: 
 ̂  
 
    
           
La matriz de covarianza residual es proporcional al complemento de Schur de la matriz: 








   
    
   
   
La cual es la matriz momento      . Donde K esta dada por: 


































La estimación por mínimos cuadrados puede ser calculada desde la factorización QR de la matriz 
de datos, K=QR. 
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Con matriz ortogonal Q y matriz triangular superior 
  (
      
    
) 
La factorización QR de la matriz K conduce a la factorización de Cholesky de la matriz momento 
         , 
(   
 
  
)      (
   
        
     
   
        
         
     
) 
Y se puede definir: 
 ̂      
          y     ̂  
 
    
   
      
2.5 Transformada de Hilbert-Huang  
La transformada de Hilbert-Huang fue diseñada específicamente para el análisis de datos no 
lineales y no estacionarios y consiste en descomponer primero la serie de datos en Funciones de 
Modos Intrínsecos (FMI) mediante la Descomposición en Modos Empíricos (DME), la cual 
expande la serie en modos base derivados de los propios datos y luego aplica la transformada de 
Hilbert para estimar la distribución tiempo-frecuencia-energía,  denominada espectro de Hilbert. 
El primer paso es la descomposición de la serie de tiempo en un número finito y usualmente 
pequeño de Funciones de Modo Intrínseco (IMF) usando la Descomposición en Modos Empíricos 
(DEM). Este proceso de descomposición de los datos fue desarrollado por Huang and Wu (2008) y 
está basado en las características locales de la escala de tiempo de los datos y es por tanto 
aplicable a procesos no lineales y no estacionarios. 
Para obtener la DEM se utiliza un proceso de filtrado; el cual identifica inicialmente todos los 
extremos locales (máximos y mínimos) y los conecta generando una envolvente superior e 
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inferior, que contiene todos los datos. La media de la envolvente superior e inferior se designa 
como m1, y la diferencia entre los datos y m1 es la primera componente h1, es decir: 
              
Este proceso se repite de manera iterativa hasta que todos los máximos locales sean positivos y 
todos los mínimos locales sean negativos, y se tengan ondas simétricas alrededor de la media 
local cero, el proceso de filtrado se repite k-veces hasta que h1k(t) sea una IMF. Esta primera FMI 
se extrae de la señal original y el residuo se convierte en una nueva señal x(t). 
El proceso continúa para obtener las siguientes FMI y se detiene cuando el residuo es una función 
monótona que tiene solo un máximo o solo un minimo y ya no es posible obtener mas funciones 
a partir de estas. El residuo es importante ya que contiene información de las componentes de 
periodo más largo. Es importante  tener en cuenta que es posible reconstruir la señal original a 
partir de las FMI generadas. 
El segundo proceso consiste en aplicar la transformada de Hilbert a las componentes IMF halladas 
anteriormente y construir la distribución de Tiempo-frecuencia-Energía asociada a la señal. La 








    





Donde P es el valor principal de Cauchy de la integral singular y la función x(t) y su transformada 
de Hilbert, y(t), forman un par complejo y por tanto es posible definir una señal analítica z(t): 
                           
Donde a representa la amplitud instantánea y   la fase instantánea. Como la amplitud es función 
del tiempo es posible expresar la energía como el cuadrado de la amplitud en términos del 
tiempo y la fercuencia y esto asu vez como el espectro marginal: 
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En este trabajo se utiliza el programa DataDemon3 para calcular tanto la DEM como el espectro 
de Hibert-Huang. 
 
                                                          
 
3
 Software desarrollado por la NASA para estimar el espectro de Hilbert-Huang 
 
 
3. Información Empleada 
Para el desarrollo de este trabajo se emplearon registros provenientes de tres fuentes: (1) el 
Reanálisis Climático NCEP/NCAR, (2) el producto 3B42 del análisis multi-satelital de precipitación 
de la Misión TRMM (TMPA), y (3) del Centro de Predicción Climática (CPC). A continuación se 
describen brevemente estas bases de datos. 
3.1 Reanálisis climático NCEP/NCAR 
El Reanálisis NCEP/NCAR es el resultado de un proyecto que busca re-analizar datos climáticos 
empleando los modelos más detallados y avanzados existentes actualmente (Kalnay et al., 1996). 
En este proyecto intervienen dos importantes entidades: el NCEP (National Centers for 
Environmental Prediction) y el NCAR (National Center for Atmospheric Research) de Estados 
Unidos. El NCEP tiene como función desarrollar y evaluar el desempeño de los modelos, mientras 
que la función del NCAR es recopilar y organizar una completa base de datos que contiene 
variables atmosféricas y oceánicas para incluir en el modelo. 
Los resultados de este reanálisis pueden ser obtenidos en 
http://www.cdc.noaa.gov/cdc/data.ncep.reanalysis.html. 
En este trabajo se consideraron datos diarios de anomalías de potencial de velocidad a los 200 
hPa, con una resolución espacial de 1.8° de lado, durante el periodo comprendido entre 1998 y 
2010. Estos datos se emplearon en la estimación de los Patrones de Oscilación Principal y en la 
detección de tendencias de largo plazo en el potencial de velocidad a los 200 hPa. 
 También se consideraron datos diarios de humedad específica y vientos zonales para el cálculo 
del índice del Chorro del Chocó durante el mismo período temporal, con una resolución espacial 
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de 2.5° de lado. La información empleada abarca una cobertura espacial desde 14.875°N- 4.875°S 
en la Latitud y 79.875°W- 66.125°W en Longitud. 
3.2 Misión para la Medición de la Lluvia Tropical (TRMM) 
La Misión para la Medición de la Lluvia Tropical (Tropical Rainfall Measuring Mission, TRMM), es 
una exploración espacial conjunta entre la NASA de Estados Unidos y la Agencia Japonesa de 
Exploración Espacial (JAXA), diseñada para estudiar y analizar la dinámica de la precipitación en 
las regiones tropicales y subtropicales del planeta (Kummerow et al., 2000). El término TRMM 
encierra toda la misión espacial del satélite y la investigación de los datos obtenidos. Los 
instrumentos principales a bordo del satélite TRMM son un sensor de microondas (Microwave 
Imager, TMI), un radar de precipitación (Precipitation Radar, PR) y un sistema de radiometría 
visible e infrarroja (Visible and Infrares Radiometer System, VIRS). Para completar una órbita 
sobre la tierra el satélite necesita alrededor de 91 minutos; de esta forma alcanza a realizar 
alrededor de 16 órbitas en 24 horas. La Figura 3.1 presenta la cobertura global proporcionada por 
los diferentes satélites y sensores 
 
Figura 3.1 Precipitación (mm/h) estimada por microondas combinado para un período de 3 horas 
centrado el 25 de Mayo de 2004 a las 0000UTC. Las áreas en negro denotan regiones con carencia de 
información mientras que los colores representan la cobertura suministrada por diferentes sensores. 
Tomado de Huffman et al. (2007) 
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Una gran variedad de productos se generan del satélite TRMM.  En este trabajo se considera el 
producto 3B42 a escala diaria, el cual es procesado por el algoritmo de Análisis multi-satelital de 
precipitación TRMM (TMPA), que provee esquemas secuenciales de calibración combinando 
estimaciones de precipitación desde varios satélites en escalas finas, para ajustar las estimaciones 
basadas en mediciones de radiación infrarroja de los satélites geoestacionarios y se apoya 
además en registros pluviométricos en tierra (Huffman et al., 2007). 
La base de datos tiene una cobertura en la banda latitudinal desde 50°N hasta 50°S con una 
resolución espacial de 0.25° x 0.25° y una cobertura temporal desde 1998 hasta el presente. Los 
datos se encuentran disponibles en la página http://disc.sci.gsfc.nasa.gov/precipitation/. 
La información empleada en este trabajo abarca una cobertura espacial desde 14.875°N- 4.875°S 
en la Latitud y 79.875°W- 66.125°W en Longitud. La resolución temporal fue agregada a escala 
pentadiaria (acumulado de cinco días), obteniendo 73 pentadas por año. 
Los registros de precipitación se emplearon en el Análisis de Funciones Ortogonales Empíricas, el 
Análisis de Componentes Independientes y los Patrones de Oscilación Principal. También se 
estiman mapas de probabilidad de lluvia y se realiza un ejercicio de predicción de precipitación 
regional. 
3.3 CPC y CMAP 
El Climate Prediction Center (CPC) brinda predicciones de variabilidad climática, realizando un 
monitoreo en tiempo real del clima y produciendo diferentes bases de datos. Los productos 
cubren escalas de tiempo desde semanales hasta estacionales, extendiéndose a nivel superficial, 
en el océano, la atmósfera y la estratósfera. El CPC pertenece al Servicio Nacional de 
Meteorología (National Weather Service) que se encarga de generar pronósticos climáticos, 
meteorológicos e hidrológicos para Estados Unidos.  
En este trabajo se utiliza el Índice Oceánico del Niño, el cual se encuentra disponible en 
http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml.  
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Este índice se emplea en el estudio de la influencia de las fases del ENSO y la MJO sobre la 
precipitación regional en Colombia. 
Adicionalmente, el CPC Merged Analysis of Precipitation (CMAP) es un componente del CPC 
destinado al análisis de precipitación mensual y pentadiaria a nivel global. El análisis se realiza a 
través de la combinación de observaciones pluviómetricas y estimaciones de precipitación de 
varios algoritmos basados en satélite (infrarrojos y microondas).Este trabajo utiliza series de 
precipitación mensual de http://www.esrl.noaa.gov/psd/data/gridded/data.cmap.html. Las series 





4. Diagnóstico Intraestacional de la Precipitación en 
Colombia 
Estudios previos  han identificado la existencia de la señal intraestacional en diferentes variables 
hidrometereológicas tales como en registros de precipitación, caudal, viento zonal y meridional, 
humedad del suelo, entre otras (Poveda, 1998; Hoyos, 1999; Arias, 2005; Carmona, 2010). 
Inicialmente, se presenta el porcentaje de variabilidad intratestacional (banda entre 20 y 100 
días) dentro del espectro de Fourier, para cada una de las series de precipitación consideradas. 
Esto, con el fin de establecer la cantidad de energía que representa la señal intraestacional dentro 
del espectro de Fourier.  
Con el fin de mejorar el entendimiento espacio-temporal de la variabilidad intraestacional, 
aprovechando la resolución (0.25° x 0.25°) de los datos suministrados por el satélite TRMM, se 
realiza el estudio de la señal a partir de varios métodos de análisis multivariado, de mapas de 
probabilidad de lluvia, por medio de la construcción de una serie índice de la MJO y del 
seguimiento de la propagación zonal de la señal en Colombia.  
4.1  Porcentaje de variabilidad intraestacional en el espectro de 
Fourier 
Los datos empleados en este análisis corresponden a las series de tiempo de precipitación 
pentadiarias y sin ciclo anual. Inicialmente se obtiene el espectro de Fourier para cada una de las 
series de tiempo de precipitación correspondiente a los registros satelitales del TRMM. 
Posteriormente se obtiene un porcentaje de variabilidad intraestacional (banda entre 20-100 
días), dentro del espectro de Fourier; este proceso comprende la suma de energía espectral entre 
20-100 días dividido la suma espectral total en todas las frecuencias consideradas. El mapa 
obtenido se presenta en la Figura 4.1. 
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Figura 4.1 Mapa del porcentaje de variabilidad intraestacional (banda entre 20-100 días) dentro del 
espectro Fourier 
En la Figura 4.1 se pueden observar porcentajes importantes, hasta de 52%, lo cual indica que la 
banda entre 20 y 100 días, en zonas como el sur de la cordillera de los Andes en Colombia y el 
occidente del Mar Caribe, es una componente importante del espectro de Fourier de la 
precipitación. 
Es importante además, establecer cuales zonas en la Figura 4.1 son estadísticamente 
significativas. Para ello, se obtuvo el espectro de Fourier del ruido rojo normalizado (Torrence y 
Compo, 1998), como: 
   
    
          
   
 
 
Donde k=0…N/2 es el índice de la frecuencia,   es la autocorrelación de rezago 1 y N es el número 
de punto considerados. 
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Una vez se establece el espectro de Fourier de ruido rojo, este se normaliza con el espectro de 
Fourier en consideración así: 





Donde    corresponde a la transformada de Fourier. 
Posteriormente es posible obtener el espectro de Fourier de ruido rojo con un 95% de 
significancia estadística. Este proceso incluye el ajuste de una función chi cuadrada de dos grados 
de libertad.  
    ̅̅ ̅̅ ̅̅    ̅̅ ̅    
          
Una vez se ha obtenido el espectro de Fourier de ruido rojo con una significancia de 95%, se 
suman los puntos en el espectro de Fourier de las series de tiempo de precipitación que superan 
el umbral del 95% de significancia del ruido rojo y se dividen por la suma total del espectro. El 
resultado obtenido para cada una de las series de tiempo consideradas se presenta en la       
Figura 4.2. Se puede observar que cuando se hace esta consideración el porcentaje de 
variabilidad intraestacional disminuye considerablemente, valores máximos de 6% se presentan 
en el oriente y sur de la zona de estudio 
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Figura 4.2 Porcentaje de variabilidad intraestacional que supera el 95% de significancia en el espectro de 
ruido rojo 
4.2 Modos principales de variabilidad intraestacional 
A continuación se realiza un análisis multivariado sobre los datos de precipitación pentadiarios y 
filtrados en la banda frecuencial de 20-100 días. El análisis se realiza a partir de tres métodos: 
Funciones Ortogonales Empíricas (FOE), Análisis de Componentes Independientes (ACI) y 
Patrones de Oscilación Principal (POP). Se destaca que el Análisis de Componentes 
Independientes que tiene la ventaja de asumir que los modos dominantes encontrados tienen 
una distribución no-gaussiana, como sucede con muchos procesos  en la naturaleza. Una vez se 
extraen los modos dominantes de variabilidad a escala intraestacional, se obtienen los espectros 
de Onditas,  Fourier y Hilbert-Huang.  
4.2.1 Análisis de Funciones Ortogonales Empíricas (FOE) 
Con el propósito de profundizar el diagnóstico y las evidencias sobre la existencia de la señal 
intraestacional en el campo de precipitación en Colombia, se estudia la variabilidad espacio-
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temporal por medio del análisis FOE. La forma más común de determinar el número de 
componentes que representan adecuadamente el sistema es con una ayuda visual, justo en el 
punto donde los datos comienzan a aplanarse en un gráfico de representación de los autovalores 
(Johnson y Wichern, 2007). 
Inicialmente las series de lluvias pentadiarias sobre Colombia (14.875°N- 4.875°S en la Latitud y 
79.875°W- 66.125°W en Longitud), obtenidas por la Misión TRMM durante el periodo 1998-2010, 
son filtradas en la banda de 20-100 días. El filtro aplicado esta implementado en el entorno de 
Matlab y es conocido como Idealfilter, éste tiene la opción de capturar las variaciones en un 
rango específico de frecuencias de los datos transformados en el espacio de Fourier. Al realizar el 
análisis de FOE se obtienen los autovalores que se presentan en la Figura 4.3, las primeras quince 
FOE explican el 50.13% de la varianza total, un porcentaje importante del conjunto total de datos.  
 
Figura 4.3 Autovalores de la matriz de covarianza del campo de precipitación pentadiaria en 
Colombia para el periodo 1998-2010, según los datos de la Misión TRMM 
 En la Figura 4.4 se presenta la primera FOE, la cual explica el 14.4% de la varianza total, se 
observa un patrón negativo que rodea la costa Pacífica colombiana y se extiende hasta el Mar 
Caribe, de otro lado la mayor parte del territorio colombiano presenta un patrón positivo; 
indicando que cuando en la costa Pacífica se presentan anomalías negativas de precipitación en la 
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mayor parte del territorio colombiano se presentan anomalías positivas, con mayor intensidad de 
estas últimas sobre la cordillera de los Andes.  
 
Figura 4.4 Primeras dos FOE para el campo de precipitación en Colombia; la primera explica el 14.4% 
de la varianza total y la segunda el 8.5% 
La segunda FOE explica un 8.5% de la varianza total. En la Figura 4.4 se observa un patrón positivo 
en el Mar Caribe y el norte de Colombia, y un patrón negativo en el océano Pacífico, centro-sur de 
Colombia, la frontera con Ecuador, Perú y Brasil. Este patrón geográfico sugiere el efecto del Mar 
Caribe sobre la hidroclimatología de Colombia, indicando que cuando se presentan anomalías 
positivas en el Mar Caribe y el norte de Colombia, el centro y sur de Colombia presenta anomalías 
negativas. 
La tercera FOE explica un 4.5% de la varianza total. En la Figura 4.5 se puede observar un patrón 
negativo en el norte de la costa Pacífica colombiana y el norte de Antioquia y un patrón positivo 
en el mar Caribe y parte del territorio del Ecuador y Perú que cubre el sur del país y se extiende 
hasta el centro-oriente de Colombia. Este comportamiento sugiere que cuando en el norte de la 
costa Pacífica colombiana y el norte de Antioquia se presentan anomalías negativas de lluvia, en 
el Amazonas, la frontera con Ecuador y el centro-oriente del país se presentan anomalías 
positivas. 
