Natural Language Processing is part of Artificial Intelegence that focus on language processing. One of stage in Natural Language Processing is Preprocessing. Preprocessing is the stage to prepare data before it is processed. There are many types of proccess in preprocessing, one of them is stemming. Stemming is process to find the root word from regular word. Errors when determining root words can cause misinformation. In addition, stemming process does not always produce one root word because there are several words in Indonesian that have two possibilities as root word or affixes word, e.g.the word "beruang".
INTRODUCTION
One of the key innovations needed to achieve the desired level of artificial intelligence is a machine that can process and interpret textual data. One of the fields in artificial intelligence science specifically focusing on language processing is called natural language processing (NLP). The stages in NLP include pre-processing. Pre-processing is crucial to the entire field as it deals with the preparation of data before the processing stage begins. If researchers were to skip this stage, it would cause the data to appear inconsistent, and this may result in an unfavorable outcome.
Stemming is a stage in text processing aiming to find the root word of an original word that appears in a text. The stemming stage is often used in text-based applications including search engines, machine language translators, chatbots and spelling checkers. There are two types of stemming methods for Bahasa, including dictionary-based and rule-based [1, 2, 3] algorithms.
Reviewed from accuracy point, dictionary-based algorithm is actually better than the rule-based one [4, 5, 6] . One of the most used dictionary-based algorithms for stemming is Confix Stripping Stemmer [7] . This algorithm for stemming was then developed into Enhanced Confix Stripping Stemmer [8] to result in improved accuracy.
Although the development of algorithms for stemming has always been encouraged, problems are still inevitable, including overstemming, where words are cut excessively after stemming, and understemming, where there is not enough cutting of words after stemming is completed. To avoid overstemming, most stemming algorithms depend on the completeness of the dictionary to check whether the root word of a word can be found, given that it has been through stemming process. This would later cause another problem to occur, which is the dependency on comprehensive dictionary. Additionally, Word-Sense Ambiguity may occur, where one word can have more than one meaning and one word can have more than one root word, such as the word "beruang" in Bahasa having "beruang" and "uang" as its root words. The existing algorithms for stemming today cease to identify the possibility of a word having two root words, for the algorithms would just stop once the root word of a word has been found and the output would only be based on the findings from the dictionary.
Problems of double root words have previously been handled using the nondeterministic approach [9, 10] . Non-deterministic algorithms can provide different outputs for the same input at different executions. Unlike deterministic algorithms that only provide one output for the same input even on different operations. Non-deterministic algorithms are useful for finding approximate solutions when the right solution is hard to derive using deterministic algorithms. The implementation of the non deterministic method into stemming process was conducted by putting out some possibilities of root words found in a word into a list of root word candidates. The correct selection of root word candidates is a challenge by itself [11] .
Based on this background, the research aims to identify the possibility of forming more than one root word in a word. The data used include translations of the Qur'an and Sherlock Holmes novels.
METHODS

1 System Analysis
This research uses Enhanced Confix Stripping Stemmer method, which has been modified. The modification was completed by implementing the concept of non-deterministic Enhanced Confix Stripping algorithm. The concept itself is about putting root words found from each word in the data to a list of candidates. When a root word is found in the dictionary, the algorithm does not stop. It will then be recorded in the list of candidates, and the next steps of Enhanced Confix Stripping Stemmer method will follow. The last stage of the process will be about selecting the root words that are going to be presented as the result. 
Data Collection
The data used in this research include the translation of the Qur'an (in Bahasa) and Sherlock Homes novel (25.951 words). Before this data is used, pre-processing must be completed. Pre-processing includes cleaning and tokenization. After pre-processing, 15.934 unique words are found. Stages of pre-processing include :
Cleaning
At this stage, data cleaning is conducted to remove unnecessary characters, numbers, and symbols unread in the text (example: €, ꜳ, ae, ǽ). The following is the example of sentences executed in the cleaning process: "Pergilah diwaktu pagi (ini) ke kebunmu jika kamu hendak memetik buahnya" after the cleaning process is completed, the sentences become: Pergilah diwaktu pagi ini ke kebunmu jika kamu hendak memerik buahnya.
Tokenization
At this stage, the words are cut accordingly to the order decided beforehand. If there is any repetition/identical word found in a sentence structure, it will still be cut accordingly. For example: Pergilah diwaktu pagi ini ke kebunmu jika kamu hendak memetik buahnya This tokenization stage separates the words. The following is the example, separated by | sign into:
3 System Architecture
Process flow comparisons of Enhanced Confix Striping and modified Enhanced Confix Striping using non deterministic method as presented in Figure 1 . The following is an explanation of the system architecture in Figure 1 :
Enhanced Confix Stripping Enhanced Confix Stripping with Non Deteministik
Checking Word into Dictionary
In this step, if the word is found in root word dictionary then the word will be saved as candidate root word.
Check the rule precedence
When there is a word consisting of a prefix and a suffix, including: "be-lah", "be-an", "mei", "di-i", "pe-i", or "te-i", a change in the order of stemming stages is necessary, as the process should start from the prefix. Thus, the stemming stages should be in the following order (5, 6, 3, 4, 7, 8) . If not so, then the order should be as follows (3, 4, 5, 6, 7, 8) .
Inflection Suffixes
This includes the set of sufixes that does not alter the root word: "-lah", "-kah", "-ku", "mu", or "-nya". If they include the particles of "-lah","-kah","-tah" or "-pun" then this stage should be re-conducted to remove Possessive Pronouns, including the following: "-ku", "mu", or "-nya". For example, "rumahmulah" needs the removal of "-lah" to become "rumahmu". Then, the stemming process continues to remove the Possesive Pronouns to become "rumah".
Derivation Suffixes
This includes the set of sufixes that is directly applied to root words. The suffixes responsible for the alteration in word classes include: "-i", "-an", or "-kan". For example, the word "tendang", which is a verb, shall become a noun when it receives the suffix "-an" as in "tendangan"
Derivation Preffix
This includes the set of prefixes that is applied either directly to root words, or to words consisting of up to two other derivation prefixes. Derivation Prefix is the fixes put in front of a word, including "di-","ke-","se-","me-","be-","pe", "te-". While the suffixes are removed at stage 4, the process may continue to stage 5a, if not 5b.
a. Unacceptable combination of prefix and suffix If a word consists of a prefix and a suffix as shown in Table 1 , then the stage shall stop. 
Identifying prefix types: Standard: prefixes "di-", "ke-", "se-", can be removed directly. Complex: prefixes "me-", "be-", "pe", "te-", shall experience an alteration following the root words. This, it is necessary to consider the alteration rule before removing a prefix. Recording If the root words are not found yet even after stage 5 is completed, then recording is due.
IJCCS
Recording is the stage where the words received an addition of character in the beginning of the cut word, referring to the prefix alteration rule. For example, the prefix in "menangkap" should be altered; prefix "me-" should be removed to result in the word "nangkap", although the word is not available in the dictionary. It fulfills one alteration rule as the character "n" is changed into "t", altering the word into "tangkap".
Restoring Confix
Additional function of Enhanced Confix Stripping serves to resolve the problem of unnecessary suffix cutting. This process restore the word to its pre-recoding form and return all the prefixes and suffixes. This process includes: a. Restoring all previously removed prefixes to result in the following model :
[DP+[DP+[DP]]] + Root Words. Cutting of prefixes includes searching for the words in the dictionary, followed by processing the words put in the model. b. Restoring confixes according to the model order in Bahasa. This means that the restoring starts from DS "-i", "-kan", "-an", lalu PP "-ku", "-mu", "-nya", and P "-lah", "-kah", "-tah", "-pun". For "-kan", the restoring should specifically start from "k", then "an". c. Checking the root words into dictionary. When a word is found, it should be recorded as a root word candidate.
8. Checking Word into Dictionary : Same as step 1, but if no root word found from stemming process then restore into original word. 9. Choosing Candidate List : In this prosess is choosing final root word based on candidate list.
If two candidates are found, the first root word is chosen, if more three candidates are found, the longest characters of root word is chosen. This approach is based on the result of related research [11] .
3 Testing
The next step after the system has been completely implemented is the testing. The testing is needed to measure the system performance. Parameter measured in the testing is the accuracy level of the algorithm in determining the correct root words. This measurement uses the following formula 1:
After obtaining the test outcome data, the comparison between modified algorithm and un-modified algorithm for stemming is conducted. One-tailed McNemar method test is used to compare the accuracy between the two methods to prove that system A is better than system B statistically. One of the uses of the McNemar Test is to evaluate pre-test and post-test research designs in one group. Values for each pre-test and post-test were measured to produce two variables, true or false. The hypothesis formulation is "is there a significant difference between pre-test and post-test scores?" [12] . In this research, the result data from stemming is binary; correct for the root words found from stemming and incorrect for the words not found through stemming. The data is then calculated and grouped into four categories: correct words resulted from unmodified method, incorrect words resulted from unmodified method, correct words resulted from modified method, incorrect words resulted from modified method, as presented in Table 2 . 1. Null Hypothesis = : = The proportion of observation in cell b is equal to that of cell c, so there is no difference in the results from unmodified method and modified method.
Alternative Hypothesis =
: ≠ The proportion of observation in cell b is unequal to that of cell c, so there is a difference in the results from unmodified method and modified method. This is a two-tailed hypothesis, for ymb value is greater or smaller than . Or Alternative Hypothesis = : < or : > The proportion of observation in cell b is greater or smaller than that of cell c, so there is a difference in the results from unmodified method and modified method. This is a one-tailed hypothesis.
Based on the Table, the calculation uses the following formula 2:
(2)
Result of
calculation is compared to the Table 3 . Table 2 is then used as the basis to calculate accuracy level using formula 1. The result of the comparison between the two of them shows that the use of nondeteministic method on the Enhanced Confix Stripping Stemmer can improve accuracy. Additionally, McNemar test used to test whether there are significant differences between the modified and unmodified stemming methods shows that the application of non-deterministic method in Enhanced Confix Striping has resulted in a significant change in accuracy.
This study examines 15,934 words. The total number of candidate words that are successfully identified through non-deterministic application is presented in Table 4 . Some examples of words with identified root words in the candidate list are presented in Table 5 . Table 4 shows that there are 1,042 data with more than one candidate in which they are filtered to find out the incorrect word in choosing the root word. The calculation to determine the percentage of errors in determining the root words based on the list of candidates is conducted. Table 6 suggested that the slightest error in choosing root word candidates occurs if there are 4 root word candidates found, and the greatest error occurs if there are 3 root word candidates found. Errors in the process of choosing root words in the candidate list can be investigated in further research Although the implementation of the deterministic method is able to solve several problems in the Enhanced Confix Striping, the processing time will be longer. In the Enhanced Confix Striping, it takes 1,400 seconds to process 15,934 words, while it only takes 4,068 seconds using the Enhanced Confix Striping, with the addition of a non-deterministic approach. An increase in processing time on this modification is due to the non-deterministic method contained in Enhanced Confix Striping having rules that will continue to run even after the words processed have been found in the dictionary.
CONCLUSIONS
Based on the research and test results, it can be concluded that the modification of Enhanced Confix Striping Stemmer using non determinsitic method was able to identify the possibilities of root words that can be formed in a single word through the candidate list. This modification also can increase the accuration of Enhanced Confix Striping Stemmer.
FUTURE WORKS
Suggestions that can be used for further research, especially in research related to the stemming algoritm is the need to enrich the dictionary of words and add another preprocessing to handle plural's word variation. In addition, it is also necessary to think about the process of selecting root word from candidate list that matches the context of the sentence.
