ABSTRACT Few-shot learning aims to recognize novel categories from just a few labeled instances. Existing metric learning-based approaches perform classifications by nearest neighbor search in the embedding space. The embedding function is a deep neural network and usually shared by all novel categories. However, these brute approaches lack a fast adaptation mechanism like meta-learning when dealing with novel categories. To tackle this, we present a novel instance-level embedding adaptation mechanism, aiming at rapidly adapting embedding deep features to improve their generalization ability in recognizing novel categories. To this end, we design an Attention Adaptation Module to pull a query instance and its corresponding class center as close as possible. Note that, each query instance is pulled closer to its corresponding class center before performing nearest neighbor classifications. This instance-level reduction of intra-class distance increases the probability of correct classifications, and thus improves the generalization ability to embed deep features and promoting the performance. The extensive experiments are conducted on two benchmark datasets: miniImageNet and CUB. Our approach yields very promising results on both datasets. In addition, in a realistic cross-domain evaluation setting, our method also achieves the-state-of-the-art performance.
I. INTRODUCTION
Deep neural networks (DNNs) have attracted more attention than traditional methods [1] - [3] , and achieved great success in many machine learning tasks, such as visual recognition [4] , [5] , image retrieval [6] , [7] , etc. However, their success relies heavily on enormous labeled training instances, whose acquisition costs are extremely high. When scaling to novel categories each of which contains only a few labeled instances, DNNs suffer from severe overfitting. Existing fine-tuning [8] , data augmentation [9] , [10] , or regularization [11] - [13] techniques fail to cope with this overfitting issue in the few-shot regime. In contrast, humans
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can learn to recognize novel categories from a few labeled instances or even one [14] , [15] . Few-shot learning [16] aims to inherit humans' rapid learning capabilities, which has received increasing attention [17] - [43] in recent years.
One promising direction to few-shot learning is the metriclearning based approaches [17] - [19] . These approaches share the same paradigm: 1) map instances into the embedding space, 2) compute class centers of each category, and 3) perform classifications by nearest neighbor search. Due to the potent nonlinear approximation capability, DNNs is often adopted as the embedding function. Once trained, it is trivial to scale to novel categories as no further fine-tuning or adjustment is required, and the embedding function is usually shared by all novel categories. In general, the novel categories are unknown in advance, and the distributions of novel categories are highly prone to be different from that of training categories. In addition, due to the lack of labeled instances and the randomness of these labeled instances, class centers are usually not a good representation of their categories. Therefore, exploiting the same embedding function for novel categories leads to weak generalization in recognizing these novel categories.
Recently, due to the fast adaptation ability, meta-learning based methods [28] , [33] , [34] are widely adopted to solve the challenging few-shot learning problem. There are different ways to achieve the fast adaptation ability. One method [28] learns good model initialization such that a small number of gradient steps with a few labeled instances from a new task will produce good generalization performance on that task. Another line of works replace the standard Stochastic Gradient Decent (SGD) optimization algorithm with metalearners to learn an update rule to train neural network classifier in the few-shot regime, and examples include an LSTM based meta-learner model [33] , an SGD-like easily trainable meta-learner [34] , etc. Compared to metric-learning based approaches, these methods need further fine-tuning or adjustment.
In this work, we introduce the fast adaptation ability into metric-learning based approaches while maintaining the easy scalability. To this end, a novel instance-level embedding adaptation mechanism is proposed, aiming at rapidly adapting embedding deep features to improve their generalization ability in recognizing novel categories. Our inspiration comes from such a fact that the angle between the sum of two nonzero non-coincident vectors and any one of the two vectors is smaller than the angle between the two vectors. We design a module called Attention Adaptation Module (AAM) based on this fact. AAM performs instance-level embedding adaptation in two steps: 1) select the corresponding class center for a query instance through self-attention mechanism; 2) compute the sum of the class center and the query instance, where the sum vector is regarded as the adapted query instance. Further, we can exchange the role of the query instance with any one class center, and exploit the same AAM to adapt class centers. More details will be presented in Section III. If the self-attention mechanism in AAM performs well enough (to ensure this, we adopt an extra loss function to supervise the self-attention mechanism), the adapted query instance tends to coincide with its adapted corresponding class center, and then the maximum cosine distance between them can be obtained. Therefore, when performing the nearest neighbor search, we choose the cosine function to measure the distance. Note that, we perform instance-level embedding adaptation before performing nearest neighbor classifications, and this instance-level reduction of intra-class distance increases the probability of correct classifications.
Our contributions are summarized as follows: 1) we propose a novel instance-level embedding adaptation module AAM; 2) we apply AAM in a clever way to ensure instancelevel reduction of intra-class distance before performing the nearest neighbor search, which enhance generalization ability of embedding deep features in metric-learning paradigm; 3) we conduct extensive experiments on two few-shot learning benchmarks, namely miniImageNet [19] and CUB [44] , and achieve very promising results; 4) in a realistic crossdomain evaluation setting where the training and test categories are sampled from different domains, our approach achieves the-state-of-the-art performance, verifying the generalization ability of our instance-level embedding adaptation mechanism.
II. RELATED WORKS
Few-shot learning aims to recognize novel categories, where each novel category has only a few labeled instances available. It is more challenging than traditional classification tasks where a large amount of labeled instances are available. Much effort has been devoted to solving this challenging problem. We briefly review some representative works, which can be roughly divided into the following four categories: metric-learning, meta-learning, hallucination, and domain difference.
A. METRIC-LEARNING
We have already introduced the three steps of metric-learning based approaches in Section I. Existing approaches improve one or more of these three steps. The first line of work focuses on the design of network structures, and examples include siamese neural networks [17] , rapid adaptation with conditionally shifted neurons [26] and memory matching networks [27] . The second line of work focuses on the computation of the class center. An early work proposed by Koch [17] directly omitted the computation of class centers through siamese neural networks. After that, Snell et al. [18] regarded the mean of embedding deep features for each category as class centers, and Vinyals et al. [19] proposed to generate class centers for each class with an attention mechanism. Recently, the approaches of predicting class centers or weights [22] , [23] have attracted much interest. The final line of work focuses on ways to perform nearest neighbor search or the design of distance metrics. In addition to simple cosine [19] and Euclidean [18] distances, some more advanced distance metrics have also been proposed, and examples include Relation Networks [20] and Graph Neural Networks [21] .
B. META-LEARNING
Meta-learning based methods aim to gain the fast adaptation ability that enables strong generalization ability when recognizing novel categories. An early work, namely MAML [28] , performs a small number of gradient steps from optimal model initialization to achieve this fast adaptation ability. After that, more effective optimization methods have been proposed to replace the standard SGD, and examples include an LSTM based meta-learner [33] and Meta-SGD [34] . Meanwhile, the improvement of network structures also helps to improve the performance of meta-learning, and examples include Simple Neural Attentive Learner [35] and Memory-Augmented Neural Networks [36] . Nevertheless, these methods often need costly higher-order gradients during meta-training, and fail to scale to deeper network architectures as shown in [35] . Correspondingly, first-order optimization [38] and latent embedding optimization [39] techniques are proposed to solve the issues. In addition, recent works explain or develop meta-learning techniques from a probabilistic perspective, and examples include Lightweight Laplace Approximation for Meta-Adaptation [37] , Bayesian Model-Agnostic Meta-Learning [42] , Probabilistic ModelAgnostic Meta-Learning [40] and VERSA [41] .
C. HALLUCINATION
As each novel category has only a few labeled instances available, increasing the number of labeled instances in each novel category is a promising direction, and this is what hallucination based methods do. There are two different kinds of methods to generate instances. The first category of methods is based on a ''hallucinator'', which augments the existing labeled instances. An early work is proposed by Hariharan and Girshick [29] , and it applies category-independent transformations to generate as many new instances for each novel category. Its subsequent work [30] exploits recent progress in meta-learning, and optimize a meta-learner and a hallucinator jointly to produce high-quality training instances. The other category of methods is based on Generative Adversarial Networks (GAN) [45] , which generates fake instances. For example, Zhang et al. [31] proposed MetaGAN to generate samples which are not distinguishable from true data sampled from a specific task, and Mehrotra and Dukkipati [32] regarded the generated fake instances as a strong regularizer.
D. DOMAIN DIFFERENCE
The purpose of domain adaptation methods is to reduce domain shifts between source and target domain [46] , [47] . Similar to domain adaptation, Chen et al. [25] proposed a more realistic test setting to investigate the impact of domain difference on few-shot learning approaches, where domain difference means that base and novel classes are sampled from different domains. Existing few-shot learning approaches [18] - [20] , [28] performs even worse than two simple baseline methods [25] . This surprising observation highlights the importance of learning to adapt to domain difference in few-shot learning, and thus domain difference adaptation ability is adopted as an important quantitative indicator to verify the generalization ability of an algorithm in this work.
III. OUR METHOD
We first outline the problem definition of few-shot learning, and then prove the mathematical conclusions that will be exploited in AAM. Finally, we describe our AAM in details.
A. PROBLEM DEFINITION
Few-shot learning datasets are divided into three sets: training, validation, and test, whose label spaces are disjoint (i.e., a category seen during training is not seen during test).
Generally, each of the three sets contains abundant categories and labeled instances. In this work, we focus on the M-way K-shot classification problem in the episodic paradigm [19] , where each of the M categories contains only K labeled instances (K is a small number, such as 1 or 5). Although the number of categories is fixed, the semantics of these categories can be changed at will.
Based on the test set, we introduce the concept of episode [19] . An episode is a M-way K-shot classification problem, and can be constructed in three steps: 1) randomly sample M categories from the test set; 2) randomly sample K instances for each of these M categories, whose collection is denoted as Support Set S = {(x i , y i )|i = 1 . . . MK , y i ∈ {1, . . . , M }}, where the Support Set defines the classification problem; 3) randomly sample T test instances for each of the same M categories, whose collection is denoted as Query Set Q = {(x j ,x j )|j = 1 . . . MT , y j ∈ {1, . . . , M }}, where S ∩ Q = ∅ andỹ j is used to test classification performance. Compared to training categories, the sampled test categories are novel as they are not visible in the training phase.
Recently, mimicking the test scenario during training has greatly promoted the development of few-shot learning approaches [18] , [19] , [39] , [41] . Specifically, construct sufficient training episodes, and then train DNNs in the episodic manner. Here,ỹ j is usually used as a supervisory signal.
B. MATHEMATICAL CONCLUSIONS
Our inspiration for designing AAM comes from three mathematical conclusions, which will be outlined below.
Conclusion 1: For two non-zero non-coincident vectors A and B as shown in Fig. 1 , the angle θ 2 between A and A + B is smaller than the angle θ 1 between A and B.
Proof: Recall that for two non-zero non-coincident vectors A and B, |A + B| < |A| + |B| and θ 1 , θ 2 ∈ (0, π).
The cosine function is monotonically decreasing in (0, π), thus θ 2 < θ 1 . End proof.
Conclusion 2:
When |B| → 0,
which means that adding a vector of small enough length to A has almost no effect on A. Conclusion 3: For two non-zero non-coincident vectors A and B as shown in Fig. 1 , when multiplying A or B by a positive scaling factor γ , the angle θ 1 between A and B remains unchanged. Proof:
End proof.
C. ATTENTION ADAPTATION MODULE
In this subsection, we review one framework of metriclearning for few-shot learning, outline its drawbacks, and describe how AAM improves it.
1) FRAMEWORK
The framework adopts DNNs as the embedding function f θ :
Here, θ represents the learnable parameters of DNNs. The class center for each category is defined as the mean vector of the embedding deep features belonging to the same category:
Given the scaled cosine distance [43] , the probability thatx j belongs to the k-th category can be calculated:
Here, α is a scale constant. The negative log-probability is often adopted as the loss function:
Here, I (·) is the indicator function that equals one if its arguments is true and zero otherwise. Learning can proceed by minimizing Eq. 6 via SGD on training episodes.
2) DRAWBACKS
Once trained, the embedding function is shared by all novel or test categories. There are two factors that cause weak generalization ability of the embedded function: 1) test category instances and training category instances are likely to come from different distributions; 2) Support Set contains only a small number of randomly sampled instances, and these instances are not always representative. Thus, the cosine distance between the query instance and its corresponding class center is somewhat random. Three toy examples are shown in Fig. 2 . Without loss of generality, we assume that the query instancesq 1 ,q 2 , andq 3 belongs to the first category c 1 . However,q 2 in Case 2 andq 3 in Case 3 will be misclassified.
3) OUR IMPROVEMENTS
As shown in Fig. 2, replacing . As a result, the angle between the query instance and its corresponding class center is greatly reduced, and the query instances in the three toy examples are correctly classified after adaptation. Note that, we perform the adaptation for each query instance, and the adaptations of different query instances are different. That's why we call our method an instance-level adaptation mechanism. We explained the working mechanism of our method through three toy examples. However, the above adaptation needs to know the category of query instance in advance, which is impossible in the realistic test scenario. Our AAM avoids the need to know the query category in advance through self-attention mechanism [48] . AAM first calculates the query Q and the key K as follows:
where W Q , W K ∈ R D×D are learnable transformation matrices, andx j is a query instance. Then, the attention of q n ∈ Q to k m ∈ K is defined as:
Here, n, m ∈ {1, . . . , M , M + 1}. Finally, the adapted embedding featuresq j , ∀j ∈ {1, . . . , MT } and c k , ∀k ∈ {1, . . . , M } are computed as follows:
FIGURE 2. We illustrate the working mechanism of our AAM through three toy examples. Query instances may appear anywhere in the embedded space. Thus, the cosine distance between the query instance and its corresponding class center is somewhat random.
To simulate this scenario, we assume thatq 1 ,q 2 , andq 3 belong to the first category c 1 . However,q 2 , andq 3 are misclassified in Case 2 and Case 3. After applying our AAM,q 1 ,q 2 , andq 3 
To achieve the effect shown in Fig. 2 , we make three restrictions on a n,m . For the convenience of explanation, we assume y j = k * which means that x j belongs to the k * category. 1) If n = M +1 and m = k * , a n,m represents the attentions of class centers that does not correspond to the query instance x j , such as c 2 and c 3 shown in Fig. 2 . We expect VOLUME 7, 2019 end for a n,n → 1 and a n,m → 0, ∀m = n. Thus,
This adaptation does not change the angle between c k and any other vector (please refer to the mathematical
Conclusion 3).
2) If n = M + 1 and m = k * , a n,m represents the attention of the class center that corresponds to the query instance x j , such as c 1 shown in Fig. 2 . We expect a n,M +1 → 1 and a n,m → 0, ∀m = M + 1. Thus,
3) If n = M + 1 and m = k * , a n,m represents the attention of the query instance x j , such asq 1 ,q 2 , andq 3 shown in Fig. 2 . We expect a n,k * → 1 and a n,m → 0,
These three constraints ensure: 1) the cosine distance between the query instance and its corresponding class center as shown in Fig. 2 is greatly increased; 2) the cosine distances of the adapted query instance and its non-corresponding class centers remain unchanged before and after the adaptation of class centers. We can construct an expected attention matrix A whose elements are our expectations. For example, the expected attention matrix A for Fig. 2 We exploit the expected attention matrix A to supervise our AAM, and thus design an instance-level loss function:
I (a n,m = 1) ln(a n,m )
The total loss on an episode is computed as:
Here, λ is a scalar for balancing the two loss functions. Note that, we pre-train the embedding function, and the learning algorithm for our AAM is shown in Algorithm 1.
IV. EXPERIMENTS
We comprehensively evaluate our approach on two benchmark few-shot learning datasets, namely mini-ImageNet [19] and CUB (an abbreviation of CUB-200-2011) [44] . We first introduce the experiment settings, and then describe the ablation study in details. Finally, we compare our approach to thestate-of-the-art methods.
A. EXPERIMENT SETTINGS 1) DATASETS
The mini-ImageNet dataset is a subset of the ImageNet dataset [49] , and comprised of 100 categories each of which contains 600 labeled instances. We adopt the commonly split provided by [33] to get 64, 16, 20 categories for training, validation and test, respectively. The CUB dataset is initially designed for fine-grained classification, and comprised of 11,788 instances of birds over 200 species. Following the evaluation protocol of [25] , [50] , we randomly split the dataset into 100 training, 50 validation, and 50 test categories. For both mini-ImageNet and CUB, the label spaces of the training, validation, and test categories are disjoint. Note that, all instance sizes of both datasets are resized to 84 × 84 if not specified, and no data augmentations, such as randomly horizontal flip and random crop, are adopted. To have an intuitive understanding of the two datasets, some sample instances are shown in Fig. 3 .
2) EMBEDDING NETWORKS
There are three embedding networks adopted in the experiments: 1) a commonly used four-layer convolution backbone (Conv-4); 2) a 28-layer Wide Residual Network (WRN-28) [51] ; 3) a 18-layer Residual Network (ResNet-18) [52] . Conv-4 is composed of four convolutional blocks. Each block comprises a 64-filter 3 × 3 convolution, batch normalization layer, a ReLU nonlinearity and a 2 × 2 max-pooling layer. The 2 × 2 max-pooling layer of the last block is replaced with a global max-pooling layer. In addition, for the last two standard networks, the stride of the first convolution is set to 1, and the first max-pooling layer is removed if it exists.
3) IMPLEMENTATION DETAILS
All experiments are conducted under the PyTorch framework [53] . Following [25] , [39] , we first pre-train the embedding networks on the standard image classification task. To this end, a linear classifier is stacked on top of the embedding networks, and the whole network is supervised by the cross entropy loss. In the training phase, we only use the instances and categories from the training set as [39] . Model selection is based on 5-way 1-shot classification accuracy by performing nearest neighbor search on the validation categories. Here, the selected metric function is Euclidean distance. In the few-shot regime, the learning rate of the embedding networks is set to one tenth of AAM. We use Adam [54] with an initial learning rate 10 −3 , which is annealed by half for every 2,000 episodes. The total number of training episodes is 20,000.
4) EVALUATION
We evaluate our approach on two different types of few-shot classification problems: 1) intra-domain classification, where the training, validation and test categories are from the same domain; 2) cross-domain classification [9] , where the training categories are not from the same domain as validation and test categories. No matter which type of classification problems, 5-way 1-shot and 5-way 5-shot tasks are conducted to do the evaluation. All classification accuracies are averaged over 1,000 test episodes, and reported with 95% confidence intervals. Note that, T = 15 query instances per category are tested in every test episode, where T = 15 is a typical value for few-shot learning [18] - [20] , [33] , [39] .
B. ABLATION STUDY
In the experiments of ablation study, the embedding network and dataset we used is Conv-4 and mini-ImageNet, respectively. To ensure a fair comparison, all experiments begin with the same pre-trained embedding network. We study the impacts of the scale constant α, the balance scalar λ, and our AAM. Finally, we analyze how AAM works.
1) IMPACT OF THE SCALE CONSTANT
Our AAM is based on the cosine distance. Oreshkin et al. [43] have confirmed that the scaled cosine distance performs much better than the non-scaled version. To study the impact of the scale constant on AAM, we set α to 1, 5, 10, 15, and 20, respectively. The experimental results are shown in Tab. 1. The performance of our approach increases as α increases. But when α exceeds 10, the performance is saturated. Since the optimal performance is obtained when α = 10, we set α to 10 in the following experiments If not specified.
2) IMPACT OF THE BALANCE SCALAR
We use a balancing scalar λ to adjust the relative weight between the classification loss and our instance-level loss. To study the impact of the balance scalar on the classification performance, We set λ to 0.1, 1.0, 5.0, 10.0, and 20.0, respectively. The experimental results are shown in Fig. 7 . Both 5way-1shot and 5way-5shot classification accuracies hardly change with the increase of λ. We can conclude that our approach is insensitive to balance scalar. Note that, we set λ to 10 in the following experiments by default.
3) IMPACT OF OUR AAM
Our AAM aims to reduce the cosine distance between a query instance and its corresponding class center before performing nearest neighbor search. Here, the selected metric function is the scaled cosine distance. Performance should be improved due to the reduced intra-class distance. The performance comparisons with and without our module are shown in Fig 4. Adopting our AAM improves the accuracies on both 5way-1shot and 5way-5shot classification tasks at least 3.6% over the non-use version. These experimental results verify the effectiveness of our AAM module.
4) HOW AAM WORKS
We analyze the working mechanism of our AAM from two aspects. The first one is the effect of our AAM on the cosine distance between a query instance and its corresponding class center. As the relative distance plays the key role in the classification task, we randomly sample 1,000 test episodes, and report the distribution of softmax normalized cosine distances with and without AAM. The results are shown in Fig. 5 . Compared to the version without AAM, our AAM increases the average distance of 5way-1shot classification task by 0.17 and 5way-5shot classification task by 0.32, respectively. Considering that the softmax normalized cosine distance has a value range of 0 to 1, this is a large increasing margin. These experimental results show that the distance between a query instance and its corresponding class center does increase as expected. Meanwhile, the distance between the query instance and other class center is suppressed, which is also shown in Fig 5. As a result, AAM improves the classification performance by a large margin over the nonused version. The second one is the effect of our AAM on the generalization ability of the model. To this end, we randomly sample 1,000 test episodes and 1,000 training episodes, and report the classification accuracies with and without AAM. The results are shown in Fig 6. Compared to the version without AAM, our AAM achieves much higher accuracies on both training and test episodes. As the phenomenon of overfitting on training episodes is not obvious, the improvement of performance on training episodes leads to the improvement of generalization ability, thus improving the test accuracy. In addition, performance fluctuations in different episodes are significant. As the number of instances in the support set of any episode is limited and random, these instances are not always representative. We attribute the reason for these fluctuations to this fact.
C. COMPARISONS
We compare the proposed method with previous methods on two benchmark datasets, namely, namely mini-ImageNet and CUB.
1) RESULTS ON MINI-IMAGENET
Different methods use different network structures, which increases the difficulty of fair comparisons. We want to ensure the fairness of the comparisons, and meanwhile know how well our approach performs on the large network. To this end, we adopt the commonly used Conv-4 and a much deeper WRN-28. The results are shown in Tab. 4. When adopting Conv-4 as the backbone embedding network, our approach achieves the-state-of-the-art performance on both 5way-1shot and 5way-5shot classification tasks. Specifically, the increments on 5way-1shot classification and 5way-5shot classification tasks are 0.87% and 1.85%, respectively. When adopting the much deeper WRN-28, our approach achieves comparable performance to the state-of-the-art LEO [27] . Specifically, the increment on 5way-1shot classification is 0.48% while the increment on 5way-1shot classification is −0.35%. LEO needs fast adaptation at test time while our approach does not require further adjustment or adaptation. 
2) RESULTS ON CUB
In the absence of implementation details, it is difficult to reproduce an algorithm that behaves as well as the reported one. We try to use the published implementation details, and report performance in these situations. Following [25] , we also conduct two different types of experiments on this dataset. The first category is the intra-domain classification task. We adopt Conv-4 as the backbone. The experimental results are shown in Tab. 2. The performance of our approach is much higher than the existing methods. Specifically, the increments on fine-grained 5way-1shot classification and 5way-5shot classification tasks are 5.11% and 3.31%, which are surprising performance boosts. The second category is a more challenging cross-modal classification task [25] . For fair comparisons, we also adopt ResNet-18 as the backbone, and resize the instance sizes to 224 × 224. The experimental results are shown in Tab. 3. The methods that perform well on the intra-domain classification task, such as ProtoNet [18] , MatchingNet [19] , MAML [28] , RelationNet [20] , perform poorly under this scenario. Interestingly, the simple baseline and baseline++ performs well on the cross-modal classification task [25] . Our approach still achieves the-state-of-the-art performance on this challenging task. Specifically, the increment on cross-modal 5way-5shot classification tasks is 2.13%. These experimental results indicate that the introduction of rapid adaptation in metric learning is particularly helpful in improving the performance in the challenging cross-modal scenario.
V. CONCLUSIONS AND FUTURE WORKS
As the number of labeled instances in the few-shot regime is limited and random, these instances are not always representative. We propose a novel Attention Adaptation Module (AAM), which introduces the fast adaptation ability into metric-learning based approaches. AAM achieves this by increasing the cosine distance between a query instance and its corresponding class center before performing nearest neighbor search. Note that, there is no need to know the category of the test instance in advance. We analyzed in details why AAM is effective through experiments. In addition, our approach achieves competitive performance with recent state-of-the-art meta-learning algorithms on both CUB and mini-ImageNet benchmark datasets. In a more challenging cross-domain evaluation setting, our method also performs well and achieves the-state-of-the-art performance. In this work, we only used a very simple attention mechanism. Future work could focus on designing a more complex and effective attention mechanism.
