Since the launch of MERIS on ENVISAT long term activities using vicarious calibration approaches are set in place to monitor potential drifts in calibration in the radiance products of MERIS. We are using a stable, well monitored reference calibration site (Railroad Valley, Nevada, USA) to derive calibration uncertainties of MERIS over time. We are using interpolation of uncertainties to derive a second set of uncertainties for a national data validation in the Netherlands. A satellite image derived land use map of the Netherlands (LGN4) is used to determine the largest homogeneous land use classes using a standard purity index (SPI). Potential adjacency effects are minimized using moving window filters on the pixels of the aggregated map. Multiple error propagation is being used to assess the impact of calibration accuracy on land use classification. A classification in 9 land use classes is finally performed on MERIS FR images of the Netherlands using image based spectral unmixing and matched filtering with endmembers derived from the LGN. We conclude that the classification performance may significantly be increased, when taking into account long-term vicarious calibration results.
INTRODUCTION
The Medium Resolution Imaging Spectrometer (MERIS) [1] is one of totally ten instruments on board ESA's ENVISAT platform [2, 3] . MERIS is a 68.5° field-of-view pushbroom imaging spectrometer that measures the solar radiation reflected by the Earth, at a ground spatial resolution of 300 m in full resolution (FR) and 1200 m at reduced resolution (RR), and in totally 15 spectral bands covering the visible and near infra-red region of the electromagnetic spectrum. MERIS allows global coverage of the Earth in 3 days. MERIS data products provided by ESA include georeferenced TOA radiance data (Level 1b) as well as various water [4] , land [5, 6] and atmospheric products [7, 8] (Level 2), as well analytical tools for end users to access the data [9, 10] . The radiometric data quality of MERIS [11] is based on several calibration efforts, including on-board diffuser calibration [12, 13] and vicarious calibration [14, 15, 16] , amongst others. We are using in this paper the latest calibration results that include the treatment of all the above efforts to demonstrate the impact on the calibration accuracy and finally on the product side on the land use mapping quality.
METHODS AND DATA CALIBRATION

VICARIOUS CALIBRATION
In the context of this paper, we consider vicarious calibration to include all relevant calibration steps that are required to convert raw sensor data into accurate and useful radiometric quantities that are simultaneously measured on ground and at sensor. Vicarious calibration is therefore an independent method for monitoring instrument radiometric performance, including error assessment with reflectance standards, field instruments and atmospheric radiation measurements. This particular experiment follows a so called reflectance-based approach with ground measurements of the atmospheric optical depth and surface reflectance over a bright natural target We are subsequently extrapolating the such achieved calibration uncertainties at top of the atmosphere (TOA) to acquisition orbits located in-between two given vicarious calibration attempts, by assuming that the radiometric uncertainty remains stable (e.g., linearly interpolate able) between these acquisitions. This approach follows in certain ways the so called QUASAR [17, 18] approach, but does not support simultaneous airborne instrument acquisitions.
Railroad Valley Playa Test Site
The dry lakebed of Railroad Valley Playa (RRVP), Nevada, USA is located at 1.35 km above sea level (38.504° N latitude, 115.692° W longitude). It is a desert site with no vegetation. Temporal records for this site show reflectance variations as a function of time of year, with lowest reflectance in the winter months due to a rising water table. The accuracy of vicarious calibration experiments over land is highly dependent on the choice of an appropriate calibration target. Ideally, such a calibration site should be flat, bright, spatially uniform, and spectrally stable over time, near lambertian for small angles off nadir, and of sufficiently large spatial extent. Desert playas are preferred for vicarious calibration of moderate spatial resolution sensors due to their optical properties, predictably sunny conditions and low atmospheric aerosol loading. In this experiment, in-situ sunphotometer data from all dates of MERIS acquisitions were available. MODTRAN-4 [19, 20] , a radiative transfer code (RTC) is used, constrained by field data, to calculate the topof-atmosphere radiance present at the sensor. Input parameters include ground measurements of the surface reflectance, sun-target-sensor geometries and atmospheric properties (aerosol model, horizontal visibility). The method is described in detail in [14] . 
MERIS DATA AVAILABILITY AND PROCESSING
For this particular experiment, programming requests were scheduled to acquire MERIS FR (Full Resolution) 1b data over RRVP and the Netherlands. Using the RRVP data, the relative mean error (RME) was calculated for all the spectral bands of MERIS, assuming that there is a linear evolution of the vicarious calibration derived uncertainty. Subsequently these uncertainties were first interpolated between RRVP acquisitions and Netherlands acquisitions and then the RME was computed using the following equation (eq. 1):
where R MERIS_VC is the corrected ('true') value and R MERIS_TOA is the actually measured value. Following eq. 1, the correction factors for calibration differences can be computed following eq. 2:
The application of eq 2. results in band specific correction factors for all three acquisition dates used in the Netherlands (c.f., Table 1 ).
MERIS data over the Netherlands were reprojected into the Dutch National reference coordinate system (RD) and overlayed with a vector map of coast boundaries to assess the co-registration accuracy of the three acquisition dates. Due to small geometric shifts in-between images, MERIS data was coregistered using ground control points and imagetoimage registration to achieve pixel level accuracy. 
LAND USE DATABASE
For the Netherlands, the Dutch land use database (LGN) is used as reference. The database uses a grid structure with a cell size of 25 meters; the scale is about 1:50.000. The nomenclature of the LGN4 database contains 39 classes covering urban areas, water, forest, various agricultural crops and ecological classes.
LGN is created for an important part on the base of satellite imagery, but also other data sources are integrated into the database. Currently four versions exist ranging from LGN1 to LGN4, spanning a time period between 1986 and 2000. In this study we are using exclusively LGN4, which is based on satellite data of 1999 and 2000. The overall classification accuracy is (depending on class type) between 85-90 % [21] .
The initial LGN4 is based on 39 land use classes, which were for MERIS aggregated into 9 main land cover classes. These classes are: grassland, arable land, greenhouses, deciduous forest, coniferous forest, water, built-up areas, bare soil (incl. sand dunes), and natural vegetation (c.f., Figure 3 , left).
In order to support the selection of pure endmembers, while using LGN4 as a reference, the database was resampled from 25 to 300 m to match the MERIS FR pixel size. The aggregation method is based on using a majority filter with a kernel size of 12 pixels (25 m * 12 = 300m). The land use with the highest abundance in the 12 by 12 kernel was used to label the new land use type. Due to the very heterogeneous land use in the Netherlands, the proportion of every class within the kernel was also recorded during the aggregation process, such that a so called standard purity index (SPI) could be calculated from each window, as noted in eq. 3:
where f represents the fraction of each land use in the kernel, f maxclass is the maximum fraction (the class driving the labeling process), and n is the number of classes. Consequently SPI = 1, when only one class is present in the kernel window. A threshold of SPI = 0.9 was defined as minimum criteria for all the classes except for the greenhouse where SPI was usually around 0.6. This class was then avoided in the further process of defining pure pixels. Once relevant pixels of a purity of 90% or higher were identified, a moving window filter was applied on the selection of images. This filter is used to minimize adjacency effects and selects only pixels that are surrounded by the same land use class. Figure  3 (right) displays all the pixels that are meeting the homogeneity criteria as developed above. The largest homogeneous class is obviously water, which was not considered in this experiment, whereas grassland is the second largest class. 'Pure' pixel selection in the Netherlands using the Standard Purity Index (SPI).
SPECTRAL UNMIXING
After having identified the proper location of homogenous areas in the Netherlands, for each of the nine classes the spectral signatures can be derived. Figure 4 plots the spectral signatures that have been derived from the MERIS data based on the location identification in LGN4. The corresponding numbers of 300 x 300 m pixels used to derive these endmembers are listed in Table 2 .
Land use # pixels
Greenhouses 25
Grassland 4927
Arable land 2629
Deciduous forest 33
Coniferous forest 201
Water 58285
Built up areas 390
Bare soil 132
Natural vegetation 169 After having identified the most 'pure' endmembers for the nine land use classes, we are using two methods to assess the classification accuracy: Unconstrained linear spectral unmixing [22, 23] and matched filtering [24] are applied to unmix the time series of three MERIS images. The latter approach turned out to be very useful, since it maximizes the response of a known endmember and suppresses the response of the composite unknown background, thus matching the known signature. It also provides a rapid method of detecting specific classes based on matches to specific library or image endmember spectra.
RESULTS
Three MERIS images (July 14, August 15, and September 12) in their original form (N) and fully calibrated (VC) form according to Table 1 were available for application of either spectral unmixing or matched filtering. We have performed the endmember selection based on two approaches: either endmembers were selected on the same image as they have been applied to (resulting in the case N_N or VC_VC); or we have selected the endmembers from the corrected image (VC) and applied to the uncorrected image (N, resulting in the case N_VC). For consistency, the opposite analysis was performed as well (VC_N). Due to increased atmospheric attenuation and large uncertainties, MERIS bands 1, 2, 11 and 15 were excluded as well, resulting in 11 spectral bands. The degrees of freedom and the dimensionality analysis nevertheless required not to choose any number below 11 bands. Table 3 plots the classification accuracy of mapping 9 classes using different approaches and combinations based on the linear spectral unmixing approach. The same approach is used in Table 4 , where the results are based on the matched filtering approach. Table 5 indicates the root mean square errors of unconstrained linear spectral unmixing approach for 15 and 11 spectral bands respectively. The RMSE is listed as mean value plus its standard deviation. The standard deviation is a result of the spatial distribution of the error and Figure 5 plots the spatially distributed RMSE per pixel. 
CONCLUSIONS AND OUTLOOK
We have demonstrated a calibration approach based on MERIS data that can increase the classification accuracy of land use classes significantly. By assuming that non-vicariously calibrated data are being used with well calibrated endmembers in comparison with well calibrated images and endmembers, the classification accuracy could be increased from 23.9% to 57.2% on July 14. Apparently this acquisition date has the best discrimination potential based on the spectral signatures of the 9 land use classes used. Nevertheless also for the other dates, the increase in classification accuracy can be considered as significant, though throughout with lower values.
The overall accuracy of 57% seems to be low in comparison to the achievement of LGN4 (90%), but it must be stated that neither a priori knowledge has been used for this approach, nor ancillary information.
By more closely examining the RMS images in Figure 5 , a potential processing artifact is clearly visible in the form of a discrete line reaching from North-West to South-East Netherlands. The MERIS data used for this calibration effort are currently being reprocessed using the latest version of the MERIS processor, which tentatively will remove the artifact. A discontinuity in MERIS camera calibration parameters might be the origin of this line.
The proposed method has been proven to be applicable to discrete land use classification data. Nevertheless, we plan to apply this method by using advanced error propagation methods to estimate the uncertainty of continuous data (eg such as the MERIS Terrestrial Chlorophyll Index (MTCI)), rather than on discrete land use/land cover data.
