Abstract. Let λ = 2cos(π/5) and let G be the Hecke group associated to λ. In this article, we show that for τ a prime ideal in Z[λ], the congruence subgroups G 0 (τ ) of G are self-normalized in P SL 2 (R).
Introduction
In this paper, we continue our study into the extent to which properties of the modular group hold for the Hecke groups; see [CLLT] , [LLT1] , [LLT2] for some previous results. We are, in particular, interested in the Hecke group G 5 which we denote by G and its congruence subgroups G 0 (τ ) of prime level τ . Our main result is that the groups G 0 (τ ) are self-normalized in P SL 2 (R) . This contrasts with the case of the congruence subgroups Γ 0 (p) of the modular group Γ which admit Atkin-Lehner involutions, so have strictly larger normalizers; see for example [AL] .
We recall the following definitions, notation and results. For q ≥ 4, the Hecke groups G q are the (discrete) subgroups w, u q of P SL 2 (Z[λ q ]) where λ q = 2cos(π/q) and w = 0 −1 1 0 , u q = 1 λ q 0 1 .
When q = 3, we recover the modular group Γ so the above can be thought of as a natural generalization of Γ. Alternatively, we can interpret the generalization as G q being maximal discrete subgroups whose entries are in some extension of Z. Finally, we have the geometric interpretation: Γ is a (2, 3, ∞) triangle group and the Hecke group G q is a (2, q, ∞) triangle group.
Let A be an ideal of Z[λ q ]. We define
Again, this is a natural generalization of the congruence subgroups Γ 0 (n) of Γ. It works because the elements of G q sit naturally in the ring Z[λ q ].
Recall that G q is commensurable with P SL 2 (Z) if and only if q = 4 or 6. The elements of such groups are completely known; see [P] , for example. The normalizer of G 0 (A) in P SL 2 (R) can be determined [LT] .
Suppose G q is not commensurable with P SL 2 (Z). By the results of Leutbecher, [L1] , [L2] , Q[λ] ∪ {∞} is the set of cusps of G q if and only if q = 5. Also, 5 is the only q other than 4, 6 for which Q[λ] is a quadratic field. For all other q's, the degree is > 2. As a consequence, q = 5 is the next most workable and interesting q. Some of the classical results on the modular group can be generalized to G = G 5 ( [CLLT] , [LLT2] ). The main result in this paper is the following:
The main facts used in the proof are:
. By definition, this means that a, b ∈ Z[λ] with b > 0 and there exists c, d
(c) (Proposition 6 of [LLT1] ) Suppose x i , x j are G-rationals with reduced form a i /b i and a j /b j , respectively, and suppose that x i < x j . Then the following statements are equivalent:
(ii) (x i , x j ) is an even line, that is, it is the image of the complete hyperbolic geodesic with ends at 0 and ∞ under the action of some A ∈ G; (iii) a j b i − a i b j = 1. The rest of this paper is organized as follows. In the next section, we give the possible forms which an element A of N (G 0 (τ )) can take, breaking it into different cases. In section 3, we complete the proof of the main theorem in the case where the group G 0 (τ ) has 2 inequivalent cusps. By [CLLT] , this occurs when the rational prime p lying under τ is 5 or is congruent to ±1 (mod 10). Finally, in section 4, we complete the proof of the main theorem in the case where the group G 0 (τ ) has p + 1 cusps. By [CLLT] , this occurs when the rational prime p lying under τ is congruent to ±3 (mod 10) or p = 2.
Upper bound for
is a principal ideal domain, I = (τ) for some τ . Note that we may assume that τ is positive. Let p be the positive rational prime which lies below τ . It is an easy matter to check that p is square free in Z[λ] if and only of p = 5.
Denote by N (G 0 (τ )) the normalizer of G 0 (τ ) in P SL 2 (R). For any
we have
In the rest of this section, we determine the possible forms that A can take (Lemmas 1-5).
, [L2] . Let x = a /c be the reduced form for x. G contains an element of the form
Since (a, cτ ) = 1, c = µcτ where µ is a unit of Z [λ] . Hence c is a multiple of τ . This implies that B ∈ G 0 (τ ) ≤ N (G 0 (τ )). Since A∞ = B∞, it follows that
where u, v ∈ Z[λ]. Applying (2.1) and (2.2) to B −1 A, one has that
are elements of G 0 (τ ). By Corollary 5 of [LLT1] , u = ±1. Multiplying B −1 A by −I if necessary, we may assume that u = 1 and
As a consequence,
Suppose that x = 0. Since λ ∈ R \ Q, for any > 0, there exist k and l such that
where 0 < |δ| < . As a consequence,
This implies that G 0 (τ ) is not discrete, giving a contradiction. Hence x = 0 and
Suppose c = 0. From the above argument, we have A ∈ G 0 (τ ).
Proof. Applying (2.1), (2.2), (2.3), and (2.4) to A, we have
, a 2 and d 2 are elements in Z. Since ad = 1, a = d = ±1. Multiplying by −I if necessary, we may assume that
. It follows that k is a multiple of p (p is square free). Consequently,
and A is of the form
Applying the proof of Lemma 1, we conclude that A ∈ G 0 (τ ).
Remark. If p = 5, τ = 2 + λ and by direct calculation, we can show that if c = 0,
Proof. Applying (2.1), (2.2), (2.3) and (2.4) to A, we have
, a 2 and d 2 are elements in Z.
Lemma 4. Suppose p = 5. Let A ∈ N(G 0 (τ)). Then A is of the form
Proof. Suppose a = 0. Applying (2.1), (2.2), (2.3) and (2.4) to A, we have,
Multiplying by −I if necessary, we may assume that c = √ p.
. Since p is square free (p = 5), s = hp for some h ∈ Z[λ]. Hence d = h √ p and
Suppose d = 0. Applying (2.1), (2.2), (2.3) and (2.4) to A −1 , we have,
This completes the proof of the lemma.
Remark. If p = 5, by direct calculation, we can show that A is of the form
Suppose p = 5 and abcd = 0. Then either A ∈ G 0 (τ ) or b/a ∈ Q(λ) and the denominator of the reduced form of b/a is a multiple of τ .
Proof. By (2.1), (2.2), (2.3) and (2.4), 
Since p is square free, pd is a divisor of t. This implies that b ∈ Z[λ]. Summing up the above, we have
Since τ is a prime, It follows that sτ |r .
. Using a similar argument to the above, we have
. Summing up the above, we conclude that b/a = t/τ r ∈ Q(λ). Since ruτ − st = 1, (t, τ ) = 1. It follows that the denominator of the reduced form of b/a is a multiple of τ .
(c) Let p = ττ . As in (b), we may show
where r, t, u, w 1 ∈ Z[λ]. Suppose (τ , w) = 1. Since the determinant of A is 1, w is a unit. We have a/c = r/sτ . Let X/Y be the reduced form of a/c. Since ruw−swtτ = 1, (r, sτ ) = 1. Hence Y = µsτ where µ is a unit of Z [λ] . Since X/Y is the reduced form of a cusp, G admits an element of the form
Since Y is a multiple of τ , B ∈ G 0 (τ ). Since A∞ = B∞, B −1 A fixes ∞ and takes the following form:
By Lemma 2, B −1 A ∈ G 0 (τ ). Hence A ∈ G 0 (τ ). Suppose w = w 1 τ . Similar to the case (w, τ ) = 1, w 1 is a unit in Z [λ] . The denominator of the reduced form of a/c = r/sτ is again a multiple of τ and we have A ∈ G 0 (τ ). This gives a contradiction as
Using a similar argument to that in case (b), we can show that the denominator of the reduced form of b/a is a multiple of τ .
Two cusps
In this section, we deal with the case when G 0 (τ ) has exactly 2 inequivalent cusps. By [CLLT] , the prime p lying below τ is 5 or p ≡ ±1 (mod 10) and (p) = (τ).
Theorem 6. Let τ be a prime such that G 0 (τ ) has exactly 2 inequivalent cusps.
Proof. We first consider the case p = 5. Suppose
Without loss of generality, we may assume A∞ = ∞. This implies that c = 0 and A ∈ G 0 (τ) (Lemma 2), a contradiction. Hence we may assume that A∞ is not equivalent to ∞ in G 0 (τ ). Since G 0 (τ ) has exactly 2 inequivalent cusps, A∞ is equivalent to 0. Without loss of generality, we may assume that A∞ = 0. It follows by Lemma 4 that A is of the form
Let x = 1/τ ∈ Q(λ). By Leutbecher's theorem ([L1] , [L2] ), x is a cusp of G. By [LLT1] , the reduced form for x is of the form c/cτ , where c is a unit in Z [λ] . Consequently (Proposition 6(ii) of [LLT1] ), G 0 (τ ) contains an element of the form
Since A ∈ N (G 0 (τ )),
. This is a contradiction (c and p have no common divisors in Z[λ] and (τ) = (p)). It follows that N (G 0 (τ )) = G 0 (τ ). Now, suppose p = 5 and N(G 0 (τ)) = G 0 (τ ). In this case, τ = λ + 2. Let A ∈ N(G 0 (τ)) \ G 0 (τ ). A∞ is equivalent to either ∞ or 0. Without loss of generality, we may assume that either A∞ = ∞ or A∞ = 0. By the remarks following Lemma 2 and Lemma 4, A takes the form
where h, k ∈ Z[λ]. By [LLT1] ,
In the first case, since A 1 σA −1 1 ∈ G 0 (λ + 2), k = √ 5u where u ∈ Z[λ]. By Lemma 1, A 1 ∈ G 0 (λ + 2), a contradiction. In the second case, an easy calculation shows that A 2 σA −1 2 / ∈ G 0 (λ + 2), again giving a contradiction. It follows that N (G 0 (λ + 2)) = G 0 (λ + 2).
p + 1 cusps
In this section, we assume that p ≡ ±3 (mod 10) or p = 2. Then p is prime in Z[λ] so τ = p. By [CLLT] , G 0 (τ ) has p + 1 inequivalent cusps.
Lemma 7. Suppose p ≡ ±3 (mod 10). Then −λ/(1 + hpλ) ∈ Q(λ) is in reduced form if and only if h = kλ for some k ∈ Z. If p = 2, −λ/(1 + 2hλ) ∈ Q(λ) is in reduced form if and only if h = kλ or 1 + kλ for some k ∈ Z.
Proof. −λ/(1 + hmλ) ∈ Q(λ) is in reduced form if and only if (1 + hmλ)/λ is in reduced form. The only cusps between 0 and λ whose reduced form has denominator λ are 1/λ and λ/λ. Hence any cusp whose reduced form has denominator λ is of the form (uλ 2 + 1)/λ or (uλ 2 + λ)/λ where u ∈ Z [LLT1] . The result follows easily from this. 
