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Abstract	
We present recent progress in understanding the anomalous behavior of water ice under mechanical 
compression, thermal excitation, and molecular undercoordination (with fewer than four neighbors in the 
bulk) from the perspective of hydrogen (O:H-O) bond cooperative relaxation. Extending the Ice Rule suggests 
a tetrahedral block that contains two H2O molecules and four O:H-O bonds. This block unifies the length 
scale, geometric configuration, and mass density of molecular packing in water ice. This extension also 
clarifies the flexible and polarizable O:H-O bond that performs like a pair of asymmetric, coupled, H-bridged 
oscillators with short-range interactions and memory. Coulomb repulsion between electron pairs on adjacent 
oxygen atoms and the disparity between the O:H and the H-O segmental interactions relax the O:H-O bond 
length and energy cooperatively under stimulation. A Lagrangian solution has enabled mapping of the 
potential paths for the O:H-O bond at relaxation. The H-O bond relaxation shifts the melting point, O 1s 
binding energy, and high-frequency phonon whereas the O:H relaxation dominates polarization, 
viscoelasticity, and the O:H dissociation energy. The developed strategies have enable clarification of origins 
of the following observations: (i) pressure-induced proton centralization and phase transition–temperature 
depression; (ii) thermally-induced four-region oscillation of the mass density and the phonon frequency over 
the full temperature range; and (iii) molecular-undercoordination-induced supersolidity that is elastic, 
hydrophobic, thermally stable, with ultra-low density. The supersolid skin is responsible for the slipperiness of 
ice, the hydrophobicity and toughness of water skin, and the bi-phase structure of nanodroplets and 
nanobubbles. Molecular undercoordination mediates the O:H and H-O bond Debye temperatures and 
disperses the liquid-solid transition phase boundary, resulting in supercooling at freezing and superheating at 
melting. O:H-O bond memory and water-skin supersolidity ensures a solution to the Mpemba paradox – hot 
water freezes faster than its cold. These understandings will pave the way towards unveiling anomalous 
behavior of H2O interacting with other species such as salts, acids and proteins, and excitation of H2O by 
other stimuli such as electrical and magnetic fields.  
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1 Introduction 
 
 Water ice has attracted much attention because of its importance in astrophysics, biology, climate, 
environment, galaxy, geology, and our daily lives. 
 Clarification, correlation, formulation, and quantification of hydrogen-bond relaxation dynamics and its 
associated anomalies of water ice remain largely unexplored.  
 Cooperative relaxation of the O:H-O bond in length and stiffness and the associated electronic energetics 
mediate the behavior of water ice. 
 Focusing on the statistical mean of all the correlated parameters simultaneously is more reliably 
revealing than on the instantaneous accuracy of a parameter at a given time for the strongly correlated 
and fluctuating water ice system.  
 
1.1 Scope 
 
This report starts with a brief overview in section 1 on the challenges, significance and status in understanding 
the structure order, local potentials, vibration attributes, molecular images, and physical anomalies of water 
ice. Section 2 describes the notation of hydrogen bond (O:H-O) cooperativity. An extension of the Ice Rule  
produces a tetrahedral block containing two H2O molecules and four O:H-O bonds. This building block not 
only unifies the size, separation, structure order and mass density of packed molecules in water and ice, but 
also the flexible and polarizable O:H-O bond that performs like a pair of asymmetric, coupled, H-bridged 
oscillators with short-range interactions and memory [1]. The O:H-O bond short-range interactions and the O–
O Coulomb repulsion discriminate water and ice from other materials in functionalities such as the critical 
temperature (TC) for phase transition, O 1s electron binding energy and the O:H and the H-O stretching 
phonon frequency shift, as basic concerns. Section 3 describes the analysis and formulation strategies that 
correlate the performance of water ice to the O:H-O bond-electron-phonon attribute, in addition to 
computational and experimental procedures and skills. Section 4 deals with anomalies of compressed ice in 
proton centralization, TC and compressibility depression, and band gap expansion [2]. Section 5 is focused on 
the anomalies demonstrated by water molecules with fewer than four neighbors presented in clusters, 
hydration shells, skins, and ultrathin films [3]. Particular attention is given on verifying skin supersolidity [4]. 
The supersolid skin that is elastic, hydrophobic, thermally stable and less dense lubricates ice and toughens 
water skin. Section 6 is focused on the oscillation dynamics of mass density and phonon stiffness of water ice 
over the full temperature range, which clarifies why ice floats [5]. Section 7 deals with the coupling effect of 
compression, undercoordination, and thermal excitation on the phonon stiffness and O 1s binding energy. The 
size dispersion of the extreme-density temperatures of nanodroplets and nanobubbles are of particular 
concern, which clarifies why superheating and supercooling occur in the liquid-solid transition phase. Section 
8 describes the Lagrangian-Laplace transformation that maps the potential paths of the O:H-O bond at 
relaxation [6]. With the known segmental lengths and their vibration frequencies as input, one can obtain the 
respective force constants and binding energies of these two segments at each quasi-equilibrium state. Section 
9 verifies correlations between the size, separation, coordination order, and mass density of packed molecules 
in water ice and water structure solution uniqueness [1]. Water prefers the fluctuating tetrahedral structure 
with a supersolid skin except at the nanometer scale that shows bi-phase dominance in a core-shell 
configuration. Section 10 presents a solution to the Mpemba paradox [7]. Reproduction of observational 
evidence that the O:H-O bond has memory to emit energy at a rate depending on its initial storage and that 
water-skin supersolidity raises the thermal diffusivity, favoring outward heat flow from the liquid. Section 11 
addresses prospects on open questions including Hofmeister series, dielectric relaxation, electro-, magnetico-, 
mechanico-stimulated freezing, water-protein and water-cancer tissue interactions, and negative thermal 
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expansion of other species. Section 12 summarizes the quantification of the concerned properties and the 
consistent understanding of the anomalous behavior of water ice, which is evidence of the reality of O:H-O 
bond cooperativity. Further efforts to reveal the anomalies of water ice and their functionality in other areas 
would be even more fascinating, promising and rewarding.  
 
1.2 Overview 
1.2.1 Significance of water and ice 
 
Water is the source and central part of all lives. Life can never evolve without liquid water. As the key 
component of water and biomolecules, the O:H-O bond is ubiquitously important. The O:H-O bond gives 
water unique properties, accelerates or slows reactions, and holds together the three-dimensional 
configurations of deoxyribonucleic acid (DNA), proteins, and other supramolecular structures [8-10]. Given 
its importance in nature [11-22] and in geochemical sciences [23,24], and its role in DNA and protein folding 
[8,25-27], gene delivering [28-30], cell culturing [31], drug target binding [32], ion channel activating and 
deactivating [33], etc., H2O and the O:H-O bond have been studied since the dawn of scientific thought. The 
perspectives of classical thermodynamics and quantum mechanics have considerably advanced this field.  
 
Currently active areas include: i) crystal structure optimization [34], phase formation and transition [35,36]; ii) 
reaction dynamics with other ingredients [37,38]; iii) O:H-O bond weak interactions [39,40]; iv) binding 
energy determination [41-47]; and v) phonon relaxation dynamics under various conditions [15,38,48-50].  
 
Authoritative reviews on the advancement in this field have focused on the following issues from various 
perspectives: from water structures [51-53], molecular clusters [54-57], ice nucleation and growth [22,58], ice 
melting [59], slipperiness and friction of ice [60], to the behavior of water ice subjected to positive [61,62] 
and negative pressure [54,63]. Reviews have also covered topics on water surface charge and polarization 
[64,65], surface photoelectron emission [66,67], phonon relaxation [24,68], water adsorption onto inorganic 
surfaces [69-73], and ion effects on water properties and structures [74], among other topics.  
 
State-of-the-art techniques, such as sum frequency generation (SFG) [65,75], microjet photoelectron emission 
[76], glancing-angle Raman spectroscopy [77,78] and so on, have propelled advancement in studies of 
surfaces and interfaces of water [79,80] with acids and salt solutions [81]. 
 
However, water and ice are too strange, too anomalous, and too challenging [11,82,83]. Property variations 
rarely follow the same rules as ‘normal’ materials. Difficulties remain in accurately determining the three-
dimensional coordination order and thermodynamic behavior [84]. Insight into the anomalies of water ice 
from the perspective of O:H-O bond relaxation is still in its infancy; mysteries pertaining to the structure 
order, local potentials, physical anomalies, and their correlation, as summarized in the respective sections, 
remain puzzling.  
 
1.2.2 Typical structural and potential models 
 
The success of existing models is that they have contributed significantly to structural optimization and 
entropy calculation, so far leading to more than 17 phase structures. Among various models for the structure 
of water ice, the rigid and non-polarizable TIPnP (n varies from 1 to 5) series [53,85] and the polarizable 
models [86] are widely used. In the TIPnQ models, for instance, the V-shaped H2O geometry with a bond 
length of rOH = 0.9572 Å and a bond angle of HOH = 104.52 describes a water molecule in the gaseous phase. 
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Figure 1a illustrates the TIP4Q/2005 structure model [87] that simplifies the H2O molecule as a dipole (O+ – 
M-) with a fixed H+ point charge. Lennard-Jones (L-J) potential represents the inter-dipole interaction.  
 
     
a      b 
 
Figure 1. (a) The rigid non-polarizable TIP4Q/2005 model has a positive point charge qO on the oxygen atom, 
a positive point charge qH on each hydrogen atom and a negative point charge qM at site M located at a 
distance lOM from the oxygen atom along the bisector of angle HOH. The molecule is electrically neutral, 
thus qM = -(2qH + qO), and qH, qO, lOM, OO, and OO are independent parameters to be determined, where OO 
and OO are the L-J potential parameters for the O—O interaction (reprinted with permission from [87]). (b) 
The ‘double symmetrical potential well’ model indicates that the H+ proton is frustrated in the two identical 
sites between adjacent oxygen atoms. The symmetrical double wells reduce to a single well when subjected to 
compression, which forces the fluctuating H proton into site midway between the two oxygen ions 
approaching the ice-X phase [88]. (Reprinted with permission from [89].) 
 
Figure 1b illustrates the evolution of the O:H-O bond symmetrical double-well potentials subjecting to 
compression [88]. Wernet et al. [90] proposed an alternative to replace the symmetrical O:H-O bond potential, 
which Soper [91] investigated further by assuming different charges on the H+ ions. Wikfeldt et al. [92] and 
Leetmaa et al. [93] have also attempted . However, this assumption remains yet undemonstrated, as diffraction 
and phonon spectroscopy can barely probe the inter- and intramolecular local potentials. 
 
1.2.3 Phonon frequency identities 
 
Figure 2 shows typical phonon spectra for ambient water probed using spectroscopies of Fourier transform 
infrared (FTIR) absorption, Raman reflection, and neutron diffraction [94]. The characteristic frequency (or 
energy) features correspond to stretching and bending vibration modes. Features centered at H  3450 and 
3200 cm-1 correspond to the H-O stretching phonons in the skin and in the bulk, respectively. The peak at B1 
at 500–700 cm-1 is the O:H-O bending mode. The peak of B2 at 1600–1750 cm-1 is the librational mode of 
H-O-H bending. Peaks at L < 300 cm-1 arise from O:H stretching. (Water molecules in the gaseous phase 
exhibit a peak in the vicinity of H  3650 cm-1, which is absent from Figure 2.)  
 
The libration mode is insensitive to experimental conditions. The intensity of the peaks below 500 cm-1 is 
rather weak, but it is very sensitive to a stimulus; any perturbation, even sunlight irradiation, changes the 
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spectra of liquid water [95] because of the high sensitivity of the O:H nonbond. Monitoring the cooperative 
relaxation of high-frequency H and low-frequency L phonons would suffice to examine the cooperativity of 
the O:H-O bond under excitation. The advantage of phonon spectroscopy is the Fourier transformation 
between the real and the energy spaces. Each spectral feature represents all bonds with the same vibrational 
attributes, regardless of their number or location in real space. 
 
Figure 2. Typical vibrational spectra measured from bulk water at ambient temperature. Peaks at L < 300 cm-
1 correspond to O:H stretching; the peak at B1  500–700 cm-1 is from O:H-O bending; features 
B2  1600–1750 cm-1 are the H-O-H bending libration mode; features centered at H  3200 and 3450 cm-1 
are the H-O stretching mode in the bulk and in the skin of water. (Reprinted with permission from [94].) 
 
1.2.4 Molecular images and orbital energies 
 
Figure 3 shows the orbital images and the dI/dV spectra of a H2O monomer and a (H2O)4 tetramer deposited 
on a NaCl(001) surface probed using scanning tunneling microscopy/spectroscopy (STM/S) at 5 K [96]. The 
highest occupied molecular orbital (HOMO) below the EF orbit of the monomer appears as a double-lobe 
structure with a nodal plane in between, while the lowest unoccupied molecular orbital (LUMO) above EF 
appears as an ovate lobe developing between the two HOMO lobes. STS spectra at different heights 
discriminate the tetramer from the monomer in the density of states (DOS) crossing EF.  
 
These observations [96] confirmed the occurrence of sp3-orbit hybridization of oxygen in H2O monomer at 5 
K temperature and the intermolecular interaction involved in (H2O)4. According to the bond-band-barrier 
correlation notation [97,98], the HOMO located below EF corresponds to the energy states occupied by 
electron lone pairs of oxygen, and the LUMO to states yet be occupied by electrons of antibonding dipoles. 
The image of the monomer showing the directional lone pairs suggests that the lone pairs point into the open 
end of the surface. As the H+ ion can only share its unpaired electron with oxygen, the Cl- ion interacts with 
the H+ ion electrostatistically. The spectral difference between the tetramer and the monomer may indicate 
intermolecular action. 
 
9 
 
 
 
Figure 3. STM images of (a) a H2O monomer; (b) a (H2O)4 tetramer; and (c, d) the respective  dI/dV spectra 
obtained under conditions of V = 100 mV, I = 100 pA, and dI/dV collected at 50 pA of different heights at 5 K 
temperature. Grid in images denotes the Cl- lattice of the NaCl(001) substrate (Reprinted with permission 
from [96].) LUMO (> EF) and the HOMO (< EF) indicated in (b) denote the orbital energy states. 
 
1.2.5 Thermodynamic attributes 
 
Figure 4 shows the temperature () dependence of the mass density , specific heat under constant pressure 
Cp, thermal conductivity , sound velocity v, and surface tension  of water. Newton-Laplace equation, v = 
(Y/)1/2 , correlates the elastic modulus Y to v and to  of a substance. These quantities determine the thermal 
diffusivity  = /[Cp ] in fluid thermal transport dynamics [99].  
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Figure 4. Temperature dependence of (a) the mass density  and specific heat under constant pressure Cp; (b) 
thermal conductivity ; (c) sound velocity v [82,99]; and (d) surface tension s [100] of bulk water. 
Reproduction of (d) the measured temperature-dependent s results in an estimation of the Debye temperature 
DL = 198 K and molecular cohesive energy ES(0) = 0.38 eV in the skin, which gives rise to EL = Eb(0)/4 = 
0.095 eV/nonbond for the skin O:H nonbond dissociation. (Reprinted with permission from [101].) 
 
1.2.6 Debye temperature and O:H dissociation energy 
 
The following equation formulates the temperature-dependence of the elastic modulus Y and the surface 
tension, both of which are local energy-density dependent [101],  
 
    
   
 
0
33
3
0
0
1
T
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S
T
E t dtE T
T
d T
d t dt




     


, 
 
where  is the specific heat in Debye approximation;  is the coefficient of thermal expansion. The 
temperature-dependent s relationship is given by: 
 
   
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TT Et dt
T T
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 
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
           

  . 
(1) 
Reproduction of the measured temperature-dependence of surface energy [99], see Figure 4d, results in the 
molecular cohesive energy ES(0) = 4EL = 0.38 eV/molecule and the Debye temperature DL = 198 K [101] 
with the known  = 0.162 mJ/m2K for bulk water as input for approximation. This value of DL is compatible 
with the values of 185 ± 10 K derived from helium scattering from ice in the temperature range 150–191 K 
[102].  
 
1.3 Challenges and objectives 
 
Unlocking the mysteries of water ice regarding its structure order, O:H-O bond local potentials, and its 
physical anomalies and their interdependence under various stimuli has long been a challenge. For instance, 
bond relaxation and the associated bonding charge entrapment and nonbonding electron polarization are 
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beyond the scope of the rigid and non-polarizable models [87,103,104]. The length, energy and charge 
distribution of a substance must respond, without exception, to applied stimuli such as mechanical 
compression, molecular undercoordination, thermal, electric, and magnetic excitation, for instance, all of 
which change the structure and property of a substance [98]. Modeling hypotheses and expectations, 
numerical calculations and experimental measurements should be consistent and correlated in addressing the 
property change of the highly correlated and fluctuating water system. Examination of the statistical mean of 
all the correlated quantities with certain rules and multiple means is more realistic and meaningful than 
focusing on the instantaneous accuracy of a certain quantity at a point of time for a strongly correlated and 
fluctuating system. Alternative ways of thinking and new strategies are necessary to deal with these difficult 
issues effectively. 
 
This work deals with the correlation between the anomalous behavior of water ice and the relaxation 
dynamics of the O:H-O bond under stimuli of mechanical compression, molecular undercoordination, and 
thermal excitation. An extension of the Ice Rule towards the primary building block to unify the length scale, 
structural geometry, and the mass density of water ice and towards the flexible and polarizable O:H-O bond 
with cooperative, short-range interactions to reconcile physical anomalies is necessary. Lagrangian solution to 
the O:H-O bond oscillation dynamics ensures mapping of the potential paths for the O:H-O bond when it 
relaxes. Solving the Fourier thermal fluid transportation equation with adequate initial-and-boundary 
conditions would clarify the historical mystery of heating “emission-conduction-dissipation” in the Mpemba 
paradox. Interplay of density-functional theory (DFT) and molecular dynamics (MD) calculations, Raman and 
IR spectroscopy, XPS measurements has enabled clarification, correlation, formulation, and quantification of 
multiple puzzles demonstrated by water ice and thus verified our hypothesis and expectations consistently.  
 
 
2 Principle: O:H-O bond cooperativity 
 
 An extended tetrahedron unifies the length scale, geometric configuration, and mass density of molecular 
packing in water ice. 
 The flexible and polarizable O:H-O bond performs as an asymmetrical, H-bridged oscillator pair coupled 
by inter-electron pair Coulomb repulsion.  
 The strength and specific heat disparity of the O:H-O bond and the Coulomb repulsion discriminate water 
ice from other ‘normal’ substance in physical properties.  
 When stimulated, O:H and H-O relax in the same direction but by different amounts; the one becomes 
shorter will be stiffer, and vice versa.  
 
2.1 O:H-O bond: Asymmetrically coupled oscillator pair 
2.1.1 Extension of the Ice Rule: Frustration less 
 
An oxygen atoms prefers sp3-orbital hybridization when it reacts with atoms of relatively lower 
electronegativity, irrespective of the structural phase [97,105]. As shown in Figure 5a, an oxygen atom 
(2s22p4) catches one electron from each of its two neighbors such as hydrogen (H) or metal atoms and then 
hybridizes its sp orbits, creating four directional orbits [97]. In the case of H2O, one O forms two intra-
molecular H-O polar-covalent bonds with shared electron pairs of 4.0–5.1 eV binding energy [3,106]. Two 
electron lone pairs (‘:’) is produced upon O-H bond being formed with sp3-orbital hybridization. The O2- then 
fills up the remaining two orbits with its nonbonding lone pairs to form the intermolecular O:H nonbond. The 
O:H nonbond energy is normally lower than 0.1 eV [101]. The anisotropy of the distribution of charge and 
energy surrounding the central oxygen atom permits a H2O molecule only Cv2 group symmetry besides its 
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rapid rotation and vibration in the network.  
 
Therefore, an oxygen atom always tends to find four neighbors to form a stable tetrahedron; but the 
nonequivalent bond angles (H-O-H ≤ 104.5° and H:O:H ≥ 109.5°) and the repulsion between the electron 
pairs on adjacent oxygen atoms [2,3] prevent the tetrahedron from being stable in the liquid phase. This 
anisotropy explains why water remains liquid at temperatures above the critical temperature of other liquids 
such as nitrogen at 77 K and below. The strong fluctuation is analogous to the motion of a complex pendulum 
surrounded by four nonbonding interactions. The O:H nonbond switches on and off ceaselessly with a sub-
picosecond period [90,107-109] or with a frequency of THz ( = L/2 ~ 30 s-1). Therefore, it is more realistic 
and useful to consider the statistical mean of the structure order, length scale and mass density in a phase of 
question over a long time span rather than attempt to capture a snapshot of a quantity with instantaneous 
accuracy [107]. 
 
The packing order of H2O molecules follows the Ice Rule [88,110] in all phases except, for instance, for water 
subjected to ultra-high temperature and high pressure [44]. Despite thermal fluctuation in the O:H length and 
in the O:H-O angle, the average molecular separation and molecular size changes when the H2O transits 
from the strongly ordered solid phase to the weakly ordered liquid and the disordered amorphous or vapor 
state, as the Ice Rule implicitly maintains. 
 
Encouragingly, an extension of the Ice Rule simplifies the investigation substantially. This extension results in 
an ideal tetrahedron with higher C3v group symmetry and a flexible polarizable O:H-O bond, as shown in 
Figure 5b. Containing two equivalent H2O molecules and four identical O:H-O bonds at different orientations, 
this symmetrical tetrahedron unifies the length scale, geometrical configuration and mass density in building 
up the bulk water and ice. Relaxation of the segmented O:H-O bond and the associated electron entrapment 
and polarization govern the properties and performance of water and ice. 
 
 
 
Figure 5. (a) An oxygen atom forms a quasi-tetrahedron with its neighboring H atoms through two bonding 
pairs (yellow) and two nonbonding lone pairs (blue) upon sp3-orbit hybridization [97] which occurs in the 
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temperature range from 5 K to the gaseous phase [96]. An extension of this quasi-tetrahedron yields (b) an 
ideal C3v-symmetrical tetrahedron containing two H2O molecules and four O:H-O bonds. Assembling the 
tetrahedral blocks around the central oxygen atom in (c) yields a diamond structure that correlates the size, 
separation and mass density of molecular packing in water and in ice [1]. (d) The flexible and polarizable 
O:H-O bond forms a pair of asymmetrical, coupled, H-bridged oscillators whose relaxation in length and 
energy, and the associated electron entrapment and polarization, mysterizes water ice. (Reprinted with 
permission from [2].) 
 
Figure 5 shows the sampling procedure in extending the Ice Rule into the basic building block and the O:H-O 
bond [2]. The central tetrahedron in Figure 5b represents the Ice Rule [88,110]. In hexagonal or cubic ice, O2- 
ions form each a tetrahedron with an O-O bond 2.76 Ǻ long and an H-O bond 0.96 Ǻ long in ice-VIII phase. 
Every O2- ion is surrounded by four H+ ions ( ≤ 1, but to simplify discussion we consider only  = 1 from 
now on). One H+ binds to one O2- through a polar-covalent bond and connects to the other O2- through a 
nonbonding lone pair ‘:’.  
 
According to Pauling [88], the minimum energy position of a proton in the O:H-O bond is not half-way 
between two adjacent oxygen ions. There are two equivalent positions that an H+ proton may occupy on the 
O-O bond with the same probability, a far- and a near position. Thus, the rule leads to the ‘frustration’ of the 
proton positions for the ground state configuration: for each oxygen ion, two of the neighboring protons must 
reside in the far positions and two of them in the near, the so-called ‘two-in/two-out’ frustration. The open 
tetrahedral structure of ice affords many equivalent states, including spin glasses that satisfy the Ice Rule. 
However, as it is presently understood, the H+ proton undergoes only rotational and vibrational fluctuations 
because of the stronger H-O bond and the weaker, fluctuating O:H interaction. 
 
2.1.2 O:H-O bond segmentation: Correlation and fluctuation 
 
The building block in Figure 5b results in two entities. One is the geometrical structure in Figure 5c that water 
and ice prefer; the other is the coupled O:H-O oscillators in Figure 5d with asymmetrical and ultra-short-range 
interactions, analogous to springs. The H+ proton at the coordinate origin donates its electron to the O shown 
on the right, to form the intramolecular H-O polar-covalent bond, whereas the electron lone pair ‘:’ of the O 
shown on the left (blue pairing dots) polarizes the shared electron pair ‘–’ and attracts the H+ proton to form an 
intermolecular O:H nonbond without sharing any charge. Relaxation of either the H-O or the O:H component 
plays a role in mediating separately the detectable properties of water and ice. Table 1 specifies the O:H-O 
bond identities compared to the C-C bond in a diamond.  
 
Table 1. Identities of the segmented O:H-O bond compared to the C-C bond in a diamond [5]. The H-O 
cohesive energy EH determines H-O atomic dissociation, O 1s energy shift, H-O phonon frequency H, and the 
TC for phase transition, except for evaporation. O:H cohesive energy EL determines molecular dissociation, 
dipole moment P, elastic modulus Y, O:H phonon frequency L etc.  
 
 
Length, 
dx  
(Ǻ) 
Energy, 
Ex 
(eV) 
Phonons, 
x 
(cm-1) 
D 
(K) 
Tm 
(K) 
Interaction 
type Properties 
H-O(H)  1.00  3.97–
5.10 
> 3000 >3000 ~5000 Exchange TC, O1s, H, EH, etc. 
O:H(L)  1.70  0.05–
0.10 
< 300 198 273 vdW-like P, Y, L, EL, etc. 
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O-O – – – –  Coulomb   
C-C 1.54 1.84 1331 2230 3800 Exchange  
 
2.1.3 Electron localization and dual polarization 
 
Figure 6(a) shows the density functional theory (DFT)-derived trajectory of the strongly localized bonding 
and nonbonding electron pairs (in red) of a unit cell with gridded reference. As expected, both bonding and 
nonbonding electron pairs are strongly localized at sites close to oxygen ions (in blue). The localization of the 
electron pairs lays the foundation for Coulomb repulsion between adjacent oxygen ions introduced in this 
present way. Such often-overlooked repulsion dictates the unusual performance of water ice. 
   
 
Figure 6. (a) DFT-derived residual charge density of an ice-VIII unit cell. The residual charge density is the 
difference between the charge of an H2O molecule and that of an isolated O atom. The positive regions (red) 
correspond to the gain of electrons. The negative regions (blue) correspond to the charge loss. (b) 
Asymmetrical, short-range interactions for the segmented O:H-O bond include the O:H van der Waals (vdW)-
like nonbond interaction (left-hand side), the H-O bond exchange (right-hand side) interaction, and the 
Coulomb repulsion between electron pairs on adjacent O2- ions. One switches off a particular potential and the 
other on at the boundary, or at the atomic site, when it moves across the boundary. (Reprinted with permission 
from [1].) 
 
The nonbonding lone pairs are associated with the process of tetrahedral-coordinated bond formation of O, N 
or F atoms in reactions [97,111]. Replacing the O2- with N3- or F- and replacing the H+/p with any element M+/p 
of lower electronegativity, an O:H-O -like bond forms. The strength of the nonbonding lone pair also varies 
with the local environment [112]. The O:H nonbond breaks at evaporation point of water  [113]. For 
comparison, an O:Cu nonbond breaks at a temperature around 700 K by sp-orbit dehybridization, as detected 
by very-low-energy electron diffraction (VLEED) [114].  
 
Weak O:H nonbonds are, to quote Hoffmann [115], “… ubiquitous, and their prevalence gives them a power 
that belies their modest nature. In water, they influence the global geology and climate of the Earth. In 
biomolecules, they regulate the folding, signaling and messaging of proteins, and hold together the DNA’s 
double helix”. Because of its relatively weak interaction, O:H binding energy EL contributes insignificantly to 
the Hamiltonian and associated properties [116]; however, these electrons add impurity states in the vicinity of 
Fermi energy (EF), and neither follow usually observed dispersion relations nor occupy the allowed states of 
the valence band and below, and are located right within the energy scope of STM/S surrounding EF [116].  
 
a b 
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In addition to the weak interactions with energies around 50 meV, as detected using Raman and electron 
energy loss spectroscopy (EELS) [97], these lone pairs polarize their neighboring atoms into dipoles. The lone 
pair and dipole interactions not only act as the most important function groups in biological and organic 
molecules, but they also play important roles such as high-TC superconductivity and topological insulating in 
inorganic compounds. An ultraviolet light irradiation or thermal excitation can dehybridize the sp3-orbit, 
annihilating the lone pairs and dipoles and altering their functionalities.  
 
The relaxation of the O:H nonbond contributes to volume change, polarization, molecular dissociation, low-
load elasticity, friction reduction and associated L phonon relaxation dynamics. To get rid of one molecule 
from the bulk, it is necessary to break four intermolecular O:H nonbonds. 
 
There are dual processes of nonbonding electron polarization pertaining to undercoordinated water molecules. 
As will be discussed shortly, molecular underccordination shortens and stiffens the covalent bond, which 
densifies and entraps the core and bonding electrons. These densely entrapped electrons of an oxygen atom 
polarize the lone pairs of its own. On the other hand, the polarised lone pairs on the adjacent oxygen atoms 
polarize and repel one another, resulting in a second round of polarization. This explains why the surface of 
water ice is so strongly polarized, and why it is elastic, hydrophobic, viscostic and slippery, in the case of ice.  
 
2.1.4 Asymmetric short-range potentials 
 
The O:H-O bond contains both the O:H nonbond and the H-O bond rather than either of them alone. 
Segmentation of the O:H-O bond is necessary into a shorter and stiffer H-O covalent bond with a stronger 
exchange interaction and a longer and softer O:H nonbond with a weaker nonbond (vdW-like) interaction, as 
illusrated in Figure 6b [2,3]. The vdW-like interaction contains electrostatic interaction between the lone-pair 
and the H+ proton, so the nonbond interaction is slightly stronger than the ideal vdW bond that denotes purely 
dipole–dipole interaction. The H+ proton always remains closer to the O (right-hand side of Figure 6b) without 
any frustration and keeps away from the other O atom because of the much stronger H-O exchange interaction 
than the weaker O:H nonbond. The O:H-O bond links the O-O in both the solid and liquid H2O phase, 
regardless of phase structures [1].  
 
The following functions respectively describe the short-range interactions in an O:H-O bond [6,117,118]: 
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 (2) 
where VL0 (EL0) is the potential well depth for the O:H nonbond; VH0 (EH0) is the H-O bond energy; rx (x = L, 
H) and rC = rL + rH are the interatomic distance (the lengths of springs); and dx0 is the length at equilibrium. 
The parameter  determines the width of the Morse potential; qO denotes the net charge on an O2-; r = 3.2 is 
the relative dielectric constant of ice, which is subject to change with external excitation, including 
coordination condition; and 0 = 8.85×10-12 F/m is the dielectric constant of the vacuum.  
 
Having the smallest number of adjustable parameters, the Morse potential suffices for the exchange 
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interaction. The Lennard-Jones (L-J) potential approximates the O:H nonbond interaction since no charge is 
shared within the O:H segment. It is difficult to say whether one potential is better than the other when 
considering O:H and H-O interactions; however, the equilibrium coordinates of the potentials as to the bond 
length and bond energy are of greatest concern, disregarding the shape of a potential curve.  
 
Because of the short-range nature of the interactions, the solid lines in Figure 6b are valid only within the 
shaded range for the basic O:H–O unit. A particular potential must be switched off and the other switched on 
immediately when moving to the boundary of the region, or to any atomic site. No spatial decay of any 
potential exists, irrespective regime.  
 
2.1.5 Forces driving O:H-O bond relaxation 
  
Averaging the background long-range interactions due to other H2O molecules or protons [119] and omitting 
the nucleus quantum effect on fluctuations [120], the forces acting on the electron pairs of oxygen ions are 
illustrated in Figure 7:  
 
1) Coulomb repulsion between electron pairs on adjacent O2- ions is the first-order differentiation of the 
Coulomb potential, fq = -  CV r r  , out of equlibrium. Replacing one O2- ion with an ion of acid, salt, 
sugar, protein, or a biomolecule or a cell, mediates the Coulomb repulsion fq by varying the ionic size and 
charge quantity. This replacement may mediate the O:H dissociation energy and the functionalities of the 
O:H-O bond and the solubility of water solution [121]. 
2) Pointing either towards or away from the coordinate origin, the force dislocates oxygen atoms fdx. An 
applied stimulus (e.g. mechanical compression, molecular undercoordination, thermal excitation, chemcal 
reaction, etc.) provides this driving force. 
3) The force of deformation recovery, frx = -  xV r r  , approximates to the first-order differentiation of the 
respective  xV r  at equilibrium. The frx always points opposite to the direction of deformation.  
 
  
Figure 7. Forces and relaxation dynamics of the segmented O:H-O bond with H+ as the coordinate origin. 
Forces include the Coulomb repulsion fq, deformation recovery frx, and the external force driving relaxation 
fdx. Coulomb repulsion and external stimulus dislocate O atoms in the same direction but by different amounts. 
The O:H always relaxes more than H-O. (a) Relaxation corresponds to situations of molecular 
undercoordination [3] and cooling in the liquid–solid transition phase [5]. (b) Relaxation corresponds to 
compression [2] and cooling in the liquid and solid phases [5]. Relaxation in the specified direction takes 
place when the fdX competition meets the condition fdH >> fdL or fdH << fdL. 
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The following relationships define the ‘master’ segment dominating the O:H-O relaxation and the O-O length 
gain or loss under applied stimulus (see Figure 7):  
 
a) (freezing, molecular undercoordination) 
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b) (compression, liquid and solid cooling) 
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(3) 
Segments of the O:H-O bond relax cooperatively because of the joint effect of Coulomb coupling and applied 
stimulus. One segment dominates the relaxation and the other follows under a certain stimulus. The segment 
that drives relaxation is assigned to be the ‘master’, and the other as the ‘slave’. When stimulated, the master 
segment relaxes and pushes or pulls the electron pair of the slave O2- through the repulsion and the 
deformation recovery. Meanwhile, the repulsion widens the O:H-O angle  and polarizes the electron pairs 
during relaxation.  
 
The H-O bond serves as the master to drive the relaxation, if the driving forces meet the criterion dLdH ff  . 
In this situation, the master H-O relaxes less than the slave O:H, resulting in a net O-O length gain or loss and 
an accompanying volume variation. If dHdL ff  , the master and the slave change roles and the situation 
reverses. At dLdH ff  , there is a transition between O-O expansion and contraction, corresponding to density 
extremes. 
 
Inter-oxygen repulsion has an influence in not only O:H-O relaxation but also in the bonding dynamics of 
oxygen chemisorption. An STM/VLEED study of oxygen chemisorption onto Cu(001) surface revealed that 
the O2-–Cu+ bond and the O2-:Cup nonbond relax cooperatively and oppositely in lengths. The O2-–Cu+ bond 
contracts to 0.163 nm while the O2-:Cup nonbond expands to 0.195 nm in the Cup:O2-–Cu+ configuration, with 
the creation of the Cup dipoles and the missing Cu atoms [97].  
 
Three variables describe the O:H-O bond relaxation dynamics. They are the O:H-O angle  and the 
segmental lengths dx (x = L and H). Relaxation of the angle  contributes little to the physical properties, 
except for mass density. Response of dx and its bond energy Ex to a stimulus changes physical properties such 
as phonon relaxation, density variation, TC change, O 1s energy shift, viscoelasticity, chemical reactivity, 
hydrophobicity, etc.  
 
2.2 O:H-O bond segmental disparity 
2.2.1 Mechanical strength disparity 
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Letting the compression force be fdx  P/sx, where sx is the cross-sectional area of the x segment and P the 
pressure, the mechanical disparity of the O:H-O bond may be derived. At quasi-equilibrium (compression 
shortens the O:H length so fdL - fdH > 0, Eq. (3b)): 
 
   1 / 1 / 0
0
dL dH L H rL rH
H L L H
f f P s s f f
or
s s s s
     
  
. 
(4) 
This relationship indicates that the effective cross-sectional area of the H-O bond sH is greater than that of the 
O:H, which explains why the O:H ‘masters’ the relaxation dynamics of water ice under compression and why 
the O:H nonbond always relaxes more than the H-O bond [2]. Hence, compression shortens and stiffens the 
O:H nonbond and spontaneously lengthens and softens the H-O bond; negative compression (tension) will 
effect reversely [2]. 
 
 2.2.2 Undercoordination-discriminated O:H-O relaxation  
According to the bond order-length-strength correlation and nonbonding electron polarization (BOLS-NEP) 
notation, see Eq. (5) [122], atomic undercoordination shortens and stiffens the remaining bonds between 
undercoordinated atoms spontaneously with an association of local densification and quantum entrapment of 
the bonding and core electrons. This process occurs regardless of the nature of the bond or the structure phase. 
Furthermore, the locally and densely entrapped bonding charge in turn polarizes the nonbonding electrons 
pertained to lone pairs, dangling bonds, and conduction electrons at the upper edge of the conduction band 
[116]. BOLS-NEP is responsible not only for the size dependence of the known bulk properties but also for 
the emergence of anomalies of materials at the nanometer scale. Size emergence includes catalytic 
enhancement, toxicity and dilute magnetism of the noble metals [123] and ZnO [124]. The polarization creates 
Dirac-Fermi polarons at graphene zigzag edges and graphite point defects [125], serving as carriers for 
topological insulators. 
 
The following formulates the BOLS notation in terms of bond length (d) contraction with a coefficient C(z), 
bond energy Ez gain, and atomic cohesive energy change EB,z, where subscript z denotes an atom with z-
coordination number (CN), and subscript b denoting fully coordinated in the bulk (z = 12 for the fcc structure 
as a standards). The bond nature index m correlates the bond length and energy, which remains constant for a 
specific substance: 
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Figure 8. Schematic illustration of the BOLS-NEP notation [116]. (a) Atomic undercoordination shortens and 
stiffens the local bond (dz/d0 = z < 1; Ez/Eb = mzC  >1). Bond contraction raises the local density of the bonding 
charge and binding energy. Bond stiffening deepens the local potential well and (b) entraps (T) the core and 
the bonding electrons accordingly. The densely entrapped bonding and core charge in turn polarizes (P) the 
nonbonding electrons shifting up in energy. The T and P evolution dynamics modulates the Hamiltonian by 
crystal potential screening and splitting and charge distribution in all bands. Scattered symbols in (a) represent 
observations by Goldschmidt-Feibelman [126,127] and Huang et al. [128] from gold clusters. 
 
Water molecules with fewer than the ideal four neighbours in the bulk should follow the BOLS-NEP notation. 
However, the involvement of the lone-pair interaction prevents the O:H and the H-O from following the 
BOLS-NEP notation simultaneously because four ‘:’ lone pairs screen an H2O molecule. The binding energy 
disparity means that the stronger H-O bond serves as the ‘master’ to contract by a different amount from what 
the BOLS notation predicts. The contraction of the H-O bond lengthens and softens the ‘slave’ O:H nonbond 
by Coulomb repulsion, with the dual process of polarization. The stiffness of the segment is characterized by 
the respective phonon frequency x (x = L for the O:H nonbond; x = H for the H-O bond). 
 
It is universally true that one segment of the O:H-O bond will be stiffer if it becomes shorter; it will be softer 
if it becomes longer [2]. Therefore, the phonon frequency shift x tells directly the variation in length, 
strength and stiffness of the particular segment subjected to an applied stimulus. Because of the Coulomb 
repulsion, L and H shift such that if one becomes stiffer, the other will become softer.  
 
2.2.3 Specific-heat disparity and extreme-density dispersivity 
 
Generally, the specific heat of a substance is regarded as a macroscopic quantity integrated over all bonds of 
the specimen, which is also the amount of energy required to raise the temperature of the substance by 1 K. 
However, in dealing with the representative for all bonds of the entire specimen, it is necessary to consider the 
specific heat per bond that is obtained by dividing the bulk specific heat by the total number of bonds [129].  
 
For a specimen of other usual materials, one bond represents all on average; therefore the thermal response is 
the same for all the bonds, without any differences in cooling contraction or thermal expansion [130]. For 
water ice, however, the representative O:H-O bond is composed of two segments with strong disparity in the 
specific heat of the Debye approximation, x. These two segments response to a thermal excitation differently.  
 
The specific heat is characterized by two parameters. One is the Debye temperature Dx, and the other is the 
thermal integration of x. It should be noted that Dx determines the rate at which the specific-heat curve 
reaches saturation. The specific-heat curve of a segment with a relatively low Dx value reaches saturation 
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more rapidly than the other segment, since Dx, which is lower than Tmx, is proportional to the characteristic 
vibration frequency x of the respective segment. 
 
Conversely, the integral of the specific-heat curve from 0 K to the melting point Tmx determines the cohesive 
energy per bond Ex [129]. The Tmx is the temperature at which the vibration amplitude of an atom or a 
molecule expands abruptly to more than 3% of its diameter irrespective of the environment or the size of a 
molecular cluster [131,132].  
 
Thus we have (see Table 1):  
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(6) 
Analysis of the temperature-dependence of water surface tension [101] yielded DL = 198 K < 273 K (Tm) and 
EL = 0.095 eV. Hence, 16 3200 KDH DL    . The O:H specific heat L  ends at 273 K and the H-O 
specific heat H  ends at T ≥ 3200 K. Reproduction of the compression-induced TC change for the ice VII–
VIII phase transition results in an EH value of 3.97 eV [3]. That is, the area covered by the H curve is 40 
times greater that covered by the L curve. 
  
The superposition of these two (x) curves implies that the heat capacity of water ice differs from that of 
other, ‘normal’, materials. Such a specific-heat disparity yields four temperature regions with different L/H 
ratios over the full temperature range; see Figure 9. These regions correspond to phases of liquid (I), liquid–
solid transition (II), and solid (III, IV). At extremely low temperatures (IV) L  H  0, and little relaxation 
occurs in the O:H-O bond length except for the angle. The intersecting temperatures correspond to extreme 
densities at  boundaries of liquid-solid transition phase. 
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Figure 9. O:H-O bond specific-heat disparity defines four temperature regions of different L/H ratios, which 
correspond to phases of liquid (I: L/H < 1), liquid–solid transition (II: L/H > 1), solid (III: L/H < 1 and 
IV: L  H  0). Molecular undercoordination (z < 4), or ice under negative compression (tension), stiffens 
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the H and softens the L phonon, which modulate the respective Dx to disperse the extreme-density 
(intersecting) temperatures. Therefore, nanodroplet and nanobubble with high-fraction of undercoordinated 
molecules and ice under negative compression exhibit superheating at melting and supercooling at freezing. 
However, ice under compression demonstrates inversely. The L in the solid phase differs from the L in 
liquid, which does not influence the validity of the hypothesis. (Reprinted with permission from [5].) 
 
The number of specific-heat regions coincides with that demonstrated by the (T) profiles of water ice [133-
135] over the full temperature range. This consistency suggests that the segment of lower specific heat serves 
as the master while the other part serves as the slave. The master segment is more active than the other when 
the O:H-O bond is thermally invoked. The thermal expansion or cooling contraction of the master segment 
drives the asymmetrical relaxation of the entire O:H-O bond. According to the specification, the O:H nonbond 
serves as the master to contract in the liquid (I) and in the solid (III) phases, and the slave H-O bond expands 
slightly, leading to the ‘normal’ process of cooling densification; however, an unusual mechanism governs this 
event. In the liquid–solid transition phase II, the master-slave roles interchange and the water volume expands, 
resulting in floating of ice. The intersection points correspond to a maximum density at 4C and minimum 
density below the freezing point for bulk water ice [133,136]. At extremely low temperatures, both L and H 
approach zero, which means that there is no cooling contraction in either segment in this region unless the 
bond angle is relaxed. 
 
The thermodynamic disparity of the O:H-O bond indicates that the H-O bond, rather than the O:H nonbond, 
dominates the extremely high heat capacity of water [137]. According to the current notation, cooling drives 
dO-O and the density to oscillate in these four regions: 
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 (7) 
Strikingly, molecular undercoordination or ice under negative compression (tension) stiffens the H phonon 
and softens the L phonon, which modulates the respective Dx and disperse the extreme-density temperatures 
in Figure 9, resulting in supercooling at freezing and superheating at melting. Nanodroplets and nanobubbles 
of water, which have a higher proportion of undercoordinated skin molecules, should follow this trend. It is 
true that the least-density temperature drops from 258 to 205 K when the bulk water is a droplet of 1.4 nm size 
[5,133-135], and that the melting point increases from 273 K at the bulk centre to 310 K at the skin of water 
[4]. The Tm for a monolayer water film is even higher [138,139]. Compression effects oppositely to molecular 
undercoordination on the phonon frequencies x and the Dx. Facts indicate that ice melts at +6.5C under -95 
MPa negative compression and melts at -22C under 210 MPa compression [34]. 
 
2.2.4 Verification of O:H-O bond cooperative relaxation 
 
 The equilibrium condition, fdH = fdL, rules the trend of segmental relaxation. Letting kx be the force constant 
and dx the extent of relaxation for the respective segment, the frx, kx, and dx follow the relationship:  
0rH rL H H L Lf f k d k d     ,  
 
which yields, 
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2 2
2 2
H H
L H
L L
d t d tk k
d t d t
   
       . 
(8) This relationship indicates that the slopes and curvatures of the O:H and O:H relaxation curves are inversely 
negatively proportional to each other. The variable t represents any stimulus of T, P or N for (H2O)N clusters, 
or beyond.  
 
Figure 10 confirms the universality of the O:H-O bond cooperative relaxation under various stimuli obtained 
from MD calculations using the force field code of Sun [140]. The slopes and curvatures of the dx–t curves are 
indeed asymmetrical and cooperative, as Eq. (8) predicts. If one segment is shortened, the other in the same 
panel is lengthened; the two curves in one panel relax in a manner either ‘face to face’ (in (a)) or ‘back to 
back’ (in (b), (c), (d)), due to the curvature correlation. Results indicate that O:H serves as the master and H-O 
as the slave of water in (a) under mechanical compression and in (c) cooling liquid in the region of T > Tm; the 
H-O bond serves as the master in (b) the liquid–solid transition phase (T < Tm) and in (d) upon molecular 
undercoordination. The arrows next to the ‘master’ segment point in the direction of density gain ((a), (c)) or 
loss ((b), (d)).  
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Figure 10. Universality of the O:H-O bond cooperative relaxation. Changes of length of O:H (broken red 
lines) and H-O (solid black lines) are shown for stimulation by: (a) mechanical compression; (b) cooling 
excitation in the liquid–solid transition phase; (c) cooling in the liquid phase; and (d) cluster size reduction 
(molecular undercoordination). The arrows indicate the master segments and their relaxation directions under 
excitation. If either of the O:H or the H-O shrinks, the other one expands, regardless of the applied stimulus or 
structural phases, because of the inter-oxygen Coulomb coupling. The arrows in (a) and (c) show the direction 
of density gain as dO-O shortens; the arrows in (b) and (d) show the direction of density loss. All processes are 
reversible. 
 
The O-O distance dominates the mass density of water ice in the manner of   (dO-O)-3  (dH + dL)-3. The dx is 
the projection along O-O without contrbution from the O:H-O angle relaxation, which remains > 160 in all 
phases. The angle difference between 160 and 180 deviates by only 3% or less to the length scale [5]. When 
the structures are different, there are other possible volume changes. For example, ice VII has a smaller 
23 
 
volume and longer intermolecular distance than ice Ic because the former has double the network of the latter. 
Ice VII and VIII have similar network connectivities but different crystal symmetries [141]. The transition 
between these two phases is of the first order [142,143]. Volume change by such structure variation is 
assumed to be insignificant in the present discussion, as we are focused on O:H-O bond relaxation that 
dictates the anomalous behavior of water ice. 
 
The O-O distance is often measured by neutron or X-ray diffraction. Accurate measurement of the H-O or 
O:H length relaxation dynamics is not frequently done. It will be shown later that, by knowing the density 
change, these quantities are readily derived from the tetrahedrally coordinated water structure.  
 
 
3 Analysis strategies, properties versus bonding identities 
 
 Correlation, detection, formulation and quantification of bond-phonon-electron-property relaxation 
dynamics are necessary.  
 Interplay of quantum computation, phonon and electron spectroscopy, Lagrangian transformation and 
Fourier thermal fluid transport dynamics provides comprehensive information.  
 Macroscopic properties are interdependent; segmental relaxation in length and stiffness and the 
associated electron entrapment and polarization mediate the properties of water ice. 
 
3.1 Quantum computations 
 
Density functional theory and molecular dynamics (DFT-MD) computations are the main means aiding 
verification of our hypotheses and expectations. Relaxation of the following quantities under stimulation is the 
major concern in exercises: 
 
1) Geometrical optimization of molecular clusters 
2) Cooperative dx relaxation and mass density change 
3) The power spectra for x for phonon frequency relaxation 
4) Electron and phonon DOS distribution and skin charge accumulation 
5) Electron binding energy EBind and segmental bond energy Ex, etc. 
 
Having taken the flexibility, polarizability, and nuclear quantum effects of water into consideration, the ab 
initio optimized molecular dynamics (MD) force field, the Condensed-phase Optimized Molecular Potentials 
for Atomistic Simulation Studies (COMPASS) 27, [140] is an elegant approach. This package derives the 
phonon (power) spectra in terms of Fourier transformation of molecular velocity autocorrelation function, 
Cor(t),  0 dcos))(Cor(2)( tttvI   [144]. A 360-molecule supercell of proton-disordered ice Ih was simulated (in which the proton was sufficiently optimised to avoid a net dipole moment or to minimise a net 
quadruple moment [145]). The unit cell was relaxed in the isothermal–isobaric ensemble (NPT) at 
atmospheric pressure for different temperatures. Andersen’s thermostat and barostat approach maintained the 
temperature and pressure of the closed system [146]. The relaxation time is extended to 120 ps, in order to 
ensure the stability of the single-phase system in terms of temperature, density and energy. A 15 nm vacuum 
slab was inserted into the supercell, shown in Figure 11, to represent the skin effect, which was relaxed in the 
canonical ensemble (NVT) at 200 K for 100 ps to obtain equilibrium in a 0.5 fs time interval. The Nosé-
Hoover thermostat algorithm with a Q ratio of 0.01 was adopted to control the temperature. The ice structure 
was relaxed in the NPT ensemble for 30 ps in 0.5 fs steps to converge for T, P, and energy. 
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Figure 11. Schematic illustration of the water supercell with an insertion of a vacuum slab representing the 
supersolid skin of ice at 200 K. This comprised three regions, l. to r.: the bulk, the skin, and the vacuum. The 
skin contains undercoordinated molecules and free H-O radicals. The colors along the horizontal axis indicate 
the MD-derived mass density field in the unit cell. This unit cell also applies to the shell of a nanobubble 
(reprinted with permission from [4]).  
 
The structural optimizations and the bond angle-length-stiffness relaxation of (H2O)N clusters and ice skin 
were conducted using the DFT Dmol3 code of Perdew and Wang (PW) [147] and the dispersion-corrected PW 
code of Ortmann, Bechstedt and Schmidt (OBS) [148]. The latter includes the vdW hydrogen bond 
interactions. The all-electron method was used to approximate the wave functions with a double numeric and 
polarization basis sets. The self-consistency threshold of total energy was set at 10-6 Hartree. In the structural 
optimization, the tolerance limits for the energy, force and displacement were set at 10-5 Hartree, 0.002 
Hartree/Å and 0.005 Å, respectively. Harmonic vibrational frequencies were computed by diagonalizing the 
mass-weighted Hessian matrix [149].  
 
CASTEP code [150] was used within the Perdew-Burke-Ernzerhof (PBE) [151] functional parameterization to 
calculate the compressed ice-VIII. The norm-conserving pseudopotential (NCP) scheme was adopted, in 
which the 1s1 and the 2s22p4 are treated as valence electrons for H and O atoms, respectively. The use of the 
plane-wave kinetic energy cutoff of 500 eV converged in total energies. Ice-VIII consisting of two 
interpenetrating cubic ice lattices with eight molecules in each unit cell, was examined. The MD calculations 
were performed to examine the evolution of the O-H and O:H distances in a 2 × 2 supercell of ice-VIII unit 
containing 32 molecules, subjected to a pressure changing from 1 to 20 GPa. The structure was dynamically 
relaxed in the isoenthalpic–isobaric ensemble for 30 ps and showed sufficiently stable convergence [152]. The 
average O-H and O:H lengths were taken over the final 10 ps (20,000 steps).  
 
3.2 Phonon and electron spectroscopy 
 
The literature provides the basic database of electron and phonon spectroscopy under sorted conditions. 
Further Raman and FTIR measurements probed phonon spectra over the full frequency range of water during 
cooling, compressing, heating, and salting. A combination of these two database sets was sufficient to verify 
predictions of the O:H-O bond cooperative relaxation and associated phonon attributes and electron 
entrapment and polarization under various stimuli.  
 
Particularly, a spectral differential strategy [153] enabled the distillation of the phonon spectral features due to 
the conditioning of skin and defects, heating, salting, etc., by differencing the spectra collected before and 
after conditioning, or collected at different reflection angles from the same specimen upon the spectral peak 
areas being normalized and background-corrected. This strategy also applies to calculations to discriminate 
the characteristic dx or x peaks obtained under different conditions. For instance, it can distil the bond length 
and vibration frequency features for molecules with lowest CN from that of the bulk molecules with highest 
CN [78].  
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3.3 Skin viscosity and surface tension 
  
Calculations using the following method quantify the tension and the viscosity of water skin. The difference 
between the stress components in directions parallel and perpendicular to the interface defines the surface 
tension  [154,155]:  
 
1
2 2
xx yy
zz zL
        , 
 (9) 
where xx, yy, and zz are the stress tensor elements and Lz is the length of the supercell. The surface shear 
viscosity ηs is correlated to the bulk stress  as [156,157]: 
 
0
(0) ( )s V t dtkT    

   , 
 (10) 
where αβ denotes the three equivalent off-diagonal elements of the stress tensors. The bulk viscosity ηv 
depends on the decay of fluctuations in the diagonal elements of the stress tensor: 
0
(0) ( )v V t dtkT  
  


 

 . 
(11) 
Based on these notations, γ was first calculated using the MD method to derive the stress tensors. The auto-
correlation functions of the stress tensors were also used to calculate ηs and ηv in accordance with Eqs. (10) 
and (11). 
 
3.4 Potential mapping and thermal transport dynamics 
 
Lagrangian mechanics is an ideal approach for resolving the coupled O:H-O oscillators with short-range 
interactions. Because O:H–O in water ice is greater than 160 [5], a linear approximation of the O:H-O bond 
is convenient and acceptable. By averaging the surrounding background long-range interactions of the H2O 
molecules and protons, and the nuclear quantum effect on fluctuations [119,120], the short-range interactions 
dominate the O:H–O bond relaxation [3].  
 
The reduced mass of the H2O:H2O oscillator is mL = 18  18/(18 +18)m0 = 9m0. For the H-O oscillator, it is mH 
= 1  16/(1 +16)m0 = 16/17m0, where m0 is the unit mass of 1.66 ×10-27 kg. The motion of the coupled O:H-O 
oscillators follows the Lagrangian equation [158]: 
 
  xxx Qq
L
tq
L
t







ddd
d  , 
(12) 
where L = T – V, in which T is the total kinetic energy and V is the total potential energy. Qx is the generalized 
non-conservative forces, here being the compressive force fP. The time-dependent qx(t) here is uL and uH, 
representing the generalized variables of displacements of O atoms from their equilibrium positions in the L 
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and H springs. The kinetic energy T consists of two terms: 
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(13) 
The potential energy V contains three terms (Eq.  (2)) that approximate the coupled harmonic oscillators:  
 
2 2 2 32 ( ) 0( ...)L L H H C L C LV k u k u k u u u      ,  
(14) 
where kx is the force constant; ux is the amplitude of vibration of the O:H nonbond (x = L) and the H-O bond 
(x = H); and kC is the second derivative of the Coulomb potential. 
 
The Fourier thermal–fluid transport equation [159] with appropriate initial- and boundary conditions best 
describes the process of thermal–fluid transportation in the liquid water with the skin. The time-dependence of 
the temperature change at a site (x) in the container being cooled follows a step-function representing the bulk 
and the skin and proper initial-and-boundary conditions: 
 
        ( , )x x x x v x
t
           , 
 (15) 
where  is the thermal diffusion coefficient and v is the convection velocity in the fluid. The interface between 
the bulk and the skin and the interface between the skin and the drain must satisfy certain conditions. The 
respective section gives more detail on the boundary conditions and calculation procedures. In order to 
examine all possible factors contributing to the Mpemba effect, this problem was solved numerically using the 
finite-element method [7]. 
 
3.5 Detectable properties versus bonding identities  
3.5.1 EH–dH–E1s correlation 
 
According to the BOLS notation, see Eq. (5), the cohesive energy of a specific bond denoted by subscript x is 
proportional to the inverse m power of its length under z stimulus [122]: 
 
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mx x
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x x
E z d z
C z
E d

         
, 
 (16) 
where  denotes the bulk standard, and Cx(z) is the bond relaxation coefficient. 
 
The tight-binding theory [131] formulates the shift of the -th energy level of an isolated atom in the 
Hamiltonian: 
   2 22 atom cryH V r V rm
      
 . 
The intra-atomic potential Vatom(r) determines the -th core level energy of an isolated atom,  0E , and the 
crystal potential Vcry(r) determines the core level shift  E  . They follow the relations [131,160]: 
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(17) 
where ,i  is the eigen wave function at the i-th atomic site, which satisfies the relationship , , iji j    
because of the strong localization of the core electrons; and Eb is the bond energy in ideal bulk. The Vcry(r) 
sums the pairing potentials over all neighbors. A Tylor series approximates the pairing potential u(r):  
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(18) 
The zeroth approximation Eb of the potential determines the  E  . The second term (= 0) is the force at 
equilibrium. Higher-order differentials corresponding to harmonic and nonlinear vibrations determine the 
shape of the u(r) only. External stimulus perturbs the crystal potential from Vcry(r) to Vcry(r)(1+H)  Eb(1+H) 
at equilibrium without modulating the wavefunction. 
 
Because four lone pairs isolate a H2O molecule, the H-O bonding potential dominates the Vcry(r). Therefore, 
the O 1s energy shift E1s(z) from that of an isolated oxygen atom E1s(0) is proportional to the H-O bond 
energy EH [161]. Any relaxation of the H-O bond shifts the E1s(z) away from the bulk reference E1s(). The 
E1s(z) may be positive or negative, depending on the sources of perturbation, including bond length 
relaxation [162,163], charge polarization [163], Coulomb coupling, etc. E1s(z) in water ice follows the 
relation [161]: 
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(19) 
3.5.2 Elasticity–x–E1s correlation 
 
From a dimensional viewpoint, the second-order derivative of the ux(r) at equilibrium is proportional to Ex/dx2 
[125]. Approximating the vibration energy, xx2x2/2, of an oscillator to the second differential of the Taylor 
series of its interaction potential, ux(r), yields the x of the oscillator, where x is the reduced mass of the 
oscillator and x is the amplitude of vibration. The following expressions also approximate the elastic modulus 
by definition, and x is correlated with the elasticity in the following relationships [3,5,164]: 
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where x(0) is the reference point from which the x(z) shifts; V is the molecular volume; and  x z  is a 
direct measure of the bond stiffness, which is the product of the Young’s modulus Yx and the length dx of the 
bond. For liquid water, the elastic modulus is dominated by the weaker O:H nonbond (x = L), and 
polarization. Coulomb coupling contributes to the vibration by replacing the force constant kx with (kx + kC) in 
the form of   [(kx + kC)/x]1/2 . The following describe their relative shifts: 
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(20) 
1sE correlates with H as follows:  
 
 
 
   
1 1
1
2
1
s H s
H H H H
H H s
E E O shift
d E shift
d E Correlation
 


     
. 
(21) 
This correlation means that 1sE  and the H shift cooperatively in the same direction, but at different rates.  
 
3.5.3 Critical temperatures versus bond energies 
 
For other ‘normal’ materials, TC is proportional to the atomic cohesive energy, TC  zEz, where z is the 
effective atomic CN and Ez is the bond energy of the z-coordinated atom [122]. However, for water molecules, 
the TC is proportional to EH only, because of the ‘isolation’ of the H2O molecule by its surrounding lone pairs. 
EL determines TC for evaporation TV, as this process dissociates the O:H nonbond: 
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(22) 
3.6 Summary	
All detectable properties vary functionally with the relaxation of either the H-O bond or the O:H nonbond. 
The relaxation of the H-O bond shifts the O 1s energy E1s, the critical temperature TC for phase transition 
(except for evaporation), and the H-O phonon frequency H. The relaxation of the O:H nonbond contributes 
to polarization, L frequency shift, elasticity, and molecular dissociation energy EL. O:H-O relaxation 
dominates density change. 
 
4 Compression: Proton centralization and ice regelation 
 
 Coulomb repulsion and O:H-O strength disparity differentiate H2O from ‘normal’ materials in response 
to compression.  
 Compression shortens the O:H bond and simultaneously lengthens the H-O bond towards identical O:H 
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and H-O lengths, lowering the compressibility of water ice.  
 Compression lowers TC and Tm by reducing EH from the bulk value of EH = 3.97 eV; O:H-O bond full 
recoverability dictates the regelation of ice. 
 MD decomposition of measured V-P profile into dx –P curves results in universal dL-dH cooperativity. 
  
4.1 Mysteries of compressed water ice 
4.1.1 Regelation and low compressibility 
 
Discovered by Faraday and Thomson in 1850’s [165,166], regelation is the phenomenon of ice melting under 
pressure and freezing again when the pressure is relieved at temperatures around – 10 C. ‘Two pieces of 
thawing ice, if put together, adhere and become one; at a place where liquefaction was proceeding, 
congelation suddenly occurs. The effect will take place in air, in water, or in vacuo. It will occur at every point 
where the two pieces of ice touch; but not with ice below the freezing-point, i.e., with dry ice, or ice so cold as 
to be everywhere in the solid state’ [165]. Looping a wire around a block of ice with a heavy weight attached 
to it can melt the local ice gradually until the wire passing through the entire block. The wire's track will refill 
as soon as pressure is relieved, so the ice block will remain solid even after wire passes completely 
through. Another example is that a glacier can exert a sufficient amount of pressure on its lower surface to 
lower the melting point of its ice, allowing liquid water flows from the base of a glacier to lower elevations 
when the temperature of the air is above the freezing point of water. The regelation is exceedingly interesting, 
because of its relation to glacial action under nature circumstances [167], in its bearing upon molecular action 
[168], and damage recovery of living cells.  
 
It is usual in ‘normal’ substance that compression raises the critical temperature (TC) at all phase transitions 
[129,169,170]. Compression stores energy into the substance by shortening all bonds and plastic deformation 
may occur when the pressure is relieved. However, the freezing temperature of liquid water is lowered to -
22°C by applying 210 MPa pressure. Stretching ice (i.e. tensile, or negative, pressure) has the opposite effect 
— ice melts at +6.5°C when subjected to -95 MPa pressure [34]. Conversely, the TC for ice drops from 280 to 
150 K at the transition from ordered ice-VIII to proton-disordered ice-VII phase when P is increased from 1 to 
50 GPa [62,171,172]. A MD study of a nanowire cutting through ice suggests that the transition mode and 
cutting rate depends on the wetting properties of the wire - hydrophobic and thicker wires cut ice faster [173]. 
A video clip shows that a copper wire cutting ice faster than a fishing wire because of thermal conductivity 
[174].  O:H-O bond has extraordinary ability of recovering fully its relaxation and damage [175].  
 
Conversely, compression shortens the O-O distance but lengthens the H-O bond, resulting in the low 
compressibility of ice compared to ‘normal’ materials [176]. The compressibility of liquid water is slightly 
higher than that of ice. 
 
4.1.2 Proton centralization 
 
In 1972, Holzapfel [177] firstly predicted that, under compression, an O:H-O bond might be transformed from 
the highly asymmetrical O:H-O configuration to a symmetrical state in which the H proton lies midway 
between two O2- ions, leading to a non-molecular symmetrical phase of ice-X. Goncharov et al. [178] 
confirmed this prediction in 1998 using in situ high-pressure Raman spectroscopy. The proton centralization 
in the O:H-O bond of ice-VIII occurred at about 60 GPa and 100 K, and no further shift of phonon frequency 
was observed when they increased the pressure, since the O:H and H-O had both reached identical lengths 
(0.11 nm) [179,180]. Proton centralization also occurs in liquid H2O at 60 GPa and 85 K, and to liquid D2O at 
70 GPa and 300 K [181].  
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Figure 12 shows the phase diagram for ice VII, VIII and X transitions obtained using path-integral MD 
calculations [182] and IR and Raman spectroscopic measurements [143,178,183-185]. The ice-X phase 
boundary at about 60 GPa changes insignificantly with temperature. Systematic studies [182,186] revealed 
that heating compensated for compression on the proton centralization, but the mechanism was unclear.  
 
 
 
Figure 12. Phase diagram for ice VII, VIII, and X transition with the X phase boundary at 60 GPa varying 
insignificantly with temperature. Lines denote calculated values [182,187]; scattered symbols are 
experimental results [143,178,183-185]. (Reprinted with permission from [182].) 
 
Compression-induced proton centralization for water has always been attributed to “translational proton 
quantum tunneling” [179,188,189] or to the extraordinary, yet unclear, behavior of the inter- and 
intramolecular bonds [190]. Teixeira [89] suggested that compression evolves the pairing potential wells into 
a single well located midway between O2- ions (see Figure 1b). 
 
4.1.3 Phonon cooperative relaxation 
 
Generally, compression stiffens all phonons of ‘normal’ materials such as carbon allotropes [125], ZnO [124], 
group IV [191], group III-V [192], and group II-VI [193] compounds without exception; however, for ice and 
water, compression stiffens the softer phonons (L < 300 cm-1) but softens the stiffer phonons (H > 3000 cm-
1) [14,62,172,194,195].  
 
Figure 13 shows the compression-induced x cooperative relaxation of ice-VIII phase at 80 K [6, 103]. The 
H softening also takes place in water at 23°C at 0.05–0.39 GPa pressure [195], which is accompanied by L 
stiffening because of the O:H-O bond cooperativity. First principles and quantum Monte Carlo calculations 
suggested that the O:H interaction contributed positively, while the H-O bond lowered lattice energy as the 
pressure was increased [196].  
 
0 20 40 60 80
Pressure (GPa)
0
50
100
150
200
250
300
Te
m
pe
ra
tu
re
 (K
)
Ice VII
Ice VIII
Ice X
31 
 
 
Figure 13. Pressure-dependence of (a) H shift, and (b) L shift. Experimental data fitted with solid lines. 
Compression softens the H and stiffens the L monotonically. (Reprinted with permission from [194].) 
 
4.2 Bond–phonon–energy relaxation 
4.2.1 Proton centralization and dx cooperative relaxation 
 
Table 2 features the DFT-MD derivatives of the O:H-O bond segmental relaxation dynamics and the band gap 
change as a function of pressure. As shown in Figure 14a, compression shortens the O:H nonbond from 
0.1767 to 0.1692 nm, meanwhile lengthens the H-O bond from 0.0974 to 0.1003 nm when the pressure is 
increased from 1 to 20 GPa. The dx relaxation agrees with the trends reported in [15,56,197]. The following 
polynomial formulates the relaxation, 20 0 0[1 ( ) ( ) ]x x x xd d P P P P      , in which P0 = 1 MPa is atmospheric 
pressure:  
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(23) 
An MD numerical match to the V–P profile of ice-VIII, measured by in situ high-pressure and 
low-temperature synchrotron XRD and Raman spectroscopy [14], is shown in Figure 14(a). This match leads 
to the equation of states, V/V0 – P curve, with V0 = 1.06 cm3/kg.  
 
Encouragingly, the MD calculations convert the measured V/V0 – P profile into the dx/dx0 – P curves, whose 
extrapolations meet at the exact point of proton centralization [178,179] (see Figure 14b). The proton 
centralization was calculated to occur at 58.6 GPa with an O-O distance of 0.221 nm, exactly consistent with 
the observed value of 0.220 nm at 59 GPa [179]. Therefore, it is evident that proton centralization arises from 
pressure-induced O:H-O bond asymmetrical relaxation rather than transitional H+ proton quantum tunneling. 
Proton tunneling is unlikely because of the strong H-O bond of 3.97 eV energy. Constrained by measured 
proton centralization and the V–P equation of states, the dx/dx0 – P profiles describe the true situation 
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irrespective of the probing technique or condition. Taking the P as a hidden parameter, the dx/dx0 – P profiles 
give the universal dL–dH cooperativity. 
 
Table 2. Pressure dependence of the mass density , segmental lengths dx, O-O distance dO-O, and band gap EG 
of ice [2]. 
 
P 
DFT MD 
 (g/cm3) dH (Å) dL (Å) EG (eV) dH (Å) dL (Å) dO-O (Å) 
1 1.659 0.966 1.897 4.531 0.974 1.767 2.741 
5 1.886 0.972 1.768 4.819 0.979 1.763 2.742 
10 2.080 0.978 1.676 5.097 0.985 1.750 2.736 
15 2.231 0.984 1.610 5.353 0.991 1.721 2.713 
20 2.360 0.990 1.556 5.572 1.003 1.692 2.694 
25 2.479 0.996 1.507 5.778 – – – 
30 2.596 1.005 1.460 5.981    
35 2.699 1.014 1.419 6.157    
40 2.801 1.026 1.377 6.276    
45 2.900 1.041 1.334 6.375    
50 2.995 1.061 1.289 6.459    
55 3.084 1.090 1.237 6.524    
60 3.158 1.144 1.164 6.590    
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Figure 14. (a) MD conversion of measured V–P profile [14] into (b) the dx relaxation curves that meet at the 
point of proton centralization occurring at 59 GPa and 0.22 nm [178,179]. (Reprinted with permission from 
[2].) 
 
4.2.2 Phonon stiffness cooperative relaxation 
 
Figure 15a features the MD-derived phonon spectra as a function of pressure, which agree with trends probed 
using Raman and IR spectroscopy from ice-VIII at 80 K [14,62,172]. Compression softens the H from 3520 
cm-1 to 3320 cm-1 and stiffens the L from 120 to 336 cm-1, disregarding the possible phase change and other 
supplementary peaks nearby. Figure 15b compares the calculated and a collection of the measured x for ice. 
33 
 
Consistency in the pressure derived x cooperativity in Figure 15b for both water [195] and ice [62,171,172] 
confirms that compression shortens and stiffens the O:H nonbond and relaxes the H-O bond to the opposite 
extent.  
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Figure 15. (a) MD-derived x relaxation; and (b) trend agreement between Raman and IR measurements and 
calculations for the ice-VIII phase at 80 K [14,62,172]. (Reprinted with permission from [2].) 
 
4.2.3 Band gap expansion 
 
Hermann and Schwerdtfeger [42] found that the onset of UV absorption by ice, as an indication of band gap, 
shifts positively with increasing pressure, making ice more transparent. They attributed this effect to an 
increase of the Stark shift in water caused by the electrostatic environment at smaller volumes. Generally, 
compression enlarges the optical band gap due to bond strength gain, since the band gap is proportional to the 
bond energy with involvement of electron–phonon coupling [124,198]. Band gap expansion of ice follows the 
same pressure trend but due to a different mechanism, because compression softens the H-O bond. 
 
Figure 16a shows the DFT-derived DOS evolution of ice-VIII with pressure varying from 1 to 60 GPa. The 
bottom edge of the valence band shifts down from -6.7 eV at 1 GPa to -9.2 eV at 60 GPa, but its upper edge at 
the Fermi level remains unchanged. The conduction band shifts up from 5.0 to 12.7 eV at 1 GPa to 7.4–15.0 
eV at 60 GPa. The band gap expands further at higher pressures, from 4.5 to 6.6 eV, as shown in Figure 16b, 
when the pressure increases from 1 to 60 GPa. 
 
As currently understood, the band gap expansion in compressed ice arises not from the EH but is caused by a 
different mechanism. The energy shift of the DOS above EF results from polarization of the lone pair by the 
entrapped core electrons. The energy shift of the valence DOS below EF arises from entrapment of the 
bonding states of oxygen [97,116].  
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Figure 16. Compression widens the band gap of ice-VIII. (a) Compression entraps the valence DOS (bottom 
edge) and polarizes the conduction DOS, resulting in (b) band gap expansion. The upper edge of the valence 
band at the EF is conserved. (Reprinted with permission from [2].) 
 
4.3 EH dominance of TC and Tm 
The following proves that EH dictates the TC for ice VII–VIII phase transition, and Tm for melting. Assuming 
that TC and Tm changes with Ex in the following relationship, Eq Error! Reference source not found.), but x 
is as yet to be determined [129],  
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(24) 
Reproduction of the measured P-dependent TC for the VII–VIII phase transition [62,171,172], and the Tm for 
melting (-22 C at 210 MPa; +6.5 C at -95 MPa) [34] in requires that the integral must be positive. Only the 
dH in Eq. (23) and  
Figure 17, meets this criterion (x > 0, x > 0). Therefore, the H-O bond dominates the TC.  
 
Furthermore, matching the TC–P (panel a) and the Tm–P (panel b) profiles using Eq. (24) yields an EHvalue of 
3.97 eV at 1 MPa by taking the H atomic diameter of 0.106 nm as the diameter of the H-O bond [199]. This 
EH value agrees with the H-O dissociation energy of 4.66 eV for dissociating the H-O bond of water 
molecules deposited on a TiO2 substrate with less than a monolayer coverage, and 5.10 eV for water 
monomers in the gaseous phase [106]. Molecular undercoordination differentiates values of 5.10, 4.66 and 
3.97 eV for the H-O bond in various coordination environments [3]. 
 
Clearly, the relaxation of the H-O bond mediates the Tm and the TC, while EL is largely irrelevant to them. It is 
not surprising, therefore, that compression softens the H-O and hence lowers TC and Tm, while negative 
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(tensile) pressure does the opposite by shortening and stiffening the H-O bond [34]. This finding clarifies that 
the status of the H-O bond relaxation governs the superheating and supercooling behavior of water and ice. 
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Figure 17. (a) Theoretical reproduction of the measured TC–P [62,171,172]; (b) Tm–P (-22C at 210 MPa; 
+6.5C at -95 MPa) [34] profiles confirms that the EH dictates the TC and the Tm with derivative of EH = 3.97 
eV for bulk water and ice. (Reprinted with permission from [2,82].) 
 
4.4 Regelation: O:H-O memory and quasi-solid phase boundary dispersion 
 
It is known that molecular evaporation requires energy depending on EL only. If remove one H2O molecule 
from the bulk, one has to break four O:H nonbonds with energy of 0.38 eV per molecule [101].  Question may 
arise why the EH instead of the EL dominates the TC and Tm?  
 
In order to clarify this paradox, let us look at the specific heat of water, shown in Figure 9. The shape and 
integral of the specific heat curve depend on the vibration frequency x and the cohesive energy Ex of the 
respective segment. The supposition of the two x curves creates two intersecting points that correspond to the 
phase boundaries of the quasi-solid phase or the extreme density temperatures. 
 
One can imagine what will happen to the crossing temperatures if one can depress the DH(H) and EH and 
meanwhile, elevate the DL(L) and EL by compression or the otherwise by tension. The L will saturate 
slower and the H quicker than they were. Compression (P > 0) will lower the upper intersecting point - the 
Tm and, vice versa, as illustrated in Figure 18. Therefore, the EH determines approximately the TC through 
dispersing the specific heat crossing temperatures. Under any excitation the two x always relax in opposite 
direction, which disperse the specific heat and hence superheating/supercooling occurs. Once the O:H-O bond 
breaks by cutting, oxygen atoms will find new partners for bonding to retain the sp3-orbital hybridization, 
which is the same to diamond oxidation and metal corrosion [97]. Therefore, O:H-O bond has the strong 
recoverability for O:H-O bond relaxation and dissociation without any plastic deformation, as well be shown 
in section 8.3. Compression sores energy into water ice by lowers the total bond energy, EL+EH, through inter 
electron pair compression [175]. 
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Figure 18. Superposition of the x(T) curves defines two crossing points that correspond to the quasi-solid 
phase boundaries. The high temperature boundary corresponds to melting and the lower to freezing. 
Reversible compression (P > 0) and tension (P < 0) disperse the boundaries simultaneously by modulating 
the Dx  x and Ex   0 mx
T
x t dt , which depresses/elevates the Tm. 
 
4.5 Summary 
 
Consistency in numerical calculations and experimental observations verified the following: 
 
1) Compression shortens and stiffens the O:H nonbond and lengthens and softens the H-O bond towards 
proton centralization, which lowers the compressibility of water ice and makes the O:H contribute 
positively, while the H-O contributes negatively to the lattice energy of compressed ice.  
2) H-O bond relaxation determines TC, the Tm and the superheating or supercooling behavior of water 
and ice. Matching observations result in EH = 3.97 eV for bulk water and ice.  
3) Numerical conversion of the V–P profile into the dx–P establishes dx cooperativity uniquely 
quantitatively.  
4) Compression closes up the separation between boundaries of the quasi-solid phase and depresses the 
freezing temperature. Negative pressure does the opposite.  
5) Unlike a ‘normal’ substance that gains energy with potential plastic deformation under compression, 
O:H-O bond demonstrates extreme recoverability of relaxation and dissociation. O:H-O tends to 
recover from its higher-energy state to initially lower state when stimulus is relieved. Findings may 
extend to damage recovery of living cells of which O:H-O bond dominates.  
 
5 Molecular undercoordination: Supersolidity and slipperiness of ice 
 
 Molecular undercoordination shortens the H-O and lengthens O:H with a dual process of 
polarization that raises the hydrophobicity, viscoelasticity, and repulsion.  
 H-O bond stiffening raises H, Tm, E1s and EH for H-O bond dissociation; O:H elongation lowers , 
L and EL for molecular dissociation.  
 Water and ice share a common supersolid skin characterized by an identical H of 3450 cm-1. 
  The less dense supersolid skin makes ice slippery and water skin hydrophobic and tough. 
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5.1 Puzzles due to molecular undercoordination 
5.1.1 Skin hydrophobicity, lubricity and thermal stability 
 
Undercoordinated water molecules are referred to those with fewer than four neighbors as they occur in the 
bulk of water [18,107,108,200,201]. Molecular undercoordination occurs in the terminated O:H-O bonded 
networks, in the skin of a large volume of water, in hydration shells, and in the gaseous state. Such 
undercoordinated water molecules are even more fascinating than those that are fully coordinated 
[18,56,197,202-208]; for instance, water droplets encapsulated in hydrophobic nanopores [209,210] and 
ultrathin water films deposited on graphite, silica, and certain metals [71,139,202,211-216] behave like ice at 
room temperature – termed ‘superheating’, because they melt at a temperature well above the melting point 
(273 K) of ice in bulk. A monolayer of ice melts at 325 K according to MD calculations [138] compared to 
around 310 K of the skin of bulk water [4].  
 
Superheating is more apparent at the curved skin. Sum frequency generation (SFG) spectroscopy reveals that 
two adjacent molecular layers are highly ordered at the hydrophobic contacts compared with those at a flat 
water–air interface [217] due to the presence of an air gap 0.5–1.0 nm thick in the hydrophobic contacts [218]. 
The air gap increases with the contact angle of the droplet or with the lowering of the effective CN of 
molecules at the skin. 
 
However, when encapsulated in hydrophilic nanopores [219,220], or when wetted in hydrophilic topological 
configurations [221], water molecules perform in an opposite way and show attributes of supercooling, 
melting at temperatures below the bulk Tm.  Altering the H2O/SiO2 interface from hydrophobic to hydrophilic 
by plasma sputtering raises the interface shear viscosity and changes the H of the skin (3400 cm−1) to the 
bulk value of 3200 cm−1 [222].  
 
The superheating of nanosized droplets is often accompanied by supercooling when freezing. Molecular 
undercoordination not only raises the Tm but also lowers the least-density temperature TC, for instance, from 
242 K for a 4.4 nm droplet [134] to 205 K for a 1.4 nm droplet [133]. This observed size dispersion effect has 
been termed the ‘extreme-density temperatures’. 
 
More interestingly, theoretical calculations and measurements have both demonstrated that a monolayer film 
of water at room temperature manifests ‘quasi-solid’ behavior, and a hydrophobic nature that prevents it from 
being wetted itself by a water droplet [139,223]. A video clip [224] shows that a water droplet bounces 
repeatedly and continuously on water, evidence that the skins of both the bulk water and the droplet are elastic 
and hydrophobic. Water droplets also dance on solid surfaces, regardless of substrate temperatures and 
materials (-79C CO2; 22C hydrophobic surface, and 100C Al plate) [225], which indicates that the skin of 
the droplet is not only elastic but also thermally stable.  
 
Amazingly, molecular undercoordination makes ice the slipperiest and the skin of water hydrophobic and 
toughest of ever known. The hydrophobicity and high surface tension, 72 mN/m at 25 °C , entitles water skin 
with numerous fascinations [226]. For instances, small insects such as a strider can walk and glide freely. If 
carefully placed on the surface, a small needle floats on the water even though its density is times higher than 
that of water. If the surface is agitated to break up the tension, then the needle will sink quickly. Skin tension 
helps seeds bury themselves by causing awns to coil and uncoil. It enables a floating fern to maintain an air 
layer, even when submerged. It also makes a beetle fly in two dimensions, not three. Surface tension also 
allows human and agricultural pathogens to travel long distances in tiny, buoyant droplets. The hardly noticed 
skin tension does play a big role in life at large. 
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5.1.2 Electron E1s versus phonon H  
 
Following the same trend as ‘normal’ materials, molecular undercoordination imparts to water local charge 
densification [204,205,227-230], binding energy entrapment [203,227,231,232], and nonbonding electron 
polarization [229]. For instance, the O 1s level shifts more deeply from the bulk value of 536.6 eV to 538.1 
eV and 539.7 eV when bulk water is transformed into skin or into gaseous molecules [233,234], as shown in 
Figure 19a [235].  
 
Atomic undercoordination lowers the atomic cohesive energy and the thermal stability of ‘normal’ materials 
in general. However, molecular undercoordination raises the Tm in water, as discussed above. The energy 
necessary for dissociating a (H2O)N cluster into (H2O)N-1 + H2O increases, conversely, when the cluster size is 
reduced to a trimer (Figure 19b) [236], which conflicts with the traditional understanding of ‘normal’ material 
behavior.  
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Figure 19. XPS O1s spectra of (a) water containing emission from the liquid skin at 538.1 eV and from the 
gaseous phase at 539.9 eV (reprinted with permission from [235]); (b) energy required for dissociating a 
(H2O)N cluster into (H2O)N-1 + H2O (1 kJ/mol = 0.02 eV/molecule). (Reprinted with permission from [236].) 
 
 
Figure 20. Molecular undercoordination polarizes nonbonding electrons. The vertical bound energy for 
solvated electrons was measured to be (a) 1.6 eV in the skin, and (b) 3.3 eV in the bulk of the liquid water. (c) 
The bound energy reduces further with the number n of (H2O)n clusters. (Reprinted with permission from 
[229].)  
 
However, an ultrafast liquid-jet UPS [229], shown in Figure 20, resolved the vertical bound energies (being 
equivalent to work function) of 1.6 eV and 3.3 eV for the solvated electrons in the skin and in the bulk center 
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of the solution, respectively. In addition, the bound energy decreases with the number n of the (H2O)n clusters, 
evidence that undercoordination substantially enhances nonbonding electron polarization [3]. 
  
 
Figure 21. Size-dependent H of (a) (H2O)N clusters (in the frequency ratio of H-O/D-O) and (b) large 
clusters. Line (2) corresponds to a dimer [237], (3, Tr) to a trimer [238], (4, Te) to a tetramer, (5, P) to a 
pentamer, (6, c-H) corresponds to a cyclic hexamer, (7, H) corresponds to a cage hexamer. Red circles 
correspond to He matrix, green squares correspond to Ar matrix, and blue diamonds corresponds to p-H2 
measured at 2.8 K. Inset (a) denotes the sharp H peaks for the small clusters. Size-reduction stiffens the H-O 
bonds with little disturbance to the dangling H-O bonds at 3700 cm-1 in (b). (Reprinted with permission from 
[57,239].) 
 
Normally, the loss of neighbor atoms softens the phonons of ‘normal’ materials such as diamond and silicon 
except for the G mode (1550 cm-1) for graphene [240] and the A1 mode (141 cm-1) for TiO2 [241] as these two 
modes are independent of atomic CN. However, water molecular undercoordination stiffens the stiffer H 
significantly [242,243]. The H has a peak centered at 3200 cm-1 for bulk water, and at 3450 cm-1 for the skins 
of water ice [78]. The H for gaseous molecules is around 3650 cm-1 [57,65,113,239]. The H shifts from 
3200 to 3650 cm-1 when the N of the (H2O)N cluster drops from 6 to 1 (Figure 21(a)) [48,239,244]. 
Encapsulation by Kr and Ar matrices changes the H slightly by 5–10 cm-1 due to the involvement of interface 
interaction [48]. Size-induced H stiffening also occurs in large molecular clusters [57] (see Figure 21(b)). 
When N drops from 475 to 85, H transits from the dominance of the 3200 cm-1 component (bulk attribute) to 
the dominance of the 3450 cm-1 component (skin attribute) [245]. The high frequency at approximately 3700 
cm-1 corresponds to the vibration of the dangling H-O bonds, with possible charge transportation in the skin of 
water and ice [207,246]. 
 
5.1.3 Density loss by dO-O elongation  
 
Bonds in the skins of metals, alloys, semiconductors, insulators and nanostructures contract globally with 
respect to the underlying bulk material. The spacing between the first and the second atomic layers of these 
systems contracts by 10–14% relative to the bulk geometry. For nanostructures, the extent of contraction is 
greater; the relaxation extends radially into deeper layers [128,247]. The skin bond contraction takes the full 
responsibility for the unusual behavior of the undercoordinated adatoms, point defects and nanostructures of 
different shapes, including the nanoscale size-dependence of the known bulk properties and the size-induced 
emergence of properties that the bulk parent never shows [122].  
 
a b 
N
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However, the skin O-O distance for water expands by 5.9% or more, compared to a 4.6% contraction of the 
skin O-O distance of liquid methanol [248], which differentiates the surface tension of 72 mN/m  for water 
from 22 mN/m for methanol. The O-O distance in the skin and between a dimer is about 3.00 Å; the O-O 
distance in the bulk varies from 2.70 [249] to 2.85 Å [76]. Besides, the volume of water confined in the 5.1 
and 2.8 nm sized TiO2 pores expands by 4% and 7.5% respectively, with respect to the bulk water [250]. MD 
calculations also reveal that the dH contracts from 0.9732 Å at the center to 0.9659 Å at the skin of a free-
standing water droplet containing 1000 molecules [251]. The O-O elongation results in a density loss in the 
water skin to a value as low as 0.4 gcm-3 (corresponding to dO-O = 3.66 Å) [252,253]. 
  
5.1.4 Does a liquid skin cover ice or a solid skin form on water? 
 
Whether a solid skin forms on water or a liquid skin covers ice has long been a paradox in this field of 
research. Correlation between the coordination environment and the skin anomalies of water and ice remain 
unclear despite extensive investigation since 1859 when Faraday [254] first proposed that a quasi-liquid skin 
appears to lubricate ice, even at temperatures below freezing [255,256]. The slipperiness of ice has also been 
perceived as pressure-promoted melting [257] or friction-induced heating [258], while the extraordinary 
hydrophobicity and toughness of water skin are commonly attributed to the presence of a layer of molecules 
in the solid state [202,213].  
  
In fact, ice remains slippery while one is standing still on it without involvement of pressure or friction 
[60,78,259]. According to the phase diagram of ice, pressure induces solid–liquid transition only at -22C and 
above [257,260], but ice remains slippery at temperatures far below this. This fact rules out the mechanism of 
pressure melting. On the other hand, if a liquid lubricant exists on ice, the vibration amplitudes of molecules 
in the liquid skin should be greater than in the bulk ice, but interfacial force microscopy measurements have 
excluded this occurrence [259]. The skin layer is, however, somewhat viscoelastic at temperatures between -
10 and -30C, which is evidence of the absence of a liquid skin at such low temperatures.  
 
Furthermore, water skin is ice-like at ambient temperature. SFG spectral measurements and MD calculations 
suggested that the outermost two layers of water molecules have an ‘ice-like’ order at room temperature [261]. 
At ambient temperature, ultrathin films of water perform like ice with a hydrophobic nature [139,202]. These 
facts exclude the possibilities of skin pre-melting. Water at temperatures of 7, 25, and 66C at atmospheric 
pressure has an ordered skin 0.04–0.12 nm thick [262]. Does a liquid skin form on ice? Does a solid skin 
cover water? These apparent paradoxes are solved from the perspective of skin O:H-O bond relaxation using 
the currently employed theoretical and experimental strategies.  
 
5.2 Skin bond–electron–phonon attributes 
5.2.1 Bond relaxation of (H2O)N clusters 
 
Figure 22 and Table 3 show O:H-O bond relaxation as a function of N for the (H2O)N clusters derived from 
calculations using the PW and the OBS algirithms. Consistent with results reported in [18,200],  the following 
are confirmed: 
 
1) Molecular undercoordination shortens the H-O bond and lengthens the O:H nonbond consistently; EH 
increases and EL drops when N is reduced, as the BOLS-NEP notation predicts.  
2) The H-O bond shortening (lengthening) is always coupled with the O:H lengthening (shortening), 
irrrespective of the algorithm, which is evdence of the expected O:H-O bond cooperativity.  
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3) The non-monotonic change of dx results from the effective CN that varies not only with the number of 
molecules N of the (H2O)N cluster but also with the geometrical configuration of the cluster. The effective 
CN of a ring-like cluster is smalller than that of a cage for the same N value. 
4) The inconsistent results from different algorithns suggest that the focus should be more on the trend and 
the natural origin than on the accuracy of the derived values. Numerical derivatives serve as useful 
references for concept verification. 
 
Table 3.  DFT-derived segmental length dx, total electronic binding energy EBind (-eV), and segmental Ex, of 
(H2O)N clusters*. References contain experimental results. 
 
 N dH 
(Å) 
dL 
(Å) 
 
() 
dOO 
(Å) 
EBind 
(eV) 
EH 
(eV) 
EL 
(eV) 
Monomer 1 0.969    10.4504 5.2252 - 
Dimer 2 0.973 1.917 163.6 2.864 21.0654 5.2250 0.1652 
Trimer 3 0.981 1.817 153.4 2.730 31.8514 5.2238 0.1696 
Tetramer 4 0.986 1.697 169.3 2.672 42.4766 5.2223 0.1745 
Pentamer 5 0.987 1.668 177.3 2.654 53.1431 5.2208 0.1870 
book 6 0.993 1.659 168.6 2.640 63.8453 5.2194 0.2020 
Cages 6 0.988 1.797 160.4 2.748 – – – 
8 0.992 1.780 163.6 2.746 – – – 
10 0.993 1.748 167.0 2.725 – – – 
Clusters 12 0.992 1.799 161.7 2.758 – – – 
20 0.994 1.762 165.4 2.735 – – – 
Bulk Ih 1.010 1.742    3.97 [6] 0.095[101] 
 
*The total energy of a cluster is that required to excite all the electrons to the vacuum level; the binding 
energy EBind is the energy required to combine atoms together to form a cluster: Bind cluster atom bondE = E - E E  . 
For N = 1, there are two H-O bonds only. Thus, the H-O bond energy is one-half of the EBind: 
H BindE (1) = E (1) / 2 . For N = 2 to 6: 2H H H(N)= (1)- ( ( ) (1))HE E d N d  , whereis the elastic constant. 
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Figure 22. Cluster size-dependence of dx in the (H2O)N clusters optimized using the PW [147] and the OBS 
[148] methods. N = 6 gives the ‘cage’, ‘book’ and ‘prism’ hexamer structures, with almost identical binding 
energies. The non-monotonic tread stems from the effective molecular CN that also changes with geometrical 
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configuration. (Reprinted with permission from [206].) 
 
As N is reduced from 24 (an approximation to the bulk) to two (a dimer), the H-O bond contracts by 4% from 
0.101 nm to 0.097 nm, and the O:H bond expands by 17% from 0.158 to 0.185 nm, according to the OBS 
derivatives. This cooperative relaxation expands the O-O distance by 13% and lowers the density by 30% for 
the dimer. The monotonic relaxation profiles for the dx at N ≤ 6 will be discussed in the subsequent 
discussions without rendering the generality of the conclusion. 
 
5.2.2 Skin mass density 
 
Figure 23 features particularly the residual length spectra (RLS) for the MD-derived dx of ice. Subtracting the 
length spectrum calculated using the 360-molecular unit cell without skin from that with a skin resulted in the 
RLS. The RLS indicates that the dH contracts from the bulk value of about 1.00 to about 0.95 Å at the skin, 
while the dL elongates from about 1.68 to about 1.90 Å, with high fluctuation. This cooperative relaxation 
lengthens the O-O by 6.8% and is associated with an 18% density loss. The peak of dH = 0.93 Å even 
corresponds to the undercoordinated H-O radicals, whose vibration frequency is around 3650 cm-1 [3].  
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Figure 23. MD-derived RLS reveals that (a) dH contracts from the bulk value (B) of  1.00 to 0.95 Å for the 
skin (S) and to 0.93 Å for the H-O free radicals (R), which is coupled with (b) dL elongation from the bulk 
value (B) of  1.68 to  1.90 Å, with high fluctuation. The insets show the raw spectra of the unit cell with 
skin (denoted ‘skin’) and without skin (denoted ‘bulk’). (Reprinted with permission from [4].) 
 
The skin O:H-O relaxation in fact lengthens the O-O distance dO-O and lowers the mass density  
[38,45,56,248,251]. With the measured dO-O of 2.965 Å [248] as input, segmental lengths of dH = 0.8406 Å and 
dL = 2.1126 Å are derived, which correspond to a 0.75 gcm-3 skin mass density [4]. In comparison, the MD 
derivatives in Figure 23 are 0.82 gcm-3 density compared to a density of 0.70 gcm-3 for a dimer. These values, 
0.70–0.82 gcm-3, are much lower than 0.92 gcm-3 for bulk ice.  
 
5.2.3 Cluster-size-dependence of x 
 
Figure 24(a) shows the cluster-size-dependence of the calculated vibration spectra of (H2O)N with respect to 
the ice-Ih phase. As expected, N reduction stiffens the H from 3100 to 3650 cm-1 and meanwhile softens the 
L from 250 to 170 cm-1 as the bulk water turns into dimers. The O:H-O bending mode B1 (400–1000 cm-1) 
shifts to a slightly lower value, but the H-O-H libration mode B2 (1600 cm-1) remains unchanged [263].  
 
N-reduction-stiffened H in Figure 24b is consistent with spectroscopic measurements (Figure 21a). For 
instance, reduction of the (H2O)N cluster from N = 6 to 1 stiffens the H from 3200 to 3650 cm-1 [244]. The 
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skin H of 3450 cm-1 corrsponds to an effective cluster size of N = 2–3. Indeed, molecular undercoordination 
shortens and stiffens the H-O bond, and lengthens and softens the O:H nonbond consistently, which confirms 
the proposal of O:H-O bond cooperativity and the BOLS notation. 
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Figure 24. Cluster size dependence of (a) the  relaxation in comparison with (b) measurements (scattered 
data) shown as Exp-1 [113], Exp-2 [244], Exp-3 [239], and Exp-4 [48] for (H2O)N clusters. Measurements of 
the L redshift have not been frequently carried out due to experimental sensitivity limitations. (Reprinted 
with permission from [3].) 
 
5.2.4 Identical H for the skins of water and ice 
 
Figure 25 (a), (b) features particularly the RPS for ice in comparison to (c) the measured H RPS for both 
water and ice [78]. The valleys of the RPS represent the bulk feature, while peaks show the skin attributes. 
Appropriate offset of the calculated RPS is necessary, as the MD code overestimates intra- and intermolecular 
interactions [5]. As expected, L undergoes a redshift, while the H undergoes a blueshift with three 
components. The H blueshift results from the stiffening of the skin H-O bonds (S) and the free H-O radicals 
(R). The L redshift arises from O-O repulsion and polarization. The polarization in turn screens and splits the 
intramolecular potential, which adds another H peak (denoted P as polarization) with frequency being lower 
than that of the bulk valley (B).  
 
Most strikingly, the measured RPS shows that the skins of water and ice share the same H value of 3450 cm-
1, which indicates that the H-O bond in both skins is identical in length and energy, since H  (EH/dH2)1/2. The 
skin L of ice may deviate from that of liquid water because of the extent of polarization, although 
experimental data is absent at this moment. Nevertheless, the skin H stiffening agrees with the DFT-MD 
derivatives that the H shifts from  3250 cm-1 at 7 Å depth to  3500 cm-1 of the 2 Å skin of liquid water 
[264]. Therefore, it is neither the case that an ice skin forms on water nor that a liquid skin covers ice. Rather, 
an identical supersolid skin covers both. The concept of supersolidity is adapted from the superfluidity of 
solid 4He at mK temperatures. The skins of 4He fragments are highly elastic and frictionless with repulsion 
between them when in motion [265]. 
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Figure 25. RPS of the MD-derived (a) L and (b) H of ice, and (c) the measured H of water (at 25°C) and 
ice (at -20 and -15°C) [78]. The insets in (a) and (b) show the raw spectra of calculation. The broken lines of 
inset (c) were collected at 87C and the solid lines were collected at 0C with respect to the surface normal of 
ice (red) and water (blue). Calculations show that the L undergoes a redshift, while the H, splitting into 
three, undergoes a blueshift. Features S corresponds to the skin H-O bond; R corresponds to the free H-O 
radicals; the P component arises from the screening and splitting of the crystal potential by the polarized 
nonbonding electrons. The skins of water and ice share the same H of 3450 cm-1. The peak intensity changes 
with the scattering from ice and water. 
 
5.2.5 Skin electron entrapment versus H-O bond energy  
 
Table 4 features the DFT-derived Mulliken charge accumulation at the skin and in the bulk of water. O 
increases its net charge from the bulk value of -0.616 to -0.652 e for the skin. The net charge of a water 
molecule increases from 0.022 to -0.024 e correspondingly.  
 
Table 4. DFT-derived charge localization at the skin and in the bulk of ice and derivatives (in bold) based on 
the referenced data using Eq.  (25). Negative sign represents net electron gain. 
 Skin Bulk (H2O)1 O atom 
qO -0.652 -0.616 – – 
qH 0.314 0.319 – – 
Net q of H2O -0.024 0.022 – – 
E1s (eV) [233-235] 538.1 536.6 539.7 525.71 
EH (eV) 4.52/4.66 3.97 [1] 5.10 [106] – 
Tm (K) 311/320 273 – – 
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The skin H-O bond energy EH(Skin) and the atomic O 1s energy E1s(0), as listed in Table 4, can be estimated 
using the referenced data and the formulae in section 2.3 [122]:  
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0
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m
s s s H C H
s s s H C H
E N E N E E N T N d
E E E E T d
                .  
 (25) 
The EH(Skin) = 3.97  (538.1/536.6) = 4.52 eV is compatible with the value of 4.66 eV for breaking the H-O 
bond of H2O molecules deposited on a TiO2 surface in less than a monolayer coverage using laser excitation 
[106]. The deviation EH(Skin) = 0.14 eV (about 3%) arises mainly from molecular undercoordination in 
these two situations — one is the water skin and the other is the even less coordinated molecules on the TiO2 
surface, which indicates that a weak interaction may exist between water molecules and the hydrophobic TiO2 
surface; an air gap may be present. 
 
With the known values of (dH, EH)Skin = (0.84 Å, 4.52 eV) and (dH, EH)Bulk = (1.0 Å, 3.97 eV) and the EH(1) = 
5.10 eV, the bond nature index is estimated as m = 0.744 and the dH(1) = 0.714 Å of a monomer. The densely 
and locally entrapped core electrons of the undercoordinated water molecules polarize in a dual-process the 
nonbonding electrons. Therefore, molecular clusters, surface skins, and ultrathin films manifest strong 
polarization, as shown in Figure 20. Polarization enhancement of the undercoordinated water molecules 
[18,266] arise not only from the O-O elongation but also from charge-gain according to DFT optimization in 
Table 4.  
 
5.3 Skin thermo–mechano–dynamics 
5.3.1 Melting point elevation 
 
The Tm(Skin) is estimated based on the correlation between the TC(N) and the E1s(N) from Eq.  (25):  
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which yields Tm Skin   273 (4.52 – 4.66) / 3.97  311– 320 K .The skin of the bulk water melts at 
temperatures in the range 315 ± 5 K. It is not surprising that water skin performs like ice or glue at room 
temperature (298 K) and that the monolayer water melts at about 325 K [138]. The Tm increases with the 
curvature of the skin. Therefore, molecular clusters, surface skins, and ultrathin films of water exhibit the 
attribute of superheating.  
 
Defects also raise the temperature of melting ice. MD simulations suggested that freezing preferentially starts 
in the subsurface of water instead of the outermost layer, which remains ordered during freezing [267]. The 
subsurface accommodates better than the bulk the increase of volume connected with freezing. Furthermore, 
bulk melting is mediated by the formation of topological defects which preserve the coordination of the 
tetrahedral network. Such defect clusters form a defective region involving about 50 molecules with a 
surprisingly long lifetime [268]. These findings verify the BOLS-NEP expectations that the undercoordinated 
water molecules are indeed thermally stable. Therefore, a liquid layer never forms on ice [267] or surrounding 
defects [268]. 
5.3.2 Curvature-enhanced thermal stability 
Water droplets encapsulated in hydrophobic nanopores [210] and point defects [267,268] are thermally even 
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more stable than the bulk water even because of the undercoordinated molecules in the curved skin and the 
presence of the air gap at contacts. Curvature-enhanced Tm explains the curvature-dependence of the critical 
temperature for transiting the initial contact angle of a droplet to zero. As shown in Figure 26, such transition 
happens at 185, 234, and 271C for water droplets at the respective initial contact angles of 27.9°, 64.2° and 
84.7° on quartz, sapphire and graphite substrates [269]. Likewise, a water droplet on a roughened Ag surface 
(with nanocolumnar structures) having a greater contact angle and higher curvature, freezes 62 s later than on 
a smooth Ag surface at -4C [270].  
  
 
Figure 26. Evolution of water contact angle on quartz, sapphire and graphite as a function of temperature (°C). 
Lines are model fitting. (Reprinted with permission from [269].) 
 
5.3.3 Viscoelasticity, repulsion, and hydrophobicity 
	
The polarization of molecules enhances the skin repulsion and viscoelasticity. The high viscoelasticity and the 
high density of skin dipoles are essential to the hydrophobicity and lubricity at contacts [271]. According to 
the BOLS-NEP notation, the local energy densification stiffens the skin and the densely and tightly entrapped 
bonding charges polarize nonbonding electrons to form anchored skin dipoles [265].  
 
Table 5 features the MD-derived thickness-dependent γ, ηs and ηv of ice films. Reducing the number of 
molecular layers increases them all. The O:H-O cooperative relaxation and associated entrapment and 
polarization enhances the surface tension to reach the value of 73.6 mN/m for five layers, which approaches 
the measured value of 72 mN/m for water skin at 25°C. Generally, the viscosity of water reaches its maximum 
at a temperature around the melting point Tm [272]. 
 
Table 5. Thickness-dependent surface tension  and viscosity . 
Number of layers 15 8 5 
γ (mN/m) 31.5 55.2 73.6 
ηs (10-2mN·s/m2) 0.007 0.012 0.019 
ηv(10-2mN·s/m2) 0.027 0.029 0.032 
 
The negative charge gain and the nonbonding electron polarization provide electrostatic repulsive forces 
lubricating ice. Measurements, shown in Figure 27, in fact verified the presence of the repulsive forces 
between a hydrated mica substrate and the tungsten contacts at 24°C [212]. Such repulsive interactions appear 
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at 20% – 45% relative humidity (RH). The repulsion corresponds to an elastic modulus of 6.7 GPa. 
Monolayer ice also forms on a graphite surface at 25% RH and 25°C [273]. These findings and the present 
numerical derivatives evidence the presence of the supersolidity with repulsive forces because of bonding 
charge densification, surface polarization and Tm elevation. 
 
 
Figure 27. Normal force profiles between mica and tungsten tip at 44% RH. Point A is the initiation of water 
nucleation and condensation; B and C are the formation of a complete water bridge; D is the maximum 
attractive force before the tip–substrate contact; E denotes the sudden drop of force; and F indicates the tip–
substrate contact repulsive force. (Reprinted with permission from [212].) 
 
5.4 Skin supersolidity slipperizing ice and toughening water skin 
 
As justified above, the skin of water and ice form an extraordinary supersolid phase that is elastic [78], 
hydrophobic [139,223], polarized [207,229] and thermally stable [138], with densely entrapped bonding 
electrons [231,233-235] and ultra-low-density [248]. The fewer the molecular neighbors there are, the smaller 
the water molecule size is, the greater the molecular separation is, and therefore the greater the supersolidity 
will be.  
 
The supersolid skin is responsible for the slipperiness of ice and the hydrophobicity and toughness of water 
skin. This understanding of the slipperiness of ice may extend to the superfluidity of 4He [265] and water 
droplet flow in carbon nanotubes [274]. Atomic undercoordination-induced local strain and the associated 
entrapment and polarization might rationalize 4He superfluidity — elastic and repulsive between locked 
dipoles at contacts. It is understandable now why the rate of the pressure-driven water flow through carbon 
nanotubes is orders higher in magnitude and faster than is predicted from conventional fluid-flow theory 
[275]. It is within expectation that the narrower the channel diameter is, the faster the flow of the fluid will be 
[274,276], because of the curvature-enhanced supersolidity of the water droplet.  
 
The mechanism of slipperiness of ice is analogous to the self-lubrication of metal nitride [129,277] and oxide 
[278] skins with electron lone pairs coming into play. Nano-indentation measurements have revealed that the 
elastic recovery of TiCrN, GaAlN and -Al2O3 surfaces could reach 100% for a critical indentation frictional 
load (e.g., < 5 N for carbon nitride) at which the lone pair breaks. Figure 28 shows that both ice and nitrides 
share the comparatively low friction coefficients of 0.1. The polarization of the lone pairs slipperize the skins 
of nitrides and oxides. 
48 
 
-25 -20 -15 -10 -5 01E-3
0.01
0.1
1
 
 

 (C)
 Calabrese
 Slotfeldt
 Albracht
 Koning
a
 
0 50 100 150 200 250 300
0.2
0.4
0.6
 
 

Sliding Distance (m)
 CN(5N)
 CN(10N)
 TiN(2N)
 TiN(5N)
 Diamond(10N)
b
 
Figure 28. Friction coefficients of (a) ice and (b) nitrides under different loads in comparison to that 
of a diamond film. Lowering the operating temperature from the ambient (b) may reduce the 
coefficient. The abrupt increase of the coefficient indicates the presence of the critical load at which 
the lone pair nonbond breaks (Reprinted with permission from [60,277] and references therein.) 
 
5.5 Summary 
 
Undercoordination-induced O:H-O bond relaxation and the associated binding electron entrapment 
and the dual-process of nonbonding electron polarization clarify the anomalous behaviour of water 
molecules with fewer than four neighbours — in particular, the skin supersolidity of water and ice. 
Agreement between numerical calculations and experimental observations verified the following: 
 
1) Undercoordination-induced O:H-O relaxation results in the supersolid phase that is elastic, 
hydrophobic, thermally more stable with density loss, which dictates the unusual behaviour of 
water molecules at the boundary of the O:H-O networks or in the nanoscale droplet. 
2) H-O bond contraction densifies and entraps the core and bonding electrons; H-O bond 
stiffening shifts positively the O1s energy, the H and the Tm of molecular clusters, surface 
skins, and ultrathin films of water. 
3) A dual-process of polarization makes the skins hydrophobic, viscoelastic, and frictionless. 
4) Neither a liquid skin forms on ice nor a solid skin covers water; rather, a common supersolid 
skin covers both. The supersolid skin causes slippery ice and toughens water skin.  
5) These understanding may extend to the superfluidity of 4He and the lubricity of water droplet 
flow in carbon nanotubes. 
 
 
6 Thermal excitation: Ice floating, mass-density and phonon-frequency oscillation  
  
 Specific-heat disparity and inter-oxygen repulsion drive the mass-density and phonon-
stiffness oscillation over the full temperature range, with the transition at 277, 258, and 80 K. 
 In the liquid and solid phase, the dL contracts more than the dH elongates, resulting in the 
‘regular’ process of cooling densification.  
 During freezing, the dH contracts less than the dL elongates, leading to O-O elongation and 
density loss; at T < 80 K, both segments are conserved but the O:H-O angle stretches, 
resulting in slight volume expansion. 
 The O-O distance is longer in ice than in water, resulting in a lower density, causing ice to 
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float. 
 
6.1 Thermal anomalies of water ice 
6.1.1 Density oscillation in the full temperature range 
 
H2O density anomalies, in particular the floating of ice, continues to puzzle the community despite 
extensive investigation conducted over past decades [52,85,108,133,136,139,279-286]. When water 
freezes, its volume increases by up to 9% at atmospheric pressure. By contrast, the volume of liquid 
argon shrinks by 12% on freezing [176]. The (T) profiles for water droplets 1.4 nm [133] and 4.4 nm 
[134] in size (see Figure 29a) show that, in the liquid (I, bulk) phase and in the solid (III) phase, H2O 
exhibits the normal process of cooling densification at different rates; at the freezing transition phase 
(II), volume expansion occurs; at temperatures below 80 K (IV), ice volume again increases slightly 
[135]. The critical temperature for the lowest density is strongly droplet-size-dependent.  
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Figure 29. Density (T) profiles of water droplets measured using (a) Raman and FTIR (1.4 nm), and 
(b) small-angle X-ray scattering. Cooling densification takes place in the liquid (I: T ≥ 277 K for bulk) 
and to the solid phase (III: T ≥ 80 K with size-induced dispersion of the least-density temperature from 
202 to 242 K) while cooling expansion occurs at the transition point (II: 273 ≥ T ≥ 205 (244) K). (c) 
Slight volume expansion happens to H2O and D2O at T ≤ 80 K (IV). (Reprinted with permission from 
[133-135].) 
 
6.1.2 Available mechanisms for density anomalies 
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Theoretical studies on the physical anomalies of water ice have mainly focused on the density change in 
the freezing region in terms of supercooling. The mechanism behind the ‘regular’ process of cooling 
densification in the liquid and solid phases has attracted little attention. The following mechanisms have 
addressed freezing expansion:  
 
1) The mixed-phase scheme [85,133,136,281-283,285,286] suggests that a competition between the 
‘ice-like’ nanoscale fragments or the ring- or chain-like low-density liquid (LDL), and the 
tetrahedrally structured high-density liquid (HDL) fragments dictates the volume expansion at 
freezing [90,283]. Cooling increases the proportion of the LDL phase, and then ice floats. The 
many-body electronic structure and the non-local vdW interactions could be possible forces driving 
volume expansion [109].  
2) The monophase notation [20,52,108,279,280] explains that water contains a homogeneous, three-
dimensional, tetrahedrally coordinated structured phase with thermal fluctuation that is not quite 
random [108,284]. Unlike the mixed-phase scheme, the monophase model attributes freezing 
expansion to the O:H-O bond relaxation in length and angle in a fixed but as yet unclear manner.  
3) The linear correlation model [287] rationalizes the fact that the local density changes 
homogeneously with the length, angle and network topology of the O:H-O bond. O:H-O bond 
elongation is responsible for thermal expansion, while the angular distortion causes contraction. 
Therefore, the competition between the O:H-O bond angle and its length relaxation determines the 
density anomalies of water ice.  
4) The model of two kinds of O:H-O bond [288,289] suggests that one kind of stronger and another 
kind of weaker O:H-O bond coexist randomly in the ratio of about 2:1. By introducing these two 
types of O:H-O bond, Tu and Fang [289] reproduced a number of the anomalies of water, 
particularly the thermodynamic properties in the supercooled state. They found that the exchange 
between the strong and the weak O:H-O bonds enhances the competition between the open and the 
collapsed structures of liquid water.  
 
6.1.3 Phonon stiffness oscillation and O 1s thermal entrapment 
 
Phonons of ‘normal’ materials undergo heat softening because of the thermal lengthening and softening 
of all bonds involved [191,192,240,290-294]. However, as shown in Figure 30, heating stiffens the 
stiffer H phonons and softens the softer L phonons of liquid water [25,113,295-299] and ice at 
temperatures above 80 K [194,297,300-302]. Free-standing water droplets in the supercooling state also 
demonstrates thermal H stiffening in temperatures between -34.6 and 90.0°C [303]. Marechal [304] 
observed that thermal H stiffening and L softening happen simultaneously, not only in liquid H2O but 
also to liquid D2O, despite an offset in the characteristic peak. However, the H transition at 0°C from 
thermal stiffening to thermal softening, as shown in Figure 30d [297], has hitherto received little 
attention. 
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Figure 30. Thermal H stiffening for bulk water in the temperature ranges from (a) 0 to 300°C, and (b) -
10 to 10°C. (c) Thermal H stiffening for supercooled water droplets in the range -34.6 to 90°C at 
ambient pressure. (d) The H transitions at 0°C from thermal-stiffening to cooling-stiffening. The H in 
(a) is unchanged in the vapor phase (half-filled circles) at 3650 cm-1; empty circles show linear 
dependence of H on temperature in the superheating liquid. (Reprinted with permission from 
[113,297,303,305].) Hatched vertical lines indicate H at 3450 cm-1 for the skin, 3200 cm-1 for bulk 
water, and 3150 cm-1 for bulk ice. 
 
However, thermal annealing of low-density amorphous ice from 80 to 155 K softens H from 3120 to 
3080 cm-1[306], which is counter to the trend of H heating stiffening in ice-VIII crystals. Thermal 
relaxation increases the structural order of the amorphous state on more extended length scales as the 
average O-O distance becomes shorter with narrower distribution. 
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Figure 31. Insignificant shift of (a) the H and (b) the L at T ≤ 60 K (reprinted with permission from 
[307,308] and references therein). This indicates that L  H  0 almost silences the O:H-O bond in this 
temperature regime [5]. Broken lines guide viewing. 
 
Figure 31 shows that both the H and the L approach almost an almost constant value at T < 60 K 
[307]. Using IR spectroscopy, Medcraft et al. [308] measured the size- and temperature-dependence of 
L in the temperature range 4–190 K. They found that heating softened the L at T > 80 K but the L 
remains almost unchanged below 60 K. Earlier Raman spectroscopy had revealed that the L for bulk 
ice drops monotonically with temperature down to 25 K with relatively lower resolution [309].  
 
Heating also deepens the O 1s energy (see Figure 32) towards that of gaseous molecules [310,311]. The 
O 1s thermal entrapment has always been explained as the consequence of the mixed-phase 
configuration, that is, ordered tetrahedral and distorted O:H-O bonded networks [51,90]. 
 
 
 
Figure 32. O 1s spectra of vapor, liquid water, and amorphous and crystalline ice at different 
temperatures, with an energy scale displaying the full spectrum (A) or only the 1b1 orbital (B). The peak 
(1b1) splits into a double of peaks (1b1′ and 1b1″ in B). Panel C shows the O 1s orbital energies of 
molecules and liquid water; the side panel illustrates the molecular orbitals. (Reprinted with permission 
from [310,311].) 
 
 
C 
53 
 
6.1.4 Emerging challenges 
 
Phonon and electron spectroscopic and diffraction studies to date have mainly focused on the structural 
phases composition and transition under compression and thermal excitation [14,183,194,300]. 
Determination of the following attributes is beyond the scope of available models focusing on the phase 
composition in the supercooling states. Solving the emerging challenges from the perspective of O:H-O 
bond relaxation could be possible: 
 
1) Thermal oscillation dynamics of x and  in the full temperature range  
2) The ‘regular’ process of cooling densification in the liquid and solid phases  
3) Slight density drop and x conservation at extremely low temperatures  
4) O 1s thermal entrapment and phonon cooperative relaxation  
5) Size dispersion of the extreme-density temperatures for water droplet — superheating and 
supercooling in the transition phase  
 
6.2 Bond–electron–phonon relaxation 
6.2.1 Bond angle–length relaxation and density oscillation 
 
Figure 33 features the MD-derived relaxation of the segmental lengths dx, the O:H-O angle , 
snapshots of the MD trajectory, and the O-O distance as a function of temperature. Figure 33a shows 
that the shortening of the master segments (denoted with arrows) is always coupled with a lengthening 
of the slaves during cooling. In the liquid region I and in the solid region III, the O:H bond contracts 
more than the H-O bond elongates, resulting in a net loss of the O-O length. Thus, cooling-driven 
densification of H2O takes place in both the liquid and the solid phases. This mechanism differs 
completely from that conventionally adopted for the standard cooling densification of other ‘normal’ 
materials in which only one kind of chemical bond is involved [130].  
 
In contrast, in the transition phase II, the master and the slave exchange roles. The H-O bond 
contraction is less than the O:H bond expansion, producing a net gain in the O-O length and resulting in 
density loss. Calculations reveal no region IV below 80 K as observed, due to the limitation of the 
algorithm used. Encouragingly, the entire process of relaxation follows the modeling prediction based 
on the specific-heat disparity, as discussed in section 2.2.3. 
 
Figure 33b shows that widening of the angle  contributes to volume change. In the liquid phase I, the 
mean  value of 160° remains almost constant. However, the snapshots of the MD trajectory in Figure 
33c and the MD video in [5] show that the V-shaped H-O-H motifs remain intact at 300 K over the 
entire duration of recording. This configuration is accompanied by large fluctuations of  and dL 
flashing in this regime, which indicates the preference for a tetrahedrally-coordinated structure of water 
molecules [107], even for a single molecule at the low temperature of 5 K [96].  
 
In region II, cooling widens  from 160° to 167°, which contributes a maximum of +1.75% to the O:H-
O bond elongation and about 5% to the volume expansion. In phase III,  increases from 167° to 174° 
and this trend results in a maximal value of -2.76% to the volume contraction in ice. An extrapolation of 
the  widening in Figure 33b results in the O—O distance lengthening in region IV, which explains the 
slight drop in density and the steady L (dL and EL) observed at temperatures below 80 K [308,309]. 
Therefore, the angle relaxation contributes only positively to the mass density loss in phase II without 
apparent influence on relevant physical properties such as TC, E1s, x etc., although molecular 
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polarization may mediate the angle. 
 
-200 -150 -100 -50 0 500.978
0.979
0.980
1.76
1.78
 IIII II  
 
d x 
(Å)
T(K)
 O : H
 H-O
a
-200 -150 -100 -50 0 50
160
165
170
 
 
(
o )
T(K)
b
 
-200 -150 -100 -50 0 50
2.74
2.72
2.70
 
 
d O
O (
Å)
T(K)
d
 
Figure 33. MD-derived dx and O:H-O angle  relaxation dynamics. (a) Arrows indicate the masters 
that contract in different regions accompanied with elongation of the other parts as a slave. T = T-Tmax 
where Tmax = 277 K is the maximal density temperature for bulk. (b) Cooling widening of  contributes 
positively to freezing expansion and negatively to cooling densification in the solid phase while it 
remains almost constant in liquid. (c) The snapshots of MD trajectory show that the V-shaped H2O 
motifs remain intact at 300 K because of the stronger H-O bonding (3.97 eV/bond). (d) The calculated 
O-O distance oscillation agrees with the density change of water ice [133]. (Reprinted with permission 
from [5].) 
 
The MD-video in [5] shows that, in the liquid phase, the H and the O attract each other in the O:H, but 
the O-O repulsion prevents this occurrence. The intact H-O-H motifs move ceaselessly like a complex 
pendulum because of the high fluctuation and frequent switching the O:H interaction on and off. 
 
The evolution of the O-O distance shown in Figure 33d agrees well in trend with the measured density 
evolution in the relevant temperate range [133]. In ice, the O-O distance is always longer than in water 
— hence ice floats, without necessary involvement of the mixed-phase. Therefore, the entire process of 
density oscillation arises from O:H-O bond relaxation subject to the specific-heat disparity. 
 
6.2.2 Phonon frequency x thermal oscillation 
  
As expected, the Raman spectra of water cooled using programmed liquid nitrogen, in Figure 34, show 
three regions: T > 273 K (I), 273 ≥ T ≥ 258 K (II), and T < 258 K (III) [5]:  
 
1) In liquid phase I, T ≥ 273 K, cooling stiffens L abruptly from 75 to 220 cm-1 and softens H 
T = 200 K 
c 
T  100K
T = 200 K T = 300K  
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from 3200 to 3140 cm-1 with indication of ice forming at 273 K. The cooperative x shift 
indicates that cooling shortens and stiffens the O:H bond but lengthens and softens the H-O 
bond in the liquid phase, which confirms again that the O:H bond cooling contraction 
dominates O:H-O relaxation in liquid water, as predicted by calculations. 
2) In the freezing phase II, 273–258 K, the situation reverses. Cooling stiffens H from 3140 to 
3150 cm-1 and softens L from 220 to 215 cm-1 (see the shaded areas). Consistent with the 
Raman H shift measured at temperatures around 273 K [301,305], the cooperative shift of x 
confirms the switching of the master and the slave roles of the O:H and H-O during freezing; 
H-O contraction dominates.  
3) In the solid phase III, T ≤ 258 K, the master-slave role reverts to its behavior in the liquid 
region, albeit with a different relaxation rate. Cooling from 258 to 98 K stiffens L from 215 to 
230 cm-1 and softens H from 3150 to 3100 cm-1. Other supplementary peaks at about 300 and 
3450 cm-1 change insignificantly; the skin H of about 3450 cm-1 in water and ice is indeed 
thermally insensitive. The cooling softening of H agrees with that measured using IR 
spectroscopy of ice clusters of 8–150 nm size [307]. When the temperature drops from 209 to 
30 K, H shifts from 3253 to 3218 cm-1.  
4) Figure 31 shows that both H and L remain almost constant at T < 70 K, which indicates that 
neither the length nor the energy of the two segments changes with temperature because of their 
extremely low specific heat (Figure 9). 
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Figure 34. Temperature-dependent Raman shifts of (a) L < 300 cm-1 and (b) H > 3000 cm-1 in the 
temperature regions of T > 273 K, 273 ≥ T ≥ 258 K, and T < 258 K, confirming the expected O:H-O 
length and stiffness cooperative oscillation over the full temperature range (reprinted with permission 
from [5]). 
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Figure 35. Temperature-dependent power spectra of H2O. (a) Splitting of the high-frequency peaks at 
260 K indicates the transition from water to ice at 200–260 K. (b) Phonon oscillation (indicated with 
hatched lines) holds the same trend as that of Raman measurements in Figure 34.  
 
Figure 35 shows the T-dependent power spectra of H2O derived from MD calculations. The splitting of 
the high-frequency peaks at 260 K indicates the transition from water to ice at 200–260 K. The three-
region phonon thermal oscillation is the same as the measurements in Figure 34. Figure 36 compares 
the measured and the calculated phonon thermal relaxation dynamics. As expected, L stiffening 
(softening) always couples with H softening (stiffening) in all three regions. Offsets of the calculated 
L by -200 cm-1 and H by -400 cm-1 compared to experiments suggest the presence of artifacts in the 
MD algorithm that deal inadequately with the ultra-short-range interactions. 
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Figure 36. Comparison of the measured (solid lines) and the calculated (broken lines) phonon relaxation 
dynamics. Indicated 200/400 cm-1 offsets of the calculated x match observations. (Reprinted with 
permission from [5].) 
 
It is now clear why heating softens the H of amorphous ice [306] rather than stiffening it, as occurs in 
crystalline ice. The H redshift indicates H-O bond lengthening. Molecular undercoordination shortens 
the H-O bond, which is distributes randomly in the amorphous phase. Annealing removes the defect and 
relaxes the H towards crystallization. Therefore, H redshift occurs in amorphous ice upon annealing, 
which is within the BOLS expectation. 
 
6.2.3 O 1s energy shifting versus H stiffening 
 
The correlation  2 1H H sd E    in Eq. (21) indicates that both the E1s and the H shift are always 
in the same direction, at different rates, when the specimen is excited. Therefore, the 1b1 peak 
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corresponds to the skin H at 3450 cm-1, and 1b1 to the bulk H at 3200 cm-1 for water (see Figure 32). 
The O 1s goes deeper, and the H shift is consistently higher at heating, because heating shortens and 
stiffens the H-O bond. It is expected that the E1s also undergoes thermal oscillation but its 
measurement in ultra-high vacuum is very difficult.  
 
6.3 Isotope effect on x thermal relaxation 
  
Figure 37 shows that the isotope (D) has two effects on the IR spectrum of ordinary H2O [304]. One is 
the intensity attenuation of all peaks and the other is the general phonon softening [304]. However, x 
maintains the shift trend due to heating — H stiffening and L softening. The mechanism of this 
isotope effect remains unclear. 
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Figure 37. IR spectra of 1 m-thick ordinary water (H) and heavy water (D) reveal that isotope D 
attenuates the intensity and softens all phonons of the H2O in general, although the thermal stiffening of 
H and thermal softening of L remain. (Reprinted with permission from [304].) 
 
This puzzle may be explored from the perspective of effective mass reduction. The isotope contributes 
only to reducing the  1 2 1 2 1 2, / ( )m m m m m m    in the expression x  (Ex/x)1/2/dx. Considering the 
mass difference, both vibration modes shift their relative frequencies compared to ordinary water in the 
following manner: 
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 (26) 
where, for intramolecular H-O vibration, m1 is the mass of H (1 atomic unit) or D (2 atomic units); and 
m2 is the mass of O (16 units); and for intermolecular H2O:H2O vibration, m1 = m2 is the mass of 2H + O 
(18 units) or 2D + O (20 units). Measurements shown in Figure 37 yield the following:  
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(27) 
The difference between the numerical derivatives in Eq.  (26) and the measurements in Eq. (27) arises 
mainly from Coulomb coupling, particularly for L. It is thus justifiable to adopt first-order 
approximation as helpful for describing the isotopic effect on the phonon relaxation dynamics of x. 
Therefore, the addition of the isotope softens all the phonons by mediating the effective mass of the 
coupled oscillators in addition to the quantum effect that may play some role. The peak intensities in the 
isotope are also lower because of the enhanced scattering by the low-frequency vibrations. 
 
6.4 Summary 
 
Consistency in the four-region oscillation of , dx, x and the proposed specific-heat evidence that the 
coupled O:H-O bond oscillators describe adequately the true situation of water ice when cooling. 
Agreement between calculations and the measurements verify the following: 
 
1) Inter-oxygen repulsion and the segmental specific-heat disparity of the O:H-O bond govern the 
change in the angle, length and stiffness of the segmented O:H-O bond, and the oscillation of 
the mass density and the phonon-frequency of water ice over the full temperature range. 
2) The segment with relatively lower specific heat contracts and drives the O:H-O bond cooling 
relaxation. Cooling stretching of the O:H-O angle contributes positively to volume expansion in 
the freezing phase but it contributes negatively to cooling densification in the solid phase. 
Angle relaxation has no direct influence on the physical properties, with the exception of mass 
density. 
3) In the liquid and solid phases, the O:H bond contracts more than the H-O bond elongates, 
resulting in the cooling densification of water and ice. This mechanism is completely different 
from the process experienced by other ‘normal’ materials when only one type of chemical bond 
is involved. 
4) In the freezing transition phase, H-O bond contracts less than the O:H bond lengthens, resulting 
in volume expansion during freezing. Stretching of the O:H-O bond angle lowers the density 
slightly at T < 80 K as the length and energy of the O:H-O are conserved.  
5) The O-O distance is larger in ice than it is in water, and therefore ice floats. 
  
 
7 Multiple fields coupling 
 
 Stimuli jointly relax the O:H-O bond in a superposition manner.  
 Compression enhances the effect of liquid and solid cooling. 
 Molecular undercoordination has the opposite effect of compression.  
 Molecular undercoordination disperses the extreme-density temperatures by specific-heat 
modulation through x cooperative relaxation — supercooling and superheating coexist. 
 
7.1 Undercoordination enhances the effect of liquid and solid heating 
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Cluster size reduction lowers the skin molecular CN and raises the fraction of the undercoordinated 
molecules. Undercoordination enhances the effect of liquid and solid heating on dH contraction. 
Medcraft et al. [307] confirmed this trend by examining the joint effects of size reduction and thermal 
excitation on the H frequencies of ice nanoparticles 3–200 nm in diameter over a temperature range of 
5–209 K. They found that reducing particle size below 5 nm stiffens the H by some 40 cm-1. The size 
effect is not apparent for particles larger than 8 nm because of the proportion of undercoordinated skin 
molecules lost. They also found that the peak H shifts up by 35 cm-1 from 3218 cm-1 at 30 K to 3253 
cm-1 at 209 K.  
 
MD calculations [263] shown in Figure 38 also confirm this coupling effect. The H of molecules at the 
polymer proxy undergoes a further 35 cm-1 blueshift at 310 K compared to bulk water at the same 
temperature; instead, the L of bulk water undergoes a redshift upon heating. In fact, cluster size 
reduction lengthens the O:H bond and softens L; heating enhances this size trend on L softening. The 
joint effect results in the MD-derived trends in Figure 38. These observations confirm that size 
reduction and heating have the same effect on H stiffening and L softening. 
 
However, at T < 60 K, the x shows almost no change [307,308], except for a slight increase in volume 
[135] if the particle size remains unchanged. Although O:H-O angle stretching increases the volume, the 
specific heat x  0 relaxes neither the length nor the stiffness of the O:H or the H-O bond, conserving 
the x. 
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Figure 38. (a) Cluster size reduction (proximal) stiffens H at the same temperature; and (b) heating 
softens the L of bulk water (reprinted with permission from [263]) because both molecular 
undercoordination and heating shorten and stiffen the H-O bond, and lengthen and soften the O:H bond.  
  
7.2 Compression has an opposite effect to undercoordination  
  
Figure 39 shows the joint effect of undercoordination and compression on E1s and the valence band 
shift for water clusters of different sizes [46]. Except for the O 1s peak at 539.7 eV for gaseous 
molecules, size growth and compression jointly shift the O 1s energy from 539.7 to 538.2 eV towards 
the component centered at 538.1 eV for the skin of bulk water [233,234]. UPS reveals that the entire 
valence band of a molecule subjected to 7.5 kPa pressure shifts up and expands in width when the 
cluster size grows [46].  
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Figure 39. Joint effect of compression and undercoordination on E1s (left) and the valence band (right) 
for water clusters (10 mbar = 1 kPa). The vertical broken line denotes the E1s at 539.7 eV for gaseous 
molecules. The 1b1, 1b2, and 3a1 orbitals of water molecules (monomer) are shown. Compression 
enhances the effect of size growth in raising the E1s and the valence band. (Reprinted with permission 
from [46].) 
 
The coupling effect of compression and size growth on the O 1s and valence band follows the BOLS 
notation — that is, the amount of energy shift is proportional to EH. Compression softens but molecular 
undercoordination stiffens the H-O bond. Therefore, size growth enhances the effect of compression on 
the binding energy shift in all energy bands.  
 
Systematic studies [182,186] have also revealed that cooling enhances the effect of compression on the 
structure phase transition and dipole moment of ice. In the solid phase, both cooling and compression 
shorten the O:H bond and lengthen the H-O bond.  
 
7.3 Size dispersivity of extreme-density temperatures  
One important fact is that the extreme-density temperatures change with droplet size. The least-density 
temperature varies from 205 to 242 to 258 K when the water droplet increases in size from 1.4 [133] to 
4.4 nm [134] and to the bulk water [5] (see Figure 29). The melting temperature of the skin is as high as 
315 K. Much attention has been paid to supercooling related to liquid-freezing or superheating related 
to ice-melting without knowing why they happen and what the correlation is between superheating and 
supercooling. 
 
As discussed in section 2.3, size reduction increases the curvature and the fraction of undercoordinated 
molecules in a droplet, which stiffens the H-O bond and softens the O:H nonbond. Size reduction raises 
the H(DH) and lowers the L(DL). The droplet-size-induced Dx(x) relaxation mediates the specific 
heat and hence disperses the extreme-density temperatures. Reducing the droplet size stretches the H 
outwardly and compresses the L inwardly along the T-axis (see Figure 9), which results in 
supercooling at freezing and superheating at melting. Thus it is not surprising that the extreme-density 
temperatures of droplets change with droplet size.  
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8 Potential paths for the O:H-O bond at relaxation 
  
 Lagrangian dynamics provides the best means solving the motion of the coupled O:H-O 
oscillators with particularly asymmetrical and short-range interactions.  
 Solution then enables mapping of the potential paths for the O:H-O bond at relaxation by 
transforming the (dx, x) into the (kx, Ex) at each state of quasi-equilibrium.  
 Both oxygen atoms move in the same direction along the potential paths by different amounts 
under excitation of cooling, compressing, and clustering.  
 The Lagrangian derived CN trend agrees with measured EH of 3.97, 4.66, and 5.10 eV for bulk, 
skin, and monomer of water. 
  
8.1 Lagrangian oscillating dynamics 
8.1.1 Harmonic approximation of the coupled oscillator 
 
The potential energy V of the coupled O:H-O oscillators contains 3 terms (Eq.  (2) and Figure 6b):  
 
     
     
       
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V r V d u vdW like
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V r V d u u V d u C repulsion
          
,  
(28) 
where dC0 = dL0 + dH0 is the distance between adjacent oxygen ions at equilibrium without contribution 
of Coulomb repulsion; dC = dL + dH denotes this distance at quasi-equilibrium with involvement of the 
repulsion; the displacement uC = uL + ΔL - uH + ΔH is the change of distance between neighboring 
oxygen ions at quasi-equilibrium; x is the dislocation caused by repulsion. Displacements uL and uH 
take opposite signs because the O:H and H-O dislocate in the same direction [2]. A harmonic 
approximation of the potentials at each quasi-equilibrium site, by omitting the higher-order terms in 
their Taylor series, yields: 
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           
 , 
(29) 
where Vx(dx0), commonly denoted Ex0, is the potential well depth (n = 0 terms) of the respective segment 
at equilibrium. Noting that the Coulomb potential never reaches equilibrium, and that the repulsion 
force is always positive, the other potentials are expanded at their quasi-equilibrium points in the Taylor 
series. As will be shown shortly, an on-site harmonic approximation ensures sufficient accuracy of the 
derived potential paths for O:H-O relaxation without high-order approximation. 
 
In the Taylor series, the n = 1 term equals zero for the L and the H segment potentials at ideal 
equilibrium without Coulomb repulsion, Vx(dx) = 0. At quasi-equilibrium, the sum of 
Vx(dx) + VC(dC) = 0, or Vxux + VCuC = 0, due to the presence of Coulomb repulsion. Here, 
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CC C C
d d
d
V V r   denotes the first-order derivative at the quasi-equilibrium position. Terms of n = 2, or 
the curvatures of the respective potentials, denote the force constants, i.e., 
0
2 2'' d d
x
x x x d
k V V r  for the 
harmonic oscillators.  
 
Substituting Eq. (28) into Lagrangian Eq. (12) yields the O:H-O bond oscillating dynamics, with fP 
being the non-conservative force due to compression [6]: 
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 (30) 
 
8.1.2 General solution 
 
A Laplace transformation of (30) yields the general solution,  
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(31) 
The vibration angular frequency x depends on the force constants and the reduced masses of the 
oscillators. The x and its combination with Ax is the amplitude of the respective oscillator. This general 
solution indicates that the O:H and the H–O segments share the same form of eigenvalues of stretching 
vibration. The force constant kx is correlated to x as follows: 
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, 
(32) 
where c is the velocity of light in vacuo. Omitting the Coulomb repulsion decouples the oscillators into 
the classically isolated H–O and H2O:H2O oscillator with the respective angular frequency of vibration 
x x/x k m  .  
 
8.2 Specific solutions 
8.2.1 Short-range interactions at equilibrium  
 
With the known Coulomb potential, the measured segmental dx (or density [1]), and x [2], parameters 
in the L-J (EL0, dL0) and in the Morse (EH0, ) potentials can be mathematically obtained. Table 6 lists 
the 0-th, first, second and third derivatives of the Taylor series. Table 7 lists the corresponding energies 
as functions of pressure. The harmonic approximation is indeed valid because the third derivative is 
much smaller than the second derivative.  
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Table 6. Derivatives of the L-J and Morse potentials at equilibrium. 
 
Derivatives L-J potential  Morse potential Results 
Vx0(Ex0) EL0 EH0 (3.97 eV)[3] Ex0 
Vx = 0 0 dx0 
Vx+ Vc = 0 0 dx = dx0+ux 
Vx = kx  2L0L072 dE  H022 E   
Vx 3L0L01512 dE  H036 E   
 
 
Table 7. Pressure dependence of the first four terms of the Taylor series of the L-J and Morse potentials. 
Contribution of the third term is negligibly small. (Reprinted with permission from [6].) 
 
P 
(GPa) 
Ex (eV) 
L-J potential Morse potential 
0th 1st 2nd(10-3) 3rd(10-3) 0-th 1st 2nd(10-3) 3rd(10-5) 
0 0.0625  0 16.8102  10.1750  3.9700 0 0.7465  1.02  
5 0.1063   8.2883  2.7002  3.6447  0.6387  0.85  
10 0.1458   4.7185  0.9904  3.3859  0.5300  0.66  
15 0.1755   2.9185  0.4391  3.1875  0.4247  0.49  
20 0.1919   1.9033  0.2212  3.0450  0.3271  0.34  
30 0.2477   0.6599  0.0397  2.6290  0.1880  0.16  
40 0.2498   0.2432  0.0089  2.1285  0.1022  0.07  
50 0.2165   0.0967  0.0024  1.6465  0.0581  0.03  
60 0.1605   0.0697  0.0017  1.1595  0.0626  0.05  
 
 
8.2.2 Force constants versus vibration frequencies 
 
If x and kC are given, it is possible to obtain the force constants kx, the potential well depths Ex0, and the 
cohesive energy Ex, at each quasi-equilibrium site of the O:H and H-O segments. The force constant due 
to Coulomb repulsion is  2 3C r 0 C2πOk q d   at quasi-equilibrium. Applying the known r = 3.2, 
0 = 8.85 × 10-12 F/m, qO = -0.634 e (average of skin and bulk in Table 4), and dC = 2.743 Å (section 4.1) 
results in kC = 0.17 eV/Å2. 
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Figure 40. x-dependence of the force constants kx with kC = 0.17 eV/Å2 (colors differentiate the H from 
the L segment). The kL(L) and the kH(H) are much more sensitive to their respective frequency than 
the crossing terms of kL(H) and kH(L) that remain almost constant. (Reprinted with permission from 
[6].) 
 
Figure 40 shows the functional dependence of kx on x, derived from Eq. (32). The kL increases from 
1.44 to 5.70 eV/Å2 while kH increases from 21.60 to 42.51 eV/Å2 with their respective frequency shifts. 
The cross-terms kL(H) and kH(L), however, remain almost constant. Therefore, Eq. (32) may be 
simplified as, 
 
2 2 2
x x x C4πk c m k    
or,  
  1 x Cx
x
2π k kc
m
    
(33) 
With the measured L = 237.42 cm-1, H = 3326.14 cm-1 and the known kC = 0.17 eV/Å2 for the ice-VIII 
phase under atmospheric pressure [62,172,194], Eq. (33) yields kL = 1.70 eV/Å2 and kH = 38.22 eV/Å2. 
With the known dL = 1.768 Å and dH = 0.975 Å experiencing Coulomb repulsion [2], the free dL0 is 
obtained to be 1.628 Å, and dH0 to be 0.969 Å without involvement of the Coulomb repulsion. Coulomb 
repulsion lengthens the O-O distance from 2.597 to 2.733 Å by 0.136 Å at the 5% level.  
 
With the derived values of kL = 1.70 eV/Å2, kH = 38.22 eV/Å2, and the known value of EH0 = 3.97 eV, all 
the parameters in the potentials and the force fields may be determined (Eq.  (2)) at ambient pressure: 
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(34) 
 
8.2.3 Pressure-dependent (dx, xand (kx, Ex) 
 
The dx(P) in Figure 14b [2] and x(P) in Figure 13b provide the input for obtaining the specific solution 
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(kx, Ex):  
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Figure 41. The known pressure-dependence of (a) x(P) [14,62,172,194] and dx(P) (Figure 14(b)) yield 
(b) the kx(P) and (c) the Ex(P) for the respective segment of the O:H-O bond in compressed ice. The kC 
remains almost constant (b) but couples the two segments. Agreement between the scattered data of 
harmonic approximation at each quasi-equilibrium point and the plotted continuum functions Vx(dx) in 
(c) verifies the reliability of the on-site harmonic approximation for the inharmonic system. (Reprinted 
with permission from [6].)  
 
Lagrangian solution transforms the measured (dx, x) into (kx, Ex) for the segmented O:H-O bond. The 
following formulate the Lagrangian derivatives (Figure 41b and c): 
 
H 0
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H 4 2
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P
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. 
(36) 
Results shown in Figure 41b indicate that the kC (curvature of the Coulomb potential) keeps almost 
constant under compression if the qO and the r are conserved. The kL increases more rapidly than kH 
decreases because of the interplay of the mechanical compression, the Coulomb repulsion, and the 
strength disparity of the two segments. Figure 41c indicates that increasing the pressure from 0 to 
20 GPa strengthens the O:H bond (EL) from 0.046 to 0.190 eV, while softening the H–O bond (EH) from 
3.97 eV to 3.04 eV because of repulsion. This trend agrees with the numerical derivation, indicating that 
O:H contributes positively and H-O contributes negatively to lattice energy [196]. As given in Table 8, 
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when the pressure is increased to 60 GPa, kL reaches 10.03 and kH to 1.16 eV/Å2.  
EL increases to a maximum of 0.25 at 40 GPA, and recovers to 0.16 at 60 GPa.  
 
8.3 Potential paths for O:H-O bond relaxation 
8.3.1 Proton centralization of compressed and cooled ice 
 
The results in Table 8 confirm that compression shortens and stiffens the O:H bond, which lengthens 
and softens the H–O bond through Coulomb repulsion, which shortens the O-O distance towards proton 
centralization. As dL shortens by 4.3% from 0.1768 to 0.1692 nm, dH lengthens by 2.8% from 0.0975 to 
0.1003 nm when the pressure is increased from 0 to 20 GPa [2]. When the pressure increases further to 
60 GPa, the length of the O:H equals the length of the H–O at 0.11 nm, forming a symmetrical O:H-O 
bond in the ice-X phase.  
 
However, EH (1.16 eV) remains higher than EL (0.16 eV) at 60 GPa, which means that the 
sp3-hybridization of O is retained during the symmetrization. The nature of the respective short-range 
interaction persists even though the length and force constants approach equality. This means that it is 
unlikely to that the sp3-hybridized orbits of oxygen will be dehybridized by compression. Therefore, 
phase X remains the H2O molecular structure despite identical length scales. The counters of the 
potential paths follow each respective potential curve during symmetrization. 
 
Most strikingly, unlike the ‘normal’ substance that gains energy with possible plastic deformation under 
compression [312], O:H-O bond always losses energy, instead. The O:H-O bond always tends to 
recover its higher energy state at relaxation to lower initial state without any plastic deformation, 
exhibiting recoverability of relaxation and damage. 
 
Table 8. Pressure-dependence of the O:H-O segmental cohesive energy Ex and force constant kx, and the 
deviated displacement (Δx) from the equilibrium position. (Reprinted with permission from [6].) 
 
P (GPa) EL (eV) EH (eV) EH+L(eV) kL (eV/Å2) kH (eV/Å2) ΔL  (10-2 nm) 
ΔH  
(10-4 nm) 
0 0.046 3.97 0 1.70 38.22 1.41 6.25 
5 0.098 3.64 -0.278 2.70 35.09 0.78 6.03 
10 0.141 3.39 -0.485 3.66 32.60 0.51 5.70 
15 0.173 3.19 -0.653 4.47 30.69 0.36 5.26 
20 0.190 3.04 -0.786 5.04 29.32 0.27 4.72 
30 0.247 2.63 -1.139 7.21 25.31 0.14 3.85 
40 0.250 2.13 -1.636 8.61 20.49 0.08 3.16 
50 0.216 1.65 -2.15 9.54 15.85 0.05 2.71 
60 0.160 1.16 -2.696 10.03 11.16 0.04 3.35 
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Figure 42. Potential paths Vx(r) for the O:H-O bond relaxation in ice: (a) when compressed (l. to r.: 
P = 0, 5, 10, 15, 20, 30, 40, 50, 60 GPa); and (b) for cooling (l. to r.:  238–98 K) [5]. Small blue circles 
represent the intrinsic equilibrium (length and energy) of O2- without Coulomb repulsion or 
compression (Vx = 0, VC = 0, P = 0). Open red circles denote the quasi-equilibrium caused by both the 
Coulomb repulsion and the pressure/temperature (left-hand ends: Vx + VC = 0, P = 0; otherwise: 
Vx + VC + fP,T = 0, where fP,T is the driving force). Broken lines denote potentials at quasi-equilibrium in 
(a). Thick solid lines through all the open circles are the Vx(r) paths of the O:H-O bond at relaxation 
under compressing or cooling. Note the vertical energy scale difference between the two segments in 
one panel and the lateral scale difference between these two panels. The sphere at the coordinate origin 
is a H+ proton. (Reprinted with permission from [6].) 
 
The potential paths pertaining to the O:H-O relaxation dynamics have thus been resolved. Figure 42 
shows the Vx(r) paths for the O:H–O bond in compressed and cooled ice. Sun et al. [5] provided the 
dx(T) and x(T) input for the Vx(r) paths of the O:H-O bond in ice at cooling. 
 
The potential paths show the relaxation dynamics. During relaxation, Coulomb repulsion pushes both 
O2- ions moving firstly outwardly from their ideal equilibrium position. Upon being compressed or 
cooled, both O2- ions in ice move to the right along the potential paths. The intrinsic equilibrium 
position of the O2- forming the H-O bond almost superposes on its quasi-equilibrium position, with a 
displacement of only 6.25  10-4 nm at first. However, for the O:H, the displacement is 1.41  10-2 nm, 
evidence that the O:H bond is much softer than the H-O bond. Coulomb repulsion and external stimulus 
relax Ex along the respective potential path step-by-step. These are amounts beyond the scope of any 
available physical techniques, but the Lagrangian solution provides the values. It is also impossible to 
detect the potential directly without appealing to Lagrangian-Laplace mechanics. 
  
8.3.2 Molecular undercoordination  
 
Using the MD derivatives of dx and x as input (Figure 22 and Figure 24), the Lagrangian solution then 
derived the kx, Ex potential paths for the O:H-O bond relaxation with the (H2O)N size reduction, as 
shown in Figure 43. Numerically, the least EL = 4.3 meV for a dimer seemed not so reasonable because 
the MD artifacts estimate the short-range interactions inadequately. Encouragingly, the trend of EH 
change agrees with the measured vales of 3.97 eV for bulk water ice, 4.52–4.66 eV for the skin, and 
5.10 eV for gaseous monomers, which verify the BOLS-NEP expectation and the physical origin for 
undercoordination-induced O:H-O bond relaxation. 
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Table 9. N-dependence of dx and Ex for the O:H-O bond in (H2O)N. 
N EL (meV) EH (eV) kL (eV/Å2) kH (eV/Å2) ΔL (10-1 Å) ΔH (10-3 Å) 
6 76.53 3.763 2.222 35.92 1.074 6.641 
5 51.31 3.974 1.646 38.22 1.441 6.207 
4 44.92 4.033 1.503 38.85 1.576 6.099 
3 11.38 4.411 0.733 42.83 3.214 5.499 
2 4.30 4.542 0.525 44.19 4.477 5.324 
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Figure 43. Potential paths (red circles) for the O:H-O bond relaxation as a function of N (l. to r.: N = 2, 
3, 4, 5, 6) in the (H2O)N clusters. Blue circles are the ideal equilibrium without inter-oxygen repulsion. 
These indicate that undercoordination reduces the H2O size (dH) but increases their separations (dO-–O) 
with H-O bond stiffening and O:H nonbond softening. 
 
8.4 Summary 
 
The Lagrangian-Laplace solution to the motion dynamics of the coupled O:H-O oscillators transforms 
the measured (dx, x) into (kx, Ex) and thus enables the potential paths to be probed for the O:H-O bond 
at relaxation, which is beyond the scope of currently available experimental means. Results consistently 
provide evidence of the persistence and significance of the asymmetrical short-range interactions and 
Coulomb repulsion in the flexile, polarizable O:H-O bond. The Lagrangian strategy is useful for solving 
strongly correlated systems with multiple short-range interactions. The asymmetrical, local, short-range 
potentials and their switches at the atomic site are the most meaningful information, and the long-range 
interactions serve as the average background in general.  
  
 
9 Uniqueness of the structural solution 
 
 Mass density unifies the size, separation, and geometry of molecular packing in water ice. 
 Solution reconciles the documented proton centralization, skin dO-O and dx cooling relaxation.  
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 Water prefers a fluctuated, tetrahedrally coordinated structure with a supersolid skin. 
 Bi-phase exits to water nanodroplet and nanobubble in a core-shell configuration. 
 
9.1 Challenge: Geometric and scale uncertainties  
 
In all previous sections, we have persevered with the tetrahedral structure of water ice, as only this 
notation provides the O:H-O bond configuration. However, the structure order and the length scale of 
molecular packing in water and ice remain open to debate. Traditionally, independent and instantaneous 
accuracy is sought for one of the strongly correlated parameters, providing fuel for endless argument. 
For instance, the separation between adjacent oxygen atoms (dO-O) has been reported to vary from 2.70 
to 3.00 Å [56,76,248,249,313-321], and molecular size (dH) from 0.970 to 1.001 Å [322]. The molecular 
CN varies from two [90] to four or even greater [323]. Certainty is needed regarding the geometrical 
structure of liquid H2O, and whether mono- or mixed-phase order. 
 
As an important yet often-overlooked quantity for water ice, the mass density , which can easily be 
determined with certainty, does unify uncertain issues such as geometric configuration and length scale. 
Based on the essential rule of sp3-orbit hybridization of oxygen [88,97] and the O:H-O bond 
cooperativity [2,3,5], it should be possible to resolve these uncertainties without the need for 
assumptions or approximations. 
 
9.2 Density–geometry–length scale correlation 
 
The packing order in Figure 5c defines that each cube of a3 volume accommodates only one H2O 
molecule on average. With the known mass of a H2O molecule consisting of 8 neutrons, 10 protons and 
10 electrons, M = (10  1.672621 + 8  1.674927 + 10  9.11  10-4)  10-27 kg, and the known density 
 = M/a3 = 1 (gcm-3) at 4°C at atmospheric pressure, this tetrahedrally-coordinated structural order 
defines unambiguously the molecular separation, dO-O. Furthermore, plotting dL(P) against dH(P) (see 
Eq. (23) and Figure 14b), straight away yields the dx length (unit in Å) cooperativity, free from probing 
conditions or methods. The dO-O, dx and  are correlated as follows [1]: 
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(37) 
Thus, given any known density change, it is possible to scale the size dH and the separation dO-O of H2O 
molecules with the given molecular structure of tetrahedron. If the relaxation of dx matches the value of 
detection, the structure in Figure 5c and the dx cooperativity derived herein are justified as true and 
unique. 
 
Figure 44a shows the conversion of the measured (T) into the dO-O(T) for water droplets of different 
sizes [133,134]. The dO-O values of 2.70 Å measured at 25°C, and 2.71 Å at -16.8°C [249] exactly match 
the derivative for the larger droplet, and testify to the truth of both Eq. (37) and the tetrahedral structure 
as representing the actual condition of water and ice. Furthermore, the data reported in [249] is 
essentially accurate and correct. 
 
From the referenced data, Eq. (37) may be used to make conversions into other relevant quantities. 
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Table 10 summarizes the dO-O, dx,  and x for the skin and the bulk of water and ice, and compares 
them to those of ice at 80 K, and water dimers. For example, from the known dO-O = 2.965 Å [248], 
dH = 0.84 Å and  = 0.75 gcm-3 are derived for the supersolid skin of water and ice. 
 
Table 10. Experimentally derived quantities (x, dx, dO-O, ) of water and ice.  
(Reprinted with permission from [4].) 
 Water (298 K) Ice (253 K) Ice (80 K) Vapor 
 bulk skin bulk Bulk Monomer 
H (cm-1) 3200 [78] 3450 [78] 3125 [78] 3090[5] 3650 [65]
L (cm-1) [5] 220 ~180 [3] 210 235 – 
dO-O (Å) [1] 2.700 [249] 2.965[248] 2.771 2.751 2.980 [248]
dH (Å) [1] 0.9981 0.8406 0.9676 0.9771 0.8030
dL (Å) [1] 1.6969 
 
2.1126 1.8034 1.7739 ≥ 2.177
 (gcm-3) [1] 0.9945 0.7509 0.92 [285] 0.94 [285] ≤ 0.7396
 
9.3 Uniqueness of structure solution  
  
One can obtain the dL, dH, dO-O and  by solving the following simple equation with any one of these 
parameters as input [1]:  
 
   2.5621 1 0.0055 / 0.24 8 02L LOOd ex dp d       .  
 
Agreeing with the MD derivatives given in Figure 33a, decomposition of the dO-O(T) into the dx(T) in 
Figure 44 confirms the following predictions: 
  
1) Cooling shortens the O:H nonbond in the liquid (T > 277 K) and in the solid phase 
(T < 205/242 K), which lengthens the H-O bond slightly and lowers the density.  
2) In the freezing transition phase, the relaxation process reverses, leading to the O-O length gain and 
density loss.  
3) At T ≤ 80 K, dx remains almost thermally stable because the specific heat L  H  0 in this 
regime [5].  
4) Dispersion of the least-density temperature from 205 K (for a 1.4 nm-sized droplet) to 241 K 
(4.4 nm-sized droplet) and to 258 K (for bulk water [5]) follows the expectations of Figure 9. 
Droplet size reduction stretches the H and compresses the L along the temperature axis, resulting 
in supercooling and superheating. 
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Figure 44. (a) (T)  dO-O(T); and (b) dO-O(T)  dx(T) conversion for water droplets (T < 273 K) and 
water bulk (T > 273K) [133,134]. Matching the dO-O(T) profile to the measured dO-O at 25°C 
71 
 
and -16.8°C in panel (a) [249] not only verifies the validity of the uniqueness of the tetrahedral structure 
and the dx cooperativity, but also the accuracy and reliability of the data reported in [249]. (Reprinted 
with permission from [1].) 
 
Figure 45 shows the solution consistency that unifies the (dH, dL,dO-O, ) and the structural order 
pertaining to: (i) compressed ice [14], (ii) cooling water and ice [133,134], and, (iii) water skin and 
molecular monomers [248,249]. The currently derived value dH = 1.0004 Å at unit density lies within 
observed values ranging from 0.970 to 1.001 Å [322]. The dO-O values [90,109,283] greater than the 
ideal value of 2.6950 Å at  = 1 (gcm-3) correspond to the skin that exists only in sites of water ice 
composed of molecules with fewer than four neighbors [3].  
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Figure 45. (a) dL–dH, and (b) –dH profiles for H2O molecules, which match (a) (i) ice under 
compression (dH > 1.00 Å) [14]; (ii) water ice at cooling (0.96 < dH < 1.00 Å) [133,134]; and (iii) water 
skin and monomer (dH < 1.00 Å) [76,249,313,314,318-321]. The value dH = 1.0004 Å is the standard at 
 = 1 gcm-3. For dH shorter than 0.96 Å, it matches (b) in the skin or clusters [3,56,248]. The inset in (b) 
illustrates a change of molecular size and separation with temperature and molecular CN. (Reprinted 
with permission from [1].) 
 
9.4 Nanobubble and nanodroplet bi-phase configuration  
 
Findings herewith indicate that bulk water prefers uniquely the mono-phase of fluctuating tetrahedral 
structure with the addition of low-density supersolid skin. The skin is 0.04–0.12 nm thick, according to 
small-angle X-ray scattering and TIP4P/2005 force-field calculations at 7, 25 and 66°C water and 
atmospheric pressure [262]. However, the skin contains at least two molecular layers that are subject to 
molecular undercoordination, according to the current understanding. In the skin, the geometrical 
configuration of water molecules remains the bulk attribute, but the length scale changes with the CN 
loss — the size of a molecule shrinks but the separation between molecules expands. H-O free radicals 
or dangling bonds are present at the surface; these are even shorter and stiffer than the skin H-O bond, 
as phonon spectroscopy has probed at 3700 cm-1.  
 
Bulk water holds the mono-phase of tetrahedral structure as the volume of the skin is negligible; 
however, for a sufficiently small water droplet, the volume competition between the skin and the core is 
no longer negligible. Therefore, small droplets hold a bi-phase structure in a core–shell order. 
Therefore, it is now clear why some studies have reported a mono-phase structure, and some have 
argued for a mixed-phase structure in water droplets of different size. The bi-phase structures are never 
distributed either homogeneously or randomly in liquid water, though this cannot be resolved 
experimentally at the present time. 
72 
 
 
Gas bubbles at the nanometer scale have far-reaching physical, chemical and biological effects [82]. 
They are difficult to destroy, and are thermally much more stable than bubbles at the millimeter scale 
[324]. A bubble is the inversion of a droplet; a soap bubble, for example, contains two skins — an inner 
and outer skin — both of which are in the supersolid phase. The volume proportion of the entire liquid 
shell volume of such supersolid phases is much greater than in a droplet. Therefore, bubbles 
demonstrate the supersolid state more significantly: elasticity, hydrophobicity and thermal stability, 
which makes bubbles mechanically stronger and thermally more stable than droplets. Further 
investigation of the thermo–mechanico–dynamics and bond–electron–phonon cooperative relaxation in 
bubbles is in active progress. 
 
 
10 Mpemba paradox: O:H-O bond memory and water–skin supersolidity 
 
 Heating stores energy into water by simultaneously stretching the O:H and shortening the H-O.  
 Cooling has the opposite effect, emitting energy at a rate of history dependence.  
 Heating and supersolidity jointly elevate skin thermal diffusivity, favoring outward heat flow. 
 Being sensitive to the source volume, skin radiation and drain temperature, the Mpemba effect 
proceeds only in a strictly non-adiabatic ‘source–path–drain’ cycle system for heat ‘emission–
conduction–dissipation’.  
 
10.1 Why does hotter water freeze faster? 
 
The Mpemba effect [325-329] is the assertion that hot water freezes quicker than cold water, even 
though it must pass through the same lower temperature on the way to freezing. This puzzle has baffled 
thinkers such as Francis Bacon, René Descartes and Aristotle [325], who first noted: “The water has 
previously been warmed contributes to its freezing quickly: for so it cools sooner”. Hence, many people, 
when they want to cool water quickly, begin by putting it in the sun. 
 
However, a commonly accepted explanation or numerical reproduction of this phenomenon remains 
challenging despite efforts made since the age of Aristotle. Proposed factors explaining this effect 
include evaporation [330], thermal convection [331,332], solutes [333], frosting [334], supercooling 
[334,335], etc. According to the winner [336] of a competition held in 2012 by the Royal Society of 
Chemistry, thermal convection provides the best possible rationalization of the energy ‘emission–
conduction–dissipation’ dynamics in the ‘source–path–drain’ cycle system in which the Mpemba 
paradox takes place. However, little attention has yet been paid to the nature and the relaxation 
dynamics of the O:H-O bond [337] that is the primary constituent of the liquid. The liquid serves as 
both the source and the path in this event.  
 
10.2 Numerical solution: Water-skin supersolidity 
10.2.1 Fourier thermal–fluid equation 
  
Figure 46 illustrates an adiabatically-walled, open-ended, one-dimensional tube cell for solving the 
Fourier fluid transport equation by the finite element method [7]. Water at an initial temperature i in 
the cell is divided along the x-axis into two regions: the bulk (B, from -L1 = -9 mm to 0) and the skin (S, 
from 0 to L2 = 1 mm). The tube is cooled in a drain of constant temperature f, which is subject to 
variation to allow it to be examined for sensitivity. 
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Figure 46. The water in the adiabatically-walled, open-ended, one-dimensional tube cell at initial 
temperature i is cooled in the drain of constant temperature f. The liquid source is divided along the x-
axis into B, the bulk (-L1  = -9 mm, 0) and S, the skin (0, L2 = 1 mm), with respective thermal 
diffusivities αB and αS. The mass densities are S/B = 3/4 [1,3] in the respective region. The bulk-skin 
interface is at x = 0; hj is the heat transfer (radiation) coefficient at the two ends of the tube, with the 
absence (j = 1, left-hand end) and presence (j = 2, right-hand end) of the skin.  
 
The time-dependent gradient of temperature change at any site (x), which follows the function and the 
initial- and boundary conditions: 
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 (38) 
The first term describes thermal diffusion and the second term describes thermal convection in the 
Fourier transport equation, where  is the thermal diffusivity and v is the convection rate. The known 
temperature-dependence of the thermal conductivity (), the mass density (), and the specific heat 
under constant pressure Cp(), given in Figure 4, determines the thermal diffusivity B of the bulk 
water. The skin supersolidity [3] contributes to S in the form S()  4/3B(), because the skin mass 
density 0.75 gcm-3 is 3/4 times the standard density at 4°C. S () is subject to optimization as the skin 
supersolidity may modify the ()/Cp() value in a yet unknown manner.  
 
The boundary conditions represent that the temperature  and its gradient /x x     continue at the 
interface (x = 0) and the thermal flux h(f – ) is conserved at each end for t > 0. The velocity of 
convection v takes the bulk value of vS = vB = 10-4 m/s, or zero for examination. As the heat transfer 
(through radiation) coefficient hj depends linearly on the thermal conductivity  in each respective 
region [338], the standard value of h1/B = h2/S = 30 w/(m2K) [99] is necessary for solving the 
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problem. The h2/S term contains heat reflection by the boundary. The ratio h2/h1 > 1 describes the 
possible effect of skin thermal radiation. 
 
10.2.2 Roles of convection, diffusion, and boundaries 
 
The computer reads in the digitized (), () and Cp() in Figure 4 to compose the B() before each 
iteration of calculating the partitioned elemental cells. Besides the thermal diffusivity and the 
convection velocity in the Fourier equation, systematic examination of all possible parameters in the 
boundary conditions is essential. The results in Figure 47 and Figure 48 reveal the following:  
 
1) Characterized by the crossing temperature, the Mpemba effect happens only in the presence of 
the supersolid skin (S/B > 1) irrespective of thermal convection.  
2) Complementing skin supersolidity, thermal convection distinguishes only slightly between the 
skin and bulk temperature, and raises the crossing temperature negligibly. 
3) The Mpemba effect is sensitive to the source volume, the S/B ratio, the radiation rate h2/h1 and 
the drain temperature f.  
4) The bulk/skin thickness (L1:L2) ratio and the thermal convection have little effect on 
observations.  
 
For instance, increasing the liquid volume may annihilate the Mpemba effect because of the non-
adiabatic process of heat dissipation. It is understandable that cooling a drop of water (1 mL) needs 
shorter time than cooling one cup of water (200 mL) at the same i and under the same conditions. 
Higher skin radiation h2/h1 > 1 promotes the Mpemba effect. Therefore, conditions for the Mpemba 
effect are indeed very critical, which explains why it is not frequently observed. 
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Figure 47. Thermal relaxation curves (i, t) at x = 0: (a), (b) with supersolid skin absent (S/B = 1); 
and (c), (d) with supersolid skin present (optimized at S/B = 1.48); and (a), (c) with thermal 
convection absent (vS = vB = 0); and (b), (d) with thermal convection present (vS = vB = 10-4 m/s). The 
Mpemba effect is characterized by the crossing temperature which occurs only in the presence of the 
skin supersolidity, irrespective of the thermal convection. The insets in (a) and (b) show the time-
dependent thermal field in the tube. Supplementing the skin supersolidity, convection only slightly 
raises  and the crossing temperature — as the insets in (c) and (d) show. (Reprinted with permission 
from [7].) 
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Figure 48. Sensitivity of the Mpemba effect (crossing temperature) to: (a) the source volume; (b) the 
bulk/skin thickness ratio (L1:L2); (c) the supersolidity ratio S/B; (d) the radiation rate h2/h1; and (e) the 
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drain temperature f. Volume inflation (from 1 to 5 cm) in (a) prolongs the time until the crossing 
temperature is reached, and raises the skin temperature (see inset). (b) The L1:L2 ratio has little effect on 
the relaxation curve. Increasing (c), the S/B and (d) the h2/h1 ratio promotes the Mpemba effect. (e) 
Lowering the f shortens the time until the crossing temperature is reached. The sensitivity examination 
is conducted based on the conditions of S/B = 1.48, vS = vB = 10-4 m/s, f = 0°C, L1 = 10 mm, L2 = 1 
mm, h1/B = h2/S = 30 w/(m2K) unless indicated. (Reprinted with permission from [7].) 
 
10.2.3 Mpemba attributes reproduction 
 
Figure 49 shows the numerical reproduction of the observed Mpemba attributes (insets) [326,336], 
which confirm the following:  
 
1) Hot water freezes faster than cold water under the same conditions.  
2) The liquid temperature  drops exponentially with cooling time (t) until the transition of water 
into ice, with a relaxation time  that drops as i is increased  
3) The water skin is warmer than sites inside the liquid and the skin of hotter water is even warmer 
throughout the course of cooling.  
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Figure 49. Numerical reproduction of the measured data (see insets): (a) thermal relaxation (i, t); and 
(b) skin-bulk temperature difference (i, t) curves [326,336] for water cooling from different i. 
Results were obtained using the conditions given in Figure 48. (Reprinted with permission from [7].)  
 
10.3 Experimental revelation: O:H-O bond memory 
10.3.1 O:H-O bond relaxation velocity 
 
The following formulates the decay curve (i, t) shown in Figure 49a [336]: 
 
 
 
1
1 1
i
i jij
d dt decay function
relaxation time
  
 

 
     , 
 (39) 
where the i-dependent relaxation time i is the sum of ji over all possible j-th process of heat loss 
during cooling.  
 
It is encouraging that a combination of the documented experimental profiles of the (i, t) (Figure 49a 
inset) and the dH() (Figure 50a converted form Figure 4a using Eq. (37)) directly reveals the memory 
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of the O:H-O bond without any assumption or approximation being needed. The (i, t) curve provides 
the slope of 1/ id dt     and the    -51.0042-2.7912 10 exp +273 /57.2887Hd       (Å) formulates 
the measured  dependence of the H-O bond relaxation. Multiplying both slopes immediately yields the 
linear velocity of dH relaxation at cooling.  
 
As the O:H nonbond and the H-O bond are correlated by Eq. (37), the relaxation velocities of their 
lengths and energies are obtained, since Ex = kx(dx)2/2 approximates the energy storage with the known 
dH velocity. For simplicity and conciseness, the focused will be on the instantaneous velocity of dH 
during relaxation:  
         
2887.57
1 
 H
i
HH d
dt
d
d
dd
dt
dd   , 
where:  
  Hd  = -2.7912  10-5 exp[( + 273)/57.2887]. 
(40) 
Figure 50b plots the i-dependence of the dH linear velocity, which confirms that the O:H-O bond 
indeed possesses memory. Although passing through the same temperature on the way to freezing, the 
initially shorter H-O bond at higher temperature remains highly active compared to its behavior 
otherwise when they meet on the way to freezing.  
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Figure 50.  (a) Measured dH() (the solid line fitted to scattered data); and (b) derived i (the starting 
point of each line) and its dependence on the dH velocity during relaxation at cooling. The velocity of 
the initially shorter H-O bond at higher i always remains higher than otherwise when they meet. 
(Reprinted with permission from [7].)  
 
10.3.2 Relaxation time versus initial energy storage 
 
Solving the decay function Eq. (40) yields the relaxation time i(ti, i, f):  
 
1
f i
i i
i i
b
t Ln
b
 
        
. 
 (41) 
An offset of the f (= 0°C) and the i by a constant bi is necessary to ensure f + bi ≥ 0 in the solution 
(bi = 5 was taken with reference to the fitted data in Figure 49a). Using the measured ti, i and f given 
in Figure 51a (scattered data) as input, the respective i may be found, shown by the solid line. The 
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derived i drops exponentially with the increase of the i (Figure 51a), or with the increase of initial 
energy storage, or the initial vibration frequency measurements [113], as Figure 51b shows.  
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Figure 51. (a) Cooling time t (scattered circles) dependent of relaxation time i (fitted solid line) is 
correlated to (b) the initial energy EH (solid black line) and vibration frequency H (broken blue line) of 
measurements [113] for the liquid source cooling from different i. (Reprinted with permission from 
[7].) 
  
10.4 Heat ‘emission–conduction–dissipation’ dynamics 
10.4.1 Liquid source and path: Heat emission and conduction 
 
Figure 52 illustrates the cooperative relaxation of the O:H-O bond in water under thermal cycling. An 
interplay of the O:H vdW-like force, the H-O exchange interaction, the O-–O Coulomb repulsion, the 
specific-heat disparity between the O:H, and the H-O bond, always dislocate O atoms in the same 
direction along the respective potential paths [2].  
 
Generally, heating stores energy in a substance by stretching all bonds involved. However, heating 
excitation stores energy in water by lengthening the O:H nonbond. The O:H expansion weakens the 
Coulomb interaction, which shortens the H-O bond by shifting the O2- towards the H+ (red line linked 
spheres in Figure 52 are in the hot state). Cooling does the opposite (blue line liked spheres), analogous 
to suddenly releasing a pair of coupled, highly deformed springs, one of which is stretched and the other 
compressed. This emits energy at a rate that depends on the deformation history (i.e., how much they 
were stretched or compressed). Energy storage and emission of the entire O:H-O bond occurs mainly 
through H-O relaxation, since EL (about 0.1 eV) is only 2.5% of EH (about 4.0 eV) [3]. The O:H-O bond 
memory and the unusual way of energy emission yield the history-dependent H-O bond relaxation 
velocity at cooling, as shown in Figure 50b.  
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Figure 52. O:H-O bond cooperative relaxation under thermal cycling [339,340]. The dH0 and dL0 are the 
respective references at 4°C. Indicated are the O:H vdW-like nonbond interaction (EL ~0.1 eV; left-
hand side), the H-O bond exchange interaction (EH ~ 4.0 eV; right-hand side), and the inter-oxygen 
electron-pair repulsion (paired green dots). A combination of these interactions and the specific-heat 
disparity between the O:H and the H-O dislocate O atoms in the same direction by different amounts 
when cooling. The relaxation proceeds along the O:H-O bond potentials from hotter (red line linked 
spheres, labeled ‘hot’) to colder state (blue line linked spheres, labeled ‘cold’).  
 
During liquid heating, molecular undercoordination has the same effect as above on O:H-O bond 
relaxation. Heating and molecular undercoordination are mutually enhanced during O:H-O bond 
relaxation and the associated thermal diffusivity in the skin region. Mass density is lowered, raising the 
thermal diffusivity, which favors outward heat diffusion in the conduction path. 
 
10.4.2 Source–drain interface: Nonadiabatic cycling 
 
It is necessary to emphasize that the Mpemba effect happens only in circumstances where the water 
temperature drops abruptly from i to f at the source–drain interface. Examination has indicated that 
the Mpemba crossing temperature is sensitive to the volume of the liquid source (Figure 48a). Larger 
liquid volumes may prevent this effect by heat-dissipation hindering. As confirmed by Brownridge 
[334], any spatial temperature decay between the source and the drain could prevent the Mpemba effect. 
Examples of such decay might include sealing the tube ends, an oil film covering, a vacuum isolating 
the source–drain chamber, muffin-tin-like containers connecting, or multiple sources contributing to a 
limited volume. Conducting experiments under identical conditions is necessary to minimize artifacts 
such as radiation, source/drain volume ratio, exposure area, container material, etc.  
 
10.4.3 Other factors: Supercooling and evaporating 
 
It has been clear that the EH determines the critical temperature for phase transition [2]. Superheating at 
melting and supercooling at freezing is associated with the shorter H-O bond in water molecules with 
fewer than four neighbors, such as those that form the skin, a monolayer film, or a droplet on a 
hydrophobic surface or hydrophobically confined [218]. Supercooling is also associated with the longer 
H-O bond being in contact with hydrophilic surface [219] or with the longer H-O bond being 
compressed [2]. Supercooling of the colder water in the Mpemba process [334] is evidence that the 
initially longer H-O bonds in the colder water reacts more slowly to the relaxation at the freezing point 
than the bonds in the warmer water, because of the lower momentum of relaxation–memory effect.  
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The involvement of ionic solutes or impurities [341,342] mediates Coulomb coupling because of the 
alternation of charge quantities and ion volumes [343]. Salting affects the H-O phonon blueshift in the 
same way as heating [121,344,345], since it is expected to enhance the velocity of heat ejection at 
cooling. Mass loss due to evaporation of the liquid source [327] has no effect on the relaxation rate of 
O:H-O bonds since mass loss for cooling is negligible; it has been confirmed that the mass loss is only 
1.5% or less in experiments freezing water at 75°C down to -40°C. 
 
10.5 Summary 
 
Reproduction of observations revealed the following pertaining to Mpemba paradox: 
 
1) O:H-O bonds possess memory whose thermal relaxation defines intrinsically the rate of energy 
emission. Heating stores energy in water by O:H-O bond deformation. The H-O bond is shorter 
and stiffer in hotter water than it is in colder water. Cooling does the opposite, emitting energy 
with a thermal momentum that is history-dependent.  
2) Heating enhances the skin supersolidity that elevates the skin thermal diffusivity with a critical 
ratio of S/B ≥ B/S = 4/3. Convection alone produces no Mpemba effect, only raising the skin 
temperature slightly. 
3) Highly nonadiabatic ambient conditions are necessary to ensure immediate energy dissipation at 
the source–drain interface. The Mpemba crossing temperature is sensitive to the volume of 
liquid source being cooled, the drain temperature and skin radiation.  
4) The Mpemba effect takes place with a characteristic relaxation time that drops exponentially 
with increased initial temperature, or with initial energy storage in the O:H-O bond. 
5) O:H-O bond memory may have implications for living cells, in which the O:H-O bond 
relaxation dominates the signaling, messaging, and damage recovering. 
  
11 Prospects and perspectives 
  
 Negative thermal expansion at freezing may apply to other materials having short-range 
interactions and strong correlation. 
 The Hofmeister series for protein dissociation, activation and deactivation of ion channeling 
could be controllable by mediating O-–O repulsion.  
 Melting and anti-icing could be adjustable by EH modulation through electro- and magneto-
field. 
 Dielectric relaxation of water ice may vary with changes in , EH, and polarization. 
 
11.1 Negative thermal expansion 
  
The vast majority of materials have a positive coefficient of thermal expansion (() > 0) and their 
volume increases on heating. There is also another very large number of materials that display the 
opposite behavior: their volume contracts on heating, that is, they have a negative thermal expansion 
(NTE) coefficient [346-349]. A typical specimen is cubic ZrW2O8 that contracts over a temperature 
range exceeding 1000 K [350]. NTE also appears in diamond, silicon and germanium at very low 
temperatures (< 100 K) [351], and in glass in the titania-silicate family, Kevlar fiber, carbon fibers, 
anisotropic Invar Fe–Ni alloys, and certain kinds of molecular networks at room temperature. The NTE 
of graphite [352], graphene oxide paper [353], and ZrWO3 [350] all share the NTE attribute of water at 
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freezing, see Figure 53. NTE materials may be combined with other materials with a positive thermal 
expansion coefficient to fabricate composites having an overall zero thermal expansion (ZTE). ZTE 
materials are useful because they do not undergo thermal shock on rapid heating or cooling. 
 
Typical of the models that explain the NTE effect suggests that NTE arises from the transverse thermal 
vibrations of the bridging oxygen in the M-O-M linkages inside ZrW2O8, HfW2O8, SC2W3O12, AlPO4-17, 
and faujasite-SiO2 [354,355]. The phonon modes (centered around 30 meV or 3200 cm-1) [356] can 
propagate without distorting the WO4 tetrahedron or the ZrO6 octahedron, termed the ‘rigid-unit mode’. 
The rigid-unit mode also accounts for the structural phase transition of ZrW2O8 and ZrV2O7 [357].  
 
Extending the NTE mechanism to water–ice transition from the perspective of bond relaxation may 
complement existing models in understanding NTE in general. Phonon spectroscopes have the 
capability to monitor the relaxation process easily and directly, as they do for water. Current 
understanding indicates that NTE results from the involvement of at least two kinds of coupled, short-
range interactions and the associated specific-heat disparity. In the instance of graphite, the (0001) 
intralayer covalent bond and the interlayer vdW interactions may play certain roles, in much the same 
way as the O:H-O bond does in water. O, N and F all create lone pairs of electrons upon reaction, which 
create the weaker short-range nonbonding interaction. 
 
 
 
 
Figure 53. The NTE of (a) H2O; (b) graphite; and (c) ZrW2O8 with thermal expansion coefficient α 
(open circles) and Grüneisen parameter γ = 3αB/Cv (crosses), where B is the bulk modulus and Cv is the 
specific heat at constant volume; (d) shows the associated phonon spectrum measured at T = 300 K. The 
inset illustrates the ‘rigid rotation model’ model (reprinted with permission from [82,352,356]). These 
NTEs share the same behavior as water freezing, but at different temperature ranges, which is evidence 
of the essentiality of two types of coupled short-range interactions with specific-heat disparity to these 
a b 
c d 
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materials. 
 
11.2 Electro-, magneto-, and mechanico-freezing 
 
Electric fields affect water freezing [358,359]. For example, the rate of ice nucleation from the vapor 
phase substantially increases in electric fields above 104 Vm-1 with respect to the normal growth rate 
[360]. A substrate charged with unlike charges has opposite effects on water freezing. Positively 
charged LiTaO3 and SrTiO3 films promote ice nucleation by elevating Tm; if negatively charged, they 
demote nucleation by lowering the freezing temperature [361]. Water droplets cooled down on a 
negatively charged LiTaO3 surface remain liquid at -11°C; if the surface is positively charged, the 
droplets freeze immediately at -8°C, beginning at the solid/water interface; conversely, nucleation 
begins at the air/water interface if the surface is negatively charged [361].  
 
The freezing temperature of water is also altered by electrical fields in narrow cracks at the hydrophobic 
faces of a-amino acid single crystals [362]. Ice forms between the STM tip and the substrate [358]. MD 
calculations predict that a strong electrical field (> 109 V m-1) align water dipoles and crystallizes the 
water into polar cubic ice [363,364]. According to MD calculations (see Figure 54), the Tm of 
monolayer ice decreases from 325 K to 278 K when the external electric field rises to 109 Vm-1 [138]. 
 
 
 
Figure 54. Temperature-dependence of the in-plane diffusion coefficient of the confined monolayer 
water of d = 0.79 nm thick (inset) under different external electric fields. The inset also shows the Tm as 
a function of E. (Reprinted with permission from [138].) 
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Figure 55. (a) Front and top views of the floating water bridge (14 mm long) formed between two 
beakers in a 106 Vm-1 field. (b) The residual phonon spectrum of the bridge (inset are the raw spectra) 
with respect to that of bulk water at 20°C revealed that the bridge exhibited skin supersolidity with H 
from 3100/3150 cm-1 to 3450 cm-1 or slightly higher. (Reprinted with permission from [365,366].) 
 
The floating water bridge is another interesting phenomenon, first reported by Armstrong [367] in 1893 
and by Fuchs et al. [368] in 2007. Two beakers filled with deionized water form a bridge between them 
when they are subject to a d/c [365] or a/c (up to 1000 Hz) [366] voltage higher than 10 kV (106 Vm-1 
field) at room temperature. The bridge lasted for hours and was > 2 cm long (see Figure 55a) [365,369]. 
This experiment is stable and reproducible, which leads to the special condition that the water in the 
bridge can be assessed under high voltages and different atmospheric conditions [370].  
 
There are two views on the forces equilibrating the bridge. One is tension along the bridge caused by 
the electric field within the dielectric material [371], and the other is surface tension [372]. The latter 
indicates that the electric field avoids the breakup of the bridge into small droplets and maintains its 
stability. 
 
The tension due to the electric field in a dielectric medium is given by [371]: 
 
  20 1DE rT E A   , 
 (42) 
where A= πD2/4 is the cross-sectional area of the bridge, εr is the relative permittivity of water, and ε0 is 
the permittivity of the vacuum. If a tension TDE is acting on a curved bridge of curvature ξ, the vertical 
force produced per unit length of the bridge is ξTDE, while the gravitational force per unit length is Aρg. 
Thus the ratio of the dielectric force and the gravitational force will be: 
 
2
0 ( )1 rDE ER g
  

 . 
(43) 
The second mechanism suggests that the force holding the bridge is the surface tension only. According 
to Aerov [372], the electric tension along the bridge is zero. The electric field causes stability of the 
bridge and avoids it from breaking into droplets. The tension caused by surface tension is the sum of the 
tension on the sides (γP) and the repulsion caused by the pressure jump at the surface (-γP/2): 
 
a 
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PT  , 
(44) 
where P = πD is the perimeter of the cross-section of the bridge. According to this notation, the ratio 
between the upwards surface-tension force and the gravitational force is then: 
 
2
STR gD

 . 
(45) 
According to Namin et al. [365], surface tension and electrical tension contribute equally to holding the 
bridge.  
 
However, the Raman residual phonon spectrum in Figure 55b reveals that the bridge formation raises 
the H from 3100 cm-1 to 3500 cm-1, slightly higher than the characteristic peak of the supersolid skin at 
3450 cm-1. Therefore, polarization and viscoelasticity due to skin supersolidity may dominate in holding 
the bridge. The H offset from 3450 to 3500 cm-1 may indicate that the electric effect enhances skin 
supersolidity by promoting molecular polarization that shortens and stiffens the H-O bond further. 
Further investigation from the perspective of joint electrical and skin supersolidity would be interesting 
and revealing. 
 
Magnetic fields also modulate water freezing in a much more irregular manner. MD calculations reveal 
that a 10 T magnetic field can raise the freezing temperature of a hydrophobically confined water 
nanodroplet up to 340 K [373]. Increasing the magnetic field up to 10 T, the surface tension of regular 
water at 298 K increases from 71.7 to 73.3 mN/m and that of D2O increases to 74.0 mN/m [374] in a B2 
manner. 1H-NMR measurements revealed that a 0.01–1.0 T magnetic field reduces the surface tension 
but raises the viscosity of water [375]. However, a 60  10 T d/c magnetic field lowers the freezing 
point of the ambient water to -7°C [376]. Confirmation of the magnetic field effect on water freezing 
would be very interesting. 
 
When subjected to about 1 GPa compression, liquid water turns to ice-VII at room temperature [82]. 
Figure 56 shows the pressure-dependent Raman spectra of water at 25°C. During the phase transition, 
the pressure suddenly drops from 1.35  to 0.86 GPa although the volume of the diamond compression 
cell containing the water shrinks continuously [377]. In the ice phase, the x shifts cooperatively, 
following the trend of compressed ice at lower temperature. The sudden drop in pressure upon freezing 
may indicate a new mechanism for the O:H-O relaxation at the transition point. 
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Figure 56. Raman spectra of the mechanico-freezing of ambient water reveals a sudden drop in pressure 
at freezing from 1.35 to 0.86 GPa. Hatched vertical lines denote the x of the skin (75 and 3450 cm-1), 
bulk (< 300 and 3200 cm-1) and the H for bulk ice (3150 cm-1). The skin feature at 3450 cm-1 persists 
throughout the range of pressures, which indicates that water contacts diamond hydrophobically. 
(Reprinted with permission from [377].) 
 
How the electrical, magnetic and mechanical fields mediate EH could be the key to these issues, as EH 
determines the Tm uniquely. The electrical and magnetic fields affect only moving electrons by 
polarization that may adjust the short-range potentials in their own manner. Further investigation on 
these multifield effects on O:H-O bond relaxation would be more viable. 
  
11.3 Hofmeister series, de-icing, and anti-icing  
 
The behavior of aqueous ions has a profound impact on biological molecules such as proteins and DNA, 
and thus have implications for health care and disease curing [378]. Ions added to protein solution in the 
form of salts, acids, sugars or buffer reagents are crucial to maintaining protein stability. Different ions 
may help to prevent aggregation and self-association of DNA by activating or deactivating ion 
channeling.  
 
Hofmeister [379] discovered in late 1800s (see Figure 57) that certain aqueous ions follow a peculiar 
order in increasing or decreasing the ability of water to precipitate egg white in solution. Anions in 
particular, such as SO42-, Cl-  and SCN- follow a seemingly arbitrary sequence. In this order, they 
increasingly de-nature and dissolve proteins, and have either increasing or decreasing effects on many 
other solution properties, such as surface tension. 
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Figure 57. The Hofmeister series. (Reprinted with permission from [379].) 
 
Randall and Failey [380-382] realized that the efficiency of common cations as salting-out agents 
follows these orders:  
 
For anions:  
OH- > SO42-, CO32- > ClO4- > BrO3- > Cl- > CH3COO- > IO3-, IO4- > Br-, I- > NO3-; 
 
For cations:  
Na+ > K+ > Li+ > Ba2+ > Rb+ > Ca2+ > Ni2+ > Co2+ > Mg2+ > Fe2+ > Zn2+ > Cs+ > Mn2+ > Al3+ > Fe3+, 
Cr3+ > NH4+ > H+ 
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Figure 58. (a) Comparison of normalized H for 1 M KX (X = F-, Cl-, Br-, and I-) in HOD/D2O (black 
lines) with pure HOD/D2O (blue lines); and (b) the residual phonon spectra with grid denoting the 
frequency offset due to ion replacement. (Reprinted with permission from [343].) 
 
The effect of adding salts to solutions of nonelectrolytes is very complex, due to different types of 
intermolecular interactions that involve the ions, the solvent, and the solute molecules [383]. Figure 58 
compares the H-O spectra of HOD/D2O with and without presence of 1 M KX (X = F-, Cl-, Br-, and I-) 
[343]. Results show that larger ions with lower electronegativity shift the H more than otherwise.  
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Using ultrafast 2DIR spectroscopy and MD simulations, Park and coworkers [345] found that 5% NaBr 
addition to HOD in H2O shifts the O-D stretching frequency from 2509 to 2539 cm-1 depending on the 
relative number (8, 16, 32) of H2O molecules attached to a Br- ion. Adding varied concentrations of 
NaBr in the aqueous NaBr solutions disrupts the O:H-O bond network to some extent. HOD molecules 
are H-bonded to ions as HOD–Br-, DOH–Br-, and HDO–Na+ in the hydration shells around the ions. 
Salt ions such as NaCl [344], NaBe [345], LiCl [384], NaClO4 and Mg(ClO4)2 [385-387] also shift 
positively the vibration frequency of the hydroxyl group (-OH or -OD). Aqueous LiCl performs the 
same as adding H2O/LiCl ratio from 100 to 6.7, by dropping the supercooling temperature from 248 K 
to 190 K [384]. The vibration frequency also changes with the pH value of aqueous solutions containing 
organic compounds such as NH4H2PO4 [388]. These features share the same attribute as heating on the 
blueshift of the H-O stretching phonons [113,344]. Detailed examination of the type and concentration 
effect on the full-spectrum of phonon relaxation in combination the Lagrangian transformation would 
be an efficient method resolving the Hofmeister phenomena. 
 
Figure 59. Salt concentration (mol/L) dependence of the heat capacity Cp peaks for methylcellulose 
(MC) solutions shows the salt-out (NaCl) and salt-in (NaI) effect on sol–gel transition thermal 
dynamics. (Reprinted with permission from [389].) 
 
Likewise, salt anions also affect the phase transition characterized by the Cp peaks and enthalpies of 
methylcellulose (MC) aqueous solutions. Xu et al. [389,390] found in their differential scanning 
calorimetric measurement that NaCl exhibits the salt-out and NaI salt-in effect, as shown in Figure 59. 
Increasing NaCl concentration lowers the Cp peak temperature and raises the peak intensity, but NaI has 
the opposite effect. The peak corresponds to the transition between the sol and the gel state of the 
material. They also found that NaScN has the same salt-in effect as NaI at a slight higher rate of the 
linear concentration dependence. Other salts show the salt-out effect, with the slopes in the order 
NaNO3 < NaBr < NaCl < NaSO4 < Na3PO4. The effect of salt-in and salt-out on the thermal behavior of 
the MC solution may share some common mechanism with the Hofmeister series. Interplay between the 
organic and the inorganic may be helpful in identifying the effect of anion substitution on O:H-O bond 
relaxation and its consequences for the performance of the relevant materials. 
 
-100
100
300
500
700
900
1100
1300
1500
30 40 50 60 70 80 90
Temp, oC
Re
lat
ive
 C p
, K
J/m
ol 
o C
0.8 M NaCl
0.6 M NaCl
0.4 M NaCl
0.2 M NaCl
MC
0.2 M NaI
0.4 M NaI
0.6 M NaI
0.8 M NaI
88 
 
There are two possible mechanisms that might explain the Hofmeister series from the perspective of the 
length scale of interactions [378]. One is that ions produce long-range effects on the structure of water, 
leading to changes in the tendency for proteins to be precipitated from a water solution or remain 
dissolved. The general current view is that the Hofmeister effects stem largely from the varying 
capabilities of different salt ions to replace water at nonpolar molecular or macroscopic surfaces, but 
neither theoretical framework can yet predict these actions [383] nor explain them from the perspective 
of ion-replacement-induced O:H-O relaxation. 
 
We have attempted to explore this problem from the perspective of Coulomb mediation of O:H-O 
cooperativity [121]. Figure 60 shows the residual FTIR B1 ( 550 cm-1, corresponding to the O:H-O 
bending mode) and H (3200–3450 cm-1) spectra of water upon being heated and salted with NaCl. The 
salted H spectra are the same as those reported in [344,391]. Encouragingly, heating and salting have 
the same effect in relaxing x phonons (although with a slight difference in the L between heating 
and salting), which indicates that both heating and salting modulate the Coulomb repulsion between the 
electrons of ions by means of some common but as yet unknown mechanism.  
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Figure 60. (a), (c) FTIR residual B1; and (b), (d) H spectra of water as a function of (a), (b) salinity 
(mass% NaCl) and (c), (d) temperature with respect to the reference spectrum collected from unsalted 
water at 278 K. The insets show the raw spectra [392]. Heating shifts B1 from 600 to 480 cm-1, while 
salting shifts B1 to 530 cm-1. The H shifts from 3150 to 3450 cm-1, and is slightly sensitive to 
temperature and salting concentration.  
 
However, dependence of the contact angle on temperature and NaCl concentration in Figure 61 reveals 
that heating lowers the surface tension but salting raises it, although both relax the x phonon in the 
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same manner. Replacement of the O2- ions by Cl enhances the polarization within the O:H-O bond but 
heating weakens the O:H strength by depolarization [186]. The slight difference in the L in Figure 61 
may indicate heating depolarization.  
 
The mechanism of H heating stiffening may explain the salt effect on the H stiffening in liquid water. 
As demonstrated in [5], heating lengthens the dO-O, weakening the Coulomb repulsion by O:H nonbond 
thermal expansion, which shortens the H-O bond and stiffens the H phonon. Larger ions with lower 
ionicity would weaken the Coulomb repulsion and soften the H more. The extent of the shift in the 
order F- < Cl- < Br- < I- (Figure 60) indeed follows this expectation. This realization may be the starting 
point for unlocking the Hofmeister series; further investigation is in progress. 
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Figure 61. (a) Contact angle measurements of water droplets on a glass substrate as a function of (b) 
NaCl concentration and heating temperature. These results reveal that the evolution trends of the 
contact angle are opposite to IR vibration frequencies. Heating weakens the polarization that modulates 
the stiffness of the skin, whereas salting enhances it [186]. 
 
Conversely, sweet solutions are obtained upon heating mixtures of carbohydrates, urea and inorganic 
salts to moderate temperatures, to give new chiral media for organic reactions [393]. The solubility of 
sugar increases with temperature but drops with pressure [394]. Salt assists the dissociation of snow by 
softening the O:H nonbond and stiffening the H-O bond. Therefore, sugars and salts may share some 
common but unknown mechanism for the anti-icing and de-icing effect.  
 
The preliminary understanding of the heating and salting effect on surface tension and x shift may 
explain why hot water is a better cleaning agent than cold water. Soaps, sugars and detergents may 
functionalize in a similar way to heating and salting in washing and cleaning. Replacing O2- with ions of 
salts, acids or sugars, together with heating, perhaps weaken the Coulomb repulsion between charged 
ions. According to the present understanding, reduced repulsion weakens the O:H bond by reducing EL. 
Thermal softening of the O:H bond decreases EL and surface tension, making hot water a better ‘wetting 
agent’ that can penetrate into pores and fissures rather than bridging them by surface tension. Soaps and 
detergents may further weaken the O:H nonbond and help the cleaning process. Lowering surface 
tension by shortening the H-O bond makes H2O smaller and more readily soak into pores and soils. 
Salted soils, being harmful to plant growth, may prevent plants from completely absorbing salted water.  
 
11.4 Dielectric relaxation anomalies 
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The transition of electrons from the valence band to the conduction band determines the relaxation of 
the static dielectric constant of a substance [198]. Band-gap EG expansion, lattice relaxation, and 
electron–phonon coupling processes all contribute to the dielectric constant relaxation. Enhancement of 
interatomic interaction lowers the dielectric constant [198,395]. The dielectric permittivity ( = r – 1) 
of a semiconductor is approximately proportional to the inverse square of its EG [395-397]. The 
refractive index, n = r1/2 = ( + 1)1/2, drops accordingly when the specimen is compressed or cooled, 
since EG increases under such stimuli [398-400]. The dielectric constants of semiconductors also drop in 
the skin region, and with solid size [198]. 
 
However, the refractive index of liquid water at room temperature increases with pressure in the same 
trend as density (see Figure 62). The dielectric constant also increases with cooling. Both compression 
and cooling soften the O:H nonbond and stiffen the H-O bond and increase the dielectric constant. This 
is contrary to the dielectric behavior of ‘normal’ materials; for example, Si exhibits dielectric loss when 
cooled or compressed.  
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Figure 62. Enhancement of the refractive index in water by (a) compression, and (b) cooling. The inset 
in (a) shows the pressure-dependence of the mass density of water at 298 K. (Reprinted with permission 
from [21,401].) 
 
The following possible mechanisms may be responsible for the dielectric enhancement of water when 
compressed or cooled. These stimuli shorten the O:H bond and lengthen the H-O bond, producing a 
gain in mass density yet a loss in EH. Some or all of the following parameters may raise the dielectric 
constant of water: 
 
   
 
 
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H
OO
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d Mass density
E H O energy
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
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Generally, the dielectric constant is inversely proportional to the gradient of the band gap [395]. Band 
gap, electron–phonon interaction, polarization and bond length relaxation all contribute to the change of 
the dielectric constant. In the skin supersolid phase of water ice, how does the dielectric constant change 
with the molecular undercoordination? This question remains open for discussion. Formulation from the 
perspective of O:H-O bond relaxation is more meaningful and revealing than merely correlating the 
dielectric properties with mass density.  
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11.5 H2O–cell and H2O–DNA interaction 
 
Understanding the interactions between water molecules and cells, membranes, proteins and so on is 
one of the most challenging areas in biology [8]. For instances, solvation water around proteins is 
denser than bulk water [27], implying that the H-O bond becomes longer and softer, and that the 
interaction is hydrophilic. Ice absorbs and entraps albumin protein in solution [10]. The geometry of the 
O:H-O network within the solvation layer differs from that in bulk water when interacting with a 
protein surface.  
 
Figure 63 shows Raman H spectra in normal (non-cancerous) and cancerous breast tissue (infiltrating 
ductal cancer) with bulk pure water [12]. These distinguish between the H-O features of cancerous 
tissue, healthy tissue and pure water, and reveal how the length and stiffness of the H-O bond change 
once water interacts with cancerous tissue.  
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Figure 63. Raman H spectra in normal (non-cancerous) and cancerous breast tissue compared with 
bulk pure water. (Reprinted with permission from [12].) 
 
DNA is a most important bio-molecule because it stores all the information regarding the structure and 
function of every living cell. Interaction between DNA and water molecules largely determines its 
structure and function. However, little is known about the DNA hydration mechanism. Light-scattering 
from DNA and from proteins in general is very weak and it is in a different energy-transfer range. It is 
only possible to resolve vibrations that are largely due to water–water interactions with biomolecule 
perturbation [402]. The neutron diffraction spectrum (predominated by H motion) in the low-frequency 
region is mainly due to O:H-O bonding between water and DNA, or between water molecules. Inelastic 
incoherent neutron scattering provides information within the same energy ranges as IR and Raman 
spectra, but the intensity is sensitive to the phonon DOS.  
 
Figure 64 shows the concentration-dependence of the neutron spectra of H2O–DNA at 200 K. The H-O 
stretching modes of water around 400 meV shift to a higher frequency and the O:H stretching mode at 
< 5 meV approximately (x = meV  105 = meV  80.7 cm-1) shift to lower frequencies at lower 
hydration levels. Spectral peaks approach those of ice if the hydration level is sufficiently high. This 
effect is the same as for heating and salting, but in inverse order of concentration. 
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Figure 64. Neutron vibration spectra of H2O–DNA at 200 K as a function of water concentration. (a) 
The percentage indicates grams of water per 100 g dry DNA. (b) Order of lyophilized DNA, upwards 
from the bottom curve, is 25, 50, 75, 100, 150, 200 g of water per 100 g DNA. Vertical lines denote the 
characteristic x of net water (broken-line spectrum). (Reprinted with permission from [402].) 
  
11.6 Wetting dynamics: Leidenfrost effect and droplet dancing  
 
The Leidenfrost effect denotes the skittering of water when it hits a hotplate. When a liquid hits 
something that is very hot — about double the liquid’s boiling point — it never comes directly in 
contact with its surface. The action is similar to that of liquid nitrogen on any flat surface. The liquid 
droplets each produce an insulating vapor layer that prevents the liquid from boiling rapidly, and acts as 
a barrier that appears to levitate the droplet. Water droplets will also ‘climb’ up a steep incline, the 
steepness increasing with the surface roughness, and the direction of the droplets’ movement depends 
on the thermal field of the surface [403]. 
 
The dynamics of molecular evaporation and the momentum of the ejected molecule may help in 
understanding this phenomenon. A water molecule evaporates more readily at higher temperatures and 
less saturated vapour pressures. Both heating and unsaturated vapour pressure lengthen and soften the 
O:H bond with the memory effect. Therefore, the liquid–vapor phase transition at the contact point 
ejects molecules with considerable momentum, applying a reaction impulse to the droplet. The direction 
of the impulse depends on the contact conditions: the component of the impulse parallel to an incline 
pushes the droplet up the incline; and the component normal to the horizontal hotplate surface separates 
the droplet from the hotplate. Theoretical formulation of the Leidenfrost effect, in particular the upward 
movement of the droplet, from the perspective of O:H-O bond memory and evaporation impulse could 
be of interest.  
 
In dynamic electrical field experiments, Wang and Zhao [404,405] trapped tiny water droplets and 
caused them to ‘dance’, by combining the effects of surface tension, elastic force and electrical force to 
manipulate a flexible thin film and encapsulate or release a tiny droplet in a controlled and reversible 
manner. The film-supported droplet vibrated at twice the frequency of the input a/c signal. During this 
action, the droplet was observed to lie flat on the surface at the maximum applied voltage, and bent 
upward as the voltage was reduced.  
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Dynamic wetting of water droplets on either a hydrophobic or a hydrophilic surface of different 
roughnesses and at various temperatures is an interesting issue, as it is related to liquid–solid 
interactions. Yuan and Zhao [406,407] reported the development of a mechanism of multiple-scale 
dynamics of a moving contact line on lyophilic pillars with the scaling relation R  tx (x = 1/3 for a 
rough surface and 1/7 for a smooth surface), where R is the spreading radius and t is time. The 
spreading of a liquid drop on a hydrophilic, flexible pillared surface followed the same scaling 
relationship. The flexible pillars accelerated the liquid when the liquid approached, and trapping the 
liquid as it passed. The liquid deformed the pillars, resulting in energy dissipation at the moving contact 
line. The joint effect of the surface topology, intrinsic wettability and elasticity of a solid influenced the 
flow pattern and the flow field of the droplet on the pillar-arrayed surface. 
 
11.7 O:H-O bond similarities in organic materials 
 
Asymmetrical, short-range O:H-O bond potentials are intrinsic to specimens containing F, O, and N 
element. The short-range interactions and Coulomb coupling is applicable to the inter- and 
intramolecular interactions of these materials. For instance, Raman measurements have revealed 
coupled L stiffening (110–290 cm-1) and H softening ( 3000 cm-1) in the O:H-N bonds in oxamide 
subjected to compression [408]. The pressure-trend of the Raman shifts of melamine-boric acid adduct 
(C3N6H(6)·2H3BO3) super molecules [409], shown in Figure 65, exactly emulate the trend of compressed 
water ice [300].  
 
 
 
Figure 65. Compression stiffens the L and softens the H of the O:H-N bond in oxamide (C2H4N2O2) 
molecular crystal in addition to the abrupt phase transition at 9.5 GPa pressure. (Reprinted with 
permission from [408].)  
 
Compression at pressures greater than 150 GPa also softens the phonons  of hydrogen crystal 
( 4000 cm-1) at various temperatures [410]. Computations reveal that compression symmetrizes the 
intra- and inter-H2 molecular distance [411]. These findings may indicate that short-range inter- and 
intramolecular interactions and the Coulomb coupling exist in hydrogen crystals.  
 
Therefore, O:H-O bond exists in a wide range of materials — H2O, NH3, HF, H2, oxides, nitrides and 
fluorides — because of the presence of short-range interactions. N, O and F create nonbonding lone 
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pairs upon reacting with atoms of other less-electronegative elements. Based on the current notation of 
O:H-O bond cooperativity, it is expected that asymmetrical relaxation in length and stiffness of the 
O:H-O bond dictates the functionality of species with O:H-O bond-like involvement, including 
biomolecules, organic materials, H crystals, among others.  
 
 
12 Concluding remarks 
 
The following tabulates the progress in quantitative and qualitative understanding of water ice in terms 
of O:H-O bond cooperative relaxation under the examined stimuli. Understanding these trends should 
be of use in controlling O:H-O bond relaxation dynamics and harnessing the performance of water ice 
and its solutions of salts and acids interaction with biomolecules. 
 
Quantities Bulk 4°C Skin 
Under-
coordinatio
Cooling 
in 
t iti
Solid/liquid 
cooling 
Compressin
g 
H-O length(Å) dH 1.000 0.840 < 0 > 0 
H-O energy (eV) EH 3.97 4.66 
> 0 < 0 O1s level shift (eV) E1s 
536.
6 538.1
H-O frequency H 3200 3450 
Critical TC (K) TC/Tm 273 315 > 0 – – < 0 
O:H length (Å) dL 1.695 2.180 > 0 < 0 
Mass density(gcm-
3)  1 0.75 
< 0 > 0 O:H energy (eV) EL 0.1 0.08 
O:H frequency(cm-
1) L 175 75 
Evaporation TC Tv 373 – < 0 – – > 0 Debye T(K) D 198 – 
Dipole moment P 
– 
> 0 
dual-process 
polarization 
– > 0  Elastic modulus Y Viscosity  
Anomalies visited 
Density unification of the length scale and geometry, potential paths, structure 
uniqueness of bulk mono-phase and nanodroplet bi-phase, H+ centralization, TC 
depression, low compressibility, band gap expansion, skin supersolidity, 
slipperiness  
of ice, hydrophobicity and toughness of water skin, ice floating; 4-region  and 
x oscillation; H-bond memory, superheating, supercooling, Mpemba paradox, 
etc. 
 
The consistency between DFT-MD calculations, Lagrangian-Laplace transformation, Fourier fluid 
thermodynamic computation, and electron- and phonon spectroscopic observations has verified our 
hypotheses and expectations regarding the anomalies of water ice under mechanical compression, 
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molecular undercoordination, thermal excitation, and their coupling. The following may update the 
understanding: 
 
1) An extension of the Ice Rule produced the basic tetrahedron block that unifies the length scale, 
geometrical structure and mass density of molecular packing in water and ice, and the flexible, 
polarizable, and fluctuating O:H-O bond whose relaxation mediates the performances of water and 
ice.  
2) The O:H-O bond is segmented into the stronger H-O polar-covalent bond and the weaker O:H 
nonbond with mechanical and thermal disparities. Such a master–slave-segmented O:H-O bond 
performs like a pair of asymmetrical, coupled, H-bridged oscillators with short-range interactions 
and memory, which represents all O-O interactions in water and ice, regardless of topological 
configuration or phase structure. 
3) Inter-oxygen repulsion and O:H-O bond disparity discriminate water ice from other ‘normal’ 
materials in their response to external stimuli; if one becomes shorter and stronger, the other 
becomes longer and softer; the O:H always relaxes more than the H-O does; the O:H and H-O bond 
cooperative relaxations determine the physical anomalies of water ice. 
4) H-O bond relaxation determines the H, E1s, EH and TC for phase transitions except evaporation. 
H-O contraction not only raises the density and entraps bonding electrons but also polarizes the 
nonbonding electrons in a dual process. O:H relaxation determines the EL and L; and polarization 
increases elasticity, stiffness, viscosity and the dipole moment. 
5) Compression shortens the softer O:H nonbond and simultaneously lengthens the stiffer H-O bond 
through Coulomb repulsion, leading to low-compressibility proton centralization. Reproduction of 
the TC–P profile confirms that H-O energy determines the TC, Tm and EH of 3.97 eV for bulk water 
and ice. 
6) Molecular undercoordination has an opposite effect to compression, resulting in a supersolid phase 
pertaining to water molecules with fewer than four neighbors. The supersolid phase is elastic, 
polarized, hydrophobic, frictionless, and thermally more stable, and has ultra-low mass density.  
7) Water and ice share the common supersolid skin (H  3450 cm-1) that causes the slipperiness of ice 
and toughens water skin with a strong repulsive force. 
8) The shorter and stronger H-O bond between undercoordinated molecules dictates the TC for phase 
transition except for evaporation; Compression lengthens the H-O bond, which results in the drop of 
the freezing point of water to -22C by 220 MPa compression. 
9) Thermal excitation and the O:H-O bond-specific disparity result in oscillation of mass density and 
phonon stiffness across the full temperature range of water and ice. O:H relaxation dominates in 
both the liquid and solid phases, whereas H-O relaxation dominates at the solid–liquid phase 
transition. At temperatures below 80 K, segmental length and stiffness change insignificantly 
because of the extremely low specific heat of both segments.  
10) Critical temperatures for extreme density vary with droplet size, because the stiffness of the H-O 
and the O:H bond change the respective Debye temperature of their specific-heat curves. Water 
nanodroplets undergo supercooling at freezing and superheating at melting.  
11) Cooling stretching of the O:H-O angle contributes positively to mass density at the freezing 
transition, but negatively at solid phase. Angle relaxation does not influence the macroscopic 
properties of water and ice. 
12) The extraordinarily high heat capacity of liquid water arises from the stronger H-O bond (3.97 eV) 
than the O:H lone pair networks (≤ 0.1 eV). 
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13) Water prefers a tetrahedrally coordinated monophase structure with a supersolid skin of 0.75 gcm-3 
density; however, at the nanometer scale, water droplets or bubbles prefer a two-phase ‘core–shell’ 
structure when the core and the skin volumes are compatible.  
14) The cooperative O:H-O relaxation may be mediated by applying an electrical or magnetic field, or 
by replacing O2- with other species such as biomolecules or salts or acids, resulting in the 
Hofmeister series. 
15) The Mpemba paradox arises intrinsically from O:H-O bond memory and water–skin supersolidity. 
The rate of heat emission depends on the initial energy storage, and the skin supersolidity promotes 
thermal diffusivity in the source liquid favoring an outward heat flow. Since it is sensitive to the 
source volume, the radiation rate and the drain temperature, the Mpemba effect occurs only in 
strictly non-adiabatic cycling systems. 
16) Lagrangian solutions map the potential paths of O:H-O bond relaxation with dx and x as input.  
 
Nomenclature 
Dx   O:H-O segmental Debye temperature (x = L for O:H nonbond; x = H for H-O bond) 
E1s O 1s core-level shift 
x O:H-O segmental phonon frequency  
x Specific heat of the x-th segment 
BOLS Bond order-length-strength correlation 
NEP Nonbonding electron polarization 
CN(z) Coordination number 
DOS Density of states 
dx O:H-O segmental length 
Ex O:H-O segmental cohesive energy 
FTIR Fourier transformation infrared spectroscopy 
H/LDL High/low density liquid 
 Mass density 
NTE  Negative thermal expansion 
RLS Residual length spectroscopy 
RPS Residual phonon spectroscopy 
SFG Sum frequency generation 
STM/S Scanning tunneling microscopy/spectroscopy 
TC Critical temperature for phase transtion except for evaporation 
 Temperature 
TV/Tm Evaporation/melting temperature 
XPS X-ray photoelectron spectroscopy 
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