This paper computes data-driven correlation networks based on the stock returns of international banks and conducts a comprehensive analysis of their topological properties. We fi rst apply spatial-dependence methods to fi lter the effects of strong common factors and a thresholding procedure to select the signifi cant bilateral correlations. The analysis of topological characteristics of the resulting correlation networks shows many common features that have been documented in the recent literature but were obtained with private information on banks' exposures. Our analysis validates these market-based adjacency matrices as inputs for the spatio-temporal analysis of shocks in the banking system. JEL classifi cation: C21, C23, C45, G21.
Introduction
Financial stability research since the financial crisis has focused on interconnectedness within the financial system. Developments in the recent financial crisis highlighted the importance of identifying and understanding the role of specific elements within financial networks as well as the channels of risk and stress transmission, including those that are not purely contagion. Ambiguous results of initial theoretical work have emphasized the need to get a clearer understanding of the functioning of financial networks from empirical observation. Such an understanding should provide far more than a measurement of simple terms within a clearly understood model. The theoretical literature needs observation of the actual networks to drive the direction of future investigation. From a macroprudential policy perspective, a clear understanding of networks' structures and functioning in the financial system should provide policymakers with the tools to quickly react to financial shocks, mitigate risks, and take targeted precautionary actions.
While new empirical work is available, and it often makes use of new bilateral data within a network, it is hampered by the fact that these data sets are rare, often highly specific, and usually confidential and hard to access 1 .
This paper contributes to the empirical network analysis literature in financial stability with a method to compute undirected and data-driven correlation networks based on daily bank stock returns. Using a sample of 418 banks all across the world between January 1999 and December 2014, we apply recently developed spatial-dependence methods that filter the effects of strong common factors in the correlation across banks and apply a thresholding method to obtain a sparse adjacency matrix, W , that can be used for spatio-1 Recent contributions in this area include Peltonen et al. (2014) for CDS markets, Alves et al. (2015) for insurers' balance sheet exposures, Alves et al. (2013) and Langfield et al. (2012) temporal analysis of shocks across banks in a spatial vector autoregression (SpVAR)or a Global vector autoregression (GVAR) model, as outlined in Bailey et al. (2015b) .
In order to assess the soundness and empirical accuracy of this approach, we analyze the topological characteristics of the resulting networks and find a number of interesting common features documented in the recent literature, which were derived from confidential data sources. In particular, the resulting networks show rich and hierarchical structures based on but not limited to geographical proximity, small world features, regional homophily, and a core-periphery structure. This core-periphery structure is adapted from Craig and von Peter (2014) and applied to a topological structure where domestic (mainly peripheral) linkages coexist with regional and interregional linkages. All these characteristics have relevant implications in the way shocks are diffused in the banking system.
We also demonstrate that our results and the performance of the filtering and thresholding methods are robust to random noise resulting from changes in the structure of the underlying data. Given that our dataset and most others are unbalanced and our filtering and thresholding method does not depend on a balanced panel structure, we show that our network structure does not suffer significant distortions from random noise which would generate spurious correlation. Finally, as a result of the thresholding method, this approach generates sparse networks that are useful in terms of the spatial modelling as a regularization method that clearly distinguishes between neighbors and non-neighbors and allows analysis of large scale datasets.
The rest of the paper is organized as follows. Section 2 provides a concise review of models of networks based on stock market information in order to provide a context for this research. An empirical application is thoroughly described in Section 3. Results are provided in Section 4 and conclusions and discussion of future research are summarized 3 in Section 7.
Empirical models of financial networks
This section first reviews the empirical models of networks that have been developed from stock market information and then describes the general features of the spatia-dependence approach to network analysis that is used in this paper. Among the former models, the most popular ones are grouped into graph theory methods and into multivariate time series models. They differ in terms of the network structure assumed and their use of model shocks within the network.
In particular, graph theory methods have well defined but rigid network structures.
Multivariate time series analysis methods allow for flexible network structure, generally producing dense networks, but they put less emphasis on the characteristics and implications of the network's structure on the transmission of shocks across nodes.
In both cases, the presence and importance of common factors are analyzed superficially, which is what takes us to the spatial-dependence approach. This literature belongs to the panel vector autoregression (PVAR) literature 2 and hence allows us to easily identify and model shocks and their transmission. This approach also allows to introduce the concept of spatial proximity in order to analyze the extent to which the strength of interdependence is a result of common factors and whether it can be filtered out.
Graph theory methods
Generally, the existing methods using graph theory to extract an undirected network of relevant interactions from a complete correlation matrix are based on two graph theory concepts, namely Minimum Spanning Trees (MSTs) and Planar Maximally Filtered Graphs (PMFGs). The application of MSTs is originally outlined in Mantegna (1999) and consists of obtaining a subgraph of N − 1 links that connect all N nodes of the network by minimizing the sum of the edge distances starting from the possible N (N − 1)/2 edges of a complete network. The method transforms each element ρ ij of the correlation matrix into a distance metric 3 and applies Kruskal's algorithm or Prim's algorithm to find the MST.
As this method is generally applied to a set of constituents in a stock market index, the resulting MST shows a well defined topological arrangement that allows us to group the network nodes into industries, sectors or even sub-sectors and to establish a hierarchy with an economic meaning 4 . This implies that the MST grouping is consistent with the existence of underlying factors affecting the stock returns such as investors' investment focuses and economic activity. However, MSTs do only allow for single links, and thus the formation of cliques or non-connected components of the network is not possible. As a result, the MST becomes a simple but very restricted topological structure in terms of modeling shock transmission channels between nodes.
Planar Maximally Filtered Graphs (PMFGs) are introduced in Tumminello et al.
(2005)
5 and partially address the MST constraints by allowing for slightly richer substructures, including cliques and loops of up to a predefined and small number of nodes.
PMFGs produce a network with 3(N − 2) edges, contain an MST as a subgraph and share its hierarchical organization. They do however keep the completeness of the network and, as in the MST, the resulting dependency structure determines by construction the distribution of centrality or clustering measures across nodes in the network and hence 3 The distance measure is defined as d i,j = 2 (1 − ρ ij ), which fulfills the three axioms of a metric, namely: 1) d i,j = 0 if and
Other relevant references along these lines can be found in Bonanno et al. (2004) and Tumminello et al. (2010) 4 When applied to stock indices and currencies or to stocks in different markets, MST groups nodes according to geography. 5 their role as shock transmission channels. Recent developments in this literature include models with network dynamics, more flexible community detection, the use of partial correlations. These and alternative methods establish a distance metric and hierarchical structure which can explain how shocks are transmitted.
Time series approach
The contributions from multivariate time series methods to network analysis are even more recent. The resulting networks are mainly directed networks estimated from causality relationships or spillover effects. Regularization methods are often applied in order to deal with large datasets, to induce sparsity and as an econometric identification tool.
These models also allow for dynamics in the interdependencies and tend to only include observable factors to control for macrofinancial common factor exposures. Being at an early stage, however, they focus on methodology rather than concentrate on the analysis of the network topology.
For instance, Diebold and Yilmaz (2014) areas and introduce a method to filter the strong common factors from the data and establish the significant correlations that create the adjacency matrix (Bailey et al., 2014) .
The authors compare their results to an exogenously defined adjacency matrix, but the network properties become less relevant in their analysis. They do however provide the motivation to apply this method to a different context and to stress its applicability in financial stability analysis.
Empirical application
Following Bailey et al. (2015b) , the extraction of the bank network based on correlations comprises two steps, the removal of strong factors from the returns series; and the regularization or thresholding. First, the potential existence of strong factors in the data is evaluated using the cross-section dependence (CD) tests developed in Pesaran (2015) and Bailey et al. (2015a) . In case the null of weak dependence is rejected, sequential estimation of common factors is conducted using principal components. Once the CD tests confirm that the strong common factors have been purged, a correlation matrix is computed to apply thresholding.
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The thresholding step selects the correlation coefficients, ρ ij , among weakly-dependent residuals that are statistically different from zero at a given significance (5%) level from all possible N (N − 1)/2 elements of the correlation matrix using the Holm-Bonferroni method. Finally, a data-driven undirected network, W, is obtained which can be analyzed in terms of its topological properties. A detailed description of these steps and the database is presented below.
Sample and preliminary data treatment
The sample consists of daily log-returns between January 1999 and December 2014 (4173 observations) of 418 banks located across 46 countries from three large geographical regions (Table 1 ). In particular, the EMEA (Europe, the Middle East and Africa) region includes 26 countries, Asia includes 12 and the Americas has 8. Due to the particularities of each country's banking sector and stock market, some countries, such as the USA, Japan, or India, have many more banks in sample than countries where banks are not as extensively listed, such as Germany or Mexico, or where the banking sector is highly concentrated, like Singapore, Belgium, or the Netherlands.
The sample is unbalanced at both ends as it includes delisted, bankrupt, acquired or merged, and also newly listed banks. Before the defactoring step, we first transform the log-returns into series with zero means and unit variances to reduce the scale effects in the data. This detail is relevant in two ways. First,it allows us to keep the effect of the stock price movements of new or defunct banks in terms of the common factors filtering and as a possible source of a strong dynamic factor (Chudik and Pesaran, 2013a).
Second, it avoids possible significant omissions due to survivorship bias that may affect the resulting structure of the network. Then we the introduce standard normal random noise into the missing data to obtain a block structure while keeping independence across the draws. This step brings correlations toward zero when a pair of series have a minimum or no overlap, which is equivalent to assuming those correlations are zero. Although Bailey et al. (2015b) do not rely on the block structure of the data or on the length of the time series, some of the features from the asymptotic behavior of eigenvalues rely on the block structure of the data matrix.
As the banks are located all over the world, the sample has to be robust to nonsynchronous market trading, which may induce spurious correlations and emphasize the role of the countries where news arrives first and exacerbates regional clustering artificially (Lin et al., 1994) . Accordingly, all log-returns from Asian banks have been lagged one trading day.
[Insert Table 1 here]
Removal of strong factors
The presence of strong cross-sectional dependence is modeled using unobserved common factors, i.e. a principal components analysis (PCA), which provides a more flexible approach to capturing the strong common factors. Alternatively, cross-sectional averages at national and regional levels could be used as in Bailey et al. (2015b) and outlined in Pesaran (2006) . This latter approach embeds hierarchical spatial and temporal relationships, where the hierarchy is exogenously predetermined.
Although a geographical hierarchy is likely to be present in the case of stock returns, as referred to in Section 2.1, the interlinkages in the banking sector go beyond the national and regional boundaries and thus include other forms of spatial dependence across borders. In addition, the definition of regions has some degree of subjectivity that can affect de-factoring and thus the resulting network structure 7 . Finally, the heterogeneous distribution of banks by nationality may also introduce some bias in the defactoring process.
The weakly dependent residuals are obtained from the following regression using robust methods to control for outliers 8 .
where y it is the daily log-return of bank i on trading day t 9 .f t are the principal components extracted through PCA with associated factor loadings
The de-factored log-returns are then given by the following equation:
The cross-sectional dependence tests described below set the number of principal componentsf t to be extracted from the stock returns. In this application, there is no prior to the maximum number of factors.
Testing cross-sectional dependence
The cross-sectional dependence test, developed in Pesaran (2015), is based on pairwise correlation coefficients,ρ ij , of regression residuals from equation 2 for a given number of factors 10 .
Pesaran (2015) shows that the CD P implicit null depends on the relative rate at which T and N expand. Under an implicit null of weak cross-sectional dependence, CD P → N (0, 1), and this rate α, defined as the exponent of cross-sectional dependence (Bailey et al., 2015a) , is α < (2 − )/4, as N → ∞, such that T = κN for some 0 ≤ ≤ 1, and a finite κ > 0. In particular, when the null of weak dependence is not
. When the null of weak dependence is rejected and Bailey et al. (2015a) show that α can be estimated consistently using the variance of cross-sectional averages, and this paper follows this procedure in order to ensure the dataset is stripped from strong common factors.
Thresholding and data-driven correlation network W
Based on the weakly dependent residuals from a subset of the whole sample, 11 the corresponding correlation matrix turns into a data-driven correlation network, W, through a multiple testing of the significant correlation coefficients,ρ ij . In order to tackle the potential dependence among tests and to control the familywise error rate (FWER), the Holm-Bonferroni multiple comparison test uses the elements of the correlation matrix and corresponding p-values. Holm-Bonferroni is a conservative test and therefore ensures a sparse network, W.
In practice, the test consists of sorting the m =
p-values P 1 , . . . P m and asso- . The test continues in this fashion until it fails to reject the hypothesis of significance, i.e., P k ≥ α m−k for k ≤ m, where k is the stopping index. All elements of the correlation matrix from that point on are set to zero, and the first k −1 elements are set to one and form the W matrix.
Network analysis
Based on the W network, we estimate a number of measures that characterize it as an undirected network and describe the properties of its nodes. In addition, we analyze three sub-networks based on specific properties of the dataset. First, we construct three sub-networks based on the regions of origin of the banks in the sample, two sub-networks according to positive (complementary) and negative (substituting) connections and a subnetwork that focuses on cross-border relationships.
Based on the W network, we estimate a number of measures that characterize it as an undirected network and describe the properties of its nodes. Then, we construct three sub-networks based on the regions of origin of the banks in the sample and two sub-networks that focus on cross-border relationships. In particular, we construct three subnetworks based on the regions of origin of the banks in the sample ( W EM EA , W Asia and W Americas ) and two sub-networks that focus on cross-country ( W Cross−country ) and cross-regional relationships ( W Cross−region ). In addition, each network is analysed with respect to two sub-networks according to positive (complementary) and negative (substituting) connections.
As for network metrics, 12 we compute network density and measures of degree dis- Finally, a tiering analysis is conducted based on the method outlined in Craig and von
Peter (2014) in order to detect whether there is a hierarchical structure in the network that makes transmission channels work through a core-periphery structure. In applications reviewed in Section 2, in spite of the fact that networks are very dense, core-periphery structures are quite common. In a sparse network context, this result has important implications in terms of the channels of transmission of shocks, as it identifies those banks that connect countries or regions and highlights their role as central in the network.
Results

Aggregate network W
Before turning to the topological properties of network W and in accordance with Section 3.3, CD tests were conducted to the balanced panel of seasonally adjusted and standardized log-returns and sequentially to residuals from equation 2 for an increasing number of factors until strong cross-sectionally was removed. The CD P statistic for the data without any defactoring (2485.1) clearly rejects the null of cross-sectional weak dependence compared to a critical value of 1.96 at the 5% significance level, pointing to the presence of strong common factors. The corresponding bias-free estimate of the exponent of cross-sectional dependence (standard error in parenthesis) from Bailey et al. (2015a) isα = 0.996(0.022). The sequential inclusion of factors stopped at three, yielding a CD P statistic of -1.82 (p − value = 0.0683), which ensured the weakly cross-section dependence that allows us to proceed to thresholding. The associated bias-free estimate of the exponent of cross-sectional dependence was reduced toα = 0.831(0.016), still above the borderline value of 0.5 but way below the initial estimate.
measures.
The resulting network, W, is presented in a sparsity plot in Figure 1 , where a square represents the significant correlation coefficient between a given pair of banks. The square colors represent the strength of the relationship. 13 The banks are sorted first by region and then by country in alphabetical order as shown in Table 1 . As expected, the HolmBonferroni method produced a sparse adjacency matrix with density of 0.0654, which corresponds to 4,885 edges out of a total of 74,691 possible bilateral relationships.
14 [Insert Figure 1 here]
The network is not fully connected, as six banks are isolated from the rest. 15 After removing these nodes, the resulting network diameter is 8, while the average path length is 2.84 and the clustering coefficient is 0.5281, which is much larger than the network density and the clustering coefficient of a random Erdös-Rènyi graph of comparable density 16 (see Table 2 ).
The degree distribution of the network is heavy tailed. Altogether, this provides evidence of a small world network, which is a common feature found in recent research on networks based on bank exposures (Alves et al., 2013; Peltonen et al., 2014) . This result is relevant if this network is used as an adjacency matrix in a spatial model of shock transmission, as it means that second round and feedback effects of a shock to a given bank are likely to propagate quickly to any other bank in the network.
13 In particular, for both the positive and negative scales, weak, medium strong correlations correspond to correlation coefficients below one third, between one and two thirds, and above two thirds, respectively.
14 Even after de-factoring, the correlation matrix that generates W shows significant correlation coefficients in the range of -0.22 and 0.76 with a ±0.077 correlation defined by the chosen threshold significance level.
15 The existence of non-connected nodes in filtered correlation networks means that shocks from and to these nodes are not direct but take place through the common factors among stock returns. In this particular case, these are banks from Austria, Switzerland, Finland and Japan(3) that have a predominantly domestic activity.
16 For a simulated Erdös-Rènyi graph of size 387 and density of 0.0654, both average path length (2.10) and clustering coefficient (0.069) are smaller. Figure 1 suggests a significant degree of geographic homophily, as most connections seem to be established within regions and in several cases also within countries rather than across borders. Indeed, 26 country subnetworks are fully connected while only 3.7% of the edges involve nodes from different regions and mainly involving US banks. Among links within region, almost 50% are cross-country and mainly driven by financial integration across EMEA and Asian nodes (69% and 65% in these sub-networks, respectively)
17 .
This result implies that shocks propagate through a small number of hubs across regions, and their scope is determined by the nodes' centrality overall and in their respective regions and countries.
Regional clustering and the hierarchy in W are both consistent with graph theory models and with the spatial dependence approach in Bailey et al. (2015b) even though this approach followed PCA in the defactoring step. In addition, the larger density within country is also consistent with traditional approaches based on vector autoregressive models of shock transmission, given a reasonably small number of banks.
The degree distribution shows an average degree of 25.2, a maximum degree of 93 and a large average neighbor degree of 33.4. The assortativity coefficient, i.e., the tendency of high-degree nodes to be linked to other high-degree nodes, is 0.189, in line with findings in the literature of trade or social networks but at odds with some recent findings in the literature of interbank balance sheet and money market exposures. Key differences in this approach that explain this discrepancy include the fact that these networks are undirected; they have a hierarchical structure based on proximity; and, most important, it is a large-scale network. Litvak and van der Hofstad (2013) show that for scale-free networks, the correlation between pairs of linked nodes tends to become positive as the network size grows.
Along these lines, Figure 2 shows the degree and average neighbor degree distribution for the complete network and also for the regional subnetworks, where the corresponding regions are displayed in different colors. Overall, the linear correlation between the nodes' degree and average neighbor degree is positive for both the complete network (0.5988) and the subnetworks. In particular, the correlation coefficients are 0.4733, 0.5396, and 0.6722 for the EMEA region, Asia, and the Americas, respectively. This evidence reinforces the previous findings on the assortative characteristics of the network, and the differences in association provides some additional insights about the regions.
[Insert Figure 2 here] A large degree concentration among the most connected nodes points to the richclub phenomenon, i.e., the existence of highly connected and mutually linked nodes, as opposed to a structure comprised of many loosely connected and relatively independent sub-communities, as defined in Colizza et al. (2006) . Indeed, the rich-club coefficients 18 for nodes with a degree over 40, 50, and 60 are 0.3370, 0.4273, 0.8693, respectively, which means hubs are tightly connected but also are likely to serve as bridges across borders.
[Insert Table 2 here]
Properties of Regional Subnetworks
The regional subnetworks, presented in Figures 3, 4 and 5, show stronger small-world properties due to the higher density across countries, and thus they reinforce those from the W network. Columns 2 to 4 in 
Regions and the International Core
Having identified a blocky network structure with low density, low diameter, high degree concentration, positive assortativity but strong regional homophily in W, the importance of a small set of nodes in linking countries and regions needs to be analyzed in depth.
We turn therefore to a tiering analysis modifying the core-periphery model in Craig and von Peter (2014).
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The correlation networks analyzed in the previous section embed some of the essential international banking structure, particularly in the structure between a bank with cross-border connections and banks that lie within a particular region or country. By allowing regional cross-sectional strong dependence to persist while estimating interbank linkages, we emphasize links that are created by banks within a region that are tied to a national market, which is indistinguishable from the cross-sectionally weakly dependent ones estimated in the international links.
However, by purging the regions of their regional strong factors, we would eliminate those correlations that are implicit in an extraregional bank with ties to the region, which is crucial to our understanding of international banking networks. This presents a conundrum that is best resolved after the network has been computed, as the network is analyzed.
We demonstrate this with estimates of the core-periphery structure of international banking. Estimating a core using the method in Craig and von Peter (2014) directly from the international correlation networks described above may lead to a misleading core that overemphasizes domestic links. We therefore redefine and reestimate in this section the core-periphery structure with a new measure that correctly allows domestic links to exist within the periphery. This new structure leads to a much more revelatory structure that is in line with the intuition about money-center banks, R-SIBs, and G-SIBs.
The core-periphery structure of Craig and von Peter (2014) is based upon the adjacency matrix of unweighted links, similar to network W, except in that it can be estimated from both directed and undirected networks. The estimated structure depends upon an ideal where within the core, all links are made between the core and periphery, and at least one link occurs between a core bank and a periphery bank, and further, within the periphery, there are no links. An example of an ideal core-periphery structure is in Figure 8 , where the top-left CC block includes three banks that are fully connected. The off-block-diagonal blocks, CP and PC, have at least one link from each core bank to the periphery. Finally, and most importantly for our discussion, the PP block illustrates no links between the periphery banks.
[Insert Figure 8 here]
The repair in this paper lies in redefining the core so that links within a country or region are not penalized and prevented from being in an idealized periphery-to-periphery block. To illustrate, Figure 9 shows an adjacency matrix where several countries are indicated by the labels. In this ideal, the ones in the PP block are not penalized because they represent domestic or regional links. However, the same ideal is observed in the other blocks: core banks are required to interact tightly with other core banks, and the periphery-to-core and core-to-periphery blocks are required to be column regular and row regular respectively. Deviations from the ideal are penalized according to the same loss function for the PP, CP, and PC blocks as for the standard core-periphery model, while deviations from the ideal in the PP block of no links are penalized only if the links are cross-border.
[Insert Figure 9 here] Table 3 reports the results of the estimation of the core structure of Craig and von
Peter (2014) We computed two sets of new core banks for the W network. The first set does not penalize the periphery-to-periphery links if they belong to the same country. This new core and is displayed in Figure 11 . It is a subset of the former and includes 39 banks. In contrast to the original core, no US banks are represented as the strong domestic density and large domestic subnetwork exclude them from the core. However, several features stand out. First, the core is more densely connected and positive correlations dominate.
Second, a more preeminent role is given to EMEA banks while new players emerge in the Asian region, including Australian banks. Third, the Asian banks are divided into two tightly connected communities that go beyond national borders..
Finally, the third definition of core allows does not penalize links if they belong to the same region. The resulting new core, displayed in Figure 12 , is therefore much smaller and comprises only 25 American banks. The loss function in this case is very small, which
is not surprising because all periphery intraregional links contribute marginally to the loss function. This suggests that the US banks have a key role in intermediating across the globe between regions, especially given that they still tend to rely on domestic funding for their intermediation. As in the previous case, this set of core banks are largely a subset of the former and mainly includes SIFIs. This core is almost a complete subnetwork although there is no dominance of negative or positive correlations.
As in the case of the complete network, core composition applied to regional subnetworks does not change significantly across models, especially because the countries' networks sizes are less heterogeneous. There is only an alternative definition of cores that does not penalize intra-country links to take place in the periphery. Well known SIFIs and R-SIBs link countries within regions and show their importance as channels of transmission regionally. These findings reinforce their systemic importance both globally and regionally and provide support to our findings as a method to identify SIFIs using correlation networks and tiering analysis.
[Insert Table 3 here]
Robustness Checks: Interconnectedness Driven by Random Noise
This robustness check applies the theory of random networks to analyze whether some links in our network from weak cross-sectional dependent data could have been generated by random noise. The methodology described in Section 3 is based on the successive removal of factors that create strong cross-sectional dependence and that are often associated with the largest principal components of the variance-covariance matrix, until our tests indicate that weak cross-sectional variation is sufficient to be detected. However, this procedure does not remove noise, which can generate links randomly, nor detect their presence and importance.
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The theory of random networks has a rich literature on noise reduction, where the noise appears in independent observations that indicate correlations randomly. This literature is based on Edelman (1988), Bowick and Brézin (1991), Litvak and van der Hofstad (2013) and Sengupta and Mitra (1999) and applied to finance by Laloux et al. 
where:
This structure suggests that we look at those nodes which depend on variation that is only present in the range of those eigenvalues where random noise could have produced it and identify them. Our experiment consists of identifying a critical eigenvalue such that random matrices with uncorrelated noise will generate eigenvalues lower than this level, λ max , and then of obtaining the links that are generated by the variation entirely in this region.
This ideal result differs from our matrix of correlations because we have a finite sample size, which can be analyzed using the results of random matrices that calculate the rate of convergence to the limiting density, as presented in Bowick and Brézin (1991) . The second difference we analyze using Monte-Carlo methods to see by how much a matrix with a similar structure to ours differs from the limiting distribution implied by equation4.
[Insert Figure 13 here]
The Monte-Carlo experiments are reported in Figure 13 where the maximum eigenvalue distribution is shown. The eigenvalue distribution is very tightly distributed around 2.03. Any bandwidth that deletes all eigenvalues less than 2.2 will throw out noise in all but a small fraction of the cases. Second, this represents a sample size value of Q that is much smaller than our actual set of observations. To be more precise, if we were to calculate Q naively from the size of our block, then Q = 4123 387 = 10.65, which the theory of random matrices would imply a maximum λ sharply distributed at 1.707. If, instead, Q is calculated at the average value of T for our sample, which accounts for the missing values, then Q = 3781 387 = 9.77, which our theory would imply a maximum λ sharply distributed at 1.742. Instead, our observed maximum has a distribution that is only somewhat sharply focused on 2.03, which is what the theory would predict for a sample T in a block sample of around 2,150 implied by a Q = 5.56. Thus, by losing only 10% of our observations, we are gaining noise that is equivalent to a reduction of 43% of our sample if this reduction had been in block format. Going to an unbalanced sample is costly in terms of random noise.
Having said all of this, our results were similar whether we used the cutoff points implied by either the balanced or unbalanced panel. When we remove the information of the lower eigenvalues from the sample our estimates of the correlation coefficients are much more tightly focused. This implies is that the upper eigenvalues alone given correlation coefficients that reject the value of zero given our significance level of 0.05 for very many of the correlations. The implied networks have a density of nearly 0.5, because by assuming that the lower eigenvalues contain only noise, we essentially assume that all correlation measured in the upper eigenvalues is significant because it is lacking in this noise. The resulting network is so dense as to be meaningless. As with the work cited 24 above for random matrices as applied to the case of portfolio analysis, the information included in the lower eigenvalues contains both noise and meaningful information that should not be removed.
Instead, we ask an alternative question in exploring the information contained in the lower eigenvalues, i.e. those eigenvalues that are less than the cutoff for the balanced panel design. We ask which links in our network could be generated only by that information contained in the set of eigenvalues that could be random noise. In other words, if A is the set of links generated by the information in these eigenvalues (given the information that could be generated by noise alone, which of the links are significant by our test) and B is the set of links implied by our sample, what is the set A ∩ B. These are the links in our networks that could have been generated solely by noise. We ask the question of whether these are key links in our networks. We find that the number of these links is small, and we also find that they are not key to any of our findings. In fact, these links are scattered randomly across our networks with no clusters, with the small exception of a cluster of seven links that correspond to middle eastern banks. These links do not affect any of our reported results. Noise alone is not driving our conclusions.
Concluding Remarks
This paper outlines a method to compute undirected data-driven networks based on bank stock returns of 418 banks all across the world between January 1999 and December 2014.
We use spatial-dependence methods that filter the effect of strong common factors and obtain a large network and three regional subnetworks. The resulting networks show a number of interesting topological properties when compared to other emerging approaches in the literature and serve as a market-based adjacency matrix for a panel-data type of analysis of shocks across banks in a spatial vector autoregression (SpVAR) or a Global vector autoregression (GVAR) model. Our results provide valuable input into the anal-ysis of contagion from a financial stability perspective. Networks embed a number of characteristics that are important drivers in the recent financial-stability literature, and our construction relies on public information rather than on confidential sources.
In particular, the networks and subnetworks show rich and hierarchical structures, including geographical clustering, nonconnected nodes, sparsity, or large cliques. In general, their sparsity or low density is a result of the Holm-Bonferroni method of thresholding, a method that proves useful in terms of the spatial modeling as a regularization that clearly distinguishes between neighbors and non-neighbors. The regularization technique is also robust to other regularization methods. The network and subnetworks also have a very clear hierarchical structure based on but not limited to geographical proximity.
All networks show small-world properties, which situates this method in line with findings in recent research on networks based on actual banks' exposures to different asset classes. This feature means that second-round and feedback effects of a shock to a given bank are likely to propagate quickly and to reach any other bank in the network.
We also find a significant degree of regional homophily, as most connections seem to be established within regions and intensively within countries. There is also evidence of a rich-club phenomenon, where highly connected nodes are also mutually linked.
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Tables and Figures
Notes: Original core uses the methodology described in Craig and von Peter (2014). The new cores used the modified methodology as described in Section 5. Each core is split into communities using the Louvain algorithm from Blondel et al. • Special kind of core-periphery model: emphasis on relation between core and periphery • Tight on core, lax on periphery, makes sense for interbank market. • If the ones in the periphery are due to regional factors, then these connections should not be penalized in the PP portion. 
