Abstract. A theorem by Hofbauer and Keller, when properly reformulated, tells us that disjointness of the splitting and co-splitting sequences is a necessary and su cient condition for a 0-1 sequence to be the kneading sequence of some unimodal map with non-periodic critical point. We state the theorem in this form, and give the proof with appropriate modi cations.
Introduction
In the following, we want to draw attention to a simple condition that is necessary and su cient for a 0-1 sequence to be the kneading sequence of some unimodal map with nonperiodic critical point. This condition was rst recognized by Hofbauer-Keller, HK] ; here we state it in the language of splitting and co-splitting times. The splitting times were already present in HK] , and were originally introduced by Hofbauer, H] ; the co-splitting times were introduced later on by Sands, S] , who showed that these, together with the splitting times, have an ultimate dynamical signi cance. See also B] and T] .
In what follows E will denote an in nite sequence E = e 1 e 2 e 3 : : : ; e i 2 f0; 1g; with e 1 = 1 and e 2 = 0: e i is de ned through1 = 0 and0 = 1.
De nition 1. We de ne the sequence S = S(E) = fS i g 1 i=0 of splitting times by:
(1) S 0 = 1; De nition 3. We de ne the sequence T = T(E) = fT i g 1 i=0 of co-splitting times by: exactly when e S k +p = e p for all p 1. In this case we still write S = fS i g 1 i=0 , and just mention the nite case when necessary. The same goes for T. Theorem 1. Let E be a 0-1 sequence such that e 1 = 1 and e 2 = 0. Then the following are equivalent:
(1) S(E) \ T(E) = ;.
(2) E is the kneading sequence of some unimodal map with non-periodic critical point. On the proof of Theorem 1. That (2) =) (1) is shown in S] and in B]. The proof depends on the following geometric interpretation of the splitting and co-splitting sequences: Consider a unimodal map f with critical point c and critical value c 1 . Let I n denote the maximal interval containing c 1 such that f n is monotone on I n . Then the end-points of I n are pre-images of c, and one can show that I n = c 1?S k ; c 1?T l ], where S k is the largest splitting time < n and T l is the largest co-splitting time < n. From this one shows that fS k g \ fT k g = ;.
(1) =) (2) will after two simple lemmas reduce to Proposition 1 below which was already proven in HK] (Lemma 2 and Theorem 4). (The overall structure is somewhat di erent though. In HK] one shows that two admissability conditions on the S-sequence implies (1) and (2) of Lemma 2.2, and then one proceeds to prove the equivalent of Proposition 1.) For completeness we include a proof adapted to our notation, and a geometrical interpretation of the proof. Remark. The assumption e 2 = 0 is almost redundant. That e 2 = 0 actually follows from (1) of Theorem 1, and in (2), the only kneading sequence with e 2 = 1 is E = 111 : : : , corresponding to an attractive xed point.
The setup
In the proof to follow, the largest (co-)splitting time smaller than or equal to a given n will be essential:
De nition 4.
(1) For all n 1, S hni := maxfS k : S k ng.
(2) For all n M, T hni := maxfT k : T k ng.
A typical situation could be as follows: e 1 : : : : : : : : : e n?Thni : : : Remark. For the reader of S] , we remark that this notation is slightly di erent from Sands notation: In S], S hni (T hni) stands for the largest (co-)splitting time strictly less than n. In HK] two functions a(n) and b(n) are de ned. Though di erently de ned, it is not hard to see that a(n) = S hni and b(n) = T hni.
Lemma 2.1. If S and T are the splitting and co-splitting sequences of a 1-0 sequence, then (1) e n+1?Shni 6 = e n+1 () S hn + 1i = n + 1 (2) e n+1?Thni 6 = e n+1 () T hn + 1i = n + 1 Proof. If S hni = n then n + 1 ? S hni = 1 and (1) translates into e 1 6 = e n+1 () S hn + 1i = n + 1; and this is true by the de nition of the sequence S. If S hni < n then e Shni+1 : : : e n = e 1 : : : e n?Shni and S hn + 1i = n + 1 if and only if e Shni+1 : : : e n e n+1 = e 1 : : : e n?Shniên+1?Shni ; that is, i e n+1 6 = e n+1?Shni . The proof of (2) is exactly the same.
Lemma 2.2. If S and T are the splitting and co-splitting sequences of a 1-0 sequence E, then the following are equivalent:
(1) S \ T = ;
(2) For all n M, e n+1?Shni = e n+1?Thni =) e n+1 = e n+1?Shni .
Proof. (1) =) (2). If for some k, e k+1?Shki = e k+1?Thki 6 = e k+1 , then by Lemma 2.1 S hk + 1i = k + 1 = T hk + 1i. Thus S \ T 6 = ;.
(2) =) (1 Let K(a) = 1 (a) 2 (a) : : : be the kneading sequence of f a (x) = 1 ? ax 2 .
Given E = e 1 e 2 : : : as in Proposition 1, we will construct a sequence of open, nested intervals J k = ( k ; k ) such that T J k 6 = ;, and such that 1 (a) 2 (a) : : : k (a) = e 1 e 2 : : : e k ; 8a 2 J k : This is exactly what we need at level k. Then consider k+1 (J k ): If 0 2 k+1 (J k ), then obviously some component of (J k ) n ?1 k+1 (0) will serve as J k+1 . If 0 = 2 k+1 (J k ), then k+1 (a) is already determined by previous steps, but the assumption of Proposition 1 guarantees that k+1 (J k Figure 2 . However, this reasoning cheats on one point: we have not considered the possibility that k+1 ( k ) or k+1 ( k ) = 0. We proceed to prove Proposition 1. We will the need the following standard lemma:
Lemma 3.1. If f a (x) = 1?a x 2 has a superstable periodic orbit of length p, i.e. f j a (0) 6 = 0 for all 0 < j < p, and f p a (0) = 0, then there exists a neighborhood U of a such that for all a 2 U, f a has a stable period p orbit attracting 0 with signf m+p a (0) = signf m a (0) for all m 0. Proof. Since f a (x) is continuous in a, there exists a function z (a) such that z (a ) = 0 and z (a) is stable periodic point of period p for f a if a is close to a . Further more, this cycle has the critical point 0 in its immediate basin of attraction. This is a standard fact due to negative Schwarzian derivative; see Section II.4 in CE] 
