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Abstract
We unify κ-Minkowki spacetime and Lorentz algebra in unique Lie
algebra. Introducing commutative momenta, a family of κ-deformed
Heisenberg algebras and κ-deformed Poincare algebras are defined.
They are specified by the matrix depending on momenta. We construct
all such matrices. Realizations and star product are defined and ana-
lyzed in general and specially, their relation to coproduct of momenta
is pointed out. Hopf algebra of the Poincare algebra, related to the
covariant realization, is presented in unified covariant form. Left-right
dual realizations and dual algebra are introduced and considered. The
generalized involution and the star inner product are analyzed and
their properties are discussed. Partial integration and deformed trace
property are obtained in general. The translation invariance of the
star product is pointed out. Finally, perturbative approach up to the
first order in a is presented in Appendix.
1 Introduction
Currently there is a widespread belief that usual description of spacetime as
a continuum can no longer survive at the very short distances such as those of
the order of the Planck length [1, 2]. The physics at such short distances thus
might require a modification of spacetime geometry. An appropriate setup
for working out the idea of this kind is provided by the noncommutative ge-
ometry (NC) framework. The indication for NC geometry, playing important
1e-mail:domagoj.kovacevic@fer.hr
2e-mail: meljanac@irb.hr
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role at Planck scale, comes from combined application of general relativity
and Heisenberg uncertainty principle, which leads to a class of models with
spacetime noncommutativity [1, 2].
Independently of this consideration, the idea for introducing non-trivial
algebra of coordinates is not a recent one and has a rather long history. First
proposal for spacetime noncommutativity was made by Snyder [3], whose
original motivation was to get rid of divergences appearing in calculations of
Feynman diagrams. The idea that lied behind the scene was to use noncom-
mutativity between space coordinates as a mean for implementing a cut-off
in quantum field theory, resulting with regularization of divergences. Ad-
ditionally, since it was realized that the open string theories and D-branes
in the presence of a background antisymmetric B-field led to effective non-
commutative field theory [4], subsequently, there emerged the idea that field
theories on noncommutative spaces can capture certain generic features of
quantum theory of gravity.
The noncommutativity of spacetime implies deformation of the algebra of
functions, so that smooth spacetime geometry of classical gravity has to be
replaced with a quantum group ( Hopf algebra) description [5] at the Planck
scale. There are many models of spacetime noncommutativity, which among
others include κ-space, Moyal space and Snyder space. Each of these three
allows for the Hopf algebra description and has its own physical motivation.
For the Hopf algebra description of κ-space see [6, 7, 8, 9, 10, 11, 12], for
Moyal space see [13, 14] and corresponding coverage for Snyder space is given
in [15, 16, 17, 18, 19, 20, 21]. It is also possible to analyze algebraic structure
for the NC spaces emerging as various combinations of these three basic
types of noncommutativity. See for example [22, 23] for the Hopf algebra
description of spacetime noncommutativity combining between Moyal space
and κ-space and [24] for interpolation between κ-space and Snyder space.
The analysis carried out here deals exclusively with κ-type of noncommu-
tativity. It is believed that this type of spacetime deformation arises as a low
energy limit of quantum gravity coupled to matter fields, where effective the-
ory, obtained after integrating out topological degrees of freedom of gravity,
has a symmetry specified by a κ-Poincaré group [25, 26, 27, 28, 29]. Another
argument in favour of κ-Minkowski space is that it can serve as a playground
arena for developing and testing phenomenological predictions coming from
Doubly Special Relativity (DSR) theories [30, 31, 32, 33]. Most of consider-
ations on DSR has been made within the framework of κ-Poincaré algebra,
which is believed to describe a symmetry lying behind these theories. One
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can add the coalgebra structure to the κ-Poincaré algebra in order to obtain
a Hopf algebra. The algebraic sector of this quantum algebra can be given
with different commutation relations between the generators of the algebra,
which corresponds to different basis of κ-Poincaré. However, it is known that
all these basis lead to the same type of spacetime noncommutativity, set up
by the κ-Minkowski spacetime [34, 35]. The κ-deformed Poincaré algebras
and quantum Clifford-Hopf algebras are studied in [36]. General quantum
Poincaré groups are described and investigated in [37].
It has been known for some time that in order to study quantum field
theory in the ultra high energy regime, one has to reconsider the notion of
particle statistics, since such extreme conditions can cause statistics to show
certain exotic features. These modified statistics can be naturally incorpo-
rated within the body of physics by the use of deformation quantization of
quantum groups [38, 39] where deformation is carried by the appropriate
twist operator [39, 40, 41, 42]. Physically this leads to twisted statistics
and the associated R-matrices, which in this way appear in the context of
quantum field theories in noncommutative spacetimes [43, 44, 45, 46, 47].
In this paper we are establishing numerous results valuable from both,
mathematical and physical point of view, generalizing previous results on re-
alizations [23, 55, 59, 62]. Our motivation is to unify κ-Minkowski spacetime
and Lorentz algebra in the unique Lie algebra [55]. Introducing commuta-
tive momenta, a family of κ-deformed Heisenberg algebras and κ-deformed
Poincaré (Hopf) algebras are defined. κ-deformed Poincaré (Hopf) algebras
are specified uniquely by the matrix [hµν(p)] depending on momenta and we
construct all of them. We point out the notion of realization and its relation
to the star product and the coalgebra structure. Also, important integral
identities satisfied by the star product on κ-space are included, among which
are quasicyclicity and deformed trace properties, as well as Jacobians encom-
passing the true form of the integral measure. The important issue is that all
these results have the smooth limit as the deformation parameter vanishes,
which is different from the previous discussion in the literature [48, 49, 50]
concerning the same subject. Furthermore, we put forward an alternative
view on the issue of translation invariance of the star product. In establish-
ing these results we took over the methods from [51, 52] in connection with
Fock space analysis.
The plan of the paper is as follows. In the Section 2, we consider κ-
Minkowski spacetime and κ-Poincaré algebra. The consistency relations ob-
tained from Jacobi identities are constructed and analyzed. Also, the action
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◮ is introduced as a preparation for the construction of the Hopf algebra
structure. In the Section 3, we mention the notion of the realization, the
action ⊲ and the star product. After the example of the natural realization,
the structure of the κ-Poincaré Hopf algebra is obtained. The relation among
the star product, coproduct and realization is analyzed. In the Section 4, it
is shown how to obtain any realization from one particular (e.g. natural)
realization. This construction also produces the coalgebra structure. The
construction is followed by several examples. Important observation is du-
ality of realizations, which is explained in the Section 5. The generalized
involution and the star inner product are introduced in the Section 6. Also,
several properties of star inner product are analyzed. The translation invari-
ance is defined and explained in the Section 7. Main results are repeated
in Section 8. Also, some ideas about future work are given. Finally, in the
Appendix, linear approximation in a is calculated as a nice example, useful
for applications.
2 κ-Minkowski spacetime and κ-Poincaré alge-
bra
Let xˆ0, xˆ1, . . . , xˆn−1 be the coordinates of the κ-Minkowski space. The com-
mutation relations are given by
[xˆµ, xˆν ] = i (aµxˆν − aν xˆµ) (1)
for some vector a = (a0, . . . , an−1) ∈ Rn (see [53, 54]). Our κ-Minkowski
space is a solvable Lie algebra with structure constants i(aµηνλ− aνηµλ) and
it will be denoted by mκ. Latin indices will be used for the set {1, . . . , n−1}
and Greek indices will be used for the set {0, . . . , n − 1}. We denote the
metric of our Minkowski space by [ηµν ] = diag(−1, 1, . . . , 1). The majority
of results will be derived for any vector a. However, in some situations, we
will restrict our attention to the vector a for which ai = 0. It will simplify
our calculations.
Let l be the Lorentz algebra generated by Mµν satisfying the usual com-
mutation relations
[Mµν ,Mλρ] = Mµρηνλ −Mνρηµλ −Mµληνρ +Mνληµρ. (2)
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Our κ-Minkowski space mκ can be enlarged to the Lie algebra gκ if the
following commutation relations
[Mµν , xˆλ] = xˆµηνλ − xˆνηµλ − i (aµMνλ − aνMµλ) (3)
are satisfied. One can check that all Jacobi identities are satisfied. Let us
mention that relation (3) is the only nontrivial relation such that mκ together
with l form the Lie algebra (see [55]).
The momentum generators p0, . . . , pn−1 satisfy the usual commutation
relations
[pµ, pν ] = 0. (4)
We want to analyze the algebra Hˆ generated by Mµν , xˆµ and momenta
pµ with respect to some commutation relations. Before that, let us consider
remaining two commutation relations:
[xˆν , pµ] = ihµν(p) (5)
and
[Mµν , pλ] = gµνλ(p). (6)
Functions hµν and gµνλ are real, satisfying the limit conditions
lim
a→0
hµν = ηµν · 1, (7)
det h 6= 0 (8)
and
lim
a→0
gµνλ = pµηνλ − pνηµλ. (9)
We ask that all generators satisfy Jacobi identities. Then, Mµν , xˆµ and pµ
generate the algebra Hˆ, see also [56]. Jacobi identity is satisfied if all three
generators are in gκ or two or three generators are in the algebra generated
by pµ. It remains to consider situations when one generator is pµ.
Jacobi identity for Mµν , Mλρ and pσ produces the differential equation
∂gλρσ
∂pα
gµνα − ∂gµνσ
∂pα
gλρα = gµρσηνλ − gνρσηµλ − gµλσηνρ + gνλσηµρ. (10)
Jacobi identity for xˆµ, xˆν and pλ produces the differential equation
∂hλν
∂pα
hαµ − ∂hλµ
∂pα
hαν = aµhλν − aνhλµ. (11)
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Finally, the Jacobi identity for Mµν , pλ and xˆλ produces the differential
equation
∂gµνλ
∂pα
hαρ − ∂hλρ
∂pα
gµνα = hλνηµρ − hλµηνρ + aµgνρλ − aνgµρλ. (12)
See also [65].
The next step is to analyze solutions of system of differential equations
(10), (11) and (12). It is important to mention that functions gµνλ(p) are
completely determined by functions hµν(p) (see Section 4 for details). At the
same time, for one choice of functions gµνλ(p), it is possible to construct an
infinite family of functions hµν(p), as it will be shown below.
In [55], it is shown how to obtain a large family of solutions. In Section 4
it will be shown how to obtain the general solution of the above system from
one particular solution. In order to obtain one particular solution, let us set
gµνλ = pµηνλ − pνηµλ i. e. let us consider the commutator
[Mµν , pλ] = pµηνλ − pνηµλ, (13)
instead of commutator (6). We note that pλ transforms as a vector under
the action of Mµν . The solution of this system has the form
hµν = ηµν(−A + f(B))− iaµpν + a2pµpνγ2(B), (14)
where A = −(ap), B = −a2p2,
γ2 = −
1 + 2f(B)df(B)
dB
f(B)− 2B df(B)
dB
(15)
and f(B) is a real function. The scalar product aαpα is denoted by (ap).
The simplest possible expression for hµν is obtained when γ2 = 0. Then
relation (15) shows that f(B) =
√
1− B. This case is related to classical
basis (see [34, 35, 57]) or natural realization (see [55] or Subsection 3.3). In
order to distinguish this case from other cases, we write Pµ instead of pµ.
Similarly, we will use capital letters for the natural realization.
If the commutator (13) is satisfied, then Mµν and pµ form the Poincaré
algebra so(1, n − 1). If more general commutator (6) is satisfied then Mµν
and pµ form κ-Poincaré algebra. These algebras will be denoted by p.
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2.1 The shift and Casimir operators
It is useful to consider the shift operator Z and the Casimir operator . The
invertible operator Z is defined by
[Z, xˆµ] = iaµZ (16)
or, equivalently
[Z−1, xˆµ] = −iaµZ−1 (17)
and
[Z, pµ] = 0. (18)
Our Z is called a shift operator since it satisfies relations
ZxˆµZ
−1 = xˆµ + iaµ, Z
−1xˆµZ = xˆµ − iaµ. (19)
Let us mention that Z = Z(p). If the commutator (13) is satisfied (pµ
transforms as a vector under Mµν), then Z−1 has the form
Z−1 =
−A+ f(B)√
(f(B))2 +B
. (20)
The operator 3 is defined by commutation relations
[Mµν ,] = 0, (21)
[pµ,] = 0 (22)
and
[, xˆµ] = 2ipµ. (23)
If the commutator (13) is satisfied, it is possible to show that  has the form
 = 1
a2
F (B) and then it is easy to get
 =
∫ B
0
dt
f(t)− tγ2 . (24)
See also [24].
3It would be more precise to write h instead of  because it depends on the set of
functions hµν , but we will omit the index in order to simplify the notation.
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2.2 The algebra Hˆ and the action ◮
Let us define the algebra Hˆ as the quotient of the free algebra generated by
1, xˆµ and pµ and the ideal generated by relations (1), (4) and (5). Let us
recall that all Jacobi identities are satisfied.
We will show in Section 4 that Lorentz generators Mµν are in the algebra
Hˆ. Hence, the Poincaré algebra p, generated by Mµν and pµ is in Hˆ. Let P
be the enveloping algebra of p and let Aˆ be the subspace (subalgebra) of Hˆ
generated by 1 and xˆµ. Our goal is to construct the action of Hˆ on Aˆ and
then reconstruct the coalgebra structure of the Poincaré algebra p. Let us
define the action ◮ of Hˆ on Aˆ by
1. xˆµ ◮ gˆ(xˆ) = xˆµgˆ(xˆ), gˆ(xˆ) ∈ Aˆ
2. pµ ◮ 1 = 0, Mµν ◮ 1 = 0
3. pµ ◮ gˆ(xˆ) = [pµ, gˆ(xˆ)] ◮ 1 = pµgˆ(xˆ) ◮ 1
Mµν ◮ gˆ(xˆ) = [Mµν , gˆ(xˆ)] ◮ 1 = Mµν gˆ(xˆ) ◮ 1.
The action ◮ is well defined since all Jacobi identities are satisfied. Hence,
Aˆ is an Hˆ-module.
2.3 Leibniz rule and bialgebra
In order to obtain the Hopf algebra structure from our Poincaré algebra, we
have to define coproduct △, antipode S and counit ǫ of our generators. We
start with the action of pµ.
pµ ◮ (fˆ(xˆ) · gˆ(xˆ)) = pµ ◮ (fˆ(xˆ) ◮ gˆ(xˆ)) = (pµfˆ(xˆ)) ◮ gˆ(xˆ) =
=
(
[pµ, fˆ(xˆ)]
)
◮ gˆ(xˆ) +
(
fˆ(xˆ)pµ
)
◮ gˆ(xˆ) = (25)
=
(
[pµ, fˆ(xˆ)]
)
◮ gˆ(xˆ) +m
(
(1⊗ pµ) ◮
(
fˆ(xˆ)⊗ gˆ(xˆ)
))
where m(a⊗b) = a ·b and [pµ, fˆ(xˆ)] is written in the form that the coproduct
can be recognized. Since
pµ ◮
(
fˆ(xˆ) · gˆ(xˆ)
)
= m
(
△pµ(fˆ(xˆ)⊗ gˆ(xˆ))
)
(26)
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(Leibniz rule, [58]), we have
m
(
△pµ ◮ (fˆ(xˆ)⊗ gˆ(xˆ))
)
= [pµ, fˆ(xˆ)]gˆ(xˆ) +m
(
(1⊗ pµ) ◮ (fˆ(xˆ)⊗ gˆ(xˆ))
)
(27)
It shows that the coproduct △pµ can be obtained from formulae [pµ, fˆ(xˆ)]
by adding 1⊗ pµ. The same calculation can be done also for Mµν .
It is important to emphasize that our construction produces necessary
conditions for the coproduct. However, for each particular case, all axioms
for the bialgebra have to be checked.
Let us point out an important formula generalizing equation (1). Relation
(1) shows that
xˆµxˆν = iaµxˆν + (xˆν − iaν)xˆµ (28)
and by using relation (19) it follows that
xˆµxˆν = iaµxˆν + Z
−1xˆνZxˆµ. (29)
Using the induction, one can obtain that
xˆµxˆν1 . . . xˆνk = Z
−1xˆν1 . . . xˆνkZxˆµ + iaµ
k−1∑
s=0
Z−1xˆν1 . . . xˆνsZxˆνs+1 . . . xˆνk . (30)
By induction, again, the last expression can be written in the form
xˆµxˆν1 . . . xˆνk = Z
−1xˆν1 . . . xˆνkZxˆµ − aµ
(
pLα ◮ xˆν1 . . . xˆνk
)
xˆα, (31)
where pLα is the abbreviation for p
L
α = Pα− aα2 . Important property of pLα is
[pLα, xˆµ] = ηαµZ
−1. (32)
Using the formula (31), it is easy to write down the Leibniz rule for xˆµ,
xˆµ ◮ (fˆ gˆ) = (Z
−1
◮ fˆ)(xˆµ ◮ gˆ)− aµ(pLα ◮ fˆ)(xˆα ◮ gˆ) (33)
3 Realizations and star product
3.1 Realizations and the action ⊲
We are interested in realizations of our algebra Hˆ in terms of the Weyl alge-
brasH [55, 59, 60, 61, 62]. Hence, pµ andMµν will have the form pµ(x, ∂) and
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Mµν(x, ∂). In particular, we are interested in realizations of the subalgebra
p, defined before the Subsection 2.1. By abuse of notation, we will denote
the corresponding subalgebra of H by p again. The Weyl algebra H is the
quotient of the free algebra generated by 1, xµ and ∂µ =
∂
∂xµ
and the ideal
generated by relations
[∂µ, ∂ν ] = 0, [xµ, xν ] = 0, [∂µ, xν ] = ηµν . (34)
Generators xˆµ and pµ are expressed by xµ and ∂µ:
pµ = −i∂µ, (35)
xˆµ = x
αϕαµ(∂) (36)
The relationship between ϕ and h is given by
ϕαµ(∂) = hαµ(p) = hαµ(−i∂). (37)
The relations (35), (36) and (37) show that Hˆ is a subalgebra of H. At
the same time relation (7) shows that Hˆ is isomorphic to H.
Our realization (36) is generally nonhermitian realization because xˆµ is
generally not a Hermitian operator. The advantage of this realization is the
polarization i. e. xs are on the left hand side and ∂s are on the right hand
side. We will consider Hermitian realizations in the next paper.
Let us consider the action ⊲ of H on the subalgebra A generated by 1
and xµ. The action is given by
1. xµ ⊲ g(x) = xµg(x), g(x) ∈ A
2. ∂µ ⊲ g(x) = [∂µ, g(x)]⊲ 1 = ∂µg(x)⊲ 1
If the relation (13) is satisfied, it follows from (14) that xˆµ can be written
in the form
xˆµ = xµ(−A+ f(B)) + i(ax)∂µ − a2(x∂)∂µγ2 (38)
where A = i(a∂) and B = a2∂2.
Let us consider one example. We will calculate the commutator [xˆµ, f(xˆ)]
using the approximation of xˆ in the first order in a (see also the Appendix).
Let us mention that it can be also considered as a generalization of formula
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(1), since the right hand side of (1) is linear in a. If f(xˆ) has the form of the
monomial, then
[xˆµ, xˆk1 . . . xˆkm ] =
m∑
l=1
xˆk1 . . . xˆkl−1 [xˆµ, xˆkl]xˆkl+1 . . . xˆkm =
=
m∑
l=1
xˆk1 . . . xˆkl−1i(aµxˆkl − akl xˆµ)xˆkl+1 . . . xˆkm =
= imaµxˆk1 . . . xˆkm −
m∑
l=1
xˆk1 . . . xˆkl−1iaklxˆµxˆkl+1 . . . xˆkm .
Since all terms already contain a, xˆµ can be replaced by xµ and above ex-
pression transforms to
i (aµ(x∂)− xµ(a∂)) (x1 . . . xkm) (39)
It is interesting to note that this expression (in the first order in a) does not
depend on the realization ϕ.
3.2 Star product
For the given realization ϕ (relation (36)) it is possible to construct the
bijection T from Aˆ to A by
T (xˆµ) = xˆµ ⊲ 1 = x
αϕαµ ⊲ 1 = xµ (40)
and
T (gˆ(xˆ)) = gˆ(xˆµ)⊲ 1 = g(x). (41)
Let us mention that the polarization of the realization (36) is important for
our bijection.
Now, let us define the star product of functions f and g by
(f ⋆ g)(x) = fˆ(xˆ)gˆ(xˆ)⊲ 1 = fˆ(xˆ)⊲ g(x) (42)
The star product depends on the realization ϕ. Also, the star product is
associative if the κ-Minkowski space is of the Lie type (Eq. (1)).
The algebra Aˆ is not isomorphic to algebra A since the multiplication in
Aˆ is not commutative. Hence, let A⋆ be the algebra which has the same ele-
ments as A, but the star product is used instead of pointwise multiplication.
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Then the definition of the star product (relation 41) shows that T : Aˆ → A⋆
is an isomorphism of algebras. Also, this isomorphism can be enlarged to the
space of the formal power series. Since g(x) ◮ 1 = gˆ(xˆ) and gˆ(xˆ)⊲ 1 = g(x),
for g(x) ∈ A, the action ⊲ is in some way the inverse action of the action ◮.
Let us consider the left covariant realization. Then T (1) = 1, T (xˆµ) = xµ
and T (xˆµxˆν) = xµ(xν − iaν). Similarly, for the right covariant realization,
T (xˆµxˆν) = (xµ + iaµ)xν .
The star product can be also written in the form
(f ⋆ g)(x) = m
[
: exα(△−△0)∂
α
: f ⊗ g] , (43)
where : exα∂
α
: denotes the polarization i. e.
: exα∂
α
:=
∞∑
k=0
1
k!
xk∂k =
∞∑
k=0
1
k!
∏
xα00 · · ·xαn−1n−1 (∂0)β0 · · · (∂n−1)βn−1 (44)
(see [55, 58, 59, 62] for details.)
Let us consider the function fˆ(xˆ) = eikxˆ. Then, we define functions Kϕ
and Dϕ by
eikxˆ ⊲ 1 = ei(Kϕ)α(k)x
α
= eiKϕ(k)x. (45)
and
eikx ⋆ eiqx = eiDϕ(k,q)x (46)
For the totally symmetric realization (or Weyl-symmetric realization, see Sec-
tion 4), Ks = id (the identity operator) and then Ds can be calculated using
the BCH formula.
It can be proved that
△ ∂µ = iDϕ ((−i∂) ⊗ 1, 1⊗ (−i∂)) , (47)
i. e. Dϕ can be treated as a coproduct. Finally, it is easy to find relation
between Dϕ and Ds:
Dϕ(k, q) = Kϕ(Ds(K−1ϕ (k),K−1ϕ (q))). (48)
Details can be found in [55, 62, 64].
In order to simplify the notation, we will omit the index ϕ and write K
and D instead of Kϕ and Dϕ.
It is useful to define the function P by eikxˆ⊲eiqx = eiP(k,q)x (see also [63]).
Then D(k, q) = P(K−1(k), q).
12
Let us mention the relationship between the antipode and functions K
and D. The antipode and the function K commute,
S(K(k)) = K(S(k)). (49)
Also,
K−1(S(k)) = −K−1(k) (50)
(see [64]). Similar formula is valid for the antipode and the function D but
one should note the order of variables,
S(D(k, q)) = D(S(q), S(k)). (51)
Formulae (49) and (51) will be used in section 6.
Our ordering is totally symmetric. However, to any realization χ, it is
possible to associate an ordering : · :χ by the formula
: eikxˆϕ :χ ⊲1 = e
iK
χ
ϕ(k)x (52)
and the relation Kϕϕ = id. In our case, χ = S, where S stands for the totally
symmetric ordering. See more details in [62].
Finally, let us mention that ∂µ(f ⋆ g) = m∗ △ ∂µ(f ⊗ g) where m∗ is the
star multiplication i. e. m∗(f ⊗ g) = f ⋆ g.
Also, the Leibniz rule for xˆµ, 33, can be written in terms of realizations
and the action ⊲.
3.3 The natural realization
If the function f(B) (equation (38) has the form f(B) =
√
1− B, then
this particular realization is called the natural realization (see [55, 64]) or
the classical basis (see [34, 57]). It is easy to see that γ2 = 0 (15)). For
the natural realization, the Dirac derivative Dµ is equal to ∂µ. In order to
distinguish this realization from other realizations, we will write Xµ and Dµ
instead of xµ and ∂µ.
In our natural realization, Z−1 and  have the form
Z−1 = −i(aD) +
√
1− a2D2 (53)
and
 =
2
a2
(
1−
√
1− a2D2
)
. (54)
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Our xˆµ has the form
xˆµ = XµZ
−1 + i(aX)Dµ (55)
and formula (36) leads to
[Dµ, xˆν ] = Z
−1ηµν + iaµDν . (56)
In order to develop a coalgebra structure on our Poincaré algebra, several
formulae have to be derived. The first step is to find [Dµ, fˆ(xˆ)]. Using the
formula (56) one obtains
[Dµ, fˆ(xˆ)] =
(
Dµ ◮ fˆ(xˆ)
)
Z−1 + iaµ
(
DαZ ◮ fˆ(xˆ)
)
Dα −
− iaµ
2
(
Z ◮ fˆ(xˆ)
)
iaαD
α. (57)
In the Section 4, the left covariant realization is introduced and the relation-
ship between the left covariant realization and the natural realization is given
by the formula (101). Hence, the expression Dα − iaα2  will be denoted by
∂Lα and the previous formula transforms to
[Dµ, fˆ(xˆ)] =
(
Dµ ◮ fˆ(xˆ)
)
Z−1 + iaµ
(
∂LαZ ◮ fˆ(xˆ)
)
Dα. (58)
Now, it is easy to derive the Leibniz rule [Dµ, fˆ · gˆ] and coproduct △Dµ.
Similar formulae can be obtained for the action ⊲ of p on the space A.
We have already mentioned that Mµν is in p. It is shown in [55] that for
the natural realization Mµν has the form
Mµν = XµDν −XνDµ. (59)
The next step is to find the formula for △Mµν . Using the induction, one can
derive the formula
[Mµν , fˆ(xˆ)] = Mµν ◮ fˆ(xˆ) + iaµ
(
∂LαZ ◮ fˆ(xˆ)
)
Mαν − iaν
(
∂LαZ ◮ fˆ(xˆ)
)
Mαµ .
(60)
3.4 κ-Poincaré Hopf algebra
Formulae (27) and (58) show that the coproduct △Dµ can be written in the
form
△Dµ = Dµ ⊗ Z−1 + 1⊗Dµ + iaµ∂LαZ ⊗Dα. (61)
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and formulae (27) and (60) show that the coproduct △Mµν can be written
in the form
△Mµν = Mµν ⊗ 1+ 1⊗Mµν + iaµ(∂L)αZ ⊗Mαν − iaν(∂L)αZ ⊗Mαµ. (62)
The coproduct △Mµν can be calculated also by using the formula
Mµν = (xˆµDν − xˆνDµ)Z (63)
(see [55]). Let us write fˆ instead of fˆ(xˆ) and gˆ instead of gˆ(xˆ). Then
m((△Mµν) ◮ (fˆ ⊗ gˆ)) = Mµν ◮ (fˆ · gˆ) =
= ((xˆµDν − xˆνDµ)Z) ◮ (fˆ · gˆ) =
= (xˆµDν − xˆνDµ) ◮ ((Z ◮ fˆ) · (Z ◮ gˆ)) =
= xˆµ ◮
(
(DνZ ◮ fˆ) · gˆ + (Z ◮ fˆ) · (DνZ ◮ gˆ) +
+ iaν((∂
L
αZ
2
◮ fˆ) · (DαZ ◮ gˆ))
)
−
− xˆν ◮
(
(DµZ ◮ fˆ) · gˆ + (Z ◮ fˆ) · (DµZ ◮ gˆ) +
+ iaµ((∂
L
αZ
2
◮ fˆ) · (DαZ ◮ gˆ))
)
. (64)
The last equality is obtained by the formula (61) for the coproduct of Dµ.
Action of xˆµ can be understood as multiplication by xˆµ. Hence, we can either
multiply the first term by xˆµ or apply formula (33). The principle is very
simple: we want to have xˆµ and Dν together either on the left had side or
the right hand side of the symbol ⊗. It means that formula (33) is used for
the second and the third term. We could also develop the formula for △xˆµ,
but authors still work on proper mathematical setting.
Antipodes S(Mµν) and S(Dµ) are calculated from the definition of the
antipode in Hopf algebra. A short calculation produces the antipode S(Dµ)
S(Dµ) =
(−Dµ + iaµ∂LD)Z (65)
and S(Mµν)
S(Mµν) = −Mµν + iaµ∂LαMαν − iaν∂LαMαµ. (66)
It is important to emphasize that formulae for the coproduct and an-
tipode of Mµν and Dµ are written in the compact form i. e. the are unified
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in a covariant way. In the literature they are given separately. Another
advantage of formulae above is that they are written for any a, not only
for a = (a0, 0, . . . , 0). If we set a = (a0, 0, . . . , 0), then relation (65) can be
written in the form
S(D0) =
(−D0 + ia0∂LD)Z (67)
and
S(Dk) = −DkZ (68)
Also, relation (66) can be written in the form
S(M0k) = −M0k + ia0∂LαMαk (69)
and
S(Mmk) = −Mmk (70)
It is easy to compare these relations with relations for the antipode that can
be found elsewhere (see [57]).
Finally, the counit ǫ is trivial. It means that ǫ(1) = 1 and ǫ(Mµν) =
ǫ(Dµ) = 0.
Formulae for the coalgebra structure have to be checked. Namely, condi-
tions above are necessary but generally not sufficient. We have checked that
the formulae for the natural realization satisfy all axioms of the Hopf algebra,
as well as formulae written in the Subsection 4.1.
Relations (37) show that the algebra generated by Mµν and Dµ is iso-
morphic to the algebra p introduced before the Subsection 2.1. Hence, it
produces the coalgebra structure on the algebra p.
Let us mention that S2(Dµ) = Dµ and S2(Mµν) = Z1−nMµνZn−1. Our
shift operator behaves very well under the coproduct and the antipode:
△Z = Z ⊗ Z and S(Z) = Z−1. Also, the operator  satisfies the rela-
tion S() = . Our operators Dµ satisfy relations (SDµ)(SDµ) = D2,
S
(
∂LµD
µZ(D)
)
= ∂LD and Z(D)Z(S(D)) = 1.
3.5 Relations among the star product, coproduct and
realization ϕµν
The main idea of this subsection is to show that the star product, coproduct
and the realization ϕµν are equivalent i. e. one can reconstruct the remaining
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two vertices from any vertex of the following triangle:
.
ϕµν
△ ⋆
✡
✡
✡
✡
✡
✡
✡
✡
✡✢
❏
❏
❏
❏
❏
❏
❏
❏
❏❫✡
✡
✡
✡
✡
✡
✡
✡
✡✣
✲
❏
❏
❏
❏
❏
❏
❏
❏
❏❪
✛
(i) (ii) (iii) (iv)
(v)
(vi)
Most of arrows are already explained above. However, let us briefly recall
formulae. We should keep in mind that xˆ and ∂ satisfy relations (1), (34)
and (36) and our realizations are, generally, nonhermitian.
(i) We have already seen how to obtain the coproduct from functions ϕµν for
the natural realization. The first step was to find the commutator [∂µ, fˆ(xˆ)]
(formula (58)). Then, it is easy to reconstruct the coproduct (61). The
similar procedure can be done in general. Again, the first step is to calculate
the commutator [∂µ, fˆ(xˆ)]:
[∂µ, xˆν1 . . . xˆνk ] =
k∑
l=1
xˆν1 . . . [∂µ, xˆνl ] . . . xˆνk =
k∑
l=1
xˆν1 . . . ϕµνlxˆνl+1 . . . xˆνk =
=
k∑
l=1
xˆν1 . . .
(
xˆνl+1ϕµνl +
∂ϕµνl
∂∂λ
ϕλνl+1
)
. . . xˆνk . (71)
The main idea in this process was to push ∂s to the right. Hence, we have
used the formula ϕµνlxˆνl+1 = xˆνl+1ϕµνl +
∂ϕµνl
∂∂λ
ϕλνl+1 in the last step.
Using this procedure one can calculate the coproduct for numerous ex-
amples. Let us do this calculation for the left covariant realization (see Sub-
section 4.1 for details). Now our commutator [∂Lµ , fˆ(xˆ)] has the nice form:
[∂Lµ , fˆ(xˆ)] =
(
∂Lµ ◮ fˆ
)
Z−1. (72)
This formula can be proved by induction on the length of monomials that
stand for fˆ(xˆ). The key step in the proof is the action of Z−1 on fˆ(xˆ):
Z−1 ◮ fˆ(xˆ) = Z−1fˆ(xˆ)Z. Again, it can be proved by induction. Now, the
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formula (72) produces
△ ∂Lµ = ∂Lµ ⊗ Z−1 + 1⊗ ∂Lµ . (73)
Note: it can be proved that
∂Lµ ◮ xˆν1 . . . xˆνk =
k∑
l=1
xˆν1 . . . xˆνl−1ηµνlZ
−1xˆνl+1 . . . xˆνkZ. (74)
The coproduct can be obtained by using approximations. The linear
approximation is calculated in Appendix A (A.7). It is possible to continue,
i. e. to calculate quadratic approximation, cubic approximation and so on.
The result of this procedure will be the formula for the coproduct in the form
of the series.
(ii) The action of the coproduct of ∂µ on xˆν fˆ defines the commutator [∂µ, xˆν ]
and then it is easy to reconstruct ϕαµ. For example, for the natural realization
m
(
(△Dµ) ◮ (xˆν ⊗ fˆ)
)
= (∂µxˆν)(Z
−1fˆ)+xˆν(∂µfˆ)+iaµ(∂
L
αZxˆν)(∂
αfˆ). (75)
It shows that
[∂µ, xˆν ]fˆ =
(
δµνZ
−1 + iaµ∂ν
)
fˆ (76)
and
xˆν = xνZ
−1 + i(ax)∂ν . (77)
(iii) The realization is determined by functions ϕαµ. Also, each realization
determines the star product by formula (42).
(iv) Since
xµ ⋆ e
ikx = (xαϕαµ(ik)) e
ikx (78)
and (
xµ ⋆ e
ikx
)
e−ikx = xαϕαµ(ik) (79)
one obtains
ϕαµ(ik) =
∂
∂xα
(
e−ikx
(
xµ ⋆ e
ikx
))
(80)
(v) Function D can be obtained from the star product using formula (46)
and then the coproduct can be calculated using formula (47).
(vi) The star product can be calculated directly from the formula (43).
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4 Realizations of κ-Minkowski spacetime
In the previous section, the natural realization was the only treated example.
In this section, we will consider more general realizations. We will start with
covariant realizations (see [55]) which are given by the expression
xˆµ = xµϕ+ i(ax)(∂µβ1 + iaµ∂
2β2) + i(x∂)(aµγ1 + ia
2∂µγ2) (81)
where ϕ, βi and γi are functions of A and B. In the Section 4.3, we will
consider general (noncovariant) realization given by the formula 36. Let
us find the relationship between the covariant realizations and the natural
realization. The most general Ansatz for {∂µ, xµ} is
Dµ = ∂µG1(A,B) + iaµ∂
2G2(A,B) (82)
Xµ = x
αψαµ(A,B) (83)
where ∂µ and xµ satisfy equations: [∂µ, ∂ν ] = 0, [xµ, xν ] = 0 and [∂µ, xν ] =
ηµν . Since [Dµ, Xν ] = ηµν ,
ψ =
(
∂Dµ
∂∂ν
)−1
(84)
i. e. ψ is determined by G1 and G2.
We can also consider “inverse transformations”
∂µ = DµG1(i(aD), a2D2) + iaµD2G2(i(aD), a2D2) (85)
xµ = X
αPαµ(i(aD), a2D2) (86)
where Gi and P are real functions.
It is easy to construct the coproduct and the antipode in the Hopf algebra
related to the realization given by (85) and (86).
△∂µ = △Dµ(G1(i(a△D), a2△D2))+ iaµ△D2(G2(i(a△D), a2△D2)) (87)
where
△D2 = △Dµ△Dµ = D2 ⊗ Z−2 + 1⊗D2 + 2Dα ⊗DαZ−1 +
+i2a2∂Lα∂
L
βZ
2 ⊗DαDβ + 2i(aD)∂LαZ ⊗DαZ−1 + 2∂LαZ ⊗Dα(aD) (88)
where ∂Lµ = Dµ − iaµ2  is the left covariant realization that already we had
before (see the formula (101)).
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The coproduct of Mµν , △Mµν , remains unchanged. Operators ∂Lµ =
Dµ− iaµ2  and Z in the formula (62) have to be expressed in terms of ∂. The
same calculation can be done for the antipode.
Let us consider one example. We will calculate the coproduct △Dµ in
two different ways. Formula (101) shows that Dµ has the form
Dµ = ∂
L
µ +
iaµ
2
 = ∂Lµ +
iaµ
2
Z(∂L)2. (89)
The action of the coproduct produces (the coproduct of ∂µ is given by the
formula (73))
△Dµ = ∂Lµ ⊗ Z−1 + 1⊗ ∂Lµ +
+
iaµ
2
(Z ⊗ Z) (∂Lα ⊗ Z−1 + 1⊗ ∂Lα ) ((∂L)α ⊗ Z−1 + 1⊗ (∂L)α) =
= ∂Lµ ⊗ Z−1 + 1⊗ ∂Lµ +
+
iaµ
2
(
Z(∂L)2 ⊗ Z−1 + 2∂LαZ ⊗ (∂L)α + Z ⊗ Z(∂L)2
)
(90)
The coproduct △Dµ is calculated in formula (61). Hence
△Dµ = Dµ ⊗ Z−1 + 1⊗Dµ + iaµ∂LαZ ⊗Dα (91)
=
(
∂Lµ +
iaµ
2
Z(∂L)2
)
⊗ Z−1 + 1⊗
(
∂Lµ +
iaµ
2
Z(∂L)2
)
+
+ iaµ∂
L
αZ ⊗
(
(∂L)α +
iaα
2
Z(∂L)2
)
= ∂Lµ ⊗ Z−1 + 1⊗ ∂Lµ +
iaµ
2
Z(∂L)2 ⊗ Z−1 +
+ 1⊗ iaµ
2
Z(∂L)2 + iaµ∂
L
αZ ⊗ (∂L)α + iaµ∂LαZ ⊗
iaα
2
Z(∂L)2
It remains to compare the results of equations (90) and (91) and use the
formula Z = 1 + ZA.
In order to complete the example, let us mention that
Xµ = x
L
µ − i(axL)
∂Lµ
1− a2
2

. (92)
In the Appendix, the linear approximation in a is calculated. Using the
quadratic, cubic and other approximations in a one can obtain the series
when the exact formula for the coproduct is too complicated.
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4.1 Examples
We will consider two classes of realizations, called type I and type II. For each
realization, it is interesting to find out the relation to the natural realization.
Also, it is useful to express the shift operator z:
z−1(∂) = Z−1(D(∂)) = G1ϕ (93)
where ϕ appears in formula (81) and G1 appears in formula (82).
For type I realizations, β1 = β2 = 0 (see the formula (81)) and xˆµ has the
form
xˆµ = xµϕ+ i(x∂)(aµγ1 + ia
2∂µγ2) (94)
where
γ1 =
(
1 + ∂ϕ
∂A
)
ϕ
ϕ− (A ∂ϕ
∂A
+ 2B ∂ϕ
∂B
) , (95)
and
γ2 = −
2 ∂ϕ
∂B
ϕ
ϕ− (A ∂ϕ
∂A
+ 2B ∂ϕ
∂B
) . (96)
The expressions for Gi are given by
G1 =
1
ϕ+ A
(97)
and
G2 =
1
2ϕ(ϕ+ A)
. (98)
Operator Dµ has the form
Dµ = ∂µ
Z−1
ϕ
+
iaµ
2
 (99)
Also
Z = 1 +
A
ϕ
. (100)
Three examples of type I realizations are mentioned in [55]. For left
covariant realization ϕL = 1 − A, for right covariant realization ϕR = 1 and
for totally symmetric realization ϕS = AeA−1 .
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Let us write down formulae for the left covariant realization:
xˆµ = x
L
µ(1− A)
Mµν = x
L
µ∂
L
ν − xLν ∂Lµ +
1
2
i(xLµaν − xLν aµ)
1
1−A(∂
L)2
Dµ = ∂
L
µ +
iaµ
2
 (101)
Z =
1
1− A
△∂Lµ = ∂Lµ ⊗ Z−1 + 1⊗ ∂Lµ (102)
Similarly, for the right covariant realization, following formulae are obtained
xˆµ = x
R
µ + iaµ(x
R∂R)
Mµν = x
R
µ ∂
R
ν − xRν ∂Rµ + i(xR∂R)(aµ∂Rν − aν∂Rµ ) +
i
2
(aνx
R
µ − aµxRν )(∂R)2
Dµ =
1
1 + A
∂Rµ +
iaµ
2

Z = 1 + A
△∂Rµ = ∂Rµ ⊗ 1 + Z ⊗ ∂Rµ (103)
For the totally symmetric (Weyl symmetric) realization, label S on xµ and
∂µ is omitted for simplicity. Hence,
xˆµ = xµ
A
eA − 1 + iaµ(x∂)
eA − 1−A
(eA − 1)A
Mµν = xµ∂ν − xν∂µ + i(x∂)(aµ∂ν − aν∂µ)e
A − 1− A
A2
Dµ =
eA − 1
AeA
∂µ +
iaµ
2

Z = eA
△∂µ = ϕS(△A)
(
∂µ
ϕS(A)
⊗ 1
)
+ ϕS(−△ A)
(
1⊗ ∂µ
ϕS(−A)
)
. (104)
For type II realizations, β1 = 1 and β2 = 0 in formula (81). Hence, xˆµ
has the form
xˆµ = xµϕ+ i(ax)∂µ + i(x∂)(aµγ1 + ia
2∂µγ2), (105)
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where γ1 has the same form as for type I realizations (formula (95)) and γ2
has the form
γ2 =
∂ϕ
∂A
− 2(ϕ+ A) ∂ϕ
∂B
ϕ− (A ∂ϕ
∂A
+ 2B ∂ϕ
∂B
) . (106)
It remains to write down expressions for Gi and Z.
G1 =
1√
(ϕ+ A)2 +B
, (107)
G2 = 0 and
Z =
√(
1 +
A
ϕ
)2
+
B
ϕ2
. (108)
The natural realization is of type II. In this case, ϕN = −i(aD) +√
1− a2D2.
There is another interesting example of type II realizations: Magueijo–
Smolin [33]. In this case ϕMS = 1. We omit label MS on xµ and ∂µ for
simplicity. Hence,
xˆµ = xµ + i(xa)∂µ + i(x∂)aµ
Mµν = xµ∂ν − xν∂µ + i(x∂)(aµ∂ν − aν∂µ)
Z =
√
(1 + A)2 +B
Dµ = Z
−1∂µ
△∂µ = ∂µ ⊗ 1 + Z ⊗ ∂µ + iaµ
(
∂µ − iaα
2

)
Z ⊗ ∂αZ (109)
The Magueijo–Smolin realization does not satisfy condition (13) i. e. ∂µ does
not transform as a vector under the action of Mµν .
It is easy to calculate antipode in this special realizations.
4.2 General Dirac derivatives
In general realizations do not satisfy condition (13). If this condition is
added, then Dµ and Xµ have the simpler form
Dµ = ∂µG(B)
Xµ = xαψαµ(B). (110)
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G(B) has the form
G(B) =
1√
f 2(B) +B
(111)
and
z−1(∂) ≡ Z−1(D(∂)) = −A + f(B)√
f 2(B) +B
(112)
for a real function f(B). Then xˆµ has the form
xˆµ = xµ(−A + f(B)) + i(xa)∂µ − a2(x∂)∂µγ2(B) (113)
The inverse transformation has a simpler form
∂µ = DµG(a2D2) (114)
One obtains Dµ =
∂µ√
f 2 +B
, a2D2 =
B
f 2 +B
.
Operator Mµν can be expressed by formula (63):
Mµν = (xˆµDν − xˆνDµ)Z. (115)
Using formulae (113) for xˆµ, (110) for Dµ (and (111) for G) and (112) for Z,
it is easy to check the formula for Mµν
Mµν = xµ∂ν − xν∂µ. (116)
4.3 Construction of general realization ϕµν
Let us consider, again, (general, not necessarily covariant) realizations given
by formulae (35) and (36). We want to find the relationship among them.
In order to distinguish them, one of them will be the natural realization.
Realizations are related by the similarity transformations i. e.
Dµ = E∂µE−1
Xµ = ExµE−1 (117)
where E = exp{xαΣα(∂)} and functions Σα(∂) satisfy the boundary condition
lim
a→0
Σα = 0. (118)
24
It is easy to see that relations (117) transform to
Dµ = Dµ(∂)
Xµ = x
αψαµ(∂). (119)
Since, [Dµ, xˆν ] = Φµν(D),
∂Dµ
∂∂α
ϕαν = Φµν(D(∂)) (120)
and
ϕαν =
[
∂D
∂∂
]−1
αµ
Φµν(D(∂)). (121)
It shows that using similarity transformation (or equivalently functions Dµ
and ψµν =
(
∂D
∂∂
)−1
µν
) and the set of functions Φµν , one can construct the set of
functions ϕµν . Since functions ϕµν and hµν are related by the formula (37),
we find functions hµν(p). Hence, the above constructions produces the set of
all solutions {hµν} of the system of differential equations (10), (11) and (12).
If Dµ(∂) is given and [ψµν ] is a regular matrix, then Σα(∂) exist and can
be generally expressed in terms of the series of ∂, and vice verse.
5 L–R duality
Let us consider the following problem: if the realization ϕ is given by relation
(36), is it possible to find the dual realization, ϕ˜, such that the following
relation is satisfied
(f ⋆ϕ g)(x) = (g ⋆ϕ˜ f)(x)? (122)
The answer is positive and it follows from the previous subsection.
It is shown in the previous section that to each realization there corre-
sponds a star product and the coproduct. We will relate two realizations
given in relation (122) by the coproduct. The star product of the left hand
side of the relation (122) is related to the coproduct △ by the formula (43):
(f ⋆ϕ g)(x) = m0(e
xα(△−△0)∂α(f ⊗ g))(x). (123)
Let us calculate the coproduct △˜ of the dual realization. We set
△˜ = τ0△ (124)
25
where τ0 is the flip operator (τ0(a ⊗ b) = b ⊗ a). The corresponding star
product is calculated by
(g ⋆ϕ˜ f)(x) = m0(e
xα(△˜−△0)∂α(g ⊗ f))(x) (125)
and the dual realization ϕ˜ can be calculated by the procedure (2) in the
Subsection 3.5.
Let us consider operators yˆµ defined by
yˆµ = x
αϕ˜αµ(∂). (126)
Then the following two relations are satisfied:
xˆµ ⊲ f(x) = xµ ⋆ϕ f(x) = f(x) ⋆ϕ˜ xµ (127)
and
yˆµ ⊲ f(x) = xµ ⋆ϕ˜ f(x) = f(x) ⋆ϕ xµ. (128)
Using the above two relations, it is easy to prove that operators yˆµ satisfy
dual relations to the set of relations (1):
[yˆµ, yˆν] = −i(aµyˆν − aν yˆµ). (129)
One calculates the left hand side of the relation (129)
[yˆµ, yˆν]⊲ f(x) = (f(x) ⋆ϕ xν) ⋆ϕ xµ − (f(x) ⋆ϕ xµ) ⋆ϕ xν . (130)
Since the star product is associative, it transforms to
[yˆµ, yˆν]⊲ f(x) = f(x) ⋆ϕ i(aνxµ − aµxν) = −i(aµyˆν − aν yˆµ)⊲ f(x). (131)
It proves the relation (129).
Operator yˆµ commutes with operator xˆν , i. e.
[yˆµ, xˆν ] = 0. (132)
This proof is trivial.
Finally, let us write down dual operators for the natural realization. Op-
erators yˆµ have the form
yˆµ = Xµ − iaµ(XD) + i(aX)∂LµZ (133)
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The left covariant realization is dual to the right covariant realization (see
Subsection 4.1). Finally, the totally symmetric realization is symmetric to
itself where aµ goes to −aµ.
In general, operators yˆµ have the form
yˆµ =
(
xˆµ − iaµ(xˆ∂L)
)
Z. (134)
Finally, let us mention the relation that connects △˜ and the antipode S:
△˜ = (S ⊗ S) ◦ △ ◦ S−1 (135)
6 Integral formulae
The generalized involution, f ∗, of the function f is defined by(
eikx
)∗
= eiS(k)x (136)
for the exponential function f(x) = ei(kx) and by
f ∗(x) =
1
(2π)
n
2
∫
dnk
(
f˜(k)
)
eiS(k)x (137)
for any function f where f˜(k) denotes the complex conjugation. Here, f has
the form
f(x) =
1
(2π)
n
2
∫
dnk
(
f˜(k)
)
eikx. (138)
Let us mention that f ∗ can be also defined as
1⊳
(
fˆ(xˆ)
)†
= f ∗(x) (139)
where † denotes the Hermitian conjugation (x†µ = xµ and ∂†µ = −∂µ). Also,
λ∗ = λ for λ ∈ C and
lim
a→0
f ∗ = f. (140)
Finally, f ∗ = f for all selfdual realizations. Hence, f ∗ = f for the totally
symmetric realization.
Let us remark the following property of the star product:
(f ⋆ g)∗ = g∗ ⋆ f ∗. (141)
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We will sketch the proof for functions f(x) = eikx and g(x) = eiqx. Using
the Fourier expansion, it is easy to do the general case. The formula (46)
shows that (f ⋆ g)∗ has the form eiS(D(k,q))x, formula (51) transforms it to
eiD(S(q),S(k))x and then formula (46) produces the right hand side of formula
(141).
The star inner product (·, ·)⋆ of two functions f and g is defined by
(f, g)⋆ =
∫
dnx f ∗(x) ⋆ g(x). (142)
Using the identity∫
dnx eiS(k)x ⋆ eiqx = (2π)nδ(n)(D(S(k), q)) = (2π)
n
det
∣∣∣∂Dµ(S(k),q)∂qν
∣∣∣
k=q
δ(n)(k − q),
(143)
it is easy to see that the star inner product satisfies all properties of the inner
product.
The denominator det
∣∣∣∣∂Dµ(S(k), q)∂qν
∣∣∣∣
k=q
can be calculated for each real-
ization. For example, for the natural realization, det
∣∣∣∣∂Dµ(S(k), q)∂qν
∣∣∣∣
k=q
=
1√
1 + a2k2
(see [64]). Also, it is easy to calculate that for the totally sym-
metric realization det
∣∣∣∣∂Dµ(S(k), q)∂qν
∣∣∣∣
k=q
=
(
eaq − 1
aq
)n−1
eaq.
This inner product will be very important when the realization (36) is
Hermitian since the following formula is valid:∫
dnx f ∗(x) ⋆ g(x) =
∫
dnx f(x) · g(x). (144)
In [48, 49, 50], the auxiliary measure dnxµ(x) was introduce in order to obtain
the trace property. Our approach is more natural.
Let us consider some properties of the star inner product. We start with∫
dnx f(x) ⋆ ∂µg(x).∫
dnx f(x) ⋆ ∂µg(x) =
1
(2π)n
∫
dnk
∫
dnq
∫
dnx f˜(k)g˜(q)eikx ⋆ ∂µe
iqx =
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=
1
(2π)n
∫
dnk
∫
dnq
∫
dnx f˜(k)g˜(q)(iqµ)e
iD(k,q)x =
=
∫
dnk
∫
dnq f˜(k)g˜(q)(iqµ)δ
(n)(D(k, q)) =
=
∫
dnk
∫
dnq f˜(k)g˜(q)(iS(kµ))δ
(n)(D(k, q)) = . . .
. . . =
∫
dnx S(∂µ)f(x) ⋆ g(x) (145)
We have used that D(k, S(k)) = 0 and δ(n)(D(k, q)) 6= 0 for q = S(k). Hence,∫
dnx f(x) ⋆ ∂µg(x) =
∫
dnx S(∂µ)f(x) ⋆ g(x). (146)
Similarly, ∫
dnx ∂µf(x) ⋆ g(x) =
∫
dnx f(x) ⋆ S(∂µ)g(x). (147)
Formula (147) follows from formula (146) directly by S2(∂µ) = ∂µ. Since
Z = Z(∂), the formula (146) generalizes to∫
dnx f(x) ⋆ Zg(x) =
∫
dnx Z−1f(x) ⋆ g(x). (148)
Finally,∫
dnxf(x)⋆g(x) =
∫
dnxZn−1g(x)⋆f(x) =
∫
dnxZn−2g(x)⋆Z−1f(x) = . . .
. . . =
∫
dnx g(x) ⋆ Z−n+1f(x). (149)
The formula above is proved in [64] for the Hermitian natural realization. It
can be also found in [66], for the case when n = 2. However, it is valid for
any (not necessarily Hermitian) realization.
7 Translation invariance of the star product
One can ask if the star product is translation invariant, i. e.
Tv(f) ⋆ Tv(g) = Tv(f ⋆ g) (150)
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where Tv denotes the translation operator: Tv(f)(x) = f(x + v) for vector
v = (v0, . . . , vn−1) ∈ Rn. It is important to note that the translation operator
Tv is the similarity transformation since
Tvxµ = xµ + vµ = evα∂αxµe−vα∂α = TvxµT−1v . (151)
Similarly,
Tv(xˆµ) = TvxˆµT−1v = xˆµ + vαϕαµ (152)
Now,
Tv (f(x) ⋆ g(x)) = Tv
(
fˆ(xˆ)gˆ(xˆ)⊲ 1
)
= Tv
(
fˆ(xˆ)gˆ(xˆ)⊲ 1
)
T−1v ⊲ 1 =
= Tvfˆ(xˆ)T
−1
v Tvgˆ(xˆ)T
−1
v ⊲ 1 = Tv(f) ⋆ Tv(g) (153)
It shows that the star product is translation invariant.
Our definition of translation invariance is different from others in litera-
ture (see [67, 68, 69]).
8 Conclusion and outlook
Several details should be considered again. Our approach to the Hopf algebra
was based on the action of Hˆ on Aˆ and this action was determined by the set
of functions hµν (the set of functions gµνλ was determined by functions hµν).
Functions hµν were determined by the set of differential equations (10), (11),
(12) and these equations were determined by Jacobi identities. These Jacobi
identities were key point in our construction. They gave a nice blend of
the κ-Minkowski space and the κ-Poincaré algebra together with the action
◮. It is important to emphasize that from one set of functions hµν one can
construct all possible sets of functions hµν (see Subsection 4.3).
We point out that for the given choice of hµν , there is a unique expression
for gµνλ (6) such that the Lorentz algebra is undeformed and relations (1-3)
are satisfied. Also, the Hopf algebra structure is fixed and the corresponding
κ-Poincaré algebra is fixed. The reverse statement is not true. Examples with
undeformed Poincaré algebras are given by a family of hµν , see Subsection
4.2.
Concrete calculations are done using realizations. Several examples are
given, natural and left covariant realizations are calculated completely.
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Our realizations are polarized, i. e. expressions for xˆµ contain x to the first
power on the left hand side and ∂s on the right hand side. We will consider
the hermitian realizations, which are not polarized, in the next paper.
The formulae obtained for the coalgebraic sector of the κ-Poincaré algebra
are written in the covariant way, i. e. there is one expression for the coproduct
or the antipode contrary to formulas in literature (for example, [57]). Also,
formulas in the literature are given for a = (a0, 0, . . . , 0).
To each realization, there corresponds a unique Hopf algebra structure
(coproduct) and a star product. Their relationship is analyzed in Subsection
3.5. It is shown that if one piece of information is known (the realization,
the coproduct or the the star product), then it is easy to construct remaining
two. It will be shown in future paper, that it is possible to treat the twist
on the same level, i. e. one can construct the twist from above pieces of data
and vice verse.
Formulae (58) and (60) led us to the Leibniz rule and the coproduct of
Dµ and Mµν . Similarly, the formula (33) produces the Leibniz rule for the
element xˆµ. At this moment, we can not discuss the coproduct △xˆµ since
there is no Hopf algebra which contains xˆµ. However it is possible to write
down the expression for △xˆµ which fits into calculations. It leads to the
construction of the generalized Hopf algebra which will appear in the future
publications.
Dispersion relation is determined by . For the natural realization,  is
determined by relation (54). Relation (117) shows how to relate Dµ and ∂µ
for the general realization and hence write the dispersion relation. Dispersion
relations were analyzed and discussed in [70] and references therein.
The notion of duality relates two κ-Minkowski algebras. Also, it relates
corresponding realizations. Hence the understanding of one realization (and
appropriate formulae) gives the understanding of the dual realization.
Let us stress the importance of the formula (144). In [48, 49, 50], the
artificial measure was introduced in order to obtain desired properties. The
formula (144) shows another approach which is more natural. Hermitian
realizations will be considered in our following paper. The formula (149)
shows that the deformed trace property is satisied. Integral formulas will be
generalized further to differential forms.
The notion of translations is introduced in a different way than it is done
in [67, 68, 69]. Under this approach, the star product becomes translation
invariant.
Our parameters aµ were treated as constants related to the choice of
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the κ-Minkowski space. Since the set of relations [Mµν , aλ] = 0 leads to
[Mµν , Z] 6= 0, the Lorentz invariance is violated. Also, different sets of
functions {hµν} migh lead to different physical consequences. For example,
constraints on the quantum gravity scale from κ-Minkowski spacetime are
studied in [70] and electrodynamics on κ-Minkowski spacetime was analyzed
in [71]. An alternative way is to treat a as a vector invariant under Lorentz
transformations i. e.
[Mµν , aλ] = aµηνλ − aνηµλ, (154)
together with remaining two sets of commutators: [xˆµ, aν ] = [aµ, aν ] = 0.
This construction leads to the primitive coproduct of Mµν(see [64, 72]).
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A Linear approximation in a
The realization (36) is determined by functions ϕµν and these functions can
be written as an infinite power series in a. We are going to consider any
function ϕµν and then restrict our attention to 0th and 1st power in a. The
most general linear form of the realization (36) has the form
xˆµ = xµ + i (αxµ(a∂) + β(ax)∂µ + γaµ(x∂)) (A.1)
Since variables xˆµ satisfy relation (1), γ − α = 1.
We will start with the function P = P(k, q) defined by
eikxˆ ⊲ eiqx = ei(P(k,q)x) (A.2)
Simple calculation shows that
Pµ(k, q) = kµ + qµ − 1
2
{
αkµ(ak) + βaµk
2 + γ(ak)kµ
}
− {αkµ(aq) + βaµ(kq) + γ(ak)qµ} (A.3)
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Since K(k) = P(k, 0),
Kµ(k) = kµ − 1
2
{
αkµ(ak) + βaµk
2 + γ(ak)kµ
}
(A.4)
and
K−1µ (k) = kµ +
1
2
{
αkµ(ak) + βaµk
2 + γ(ak)kµ
}
. (A.5)
Since D(k, q) = P(K−1(k), q),
Dµ(k, q) = kµ + qµ − {αkµ(aq) + βaµ(kq) + γ(ak)qµ} . (A.6)
Formula (47) produces
△ ∂µ = ∂µ ⊗ 1+ 1⊗ ∂µ + i {α∂µ ⊗ (a∂) + βaµ∂α ⊗ ∂α + γ(a∂)⊗ ∂µ} (A.7)
For each realization, it is easy to find α, β and γ. Now, formulae above
can serve as a nice check. For example, for the natural realization, α = −1,
β = 1 and γ = 0. Then formula (A.7) shows that
△Dµ = Dµ ⊗ 1 + 1⊗Dµ + i {−Dµ ⊗ (aD) + aµDα ⊗Dα} (A.8)
The same formula can be obtained from formula (61).
Let us consider the relationship between the natural realization and any
covariant realization (equations (82) and (83)). The linear approximation of
these equations have the form
Dµ = ∂µ + i
{
u(a∂)∂µ + vaµ∂
2
}
(A.9)
Xµ = xµ − i {uxµ(a∂) + uaµ(x∂) + 2v(ax)∂µ} (A.10)
The relationship is given by α = −u− 1, β = −2v + 1 and γ = −u.
The correspondence between fˆ(xˆ) and f(x) is given by
fˆ(xˆ) = f(x)+i
(
α
(
x
∂f
∂x
)
(a∂) + β(ax)
(
∂f
∂x
∂
)
+ γ
(
a
∂f
∂x
)
(x∂)
)
(A.11)
and the correspondence between f(x) and fˆ(xˆ) is given by
f(x) = fˆ(xˆ)⊲ 1 = fˆ(x) +
∑
i<j
Oifˆ(x)[δˆi, xj] (A.12)
where [δˆi, xj ] = ∂δˆi∂∂j .
Let us mention that the similar calculation could be done for the quadratic
approximation in a.
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