ABSTRACT. We prove a multiple recurrence result for arbitrary measure-preserving transformations along polynomials in two variables of the form m + p i (n), with rationally independent p i 's with zero constant term. This is in contrast to the single variable case, in which even double recurrence fails unless the transformations generate a virtually nilpotent group. The proof involves reduction to nilfactors and an equidistribution result on nilmanifolds.
INTRODUCTION
The polynomial Szemerédi theorem [BL96] for commuting invertible measure-preserving transformations T 1 , . . . , T ℓ on a probability space (X , µ) asserts that for every positive measure set A ⊂ X and any integer polynomials p i :
d → with zero constant term the set of n ∈ d such that
has positive lower density. This result extends to nilpotent groups of transformations [Lei98] but fails quite dramatically for groups that are not virtually nilpotent. Furstenberg constructed weakly mixing measure-preserving transformations T, S on a space (X , µ) such that for some positive measure subset A ⊂ X we have µ(T n A∩ S n A) = 0 for every n ∈ [Fur81, p. 40]. His construction has been extended by the first author, Lesigne, and Wierdl to obtain µ(T a(n) A∩ S b(n) A) = 0 for any given injective sequences a, b : → \ {0}, e.g. (n) and (n 2 ) [FLW10, Theorem 1.7]. The transformations in Furstenberg's example generate a solvable group that is not virtually nilpotent, and it has been shown by Bergelson and Leibman that every such group admits a measure-preserving action for which recurrence fails for some pair of elements in the group [BL04] .
Thus it may come as a surprise that we obtain a multiple recurrence result without any algebraic assumptions on the measure-preserving transformations. Theorem 1.2. Let T 1 , . . . , T ℓ be invertible measure-preserving transformations on a probability space (X , µ) and p 1 , . . . , p ℓ ∈ [n] be rationally independent polynomials with zero constant term. Then for every set of positive measure A ⊂ X and every ε > 0 the set of pairs (m, n) such that
has positive lower density with respect to any Følner sequence of the form
This gives a partial answer to a problem from [CF12] . The question whether a similar recurrence result (without the lower bound) for non-commuting transformations holds for rationally dependent polynomials remains open. In particular, even the case ℓ = 3, p 1 (n) = 0, p 2 (n) = n, p 3 (n) = 2n is open.
The lower bound µ(A)
ℓ+1 is optimal (as can be seen considering weakly mixing transformations and using Proposition 4.2) and new even for commuting transformations. We note that in the case of a not necessarily ergodic single transformation T 1 = · · · = T ℓ = T and without the extra variable m the corresponding bound for (1.1) is known for families of linearly independent polynomials [FK06] . If T is ergodic then there is also a lower bound for (1.1) for the families (n, 2n), (n, 2n, 3n) [BHK05] , and some other families of polynomials [Fra08, Theorem C]. This result fails for (n, 2n) without the ergodicity assumption and for (n, 2n, 3n, 4n) even with the ergodicity assumption [BHK05] .
For commuting transformations T 1 , . . . , T ℓ the corresponding lower bounds are known for families similar to (n, n 2 , . . . , n ℓ ) without ergodicity assumptions [CFH11] and the family (n, n) if T 1 and T 2 are jointly ergodic [Chu11] , although in the latter case the optimal bound is µ(A) 4 
has positive lower density with respect to any Følner sequence (Φ N ) in 2 as in Theorem 1.2.
We note that throughout this article the assumption that the polynomials vanish at zero can be relaxed to joint intersectivity, see [BLL08] for the definition of this property.
AN EQUIDISTRIBUTION RESULT ON NILMANIFOLDS
A (k-step) nilmanifold is a quotient space X = G/Γ, where G is a (k-step) nilpotent Lie group and Γ ≤ G is a discrete cocompact subgroup, with the unique G-invariant probability measure. A nilsystem (X , T ) is a nilmanifold X = G/Γ with a map of the form T x = ax, a ∈ G. It is known that every ergodic nilsystem is uniquely ergodic, see e.g. [Lei05b, 2.19]. A (k-step) basic nilsequence is a sequence of the form ( f (T n x)), where (X , T ) is a (k-step) nilsystem, x ∈ X , and f ∈ C(X ). Without loss of generality the nilsystem in the definition of a basic nilsequence can be taken to be ergodic since every nilsystem is a disjoint union of ergodic nilsystems by [Lei05b, Remark 2.22]. A k-step nilsequence is a uniform limit of k-step basic nilsequences.
Recall that a map g : d → X to a topological space X with a Borel measure µ is said to be well-distributed on (X , µ) if for every Følner sequence (Φ N ) in d and every continuous function f ∈ C(X ) we have n∈Φ N f (g(n)) → X f dµ as N → ∞ (here and later we denote averages by n∈Φ = 1 |Φ| n∈Φ ). The basic well-distribution criterion for nilmanifolds is due to Leibman. (1) The sequence (a
The next result tells us that every ergodic nilsystem can be decomposed into finitely many totally ergodic nilsystems.
Lemma 2.2 ([Fra08, Proposition 2.1]). Let (X , T ) be an ergodic nilsystem. Then
(1) (X , T ) is totally ergodic if and only if X is connected, and (2) there exists r ∈ such that (X ′ , T r ) is an ergodic nilsystem for every connected component X ′ of X , and in particular totally ergodic.
Finally, the systems arising in Lemma 2.1(3,4) in the totally ergodic case have a particularly simple algebraic structure. With these tools at hand we can show our equidistribution result on nilmanifolds.
. . , ℓ, be totally ergodic nilsystems and p i , i = 1, . . . , ℓ, integer polynomials rationally independent from 1. Then for every x 1 , . . . , x ℓ the polynomial sequence (T
It is crucial for our argument that the above equidistribution property holds for every tuple x 1 , . . . , x ℓ . The following example shows that it is not possible to remove the extra variable m from the proposition. Let X = 2 and T :
where G i are nilpotent Lie groups and Γ i ≤ G i discrete cocompact subgroups, and Fix (x 1 , . . . , x ℓ ) and assume that (T
is not well-distributed on the torus X 1 × · · · × X ℓ . By Weyl's equidistribution criterion we obtain l i ∈ d i , not all of which are zero, such that
(N i x i + b i ), we will show that α i,r ∈ for all i, r. Then Weyl's equidistribution criterion implies that T n i x i is not well-distributed on X i for those i with l i = 0, thus contradicting unique ergodicity of (X i , T i ).
Changing the order of summation we obtain
where R = max i d i − 1. Recall that the binomial coefficient n k is a polynomial in n of degree k.
With this in mind we consider the m R term in the above sum. The contributions to that term come from r = R − 1 (which gives a scalar multiple of m R ) and from r = R which gives 1 R! i m R p i (n)α i,R plus some scalar multiple of m R . Since the polynomials p i are rationally independent from 1 this implies α i,R ∈ . Hence we obtain
and we conclude by induction on R.
A DECOMPOSITION RESULT
Let (X , µ, T ) be an arbitrary measure-preserving system (not necessarily ergodic). The uniformity seminorms U k , k = 1, 2, . . . , are defined inductively by
We will use the following decomposition result for functions on a not necessarily ergodic system. For ergodic systems it is a direct consequence of the Host-Kra structure theorem [HK05] . 
ε, and (3) for every x ∈ X the sequence ( f s (T n x)) n∈ is a k-step nilsequence.
Recall that the rational Kronecker factor rat (X , T ) is defined by rat (X , T ) = ∨ r>0 r (X , T ), where r (X , T ) is the T r -invariant sub-σ-algebra. The martingale convergence theorem and the pointwise ergodic theorem show that
for every bounded function f and µ-a.e. x. We will use a version of this conditional expectation for nilsequences.
Lemma 3.3. For every nilsequence a = (a n ) define a sequence P(a) = (P k (a)) by 
Then the following statements hold. (1) If a n = g(S n y) is a basic nilsequence with an ergodic nilsystem (Y, S), g ∈ C(Y ), and y ∈ Y , then P k (a) = Y
and the claim follows. In particular, the limit (3.4) exists for every basic nilsequence, and by density for every nilsequence. It is clear that P is linear and contractive. Let a be a basic nilsequence, then P(a) is also a basic nilsequence as witnessed, with the notation of (1), by the nilsystem (Y, S) and the continuous function that on each connected component of Y equals the mean value of g over this connected component. In particular, P 2 (a) = P(a) for every basic nilsequence a and we obtain (2) by density.
Finally, if a ∈ ker P is a nilsequence and a ′ is a basic nilsequence such that a − a ′ ℓ ∞ < ε, then a ′ − P(a ′ ) ∈ ker P is also a basic nilsequence and a − (a
, and (3) follows.
For functions that are orthogonal to the rational Kronecker factor we have the following version of Theorem 3.1. Proof.
Corollary 3.5. If under the assumptions of Theorem 3.1 we also have
. By linearity of conditional expectation we obtain
By Lemma 3.3 the limit
exists for every x. The function f ′ is measurable and bounded by 2 f ∞ . On the other hand by (3.2) we have 
CHARACTERISTIC FACTORS AND PROOF OF THE RECURRENCE RESULT
In order to prove Theorem 1.2 we show that the rational Kronecker factors of T 1 , . . . , T ℓ are characteristic for the (pointwise) convergence of the corresponding multiple ergodic averages, from which point the recurrence result follows by a computation.
In order to dispose of the uniform part in the decomposition provided by Theorem 3.1 we use the following result. 
Without the extra variable m this result fails for general non-commuting transformations as can be seen from [FLW10, Theorem 1.7]. For commuting transformations convergence to zero for functions with zero U k (T i )-seminorm (without the m) is known for distinct degree polynomials and is known to fail if two polynomials are rationally dependent. The case of pairwise rationally independent polynomials and commuting transformations is open.
Next we apply our equidistribution result to the structured part of the decomposition provided by Theorem 3.1 to show that the rational Kronecker factor is in fact characteristic for our averages. 
Proof. By symmetry we can assume i 0 = 1. Let ε > 0 be fixed. It suffices to show that the limit superior in ( By Corollary 3.5 we may assume that P( f 1 (T n 1
x)) = 0 for every x. It suffices to show that in this case lim sup 
, and in particular
By Lemma 3.3(1) it follows from (4.4) that Y ′ 1 g 1 = 0, and we obtain the claim by averaging over a, b ∈ {0, . . . , r − 1}.
Proof of Theorem 1.2. Let f 0 = f 1 = · · · = f ℓ = 1 A and let ε > 0 be fixed. We will find a subgroup of 2 on which the limit inferior of the ergodic averages exceeds µ(A) ℓ+1 − ε. Let r ∈ be so large that , and polynomials p i (rn)/r, we see that the limit inferior does not change upon replacing f i by ( f i | rat (X , T i )) for each i = 1, . . . , ℓ (strictly speaking, Proposition 4.2 is only applicable to subsequences of (Φ 
