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Abstract
The aim of this paper is to apply systematically to AdS4 some modern tools in the rep-
resentation theory of Lie algebras which are easily generalised to the supersymmetric and
quantum group settings and necessary for applications to string theory and integrable mod-
els. Here we introduce the necessary representations of the AdS4 algebra and group. We
give explicitly all singular (null) vectors of the reducible AdS4 Verma modules. These are
used to obtain the AdS4 invariant differential operators. Using this we display a new struc-
ture - a diagram involving four partially equivalent reducible representations one of which
contains all finite-dimensional irreps of the AdS4 algebra. We study in more detail the cases
involving UIRs, in particular, the Di and the Rac singletons, and the massless UIRs. In
the massless case we discover the structure of sets of 2s0 − 1 conserved currents for each
spin s0 UIR, s0 = 1,
3
2 , . . . All massless cases are contained in a one-parameter subfamily of
the quartet diagrams mentioned above, the parameter being the spin s0. Further we give the
classification of the so(5, CI) irreps presented in a diagrammatic way which makes easy the
derivation of all character formulae. The paper concludes with a speculation on the possible
applications of the character formulae to integrable models.
MSC: 17B10, 22E47, 81R05
PACS: 02.20.Qs, 02.20.Sv, 11.25.Hf
1. Introduction
The AdS/CFT correspondence between gravitational and gauge forces in general states
that a bulk supergravity theory resp. closed string theory is equivalent to a Yang-Mills
resp. open string theory on the boundary of space-time (holography). This correspondence
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is best understood for four-dimensional N=4 supersymmetric Yang-Mills, which is dual to
supergravity on AdS5, and which can be explained by D3-branes in type IIB superstring
theory. It is also important that string theories have conformal symmetry and thus may
be viewed as ultraviolet limits of integrable (but not conformally invariant) models; or the
latter may be viewed as deformations, including quantum group deformations, of conformal
models. However, much work remains to be done in order to establish analogous results
for dimensions D 6= 4 and also for deformations of the original anti de Sitter backgrounds
following recent developments in [1--7]. In particular, for D = 3 we need to develop the
representation theory of the AdS4 algebra so(3, 2) in a formalism that will be suitable for
the purposes of the AdS/CFT correspondence, supersymmetrizations and q-deformations
along the lines of [8--19].
The AdS4 algebra so(3, 2) attracted attention very early since it has truly remarkable
unitary representations known as singletons, which were first discovered by Dirac in 1963
[20]. These representations have been extensively studied by Fronsdal, Flato and Evans
[21--28]. There are two singleton representations, called Di and Rac. In terms of the
lowest energy value E0 and the spin s0 , the Di has E0 = 1, s0 = 1/2 while the Rac
has E0 = 1/2, s0 = 0. These representations have remarkably reduced spectrum (weight
spaces). Consequently, the singleton field theory has a very large gauge symmetry which
enables one to gauge away the singleton fields everywhere except on the boundary of the
anti de Sitter space [27]. Moreover, the direct product of two singletons decomposes into
infinitely many massless states of the anti de Sitter group [25].
However, the above results and the methods applied are not suitable for the envisaged
generalizations. Thus, the aim of this paper is to apply systematically some modern tools
in the representation theory of Lie algebras [29],[30],[31] which are easily generalised to
the supersymmetric and quantum group settings [32]. These generalizations will be done
in sequel(s) of the present paper taking into account also work done for the AdS4 algebra
in [33], its superpartners [34], its Kac-Moody counterpart [35], and its quantum group
deformation [36]. For so(d, 2), d > 4, similar technique was applied in [37].
The paper is organized as follows. In Section 2 we give preliminaries including facts about
the so(3, 2) algebra and the group SO0(3, 2). In Section 3 we adapt the approach of
[29] to the current setting introducing the elementary representations (ERs) of SO0(3, 2),
relating them to the Verma modules over the complexification so(5, CI) of so(3, 2). Then we
give the singular (null) vectors of the reducible Verma modules and use them (a la [29]) to
obtain the invariant differential operators between the reducible ERs. In Section 4 we apply
these differential operators to the cases involving UIRs. For the massless case we discover
the structure of sets of 2s0 − 1 conserved currents for each spin s0 UIR, s0 = 1,
3
2
, . . .
Another structure parametrized by the same values of s0 is a quartet diagram of partially
equivalent reducible ERs involving the massless case for that s0 , a massive UIR (of spin
s0−1) and an ER containing finite-dimensional irrep of dimension s0(4s20−1)/3. In Section
5 we give the classification of the so(5, CI) irreps. This is presented in a diagrammatic
way which makes easy the derivation of the character formulae of these irreps which is
done in Sec. 6. Section 6 is concluded with a speculation on the possible applications of
the derived character formulae to integrable models.
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2. Preliminaries
2.1. Lie algebra. We start with the complexification GCI = so(5, CI) = B2 of
the algebra G = so(3, 2). We use the standard definition of GCI given in terms of the
Chevalley generators X±i , Hi , i = 1, 2, by the relations :
[Hj , Hk] = 0 , [Hj , X
±
k ] = ±ajkX
±
k , [X
+
j , X
−
k ] = δjk Hj , (2.1a)
n∑
m=0
(−1)m
( n
m
) (
X±j
)m
X±k
(
X±j
)n−m
= 0 , j 6= k , n = 1− ajk , (2.1b)
where
(ajk) = (α
∨
j , αk) =
(
2 −2
−1 2
)
(2.2)
is the Cartan matrix of GCI , α∨j ≡
2αj
(αj ,αj)
is the co-root of αj , (·, ·) is the scalar product
of the roots, so that the non-zero products between the simple roots are: (α1, α1) = 2,
(α2, α2) = 4, (α1, α2) = −2. The elements Hi span the Cartan subalgebra H of GCI ,
while the elements X±i generate the subalgebras G
±. We shall use the standard triangular
decomposition
GCI = G+ ⊗H ⊕ G− , G± ≡ ⊕
α∈∆±
Gα , (2.3)
where ∆+, ∆−, are the sets of positive, negative, roots, resp., and dim Gα = 1. Explicitly
we have:
∆± = {±α1 , ±α2 , ±α3 , ±α4} , α3 = α1 + α2 , α4 = 2α1 + α2 . (2.4)
Let us denote the root space vector of Gα by Xα, or more explicitly: X
±
k ≡ X±αk ,
k = 1, 2, 3, 4. To give the full Cartan-Weyl basis we need to define also X±k , k = 3, 4, for
which we follow [38]:
X±3 = ±[X
±
1 , X
±
2 ], X
±
4 = ±
1
2 [X
±
1 , X
±
3 ] . (2.5)
Then we have:
H3 ≡ [X
+
3 , X
−
3 ] = H1 + 2H2 , H4 ≡ [X
+
4 , X
−
4 ] = H1 +H2 . (2.6)
Note that for Hk also holds:
λ(Hk) = (λ, α
∨
k ) , ∀λ ∈ H
∗ , k = 1, 2, 3, 4. (2.7)
The algebra G = so(3, 2) is a maximally split real form [39] of GCI so we can use the
same basis (but over IR) and the same root system. Thus, we can use the second order
Casimir of GCI :
C2 =
1
2 (X
+
1 X
−
1 +X
−
1 X
+
1 ) + X
+
2 X
−
2 +X
−
2 X
+
2 +
1
2(X
+
3 X
−
3 +X
−
3 X
+
3 ) +
+ X+4 X
−
4 +X
−
4 X
+
4 +
1
2H
2
1 + H
2
2 + H1H2 .
(2.8)
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It useful to relate the Cartan-Weyl basis given above with the so(3, 2) generators XAB :
H1 = 2iX12 , X
±
1 = X10 ± iX20 , (2.9a)
H2 = X34 − iX12 , X
±
2 = ∓
1
2 (X23 ±X24 + iX14 ± iX13) , (2.9b)
X±3 = ∓i (X03 ±X04) , (2.9c)
X±4 =
1
2
(X24 ±X23 ∓ iX14 − iX13) . (2.9d)
It is easy to see that the ten generators XAB = −XBA, A,B = 0, 1, 2, 3, 4, satisfy the
standard so(3, 2) commutation relations:1
[XAB, XCD] = ηACXBD + ηBDXAC − ηADXBC − ηBCXAD . (2.10)
where η11 = η22 = η33 = −η00 = −η44 = 1, ηjk = 0 if j 6= k.
2.2. Finite-dimensional realization. It is useful to have a finite-dimensional re-
alization of G which we take from [30] (cf. (2.18) which we restrict from so(4, 2) to
so(3, 2)):2
X12 = −
i
2
(
σ3 0
0 σ3
)
, Xa3 =
i
2
(
0 σa
σa 0
)
, a = 1, 2,
X04 =
i
2
(
0 12
12 0
)
; (2.11a)
X34 =
1
2
(
12 0
0 −12
)
, Xa0 =
1
2
(
σa 0
0 −σa
)
, a = 1, 2, (2.11b)
X03 =
i
2
(
0 12
−12 0
)
, Xa4 =
i
2
(
0 σa
−σa 0
)
, a = 1, 2.
The hermiticity properties of this defining realisation are:
X
†
AB = −XAB for (A,B) = (0, 4), (j, k), (2.12a)
X
†
AB = XAB for (A,B) = (0, j), (j, 4), (2.12b)
where j, k = 1, 2, 3 . Note that the four generators in (2.12a) (or (2.11a)) are compact.
They span the maximal compact subalgebra K = so(3)⊕ so(2), the so(3) being spanned
by the generators Xjk , j, k = 1, 2, 3, the so(2) being spanned by the generator X04 . The
six generators in (2.12b) (or (2.11b)) are non-compact.
Thus, in this basis, we can identify - up to sign - the Hermitian conjugation with the
Cartan involution θ which in general is defined by:
θ : X 7→ X , if X is compact ,
θ : X 7→ −X, if X is noncompact .
(2.13)
1 Note that often are used the generators MAB = iXAB .
2 It is different from the one in [34] which we used in [33].
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From the above we have explicitly a finite-dimensional representation for the Cartan-
Weyl basis:
H1 =
(
σ3 0
0 σ3
)
, X+1 =
(
σ+ 0
0 −σ+
)
, X−1 =
(
σ− 0
0 −σ−
)
, (2.14a)
H2 =
(
e2 0
0 −e1
)
, X+2 =
(
0 σ−
0 0
)
, X−2 =
(
0 0
σ+ 0
)
, (2.14b)
X+3 =
(
0 12
0 0
)
, X−3 =
(
0 0
12 0
)
, H3 = H1 + 2H2 =
(
12 0
0 −12
)
, (2.14c)
X+4 =
(
0 σ+
0 0
)
, X−4 =
(
0 0
σ− 0
)
, H4 = H1 +H2 =
(
e1 0
0 −e2
)
, (2.14d)
e1 ≡
1
2
(1 + σ3) =
(
1 0
0 0
)
, e2 ≡
1
2
(1− σ3) =
(
0 0
0 1
)
,
σ+ ≡
1
2
(σ1 + iσ2) =
(
0 1
0 0
)
, σ− ≡
1
2
(σ1 − iσ2) =
(
0 0
1 0
)
.
2.3. Structure theory. We need some more structure theory related to the applications
to conformal field theory, namely, we need the following (Bruhat) decomposition
G = N+ ⊕M⊕A⊕N− (2.15)
in which all four subalgebras have physical meaning, namely, the subalgebra M is the
Lorentz subalgebra of three-dimensional Minkowski space-time M3, i.e.,M = so(2, 1), the
subalgebras N+,N− are abelian and represent the translations ofM3 and special conformal
transformations of M3, and the algebra A represents the dilatations of M3 (A commutes
with M). Explicitly, we have:
M : {X12 , Xa3 , a = 1, 2} , A : {H3} , N± : {X
±
k , k = 2, 3, 4} . (2.16)
Note that the generators H1 , X
±
1 are complex linear combinations of those of M (cf.
(2.9a)), i.e., span the complexification MCI = so(3, CI) of M, and actually represent a
triangular decomposition of MCI = MCI+⊕Mh⊕M
CI
− : X
±
1 spanningM
CI
± , H1 spanning
the Cartan subalgebraMh . Matters are arranged so that the factors from (2.3) are related
to the complexification of (2.15) in the following obvious manner:
G± = N± ⊕M
CI
± , H = A⊕Mh . (2.17)
2.4. Lie groups. Finally, we introduce the corresponding connected Lie groups:
G = SO0(3, 2) with Lie algebra G = so(3, 2), K = SO(3) × SO(2) is the maximal
compact subgroup of G, A = exp(A) = SO0(1, 1) is abelian simply connected,
N± = exp(N±) are abelian simply connected subgroups of G preserved by the action
of A. The group M ∼= SO0(2, 1) (with Lie algebra M) commutes with A. The
subgroup P = MAN , where N = N+ or N = N−, is a maximal parabolic subgroup of
G. Parabolic subgroups are important because the representations induced from them
generate all admissible irreducible representations of G [40],[41].
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3. Representations and invariant operators
3.1. Elementary representations. We use the approach of [29] which we adapt in
a condensed form here. We work with so-called elementary representations (ERs). They
are induced from representations of P = MAN+ , with the factor N+ being represented
trivially. We take p = 0, 1, 2, . . . to fix a (p+ 1)-dimensional representation of M , and
c ∈ CI to fix a (non-unitary) character of A. This data is enough to determine a weight
Λ ∈ H∗ as follows: Λ(H1) = p, Λ(H3) = c . Thus, we shall denote the ERs by CΛ. They
can be considered also holomorphic elementary representations of GCI and their functions
can be taken to be complex-valued C∞ functions on G or GCI . The representation action
is given by the left regular action, which infinitesimally is:
(πΛ(X)ϕ)(g)
.
=
d
dt
ϕ(exp(−tX)g)|t=0 (3.1)
where X ∈ G, g ∈ G, and these can be extended to GCI and GCI . These functions possess
the properties of right covariance [29] which here means:
Xˆϕ = Λ(X) · ϕ , X ∈ H (3.2a)
Xˆϕ = 0 , X ∈ G+ (3.2b)
where Xˆ is the right action of the generators of the algebra G
(Xˆϕ)(g)
.
=
d
dt
ϕ(g exp(tX))|t=0 (3.3)
Right covariance is used also to pass from functions on the group G to the so-called reduced
functions ϕˆ on the coset space GCI/B, where B = exp(H) exp(G+) is a Borel subgroup
of GCI , (and we use the fact that the group G is maximally split and we can work with GCI
instead). Note that GCI/B is a completion of G− = exp(G−) and as usually we shall use
the local coordinates of G− :
G− =
{
g =


1 0 0 0
z 1 0 0
ξ + zv/2 v 1 0
η − vz2/6 ξ − zv/2 −z 1

} (3.4)
obtained from exponentiation of the general term: zX−1 + vX
−
2 + ξX
−
3 + ηX
−
4 of G− .
The functions ϕˆ(z, v, ξ, η) are polynomials in the variable z of degree p and smooth
functions in the other three variables. Consistently with the above, we have:
Hˆ1 ϕˆ = p ϕˆ , p = 0, 1, . . . , (3.5a)
Hˆ3 ϕˆ = c ϕˆ . (3.5b)
The right action of G− on ϕˆ is calculated easily and after some changes of variables
(z, v, ξ, η) 7→ (z, v, x, u) we obtain:
Xˆ−1 = ∂z , Xˆ
−
2 = ∂v − z∂x + z
2∂u , Xˆ
−
3 = ∂x − 2z∂u , Xˆ
−
4 = ∂u . (3.6)
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The left, representation, action on ϕˆ is derived in a straightforward way and after the
same changes of variables we have:
πΛ(X
+
1 ) = z
2∂z + 2x∂v + u∂x − zp (3.7a)
πΛ(X
+
2 ) = − (x+ zv)∂z + v
2∂v + vx∂x + x
2∂u −
1
2 (c− p)v (3.7b)
πΛ(H1) = 2z∂z − 2v∂v + 2u∂u − p (3.7c)
πΛ(H2) = − z∂z + 2v∂v + x∂x −
1
2 (c− p) (3.7d)
πΛ(X
−
1 ) = − ∂z + v∂x + 2x∂u (3.7e)
πΛ(X
−
2 ) = − ∂v (3.7f)
In addition, we have:
πΛ(X
+
3 ) = [πΛ(X
+
1 ), πΛ(X
+
2 )] = (vz
2 − u)∂z + 2xv∂v + (x
2 + uv)∂x+
+ 2xu∂u − (x+ zv)p− (c− p)x (3.7g)
πΛ(X
−
3 ) = [πΛ(X
−
2 ), πΛ(X
−
1 )] = −∂x (3.7h)
πΛ(H3) = [πΛ(X
+
3 ), πΛ(X
−
3 )] = πΛ(H1) + 2πΛ(H2) =
= 2x∂x + 2v∂v + 2u∂u − c (3.7i)
πΛ(X
+
4 ) =
1
2 [πΛ(X
+
1 ), πΛ(X
+
3 )] = (xz
2 + uz)∂z + x
2∂v + xu∂x+
+ u2∂u − (xz + u)p−
1
2 (c− p)u (3.7j)
πΛ(X
−
4 ) = [πΛ(X
−
3 ), πΛ(X
−
1 )] = −∂u (3.7k)
πΛ(H4) = [πΛ(X
+
4 ), πΛ(X
−
4 )] = πΛ(H1) + πΛ(H2) =
= z∂z + x∂x + 2u∂u −
1
2(c+ p) (3.7l)
Since the left and right actions commute we can calculate the value of the second order
Casimir in either of them and obtain:
πΛ(C2) = Cˆ2 =
1
4
(
(p+ 1)2 + (c+ 3)2
)
. (3.8)
Remark: Note that starting from a constant function ϕˆ = C and taking c = p we obtain
finite-dimensional representation consisting of polynomials in z obtained by the action of
πΛ(X
+
1 ) :
(πΛ(X
+
1 ))
k · C =
{
(−z)k p !
(p−k)!
C k ≤ p
0 k > p
(3.9)
The same would be true if p = 0 and 1
2
(c− p) would be a non-negative integer r, then we
would obtain finite-dimensional representation consisting of polynomials in v obtained by
the action of πΛ(X
+
2 ) :
(πΛ(X
+
2 ))
k · C =
{
(−v)k r !(r−k)! C k ≤ r
0 k > r
(3.10)
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3.2. Verma modules and singular vectors. We note that conditions (3.2) are
the defining conditions for the highest weight vector of a highest weight module (HWM)
over GCI with highest weight Λ, in particular, of a Verma module with this highest weight.
Let us recall that a Verma module V Λ is defined as the HWM over GCI with highest
weight Λ ∈ H∗ and highest weight vector v0 ∈ V Λ, induced from the one-dimensional
representation V0 ∼= CIv0 of U(B) , where B = H⊕G+ is a Borel subalgebra of G, such
that:
X v0 = 0, ∀X ∈ G+
H v0 = Λ(H) v0 , ∀H ∈ H
(3.11)
Verma modules are generically irreducible. A Verma module V Λ is reducible [42] iff
there exists a root β ∈ ∆+ and m ∈ IN such that
(Λ + ρ , β∨) = m (3.12)
holds, where ρ = 12
∑
α∈∆+ α . If (3.12) holds then V
Λ is reducible. It contains an
invariant submodule which is also a Verma module V Λ
′
with shifted weight Λ′ = Λ−mβ.
This statement is equivalent to the fact that V Λ contains a singular vector vs ∈ V Λ,
such that vs 6= ξv0 , (0 6= ξ ∈ CI), and :
X vs = 0, ∀X ∈ G+
H vs = Λ
′(H) vs , Λ
′ = Λ−mβ, ∀H ∈ H
(3.13)
It is important that one can find explicit formulae for the singular vectors. The singular
vectors introduced above are given by [29] :
vs = v
α,mα = Pα,mα(G−) v0 (3.14)
where Pα,mα is a homogeneous polynomial in the generators of G− of weight αmα and
is unique up to a non-zero multiplicative constant. The conditions (3.12) spelled out for
the four positive roots in our situation are:
m1 = m1(Λ)
.
= Λ(H1) + 1 ∈ IN , (3.15a)
m2 = m2(Λ)
.
= Λ(H2) + 1 ∈ IN , (3.15b)
m3 = m3(Λ)
.
= Λ(H3) + 3 = m1 + 2m2 ∈ IN , (3.15c)
m4 = m4(Λ)
.
= Λ(H4) + 2 = m1 +m2 ∈ IN . (3.15d)
The singular vectors corresponding to these cases are :
vα1,m1 = (X−1 )
m1 v0 , m1 ∈ IN , (3.16a)
vα2,m2 = (X−2 )
m2 v0 , m2 ∈ IN , (3.16b)
vα3,m3 =
m3∑
k=0
ak (X
−
2 )
m3−k (X−1 )
m3 (X−2 )
k v0 , m3 ∈ IN , (3.16c)
8
ak =
{
a0 (−1)k
(
m3
k
)
m2
m2−k
, m2 /∈ { 0, . . . , m3 }
a0 δk,m2 , m2 ∈ { 0, . . . , m3 }
(3.16c′)
vα4,m4 =
2m4∑
k=0
bk (X
−
1 )
2m4−k (X−2 )
m4 (X−1 )
k v0 , m4 ∈ IN , (3.16d)
bk =
{
b0 (−1)k
(
2m4
k
)
m1
m1−k
, m1 /∈ { 0, . . . , 2m4 }
b0 δk,m1 , m1 ∈ { 0, . . . , 2m4 }
(3.16d′)
(Note that in each of the four cases (3.16) only the relevant mj must be a natural number
(as displayed).) Formulae (3.16a, b) are the general expressions valid for any simple root
[29], while (3.16c, d) are given in [38]. Certainly, (3.12) may be fulfilled for several positive
roots, even for all of them if (3.12) is fulfilled for all simple roots.
For future use we note one important special case of (3.16c) when m3 is even, and
m1 = 1, then m2 =
1
2(m3 − 1) /∈ ZZ. In this case (3.16c) can be written as follows:
vα3,m3 =
(
(X−3 )
2 − 4X−4 X
−
2
)1
2m3 v0 + P (G−) X
−
1 v0 , m3 ∈ 2IN, m1 = 1 , (3.17)
where in order to achieve this simple form we have introduced also the non-simple root
vectors X−3 , X
−
4 , and P (G−) is a polynomial whose exact form is not important for our
purposes.
Note that independently from the question of reducibility the numbers m1, m2 may
be used to characterize the representations CΛ and V Λ. In particular, the second order
Casimir is expressed in a simple manner through these numbers after evaluation on the
highest weight vector:
C2 v0 = {
1
2(X
+
1 X
−
1 +X
−
1 X
+
1 ) + X
+
2 X
−
2 +X
−
2 X
+
2 +
1
2 (X
+
3 X
−
3 +X
−
3 X
+
3 ) +
+ X+4 X
−
4 +X
−
4 X
+
4 +
1
2H
2
1 + H
2
2 + H1H2 } v0 =
= { 1
2
H1 + H2 +
1
2
H3 +H4 +
1
2
H21 + H
2
2 + H1H2 } v0 =
=
(
1
2m
2
1 +m
2
2 +m1m2
)
v0 = (3.18a)
= 1
4
(
m21 +m
2
3
)
v0 = (3.18b)
= 1
2
(
m22 +m
2
4
)
v0 . (3.18c)
(Passing from the first to the second equality we use the commutation relations and the
defining properties of v0 , e.g., (X
+
1 X
−
1 +X
−
1 X
+
1 ) v0 = X
+
1 X
−
1 v0 = H1 v0 .) Comparison
with (3.8) is straightforward if we substitute in (3.18b) m1 = Λ(H1) + 1 = p + 1, m3 =
Λ(H3) + 3 = c+ 3.
It is useful for future reference to write down the numbers corresponding to the four cases
of Λ′, i.e., to write down m1(Λ
′), m2(Λ
′) for the four cases of (3.15). In fact, though it is
redundant, the picture becomes more instructive, if we write down also m3(Λ
′), m4(Λ
′).
Explicitly, we have for mi ≡ mi(Λ) :
(m1(Λ
′), m2(Λ
′), m3(Λ
′), m4(Λ
′)) = (−m1, m4, m3, m2) ,
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Λ′ = Λ−m1α1, m1 ∈ IN , (3.19a)
(m1(Λ
′), m2(Λ
′), m3(Λ
′), m4(Λ
′)) = (m3,−m2, m1, m4) ,
Λ′ = Λ−m2α2, m2 ∈ IN , (3.19b)
(m1(Λ
′), m2(Λ
′), m3(Λ
′), m4(Λ
′)) = (m1,−m4,−m3,−m2) ,
Λ′ = Λ−m3α3, m3 ∈ IN , (3.19c)
(m1(Λ
′), m2(Λ
′), m3(Λ
′), m4(Λ
′)) = (−m3, m2,−m1,−m4) ,
Λ′ = Λ−m4α4, m4 ∈ IN . (3.19d)
Since the Verma modules V Λ
′
are isomorphic to submodules of V Λ they have the same
Casimirs. For C2 this is most obvious from (3.18b, c).
All the above is valid for Verma modules also over so(5, CI). Now we shall express
conditions (3.12) for the four positive roots taking into account the signatures of our
representations (cf. [33]):
m1 = Λ(H1) + 1 = 2s0 + 1 , s0 =
1
2p ∈
1
2ZZ+ , (3.20a)
m2 = Λ(H2) + 1 = 1−E0 − s0 , E0 = −
1
2
c , (3.20b)
m3 = Λ(H3) + 3 = m1 + 2m2 = 3− 2E0 , (3.20c)
m4 = Λ(H4) + 2 = m1 +m2 = 2−E0 + s0 , (3.20d)
where we have introduced also the traditionally used energy E0 and spin s0 . For future
reference we record an explicit expression for Λ :
Λ = 1
2
(m1 − 1)α1 +
1
2
(m3 − 3)α3 = s0α1 − E0α3 . (3.21)
The eigenvalue of H3 is called the energy since upon contraction of so(3, 2) to the
Poincare´ algebra, the generator H3 goes to the translation operator P0 . Analogously,
H1 is the third component of the angular momentum. In terms of E0, s0 the Casimir
has the expression:
C2 = E0(E0 − 3) + s0(s0 + 1) + 5/2 (3.22)
which (up to the additive constant) was the preferred usage in [25],[26],[27]. (In the latter
papers the irreducible representations of so(3, 2) are denoted by D(E0, s0).)
Next we note that if m1, m2 ∈ IN , then the irreducible representations with non-
positive energy E0 = (3−m1−2m2)/2, and spin s0 = (m1−1)/2, are the non-unitary
finite-dimensional representations of G. Their dimension is: m1m2m3m4/6. (For example
m1 m2 = 1 gives the trivial 1–dimensional representation; the fundamental representations
are obtained for m1 = 1, m2 = 2 and m1 = 2, m2 = 1 .)
But we are interested in the positive energy UIRs of G given as follows [20--22] (with
s0 ∈
1
2
ZZ+):
Rac : D(E0, s0) = D(1/2, 0) , Di : D(E0, s0) = D(1, 1/2) , (3.23a)
D(E0 > 1/2, s0 = 0) , D(E0 > 1, s0 = 1/2) , D(E0 ≥ s0 + 1, s0 ≥ 1). (3.23b)
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The first two are the singleton representations discovered by Dirac [20] and the last ones
for E0 = s0 + 1 correspond to the spin-s0 massless representations. Comparing
the list (3.20) with (3.23) we note that (3.20a) holds in all cases of (3.23), while (3.20b)
never holds because m2 ≤ 1/2 . Next, we note that m3 is a positive integer only for
E0 = 1/2, 1, in which case m3 = 2, 1, respectively. Similarly, m4 is a positive integer
only for E0 − s0 = 1, and that integer is m4 = 1.
The singular vectors corresponding to these cases are (choosing the normalization con-
stants appropriately):
vα1,m1 = (X−1 )
m1 v0 , m1 = 2s0 + 1 ∈ IN , (3.24a)
vα3,1 = (s0X
−
3 +X
−
2 X
−
1 ) v0 , m3 = 1 , (3.24b)
vα3,2 = {(2s0 − 1)(2s0 + 3)X
−
2 (X
−
1 )
2X−2 −
1
2
(2s0 + 1)(2s0 + 3) (X
−
2 )
2 (X−1 )
2 −
− 12 (2s0 − 1)(2s0 + 1) (X
−
1 )
2 (X−2 )
2}v0 =
= { (1− 4s20) (X
−
3 )
2 − 4(1− 2s0)X
−
4 X
−
2 +
+ 4(1− 2s0)X
−
3 X
−
2 X
−
1 − 4(X
−
2 )
2 (X−1 )
2 } v0 , m3 = 2 , (3.24c)
va4,1 = { 2s0(2s0 − 1)X
−
4 + (2s0 − 1)X
−
3 X
−
1 +X
−
2 (X
−
1 )
2 } v0 , m4 = 1 , (3.24d)
where we have introduced also the non-simple root vectors (choosing the appropriate or-
dering). Note that (3.24b) for s0 = 0, (3.24c) for s0 = 1/2, and (3.24d) for s0 = 0, 1/2
are composite singular vectors being descendants of (3.24a). (The latter follow also from
the general formulae (3.16): for (3.24b, c) from (3.16c) with m2 =
1
2 (m3 −m1) = 0, and
for (3.24d) from (3.16d) with m1 = 1, 2 ∈ {0, 1, 2 = 2m4 }.)
3.3. Invariant differential operators. The main ingredient of the procedure of
[29] is that to every singular vector there corresponds an invariant differential operator.
Namely, to the singular vector vs = v
α,mα (cf. (3.14)) of the Verma module V Λ there
corresponds an invariant differential operator
Dα,mα : CΛ −→ CΛ−mαα (3.25)
given explicitly by:
Dα,mα = Pα,m(Gˆ−) (3.26)
where Pα,m is the same polynomial as in (3.14), and Gˆ− symbolizes the right action
(3.3).
These operators give rise to the G-invariant equations:
Dα,mα ϕˆ = ϕˆ′ , ϕˆ ∈ CΛ, ϕˆ′ ∈ CΛ−mαα, α non− compact (3.27a)
Dα,mα ϕˆ = 0 , ϕˆ ∈ CΛ, α compact (3.27b)
We recall that a compact root is defined by the property that it has zero value on the
dilatation subalgebra A, i.e., in our case, on the generator H3 , which means that only the
root α1 is compact. In fact, equation (3.27b) just expresses the fact that we have induction
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from finite-dimensional irreps of the Lorentz group M . In our case, the counterpart of
(3.27b) is: ∂mz ϕˆ = 0, which is trivially satisfied since all our functions are polynomials
of degree 2s0 = m− 1 = p.
The representations in (3.27a) have the same Casimir. The operators Dα,mα have the
intertwining property:
Dα,mα ◦ πΛ(X) ϕˆ = πΛ′(X) ◦ D
α,mα ϕˆ , Λ′ = Λ−mαα, ∀X ∈ G, ∀ϕˆ ∈ C
Λ (3.28)
In spite of (3.28) the ERs CΛ and CΛ
′
are not equivalent but only partially equivalent
since the differential operators Dα,mα have nontrivial kernels and/or images (for more
detailed explanations of these notions we refer to [43]).
For future use we mention one important case in which arises the d’Alembert operator.
Namely, we consider m1 = 1, m3 ∈ 2IN , the singular vectors are (3.16a) and (3.17) (the
latter equivalent to (3.16c)). Thus, the relevant equations are:
∂z ϕˆ = 0 , m1 = 1 , (3.29a)
Dα3,m3 ϕˆ = {(∂x − 2z∂u)
2 − 4 ∂u (∂v − z∂x + z
2∂u)}
1
2m3 ϕˆ + P (Gˆ−) ∂z ϕˆ =
=
(
∂2x − 4∂u∂v
)1
2m3 ϕˆ = ϕˆ′ , m1 = 1, m3 ∈ 2IN . (3.29b)
Note that the operator ∂2x − 4∂v∂u is the d’Alembert operator in M
3 if we identify
the coordinates as follows:
x = y0 , u = y1 − iy2 , v = y1 + iy2 (3.30)
Then indeed we have:
∂2y − 4∂v∂u = ∂
2
0 − ∂
2
1 − ∂
2
2 ≡ ⊓ . (3.31)
Analogously, the Minkowski length is given by:
x2 − uv = y20 − y
2
1 − y
2
2 ≡ y
2 . (3.32)
3.4. Quartet of reducible representations. Here we treat a quartet of reducible
representations which is very important since it contains all finite-dimensional irreps of
so(3, 2). To be more explicit we start with CΛ such that mj ≡ mj(Λ) are natural
numbers. Then we have the following diagram:
CΛ −→
3,m3
CΛ−m3α3
2
m2
↓ 4
m2
↑
CΛ−m2α2 −→
3,m1
CΛ−m2α2−m1α3
(3.33a)
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where the numbers at the arrows denote the corresponding differential operators Dαk,m
′
k ,
k = 2, 3, 4. It is also very instructive to write the same diagram with explicit signatures:
(m1, m2, m3, m4) −→
3,m3
(m1,−m4,−m3,−m2)
2
m2
↓ 4
m2
↑
(m3,−m2, m1, m4) −→
3,m1
(m3,−m4,−m1, m2)
(3.33b)
The representations in (3.33) have the same Casimir and are partially equivalent. It is
natural to ask whether (3.33) is a commutative diagram. Formally, it is, since as differential
operators we have:
Dα3,m3 = Dα4,m2 ◦Dα3,m1 ◦Dα2,m2 (3.34)
However, the kernels and images of these operators may not coincide,3 since the operator
Dα3,m3 factorizes also according to the second line of (3.16c′):
Dα3,m3 = Dα2,m4 ◦Dα1,m3 ◦Dα2,m2 (3.35)
(This second decomposition of Dα3,m3 does not appear on (3.33) since it involves one
intermediate space which is unphysical - the z-dependence is not polynomial.)
The finite-dimensional irreps of so(3, 2) shall be denoted by Em1,m2 . They correspond
to the holomorphic (or anti-holomorphic) irreps of so(5, CI) and have the same dimension:
dimm1,m2 = m1m2m3m4/6. In our setting all of these are subspaces of C
Λ in the top-left
corner of diagram (3.33) and are obtained in the following way:
Em1,m2 = { f ∈ C
Λ : mk = mk(Λ) ∈ IN , D
α1,m1 f = ∂m1z f = 0,
Dα2,m2 f = 0 }
(3.36)
Of course, the first equation is fulfilled for CΛ by definition, but we include it for complete-
ness. The finite-dimensional subspaces are also in the kernel of the operator Dα3,m3 due
to decomposition (3.35).
The diagram (3.33) is important also because it contains effectively an additional integral
operator which we shall not consider in detail but just mention at this point. This operator
is related to the so-called restricted root system of G w.r.t. A, where the root spaces are
N± . In our case, cf. (2.16), this restricted root system has just one root which coincides
with α3 restricted to A due to the facts: [H3, X
±
1 ] = 0, [H3, X
±
k ] = ±2X
±
k ,
k = 2, 3, 4. The action of this root on the signatures naturally coincides with the action
of α3 , but the action itself is valid for arbitrary signatures. The operator realizing such
an action is an integral operator involving the conformal two-point function GΛ , Λ ∼=
(m1, m2, m3, m4). For scalar functions (m1 = 1) the latter is given by:
GΛ(y) =
N(Λ)
(y2)
1
2
(3+m3)
, y2 = y20 − y
2
1 − y
2
2 , (3.37)
3 This question will be discussed in more details in [44].
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where N(Λ) is a normalization constant related to the Plancherel measure,4 and the
integral operator itself is given by:
AΛ : C
Λ −→ CΛ
′
, Λ′ = Λ−m3α3 ,
(AΛ ϕˆ)(y) =
∫
GΛ(y − y
′) ϕˆ(y′) d3y′ , ϕˆ ∈ CΛ .
(3.38)
If m3 /∈ ZZ the operators AΛ and AΛ′ are inverse to each other:
AΛ′ ◦AΛ = idCΛ , AΛ ◦AΛ′ = idCΛ′ . (3.39)
For m3 ∈ 2IN the operator AΛ reduces to Dα3,m3 in the same situation (cf. (3.29),
(3.30), (3.31)) due to the following:
lim
ǫ 7→+0
GΛ(m3+ǫ)(y) = lim
ǫ 7→+0
N(Λ(m3 + ǫ))
(y2)
1
2 (3+m3+ǫ)
∼ lim
ǫ 7→+0
ǫ
(y2)
1
2 (3+m3+ǫ)
∼
∼ ⊓
1
2m3 δ3(y)
(3.40)
(cf. [48],[43],[49]) and then we have:
(AΛ ϕˆ)(y) ∼
∫
⊓
1
2m3 δ3(y − y′) ϕˆ(y′) d3y′ = ⊓
1
2m3 ϕˆ(y) = Dα3,m3 ϕˆ(y) . (3.41)
For the same values m3 ∈ 2IN the operator AΛ′ remains integral and acts in the
opposite direction w.r.t. Dα3,m3 on diagram (3.25) (in the case α = α3) and diagram
(3.33) (two occurrences). This is the reason we mention the integral operators. (Note that
(3.40) remains valid also for m3 = 0 when Λ
′ = Λ and the operator AΛ reduces to the
identity operator idCΛ .)
4. Invariant differential operators and equations related to UIRs
The differential operators related to the unitary cases correspond to the singular vectors
in (3.24) and are given as follows:
Dα1,m = ∂mz , m = m1 = p+ 1 = 2s0 + 1 ∈ IN , (4.1a)
Dα3,1 = s0 (∂x − 2z∂u) + (∂v − z∂x + z
2∂u) ∂z , m3 = 1 , (4.1b)
Dα3,2 = (1− 4s20) (∂x − 2z∂u)
2 − 4(1− 2s0) ∂u (∂v − z∂x + z
2∂u) +
+ 4(1− 2s0) (∂x − 2z∂u) (∂v − z∂x + z
2∂u) ∂z −
− 4(∂v − z∂x + z
2∂u)
2 ∂2z , m3 = 2 , (4.1c)
Da4,1 = 2s0(2s0 − 1) ∂u + (2s0 − 1) (∂x − 2z∂u) ∂z +
+ (∂v − z∂x + z
2∂u) ∂
2
z , m4 = 1 . (4.1d)
Next we analyze the important cases separately.
4 The y-dependence of GΛ(y) was given first in [45] for arbitrary space-time dimension D (replace
3 +m with D +m), the group theory interpretation belongs to mathematical [46] and physical
[47] work, for the interpretation of N(Λ) and more details we refer to [43].
14
4.1. Rac. In this case the energy and spin are: E0 =
1
2 , s0 = 0. The equations are
(4.1a, c) (cf. also (3.29)):
∂z ϕˆ = 0 , (4.2a)
Dα3,2 ϕˆ = { (∂x − 2z∂u)
2 − 4 ∂u (∂v − z∂x + z
2∂u) + (4.2b
′)
+ 4 (∂x − 2z∂u) (∂v − z∂x + z
2∂u) ∂z − 4(∂v − z∂x + z
2∂u)
2 ∂2z } ϕˆ = (4.2b
′′)
=
(
∂2x − 4∂u∂v
)
ϕˆ = ⊓ ϕˆ = ϕˆ′ . (4.2b)
Note that the target space CΛ
′
, Λ′ = Λ − 2α3 , is again of scalar functions (s′0 = 0) and
unitary (E′0 =
5
2). Thus, C
Λ′ is reducible, since the image
(
∂2x − 4∂u∂v
)
CΛ can not
be onto CΛ
′
, the functions ϕˆ′ on the RHS belong to a proper subspace of CΛ
′
. Note that
the Verma module V Λ
′
is reducible only w.r.t. (3.20a) so that m′1 = m1 = 1, thus, the
functions of CΛ
′
obey only one differential equation: ∂z ϕˆ
′ = 0.
The Rac case is the lowest case of the subfamily in which the invariant operator is
directly related to the d’Alembertian, cf. (3.29.)
4.2. Di. In this case the energy and spin are: E0 = 1, s0 =
1
2
. The equations are
(4.1a, b):
∂2z ϕˆ = 0 , (4.3a)
Dα3,1 ϕˆ = { 1
2
(∂x − 2z∂u) + (∂v − z∂x + z
2∂u) ∂z } ϕˆ = ϕˆ
′ . (4.3b)
The invariant equation (4.3b) has the advantage over the usual writing of the equation for
the ”Di” field (cf. [24]) since it is a scalar equation encompassing all information. It is
also more easy to decompose the equation in components by setting
ϕˆDi = ϕˆ0 + z ϕˆ1 , ∂z ϕˆi = 0 , (4.4)
and analogously for ϕˆ′ in (4.3b). Substituting the above in (4.3b) and extracting the
coefficients of the resulting polynomial in z we have:
1
2
∂x ϕˆ0 + ∂v ϕˆ1 = ϕˆ
′
0 , (4.5a)
∂u ϕˆ0 +
1
2 ∂x ϕˆ1 = ϕˆ
′
1 . (4.5b)
The first equation is the coefficient at z0 of (4.3b), the second is at z1, while the coefficient
at z2 is identically zero.
Note that the target space CΛ
′
in (4.3b), Λ′ = Λ − α3 , is again of two-component
functions (s′0 =
1
2
) and unitary (E′0 = 2). Thus, C
Λ′ is reducible, as in the Rac case, and
again the Verma module V Λ
′
is reducible only w.r.t. (3.20a) so that m′1 = m1 = 2, thus,
the functions of CΛ
′
obey only one differential equation: ∂2z ϕˆ
′ = 0.
We now consider the kernel of the differential operator Dα3,1, i.e., when the RHS of
(4.3) and (4.5) are zero. Acting on (4.5a) by ∂x and on (4.5b) by −2∂v and adding together,
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we obtain that ϕˆ0 fulfils the d’Alembert equation: (∂
2
x − 4∂v∂u)ϕˆ0 = 0. We obtain the
same for ϕˆ1 acting on (4.5b) by ∂x and on (4.5a) by −2∂u and adding together. Thus, we
recover the fact that the ’Di’ fulfils the d’Alembert equation:
(
∂2x − 4∂v∂u
)
ϕˆDi = 0 . (4.6)
Of course, the full equations (4.3) (or in components (4.5)) contain more information than
(4.6).
4.3. Massless representations. In this case the energy and spin are: E0 = s0 + 1,
s0 = 1,
3
2
, . . . The equations are (4.1a, d):
∂p+1z ϕˆ = 0 , p = 2s0 = 2, 3, . . . , (4.7a)
Dα4,1 ϕˆ =
= { p(p− 1) ∂u + (p− 1)(∂x − 2z∂u) ∂z + (∂v − z∂x + z
2∂u) ∂
2
z } ϕˆ = ϕˆ
′ (4.7b)
Unlike the singleton cases the target space CΛ
′
is unitary but not massless: it has E′0 =
s′0 + 3 , s
′
0 = s0 − 1, (p
′ = p− 2).
Thus, from the point of view of applications to physics these invariant equations relate
a field of spin s0 to a field of spin s0 − 1. In the simplest case a vector field s0 = 1 is
coupled to a scalar field.
It is useful to write out (4.7b) in components using: ϕˆ =
∑p
j=0 z
j ϕˆj , ϕˆ
′ =
∑p−2
j=0 z
j ϕˆ′j .
The result is p− 1 equations:
(p− j)(p− j − 1) ∂u ϕˆj + (j + 1)(p− j − 1) ∂x ϕˆj+1 + (j + 1)(j + 2) ∂v ϕˆj+2 = ϕˆ
′
j ,
j = 0, 1, . . . , p− 2 .
(4.8)
Further we restrict to the kernel of Dα4,1. In the simplest case p = 2 there is only one
equation:
2∂u ϕˆ0 + ∂x ϕˆ1 + 2∂v ϕˆ2 = 0 , (4.9)
which can be rewritten as equation for conserved current with the substitution:
ϕˆ0 = J1 − iJ2 , ϕˆ1 = −J0 , ϕˆ2 = J1 + iJ2 , (4.10)
using also (3.30):
∂0 J0 − ∂1 J1 − ∂2 J2 = 0 . (4.11)
Similarly, for arbitrary p = 2, 3, . . . , there are p− 1 independent conserved currents
Jp,j , j = 0, . . . , p− 2, with components as follows:
Jp,j0 = − (j + 1)(p− j − 1) ϕˆj+1 ,
Jp,j1 =
1
2{ (j + 1)(j + 2) ϕˆj+2 + (p− j)(p− j − 1) ϕˆj } ,
Jp,j2 =
i
2{ (j + 1)(j + 2) ϕˆj+2 − (p− j)(p− j − 1) ϕˆj } .
(4.12)
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Finally, we would like to mention that all massless representations appear on diagram
(3.33) in the case m2 = 1. We would like to parametrize these diagrams by the spin of
the massless irrep, i.e., by s0 = 1,
3
2 , . . .. In that case the signature of the ER C
Λ on the
top-left corner is: (2s0−1, 1, 2s0+1, 2s0) and this ER contains a finite-dimensional irrep
of dimension: s0(4s
2
0−1)/3. The massless UIR is contained in the ER in the bottom-right
corner of (3.33), while the massive UIR of spin s0 − 1 is in the ER in the top-right corner.
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5. Classification of so(5, CI) irreps
In view of possible applications relating character formulae to integrability we need first
to classify the irreducible HWM over so(5, CI). For this we use two important properties
of Verma modules [50]:
• Every Verma module V Λ contains a unique proper maximal submodule IΛ.
• Every HWM is isomorphic to a factor-module of the Verma module with the same
highest weight. (Universality property).
Thus, among the HWM with highest weight Λ there is a unique irreducible one, denoted
by LΛ, i.e.
LΛ = V
Λ/IΛ . (5.1)
Clearly, if the Verma module V L is irreducible then LΛ = V
Λ. Thus, we need to
classify the reducible Verma modules.
It is convenient for such classification to use the notion of a multiplet [31] of highest
weight modules. We say that a set M of highest weight modules forms a multiplet if 1)
V ∈ M ⇒ M ⊃ MV , where MV is the set of all highest weight modules V ′ 6= V such
that either V ′ is isomorphic to a submodule of V or V is isomorphic to a submodule of
V ′; 2) M does not have proper subsets fulfilling 1). It is convenient to depict a multiplet
by a connected oriented graph, the vertices of which correspond to the highest weight
modules and the arrows between the vertices correspond to the embeddings between the
modules. Most often only the embeddings which are not compositions of other embeddings
are depicted, since these contain all the relevant information.
Further we shall restrict the notion of a multiplet to the category of Verma modules.
We also need the notion of types of multiplets. We say that two multiplets belong to the
same type, if they are depicted by the same graph and differ only by the values of some
parameter(s).
The classification can be summarized as follows. There are four types of multiplets of
reducible Verma modules: type N with four subtypes: Nk, k = 1, 2, 3, 4; type Fm1,m2 ,
(m1, m2 ∈ IN); type Sm1,m3 , (m1, m3 ∈ IN ,
1
2 (m1 + m3) /∈ ZZ); type L with two
subtypes: Lk , k = 1, 2, as given explicitly below.
Multiplets of type N are given as follows. Fix k = 1, 2, 3, 4 to fix a subtype Nk . Then
the multiplets of this subtype are parametrized by the natural number mk and are given
as follows:
V Λk −→ V Λk−mkαk , mk(Λk) = mk ∈ IN , mj(Λk) /∈ IN, j 6= k , (5.2a)
LΛk = V
Λk/V Λk−mkαk . (5.2b)
Note that we are using the convention that the arrows point to the embedded modules.
The modules V Λk−mkαk are irreducible. [The last statement is trivial for k = 1, 2 from
(3.19). For k = 3 we need to check that mj(Λ3) /∈ −IN for j = 2, 4 which is easy
since supposing that m2(Λ3) ∈ −IN leads to m4(Λ3) ∈ IN which is already excluded,
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and similarly interchanging 2 ↔ 4. For k = 4 we need to check that mj(Λ4) /∈ −IN
for j = 1, 3 which is proved similarly to the case k = 3.]
Remark: Under the same conditions the ER counterpart of (5.2) is given by (3.25). ♦
Multiplets of type Fm1,m2 are parametrized by two natural numbers m1, m2 . They
are given as follows:
Λm1,m2
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
s1 s2
Λ1
m1,m2
❄
s2
◗
◗
◗
◗
◗
◗
◗
◗s
s4
Λ12
m1,m2
❄
s1
◗
◗
◗
◗
◗
◗
◗
◗s
s4
Λ121
m1,m2
◗
◗
◗
◗s
s2
Λ2
m1,m2
❄
s1
✑
✑
✑
✑
✑
✑
✑
✑✰
s3
Λ21
m1,m2
❄
s2
✑
✑
✑
✑
✑
✑
✑
✑✰
s3
Λ212
m1,m2
✑
✑
✑
✑✰
s1
Λ′
Fig. 1A
(m1,m2,m3,m4)
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
s1 s2
(−m1,m4,m3,m2)
❄
s2
◗
◗
◗
◗
◗
◗
◗
◗s
s4
(m3,−m4,−m1,m2)
❄
s1
◗
◗
◗
◗
◗
◗
◗
◗s
s4
(−m3,m2,−m1,−m4)
◗
◗
◗
◗s
s2
(m3,−m2,m1,m4)
❄
s1
✑
✑
✑
✑
✑
✑
✑
✑✰
s3
(−m3,m4,m1,−m2)
❄
s2
✑
✑
✑
✑
✑
✑
✑
✑✰
s3
(m1,−m4,−m3,−m2)
✑
✑
✑
✑✰
s1
(−m1,−m2,−m3,−m4)
Fig. 1B
where we have given the multiplets in two ways: on Fig. 1A the Verma modules are depicted
by their highest weights, while on Fig. 1B they are given by the explicit signatures. Thus,
we see that the parametrizing numbers m1, m2 are related to the Verma module V
Λm1,m2
on the top: mk = mk(Λm1,m2). The numbers at the embedding arrows indicate w.r.t.
which root is the embedding. All Verma modules of these multiplets, except V Λ
′
, are
reducible and their weights are given explicitly as follows:
Λm1,m2 , mk = mk(Λm1,m2) ∈ IN, ∀k ,
Λim1,m2 = Λm1,m2 −miαi , i = 1, 2 ,
Λijm1,m2 = Λm1,m2 −miαi −mj+2αj , (i, j) = (1, 2), (2, 1) ,
Λijim1,m2 = Λm1,m2 − (mi +mi+2)αi −mj+2αj , (i, j) = (1, 2), (2, 1)
(5.3)
The weights of the irreducible modules V Λ
′
are: Λ′ = Λm1,m2 − (m1 +m3)α1 − (m2 +
m4)α2 = Λ− 2m4α1 −m3α2 . Note that only embeddings which are not compositions of
other embeddings are given on Fig. 1. In fact, several composite embeddings according to
the second lines of (3.16c′) and (3.16d′) are present on Fig. 1.
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Remark: To obtain the ER counterpart of Fig. 1 we need to exclude four spaces with
unphysical signatures (m′1 /∈ IN), and to restore some operators which were compositions
on Fig. 1. Thus, the ER counterpart is given by (3.33). ♦
Multiplets of type Sm1,m3 are parametrized by two natural numbers m1, m3 of
different parity so that 12 (m1 +m3) /∈ ZZ. They are given in Fig. 2 where as above we
have given the multiplet in two ways, and again the parametrizing numbers m1, m3 are
related to the Verma module V Λ
s
on the top: mk = mk(Λ
s), k = 1, 3. Note that the
supplementary condition on these numbers ensure that mk = mk(Λ
s) /∈ IN , k = 2, 4, since
m2(Λ
s) = 12 (m3 −m1), m4(Λ
s) = 12(m3 +m1). The Verma modules of these multiplets,
except V Λ
′′
, are reducible and their weights are given explicitly as follows:
Λs , mk = mk(Λ
s) ∈ IN, k = 1, 3, mk = mk(Λ
s) /∈ IN, k = 2, 4 ,
Λsk = Λ
s −mkαk , k = 1, 3 .
(5.4)
The weights of the irreducible modules V Λ
′′
are: Λ′′ = Λs −m1α1 −m3α3 .
Λs
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
s1 s3
Λs
1
◗
◗
◗
◗s
s3
Λs
3
✑
✑
✑
✑✰
s1
Λ′′
Fig. 2A
(m1,m2,m3,m4)
◗
◗
◗
◗◗s
✑
✑
✑
✑✑✰
s1 s3
(−m1,m4,m3,m2)
◗
◗
◗
◗s
s3
(m1,−m4,−m3,−m2)
✑
✑
✑
✑✰
s1
(−m1,−m2,−m3,−m4)
Fig. 2B
Remark: To obtain the ER counterpart of Fig. 2 we need to exclude two spaces with
unphysical signatures (m′1 /∈ IN). Thus, the ER counterpart is given by (3.25) for α =
α3 . ♦
Multiplets of type L are given as follows. Fix k = 1, 2 to fix a subtype Lk . Then
the multiplets are parametrized by the natural number m and are given as follows.
The multiplets of subtype L1 are given on Fig.3. The weights of the reducible Verma
modules are given as follows:
Λ1m , m2(Λ
1
m) = m4(Λ
1
m) = m ∈ IN, m3(Λ
1
m) = 2m, m1(Λ
1
m) = 0 ,
Λ12m = Λ
1
m −mα2 ,
Λ121m = Λ
1
m −mα4 .
(5.5)
The weights of the irreducible modules V Λ
′
m are: Λ′m = Λ
1
m − 2mα3 . Note that this
embedding picture is actually a special case of the factorization of the singular vector
vα3,m3 according to the second line of (3.16c′) for m1 = 0, m2 = m.
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Λ1
m
❄
s2
Λ12
m
❄
s1
Λ121
m
❄
s2
Λ′
m
Fig. 3A
(0,m, 2m,m)
❄
s2
(2m,−m, 0,m)
❄
s1
(−2m,m, 0,−m)
❄
s2
(0,−m,−2m,−m)
Fig. 3B
The multiplets of subtype L2 are given on Fig.4. The weights of the reducible Verma
modules are given as follows:
Λ2m , m1(Λ
2
m) = m3(Λ
2
m) = m4(Λ
2
m) = m ∈ IN, m2(Λ
2
m) = 0 ,
Λ21m = Λ
2
m −mα1 ,
Λ212m = Λ
2
m −mα3 .
(5.6)
The weights of the irreducible modules V Λ
′′
m are: Λ′′m = Λ
2
m −mα4 . Note that this em-
bedding picture is a special case of the factorization of the singular vector vα4,m4 according
to the second line of (3.16d′) for m2 = 0, m1 = m.
We can summarize the classification of the reducible Verma modules as follows:
Proposition: All reducible Verma modules over so(5, CI) are explicitly parametrized
by the following highest weights: Λk from (5.2), Λm1,m2 , Λ
i
m1,m2
, Λijm1,m2 , Λ
iji
m1,m2
from
(5.3), Λs, Λsk from (5.4), Λ
1
m , Λ
12
m , Λ
121
m from (5.5), Λ
2
m , Λ
21
m , Λ
212
m from (5.6). The
same highest weights parametrize all irreps LΛ for which V
Λ are reducible. All irreps are
infinite-dimensional, except Lm1,m2 ≡ LΛm1,m2 . The latter are the holomorphic finite-
dimensional irreps of so(5, CI) of dimension m1m2m3m4/6, which are isomorphic to the
finite-dimensional non-unitary irreps of so(3, 2). ♦
We note important property of reduction of multiplets. The multiplet L1 , would be
obtained from the multiplets of type Fm1,m2 if we formally set m1 = 0, (and then
m2 = m), since the eight modules coincide pairwise reducing the multiplet to four modules
(the notation was chosen suggestively). Analogously, the multiplet L2 , would be obtained
from the multiplets of type Fm1,m2 if we formally set m2 = 0, (and then m1 = m). The
opposite process would go from Fig. 2 if we suppose that m2, m4 ∈ IN , since then the two
singular vectors vα3,m3 would decompose according to the second line of (3.16c′) and four
new reducible modules would appear restoring Fig. 1.
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Λ2
m
❄
s1
Λ21
m
❄
s2
Λ212
m
❄
s1
Λ′′
m
Fig. 4A
(m, 0,m,m)
❄
s1
(−m,m,m, 0)
❄
s2
(m,−m,−m, 0)
❄
s1
(−m, 0,−m,−m)
Fig. 4B
6. Character formulae of AdS irreps and possible applications to integrability
6.1. Character formulae of AdS irreps. The question of reducibility of Verma
modules is closely related to the corresponding Weyl groups. In particular, whenever
(3.12) is fulfilled, then the shifted weight is given by the corresponding Weyl reflection.
We recall that by definition the Weyl reflection in H∗ is the following action:
sα(Λ)
.
= Λ− (Λ, α∨)α (6.1)
Using this we can define also a ’dot’-action:
sα · (Λ)
.
= sβ (Λ + ρ)− ρ . (6.2)
Thus, we see that the shifted weight Λ′ in (3.13) is given by (using (3.12)):
Λ′ = Λ−mβ = Λ− (Λ + ρ, β∨) β = sβ (Λ + ρ)− ρ = sβ · (Λ) (6.3)
The group generated by the Weyl reflections is called the Weyl group W . In fact, it is
generated by the simple reflections sα , where α runs through all simple roots. Since
the Weyl group is generated by the simple reflections then every element w ∈ W may
be written as the product of some simple reflections. Every such product which uses a
minimal number of simple reflections is called a reduced expression or reduced form for
w . The number of simple reflections in a reduced form is called the length of w and is
denoted by ℓ(w). In our case, GCI = so(5, CI) = B2 , the Weyl group WB2 has eight
elements explicitly given in reduced form by (sk ≡ sαk) :
WB2 = { 1, s1 , s2 , s1 s2 , s2 s1 , s3 = s2 s1 s2 , s4 = s1 s2 s1 ,
s1 s2 s1 s2 = s2 s1 s2 s1 } .
(6.4)
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Let G be any simple Lie algebra. Let Γ , (resp. Γ+ ), be the set of all integral, (resp.
integral dominant), elements of H∗ , i.e., Λ ∈ H∗ such that (Λ, α∨i ) ∈ ZZ , (resp. ZZ+ ), for
all simple roots αi . We recall that for each invariant subspace V ⊂ U(G+)⊗v0 ∼= V Λ we
have the following decomposition
V = ⊕
µ∈Γ+
Vµ , Vµ = {u ∈ V | Hku = (Λ + µ)(Hk)u, ∀ Hk} . (6.5)
(Note that V0 = CI v0 .) Following [50],[51] let E(H∗) be the associative abelian algebra
consisting of the series
∑
µ∈H∗ cµ e
µ , where cµ ∈ CI, cµ = 0 for µ outside the union of
a finite number of sets of the form D(Λ) = {µ ∈ H∗|µ ≤ Λ} , using any ordering of H∗ .
The character of V is defined by :
ch V =
∑
µ∈Γ+
(dim Vµ) e
Λ+µ = eΛ
∑
µ∈Γ+
(dim Vµ) e
µ . (6.6)
We recall [50] that for V = V Λ we have dim Vµ = P (µ) , P (µ) is a generalized partition
function, P (µ) = # of ways µ can be presented as a sum of positive roots βj , each
root taken with its multiplicity mj = dim Gβj , (here mj = 1 ), P (0) ≡ 1 . Analogously
we use [50] to obtain :
ch V Λ = eΛ
∑
µ∈Γ+
P (µ) eµ = eΛ
∏
α∈∆+
(1− eα)−1 . (6.7)
The Weyl character formula for the finite-dimensional irreducible highest weight repre-
sentations over G has the form [50]:
ch LΛ = ch V
Λ
∑
w∈W
(−1)ℓ(w) ew·Λ−Λ =
∑
w∈W
(−1)ℓ(w) ch V w·Λ . (6.8)
Let G = so(5, CI), or G = so(3, 2) . Then the character formula for the finite-dimensional
irreps (6.8) can be rewritten as
ch Lm1,m2 = ch V
Λm1,m2 ( 1 − eα1m1 − eα2m2 + eα1m1eα2(m1+m2) +
+ eα1m1+2m2eα2m2 − eα4m4 − eα3m3 + e2α1m4eα2m3 ) .
(6.9)
Derivation of (6.9): It is easy to derive the above formula using the embedding diagram
on Fig. 1A. We use the general fact that from (5.1) follows:
ch LΛ = ch V
Λ − ch IΛ . (6.10)
Now it is clear that ch IΛm1,m2 contains the terms
ch V Λ
1
m1,m2 + ch V Λ
2
m1,m2 (6.11)
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since V Λ
1
m1,m2 and V Λ
2
m1,m2 are submodules of V Λm1,m2 , however, the sum in (6.11) is
larger than ch IΛm1,m2 because of the overlap. Indeed, both V Λ
1
m1,m2 and V Λ
2
m1,m2 con-
tain as submodules V Λ
12
m1,m2 and V Λ
21
m1,m2 . Thus the latter are contained in (6.11) two
times. To correct this over-counting we should subtract their characters and replace (6.11)
by:
ch V Λ
1
m1,m2 + ch V Λ
2
m1,m2 − ch V Λ
12
m1,m2 − ch V Λ
21
m1,m2 (6.12)
However, now there is under-counting since both V Λ
12
m1,m2 and V Λ
21
m1,m2 contain as
submodules V Λ
121
m1,m2 and V Λ
212
m1,m2 . To correct this under-counting we should add their
characters and replace (6.12) by:
ch V Λ
1
m1,m2 + ch V Λ
2
m1,m2 − ch V Λ
12
m1,m2 − ch V Λ
21
m1,m2 + ch V Λ
121
m1,m2 + ch V Λ
212
m1,m2
(6.13)
Now the module V Λ
′
is over-counted. Thus, the final formula for ch IΛm1,m2 is:
ch IΛm1,m2 = ch V Λ
1
m1,m2 + ch V Λ
2
m1,m2 − ch V Λ
12
m1,m2 − ch V Λ
21
m1,m2 +
+ ch V Λ
121
m1,m2 + ch V Λ
212
m1,m2 − ch V Λ
′
(6.14)
Substituting (6.14) in (6.10), using the explicit values of the various highest weights from
(5.3) we recover (6.9). ♦
The character formulae for the infinite-dimensional irreducible highest weight represen-
tations involve less terms than in (6.9) since the maximal invariant submodules IΛ of
V Λ are smaller. It is easy to derive these using the same considerations as above, so we
just list the results.
• The character formulae for the irreps with highest weights Λ1 from (5.2), Λ212m1,m2 from
(5.3), Λs3 from (5.4), Λ
12
m from (5.5), Λ
2
m and Λ
212
m from (5.6), are:
ch LΛ =
∑
w∈W1
(−1)ℓ(w) ch V w·Λ = ch V Λ (1− em1α1) ,
W1 = { 1, s1 }
(6.15)
where Λ denotes all highest weights under consideration and m1 should be replaced
by m for the cases from (5.5) and (5.6).
• The character formula for the irreps with highest weights Λ2 from (5.2), Λ121m1,m2 from
(5.3), Λ1m and Λ
121
m from (5.5), Λ
21
m from (5.6), is:
ch LΛ =
∑
w∈W2
(−1)ℓ(w) ch V w·Λ = ch V Λ (1− em2α2) ,
W2 = { 1, s2 }
(6.16)
where Λ denotes all highest weights under consideration and m2 should be replaced
by m for the cases from (5.5) and (5.6).
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• The character formula for the irreps with highest weights Λ3 from (5.2), Λ
s
1 from
(5.4), is
ch LΛ =
∑
w∈W3
(−1)ℓ(w) ch V w·Λ = ch V Λ (1− em3α3) ,
W3 = { 1, s3 }
(6.17)
where Λ denotes all highest weights under consideration.
• The character formula for the irreps with highest weights Λ4 from (5.2) is
ch LΛ4 =
∑
w∈W4
(−1)ℓ(w) ch V w·Λ4 = ch V Λ4 (1− em4α4) ,
W4 = { 1, s4 } .
(6.18)
• The character formula for the irreps with highest weights Λs from (5.4) is
ch LΛs =
∑
w∈W s
(−1)ℓ(w) ch V w·Λ
s
=
= ch V Λ
s
( 1 − eα1m1 − eα3m3 + eα1m1+α3m3 ) ,
W s = { 1, s1 , s3 , s1s3 } = W1 × W3
(6.19)
• The character formula for the irreps with highest weights Λ12m1,m2 from (5.3) is
ch LΛ12m1,m2
=
∑
w∈W 12
(−1)ℓ(w) ch V w·Λ
12
m1,m2 =
= ch V Λ
12
m1,m2 ( 1 − eα1m3 − eα4m2 + eα1m3+α2m2 ) ,
W 12 = { 1, s1 , s2s1 , s1s2s1 }
(6.20)
• The character formula for the irreps with highest weights Λ21m1,m2 from (5.3) is
ch LΛ21m1,m2
=
∑
w∈W 21
(−1)ℓ(w) ch V w·Λ
21
m1,m2 =
= ch V Λ
21
m1,m2 ( 1 − eα2m4 − eα3m1 + eα1m1+α2m4 ) ,
W 21 = { 1, s2 , s1s2 , s2s1s2 }
(6.21)
• The character formula for the irreps with highest weights Λ1m1,m2 from (5.3) is
ch LΛ1m1,m2
=
∑
w∈W 1
(−1)ℓ(w) ch V w·Λ
1
m1,m2 =
= ch V Λ
1
m1,m2 ( 1 − eα2m4 − eα4m2 + eα1m3+α2m4 +
+ eα2m4+α4m2 − eα1m3+α2m3 ) ,
W 1 = { 1, s2 , s1s2 , s2s1s2 , s1s2s1 , s2s1s2s1 }
(6.22)
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• The character formula for the irreps with highest weights Λ2m1,m2 from (5.3) is
ch LΛ2m1,m2
=
∑
w∈W 2
(−1)ℓ(w) ch V w·Λ
2
m1,m2 =
= ch V Λ
2
m1,m2 ( 1 − eα1m3 − eα3m1 + eα1m3+α2m4 +
+ eα1m3+α3m1 − e2α1m4+α2m4 ) ,
W 2 = { 1, s1 , s2s1 , s2s1s2 , s1s2s1 , s2s1s2s1 }
(6.23)
Note that each of the Weyl groups Wk , k = 1, 2, 3, 4, is isomorphic to the A1 =
sl(2) Weyl group, while the Weyl group W s is the direct product of two such A1 Weyl
groups. In contrast, the subsets of W over which is carried the summation in the last
four cases, namely, W 1, W 2, W 12, W 21 are not considered subgroups of W , since then
the elements of these subsets will generate the whole W .
6.2. Character formulae of positive energy UIRs. Here we apply the character
formulae of the previous subsection to the positive energy UIRs of so(3, 2).
6.2.1. Rac. We have m1 = 1 , m2 = 1/2, i.e., we have a special case of (6.19):
ch LRac = ch V
Λs ( 1 − eα1 − e2α3 + eα1+2α3 ) = (6.24a)
= e(Λs) ( 1 − e2α3 )/(1− eα2)(1− eα3)(1− eα4) = (6.24b)
= e(Λs) ( 1 + eα3 )/(1− eα2)(1− eα4) = (6.24c)
= e(Λs)
∞∑
n=0
enα3
n∑
p=−n
epα1 = (6.24d)
= e(Λ)
∞∑
n=0
n∑
p=−n
e(n−|p|)α3 t′|p| , (6.24e)
where
t′ =
{
e(α4) for p ≥ 0 ,
e(α2) for p < 0 .
Character formula (6.24) is equivalent to the spectrum description given in [33] and clearly
each term has different weight from all others, which explains the terminology of singleton.
6.2.2. Di. We have m1 = 2 , m2 = −1/2, i.e., again a special case of (6.19):
ch LDi = ch V
Λs ( 1 − e2α1 − eα3 + e2α1+α3 ) = (6.25a)
= e(Λs) ( 1 − e2α1 )/(1− eα1)(1− eα2)(1− eα4) = (6.25b)
= e(Λs) ( 1 + eα1 )/(1− eα2)(1− eα4) = (6.25c)
= e(Λs)
∞∑
n=0
enα3
n+1∑
p=−n
epα1 = (6.25d)
= e(Λs)
∞∑
n=0
enα2
2n+1∑
r=0
erα1 ) . (6.25e)
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Character formula (6.25) is equivalent to the singleton spectrum description given in [33].
6.2.3. Spin zero. Next we consider the case s0 = 0, E0 > 1/2, cf. (3.23), (3.24) and
the text in-between. We have only the singular vector vα1,1. This is clear for E0 6= 1,
while for E0 = 1 one should note that for s0 = 0 the singular vectors v
α3,1 in (3.24c)
and vα4,1 in (3.24d) are descendants of vα1,1. In fact, for E0 6= 1 the Verma module is
V Λ1 from a multiplet of subtype N1 for parameter m1 = 1, while for E0 = 1 the Verma
module is V Λ
2
1 from a multiplet of subtype L2 for parameter m = 1. Thus, the character
formula is (6.15).
6.2.4. Spin 1/2. Analogously for s0 = 1/2, E0 > 1 , we have only the singular
vector vα1,2. This is clear for E0 6= 3/2, while for E0 = 3/2 one should note that for
s0 = 1/2 the singular vector v
α4,1 in (3.24d) is descendant of vα1,2. In fact, for E0 6= 3/2
the Verma module is V Λ1 from a multiplet of subtype N1 for parameter m1 = 2, while
for E0 = 3/2 the Verma module is V
Λ121 from a multiplet of subtype L1 for parameter
m = 1. Thus, the character formula is (6.15) as in the previous case.
6.2.5. Higher spins. Analogously for s0 ≥ 1, E0 > s0+1, cf. (3.23b), we have only the
singular vector vα1,m1 , m1 = 2s0+1, since m2, m3, m4 /∈ IN . Thus, the Verma module is
V Λ1 from a multiplet of subtype N1 for parameter m1 ≥ 3, and the character formula is
(6.15) as in the previous case.
6.2.6. Massless irreps. Finally we consider the massless representations with
E0 = s0 + 1 , s0 ≥ 1. We have two singular vectors: vα1,m1 , m1 = 2s0 + 1, and
vα4,1. The signature is: (m1, m2, m3, m4) = (2s0 + 1,−2s0, 1− 2s0, 1). This signature
appears as the Verma module V 122s0−1,1 of the multiplet F2s0−1,1 . Thus, the character
formula (found first in [33]) is a special case of (6.20):
ch LΛ12
m−2,1
= ch V Λ
12
m−2,1 ( 1 − emα1 − eα4 + emα1+α2 ) ,
m = m1 = 2s0 + 1
(6.26)
Thus, the massless UIRs are in one-parameter family of multiplets F2s0−1,1 where in the
Verma modules V Λ2s0−1,1 on the top of the multiplets are found the finite-dimensional
irreps of dimension: s0(4s
2
0− 1)/3, s0 = 1,
3
2 , . . . For the lowest possible value s0 = 1 the
finite-dimensional irrep is the trivial one-dimensional irrep of so(5, CI) (and of so(3, 2)).
6.3. Possible applications to integrability. The classical and quantum integrabil-
ity/solvability of Calogero-Moser-Sutherland systems [52,53,54,55,56] has attracted a lot
of attention for the last 30 years. A very important contribution for the group-theoretic
understanding was made by Olshanetsky and Perelomov who extended the original models
from the A root system to the B, C and D root systems [57],[58]. For a recent overview
we refer to [59] and references therein.
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For our setting the interesting aspect is the relation between Coxeter groups and inte-
grability of these systems. More specifically, we are interested in the relation of integrable
systems to characters of irreps of simple Lie algebras, cf. [60] and references therein. To
illustrate the possible applications of the results of this paper to integrability we first look
at the case of Dirac singletons.
In both singleton cases the character formula is given in (6.19) and involves summation
over the group W s which is the direct product of two A1 Weyl groups. The group
W s can be characterized as generated by the short root reflections s1 and s3 . Actually,
this is a manifestation of a general phenomena since the sets of short and long roots are
invariant under the action of the whole Weyl group. Thus, we may also write:
W shortB2 = WA1 × WA1 . (6.27)
Thus, irreps for which holds (6.19), in particular, the two Dirac singletons, would be
related to integrable systems described by the orbit of short roots of the B2 root system
[57],[58],[59].
The irreps with character formulae (6.15),(6.16),(6.17),(6.18) would be related to inte-
grable systems described by the A1 root system.
All the above could also related to different Toda-like models (for a recent review, cf.
[61]) through their character formulae similarly to the application of Virasoro characters
in [62], which should be extendable to the supersymmetry setting [63].
More interesting would be models using character formulae (6.20),(6.21),(6.22),(6.23)
since in these cases summation is over subsets of WB2 which can not be considered
subgroups of WB2 . Thus, these would be new models!
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