Motivation: The branchpoint element is required for the first lariat-forming reaction in splicing. However current catalogues of human branchpoints remain incomplete due to the difficulty in experimentally identifying these splicing elements. To address this limitation, we have developed a machine-learning algorithm-branchpointer-to identify branchpoint elements solely from gene annotations and genomic sequence. Results: Using branchpointer, we annotate branchpoint elements in 85% of human gene introns with sensitivity (61.8%) and specificity (97.8%). In addition to annotation, branchpointer can evaluate the impact of SNPs on branchpoint architecture to inform functional interpretation of genetic variants. Branchpointer identifies all published deleterious branchpoint mutations annotated in clinical variant databases, and finds thousands of additional clinical and common genetic variants with similar predicted effects. This genome-wide annotation of branchpoints provides a reference for the genetic analysis of splicing, and the interpretation of noncoding variation. Availability and implementation: Branchpointer is written and implemented in the statistical programming language R and is freely available under a BSD license as a package through Bioconductor.
Introduction
The majority of human genes are spliced, forming a mature mRNA following intron removal and subsequent exon ligation in the spliceosome complex (Will and Luhrmann, 2011) . During this reaction, the U1 snRNP and SF1 bind the 5 0 splice site (5 0 SS) and the branchpoint respectively, and a trans-esterification reaction forms an intron lariat intermediate. A subsequent trans-esterification reaction between the 5 0 SS and the 3 0 SS removes the intron lariat and forms a spliced RNA product from the flanking exons. Recognition of the sequence-based splicing elements-the 3 0 SS, 5 0 SS and the branchpoint-by small ribonucleoprotein particles (snRNPs) is a necessary step to define exon boundaries and enable splicing (De Conti et al., 2013) .
Mapping of branchpoints typically requires sequencing of the intron lariat following cDNA synthesis (Gao et al., 2008) . The 2 0 to 5 0 junction between the branchpoint and 5 0 SS nucleotide can be traversed by reverse transcriptase, forming a cDNA product that can be split and aligned to identify the branch point nucleotide. However, the sensitivity of this approach is limited by the rapid de-branching and degradation of lariats, and the vast majority of branchpoints evade detection by this method (Taggart et al., 2012) . Recently, we used targeted RNA sequencing to experimentally annotate 59 359 human branchpoints in 17.4% of annotated human gene introns (Mercer et al., 2015) . This genome-wide annotation resolved the presence of a nucleotide sequence motif, that we termed the b-box, which encompasses the branchpoint. This motif exhibits several properties imposed by the requirement to base-pair with complementary nucleotides in the U2 snRNA structure. Complementary nucleotides in the U2 snRNA are G and U rich, which allows additional RNA wobble base pairing interactions between the mRNA and U2 snSNA and greater resistance to transversion mutations (Mercer et al., 2015) . Whilst this constituted the largest annotation to date, the identification of branchpoints was restricted to highly-expressed genes with sufficient sequence coverage.
Machine-learning (ML) approaches are adept at identifying splicing sequence motifs when sufficient training data is accessible (Jian et al., 2014) . ML can deconvolute highly complex interactions between seemingly unrelated factors, and therefore can produce a highly complex model capable of predicting where such a feature will occur (Libbrecht and Noble, 2015) .
Here, we have developed a ML algorithm (branchpointer) that can identify branchpoints solely from gene annotations and genomic sequence. This algorithm was first trained and tested using our previous high-confidence experimental branchpoint annotations, and has been applied to identify branchpoints in the majority of human genes. This model requires only genome sequence and exon annotations, exhibits no discernible bias to gene expression, and can be applied using the R package, branchpointer.
Aberrant splicing is known to lead to many human diseases (Singh and Cooper, 2012) , however interpretation of intronic variant effects have been typically limited to splice site alterations (McLaren et al., 2016; Wang et al., 2010) . Branchpointer allows users to evaluate the impact of intronic mutations on branchpoint architecture, and thereby predict the impact of noncoding variation on gene splicing.
Materials and methods

Model development
Dataset generation
Experimentally annotated branchpoints from Mercer et al. (2015) with a single mismatch were used to generate a training set for ML as follows ( Supplementary Fig. S1A ). Firstly, high confidence branchpoint annotations (that were supported by a nucleotide mismatch) were selected. Introns [from Gencode v19 (Harrow et al., 2012) ] encompassing a selected branchpoint were used to generate positive and negative training sites consisting of locations 18-44 nucleotides downstream of the 3 0 exon. The positive dataset was solely comprised of high confidence annotated branchpoints contained within this window (52 843), and the negative dataset comprised of all non-branchpoint sites, including those in introns where the annotated branchpoint fell outside of the 18-44 nt region. To avoid selection of potential branchpoint sites (i.e. false negatives), locations that were annotated as a low confidence branchpoint (split/inverted alignment only) were removed from the negative dataset.
Feature engineering
Nucleotide identity surrounding each location (À5 to þ5) was found and converted to a set of dummy variables. Distances to the first five canonical AG dinucleotides downstream were calculated. Polypyrimidine tracts (PPTs) were defined as strings of sequences starting and ending with a pyrimidine (C/T) and extended until the string consisted of <80% pyrimidines. The PPT for each location was defined as the longest identified PPT between the location and the 3 0 exon. Distance to PPT was defined as the distance to from the location to the 3 0 end of the PPT. Distance to exon 2 was the distance from the location to the associated 3 0 exon. Distance to exon 1 was the distance from the location to the nearest 5 0 exon on the same strand. A description of each feature is available in Supplementary Table S1 .
Model training and testing
Prior to model training, variables were centered and scaled using the preProcess function from caret (https://CRAN.R-Project.org/packag e¼caret). GBM models were generated using the 'gbm' method contained within caret to output a predicted class probability score. Class probabilities referred to in text are probability of the positive class BP (branchpoint). Probability of the negative class N (not branchpoint) were not used, but is calculated as 1-p(BP). The positive and negative datasets were each split into independent training (40 000BP/608 829N) and testing sets (12 843BP/270 000N), random sub-sets of which were used in all optimizations and final model generation for training and testing respectively ( Supplementary Fig.  S1B ). Sites for the training and testing datasets were allocated randomly, and thus positives and negatives in each set do no necessarily belong to the same intron, preventing any intron-specific biases. Sub-setted testing datasets have a 1:20 ratio of branchpoint sites to negative sites, reflective of the approximate known ratio of branchpoint sites in the 27 nt window. This ratio (rather than a 1:1 ratio) provides a more realistic interpretation of model performance metrics than a balanced testing dataset.
Model performance
Performance for all GBM models was evaluated using caret:: confusionMatrix (Kuhn, 2017) . The F1 ratio was used as the primary performance metric as correct prediction of branchpoints should be prioritized over correct assignment of negative sites, particularly as the number of negative sites in an intron greatly outweighs the number of positive (branchpoint) sites, which can skew other metrics such as accuracy. Final models were evaluated with ROCR (Sing et al., 2005) and PRROC (Keilwagen et al., 2014) for ROC and precision-recall curves, and the optimal discriminatory class probability found by varying the probability cut-off from .01 to 0.99 in an independent testing dataset. Feature importance was calculated using the caret:: varImp function on the final model. In addition, each feature (or grouped features in the case of sequence identities) was removed prior to training models to calculate F1 value loss compared to a model with all variables.
Model optimization
First, due to the unbalanced nature of the classification, optimal training positive to negative ratios were found by training Gradient Boosting Machine (GBM) models with default parameters on subsets of the training dataset with varying BP to negative ratios. We then selected the ratio that gave the highest mean F1 value on the testing subset for further optimizations. Next, a grid search of GBM parameters (interaction depth, number of trees and shrinkage) was performed, and the combination of these parameters that gave the highest mean F1 value was selected. The final model was generated on the full set of training positives (40 000) and 320 000 negatives, and with the parameters interaction.depth ¼ 21, n.trees ¼ 2000, shrinkage ¼ 0.005 and n.minobsinnode ¼ 20. Lastly, a subset (5000BP/100 000N) of the testing dataset was used to evaluate the performance of the final branchpointer model.
Model comparisons
We compared branchpointer performance with a naive Bayes model, the HSF branchpoint sequence analysis (Desmet et al., 2009) , SVM-BP-finder (Corvelo et al., 2010) and use of the canonical UNA motif within the 18-44 nt window, using the same testing subset. To compare performance of a simple model over an optimized GBM on the same data, we trained a naive Bayes model using the method 'nb' in caret. To be comparable with the GBM model, we calculated the optimal positive to negative training ratio for a naive Bayes model, and used this in the training of the final model. Given HSF assigns scores on motifs alone and does not take into account the relative localization of the sequence, all possible heptamer (7 nt) motifs were submitted to the HSF webserver (www.umd.be/HSF3/HSF.html) using 'Branch point sequence analysis'. A table of all 16 384 heptamers and their assigned score is available in Supplementary Table  S2 . To compare model performance to SVM-BP-finder, we generated 44 nt sequences from all introns within the testing dataset, and used SVM-BP-finder software for analysis (http://regulatorygenom ics.upf.edu/Software/SVM_BP). Although SVM-BP-finder provides scores for the entire sequence, to be comparable with branchpointer predictions, only sites from the testing dataset were used to evaluate performance. Non-UNA motif containing sites are not assigned a score by SVM-BP-finder, so a dummy score less than the minimum score was assigned to these sites, classifying them as negative. As with branchpointer, optimal discriminatory scores were designated as the score that produced the highest F1 ratio for classification to produce comparable performance metrics.
Branchpoint annotation
Feature values were computed for each nucleotide 18-44 nt upstream of the associated 3 0 exon in the Gencode annotations (v19 and v26) (Harrow et al., 2012) . Exon biotype was defined as the biotype of the parent gene. Intron size was defined as the shortest distance between the 3 0 exon and an annotated 5 0 exon from the same parent gene.
Branchpoint analyses
phyloP 100 way conservation for the hg38 genome was downloaded from UCSC (http://hgdownload.cse.ucsc.edu/goldenPath/hg38/phy loP100way/) (Pollard et al., 2010; Speir et al., 2016) . Intron conservation was calculated as the mean value from the 50 nucleotides within an intron up to the 3 0 splice site. Branchpoint strength was calculated as in Mercer et al. (2015) . Briefly, binding energy of the eightmer surrounding the branchpoint site (À5 to þ3) excluding the site to the U2 motif GUGUAGUA was calculated using Rfold from the ViennaRNA suite (Lorenz et al., 2011) . Splice site strength was calculated using the MaxEntScan score5ss and score3ss tools (Yeo and Burge, 2004) with the maximum entropy model score as output.
Gene expression analysis
RNA-seq data from ENCODE K562 cell lines (https://www.encode project.org; accession code ENCSR696YIB) were trimmed using Trimgalore!, aligned to hg38 using STAR (Dobin et al., 2013) and exon counts derived from size factor normalized DEXSeq counts (Anders et al., 2012) by recombining adjacent 'exonic parts' into whole exons.
Variant analysis
Variants from ClinVar (Landrum et al., 2016) were download on 02/06/2017, and filtered for single nucleotide variants in the GRCh38 assembly. Genotyped and imputed variants were obtained from the GTEx version 6 release (http://gtexportal.org/home/data sets). GTEx splicing QTLs and expression QTLs were obtained from the version 3 and the version 6 data analyses respectively. Variants were filtered for those contained within introns and branchpointer was used to assess the effects of these SNPs on all sites 18-44 nt from the associated 3 0 exon. OMIM (Amberger et al., 2015) SNP variant entries containing 'branchpoint' or 'branch point', were manually searched for instances where descriptions of the variants referred to either a potential or known effect on a branchpoint. We considered a SNP as potentially altering branchpoint architecture of an intron when at least one branchpoint was created or deleted. Creation and deletion were defined as a change in branchpointer probability score greater than 0.15 causing the score to be greater or less than the optimal discriminatory score threshold respectively.
Results
A machine-learning model for human branchpoint annotation
To find branchpoints, we first trained and tested a machine-learning algorithm, termed branchpointer, using experimentally-derived gene annotations (Mercer et al., 2015) . We randomly selected 40 000 branchpoints from experimental annotations ($75% of total) to comprise the true-positive set ( Supplementary Fig. S1B ). Only highconfidence branchpoints that were supported by a diagnostic mismatch error that occurred during reverse transcription across the 5 (Fig. 1A) . During algorithm training, each of these features is weighted according to their relative importance for identifying branchpoints. The two most important features to emerge from the training of branchpointer were the presence of an adenine nucleotide at the branchpoint site itself and a uracil at -2 nt relative to the branchpoint (Fig. 1B and C) . Notably, these are the only two nucleotides that cannot undergo wobble-base pair interactions with the U2 snRNA (Mercer et al., 2015) . Distances to other cis-splicing elements, including 3 0 SSs, PPT, annotated 5 0 exon, and annotated 3 0 exon were also highly ranked, illustrating the relative constraint imposed by secondary structural interactions between the mRNA and spliceosomal RNAs (De Conti et al., 2013; Naftelberg et al., 2015) . Nucleotides surrounding the branchpoint sites, although not as highly ranked, were also important for optimization of overall model performance (Fig. 1C) . We next tested the performance of the branchpointer model using 5000 experimentally-defined high-confidence branchpoint annotations, and 100 000 negative sites located within branchpoint windows. Branchpointer exhibited best-in-class performance, outperforming all alternative methods for branchpoint prediction within the 18-44 nt window (Table 1 ; see Materials and methods section), with an ROC area under the curve (AUC) of 0.943 ( Fig. 2A) , and a precision-recall AUC of 0.630 (Fig. 2B) . Given the unbalanced number of true-positive and true-negative sites, we additionally assessed branchpointer classification performance by sensitivity, precision and F1 ratio (Table 1) . We also found that predicted branchpoints exhibited similar nucleotide conservation profiles to experimentally identified branchpoints (Fig. 3) . Given that conservation was not included as a feature in our branchpointer model, this provides a useful orthologous validation of the accuracy of our predictions.
Branchpointer assigns a probability score to each tested nucleotide that reflects its similarity to the initial training dataset of experimentally-derived branchpoints (Fig. 4C) . This score incorporates features weighted according to their importance, and can be used to establish diagnostic thresholds for branchpoint discrimination. Notably, this probability score does not correlate with U2 binding energy, and a large subset of common branchpoint sites have low predicted U2 binding energy (Fig. 4C and D) .
We found the optimal probability threshold for annotating branchpoints was 0.48, with the maximum F1 ratio value of 0.60 (Fig. 4A, Supplementary Fig. S2 ), sensitivity of 0.62 and precision of 0.58. Using this probability for classification results in on average 25.5/27 (96% accuracy) sites in the branchpoint window being correct. At this threshold the branchpointer model outperforms other available methods (12, 13), the sole use of the UNA motif within the branchpoint window, and a naive Bayes classifier built on the same training dataset (Table 1 , Fig. 2A and B). We used this threshold for our further analyses, as it allowed for an optimal number of branchpoints to be correctly predicted. However, the threshold can be raised to increase the confidence of branchpoint predictions but also risks lowering the number and diversity of sites able to be called (Fig. 2B) . For example, using a cut-off of 0.90 increases the percentage of correct BP predictions (precision) to 90%, but decreases the percentage of BPs able to be predicted (sensitivity) to only 17% ( Supplementary  Fig. S2) . 
Branchpointer: an R package for branchpoint annotation and variant analyses
To enable external use of the GBM model, we developed an R package-branchpointer-which allows users to annotate branchpoints using primary genome sequence and exon annotations alone, and additionally assess effects of SNPs on local branchpoint architecture ( Fig. 5A and B) . Users can supply any region for branchpoint annotation as either a table or a GTF, allowing users to predict intronic branchpoints using any reference annotation (Fig. 5A ). Sequence features ( Supplementary Fig. S1 ) are computed from primary genome sequence and provided gene annotations (.GTF), and used by the branchpointer model to assign a branchpoint probability score for all query sites. Branchpointer output also provides a U2 binding energy score to each element, which can be used in conjunction with a sufficiently high probability score as a measure of the 'strength' of a branchpoint (Mercer et al., 2015) . SNP details can be supplied as refSNP IDs or manually as a table. Filtering steps can be applied at this stage to remove any SNPs not in intronic regions or located more than 50 nt away from a 3 0 SS by setting filter ¼ TRUE and maxDist ¼ 50. For each SNP query, sequences containing the reference allele and the alternative allele are both processed and outputted in the same manner as region queries. A summary for each SNP can then be generated, with users able to specify the minimum score change required to call a branchpoint as created or deleted in the alternative allele sequence. Finally, sequence identity and branchpoint scores for SNP and region queries can be plotted using the function plotBranchpointWindow(), allowing users to visually examine branchpoint locations, probability scores, and strengths for a single window, similar to plots shown in Figure 5 .
Branchpoint annotations in the human genome
We applied branchpointer to identify branchpoints in all introns in human gene annotations (see Materials and methods section) (Harrow et al., 2012) . Requiring a minimal probability score of 0.48, we annotated an additional 353 177 branchpoints in 216 974 introns in human genes, increasing the total annotation to cover 87% of introns (Fig. 6A, Supplementary Fig. S3 ). Branchpoint annotations are unbiased towards gene type and expression levels, with similar proportions of highly-and lowly-expressed, coding and transcribed noncoding genes being annotated ( Fig. 6B and C, Supplementary Fig. S4 ).
We noted that a large fraction (47%) of annotated introns contained more than one branchpoint. These introns are typically shorter than introns with a single branchpoint (Wilcoxon signed-rank, P < 2.2eÀ16) (Fig. 6D) . This trend is also present in the experimentally defined branchpoints, indicating it is not a factor of the window size excluding distal branchpoints (Supplementary Fig. S5 ). Introns hosting multiple branchpoints are also associated with both higher exon expression (Wilcoxon signed-rank, P ¼ 2.17eÀ26) and intron conservation (Wilcoxon signed-rank, P ¼ 3.24eÀ39) (Supplementary Fig. S6 ). The enrichment for multiple branchpoints in such evolutionarily-conserved genes may reflect instances where branchpoint redundancy buffers the impact of deleterious mutations that impact splicing of essential genes. 
Human variation at branchpoint sites
Mutations that impact splicing elements can deregulate gene splicing and expression (Singh and Cooper, 2012) . To assess the impact of human genetic variation on branchpoints, we first searched ClinVar (Landrum et al., 2016) and GTEx (GTEx Consortium, 2015; Melé et al., 2015) for SNPs that occurred at or near annotated branchpoints ( Supplementary Fig. S7 ). We identified 463 ClinVar SNPs with predicted disruptive effects on branchpoint architecture in a range of important genes (see Materials and methods) (Supplementary Table S3 ). We also searched OMIM for all ClinVar SNPs previously associated with branchpoint disruption, and were able to confirm all eight that fell within our predictive window (B) Expression of the associated 3 0 exon for introns with known or predicted branchpoints. The majority of experimentally annotated branchpoints are highly expressed in K562 cells, whereas predicted branchpoints are frequently lowly or not expressed. ENCODE K562 RNA-seq data was used to generate exon-level counts using STAR and DEXSeq (see Materials and methods section).(C) Fraction of introns with single (1), multiple (2þ), or no (0) annotated branchpoints in long noncoding RNA (lncRNA) genes, protein coding genes and processed and unprocessed pseudogenes. Similar proportions of introns are annotated for both transcribed coding and non-coding transcripts, however untranscribed (processed psuedogenes) transcripts have a smaller proportion. (D) Left: Introns with multiple annotated branchpoints are shorter than those with a single annotated branchpoint. Inset: Median intron size 6 s.e. *** P < 1eÀ06, Right: schematic and colour legend of branchpoint multiplicity within introns (Table 2) . We also identified a C-to-T mutation in the Fech1 intron that lowered the predicted U2 binding energy of a branchpoint, whilst simultaneously creating a new competing branchpoint ( Supplementary Fig. S8 ). Although this mutation has been previously shown to cause aberrant exon exclusion (Nakahashi et al., 1992) , the cause has not been previously identified as a branchpoint disruption. Over 20% of GTEx SNPs that overlap branchpoint annotations in the catalogue were associated with an expression quantitative trait loci (eQTL) (Supplementary Table S4 ), suggesting that disruption of branchpoint architecture by common variants can alter gene expression through post-transcriptional regulatory mechanisms (Bitton et al., 2015) , and may explain in part the small number of branchpoints (<2%) associated with splicing quantitative trait loci (sQTLs).
Discussion
Experimental approaches to identifying branchpoint require the intron lariat to be sequenced, thereby restricting analysis to highly abundant or targeted genes (Corvelo et al., 2010; Desmet et al., 2009; Mercer et al., 2015) . However, machine learning approaches are adept at identifying complex features, such as branchpoints, that are primarily encoded within the nucleotide sequence of the human genome (Libbrecht and Noble, 2015) . Here we train a ML model using experimentally-derived branchpoint annotations that achieves a broader annotation of branchpoints in most human introns.
We find that human introns commonly encode multiple branchpoints. As branchpoints are an essential element in the splicing of pre-mRNA, this multiplicity may provide redundancy in branchpoint selection. Accordingly, branchpoint multiplicity occurs more often in short, highly expressed and conserved introns-correlates of genes essential for normal functions in cells (Castillo-Davis et al., 2002; Eisenberg and Levanon, 2003; Wang et al., 2015) . We propose that these expanded annotations provide an important contribution to understanding the splicing code that governs RNA splicing (Xiong et al., 2015) .
Genome-wide branchpoint annotations can inform the interpretations of variants in gene introns (Shibata et al., 2016) . We were able to attribute hundreds of clinically associated SNPs with changes in branchpoint architecture. Whilst the impact of these variants on splicing is largely uncharacterised, we could nevertheless detect all of the instances where the variant has been reported to impact branchpoint function (Amberger, 2015) . Genetic variation leading to variations in gene splicing (sQTLs) are commonly overlooked, as computational tools are typically not sensitive enough to detect most changes in splicing patterns, and require high expression of the target gene (GTEx Consortium, 2015; Li et al., 2016) . The incorporation of the provided branchpoint annotations in variant identification pipelines provides an additional means to detect potentially damaging variants and inform mechanistic interpretation.
With the increasing accessibility to whole genome sequencing in a diagnostic setting there is a growing interest in interpreting noncoding regions of the genome, which are captured but largely discarded during interpretation (Zhang and Lupski, 2015) . Utilization of accurate branchpoint annotation in clinical interpretation provides a ready opportunity to raise diagnostic yields in whole genome sequencing and inform functional studies of noncoding variants. Accordingly, these branchpoint annotations in human have been made available to the research community (https://osf.io/hrqvq/) for future investigation.
Availability
Locations of experimentally defined branchpoints are available as Supplementary Tables from Mercer et al. (2015) . Branchpoint annotations are available in the Open Science Framework repository at https://osf.io/hrqvq/. Scripts used in the development of the branchpointer model, and scripts used for statistical tests and to produce figures are available at https://github.com/betsig/splice_branch points/. The R package branchpointer is available at https://github. com/betsig/branchpointer/ and through Bioconductor at https://bio conductor.org/packages/branchpointer. Note: BP sites are shown as distances to the associated 3 0 exon.
