Unmanned air systems with video capturing systems for surveillance and visual tracking of ground targets have worked relatively well when employing gimbaled cameras controlled by two or more operators: one to fly the vehicle, and one to orient the camera and visually track ground targets. However, autonomous operation to reduce operator workload and crew levels is more challenging when the camera is strapdown, or fixed to the airframe without a panand-tilt capability, rather than gimbaled, so that the vehicle must be steered to orient the camera field of view. Visual tracking becomes even more difficult when the target follows an unpredictable path. This paper investigates a machine learning algorithm for visual tracking of stationary and moving ground targets by unmanned air systems with nongimbaling, fixed pan-and-tilt cameras. The algorithm is based on Q learning, and the learning agent initially determines an offline control policy for vehicle orientation and flight path such that a target can be tracked in the image frame of the camera without the need for operator input. Performance of the control policy is demonstrated with simulation test case scenarios for stationary, linear, and random moving targets with changes in target speeds and trajectories. Monte Carlo results presented in the paper demonstrate that the learned policies are capable of tracking stationary and moving targets with path perturbations, provided the perturbations are small. The learned policies are robust to small changes in target trajectory; therefore, learning separate policies for every type of trajectory is not required. The approach is judged to have merit for autonomous visual tracking of both fixed and randomly moving ground targets.
An algorithm based on a waypoint strategy was created by Lee et al. [4] . Using this navigation scheme, the aircraft flies in a sinusoidal manner and changes the amplitude of the sinusoid, all while maintaining a constant velocity and tracking of a ground target that has varying speed. The algorithm also allows the aircraft to track the ground target with an offset vector (e.g., the user may wish the aircraft to stay ahead of the ground target or to its sides). Rafi et al. developed a single circular pattern navigation algorithm for targets moving at any speed with any pattern, without switching between different navigation strategies in different scenarios [5] . The camera was controlled by the algorithm according to the position and orientation of the aircraft and the position of the target. Quigly et al. created a human-UAS interaction scheme using a flight-path generation algorithm in which the operator manually flew the UAS to produce an estimation of the target position [6] . This allowed the vehicle to fly itself and control the gimbal while the operator refined and moved the target position. A path-planning-based solution with multiple vehicles has been demonstrated by Bethke et al. [7] . A cooperative vision-based estimation and tracking system was used to detect, estimate, and track the location and velocity of objects in three dimensions. The tracking algorithm exploited cooperation between multiple aircraft and allowed good tracking of the target without the need for a single vehicle to execute maneuvers to gain better vantage points. The algorithm can be distributed to multiple aircraft, and it was shown to give better results than could be achieved with a single aircraft while being robust to failures. Dobrokhodov et al. developed a feedback control law for autonomous tracking of a moving target from kinematic laws while simultaneously estimating GPS coordinates of the target. It was assumed that the target velocity was known, that there was no wind, and that the camera was gimbaled [8] .
Removing the ability to gimbal introduces additional kinematic constraints, and path planning becomes more difficult. For fixed-camera visual tracking, one of the biggest challenges stems from the need to determine an optimal control policy for keeping the target in the image frame when targets move with unknown paths. Conventional control techniques require determining an appropriate cost function and then finding the weights that make the control optimal. Although finding the optimal control is often straightforward, determining the cost function that best describes the problem is not straightforward. Additionally, a sudden change in the course of the target may push it outside the FOV before a response is generated, possibly causing the aircraft to lose the target altogether. The measurements of the target location are inherently nonlinear in the singlevehicle case because the observed state variables are measured angles to the target. For all of these reasons, motion video tracking with a fixed camera is not trivial.
Redding et al. elucidated the complexity of localizing a ground-based object when imaged from a small fixed-wing UAS [9] . Using the pixel location of the target in an image, with measurements of aircraft position and attitude, as well as camera pose angles, the target was localized in inertial coordinates. Although tracking of static and moving targets was not considered, possible error sources and localization sensitivities to each source were presented, which were useful for the tracking problem. Egbert and Beard used a nongimbaled electro-optical camera in the loop to track linear features such as a border or road pathway [10, 11] . This was done by determining the required altitude above the ground level constraint imposed on a bank-to-turn micro air vehicle to maintain the pathway in the footprint of the camera and the associated bank angle constraints. Stationary or moving point targets were not considered, but this work serves to highlight the complexities of the geometry and sources of error for this class of problem.
Saunders and Beard addressed the problem of tracking a ground-based target with a fixed camera that was pointing out the wing of a UAS [12] . Rather than planning explicit trajectories for the vehicle, a nonlinear image-based feedback guidance strategy was developed that maintained the target in the FOV of the camera. A-priori-determined terrain features such as roads and buildings enhanced the tracking performance.
Theodorakopolous and Lacroix created and tested a two-step heading-based flight control strategy for maximizing target visibility based on proportional navigation [13] . In the first step, a near-optimal heading angle was determined that was a tradeoff between the target distance, range, and lateral tracking error of the target, which was to be minimized. In the second step, a lateral guidance algorithm was used to track the desired heading angle by computing the current heading angle and the horizontal distance to the target and then determining a roll command. A heuristic strategy was used to determine a spiraling strategy to ensure that the target distance remained below the maximal detection radius and to satisfy the minimum turning radius. This paper builds on the work and results of [12, 13] by developing a reinforcement learning (RL) algorithm for determining the optimal control policy that steers a fixed-camera aircraft to provide automated tracking of both stationary and moving ground targets. The specific RL algorithm is based on Q learning, in which the agent learns to keep a target in the camera FOV by controlling the aircraft's orientation and flight path. The algorithm determines the desired bank angle commands for successful tracking at each instant in time, and a lateral controller implements the commands. Two RL algorithms are used in this paper: Watkins Q learning, and Watkins Q learning with eligibility traces. There are three advantages to this approach. First, all learning, computation, and tracking takes place in the camera's image frame to simplify computations, and prior information about the geometry of the target space (nodes or road network, landmarks, features, coordinates) are not required to do the tracking. This permits tracking of targets in completely featureless terrain environments. Second, knowledge of the target dynamics in the image frame is not needed. Third, determining an accurate dynamical model relating the target position and motion in the image frame to aircraft states and controls can be difficult, and the model will have uncertainties resulting from the modeling process. The modeled kinematic chain from target position in the inertial frame to the aircraft frame introduces computational errors that propagate with each successive rotation. By using an RL approach, the control policy can be determined without needing to first identify the entire system dynamics. A feature of this approach is that the learning agent will continue to learn, refine, and update the control policy previously learned offline during actual operation. Use of this approach does not require system models, although they can help offline learning, and the reinforcement learning eliminates the need for any heuristic or ad hoc approaches. Although the learning used in the present work is done offline, a black-box simulator of the target will not always be available for real applications. In this case, more advanced reinforcement learning techniques such as model-based RL techniques, which learn a system model from the environmental data; function approximation techniques; and hierarchal learning can be used [14] [15] [16] [17] . These methods can result in improved performance with less sample complexity, though usually at the cost of increased computational complexity [18] , which is a tradeoff well suited for offline learning. However, Q learning is used as the RL algorithm in this paper due to its simplicity and ease of implementation. Figure 2 shows the geometry of the tracking problem. The dot in the figure represents the target location on the ground, and the gridlines show how it appears in the image frame. The line from the center of the image frame to the target shows the direct line of sight. The target is assumed to already be recognized in the image frame, but lost targets are not reacquired by the algorithm. The tracking problem investigated in this work assumes a camera with a FOVof 40 deg and an aspect ratio of 4∶3. In a separate offline learning exercise, the Watkins Q-learning algorithm was used to determine the stationary camera tilt angle of −20 deg that provides the best chance of tracking success, which is defined here as keeping the target within the camera FOV.
II. Tracking Problem Representation and Algorithm
Reinforcement learning is a process of learning through interaction, in which a program uses previous knowledge of the results of its actions in each situation to make an informed decision when it later returns to the same situation. In RL, environments are typically modeled as a Markov decision process, so the actions selected at any given point in time depend only on the current state of the system. It is a method that has been used for many diverse problems, ranging from board games to behavior-based robotics. The purpose of the learning agent used in RL is to maximize the long-term cumulative reward, and not just the immediate reward [19] . In this work, the goal is to keep the target in the image frame, with a preference for being far from the edges. The reward structure is formulated to represent these objectives. The agent uses the knowledge gained by reward maximization to update a control policy that is a function of the states and actions. This control policy is essentially a large matrix that is composed of every possible state-action pair discretization point as its entries. There are many classes of RL algorithms, including Monte Carlo techniques, model-free techniques based on temporal difference (TD) learning, model-based techniques aided by dynamic programming, and policy search techniques. Monte Carlo methods only allow learning to occur at the end of each episode, causing problems that have long episodes to have a slow learning rate and making online learning more challenging. TD methods have the advantage of being able to learn at every time step without requiring the input of an environmental model. The Watkins Q learning and Watkins Q learning with eligibility traces are the algorithms chosen and are described in the next sections.
A. Reinforcement Learning Representation
To use RL for this problem, a representation in terms of states, actions, goals, and rewards must be designed. Referring to Fig. 3 , the states of the RL agent s are defined for this problem to be those states of the system that either give information regarding the target's position or those of the aircraft that can be controlled for tracking.
This yields a state space consisting of three variables: target x position in the image X i , target y position in the image Y i , and aircraft bank angle ϕ:
The goal for an RL agent is defined using the reward structure. The overall goal is to have the target remain in the image frame once commanded, so a proper set of reward requirements must be constructed. Since leaving the image frame is considered the worst result, it retains the worst reward. In this case, after some initial iterations, a value of r −20 is given for a target leaving the image frame. It is also desired to remain away from the edges of the image, so a reward of r −5 is given for hitting the image boundary, whereas a positive reward of r 20 is awarded for Fig. 2 Geometry of an unmanned air system with a fixed-camera tracking a ground target in the camera image frame. Fig. 3 Definition of states, goal, and target in the camera image frame.
reaching the center of the image. This encourages the RL agent to move the aircraft such that the target stays as far from any edge of the image frame as is possible. All other possible states yield a neutral reward of r 0. Since the goal is generally defined for the RL agent as the state that yields the highest reward, the goal is defined as all states where the target image position is at the center.
In this work, the target is always unaware of the aircraft, and therefore is never able to choose its own actions in accordance with avoiding the aircraft. For each learning scenario, the target may only follow the policy assigned to it at the beginning of the episode. Thus, the agent for this problem is limited in its control of the states because the target global position is independent of any action the aircraft takes. The only part of the environment that the aircraft can control is itself. Based on the assumption for this problem that the aircraft will be traveling at constant altitude with constant cruise speed, the only way the aircraft can control the position of the target in the image frame is to change its bank angle. In a tabular representation, the resulting action-value function is a matrix composed of discrete states and actions. Since this is a continuous-state system, function approximation is required to account for states that lie between the discrete entries. For this work, the k-nearest neighbors were used for function approximation. This approach assumes that each state is closest in value to the discrete state that is located at the closest distance to it in information space. It is a simple approach that can be highly accurate as long as the state-space discretization is not too coarse.
The action space for this problem is defined to be increments in the aircraft bank angle, where for this problem, Δϕ 2 deg:
This representation of the RL problem is therefore
In Eq. (5), X ic and Y ic are the pixel coordinates for the center of the image. This represents a goal state of reaching the image center without any restriction on bank angle.
B. Watkins Q Learning
Watkins Q learning [20] is a commonly used form of TD. It is an offpolicy method that uses an action-value function update rule based on the equation [19] Qs k ; a k ←Qs k ; a k αr k1 γ max a Qs k1 ; a − Qs k ; a k (6) where s k is the current state, a k is the current action, s k1 is the next state, r k1 is the next reward, Q is the action-value function (used in the control policy), and k is the time step. The parameter α is the step-size parameter that controls how fast the value function changes on a single time step. The parameter γ is the future policy discount factor. The learning rate α and discount rate γ are design parameters that are held constant. Since Q learning is offpolicy, it learns the greedy policy while choosing actions based on an exploratory policy. In this work, an ϵ-greedy policy is used that chooses exploratory actions with a probability of ϵ ∈ 0; 1.
C. Watkins Q Learning with Eligibility Traces
Eligibility traces are an RL parameter that add "memory" by recording how recently a state has been visited by the agent. Eligibility traces are so named because they describe how "eligible" a state is for a learning update. When a learning event occurs, the states that have been more recently visited (i.e., those with a larger eligibility trace value) receive a larger change to their action values. Eligibility traces decay over time by a parameter called the trace-decay parameter, denoted by the symbol λ ∈ 0; 1.
Since Q learning is used for the nominal tracking agent, the Watkins Qλ algorithm is used to incorporate eligibility traces es; a to the learning agent [21] . The Qλ algorithm maintains the offpolicy behavior of standard Q learning. Since the agent learns the greedy policy while typically following an exploratory policy, Qλ resets the eligibility traces to zero following a nongreedy action. The action-value update for Qλ, reproduced from [19] , becomes Q k1 s; a Q k s; a αδ k e k s; a
where
and
Equation (9) updates the eligibility traces at the current time step. In Eq. (9), δ ss k and δ aa k are the Kronecker delta, and not the TD error defined by Eq. (8). The product λγ decays the value of the eligibility trace at each time step, and the value of the eligibility trace for a state-action pair s; a is incremented by unity every time the agent chooses action a at state s.
III. Environment Modeling and Learning Simulation
The environment is modeled by converting the target and aircraft positions in the global simulation space to the target position in the image frame and the bank angle command in the learning space. The distance of the target from the global simulation space to the learning space is determined by
wherex t is the target inertial position vector,x c is the camera inertial position vector,x ti is the position vector of the target in the image frame with respect to inertial coordinates, andn ti is a unit vector. The kinematic model governing the aircraft motion uses parameters based on the Pegasus UAS (Fig. 4) . The kinematic model has position states x; y; z, orientation states bank angle ϕ, pitch attitude angle θ, and heading angle ψ. The camera is modeled with roll, tilt, and pan angles; aspect ratio; zoom; and a variable field-of-view angle. The camera orientation is fixed in the simulations with zero roll; −15 or −20 deg Tilt, depending on the simulation; and −90 deg pan. The definitions of the pan-and-tilt angles are shown in Fig. 4 . Note that the angles are negative as shown.
The state transition of the image frame coordinates is calculated as follows. First, the inertial position of the target in the image frame is calculated as
where d is defined as in Eq. (10). Here, x im is the position of the target on the image frame in inertial space; in Fig. 2, x im is the intersection of the image plane and the line from the image plane to the target in inertial space. This is then converted into the camera frame using a 3-2-1 Euler angle sequence from inertial coordinates to aircraft body coordinates followed by a 3-2-1 Euler angle sequence from the aircraft body-fixed frame to the camera frame. Finally, the image pixel coordinates are calculated using the transformation
where k is a conversion factor from meters to pixels derived from the camera specifications. This transformation matrix maps the threedimensional (3-D) camera frame, which is defined using body frame conventions, to the two-dimensional image frame.
The kinetic model has steady-state velocity U 1 , forces lift L and weight W, and mass m. The aircraft simulation is constructed for planar motion, i.e., flight at constant altitude, constant velocity, and fixed-camera pose. Figure 5 shows the geometry for a steady, level turn. Balancing lift and weight forces in a steady, level 1g turn with constant radius R t and normal acceleration a n produces the differential equation of motion for heading rate 
The cruise speed and altitude are user-specified variables for the simulation. Equation (13) assumes constant speed, so all simulations presented in this paper will involve constant cruise speed. The actions are increments to the current bank angle ϕ rather than a new total bank angle. The action time span is much greater than the time required to reach a commanded bank angle. The action space of Eq. (4) is used throughout the simulation, but there are limiting factors on the maximum bank angle to the left and right. This is due to both aircraft performance and the image frame of the camera. Because of these limitations, the action space is reduced when a bank limit is reached so that the aircraft can only choose to bank in the opposite direction.
IV. Numerical Results
The RL problem formulated in Sec. II is applied to stationary, linear moving, and randomly moving targets that require different flight paths for tracking. Results for both the Watkins Q-learning algorithm and Watkins Qλ algorithm are presented. Case 1 addresses stationary targets. Case 2 addresses targets that move in a straight line at constant speed. Case 3 addresses targets that randomly change their heading at constant velocity. Case 4 addresses targets that are being tracked in the presence of wind. The position of the target in the image frame and the time histories of the UAS states are shown for each case described above. All learning takes place via offline simulation and, after a sufficient number of learning episodes have been completed, the control policy performance and robustness are evaluated via Monte Carlo simulation. The Monte Carlo randomization places the initial position of the target in one of the four quadrants of the image frame, and at a random position within each quadrant. The controller must then steer the UAS so that the target remains within the image frame. Image positions are given in pixels, and UAS bank angles are given in degrees. UAS inertial positions are in meters. Monte Carlo simulations are presented for a chosen time span of 500 s. The RL agent was allowed to run for 1,000,000 episodes, with Monte Carlo snapshots taken at a few places beginning at 500,000 episodes. It was determined that more learning following 1,000,000 episodes resulted in diminishing returns.
The results presented here show Monte Carlo simulations of initial condition regions where tracking was possible, and they generally correspond to the simulations that performed the best. Tuning the problem representation to allow for successful learning becomes tractable only when considering a target that is initially within the image frame, since there are initial UAS position conditions either far ahead of the target or far behind the target that prevent the camera from ever seeing the target. Since the UAS is initialized with a zero heading angle, there is also a range of initial conditions for which the UAS is unable to converge to a usable policy due to poor geometry and because there is no target reacquisition.
A. Case 1: Stationary Target
The results shown are taken from one single test case of the Monte Carlo runs in which the target initial conditions place it in the image frame near the center. Figure 6 shows a three-dimensional view of the UAS moving in inertial airspace tracking the target for 500 s. The rectangular projections show the image FOV from the camera on the UAS, with lines from the target position on the ground to the position in the image. Figure 6 shows that the UAS flies a circular orbit to track the stationary target on the ground as expected. Figure 7 shows the position of the target at each time step. The target begins near the origin of the image but does not remain in the center of the image and settles in quadrant 3 for most of the simulation. As the UAS banks left, the target moves up in the image frame, whereas a right bank moves the target down. Time histories of the target position in the image frame and UAS bank angle are shown in Fig. 8 , where it is seen that the controller keeps the target in the image frame throughout the 500 s simulation time span. Figure 9 shows the trajectory of the UAS using the policy learned with the Qλ algorithm. The UAS attempts to keep the target at the image center but, in doing so, increases the left bank, and thus the heading rate. This causes the UAS to spiral in toward the target and ultimately lose the ability to keep the target in the image frame. Figure 10 shows the location of the target in the image space. The target remains near the center of the X i axis and in the upper half of the image plane for the majority of the flight until a sharp departure from the image plane at the end. Figure 11 
B. Case 2: Linear Moving Target
Accounting for target movement becomes a problem using the original state-space representation since the trajectory of the target is not taken into account. Even if it is known that the target is moving in a straight line, the learning algorithm would need some way to handle this movement in the state-action pair decision-making process. To resolve this, the state space is augmented so that first past values are considered as well as current states, as shown in Eq. (14): with the subscript k denoting the current time index. If the action space and reward structure remain the same as before, then the only alteration made is a dimensional expansion of the action-value function such that the previous time-step states are remembered. This allows the learning agent to account for the fact that the target is moving, since the differences between the first past values of the states and the current states are inherently affected by both the aircraft trajectory and the target trajectory.
With the state space modified for a moving target, new learning was experienced with a target that moves in a straight line at a constant speed equal to that of the UAS. Under this condition, the UAS attempts to fly alongside the target as it travels forward. In Fig. 12 , it can be seen that the UAS initially flies alongside the target well and begins to slightly deviate away from it as time progresses. This is due to the stationary camera requiring the tracking to be handled by banking the UAS. It can be seen in Fig. 13 that the target is maintained in the image frame throughout the 500 s duration of the simulation. The time histories shown in Fig. 14 reveal that to maintain this tracking requires frequent modulation of bank angle like the stationary case but, unlike the stationary case, the command frequency slows as the UAS settles into its path alongside the target. New learning was also conducted for the Qλ algorithm and used to track a constant speed target. Figure 15 shows the trajectory the UAS follows while tracking the target. The UAS follows a similar trajectory to that of the Q-learning policy in Fig. 12 , maintaining a parallel path to the target. The target is kept in the second quadrant for most of the simulation, after which it moves outside the left image boundary. This occurs due to the UAS yawing to the right and slowly diverging from the path of the target. The target image frame position and UAS state time histories in Figs. 16 and 17 show the UAS keeps the target in the image frame for over 460 s.
V. Target Path Changes
The results presented in Sec. IV demonstrate the capability of this algorithm to learn a control policy for tracking either a stationary target or a linearly moving target with constant speed equivalent to the UAS speed. In real-world ground target tracking scenarios, potential targets do not generally have these simple trajectories. The UAS controller has little or no knowledge of the ground target trajectory and must therefore compensate for unpredictable maneuvering by the target. The learning cannot generalize to all possible target trajectories, but the results in this section will demonstrate that, as long as the variations are not too large, the UAS can track the target using the previously learned stationary target policy. The results presented in this section demonstrate that the policies learned in Sec. IV are robust to small or random changes in target trajectory and that, using this approach, learning separate policies for every type of trajectory is not required. 
A. Case 3: Slow Target Movements
When a target is moving too slowly for the UAS to be able to fly directly alongside it, the maneuver must be changed to maintain tracking. Some orbiting of the target is required, but not the same circular orbit that is required in the stationary case. The already learned UAS stationary target control policy from Sec. IV.A can be used to track a target moving at low speed, because approximating it as stationary at any given time step leads to orbiting behavior. As long as the target does not move too rapidly, this approximation works well, since the current position is used for action selection and not the initial position.
The targets considered in these examples move in a straight line at a constant speed. Several target speeds were chosen for testing, and the resulting tracking trajectories are shown in Figs. 18-21. Figures 22-25 present results using the control policy learned with the Qλ algorithm for the same target speeds. As the speed of the target increases, the UAS has more difficulty orbiting the target. In Fig. 21 , the target is moving too fast, resulting in the UAS losing the target while trying to move into an orbital trajectory. The UAS banks to the left to keep the target in the image frame due to the proximity, but it eventually loses the target out of the bottom of the image frame. However, Figs. 18-20 show that, as long as the target moves relatively slowly, the UAS can track it. With eligibility traces, the UAS shows improved performance tracking the 10 m∕s target with the stationary policy, and it is able to track the target for approximately 120 s longer. At 360 s into the flight, the UAS starts to diverge from the target path, and the target eventually moves out of the image frame. This policy shows diminished performance at the slower speeds, as the UAS tends to make tight turns and the combination of bank and heading angle move the target out of the frame. However, the UAS tracks the target for at least 180 s for each target speed.
B. Case 4: Target Path Randomization
Targets that are given the same path information to follow but vary their trajectories according to random changes in heading angle are considered. At every time step, the target is given a random angle between Δψ max that determines the commanded change in heading angle. This simulates a target that chooses to steer randomly within constraints. The resulting update equation for the heading angle at each time step is Eq. (15), where ψ is the heading angle and Δψ is the change in heading angle. Equation (16) shows that the change Δψ is chosen randomly at each time step according to a uniform distribution with a range of Δψ max : 
Δψ k U−ψ max ; ψ max (16) With this target path randomization, the control policy that was learned for a moving target in Sec. IV.B was used to track a target with constant speed but an unpredictable path. This was accomplished for a variety of maximum heading angle changes to investigate how the control policy responds to different degrees of path randomization. The five scenarios tested were ψ max 1, 5, 10, 15, and 45 deg.
Figures 26-30 demonstrate that the same control policy learned for a linear moving target was capable of tracking a target that perturbs its heading from linear trajectory at each time step. All five of these scenarios maintained tracking in the image frame for the full 300 s allotted, demonstrating that the learned policies are capable of tracking stationary and moving targets with path perturbations whether the random deviations are small or large. Again, the success of these policies depends on the initial position of the target relative to the UAS, as there are some initial orientations that do not allow successful tracking due to geometry.
Likewise, Figs. 31-35 present 3-D trajectories of the UAS tracking randomly moving targets using the moving target policy generated with the Watkins Qλ algorithm. Figure 31 shows similar performance to Fig. 26 , maintaining tracking for the full 300 s. Figure 32 shows degraded performance due to the UAS outrunning the target. Still, the UAS is able to autonomously track the target for over 120 s. Figures 33-34 demonstrate a pitfall of using a fixed camera. When the target breaks into the UAS, it is unable to turn to maintain the target in the image frame. This shows that, although the target is unaware of the UAS position and does not evade, an evading target would easily be able to break into the UAS and escape surveillance. Figure 35 again demonstrates the ability of the UAS to track a target with large heading perturbations. In this example, the target turns perpendicular to the UAS flight path, causing it to move out of the image frame, and thereby breaking lock.
VI. Case 4: Wind Disturbance
Sections IVand V presented results with no external disturbances. In this section, wind disturbances are added to the environment. Accounting for wind in the tracking problem has been done using a variety of methods [1, 12] . Using the method developed in this paper requires augmenting the learning state space with two additional states: wind speed and wind direction. This modified state space is shown in Eq. (17) , where v w and ψ w are the wind speed and wind heading angle, respectively:
The new learning with wind used random wind speeds and directions initialized at the beginning of each episode. Monte Carlo results were used with the learned Q matrix after 1,000,000 learning episodes. The results of a stationary target with wind disturbance without using eligibility traces are shown. The wind vector for the simulation shown is initialized at 13 mph at a heading angle of 45 deg to the UAS. Figure 36 shows that the UAS flies an elliptical trajectory to account for the presence of the wind, rather than the circular orbit shown in Fig. 6 . Figure 37 demonstrates that the target remains in the image throughout the simulation. Figure 38 presents time histories of the target image frame coordinates and the UAS bank angle and bank angle commands.
VII. Conclusions
This paper developed a machine learning algorithm approach for learning control policies that provided visual tracking of stationary and moving ground targets by Unmanned air systems with nongimbaling, fixed pan-and-tilt cameras. Both Q-learning and Q-learning-witheligibility-traces policies were developed and investigated with a Monte Carlo simulation. Based on the results presented in this paper, the following conclusions were drawn: 1) For stationary targets, the learning algorithm determined the bank angle commands required to enter into and maintain an orbit about the target that kept it in the camera image frame throughout the simulation time span. Although the target did not always stay in the reinforcement learning positive goal area (the origin), the broader tracking goal of keeping the target within the image frame itself for a useful period of time was generally met. For the case of a linear moving target, the learning algorithm determined the bank angle commands that allowed the vehicle to either fly alongside the target or circle the target to keep it in the camera image frame.
2) The learned control policies were robust to small or random changes in target trajectory, so learning separate policies for every type of trajectory was not required. The control policy for a stationary target was suitable without modification for tracking targets that moved at low speed. The control policy for a constant speed, linear motion target was capable of tracking constant speed targets that deviated from their paths by random heading changes. This tracking was possible even for a large degree of randomization in the target path.
3) The learning algorithm can be modified to account for disturbances such as wind that affect the dynamics of the aircraft. By augmenting the learning state space with wind states, a control policy is learned that appropriately alters the aircraft trajectory to maintain tracking. The target still remains in the image frame, but slightly different trajectories are produced. 4) Camera installation and orientation, as well as the initial position of the target relative to the initial position of the aircraft, have a strong influence on the results. With a camera pointing out the left hand side of the aircraft, the controller usually attempts to drive the target into the second quadrant, due to the geometry of the scenario and the location of the camera. Having the target in the second quadrant allows the aircraft to turn ahead of the target to keep it in the image frame in the future. Consequently, for a camera pointing out the right-hand side of the aircraft, the controller drives the target into the first quadrant.
5) Both reinforcement learning algorithms demonstrated successful target tracking for various motion types. Using eligibility traces with the Watkins Qλ algorithm resulted in good performance with a lower learning cost. Performance could be increased by tuning the hyperparameters of the learning agent or using a more modern learning agent. Furthermore, Q learning and its tabular representation were simple to implement and use in applications. Ultimately, the learning agent was a component of the overall tracking method and could be replaced as needed with other offpolicy agents.
