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Аннотация. Приводится решение задачи 
математической физики средствами 
языка программирования Julia как пример 
применения данного языка в учебном процессе 
и научных исследованиях. Основное внимание 
обращено на ускорение вычислений путем 
распараллеливания части кода.
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Abstract. The article provides a solution to the 
problem of mathematical physics using the Julia 
programming language, as an example of the use 
of this language in the educational process and 
scientific research. The focus is on speeding up 
computations by parallelizing a piece of code.
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Задачи научного программирования, как 
правило, отличаются трудоемкими, масштаб-
ными вычислениями, могут быть связаны с ана-
лизом большого объема данных. Исследователи, 
зачастую не являющиеся высококвалифици-
рованными программистами, натыкаются на 
препятствие в  виде необходимости погруже-
ния в синтаксис и семантику выбранного языка 
программирования для достижения оптималь-
ной производительности.
Объектом изучения в данной статье высту-
пает высокопроизводительный язык Julia — те-
кущая версия 1.5.3 [julialang.org]. Julia обладает 
простым синтаксисом в  духе Python и  MatLab 
и  богатым набором математических пакетов. 
Вот лишь некоторые из них: пакет компью-
терной алгебры Nemo и  линейной алгебры 
LinearAlgebra, экосистема дифференциальных 
уравнений DifferentialEquations, семейство па-
кетов для оптимизации и  решения уравне-
ний JuliaNLSolvers, эффективные алгоритмы 
итерационного решения линейных систем 
IterativeSolvers, пакет статистического анали-
за StatsBase, быстрые преобразования Фурье 
AbstractFFTs. К сильным сторонам этого языка 
можно отнести поддержку параллельных вы-
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числений и работу с большими массивами данных. Все перечисленное делает язык Julia привле-
кательным как для проведения научных исследований, так и для применения в учебном процессе.
На примере решения задачи математической физики сравним эффективность последователь-
ного и параллельного кода программы.
Рассмотрим численное решение задачи о колебаниях линейно упругого изотропного слоя тол-
щиной H с нагрузкой q(x1)  и нестационарным импульсом p(t). Зависящие от времени смещения 
слоя обычно выражаются через гармонические колебания (1), к которым применяется обратное 
преобразование Фурье [1].
Тогда решение задачи  u(x1,x2,t)  можно записать в виде интеграла (2).
В качестве входных данных задаем координаты точки, толщину слоя, плотность, упругую по-
стоянную Ламе, а также функции p(t) и q(x1). Определяем диапазон частот w∈[–w1;w1] как носитель 
преобразования Лапласа от p(t), т. е. должно выполняться следующее условие: ∀ w> w1P(w)<< 1  . 
Разделим этот диапазон на 20 тысяч равноотстоящих значений.
Вычислим интеграл (1) для  w∈[–w1;w1], применяя теорию вычетов. Заметим, что при суммиро-
вании можно не учитывать вычеты по чисто мнимым полюсам. Из подынтегрального выражения 
выделим часть, зависящую не от частоты w  а только от полюса zm  — весовая функция и экспо-
нента. Оставшуюся часть представим в виде функции res. А затем просуммируем элементы ряда 
с помощью процедуры reduce. Данный фрагмент кода приведен на рис. 1.
Здесь знак точки задает вектор-функцию от переданного вектора-аргумента. А оператор .* оз-
начает покомпонентное произведение соответствующих массивов.
Теперь можем вычислить значения функции  u(x1,x2,w)  по формуле (1) для выбранного диапа-
зона частот. Эта часть оказывается наиболее времязатратной. С помощью макроса @time узнаем, 
сколько требуется времени и памяти для вычисления массива u_om (рис. 2).
Повторив эту процедуру еще четыре раза, вычислим среднее время, необходимое для выпол-
нения расчетов:
Вычисление интеграла (2) занимает считанные секунды, после чего можем построить график 
решения u(x1,x2,t)  (рис. 3).
Итак, на данном этапе у нас есть корректно работающий последовательный код. Но процесс 
вычисления u(x1,x2,w)  для массива из 20 тысяч значений частот занимает около трех минут. Его 
можно ускорить, прибегнув к методам параллельной обработки.
Поддержку параллельных вычислений в  Julia обеспечивает пакет Distributed, который явля-
ется частью стандартной библиотеки. Julia — язык с «односторонней» коммуникацией, т.  е. для 
выполнения двухпроцессорной операции программисту достаточно управлять явно только одним 
процессом.
У каждого процесса есть связанный идентификатор. Процессы, используемые по умолчанию 




Рис. 1. Задание вспомогательных функций 
и функции гармонических колебаний
с  помощью функции addprocs(n), 
причем, чтобы процессам не при-
шлось конкурировать за управление 
потоком исполнения, их количество 
не должно превышать количество 
ядер процессора вычислительной 
машины. В нашем случае работа вы-
полняется на бытовом ПК, с  четы-
рехъядерным процессором Intel Core 
i3-6006U CPU 2.00GHz × 4. Поэтому 
имеет смысл добавить к  главному 
процессу не более трех «рабочих».
При написании параллельного 
кода нужно следить за тем, чтобы 
функции, вызываемые главным про-
цессом, были определены на «рабо-
чих». Для задания функции сразу на 
всех процессах можно воспользо-
ваться макросом @everywhere. Если 
вызванная на «рабочем» процессе 
функция предполагает выполнение 
операций с  некоторыми данными, 
то либо все необходимые перемен-
ные должны быть определены на са-
мом «рабочем» процессе, либо ему 
должны быть переданы ссылки на 
них. Наряду с этим, обмен данными 
можно осуществлять с помощью ка-
налов Channel [3, 4, 5]. Для экономии 
времени следует избегать пересыл-
ки больших объемов данных между 
процессами. Если предполагается 
обработка данных одного массива 
несколькими процессами, то его сле-
дует определить как общий массив — 
SharedArray  — тип, поставляемый 
с пакетом SharedArrays.
Перед нами стоит задача найти 
способ распараллеливания функции 
u(x1,x2,w) , которая сопоставляет ча-
стоте om[i]=wi  сумму вычетов по-
дынтегрального выражения. Мно-
жество полюсов распределим между 
рабочими процессами, чтобы они не-
зависимо друг от друга нашли выче-
ты, а главный процесс будет произво-
дить их суммирование. Реализовать 
это можно с  помощью макроса @
distributed (op), который указывается 
перед циклом и распределяет его ите-
Рис. 2. Вычисление вектора-значений функции колебаний 
с применением макроса @time для фиксации времени исполнения
Рис. 3. График функции, описывающей смещения слоя
Рис. 4. Пример распараллеливания функции 
гармонических колебаний
Рис. 5. Вычисление нормы разности векторов
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вычисляющей p-норму от вектора (или матрицы) А. По умолча-
нию параметр p равен 2  — евклидова норма. В  нашем примере 
полученное значение близко к нулю (рис. 5), поэтому можем го-
ворить об идентичности результатов при последовательном и при 
параллельном вычислениях.
С  помощью макроса @time узнаем, сколько потребовалось 
времени и памяти для вычисления массива u_om1 (рис. 6).
Совершив пять повторений, установим среднее время, необ-
ходимое для выполнения функции u_prl.
Ниже приведен полный листинг программы, где блок с вычис-
лением значений u(x1,x2,w)  указан в  двух вариантах: последова-
тельном и параллельном.
Ниже приведен полный листинг программы, где блок с вычис-
лением значений
Сравним время, необходимое для построения векторов-значе-
ний u_om и u_m1 для 20000 значений частот: 
tср.послед. = 179.7с. и tср.парал. = 81с.
Рис. 6. Параллельные вычисления значений функции 
колебаний с применением макроса @time
#Входные данные: точка, толщина слоя, плотность, константа Ламе
x1, x2 = 5, 0;
H, ρ, μ = 1, 1,1;
P(ω) = -(exp(ω*im)-1)*im/ω #Преобразование Лапласа от p(t)
Q(α) = 2/α*cos(α)*(1/α-im) #Преобразование Фурье от q(x1)
#Задание массива частот
ω1 = 50
om = collect(LinRange(-ω1, ω1, 20000));
k(ω) = ω*(μ/ρ)^0.5 #волновое число





#Оставляем полюса только с ненулевой вещ.частью
filter!(i→real(i)>0.0,pol)
#часть, не зависящая от частоты
QE_p = Q.(-1*pol) .* exp.(x1*pol*im)
рации между всеми доступ-
ными процессами. Указанная 
в скобках операция op соби-
рает результат параллельных 
вычислений. Полученную 
функцию назовем u_prl(x1, 
x2, ω, m, pol, Q_p, E_p). Все 
данные, необходимые для 
вычислений, нужно передать 
в качестве аргументов. Вспо-
могательные функции долж-
ны быть определены на ка-
ждом рабочем процессе. Эту 
функцию нужно применить 
ко всем элементам массива 
частот om. Процедура map(f, 
col) применяет функцию f 
к  массиву col поэлементно. 
Данный фрагмент кода при-
веден на рис. 4.
В  результате получим 
массив данных  — вектор 
значений функции u(x1,x2,w), 
который для параллельного 
случая назовем u_om1.
Чтобы убедиться в  ра-
венстве полученных векто-
ров u_om и  u_om1, найдем 
норму их разности. Для этого 
подключим пакет линейной 
алгебры и  воспользуемся 
функцией norm(A, p::Real=2), 
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# Последовательные вычисления
res(α,k,x2) = exp(-a(α, k)*x2)*(-
1+exp(2*a(α, k)*(H+x2)))/((2*H*α+α/a(α, 
k))*exp(2*H*a(α, k))+α/a(α, k))
u(x1,x2,ω) = im * reduce(+, res.
(-1*pol,k(ω),x2).*QE_p)





#Определяем вспомогательные функции сразу на всех процессах
@everywhere k(ω,m) = ω*m^0.5
@everywhere a(α, k) = (α^2 - k^2)^0.5
@everywhere res(α,k,x2,H) = exp(-a(α, k)*x2)*(-1+exp(2*a(α, 
k)*(H+x2)))/((2*H*α+α/a(α, k))*exp(2*H*a(α, k))+α/a(α, k))
function u_prl(x1,x2,ω,m,pol,QE_p)
  Sum = @distributed (+) for i=1:length(pol)
    res(-1*pol[i],k(ω,m),x2,H)*QE_p[i]
  end
  return im*Sum
end





#Интеграл от непрерывной функции по данному массиву точек
function Integral(t::Array, f::Function)
 f_k = f(t);
 d=t[2]-t[1];
 I = 0.5*(f_k[1]+f_k[end]) + reduce(+,f_k[2:end-1]);
  return I*d
end
fut(x,t) = uP_om.*exp.(-im*x*t) #подынтегральная функция (2)
u_t(x1,x2,t)=Integral(om, x->fut(x,t))/pi
t_n = collect(LinRange(0, 100, 1000));
u_tn = u_t.(x1,x2,t_n)
sgmod(x:: Complex) = sign(real(x))*abs(x);
using Plots
gr()
plot(t_n, sgmod.(u_tn),legend=false, xlabel = "t, c", ylabel = "u (t)")
Видно, что распараллеливание функции ча-
стотного спектра позволило более чем в два раза 
ускорить вычисления. Конечно, это не един-
ственный, но синтаксически достаточно простой 
способ распределения задач между процессами. 
Двукратное уменьшение времени выполнения 
этого фрагмента кода позволило сократить об-
щее время вычислений примерно на 35 %.
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