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In this paper, we give a generalization of the well-known Lyapunov-type inequality for a
class of odd-order differential equations, the result of this paper is new and generalizes
some early results on this topic.
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1. Introduction
In this paper, we give a generalization of the well-known Lyapunov inequality for the second-order linear differential
equation
x′′(t)+ q(t)x(t) = 0 (1)
to a class of odd-order linear differential equations. It is well-known [1] that if q ∈ C[a, b], x(t) is a solution of (1) such that
x(a) = x(b) = 0, x(t) 6= 0 and t ∈ (a, b), then the following inequality holds:
(b− a)
∫ b
a
|q(t)|dt > 4 (2)
and the constant 4 is sharp, which means that it cannot be replaced by a larger number.
Since this result has found applications in the study of various properties of solutions of differential equation (1) such as
oscillation theory, disconjugacy and eigenvalues problems, there are many proofs and generalizations. Such as to nonlinear
second order equations, to delay differential equations, to higher order differential equations, to discrete differential
equations and to linear Hamiltonian systems. See, for example, the references [1–13] and the references therein. But so
far, only a few results have been achieved for odd-order differential equations in this direction. In [11], the authors consider
the following third-order linear differential equation:
x′′′ + q(t)x = 0, (3)
where q ∈ C[a, b], they obtain the following result:
Theorem A. If there exists a d ∈ (a, b) such that x′′(d) = 0, then
(b− a)2
∫ b
a
|q(t)|dt > 4. (4)
In this paper, we will give a generalization of the above result to a class of odd-order linear differential equations.
∗ Corresponding author. Tel.: +86 1062796912; fax: +86 1062781785.
E-mail addresses: yangxj@mail.tsinghua.edu.cn (X. Yang), yikim@mail.ulsan.ac.kr (Y.-I. Kim), gluo@tsinghua.edu.cn (K. Lo).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.04.008
X. Yang et al. / Journal of Computational and Applied Mathematics 234 (2010) 2962–2968 2963
2. Main results
Theorem 1. Consider the following third-order linear differential equation:(
r2(t)
(
r1(t)x′
)′)′ + q(t)x = 0, (5)
where rk ∈ C2−k+1([a, b], (0,+∞)), k = 1, 2, q ∈ C([a, b],R). If x(t) is a nonzero solution of (5) satisfying x(a) = x(b) = 0
and there exists a d ∈ [a, b] such that f1(d) = 0, where f1(t) =
(
r1(t)x′(t)
)′. Then
2
∫ b
a
|q(t)|dt > min
c∈[a,b] g1(c), (6)
where
g1(c) = 1∫ c
a
dt
r1(t)
∫ c
a
dt
r2(t)
+ 1∫ b
c
dt
r1(t)
∫ b
c
dt
r2(t)
.
Theorem 2. Consider the following linear differential equation of 2n+ 1-order with n > 1:(
r2n(t)
(
r2n−1(t)
(
· · ·
(
r2(t)
(
r1(t)x′
)′)′ · · ·)′)′)′ + q(t)x = 0, (7)
where rk ∈ C2n−k+1([a, b], (0,+∞)), k = 1, 2, . . . , 2n, q ∈ C([a, b],R). If x(t) is a nonzero solution of (7) satisfying
x(k)(a) = x(k)(b) = 0, k = 0, 1, 2, . . . , n− 1, (8)
and the function defined by
fn(t) =:
(
r2n−1(t)
(
· · ·
(
r2(t)
(
r1(t)x′
)′)′)′ · · ·)′
has a zero d ∈ [a, b], then we have
2
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt > min
c∈[a,b] gn(c),
where
gn(c) = 1n+1∏
j=1
∫ c
a
dt
rj(t)
+ 1
n+1∏
j=1
∫ b
c
dt
rj(t)
.
Corollary 1. . Assume r1(t) = r2(t) = r(t) ∈ C2([a, b], (0,+∞)), q ∈ C([a, b],R). Then (5) reduces to(
r(t)
(
r(t)x′
)′)′ + q(t)x = 0. (9)
If a nonzero solution x(t) of (9) satisfies x(a) = x(b) = 0 and there exists a d ∈ [a, b] such that f1(d) = 0, where f1(t) :=(
r(t)x′(t)
)′, then(∫ b
a
dt
r(t)
)2
·
∫ b
a
|q(t)|dt > 4.
Corollary 2. Assume n > 1, r1(t) = · · · = rn+1(t) = r(t) ∈ C2n([a, b], (0,+∞)), q ∈ C([a, b],R). If a nonzero solution x(t)
of (7) satisfies x(k)(a) = x(k)(b) = 0, k = 0, 1, 2, . . . , n− 1 and there exists a d ∈ [a, b] such that fn(d) = 0, where
fn(t) =:
(
r2n−1(t)
(
· · ·
(
rn+2(t)
(
r(t)
(
· · · (r(t)x′(t))′ · · ·)′)′)′)′ · · ·)′ ,
then [
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt > 2
n+1(∫ b
a
dt
r(t)
)n+1 .
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Corollary 3. Assume n > 1, r1(t) = r2(t) = · · · = rn+1(t) = 1, q ∈ C([a, b],R). Then (7) reduces to(
r2n(t)
(
r2n−1(t)
(
· · · (rn+2(t)x(n+2))′ · · ·)′)′)′ + q(t)x = 0. (10)
Assume a nonzero solution x(t) of (10) satisfying x(k)(a) = x(k)(b) = 0, k = 0, 1, 2, . . . , n − 1, and there exists a d ∈ [a, b]
such that fn(d) = 0, where
fn(t) =:
(
r2n−1(t)
(
· · · (rn+2(t)x(n+2))′ · · ·)′)′
then [
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt > 2
n+1n!
(b− a)n+1 .
Remark 1. It is obviously that Theorems 1 and 2 and Corollaries 1–3 generalize TheoremA. In case fn(t) has no zero in [a, b],
Theorems 1 and 2 are generally not true, this will be shown by a counter-example in the end of this paper.
3. Proof of theorems and corollaries
For the proof of theorems, we first define functions xk, k = 1, 2, . . . , 2n, as follows:
x1 = r1(t)x′, x2 = r2(t)x′1, . . . , x2n = r2n(t)x′2n−1,
then (7) is equivalent to the following first order differential system:
x′ = x1
r1(t)
,
x′1 =
x2
r2(t)
,
. . . ,
x′2n−1 =
x2n
r2n(t)
,
x′2n = −q(t)x.
(11)
Proof of Theorem 1. Let n = 1 in (12), then (5) is equivalent to the following system:
x′ = x1
r1(t)
,
x′1 =
x2
r2(t)
,
x′2 = −q(t)x.
(12)
Since x(a) = x(b) = 0, we see that there exists a c ∈ (a, b) such that x′(c) = 0 and |x(c)| = maxt∈[a,b] |x(t)| > 0, this
implies that x1(c) = 0. Integrating the first equation of system (13) from a to c , we get
x(c) =
∫ c
a
x1(t)
r1(t)
dt
which implies that
|x(c)| ≤
∫ c
a
|x1(t)|
r1(t)
dt. (13)
Integrating the second equation of (13) from t = a to t ∈ [a, c], it follows from x1(c) = 0 that x1(t) =
∫ t
c x
′
1(s)ds =∫ t
c
x2(s)
r2(s)
dswhich implies that
|x1(t)| ≤
∫ c
a
|x′1(t)|dt =
∫ c
a
|x2(t)|
r2(t)
dt. (14)
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Nowthe assumption f1(d) = 0 implies that x2(d) = 0,which implies that for t ∈ [a, c], x2(t) =
∫ t
d x
′
2(s)ds = −
∫ t
d q(s)x(s)ds
and it follows that
|x2(t)| ≤
∫ b
a
|q(t)x(t)|dt < |x(c)|
∫ b
a
|q(t)|dt. (15)
The last inequality is strict since otherwise we have q(t) ≡ 0, and then x(t) ≡ 0, this contradicts the assumption that x is a
nonzero solution of (5).
Combining the results of (14)–(16), we obtain
|x(c)| < |x(c)| ·
∫ c
a
dt
r1(t)
·
∫ c
a
dt
r2(t)
·
∫ b
a
|q(t)|dt,
which implies that
1 <
∫ c
a
dt
r1(t)
·
∫ c
a
dt
r2(t)
·
∫ b
a
|q(t)|dt. (16)
Similarly, we can obtain
1 <
∫ b
c
dt
r1(t)
·
∫ b
c
dt
r2(t)
·
∫ b
a
|q(t)|dt. (17)
Now (17) and (18) imply (6).
Since g1(c) is continuous on (a, b) and satisfies
lim
c→a+
g1(c) = lim
c→b−
g1(c) = +∞
hence g1(c) takes its minimum in (a, b). This completes the proof of Theorem 1. 
For the proof of Theorem 2, we need the following lemma:
Lemma 1. Let the assumptions of Theorem 2 hold and let x(t) be a nonzero solution of (7) satisfying (8). Let xk be defined above
and c ∈ (a, b) be a point such that x′(c) = 0 and |x(c)| = maxt∈[a,b] |x(t)| as in the proof of Theorem 1. Then
(i) For each k = 1, 2, . . . , n−1, xk(a) = xk(b) = 0 and there exist {t jk} ⊂ (a, b), j = 1, 2, . . . , k with t11 = c and for k > 1,
t ik < t
j
k, if j > i such that xk(t
j
k) = 0 with t1k ∈ (a, c) and tkk ∈ (c, b).
(ii) For k = n, n+ 1, . . . , 2n− 1, xk has at least 2n− k zeros {t jk} ⊂ (a, b), j = 1, 2, . . . , 2n− k. In particular, t1n ∈ (a, c)
and tnn ∈ (c, b).
Proof. First, following from the definition of xk, it is easy to verify that the assumption x(j)(a) = x(j)(b) = 0, 0 ≤ j ≤ k
implies that xk(a) = xk(b) = 0. Now, since x(a) = x(b) = 0, by Rolle’s theorem, there exists a t11 = c ∈ (a, b) such that
x′(c) = x1(c) = 0, we have x1(a) = x1(c) = x1(b) = 0. Again by Rolle’s theorem, there exist t12 ∈ (a, c) and t22 ∈ (c, b)
such that x′1(t
1
1 ) = x′1(t21 ) = 0, this implies that x2(t12 ) = x2(t22 ) = 0. Combining the facts x2(a) = x2(b) = 0 and the above
result, we see that there exist {t j3} ⊂ (a, b), j = 1, 2, 3, with a < t13 < t12 < t23 < t22 < t33 < b and t13 ∈ (a, c), t33 ∈ (c, b)
such that x3(a) = x3(t j3) = x3(b) = 0, j = 1, 2, 3. Repeating in this way, for each k = 1, 2, . . . , n − 1, there exist
{t jk} ⊂ (a, b), j = 1, 2, . . . , k, such that xk(a) = xk(b) = xk(t jk) = 0 and t1k ∈ (a, c), tkk ∈ (c, b). This proves part (i).
To prove part (ii), it is proved in the proof of part (i) that xn−1 has n − 1 zeros {t jn−1} ⊂ (a, b), j = 1, 2, . . . , n − 1, and
xn−1(a) = xn−1(b) = 0 with t1n−1 ∈ (a, c) and tn−1n−1 ∈ (c, b). Since xn = rn(t)x′n−1, by Rolle’s theorem, we see that xn has
at least n zeros {t jn} ⊂ (a, b), j = 1, 2, . . . , n, and t1n ∈ (a, c) and tnn ∈ (c, b). But for k ≥ n, it may be no longer true that
xk(a) = xk(b) = 0, hence we can only see that xn+1 has at least n − 1 zeros in (a, b). Repeating in this way, we see that xk
has at least 2n− k zeros in (a, b) for k = n, n+ 1, . . . , 2n− 1. This completes the proof of Lemma 1. 
Proof of Theorem 2. By Lemma 1, for k = 1, 2, . . . , n− 1, since xk(a) = 0, we get for t ∈ [a, c] that xk(t) =
∫ t
a x
′
k(s)ds and
therefore
|x(c)| ≤
∫ c
a
|x1(t)|
r1(t)
dt,
|x1(t)| ≤
∫ c
a
|x′1(t)|dt =
∫ c
a
|x2(t)|
r2(t)
dt,
|x2(t)| ≤
∫ c
a
|x′2(t)|dt =
∫ c
a
|x3(t)|
r3(t)
dt,
. . . ,
|xn−1(t)| ≤
∫ c
a
|x′n−1(t)|dt =
∫ c
a
|xn(t)|
rn(t)
dt.
(18)
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By Lemma 1, xn has n zeros {t jn}, j = 1, 2, . . . , n, in (a, b)with t1n ∈ (a, c), tnn ∈ (c, b), we get therefore for t ∈ [a, c]
|xn(t)| =
∣∣∣∣∫ t
t1n
xn+1(s)
rn+1(s)
ds
∣∣∣∣ ≤ ∫ c
a
|xn+1(t)|
rn+1(t)
dt. (19)
Combining (19) and (20), we obtain
|x(c)| ≤
[
n∏
k=1
∫ c
a
dt
rk(t)
]
·
∫ c
a
|xn+1(t)|
rn+1(t)
dt. (20)
Since by Lemma 1, xn+k+1 has at least one zero t1n+k+1 in (a, b), k = 1, 2, . . . , n − 2 and by assumption, x2n has a zero d in[a, b], we obtain therefore for t ∈ [a, b],
|xn+1(t)| =
∣∣∣∣∣
∫ t
t1n+1
xn+2(s)
rn+2(s)
ds
∣∣∣∣∣ ≤
∫ b
a
|xn+2(t)|
rn+2(t)
dt,
|xn+2(t)| =
∣∣∣∣∣
∫ t
t1n+2
xn+3(s)
rn+3(s)
ds
∣∣∣∣∣ ≤
∫ b
a
|xn+3(t)|
rn+3(t)
dt,
. . . ,
|x2n−1(t)| =
∣∣∣∣∣
∫ t
t12n−1
x2n(s)
r2n(s)
ds
∣∣∣∣∣ ≤
∫ b
a
|x2n(t)|
r2n(t)
dt,
|x2n(t)| =
∣∣∣∣− ∫ t
d
q(s)x(s)ds
∣∣∣∣ ≤ ∫ b
a
|q(t)x(t)|dt < |x(c)|
∫ b
a
|q(t)|dt.
(21)
Combining the results of (21) and (22), we obtain
|x(c)| < |x(c)| ·
[
n+1∏
k=1
∫ c
a
dt
rk(t)
]
·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
dt
]
·
∫ b
a
|q(t)|dt
which implies that
1 <
[
n+1∏
k=1
∫ c
a
dt
rk(t)
]
·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
dt
]
·
∫ b
a
|q(t)|dt. (22)
Similarly, we can show
1 <
[
n+1∏
k=1
∫ b
c
dt
rk(t)
]
·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
dt
]
·
∫ b
a
|q(t)|dt. (23)
Now, we get from (23) and (24),
2
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
dt
]
·
∫ b
a
|q(t)|dt > gn(c) (24)
where
gn(c) = 1n+1∏
k=1
∫ c
a
dt
rk(t)
+ 1
n+1∏
k=1
∫ b
c
dt
rk(t)
.
It is easy to see that gn(c) is positive and continuous on (a, b) and limc→a+ gn(c) = limc→b− gn(c) = +∞, hence g(c)
achieves its minimum in [a, b]. This completes the proof of Theorem 2. 
Proof of Corollary 1. In this case, it is easy to see that when
∫ c
a
dt
r(t) =
∫ b
c
dt
r(t) = 12
∫ b
a
dt
r(t) , we have
min
c∈[a,b] g1(c) =
8(∫ b
a
dt
r(t)
)2 . 
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Proof of Corollary 2. In this case, it follows from Theorem 1 and some simple calculations that when
∫ c
a
dt
r(t) =
∫ b
c
dt
r(t) =
1
2
∫ b
a
dt
r(t) , we have
min
c∈[a,b] gn(c) =
2n+2(∫ b
a
dt
r(t)
)n+1 . 
Proof of Corollary 3. In this case, we have xk = x(k), k = 1, 2, . . . , n+1, it follows from x(k)(a) = 0, k = 0, 1, 2, . . . , n−1
that
x(c) = 1
(n− 1)!
∫ c
a
(c − t)n−1x(n)(t)dt
and for t ∈ [a, c], by using t1n ∈ (a, c), we get
|xn(t)| =
∣∣∣∣∫ t
t1n
xn+1(t)dt
∣∣∣∣ ≤ ∫ c
a
|xn+1(t)|dt,∫ c
a
|xn+1(t)|dt ≤
∫ c
a
(∫ b
a
|xn+2(t)|
rn+2(t)
dt
)
dt = (c − a)
∫ b
a
|xn+2(t)|
rn+2(t)
dt.
Moreover, for k = 2, . . . , n− 1, by using
|xn+k(t)| =
∣∣∣∣∫ t
t1n
x′n+k(s)ds
∣∣∣∣ ≤ ∫ b
a
|x′n+k(t)|dt =
∫ b
a
|xn+k+1(t)|
rn+k+1(t)
dt,
and
|x2n(t)| =
∣∣∣∣− ∫ t
d
q(s)x(s)ds
∣∣∣∣ ≤ ∫ b
a
|q(t)x(t)|dt < |x(c)|
∫ b
a
|q(t)|dt,
we obtain
|x(c)| ≤ 1
(n− 1)!
∫ c
a
(c − t)n−1dt ·
∫ c
a
|xn+1(t)|dt
= (c − a)
n
n!
∫ c
a
|xn+1(t)|dt
≤ (c − a)
n+1
n!
∫ c
a
|xn+2(t)|
rn+2(t)
dt
≤ (c − a)
n+1
n!
∫ b
a
dt
rn+2(t)
∫ b
a
|xn+3(t)|
rn+3(t)
dt
. . . ,
<
|x(c)|(c − a)n+1
n! ·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt.
This implies that
1 <
(c − a)n+1
n! ·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt. (25)
Similarly, we can show
1 <
(b− c)n+1
n! ·
[
2n∏
k=n+2
∫ b
a
dt
rk(t)
]
·
∫ b
a
|q(t)|dt. (26)
Combining the result of (25) and (26) and by using the fact that
min
c∈[a,b]
1
(c − a)n+1 +
1
(b− c)n+1 =
2n+2
(b− a)n+1
when c = a+b2 , we finish the proof of Corollary 3. 
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Counter-example. Let q(t) ≡ 0, then x2n+1 = 0 has a solution x(t) = ((t − a)(b− t))n, which satisfies x(k)(a) = x(k)(b) =
0, k = 0, 1, 2, . . . , n− 1. In this case, x(2n)(t) = (−1)n(2n)!which has no zero for all t ∈ R and ∫ ba |q(t)|dt = 0. Therefore,
the results of Theorems 1 and 2 do not hold in this case. This counter-example shows that the assumption fn(t) has at least
one zero in [a, b] is necessary for Theorems 1 and 2.
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