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Pseudo amino acid compositionIt is very challenging and complicated to predict protein locations at the sub-subcellular level. The key to
enhancing the prediction quality for protein sub-subcellular locations is to grasp the core features of a protein
that can discriminate among proteins with different subcompartment locations. In this study, a different
formulation of pseudoamino acid composition by the approach of discrete wavelet transform feature
extraction was developed to predict submitochondria and subchloroplast locations. As a result of jackknife
cross-validation, with our method, it can efﬁciently distinguish mitochondrial proteins from chloroplast
proteins with total accuracy of 98.8% and obtained a promising total accuracy of 93.38% for predicting
submitochondria locations. Especially the predictive accuracy for mitochondrial outer membrane and
chloroplast thylakoid lumen were 82.93% and 82.22%, respectively, showing an improvement of 4.88% and
27.22% when other existing methods were compared. The results indicated that the proposed method might
be employed as a useful assistant technique for identifying sub-subcellular locations. We have implemented
our algorithm as an online service called SubIdent (http://bioinfo.ncu.edu.cn/services.aspx).ll rights reserved.© 2011 Elsevier B.V. All rights reserved.1. Introduction
Mitochondria are essential subcellular organelles of eukaryotes, while
chloroplasts are typical plant cell organelles. Mitochondria and chlor-
oplasts originated from endosymbiotic bacteria and last shared common
ancestry since 2 billion years ago [1]. Both are surroundedby two layers of
membrane, mitochondria can be further subdivided into three subcom-
partments: mitochondrial inner membrane, outer membrane andmatrix
[2], meanwhile chloroplasts can be subdivided into the envelope
membrane, stroma, and thylakoid [3]. Core functions of mitochondria
include oxidative phosphorylation, amino acid metabolism, fatty acid
oxidation, and ion hemostasis [4]. These and other biochemical pathways
intersect in themitochondrion, making it the key organelle of energy and
intermediary metabolism, as well as biosynthetic processes [4]. Chlor-
oplasts perform essential metabolic and biosynthetic functions of global
signiﬁcance, including photosynthesis and amino acid biosynthesis [5].
Photosynthesis in the chloroplasts of plants is of fundamental importance
for the existence of biosystems on the Earth [6].
It is clear that proteins located in different subcompartments play
distinctive roles in various biological processes. So knowledge of their
subcompartment locations can provide useful hints for revealing theirfunctions andunderstandinghowthey interactwith eachother in cellular
networking. Moreover, it has been proven that mitochondrial defects are
implicated in a spectrum of human diseases, ranging from rare
monogenic to common multifactorial disorders [7,8]. Thus, the knowl-
edge of their submitochondria locations can be very helpful for the drug
designs of many diseases relatedwithmitochondrial defects. However, it
is both expensive and time-consuming to conduct various experiments to
obtain informationabout theprotein subcompartment locations.Hence it
is becoming a crucial issue to develop some reliable computational
methods for identifying protein subcompartment locations.
Actually, many different methods have been developed to predict
protein subcellular locations from primary protein sequences [9–12],
and have made great progress. However, the prediction of protein
localizations at sub-subcellular level is challenging compared with
that at the subcellular level [13–16]. To the best of our knowledge,
only three computational systems have been reported in literatures
for predicting protein submitochondria locations [2,17,18], and only
one computational method has been proposed to predict protein
subchloroplast locations so far [19]. These methods were mainly
based on different pseudo amino acid compositions (PseAAC) to
extract feature vectors [2,17–19].
To avoid competently losing the sequence-order information in
representing protein sampleswith the classical amino acid composition
[20], PseAAC was introduced [21,22]. For a brief introduction about
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wiki/Pseudo_amino_acid_composition. Since the concept of PseAACwas
proposed, varieties of PseAAC approaches have been widely used in
many research studies [23]. Du and Li [17] used the occurrence
frequencies of different residues, dipeptide composition and Chou's
PseAAC to construct the feature vectors. Nanni and Lumini [18] applied
genetic programming extracting 15 “artiﬁcial” features as Chou's PseAAC.
Zeng et al. [2] constructed a substitutionmodel based on the augmented
Chou's PseAAC, which was composed of amino acid composition and
auto covariance (AC) variables obtained by using AC to transform
numerical vectors of eight physicochemical properties of amino acids
intouniformmatrices.Duet al. [19] created thePseAACby computing the
correlation functionof thephysicochemical properties of two residues for
subchloroplast location prediction. In these methods, the most total
accuracy was 89.7% for predicting submitochondria locations [2], but the
most predictive accuracywas 78.05% formitochondrial outermembrane
[18], only 55% and 43.18% for chloroplast thylakoid lumen on the RAW
dataset and S60 dataset, respectively [19].
In this study, to improve thequalityofpredicting submitochondria and
subchloroplast locations, especially for mitochondrial outer membrane
and chloroplast thylakoid lumen, we proposed a different formulation of
PseAAC by the approach of discrete wavelet transform (DWT) feature
extraction. DWT analysis can decompose the amino acid sequences into
coefﬁcients at different dilations and then remove the noise component
from theproﬁles, so it can provide local structures of sequenceswhich can
more effectively reﬂect the sequence order effects [24]. This method was
composed of three main steps. First the protein sequences were
transformed into numerical signals by using physicochemical properties
of amino acids. Then, these numerical sequences were further processed
byDWTtoextract salient frequency-band features fromsignals. Following
this, using the statisticalmethod, a series of statistical feature vectorswere
constructed to represent the protein sequences. Finally, support vector
machine (SVM) was applied to deal with the problem of multi-
classiﬁcation. By using the jackknife cross-validation, our method
obtained a promising total accuracy of 93.38% for predicting submito-
chondria locations. Especially the method yielded the predictive
accuracies of 82.93% for mitochondrial outer membrane, 82.22% and
64.39% for chloroplast thylakoid lumen on the RAW dataset and S60
dataset, respectively, which indicated that the currentmethodmight play
a complementary role to the existing methods.
2. Materials and methods
2.1. Protein datasets
Some proteins can simultaneously exist at more than one
subcellular location site. This kind of multiplex proteins may have
special functions and hence are particularly interesting [25,26]. Here,
for simplicity in demonstrating our new method, we just use the
training dataset containing single-location proteins only. Neverthe-
less, with more experimental data available for submitochondria and
subchloroplast proteins in future, by using the similar approach as
elaborated in Ref. [26], the current method can also be extended to
deal with the multiplex proteins as well.
Three datasets used in publishedworkswere adopted to validate the
performance of the proposed approach. The ﬁrst dataset included 317
proteins classiﬁed into three submitochondria locations: 131 inner
membrane proteins, 41 outer membrane proteins, 145 matrix proteins
[17]. The identity cut off was set to 40%, i.e., none of the proteins had
greater than 40% sequence identity with any other one in the dataset in
order to get a balance between the homologous bias and the size of the
training set [17]. The second dataset was the RAW dataset [19], which
had 737 highly sequences identify protein sequences localized in 4
subchloroplast compartments: 71 stroma, 60 thylakoid lumen, 516
thylakoid membrane, 90 envelopes. The third dataset was the S60
dataset [19]whichwas constructedwith sequence identity cut off value60%byusing theCD-HIT [27]programto remove thehighlyhomologous
sequences from the RAW dataset. It contained 262 chloroplast protein
sequences: 49 stroma, 44 thylakoid lumen, 129 thylakoid membrane,
and 40 envelopes. Moreover, to examine the robustness of this
prediction model, two independent test datasets taken from the
Swiss-Prot database (December-2010,http://www.expasy.org/sprot/)
were constructed. Theﬁrst independent test dataset included 86 human
mitochondria proteinswith sequence identity cut off value 40% byusing
the CD-HIT in a same submitochondria location: 23 innermembrane, 15
outer membrane, 48matrix (see supplementary materials). The second
independent test dataset contained 77 chloroplast proteins with
sequence identity cut off value 60% in a same subchloroplast location:
12 stroma, 12 thylakoid lumen, 32 thylakoid membrane, 21 envelopes
(see supplementary materials). None of independent test proteins was
included in the training dataset.
As suggested by some research[28,29], to remove the homologous
sequences from the benchmark dataset, a cutoff threshold of 25% was
imposed to exclude those proteins from the benchmark datasets that
have equal to or greater than 25% sequence identity to any other in a
same subset. However, in this study we did not use such a stringent
criterion because otherwise the samples for some subsets would be
too few to have statistical signiﬁcance.
2.2. Protein representation based on DWT
Andrade et al. [30] have proposed that each subcellular location has
maintained a characteristic physiochemical environment, and that
proteins in each location have adapted to these environments. So we
selected physicochemical properties of amino acids to capture the truly
speciﬁc localizations information of mitochondrial and chloroplast
proteins. The hydrophobicity and polarity are the two most important
properties among various physicochemical properties, where mutual
interaction determines the stability of a protein structure. Thus we took
into account hydrophobicity value [31] and polarity [32] to convert these
protein sequences into numerical series. After obtaining the numerical
sequences ofmitochondrial and chloroplast proteins, the featurewavelet
coefﬁcients of each protein were extracted by using DWT [33,34].
The most attractive character of DWT is the ability to elucidate
simultaneously both spectral and temporal information and is partic-
ularly helpful in detecting subtle time localized changes [35]. The
coefﬁcients of the DWT can be divided into two parts: one is the
approximation coefﬁcient, which represents the high-scale and low-
frequency components of the signal, and the other is the detail
coefﬁcient, which represents the low-scale and high-frequency compo-
nents of the signal [36]. According to both experimental and theoretical
progress in protein dynamics, it is clear that low-frequency internal
motions do exist in protein and DNA molecules and indeed play a
signiﬁcant role in biological functions [37–39]. Using the low-frequency
wavelet coefﬁcients to formulate the sample of a protein can better
reﬂect its overall sequence order effect. In this work, a digital signal of
the protein sequence obtained by polarity or hydrophobicity valueswas
decomposed to j scales with details from scale 1 to scale j and an
approximation at scale j by the DWT, and (j+1) scales wavelet
coefﬁcients were obtained. With the increase of decomposition level j,
more feature vectors of the signal can be observed. To further decrease
thedimensionality of theextracted feature vectors, statistics over the set
of the wavelet coefﬁcients were used [40]. The following statistical
features calculated from the approximation coefﬁcients and detail
coefﬁcients were used for the classiﬁcation of subcompartments:
(i) maximum of the wavelet coefﬁcients in each sub-band, (ii) mean
of the wavelet coefﬁcients in each sub-band, (iii) minimum of the
wavelet coefﬁcients in each sub-band, and (iv) standard deviation of the
wavelet coefﬁcients in each sub-band. So a protein sequence can be
characterized as a 4(j+1) dimension feature vector. In this study, the
decomposition level 5 was chosen, and the obtained 24 dimension
feature vectors were then inputted to SVM for classiﬁcation.
Table 1
Prediction accuracies of submitochondria locations with different wavelet functions by
using the decomposition scale with 4 and polarity values.
Submitochondria
locations
Different wavelet functions (%)
Bior3.1 Bior3.9 Rbio3.3 Rbio3.5 Rbio3.7
Inner membrane 91.22 87.02 86.64 99.62 81.68
Outer membrane 63.41 60.98 62.20 62.20 37.80
Matrix 96.90 96.55 93.45 100 95.86
Total accuracy 90.22 88.00 86.59 94.95 82.49
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SVM is a kind of machine learning algorithm based on statistical
learning theory whichwas introduced by Vapnik [41]. It searches for an
optimal separating hyper plane whichmaximizes the margin in feature
space. Due to its ability to handle noise, large datasets, and large input
spaces [42,43], SVMhas been widely used to predict membrane protein
type [44], protein structural class [42], speciﬁcity of GalNAc-transferase
[45], HIV protease cleavage sites in protein [46], beta-turn types [47],
protein signal sequences and their cleavage sites [48], alpha-turn types
[49], catalytic triads of serine hydrolases [50], B-cell epitope prediction
[51], as well as protein subcellular location [52], among many other
protein attribute. Details about the theory of SVM can be found in the
literature [53,54]. Here, a radial basis function (RBF) was chosen as
the kernel function, and two parameters the penalty parameter C and
thekernelwidthparameterγwere tunedbasedon the trainingset using
the grid search strategy in LIBSVM [55]. For actual implementation we
used the LIBSVMpackage (version 2.81)which can be free downloaded
from: http://www.Csie.Ntu.Edu.Tw/~cjlin/libsvm/.
In this work, the classiﬁcation models consist of dual-layer SVMs:
the ﬁrst layer SVMs were implemented to identify mitochondria and
chloroplasts, if a test protein was predicted to be mitochondria, then
the second layer SVMs were implemented to identify which
submitochondria locations the test mitochondrial protein belongs
to. After a test sequencewas predicted to be chloroplast, we continued
to predict which subchloroplast locations the test chloroplast belongs
by using the second layer SVMs. SVM was originally designed for
binary classiﬁcation [41], whereas prediction of submitochondria and
subchloroplast locations is a multiclass classiﬁcation problem. In this
study, the one versus one (o-v-o) SVM training strategy was adopted
to decompose multiclass into a series of binary SVMs to solve this
problem[56]. For anNclass classiﬁcation,N*(N−1)/2classiﬁerneeds to
be trained, covering all possible different pairwise combinations (i, j),
ib j, such thatwhen training the (i,j) classiﬁer patterns belonging to class
i are used aspositive samples and those fromclass j are taken asnegative
samples. Finally, one unknown sample is classiﬁed into the class
obtained by accumulating the binary decisions and selecting as the
winning class the one with more votes [56].
2.4. Assessment of predictive performances
In statistical prediction, the independent dataset test, subsampling
test, and jackknife test are often used in literatures for examining the
accuracy of a predictor [57]. However, as elucidated in Ref. [9] and
demonstrated by Eq.1 of Ref. [29], the jackknife test is deemed to be the
most objective one that can always yield a unique result for a given
benchmark dataset. Therefore, the jackknife test has been increasingly
and widely used to test the powers of various statistical predictors (see,
e.g., [58–76]). Accordinglywe also adopted jackknife test to evaluate the
powers of the prediction method proposed in this study.
Accuracy, total accuracy andMatthews correlation coefﬁcient (MCC)
were utilized to assess the performance of prediction system. The MCC
takes into account not only the number of true positives but also the
number of false positives, false negatives and true negatives, and it is
generally regarded as a balancedmeasurewhich can be used even if the
classes are of very different sizes, for these reasons the MCC is more
reliable than the accuracy. All of the abovemeasurements are deﬁned as
follows:
Accuracy ið Þ = TP ið Þ
TP ið Þ + FN ið Þ ; Total Accuracy =
1
N
∑
k
i=1
TP ið Þ;
MCC ið Þ = TP ið ÞTN ið Þ−FP ið ÞFN ið Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TP ið Þ + FP ið Þð Þ TP ið Þ + FN ið Þð Þ TN ið Þð Þ + FN ið ÞÞ TN ið Þ + FP ið Þð Þp
where: N is the total number of the sequences in training data set, k is
the number of classes; TP(i),TN(i),FP(i),FN(i)denote the number oftrue positives, true negatives, false positives and false negatives of the
ith location, respectively.
3. Results and discussion
3.1. Selecting wavelet functions
Wavelet transform (WT) is based on the idea of mapping a signal
onto a set of basis functions. Based on different basis functions, the
wavelet functions have different families; every wavelet family has its
quality ﬁtting for different signals and has different results [33]. As the
characteristics of the analyzing wavelet control the performance of
the WT, the better the analyzing wavelet function matches the
underlying structure in the signal, the more concise and sparse the
WT representation. So the selection of wavelet functions becomes an
important stage to achieve optimal performance in signal processing.
For the Bior3.1, Bior3.9, Rbio3.3, Rbio3.5 and Rbio3.7 functions have
better performance in analyzing the protein sequences in the 46
wavelet functions [77], we have tried these ﬁve wavelet functions for
testing in the research. The performances for submitochondria
locations with different types of wavelet functions were summarized
in Table 1. As can be seen from the Table 1, the predictive accuracy of
mitochondrial outer membrane was signiﬁcantly lower than those of
other compartments in each wavelet function. One possible cause of
this could be that outer membrane proteins contained β-barrel
as their membrane spanning segments [78], and yet the prediction of
β-barrel membrane spanning segments was more difﬁcult due to the
lack of a clear pattern in their membrane spanning strands [79]. By
using the Bior3.1 wavelet function, the predictive accuracy for
mitochondrial outer membrane reached 63.41%, which was superior
to other wavelet functions. Since the aim of this paper was to enhance
the prediction performance for mitochondrial outer membrane, the
Bior3.1 wavelet function was selected as the appropriate wavelet
function in this study.
3.2. Selection of optimal decomposition scale
A WT decomposes a signal into several vectors of coefﬁcients.
Restricted by the property of wavelet decomposition, different decom-
position scales have different results in analyzing protein sequences. On
the one hand, decomposing a shorter sequence with too high a
decomposition scale would introduce ineluctable redundancy in the
decomposing process [77]. On the other hand, decomposing a longer
sequencewith too low adecomposition levelwould omitmuchdetailed
information [77]. In order to gain the highest predictive accuracy, an
appropriate decomposition scale was selected. Considering that most
mitochondrial and chloroplast sequences contain 150–600 amino acids
[80], 3–6 scales were chosen to decompose the test sequences,
separately. Because we mainly wanted to improve the quality of
predicting formitochondrial outermembraneand chloroplast thylakoid
lumen, the performance of mitochondrial outer membrane, chloroplast
thylakoid lumen (RAW) and chloroplast thylakoid lumen (S60) under
four decomposition scales were shown in Fig. 1. A signiﬁcant increase in
accuracy can be observed for those proteinswith decomposition scale 5,
and the accuracies were about 82.93% for mitochondrial outer
Fig. 1. The performance of different decomposition scales by using the Bior3.1 wavelet
and polarity values.
Table 3
Comparison of polarity with hydrophobicity value for subchloroplast locations by using
the Bior3.1 wavelet function and decomposition scale 4.
Subchloroplast
locations
RAW (%) S60 (%)
Polarity Hydrophobicity
value
Polarity Hydrophobicity
value
Stroma 81.22 84.04 83.67 85.71
Thylakoid lumen 73.33 77.22 55.30 60.61
Thylakoid membrane 99.22 98.90 94.57 96.90
Envelopes 89.26 91.11 79.17 80.83
Total accuracy 94.17 94.75 83.59 86.25
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for chloroplast thylakoid lumen (S60), whichwere higher than those of
other decomposition scales. Therefore, scale 5 was selected as the
appropriate decomposition scale in this study.
3.3. Comparison with different physicochemical properties
In Section 2.2, we selected the hydrophobicity and polarity of amino
acids to capture the truly speciﬁc localizations information of
mitochondrial and chloroplast proteins. Hence, we discussed the
hydrophobicity value and polarity to impact the results of forecasts.
The comparison results were shown in Tables 2 and 3, respectively. We
found that the accuracies for submitochondria locations by using
hydrophobicity value were signiﬁcant decrease than those by using
polarity, especially the accuracy at outer membrane location. Converse-
ly, for subchloroplast locations, the accuracies by using hydrophobicity
value were higher than those by using polarity, especially the accuracy
at thylakoid lumen location.Andradeet al. [30]havepointedout that the
average physicochemical properties of the molecular surface were
correlated with the amino acid composition of the sequence, for this
reason we tried to explain the predictive results from amino acid
composition. Fig. 2 gives the amino acid average composition of 41
mitochondrial outermembrane sequences and 60 chloroplast thylakoid
lumen sequences by COPid [81], respectively. Twenty amino acids were
divided into three groups using their individual hydropathies according
to the ranges of the hydropathy scale: polar or strongly hydrophilic,
strongly hydrophobic, weakly hydrophilic or weakly hydrophobic [82].
It can be seen from Fig. 2 that polar amino acids and strongly
hydrophobic amino acids were 46.71% versus 36.91% in mitochondrial
outer membrane sequences, while in chloroplast thylakoid lumen
sequences polar amino acids and strongly hydrophobic amino acids
accounted for 31.8% and 35.3%, respectively. According to literature
reports, there existed many charged and polar residues in the
membrane of outer membrane proteins [83,84], which was consistent
with our calculation results. This indicated that polar characteristic
tended to be greater for mitochondrial outer membrane, and hydro-
phobic characteristic was more prominent than polar characteristic
for chloroplast thylakoid lumen. Consequently, we used polarity andTable 2
Comparison of polarity with hydrophobicity value for submitochondria locations by
using the Bior3.1 wavelet function and decomposition scale 4.
Submitochondria
locations
Physicochemical properties (%)
Polarity Hydrophobicity value
Inner membrane 91.22 84.73
Outer membrane 63.41 23.17
Matrix 96.90 94.83
Total accuracy 90.22 81.39hydrophobicity value to predict submitochondria and subchloroplasts
locations, respectively.3.4. Results and comparison with different methods
As mentioned above, mitochondria and chloroplasts are all
essential subcellular organelles, and have many resemblances in the
structure and function. So we also predicted submitochondria
locations and subchloroplast locations based on DWT feature
extraction in this study. First, we put 317 mitochondrial proteins
and 737 chloroplast proteins all together for distinction between
mitochondria and chloroplasts. By using the Bior3.1 wavelet, scale 5
and polarity values, 310 out of 317 mitochondrial proteins were
predicted correctly, the success rate was about 97.7%; 732 out of the
737 chloroplast proteins were predicted correctly, making the success
rate about 99.3%. This showed that the method we used could
effectively distinguish mitochondrial proteins from chloroplast
proteins. Despite the high similarities in the structure and function,
mitochondria and chloroplasts do exhibit some differences [85,86].
Then, if a test protein was predicted to be mitochondrion, we further
identiﬁed which submitochondria location it belongs to; also, after a
test sequence was predicted to be chloroplast, we continued to
predict its subchloroplast location. The optimal parameters combina-
tion (C and γ) used for training models were given in supplementary
materials Table S1 and Table S2. The results of submitochondria
locations and subchloroplast locations were listed in Tables 4 and 5,
respectively.
To evaluate the prediction performance of the current method
objectively, we made comparisons with existing methods. As shown
in Table 4, the total accuracy for submitochondria locations by the
current approach was 93.38%, which was higher than those by other
three methods. Especially the predictive accuracy of mitochondrial
outer membrane was 82.93%, which had been remarkably enhanced.
Furthermore, the MCC range of 0.79 to 0.88 showed that our method
had good prediction performance. It can be seen from Table 5 that theFig. 2. Amino acid average composition of 41mitochondrial outer membrane sequences
and 60 chloroplast thylakoid lumen. Group 1 sequence is 41 mitochondrial outer
membrane, group 2 sequence is 60 chloroplast thylakoid lumen.
Table 4
Comparison of different methods for submitochondria locations.
Assessment
methods
Submitochondria
locations
Prediction methods
SUBMITO
[17]
GP-LOC
[18]
AC
[2]
Our
methoda
Jackknife test (%) Inner membrane 85.50 83.21 91.80 91.60
Outer membrane 51.20 78.05 66.10 82.93
Matrix 94.50 97.24 96.40 97.93
Total accuracy 85.20 89.00 89.70 93.38
MCC Inner membrane 0.79 0.80 0.79 0.86
Outer membrane 0.64 0.77 0.63 0.88
Matrix 0.77 0.85 0.79 0.79
a By polarity in the decomposition scale 5 and Bior3.1 wavelet function.
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and 89.31%, respectively, which were remarkably higher than those of
the SubChlo [19]. Besides, the predictive accuracies of chloroplast
thylakoid lumen on the RAWdataset and S60 dataset were 82.22% and
64.39%, respectively, about 27.22% and 21.21% higher than those of
the SubChlo [19]. The predictive accuracies of chloroplast envelopes
on the RAW dataset and S60 dataset were 100% and 80%, respectively,
about 15.56% and 40% higher than the results in SubChlo [19].
Moreover, we observed that the performance on RAW dataset was
better than on S60 dataset. This observation indicates that the
performance on RAW dataset may be over estimated, as the RAW
dataset contains much more homologous and redundant sequences.
Although homology is known to signiﬁcantly impact the prediction
accuracy, no standards are imposedwhen it comes to performing tests
[87]. Du et al. [19] also investigated the homologous and redundancy
problem based on RAW and S60 dataset, and drew the conclusion that
the only way to get rid of such problem is to preprocess the dataset to
remove those highly homologous sequences before training the
predictor.
3.5. Predictive performance of independent test
Moreover, as a demonstration of practical application, predictions
were also conducted for two independent test datasets. The results of
independent test for submitochondria locations and subchloroplast
locations were shown in supplementary materials Table S3 and
Table S4, respectively. The overall accuracies of independent test for
submitochondria locations and subchloroplast locations were 91.86%
and 84.42%, respectively, about 1.52% and 4.89% lower than those of
train test. The predictive accuracies of mitochondrial outer membrane
and thylakoid lumen were increased to 86.67% and 66.67%, respec-
tively. The predictive accuracies of other subcompartments by train
test were slightly higher 1.21% to 4.64% than those of independent
test. If the performance of the independent test is much worse than
train test, then the trained model may be over-ﬁtting for the training
data. Generally, the performance in the independent test was just a
little lower than those obtained in train test, which was also
acceptable and indicated the robustness of our prediction model.
Why could the prediction accuracy be improved so much by DWT?
The high performance of most prediction methods arises mainly fromTable 5
Comparison of different methods for subchloroplast locations.
Subchloroplast
locations
RAW (%) S60 (%)
SubChlo [19] Our methoda SubChlo[19] Our methoda
Stroma 78.87 85.92 67.35 85.71
Thylakoid lumen 55.00 82.22 43.18 64.39
Thylakoid membrane 96.12 100 83.72 98.19
Envelopes 84.44 100 40.00 80.00
Total accuracy 89.69 97.96 67.18 89.31
a By hydrophobicity value in the decomposition scale 5 and Bior3.1 wavelet function.the cooperation between informative features and efﬁcient classiﬁer
design. As a machine learning technique, SVM requires a ﬁxed length of
pattern, it is impossible to use this technique in case of protein with too
small or too large length [88]. These problems can be overcomebyDWT.
DWT can capture hidden components from biological data, reduce the
dimension of the input vector, improve calculating efﬁciency, andmore
effectively reﬂect the overall sequence order feature of a protein.
Therefore, DWT methods appear to be a natural way to achieve vast
improvements in thequality of prediction of subcompartment locations.
4. Conclusion
Prediction of protein locations at the sub-subcellular level is a very
challenging and complicated problem. The key to enhancing the
prediction quality for protein sub-subcellular locations is to grasp the
core features of a protein that are intimately related to its localization
in a cell. In this study, a novel pseudo amino acid approach based on
DWT feature extraction has been proposed for the prediction of
submitochondria and subchloroplast locations. Our method can
efﬁciently distinguish mitochondrial proteins from chloroplast pro-
teins. In comparison with previous literature methods, the current
method can more effectively reﬂect the sequence order effects, and
the predictive performance was signiﬁcantly enhanced, indicating
that the current method is an effective tool for the prediction of
protein sub-subcellular locations. Extraction of informative features
through DWT plays an important role in designing an accurate system
for predicting protein sub-subcellular locations. It is anticipated that
the powerful approach may become a useful high throughput tool for
many other relevant area in bioinformatics, proteomics, and molec-
ular biology. Since user-friendly and publicly accessible web-servers
represent the future direction for developing practically more useful
prediction methods [89], we have implemented our algorithm as an
online service called SubIdent (http://bioinfo.ncu.edu.cn/services.
aspx.).
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