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GALOIS THEORY OF B+
dR
IN THE IMPERFECT RESIDUE FIELD CASE
SHUN OHKUBO
Abstract. We generalize a work of Iovita-Zaharescu on the Galois theory of B+
dR
to the imperfect residue
field case. The proof is based on a structure theorem of Colmez’s higher Ka¨hler differentials.
Introduction
Let K be a CDVF of characteristic (0, p) with perfect residue field. Let B+dR be the ring of p-adic periods
of K defined by Fontaine. It is a complete discrete valuation ring with residue field Cp. Let I be the maximal
ideal of B+dR and let Bk = B
+
dR/I
k+1. Then they are endowed with a topology induced by the p-adic topology
of Cp. For an algebraic extension L/K, put GL = Gal(K/L) and let L̂k (resp. L̂∞) be the topological closure
of L in Bk (resp. B
+
dR) with respect to this topology.
Iovita-Zaharescu studied in [IZ] the following problem:
For an algebraic extension L/K, does one have L̂k = B
GL
k (resp. L̂∞ = (B
+
dR)
GL) ?
(In fact, they assume K = Qp and Qurp ⊂ L, but, by slight modifications, the same proofs work for general
local fields K with perfect residue field.) When k = 0, Ax-Sen-Tate proved that this is always true, namely,
L̂ = CGLp , where ̂ denotes the p-adic completion (actually, [Sen1], [Tate] proved it in the perfect residue
field case and [Ax] proved it in the general residue field case). However, in general, this is not always true:
In order that this is true, we need some conditions which involve the canonical derivation d : OL = O
(0)
L →
Ω1OL/OK = Ω
(1)
OL/OK
and its higher analogue d(k) : O
(k−1)
L → Ω
(k)
OL/OK
introduced in [Col]. The main theorem
of [IZ] is
Theorem ([IZ], Theorem 0.1, 0.2, 4.2). Let Cp(1) be the Tate twist of Cp by the cyclotomic character.
(I) If H0(GL,Cp(1)) = 0, then L̂k = B
GL
k for all k and L̂∞ = (B
+
dR)
GL . Moreover, these rings are
isomorphic to L̂.
(II) If H0(GL,Cp(1)) 6= 0, then L̂k = B
GL
k if and only if Tp(Ω
(n)
OL/OK
) 6= 0 (where Tp(Ω
(n)
OL/OK
) denotes
the Tate module associated to Ω
(n)
OL/OK
) and the canonical derivation d(n) : O
(n−1)
L → Ω
(n)
OL/OK
is
surjective for 1 ≤ n ≤ k. L̂∞ = (B
+
dR)
GL if and only if L̂k = B
GL
k for all k.
The aim of this paper is to prove a generalization of their result to the case where the residue field of
K has a finite p-basis. To overcome the technical difficulties caused by imperfectness, we prove a structure
theorem of the higher Ka¨hler differentials, which is one of the new ingredients of this paper. Although
Iovita-Zaharescu’s proof is very complicated, this structure theorem makes the proofs drastically simple.
Plan of the paper
In §1, we define rings of p-adic periods of Fontaine and state their basic properties. In §2, we define the
higher Ka¨hler differentials of Colmez and generalize his results in the imperfect residue case. In §3, we prove
a structure theorem for the higher Ka¨hlaer differentials. In §4, we prove the main theorem (Theorem 4.10)
using the results in previous sections. Finally, in §5, we will state a refined version of the main theorem in
particular cases and give some examples.
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Notation
Throughout this paper, p denotes a fixed prime number. A local field K is a CDVF of mixed characteristic
(0, p) with residue field kK satisfying [kK : k
p
K ] = p
d < ∞ and K denotes always a local field if there is no
particular mention. Let OK , piK , mK , eK , kK , vK be the integer ring, a uniformizer, the maximal ideal,
the absolute ramification index, the residue field, the valuation normalized by vK(piK) = 1 of K and let K0
be a Cohen subfield of K. For an algebraic extension L/K, denote its p-adic completion by L̂, the relative
ramification index by eL/K and put GL = Gal(K/L). K denotes an algebraic closure of K and Cp denotes
the p-adic completion of K. OCp denotes the integer ring of Cp and vp denotes the p-adic valuation of Cp
normalized by vp(p) = 1. All cohomologies are assumed to be the continuous ones.
For an abelian group M , put M [pn] = ker (pn :M →M), Mdiv the maximal p-divisible subgroup of M ,
TpM = lim←−
M [pn], VpM = Qp ⊗Zp TpM . For a ring R and an R-module M , put µ(M) the infimum of the
number of generators of M as an R-module.
For n = (n1, . . . , nd) ∈ Nd and elements x1, . . . , xd of a commutative ring R, we use multi-index notation,
i.e., write xn for xn11 · · ·x
nd
d .
1. Preliminaries
1.1. Basic definitions. Put E˜+ = lim
←−x 7→xp
OCp/pOCp , which is a perfect ring of characteristic p. This ring
is identified with the set {(x(n)) ∈ ONCp | (x
(n+1))p = x(n) for all n} as follows: For x = (xn) ∈ E˜+, choose a
lift x̂n ∈ OCp of xn for each n and put
x(n) = lim
m→∞
x̂n+m
pm
.
Then the map (xn) 7→ (x
(n)) gives a bijection. If x = (x(n)) ∈ E˜+, let vE(x) = vp(x(0)). This is a valuation
of E˜+, for which E˜+ is complete. For x ∈ OCp , x˜ denotes an element of E˜
+ such that x˜(0) = x.
Put A˜+ =W (E˜+) and let θ : A˜+ → OCp be the ring homomorphism given by
θ
(∑
n∈N
pn[xn]
)
=
∑
n∈N
pnx(0)n
for xn ∈ E˜+. Here W (R) denotes the Witt ring of a commutative ring R and [x] denotes the Teichmu¨ller
lift of x ∈ R. Note that ker θ = (p− [p˜]).
Let θ : OK⊗ZA˜+ → OCp be the linear extension of the above θ. Put Ainf(OCp/OK) = lim←−OK ⊗Z A˜
+/(p, ker θ)k+1
and θ : Ainf(OCp/OK) → OCp denotes the homomorphism induced by θ. Denote the canonical homomor-
phism Ainf(OCp/OK)[p
−1]→ Cp also by θ. Put I+ = ker θ ⊂ Ainf(OCp/OK), Ak = Ainf(OCp/OK)/I
k+1
+ .
Put B+dR = lim←−
Ainf(OCp/OK)[p
−1]/(ker θ)k+1 and denote the canonical homomorphism B+dR → Cp also
by θ. Put I = ker θ ⊂ B+dR, Jk = I
k/Ik+1, Bk = B
+
dR/I
k+1.
1.2. Some properties of Ainf(OCp/OK). For general properties of topological rings, see [EGAI, Chapitre
0, §7] for example.
Recall ([Fon, §1]) that Ainf(OCp/OK) (resp. Ak) is Hausdorff complete with respect to (p, I+), p, I+-
adic topology (resp. p-adic topology) and that Ainf(OCp/OK) (resp. Ak) is the universal pro-infinitesimal
OK-thickening of OCp (resp. the universal infinitesimal OK-thickening of OCp of order ≤ k), which means
the initial object in the category consisting of the following objects (D, θ): D is an OK-algebra endowed
with a surjective OK-homomorphism θ : D → OCp which is (p, ker θ)-adically Hausdorff complete (resp. and
(ker θ)k+1 = 0).
In the following, we regard Ainf(OCp/OK) as an OK-algebra and an A˜
+-algebra.
2
Lemma 1.1. The canonical homomorphism
OK ⊗OK0 Ainf(OCp/OK0)→ Ainf(OCp/OK)
is an isomorphism.
Proof ([Bri, The proof of Proposition 2.1.5]). Let θ (resp. θOK ) be the canonical projectionAinf(OCp/OK0)→
OCp (resp. the linear extension of θ toOK⊗OK0Ainf(OCp/OK0)). First, we claim thatOK⊗OK0Ainf(OCp/OK0)
is (p, ker θOK )-adically Hausdorff complete. To prove this, we prove the (p, ker θOK )-adic topology and
the (p, 1 ⊗ ker θ)-adic topology are the same. Since ker θOK = (1 ⊗ ker θ, piK ⊗ 1 − 1 ⊗ [piK ]), we have
(p, ker θOK )
eK ⊂ (piK ⊗ 1, 1 ⊗ ker θ) and (piK ⊗ 1, 1 ⊗ ker θ)
eK/K0 ⊂ (p, 1 ⊗ ker θ). This claim implies
that OK ⊗OK0 Ainf(OCp/OK0) is a pro-infinitesimal thickening of OCp over OK , hence the universality
of Ainf(OCp/OK) induces a map Ainf(OCp/OK) → OK ⊗OK0 Ainf(OCp/OK0). By the universality of
Ainf(OCp/OK), the composition map
Ainf(OCp/OK)→ OK ⊗OK0 Ainf(OCp/OK0)
can.
→ Ainf(OCp/OK)
is identity. On the other hand, by the universality of Ainf(OCp/OK0), the composition map
OK ⊗OK0 Ainf(OCp/OK0)
can.
→ Ainf(OCp/OK)→ OK ⊗OK0 Ainf(OCp/OK0)
is also identity, which implies the assertion. 
We say t1, . . . , td ∈ OK is a p-basis of K if t1, . . . , td is a p-basis of kK . Similarly, t1, . . . , td′ ∈ OL is a
p-basis of L/K if t1, . . . , td′ is a p-basis of kL/kK .
Proposition 1.2. LetW be the Witt ring of the maximal perfect subfield of kK . Fix a p-basis t1, . . . , td of K0
and put ui = ti − [t˜i] ∈ Ainf(OCp/OK0). Let θ : A˜
+[[u1, . . . , ud]]→ OCp be the composite A˜
+[[u1, . . . , ud]]
ui 7→0→
A˜+
θ
→ OCp .
(i) There exists a unique injective W -algebra homomorphism OK0 → A˜
+[[u1, . . . , ud]]; tj 7→ [t˜j ] + uj. In
the rest of this proposition, fix this OK0-algebra structure on A˜
+[[u1, . . . , ud]].
(ii) The canonical A˜+-algebra homomorphism A˜+[[u1, . . . , ud]] → Ainf(OCp/OK0) is an OK0-algebra ho-
momorphism and induces, for k ∈ N, OK-algebra isomorphisms
OK ⊗OK0 A˜
+[[u1, . . . , ud]]/(ker θOK )
k+1 → Ainf(OCp/OK)/(ker θ)
k+1,
OK ⊗OK0 A˜
+[[u1, . . . , ud]]→ Ainf(OCp/OK),
where θOK : OK ⊗OK0 A˜
+[[u1, . . . , ud]]→ OCp is the linear extension of θ.
(iii) ker θOK = (1⊗ u1, . . . , 1⊗ ud, piK ⊗ 1− 1⊗ [piK ]) and {1⊗ u1, . . . , 1⊗ ud, piK ⊗ 1− 1⊗ [piK ]} is an
OK ⊗OK0 A˜
+[[u1, . . . , ud]]-regular sequence.
Proof . (i) Since A˜+[[u1, . . . , ud]] is ker θ = (p − [p˜], u1, . . . , ud)-adic Hausdorff complete, we can replace
A˜+[[u1, . . . , ud]] by A˜+[[u1, . . . , ud]]/(ker θ)k+1. This is shown in the proof of [Bri, Lemme 2.1.3].
(iii) We regard A˜+ = A˜+[[u1, . . . , ud]]/(u1, . . . , ud) as an OK0 -algebra. For the first assertion, it has only
to prove ker (θOK : OK ⊗OK0 A˜
+ → OCp) = (piK ⊗ 1 − 1 ⊗ [piK ]). Moreover, we can check it after taking
mod(piK ⊗ 1) of both sides since OK ⊗OK0 A˜
+ is (piK ⊗ 1)-adically Hausdorff complete. Then the assertion
is immediate. For the latter assertion, obviously {1 ⊗ u1, . . . , 1 ⊗ ud} is a regular sequence. Since OK ∼=
OK0 [X ]/Q(X) with an Eisenstein polynomial Q(X) ∈ OK0 [X ] and Q(X) ∈ A˜
+[X ] is also an Eisenstein
polynomial for the prime ideal (p), OK ⊗OK0 A˜
+ is an integral domain. Therefore piK ⊗ 1− 1 ⊗ [pik] 6= 0 is
a regular element of OK ⊗K0 A˜
+.
(ii) Note that OK ⊗OK0 A˜
+[[u1, . . . , ud]] (resp. Ainf(OCp/OK0)) is ker θOK -adic (resp. (ker θ)-adic) Haus-
dorff complete. When K = K0, we obtain the assertion by applying the inverse limit to the isomorphism of
[Bri, Lemme 2.1.3]. For general K, it follows from the equalities
ker (θOK : OK ⊗OK0 A˜
+[[u1, . . . , ud]]→ OCp) = (1⊗ ker θ, piK ⊗ 1− 1⊗ [piK ])
ker (θOK : OK ⊗OK0 Ainf(OCp/OK0)→ OCp) = (1⊗ ker θ, piK ⊗ 1− 1⊗ [piK ])
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and Lemma 1.1. 
To simplify the notation, put Ainf = Ainf(OCp/OK).
Corollary 1.3. (i) There exists an isomorphism of graded OCp-algebras
grI+Ainf
∼= OCp [X0, . . . , Xd].
(ii) I+ = (piK − [piK ], t1 − [t˜1], . . . , td − [t˜d]) where t1, . . . , td a p-basis of K.
Proof . We have only to prove (ii). Choose a p-basis t′1, . . . , t
′
d of K0 such that t
′
j ≡ tj mod mK . It is easy
to see t′j − [t˜
′
j ] ≡ tj − [t˜j ] mod (piK , [piK ])Ainf . We have
t′j − [t˜
′
j ]− (tj − [t˜j ]) ∈ I+ ∩ (piK , [piK ])Ainf = I+ ∩ (piK − [piK ], [piK ])Ainf
= (piK − [piK ])Ainf + [piK ]I+.
Since this implies piK−[piK ], t
′
1−[t˜
′
1], . . . , t
′
d−[t˜
′
d] generates I+/[piK ]I+, we obtain the assertion by Nakayama’s
lemma. 
The followings are immediate:
Remark 1.4. (i) The canonical maps Ak → Ak[p
−1]→ Bk are injective and Ak[p
−1] = Bk.
(ii) B+dR and Bk have a canonical K-algebra structure and Bk is a p-adic Banach algebra with a unit
disc Ak.
(iii) Ik+ ∩ I
k+1 = Ik+1+ , I
k+1
+ ∩ pi
n
KAinf = pi
n
KI
k+1
+ for n, k ∈ N.
(iv) There exist canonical isomorphisms
Cp ⊗OCp (I
k
+/I
k+1
+ )
∼= Jk
Cp/OCp ⊗OCp (I
k
+/I
k+1
+ )
∼= Ik/(Ik+1 + Ik+).
(v) There exist (non-canonical) ring isomorphisms
B+dR
∼= Cp[[X0, . . . , Xd]]
Bk ∼= Cp[[X0, . . . , Xd]]/(X0, . . . , Xd)
k+1.
Since B+dR
∼= lim←−
Bk, we call the inverse limit topology of the p-adic Banach topology of Bk the canonical
topology of B+dR. In the following, we put Bk the p-adic Banach topology and B
+
dR the canonical topology if
particular mention is not stated. Note that we have a canonical isomorphism B0 ∼= Cp as topological rings
and the induced topology on Jk as a subspace of Bk coincides with the p-adic topology.
We call V a Bk-representation of GL if V is a finitely generated Bk-module with a continuous semilinear
GL-action and V a B
+
dR-representation if V is a Bk-representation for some k ∈ N. Bk-representation V is
said to be Bk-admissible if the canonical map
Bk ⊗BGLk
V GL → V
is an isomorphism.
Definition 1.5. For x ∈ Bk, put wk(x) = sup {m ∈ Z | x ∈ pimKAk}.
The following theorem will be used without citations.
Theorem 1.6 ([Ax], [Sen1], [Tate]). For all algebraic extensions L/K,
L̂ = CGLp .
Remark 1.7. Since a p-adic Banach space has an orthonormal basis ([Ser2, Lemma 1]), a surjection of
p-adic Banach spaces has continuous section. In particular, we can consider the usual continuous Galois
cohomology theory for B+dR-representations.
4
2. Higher Ka¨hler differentials
In this section, we will study Colmez’s higher Ka¨hler differentials Ω
(k)
OL/OK
of an algebraic extension L/K.
We generalize the results of [Col] to the imperfect residue field case: §2.1 corresponds to §A1, §2.2, §2.3
corresponds to §A2 in [Col].
2.1. Definitions and basic facts.
Definition 2.1. Define a family of OK-algebras {O
(k)
K
}k∈N and OK -modules {Ω
(k)
OK/OK
}k∈N>0 as follows:
Let O
(0)
K
= OK . For k ≥ 1, set inductively Ω
(k)
OK/OK
= OK ⊗O(k−1)
K
Ω1
O
(k−1)
K
/OK
and O
(k)
K
= ker d(k), where
d(k) is the canonical derivation d(k) : O
(k−1)
K
→ Ω
(k)
OK/OK
.
Similarly, for an algebraic extension L/K, put O
(k)
L = O
(k)
K ∩ OL and Ω
(k)
OL/OK
the OL-submodule of
Ω
(k)
OK/OK
generated by d(k)(O
(k−1)
L ). We put d
(k) = d(k)|
O
(k−1)
L
by abuse of notation.
Remark 2.2. For an algebraic extension L/K, we have a canonical isomorphism Ω
(1)
OL/OK
∼= Ω1OL/OK . This
follows from the following lemma:
Lemma 2.3 ([Sch, The footnote of p.420]). For algebraic extensions L′/L/K,
0 // OL′ ⊗ Ω
1
OL/OK
// Ω1OL′/OK
// Ω1OL′/OL
// 0
is exact.
Theorem 2.4 (cf. [Col, The´ore`me 1]). (i) For k ∈ N, we have O(k)
K
= K ∩ (Ainf + I
k+1) and the
canonical isomorphisms O
(k)
K
/pnO
(k)
K
∼= Ak/p
nAk for n ∈ N.
(ii) Let ∂(k) : O
(k−1)
K
→ Ik/(Ik+1 + Ik+) be a (well-defined) derivation sending x ∈ O
(k−1)
K
to x− x˜ with
x˜ ∈ Ainf such that x− x˜ ∈ I
k. Then we have a commutative diagram:
O
(k−1)
K
d(k) //
∂(k) &&MM
MM
MM
MM
MM
M
Ω
(k)
OK/OK
ι∼=



Ik/(Ik+1 + Ik+)
where ι is the OK-module isomorphism induced by the universality of Ka¨hler differentials.
(iii) d(k) is surjective.
(iv) K is dense in B+dR (resp. Bk) and B
+
dR (resp. Bk) is the Hausdorff completion of K for the topology
whose fundamental neighborhood at 0 is {pnO
(k)
K
}n,k∈N (resp. {p
nO
(k)
K
}n∈N).
In the rest of this subsection, we give the proof of Theorem 2.4. The proof is identical to that of [Col],
but we reproduce the proof for the convenience of the readers.
For x ∈ OK , let P (X) ∈ OK [X ] be the minimal polynomial of x over K and let r ∈ N be a natural
number such that r ≥ vp(P
′(X)). Define rk ∈ N inductively by r0 = 0, rk = 3rk + r, i.e., rk = (3k − 1)r/2.
For a, k ∈ N, put rk(a) = inf (rk, vp(a)) and zk,a = prk−rk(a)xa.
Lemma 2.5. For a, k ∈ N, we have zk,a ∈ O
(k)
K
.
Proof . We will prove the assertion by induction on k. The case k = 0 is trivial. Suppose the assertion is
true for k. Using the relation prk+rk(a)zk,a = zk,1(p
rk(a)zk,a−1), we have the following relation by induction
on a:
(1) prk+rk(a)d(k+1)(zk,a) = p
rkaxa−1d(k+1)(zk,1).
For a polynomial A(X) ∈ OK [X ], we have p
rkd(k+1)(prkA(x)) = p2rkA′(x)d(k+1)(zk,1). In particular, by
putting A(X) = P (X), we obtain prkP ′(x)d(k+1)(zk,1) = 0 and hence we have p
rk+rd(k+1)(zk,1) = 0. Since
5
rk(a) ≤ rk, we have
(2) p2rk+rd(k+1)(zk,a) = 0 for all a ∈ N
by (1). Now we prove the assertion for zk+1,a, that is, d
(k+1)(zk+1,a) = 0. There are two cases: If xp(a) ≤ rk,
then we have zk+1,a = p
2rk+rzk,a, so we have d
(k+1)(zk+1,a) = 0 by (2). If vp(a) > rk, write a = p
rkb. Then
we have
d(k+1)(zk,a) = p
rk+1−rk+1(a)d(k+1)((zk,prk )
b) = prk+1−rk+1(a)b(zk,prk )
b−1d(k+1)(zk,prk ) = 0
since we have vp(b) + rk+1 − rk+1(a) ≤ 2rk + r. 
Put O(k) = K ∩ (Ainf + I
k+1). We will prove the assertion (i) by induction on k : If k = 0, there is
nothing to prove. Assume O
(k−1)
K
= O(k−1) = K ∩ (Ainf + I
k) and Ak−1/p
nAk−1 ∼= O
(k−1)
K
/pnO
(k−1)
K
.
Lemma 2.6. We have O
(k)
K
⊂ O(k).
Proof . By Remark 1.4(iii), it is easy to see that ∂(k) : O
(k−1)
K
→ Ik/(Ik+1 + Ik+) is a well-defined OK-
derivation. Then we have the OK -linear map ι : Ω
(k)
OK/OK
→ Ik/(Ik+1+Ik+) induced by the universal property
of Ka¨hler differentials which makes the diagram in Theorem 2.4(ii) commutative. Since ker ∂(k) = O(k), we
have the conclusion. 
Since the canonical map O(k) → Ak is injective by Remark 1.4(iii), we regard O
(k)
K
and O(k) as subrings
of Ak.
Lemma 2.7. For all k ∈ N, O(k)
K
, hence O(k), is dense in Ak endowed with the p-adic topology.
Proof . By Proposition 1.2(ii), we have only to prove that the topological closure of O
(k)
K
in Ak contains
the set {[x]|x ∈ E˜+}. Write x = (x(n)) ∈ E˜+ and let P (X) ∈ OK [X ] be the minimal polynomial of
x(0) over K. For m ∈ N>0, let Sm(X) = Xp
m
+ piKX and let xn,m ∈ OK be an element satisfying
Sm(xn,m) = x
(n). The minimal polynomial of xn,m over K divides Pn,m(X) = P (Sm(X)
pn). We have
P ′n,m = p
nS
′
mS
pn−1
m P
′((Sm)
pn) and so vp(P
′
n,m(xn,m)) = n+1/eK +(1− 1/p
n)vp(x
(0)) + vp(P
′(x(0))) which
is independent of m: We put this un. By Lemma 2.5, yn,m = (xn,m)
pm ∈ O
(k)
K
for m ≥ (3k − 1)(un + 1)/2.
Since θ(yn,m − [x
p−n ]) = −piKxn,m, we have
yn,m ≡ [x
p−n ] mod piKAinf + I+ + I
k+1.
Note that for a commutative ring A and an ideal a, if α, β ∈ A with α ≡ β mod a, then we have αp
n
≡ βp
n
mod a(p, a)n. Hence we have (yn,m)
pn = (xn,m)
pn+m ≡ [x] mod pi
n−(k−1)
K Ainf+I
k+1. Hence we can conclude
that [x] is in the closure of O
(k)
K
. 
Lemma 2.8. For n ∈ N, O(k)
K
/pnO
(k)
K
and O(k)/pnO(k) are infinitesimal thickenings of OCp/p
nOCp over
OK/p
nOK of order k.
Proof . First, consider O
(k)
K
/pnO
(k)
K
. By Lemma 2.7, the canonical map O
(k)
K
/pnO
(k)
K
→ Ak/p
nAk is surjec-
tive, so the composition map θ : O
(k)
K
/pnO
(k)
K
→ Ak/p
nAk → OCp/p
nOCp is surjective. We have only to
prove (ker θ)k+1 = 0. Let θ1 : O
(k)
K
/pnO
(k)
K
→ O
(k−1)
K
/pnO
(k−1)
K
∼= Ak−1/p
nAk−1 be the canonical projection
and let θ2 : Ak−1/p
nAk−1 → OCp/p
nOCp be the map induced by θ : Ak−1 → OCp , we have θ = θ2 ◦ θ1.
Since Ak−1/p
nAk−1 is an infinitesimal thickening of OCp/p
nOCp over OK/p
nOK of order (k − 1), we have
(ker θ)k ⊂ ker θ1. Thus, we have only to prove that if x¯ ∈ ker θ, y¯ ∈ ker θ1, then x¯y¯ = 0. By definition, we
have x ∈ O
(k)
K
∩ pnOK and y ∈ O
(k)
K
∩ pnO
(k−1)
K
. Since we have pnd(k)(p−ny) = 0 and x ∈ pnOK , we have
d(k)(xp−ny) = xd(k)(p−ny) = 0, which implies xy ∈ pnO
(k)
K
, i.e., x¯y¯ = 0.
For O(k)/pnO(k), the same proof as above works if we replace d(k) by ∂(k). 
By the universality of infinitesimal thickening ([Fon, §1.1]), we have
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Corollary 2.9. Ak/p
nAk, O
(k)
K
/pnO
(k)
K
, O(k)/pnO(k) are isomorphic to each other.
Proof . First, we prove the canonical map O(k)/pnO(k) → Ak/p
nAk is an isomorphism. The surjectivity
follows by Lemma 2.7 and the injectivity is from
O(k) ∩ (pnAinf + I
k+1) = K ∩ pn(Ainf + I
k+1) = pn(K ∩ (Ainf + I
k+1)) = pnO(k).
Let βn : O
(k)
K
/pnO
(k)
K
→ Ak/p
nAk be the canonical map. By Lemma 2.8 and the universality of infinitesimal
thickenings, we have a canonical OK/p
nOK-homomorphism αn : Ak/p
nAk → O
(k)
K
/pnO
(k)
K
with βn◦αn = id.
Let Ô
(k)
K
= lim
←−
O
(k)
K
/pnO
(k)
K
. Since αn, βn are compatible with the inverse systems, there exists K-algebra
homomorphisms α : Ak[p
−1] → Ô
(k)
K
[p−1], β : Ô
(k)
K
[p−1] → Ak[p
−1] with β ◦ α = id. To prove that αn,
βn are inverse to each other, we have only to prove α, β are inverse to each other. Since the kernel of
the canonical projections θ : Ak/p
nAk → OCp/p
nOCp , θ : O
(k)
K
/pnO
(k)
K
→ OCp/p
nOCp are nilpotent of
exponent k + 1, Ak[p
−1] and Ô
(k)
K
[p−1] are local rings with the same residue field Cp, whose maximal ideals
are nilpotent of exponent k+1. By the ind-e´taleness of K/K, the K-algebra structure of Cp uniquely lifts to
K-algebra structures of Ô
(k)
K
[p−1] and Ak[p
−1] and α|K , β|K are inverse to each other. On the other hand,
K = O
(k)
K
[p−1] is a dense subring of Ô
(k)
K
[p−1] and K is also dense in Ak[p
−1] by the surjectivity of β. This
denseness of K implies that α, β are inverse to each other. 
Corollary 2.10. O
(k)
K
= O(k).
Proof . We have O
(k)
K
⊂ O(k) and O
(k)
K
/pO
(k)
K
∼= O(k)/pO(k). This implies that multiplication by p on
O(k)/O
(k)
K
, whose elements are killed by some powers of p, is an isomorphism. So we have the conclusion. 
By the above corollaries, we obtain (i).
Next, let us prove (ii). Well-definedness of ∂(k) is proved in the proof of Lemma 2.6. Since we have
Corollary 2.10, we have only to prove
Lemma 2.11. ∂(k) and d(k) are surjective.
Proof . First, we prove that ∂(k) is surjective. By an exact sequence
0 // O(k) // O
(k−1)
K
// Im∂(k) // 0,
we can deduce an exact sequence
0 // (Im∂(k))[pn] // Ak/pnAk // Ak−1/pnAk−1 // 0.
By the properties of Ainf , we have
(Im∂(k))[pn] ⊂ Ik/(Ik+ + I
k+1)[pn] ∼= (Cp/OCp ⊗OCp I
k
+/I
k+1
+ )[p
n] ∼= Ik+/(p
nIk+ + I
k+1
+ )
∼= ker (Ak/p
nAk → Ak−1/p
nAk−1) ∼= (Im∂
(k))[pn]
where the composition of these maps is identity. Hence we have (Im∂(k))[pn] = Ik/(Ik+ + I
k+1)[pn] and this
implies the conclusion since Ik/(Ik+ + I
k+1) is p-torsion.
Since Imd(k) ∼= Im∂(k) = Ik/(Ik+ + I
k+1) is an OK-module and generates Ω
(k)
OK/OK
over OK , d
(k) is also
surjective. 
(iii) is already proved. (iv) is a direct consequence of (i).
Remark 2.12. In the following, we canonically identify Ω
(k)
OK/OK
= Ik/(Ik+1+ Ik+) = Cp/OCp ⊗ (I
k
+/I
k+1
+ ),
Vp(Ω
(k)
OK/OK
) = Jk by Remark 1.4 and Theorem 2.4. Note that Vp(Ω
(k)
OL/OK
) ⊂ JGLk .
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2.2. Expansion in a power series ring. Let K be a field of characteristic 0, d ∈ N and let m ⊂
K[X0, . . . , Xd] be a maximal ideal. PutK[X ]m = lim←−k∈N
K[X0, . . . , Xd]/m
k+1, which is a (d+1)-dimensional
complete regular local ring, and let we put L = K[X0, . . . , Xd]/m, pii = pr(Xi) ∈ L.
Choose a regular parameter P0, ..., Pd ∈ mK[X ]m and a subset S ⊂ Nd+1 such that 0 ∈ S and L =
⊕n∈SKpi
n and put ΛS = ⊕n∈SKX
n ⊂ K[X0, . . . , Xd].
Definition 2.13. Regard L as a sub-K-algebra of K[X ]m by the canonical K-embedding L→ K[X ]m. For
x ∈ L, we define λn,x,P (X) ∈ ΛS (n ∈ Nd+1) by the expansion x =
∑
n∈Nd+1 λn,x,P (X)P
n(X) in K[X ]m.
2.3. The fundamental properties of higher Ka¨hler differentials. In this subsection, we will prove the
following theorem:
Theorem 2.14. Let k ∈ N>0.
(i) Let L/K be a finite extension of local fields. Then µ(Ω
(k)
OL/OK
) ≤
(
d+k
k
)
.
(ii) For finite extensions L2/L1/K, the canonical morphism OL2 ⊗ Ω
(k)
OL1/OK
→ Ω
(k)
OL2/OK
is injective.
For a while, we assume that a finite extension L/K satisfies the following hypothesis:
Hypothesis 2.15. L/K has no unramified subextensions over K.
Note that this hypothesis is equivalent to the condition that kK is separably closed in kL.
Lemma 2.16. Let k be a field of characteristic p and let l/k be a finite purely inseparable extension. Assume
l ⊂ kp
−1
. Then the first fundamental sequence
0 // kp
−1
⊗ Ω1
l/k
// Ω1
kp
−1/k
// Ω1
kp
−1/l
// 0
is exact.
Proof . We have only to prove the injectivity. Choose a p-basis {xλ}λ∈Λ of l/k and p-basis {yγ}γ∈Γ of k
p−1/l.
Then, we have
l = ⊕n∈N⊕Λ,0≤nλ<pkx
n, kp
−1
= ⊕m∈N⊕Γ,0≤mγ<ply
m.
So we have kp
−1
= ⊕n∈N⊕Λ,m∈N⊕Γ,0≤nλ,mγ<pkx
nym. This implies that {xλ}∪{yγ} forms a p-basis of k
p−1/k.
In particular, {xλ} is p-independent in k
p−1/k. 
Corollary 2.17. If dimkL Ω
1
kL/kK
= d, then kp
−1
K ⊂ kL.
Proof . Since, by the lemma,
0 // kL ⊗ Ω
1
kKk
p
L/k
p
L
// Ω1kL/kpL
// Ω1kL/kKkpL
// 0
is exact and Ω1kL/kK = Ω
1
kL/kKk
p
L
, we have Ω1
kKk
p
L/k
p
L
= 0. Hence we have kKk
p
L = k
p
L, i.e., kK ⊂ k
p
L. 
Put d′ = dimkL Ω
1
kL/kK
. Then we can choose td′+1, . . . , td ∈ kK such that dimkL Ω
1
kL(td′+1
p−1 ,...,td
p−1 )/kK
=
d: In fact, by the lemma,
0 // k
p−1
K kL ⊗ Ω
1
kL/kKk
p
L
// Ω1
kp
−1
K kL/(k
p−1
K kL)
p
// Ω1
kp
−1
K kL/kL
// 0
is exact and Ω1kL/kK = Ω
1
kL/kKk
p
L
. Since the canonical map kp
−1
K kL⊗Ω
1
kp
−1
K /kK
→ Ω1
kp
−1
K kL/kL
is surjective, we
can choose td′+1, . . . , td ∈ kK such that dtd′+1
p−1
, . . . , dtd
p−1
forms a basis of Ω1
kp
−1
K kL/kL
and these elements
satisfy the required property.
Since td′+1, . . . , td is p-independent over kK by the above argument, choose t1, . . . , td ∈ kK such that
t1, . . . , td′ , td′+1, . . . , td forms a p-basis of kK . If we take a p-basis pi1, . . . , pid′ of kL/kK , then by the corollary,
kK ⊂ (kL(td′+1
p−1
, . . . , td
p−1
))p = kpK(td′+1, . . . , td)(pi1
p, . . . , pid′
p) since kL = kK(pi1, . . . , pid′). In particular,
we can choose fj ∈ k
p
K [X
p
1 , . . . , X
p
d′ , Td′+1, . . . , Td] for 1 ≤ j ≤ d
′ with tj = fj(pi1, . . . , pid′ , td′+1, . . . , td).
Choose r1, . . . , rd′ ∈ N such that kL = ⊕0≤nj<prj kKpi1
n1 · · ·pid′
nd′ .
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Let tj ∈ OK for 0 ≤ j ≤ d be a lift of tj ∈ kK , which forms a p-basis ofK. Let fj ∈ OK [X
p
1 , . . . , X
p
d′ , Td′+1,
. . . , Td] for 1 ≤ j ≤ d
′ be a lift of fj ∈ k
p
K [X
p
1 , . . . , X
p
d′ , Td′+1, . . . , Td]. Let pij ∈ OL and ej ∈ N for 0 ≤ j ≤ d
as
pij =

piL j = 0 and eL/K > 1
piK j = 0 and eL/K = 1
a lift of pij 1 ≤ j ≤ d
′
tj j > d
′
, ej =

eL/K j = 0
prj 1 ≤ j ≤ d′
1 j > d′
and put Λ = ⊕0≤nj<ejOKX
n0
0 · · ·X
nd′
d′ ⊂ OK [X0, . . . , Xd′ ].
We use the following lemma in the construction below:
Lemma 2.18. L = K(pi0, pi1, . . . , pid′) and OL = ⊕0≤nj<ejOKpi
n0
0 · · ·pi
nd′
d′ . For x =
∑
0≤nj<ej
anpi
n0
0 · · ·pi
nd′
d′ ∈
OL with an ∈ OK ,
vK(x) = inf
0≤nj<ej
vK(anpi
n0
0 ).
Proof . The first part is [FV, II, Proposition 2.4]. The latter part follows from
piL
∣∣∣ ∑
0≤nj<ej
an0n1···nd′pi
n1
1 · · ·pi
nd′
d′ ⇐⇒ piK
∣∣ an0n1···nd′ for all n1, . . . , nd′
and vK(pi
n0
0 ) = n0/e0 ∈ {0, 1/e0, . . . , e0 − 1/e0}. 
Finally, put Pj ∈ OK [X0, . . . , Xd] for 0 ≤ j ≤ d as follows:
• j = 0: There exists a unique g0 ∈ Λ such that pi
e0
0 = g0(pi). Put P0 = X
e0
0 − g0. Note that P0 ≡ X
e0
0
mod piKOK [X0, . . . , Xd] by Lemma 2.18.
• 1 ≤ j ≤ d′: There exists a unique gj ∈ Λ such that fj(pi1, . . . , pid′ , td′+1, . . . , td) − tj = gj(pi). Put
Pj = fj(X1, . . . , Xd′ , td′+1, . . . , td) − gj(X0, . . . , Xd′) − tj . Note that X0| gj(X) mod piKOK [X0, . . . , Xd],
again by Lemma 2.18.
• j > d′: Put Pj = Xj − tj .
Let Πj be an element of Ainf such that θ(Π0) = pi0 with Π0 ∈ A˜+[piK ] if eL/K > 1, Π0 = [piK ] if eL/K = 1,
θ(Πj) = pij for 1 ≤ j ≤ d
′ (for example, Πj = [pij ]) and Πj = [t˜j ] for j > d
′. Note that if kK is perfect, the
condition about Π0 is not necessary since Ainf = A˜+[piK ].
Proposition 2.19. P0(Π), . . . , Pd(Π) is a generator of I+.
Proof . Obviously P0(Π), . . . , Pd(Π) ∈ I+, so we have only to prove that P0(Π), . . . , Pd(Π) generates I+/(I+, piK)I+
by Nakayama’s lemma. We identify I+/(I+, piK)I+ with (I+ + piKAinf)/(I
2
+ + piKAinf) which is a finite free
OCp/piKOCp -module with a basis {[piK ], t1 − [t˜1], . . . , td − [t˜d]}. We will prove the assertion by calculating
the coefficient matrix C of {P0(Π), . . . , Pd(Π)} with respect to this basis.
Write Π0 = [piL] + ε0, ε0 ∈ I+. Since vE(piL
e0) = vE(piK), we can write piL
e0 = piK u˜ for some u ∈ O
×
Cp
. If
eL/K > 1, we have
P0(Π) ≡ Π
e0
0 mod piKAinf
≡ [piL] + e0[piL]
e0−1ε0 mod I
2
+ + piKAinf
≡ [u˜][piK ] + e0[piL]
e0−1ε0 ≡ u[piK ] + e0pi
e0−1
L ε0.
If eL/K = 1, P0(Π) ≡ [piK ].
We use the following sublemma for the calculation of Pj(Π) for 1 ≤ j ≤ d
′.
Sublemma. Let f(X1, . . . , Xn) ∈ OK [X1, . . . , Xn] and x1, . . . , xn ∈ OK . Then
f(x1, . . . , xn) ≡ f([x˜1], . . . , [x˜n]) +
∑
1≤j≤n
∂f
∂Xj
(x1, . . . , xn)(xj − [x˜j ]) mod I
2
+.
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Moreover, suppose we are given pi ∈ OK with 0 < vp(pi) ≤ 1 and bm ∈ OK (m ∈ N) of which all but finitely
many is zero, such that f ≡
∑
m b
p
mX
m mod piOK [X1, . . . , Xn] and put f˜ =
∑
m [b˜m]
pXm. Then we have
f(x1, . . . , xn) ≡ f˜([x˜1], . . . , [x˜n]) +
∑
1≤j≤n
∂f
∂Xj
(x1, . . . , xn)(xj − [x˜j ]) mod I
2
+ + piAinf .
Let us prove the sublemma. Since x−[x˜] ∈ I+ for x ∈ OK , the first assertion is just Taylor expansion. Since
xp ≡ [x˜]p+pxp−1(x−[x˜]) mod I2+ for x ∈ OK , we have f([x˜1], . . . , [x˜n]) ≡ f˜([x˜1], . . . , [x˜n]) mod I
2
++piAinf ,
which proves the latter assertion.
Since Πpj ≡ [pij ]
p mod I2+ + pAinf , we have for 1 ≤ j ≤ d
′,
fj(Π1, . . . ,Πd′ , td′+1, . . . , td) ≡ fj([pi1], . . . , [pid′ ], td′+1, . . . , td) mod I
2
+ + piKAinf .
Applying the sublemma to fj(X1, . . . , Xd′ , td′+1, . . . , td) ∈ OK [X1, . . . , Xd′], we see that the RHS is equivalent
to fj(pi1, . . . , pid′ , td′+1, . . . , td) modulo I
2
++piKAinf . Again, applying the sublemma to fj(X1, . . . , Xd′ , Td′+1, . . . , Td) ∈
OK [X1, . . . , Xd′ , Td′+1, . . . , Td] with pi = piK , we see that it is equivalent to
f˜j([pi1], . . . , [pid′ ], [t˜d′+1], . . . , [t˜d]) +
∑
d′+1≤k≤d
∂fj
∂Tk
([pi1], . . . , [pid′ ], [t˜d′+1], . . . , [t˜d])(tk − [t˜k])
modulo I2+ + piKAinf . Hence we have
Pj(Π) ≡ f˜j([pi1], . . . , [pid′ ], [t˜d′+1], . . . , [t˜d])−gj(Π0, . . . ,Πd′)−tj mod I
2
++(piK , td′+1−[t˜d′+1], . . . , td−[t˜d])Ainf .
By the definition of fj, we have f˜j([pi1], . . . , [pid′ ], [t˜d′+1], . . . , [t˜d])− [t˜j ] ∈ (p, [pi])A˜+ for some pi ∈ mCp . Let j
be the ideal of Ainf generated by {[x˜]|x ∈ mCp}, then
Pj(Π) ≡ [t˜j ]− tj − gj(Π) mod I
2
+ + (piK , td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j.
Note that we have A˜+[piK ]∩I+ = (p−[p˜], piK−[piK ])A˜+[piK ] ⊂ piKAinf+j: Indeed, when x = f(piK) ∈ I+ with
f ∈ A˜+[X ], x = f(piK)−f([piK ])+f([piK ]) ∈ (piK−[piK ])A˜+[piK ]+A˜+∩I+ ⊂ (piK−[piK ], p−[p˜])A˜+[piK ]. By the
definition of gj , gj(Π0, . . . ,Πd′) ∈ (piK ,Π0)Ainf ⊂ piKAinf+j since Π0−[piL] = ε0 ∈ A˜+[piK ]∩I+ ⊂ piKAinf+j.
We have (piK , td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j = (piK − [piK ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j and
Pj(Π) ≡ [t˜j ]− tj mod I
2
+ + (piK − [piK ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j. Hence we can conclude
Pj(Π)− ([t˜j ]− tj) ∈ I+ ∩
(
I2+ + (piK − [piK ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + j
)
= I2+ + (piK − [piK ], td′+1 − [t˜d′+1], . . . , td − [t˜d])Ainf + jI+,
since j ∩ I+ = (
⋃
x∈mCp
[x˜]Ainf) ∩ I+ =
⋃
x∈mCp
[x˜]I+ = jI+.
For j > d′, we have Pj(Π) = [t˜j ]− tj .
Therefore, the coefficient matrix C ∈ Md+1(OCp/piKOCp) of {P0(Π), . . . , Pd(Π)} for a basis {[piK ], t1 −
[t˜1], . . . , td − [t˜d]} satisfies
C ≡
 unit ∗ 00 −Ed′,d′ 0
0 ∗ −Ed−d′,d−d′
 mod mCpMd+1(OCp/piKOCp).
In particular, C is invertible, hence P0(Π), . . . , Pd(Π) generates (I+ + piKAinf)/(I
2
+ + piKAinf). 
Let m be the kernel of a surjection of K-algebras K[X0, . . . , Xd] → L; Xj 7→ pij . Use the notation of
the previous subsection by identifying L with K[X ]/m. Let f be the K-algebra homomorphism of equi-
dimensional regular local rings
f : K[X ]m → B
+
dR; Xj 7−→ Πj .
Since Cp⊗gr1f : Cp⊗gr1K[X ]m → gr1B
+
dR is surjective, P0(X), . . . , Pd(X) is a regular parameter of K[X ]m.
So, we use the notation of the previous subsection with ΛS = Λ.
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Definition 2.20. For x ∈ B+dR, put sk(x) = sup{m ∈ Z | x ∈ pi
m
KAinf + I
k+1} = wk(x) ∈ Z ∪ {∞}.
Let Q0, . . . , Qd be a generator of I+. A minimal expansion (e´criture minimale in [Col]) of x in B
+
dR is an
expansion x =
∑
n∈Nd+1 λnQ
n with λnQ
n ∈ pi
s|n|(x)
K I
|n|
+ .
Note that s0(x) ≥ s1(x) ≥ · · · ≥ sk(x) ≥ · · · for x ∈ B
+
dR and s0(x) = [vK(x)] for x ∈ K.
Proposition 2.21. For x ∈ L, x =
∑
n∈Nd+1 λn,x,P (Π)P
n(Π) is a minimal expansion of x in B+dR.
Proof . For a polynomial λ(X) =
∑
anX
n ∈ K[X0, . . . , Xd], put v
G
K(λ(X)) = inf vK(an). Note that, for
λ(X) ∈ Λ, we have vGK(λ(X)) = [vK(λ(pi))] by Lemma 2.18, where [∗] denotes the integer part of ∗. We
claim that vGK(λn,x,P (X)) ≥ s|n|(x) for all n. By the definition of v
G
K , this claim proves the assertion. Let
us prove this claim by induction on k =|n|: When k = 0, λ0(X) ∈ Λ satisfies x = λ0,x,P (pi). Hence we
have s0(x) = [vK(x)] = v
G
K(λ0,x,P (X)). For k > 0, by multiplying a power of piK , we can assume sk(x) = 0.
Since s0(x) ≥ s1(x) ≥ · · · ≥ sk(x) ≥ 0 and induction hypothesis, we have λn,x,P (Π) ∈ Ainf for |n |< k and
x ∈ O
(k)
K
= K ∩ (Ainf + I
k+1). Hence we have∑
|n|=k
λn,x,P (Π)P
n(Π) = x−
∑
|n|<k
λn,x,P (Π)P
n(Π)−
∑
|n|>k
λn,x,P (Π)P
n(Π) ∈ Ik ∩ (Ainf + I
k+1) = Ik+ + I
k+1
where the last equality is from §1.2. Once we identify Ik+/I
k+1
+ as a freeOCp -module with a basis {P
n(Π)}|n|=k,
we have Ik/(Ik+ + I
k+1) = Cp/OCp ⊗OCp I
k
+/I
k+1
+ = ⊕|n|=k(Cp/OCp)P
n(Π) by Remark 1.4(iv). Thus we
have λn,x,P (pi) ∈ OCp for |n| = k and v
G
K(λn,x,P (X)) = [vK(λn,x,P (pi))] ≥ 0 = s|n|(x). 
Corollary 2.22. Under the canonical identification Ω
(k)
OK/OK
= Ik/(Ik+ + I
k+1) = Cp/OCp ⊗ (I
k
+/I
k+1
+ ), for
x ∈ O
(k−1)
L , we have
d(k)(x) =
∑
|n|=k
λn,x,P (pi)⊗ P
n(Π).
Proof . As we see in the above proof, for x ∈ O
(k−1)
L , i.e., sk−1(x) ≥ 0, we have x˜ =
∑
|n|≤k−1 λn,x,P (Π)P
n(Π) ∈
Ainf . Hence we have
d(k)(x) = ∂(k)(x) ≡ x− x˜ mod Ik+1 + Ik+
≡
∑
|n|=k
λn,x,P (Π)P
n(Π) ≡
∑
|n|=k
λn,x,P (pi) ⊗ P
n(Π).

Proof of Theorem 2.14. Since we have O
(k)
K
= O
(k)
K′
and a canonical isomorphism Ω
(k)
OK/OK
∼= Ω
(k)
O
K′
/OK′
for an unramified finite extension K ′/K, we can assume that L/K satisfies Hypothesis 2.15 by replacing
K by its maximal unramified extension in L. So, we use the notation as above. First prove (ii). To
prove this, we have only to prove that the canonical map OK ⊗ Ω
(k)
OL/OK
→ Ω
(k)
OK/OK
is injective. We
identify Ik+/I
k+1
+ as a free OCp -module with a basis {P
n(Π)}|n|=k, then we have Ω
(k)
OL/OK
⊂ (L/OL)
⊕(d+kk ) ⊂
(Cp/OCp)
⊕(d+kk ) = Ω
(k)
OK/OK
by the above corollary and the fact λn,x,P (pi) ∈ L. This implies the injectivity
of the above morphism. Let us prove (i). Since Ω
(k)
OL/OK
is finitely generated over OL, we have Ω
(k)
OL/OK
⊂
(L/OL)
⊕(d+kk )[pn] for some n. By the structure theorem of finitely generated modules over discrete valuation
rings, we obtain µ(Ω
(k)
OL/OK
) ≤ µ(p−nOL/OL)
⊕(d+kk ) =
(
d+k
k
)
. 
3. Good modules
Throughout this section, let L/K be an algebraic extension of local fields. In this section, we will
investigate modules of special form over OL, called “good modules” which play a crucial role in this paper.
Definition 3.1. An OL-module M is good if there exists a direct system {Lλ}λ∈Λ consisting of finite subex-
tensions of L/K and a direct system {Mλ}λ∈Λ consisting of OLλ-submodules of M satisfying the following
conditions:
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(i) Transitive maps are inclusions, i.e., we have Lλ ⊂ Lλ′ and Mλ ⊂Mλ′ for λ < λ
′ and L = ∪Lλ,M =
∪Mλ. Moreover, for λ < λ
′, the canonical morphism OLλ′ ⊗Mλ →Mλ′ is injective.
(ii) Mλ is an OLλ-module of finite length for λ ∈ Λ and supλ µ(Mλ) <∞.
We call {Mλ}λ∈Λ a direct system of M . For a direct system {Mλ}λ∈Λ of M , put n(M) = supλ µ(Mλ) and
define (eλi )1≤i≤n(M) ∈ Q
n(M)
≥0 in order that they satisfy
Mλ ∼= ⊕1≤i≤n(M)OLλ/p
eλi OLλ , e
λ
1 ≥ e
λ
2 ≥ · · · ≥ e
λ
n(M),
where pe
λ
i denotes any element in OLλ with its p-adic valuation e
λ
i . Then let us define r(M) by r(M) =
#{i | supλ e
λ
i =∞}.
Example 3.2. (i) (L/OL)
⊕n is a good OL-module with r(M) = n(M) = n.
(ii) For k ∈ N>0, M = Ω
(k)
OL/OK
is a good OL-module with r(M) ≤ n(M) ≤
(
d+k
k
)
by Theorem 2.14.
(iii) If eL/K = ∞, then L/mL is not a good module. In fact, if it were a good module, we would have
L/mL ∼= L/OL by Theorem 3.8 below. However, the annihilator by mL of both sides are OL/mL
and 0, respectively.
Remark 3.3. (i) Goodness is stable under sub, base change and direct sum: For a good OL-moduleM ,
sub OL-modules ofM are good. For an algebraic extension L
′/L, OL′⊗OLM is a good OL′-module.
The direct sum of two good OL-modules is also good.
(ii) n(M) and r(M) are invariants of M , i.e., independent of the choice of direct systems. They are also
compatible with base change. Indeed, it is easy in the case of n(M). In the case of r(M), it follows
from Theorem 3.8 below.
Lemma 3.4. Let n, r ∈ N and φ : (OL/pnOL)⊕r → (OL/pn+1OL)⊕r be an injective OL-module homomor-
phism. Then there exists ψ ∈ AutOL(OL/p
n+1OL)
⊕r making the following diagram commutative:
(OL/p
nOL)
⊕r φ //
p
((RR
RRR
RRR
RRR
RR
(OL/p
n+1OL)
⊕r
ψ

(OL/p
n+1OL)
⊕r
where p is the OL-module homomorphism characterized by
p(0, . . . ,
i
1ˇ, . . . , 0) = (0, . . . ,
i
pˇ, . . . , 0) , 1 ≤ i ≤ r.
Proof . We can assume L/K is finite. By the injectivity of φ, we have a commutative diagram
(OL/p
nOL)
⊕r ∃ //___
φ ((RR
RRR
RRR
RRR
RR
(pOL/p
n+1OL)
⊕r
inc.

(OL/p
n+1OL)
⊕r,
where the dotted arrow is an isomorphism. Let A ∈ Mr(OL) be a lift of φ. Then, by the above diagram,
we have A = pB for some B ∈ GLr(OL). Taking ψ as the induced homomorphism by B
−1, we obtain the
conclusion. 
Corollary 3.5. Let {Mn}n∈N be a direct system of OL-modules such that there exists r ∈ N with Mn ∼=
(OL/p
nOL)
⊕r for all n and that the transitive maps {φn :Mn →Mn+1}n∈N are all injective. Then
lim
−→
n
Mn ∼= (L/OL)
⊕r.
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Proof . Choose an OL-isomorphism ψ1 : M1 → (OL/pOL)
⊕r and define inductively OL-isomorphisms ψn :
Mn → (OL/p
nOL)
⊕r, which make the following diagram commutative:
Mn
φn //
ψn

Mn+1
ψn+1

(OL/p
nOL)
⊕r p // (OL/pn+1OL)⊕r.
Then
lim
−→
ψn : lim−→
Mn
∼=
→ lim
−→
(OL/p
nOL)
⊕r = (L/OL)
⊕r.

Lemma 3.6. Let A be a discrete valuation ring with uniformizer pi, let M1 ⊂ M2 be A-modules of finite
length and let eji , 1 ≤ i ≤ n, be non-negative integers satisfying
Mj ∼= ⊕1≤i≤nA/pi
ejiA, ej1 ≥ e
j
2 ≥ · · · ≥ e
j
n.
Then e1i ≤ e
2
i for 1 ≤ i ≤ n.
Proof . We have a commutative diagram
0 // M1[pim−1] //
_

M1[pi
m] //
_

M1[pi
m]/M1[pi
m−1] //

0
0 // M2[pim−1] // M2[pi
m] // M2[pim]/M2[pim−1] // 0
with exact rows. Since M1[pi
m−1] =M1[pi
m]∩M2[pi
m−1], the right vertical map is also injective. Combining
this with the equality dimkMj [pi
m]/Mj[pi
m−1] = #{i | eji ≥ m}, we obtain the assertion. 
Corollary 3.7. Let M be a good OL-module with a direct system {Mλ}. Then we have e
λ
i ≤ e
λ′
i for λ < λ
′,
1 ≤ i ≤ n(M).
Theorem 3.8 (Structure theorem of good modules). Let M be a good OL-module.
(i) For sufficiently large m ∈ N, Mdiv = pmM ∼= (L/OL)⊕r(M) and if r(M) = n(M), then we can take
m = 0.
(ii) M ∼= (L/OL)
⊕r for some r ∈ N⇔ r(M) = n(M).
Corollary 3.9. Under the same hypothesis as above, we have
TpM ∼= ObL
⊕r(M), VpM ∼= L̂
⊕r(M), dimbL VpM = r(M).
Proof of Theorem 3.8. We have only to prove (i). First, let us show pmM ∼= (L/OL)
⊕r(M) for some m ∈ N.
For m ∈ N, pmM is good and r(M) = r(pmM). Moreover, by taking m sufficiently large (for example,
supr(M)<i supλ e
λ
i ≤ m), we have r(p
mM) = n(pmM). So it is enough to prove M ∼= (L/OL)
⊕r under the
condition r = r(M) = n(M).
Choose {λN}N∈N ⊂ Λ such that λ0 < λ1 < · · · and e
λN
r ≥ N (Use Corollary 3.7). For N ∈ N, put
ΛN = {λ ∈ Λ | e
λ
r ≥ N, λ > λN}, then ΛN is cofinal with Λ by Corollary 3.7. Since we have a canonical
isomorphism OLλ ⊗OLλN
(MλN [p
N ]) ∼=Mλ[p
N ] for λ ∈ ΛN , there are canonical isomorphisms
M [pN ] ∼= lim−→
λ∈ΛN
Mλ[p
N ] ∼= lim−→
λ∈ΛN
OLλ ⊗OLλN
(MλN [p
N ]) ∼= OL ⊗OLλN
(MλN [p
N ]).
Since M is p-torsion, we have
M ∼= lim−→
N∈N
M [pN ] ∼= lim−→
N∈N
OL ⊗ (MλN [p
N ]) ∼= (L/OL)
⊕r,
where the last isomorphism follows from Corollary 3.5. 
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In the rest of this section, we prove the exactness of the functor Vp under certain assumption of goodness.
Recall ([Sch, p.413]) that, for a short exact sequence of abelian groups
0 // M1 // M2 // M3 // 0 ,
we have a long exact sequence
0 // M1[pn] // M2[pn] // M3[pn] // M1/pnM1 // M2/pnM2 // M3/pnM3 // 0
which constitutes an inverse system. If {Mi[p
n]}n∈N satisfies the Mittag-Leffler condition (ML) for i = 1, 2, 3,
then we have an exact sequence
0 // TpM1 // TpM2 // TpM3 // M̂1
// M̂2
// M̂3
// 0,
where ̂ denotes the p-adic Hausdorff completion. For an abelian group M , ML is satisfied for {M [pn]}n∈N
if pmM = 0 for some m ∈ N or M is p-divisible. Therefore, if M is a good OL-module, {M [pn]}n∈N also
satisfies ML.
Lemma 3.10. Let
0 // M1 // M2 // M3 // 0
be an exact sequence of OL-modules with M2 good. Then
0 // VpM1 // VpM2 // VpM3 // 0
is exact.
Proof . Since Vp is left exact by the definition, we have only to prove the surjectivity. Since Vp(p
nM) = VpM
for an abelian group M , we can assume M2 is p-divisible by replacing M1 by M1 ∩ p
nM2, M2 and M3 by
pnM2, p
nM3 for sufficiently large n. SinceM3 is p-divisible andM1,M2 are good, we have an exact sequence
0 // TpM1 // TpM2 // TpM3 // M̂1.
Since we have M̂1 ∼= M1/p
nM1 for sufficiently large n, we obtain the conclusion by tensoring the above
sequence with Qp. 
Corollary 3.11. Let
0 // M1 // M2 // M3 // M4 // 0
be an exact sequence of OL-modules. If M2 is good and p
mM4 = 0 for some m ∈ N, then
0 // VpM1 // VpM2 // VpM3 // 0
is exact.
4. Main theorem
Definition 4.1. For k ∈ N, put Ak = lim←−nO
(k−1)
K
/pnO
(k)
K
, i.e., the topological closure of O
(k−1)
K
in Bk and
let d(k) : Ak → Ω
(k)
OK/OK
be the canonical extension of d(k) : O
(k−1)
K
→ Ω
(k)
OK/OK
by continuity.
We call a sequence {xn} ⊂ Bk is Bk-Cauchy if this sequence is a Cauchy sequence in Bk.
Lemma 4.2. Let k ∈ N.
(i) Jk ⊂ Ak.
(ii) There exists a commutative diagram:
0 // Ik+/I
k+1
+
inc.

inc. // Jk
inc.

pr. // Ik/(Ik+1 + Ik+)
ι−1

// 0
0 // Ak
inc. // Ak
d(k) // Ω(k)OK/OK
// 0
with exact rows. (ι is the isomorphism in Theorem 2.4(ii).)
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Proof . (i) Let x ∈ Jk. Then, by Theorem 2.4(iv), there exists a Bk-Cauchy sequence {xn} ⊂ K which
converges to x. Then, this sequence converges to zero when viewed as a sequence in Bk−1. Hence, by
Theorem 2.4(iv), xn is contained in O
(k−1)
K
for sufficiently large n. Hence x = limxn is contained Ak.
(ii) The exactness of the upper horizontal arrow is obvious. The lower horizontal arrow is obtained by
taking the inverse limit of the exact sequence
0 // O
(k)
K
/pnO
(k)
K
// O(k−1)
K
/pnO
(k)
K
// Ω(k)OK/OK
// 0,
hence it is also exact. The commutativity of the left square is obvious and it suffices to prove the com-
mutativity of the right square. For x ∈ Jk, write x = limxn with xn ∈ O
(k−1)
K
= K ∩ (Ainf + I
k). Write
xn = yn+ zn, yn ∈ Ainf , zn ∈ I
k, then we have ι◦d(k)(x) = zn mod I
k+1+ Ik+ for n≫ 0. Since x−xn ∈ Ak
for n≫ 0, we have x− zn = x− xn + yn ∈ Ak ∩ Jk = I
k
+/I
k+1
+ where ¯¯ denotes mod I
k+1. 
Put again d(k) : Jk → Ω
(k)
OK/OK
the restriction of d(k) : Ak → Ω
(k)
OK/OK
to Jk.
Corollary 4.3. d(k) : Jk → Ω
(k)
OK/OK
is a surjective OCp-module homomorphism.
Definition 4.4. For k ∈ N, put L̂k = lim←−n L/p
nO
(k)
L (resp. L̂∞ = lim←−n,k
L/pnO
(k)
L ), i.e., the topological
closure of L in Bk (resp. B
+
dR). Note that L̂0 is just L̂.
Note that for x ∈ Jk ∩ L̂k, we have a Bk-Cauchy sequence {xn} such that x = limxn with x ∈ O
(k−1)
L as
in the proof of previous lemma. Let us note the following lemma:
Lemma 4.5. Let F be a non-archimedean complete valuation field and let F0 be a dense subfield of F . Let
V be a complete topological F -vector space and let V0 be a sub F0-vector space of V which is closed in V .
Then V0 is also a sub F -vector space of V .
In particular, Jk ∩ L̂k is an L̂-vector space and we have a well-defined ObL-module homomorphism d
(k) :
Jk ∩ L̂k → (Ω
(k)
OL/OK
)div. The image is contained in d
(k)(O
(k−1)
L ).
Definition 4.6. For k ∈ N>0, L/K is said to be de Rham at level k if d(k)(O
(k−1)
L ) contains (Ω
(k)
OL/OK
)div
and put H
(k)
dR(L/K) = (Ω
(k)
OL/OK
)div/d
(k)(Jk ∩ L̂k).
Remark 4.7. (i) The definition of de Rham at level k in this paper corresponds to that of de Rham
at level k + 1 in [IZ]. Our numbering is natural as we will see in Theorem 4.10.
(ii) L/K is de Rham at level k if and only if H
(k)
dR(L/K) = 0. In fact, assume that L/K is de Rham at
level k and let ω ∈ (Ω
(k)
OL/OK
)div. Then we can take ωn ∈ (Ω
(k)
OL/OK
)div and xn ∈ O
(k−1)
L such that
ω0 = ω, ωn = pωn+1 and ωn = d
(k)(xn). Then, since d
(k)(pxn+1−xn) = pωn+1−ωn = 0, pxn+1−xn
is contained in O
(k)
L . Hence we have p
n+1xn+1 − p
nxn ∈ p
nO
(k)
L and so {p
nxn} is a Bk-Cauchy
sequence. On the other hand, since pnxn ∈ p
nO
(k−1)
L , {p
nxn} converges to zero in Bk−1. So we have
d(k)(x) = ω with x = lim pnxn ∈ Jk ∩ L̂k.
By this argument and the OL-linearity of d
(k) : Jk ∩ L̂k → (Ω
k
OL/OK
)div, we can also prove
H
(k)
dR(L/K) = 0 if Im(d
(k) : O
(k−1)
L → Ω
(k)
OL/OK
)div generates (Ω
(k)
OL/OK
)div over OL.
Lemma 4.8. Let L/K be de Rham at level k. Then there exists a constant mk ∈ N, which depends only on
L, satisfying the following:
For x ∈ Im(L̂k → L̂k−1), there exists a lift x
′ ∈ L̂k of x such that wk(x
′) ≥ wk−1(x) −mk.
Proof . Takemk satisfying pi
mk
K Ω
(k)
OL/OK
= (Ω
(k)
OL/OK
)div. Since wk(pi
n
Ka) = wk(a)+n for all k, we can assume
wk−1(x) = 0. Let x
′ ∈ L̂k be a lift of x. Choose {xn} ⊂ Jk ∩ L̂k such that pi
mk
K d
(k)(x′) = pimkK d
(k)(x0),
d(k)(xn) = piKd
(k)(xn+1). Then {pi
n
Kxn} is Bk-Cauchy and we have x
′′ = limpinKxn ∈ Jk ∩ L̂k. We have
pimkK d
(k)(x′) = pimkK d
(k)(x′′), so the modified lift x′ − x′′ satisfies the required condition. 
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In particular, a Bk−1-Cauchy sequence of L lifts to a Bk-Cauchy sequence of L̂k. Hence we have
Corollary 4.9. Under the same assumption as above, the canonical map L̂k → L̂k−1 is surjective.
Theorem 4.10 (Main theorem). For k ∈ N>0, the followings are equivalent:
(i) For 1 ≤ n ≤ k, L̂n = B
GL
n .
(ii) For 1 ≤ n ≤ k, Jn ∩ L̂n = J
GL
n .
(iii) For 1 ≤ n ≤ k, Vp(Ω
(n)
OL/OK
) = JGLn and L/K is de Rham at level n.
Before the proof, we prepare an easy lemma:
Lemma 4.11. Let F be a non-trivial non-archimedean complete valuation field. Let m,m′ ∈ N and let
φ : F⊕m → (F/OF )
⊕m′ be an OF -module homomorphism. Then there exists a F -vector space homomorphism
φ : F⊕m → F⊕m
′
which makes the following diagram commutative:
F⊕m
φ
xxr
r
r
r
r
φ

F⊕m
′
pr.
// (F/OF )⊕m
′
Proof . We can assume that m = m′ = 1 and φ(OF ) = 0. Take a non-zero element pi in the maximal ideal
of OF and choose xi ∈ OF such that φ(1/pi
i) = (1/pii)xi mod OF , then {xi} is Cauchy, hence φ(1) = limxi
satisfies the condition. 
Proof of Theorem 4.10. (i)⇒(ii) This follows from a commutative diagram with exact rows
(3) 0 // Jn ∩ L̂n
inc.

inc. // L̂n
inc.

pr. // L̂n−1
inc.

0 // JGLn
inc. // BGLn
pr. // BGLn−1.
(ii)⇒(iii) Put m = dimbL Jn ∩ L̂n = dimbL J
GL
n , m
′ = dimbL Vp(Ω
(n)
OL/OK
). Then m ≥ m′ by Remark 2.12.
By the structure theorem of good modules, we can identify (Ω
(n)
OL/OK
)div = (L̂/ObL)
⊕m′ . Since Jn∩L̂n ∼= L̂
⊕m,
we have a commutative diagram by the previous lemma
L̂⊕m
′
pr.

0 // ker d(n)
inc. // Jn ∩ L̂n
d(n)//
∃D(n)
88q
q
q
q
q
q
(Ω
(n)
OL/OK
)div
kerD(n)
?
OO
,

99tttttttttt
with an exact row. Since kerD(n) ⊂ (ker d(n))div ⊂ (I
n
+/I
n+1
+ )div = 0, we have m
′ ≥ m, i.e., m = m′.
(iii)⇒(ii) Put m = dimbL Jn ∩ L̂n, m
′ = dimbL Vp(Ω
(n)
OL/OK
). By the surjective ObL-module homomorphism
L̂⊕m ∼= Jn ∩ L̂n → (Ω
(n)
OL/OK
)div ∼= (L̂/ObL)
⊕m′ ,
we have m ≥ m′. Since Jn ∩ L̂n ⊂ J
GL
n , we have the conclusion.
(ii)+(iii)⇒(i) This follows from the diagram (3), Theorem 1.6 and Corollary 4.9. 
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5. Deeply ramified extensions and shallowly ramified extensions
For a finite algebraic extension L/K, denote DL/K the different ideal of L/K. This is the fitting ideal of
Ω1OL/OK ([Fal, Lemma 1.1]).
Definition 5.1. An algebraic extension L/K is deeply ramified (resp. shallowly ramified ) if dimbL Vp(Ω
1
OL/OK
)
= d+ 1 (resp. 0).
Note that, for a finite subextension K ′/K of L/K (resp. a finite extension L′/L), L/K is deeply ramified
or shallowly ramified if and only if L/K ′ (resp. L′/K) is so. In fact, we have r(Ω1OL/OK ) = r(Ω
1
OL/OK′
) (resp.
r(Ω1OL/OK ) = r(Ω
1
OL′/OK
)): In the case of Ω1OL/OK′
, this follows from Lemma 2.3 and Lemma 3.10. Let us
consider the case of r(Ω1OL′/OK
). By [Ser1, V, §4, Lemma 6], we may assume that there exist finite extensions
K ′′/K ′/K such that K ′′ and L are linearly disjoint over K ′ and that K ′′L = L′. Replacing K by K ′, we
may assume there exists a finite extension K ′/K such that L′ = K ′L and that L,K ′ are linearly disjoint over
K. Let {Lλ} be the finite subextensions of L/K and put L
′
λ = L
′Lλ. Then, by the definition of different
via the trace form ([Ser1, III, §3]), we have vp(DK′/K) ≥ vp(DL′
λ
/Lλ
). Hence Ω1OL′/OL
= lim
−→λ
Ω1O
L
′
λ
/OLλ
is
killed by some power of p and this implies the equality r(Ω1OL/OK ) = r(Ω
1
OL′/OK
) by Lemma 3.10. Also, it
is easy to see that, if L/K is deeply ramified, then L′/K is deeply ramified for all algebraic extensions L′/L.
Example 5.2. Let t1, . . . , td be a p-basis of K0. Put
Kn = K(ζpn , t
p−n
1 , . . . , t
p−n
d ), K∞ = ∪Kn,
where ζpn is a primitive p
n-th root of unity. We prove that K∞ is deeply ramified over K. We can assume
K = K0. Note that
OKn
∼= OK [ζpn ]⊗OK OK [t
p−n
1 ]⊗OK · · · ⊗OK OK [t
p−n
d ].
By a simple calculation, we have
Ω1OK [ζpn ]/OK
∼= (OK [ζpn ]/p
n− 1p−1 )dlogζpn ,
Ω1
OK [t
p−n
j ]/OK
∼= (OK [t
p−n
j ]/p
n)dlogtp
−n
j , 1 ≤ j ≤ d.
where dlogζpn = (1/ζpn)dζpn and dlogt
p−n
j = (1/t
p−n
j )dt
p−n
j .
Thus, we have
Ω1OKn/OK
∼= (OKn/p
n− 1p−1 )dlogζpn ⊕ ⊕1≤j≤d(OKn/p
n)dlogtp
−n
j ,
which implies that K∞/K0 is deeply ramified.
As an obvious example, K/K is deeply ramified. Typical examples of shallowly ramified extension are
unramified extensions and tamely ramified extensions.
Theorem 5.3. For an algebraic extension L/K, the followings are equivalent;
(i) L/K is deeply ramified.
(ii) For all finite extensions L′/L, TrL′/L(mL′) = mL.
(iii) For all algebraic extensions L′/L, Ω1OL′/OL
= 0.
(iii)’ For all algebraic extensions L′/L, Ω1OL′/OL
is almost zero.
(iii)” There exists an integer m such that, for all algebraic extensions L′/L, pmΩ1OL′/OL
= 0.
(iv) Ω1OL/OK
∼= (L/OL)
⊕d+1.
Proof . First, we prove the equivalence except (ii).
(i) and (iv) is equivalent by Theorem 3.8. Obviously (iii)⇒(iii)’⇒(iii)”. Using Lemma 2.3 to K/L/K
and applying Lemma 3.10, (iii)” implies r(Ω1OL/OK ) = r(Ω
1
OK/OK
) = d, i.e., (iv). To prove (iv)⇒(iii),
by Lemma 2.3, we have only to prove that, for any algebraic extension L′/K, an injective OL′-module
homomorphism ι : (L′/OL′)
⊕n → (L′/OL′)
⊕n is surjective: It suffices to prove the surjectivity after taking
the pm-torsion part of both sides and we can assume L′/K is finite. Then the length of the cokernel of ι[pm]
is 0, i.e., ι[pm] is surjective.
We will finish the proof by proving (i)⇒(ii) and (ii)⇒(iii)’.
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(i)⇒(ii) Obviously, we can choose a tower {Ln} of finite subextensions of L/K such that, for each n, there
exists a surjective OLn+1-module homomorphism Ω
1
OLn+1/OLn
→ (OLn+1/pOLn+1)
⊕d+1. By replacing K by
a finite subextension of K in L, we can take a finite extension K ′/K such that linearly disjoint from L over
K and L′ = K ′L. Then by [Fal, Theorem 1.2] and [Tate, Proposition 9], we have TrL′∞/L∞(mL
′
∞
) = mL∞ ,
where L∞ = ∪Ln and L
′
∞ = ∪LnK
′. For any finite subextension Lλ/K of L/K, we can take the above
tower {Ln} satisfing Lλ ⊂ L∞. Then we have mLλ ⊂ mL∞ = TrL′∞/L∞(mL
′
∞
) ⊂ TrL′/L(mL′). Hence we
have TrL′/L(mL′) = mL.
(ii)⇒ (iii)’ First, note that (ii) implies eL/K = ∞: If not, by replacing K by a finite subextension K1 of
K in L with eL/K = eK1/K , we may assume eL/K = 1. Put L
′ = L(pip
−1
K ) and K
′ = K(pip
−1
K ). Then, for all
finite subextensions Lλ/K of L/K, OLλK′ = OLλ⊗OK′ since eLλ/K = 1 and eK′/K = [K
′ : K] = p. Denote
the integer part of x by [x]. Then we have ([Ser1, III, §3, Proposition 7])
vLλ(TrLλK′/Lλ(mLλK′)) = [vLλ(mLλK′) + vLλ(DLλK′/Lλ)]
=
[
1
p
+ eK +
p− 1
p
]
= eK + 1 > 1,
which is a contradiction.
Next, we prove that (ii) implies the following claim:
Claim. For any finite extensions K ′/K which is linearly disjoint from L over K, there exists a tower {Ln}
of finite subextensions of L/K such that vp(DLnK′/Ln)→ 0 (n→∞).
Note that, for any tower {Ln} of finite subextensions of L/K, {vp(DLnK′/Ln)}n is a decreasing sequence.
Choose a tower {Ln} such that {TrLnK′/Ln(mLnK′)}n generate mL over OL: Such one exists since mL is
countably generated over OL. We will prove that this {Ln} satisfies the condition.
If vp(DLnK′/Ln) → ε (n → ∞) with ε 6= 0, we can choose sufficiently large n0 such that 1/eLn0 ≤
vp(DLnK′/Ln) for all n≫ 0. Then we have
vK(TrLnK′/Ln(mLnK′)) = [vLn(mLnK′) + vLn(DLnK′/Ln)]
1
eLn/K
≥
[
vLn(mLnK′) + eLn
1
eLn0
]
1
eLn/K
≥
1
eLn0/K
,
which contradicts the assumption that the left hand side converges to 0 as n → ∞. Hence we have proved
the claim.
Finally, let us prove (iii)’. To prove this, we may replace K by a finite extension of K in L. So we may
assume that there exists a finite subextension K ′/K in L′/K such that K ′ and L are linearly disjoint over K
and that L′ = LK ′. Let Lλ/K be any finite subextension of L/K and put L
′
λ = LλK
′. Then, by applying
the claim to the finite extension L
′
λ/Lλ, we can choose a tower {Ln} satisfying the conclusion of the claim
with Lλ ⊂ L∞ = ∪Ln. Since the canonical map Ω
1
O
L
′
λ
/OLλ
→ Ω1OL′/OL
factors through the almost zero
module Ω1O
L
′
∞
/OL∞
= lim
−→n
Ω1OLnK′/OLn
, the assertion is proved. 
Proposition 5.4. Let L/K be deeply ramified. Then
(i) Ω1OL/OK is p-divisible.
(ii) vp(eL/K) =∞, i.e., supL′ vp(eL′/K) =∞ where L
′ runs through all finite subextensions of L/K.
(iii) kL is perfect.
(iv) H1(GL,mK) = 0, where mK is endowed with the discrete topology.
(v) Put ∆L(x) = infσ∈GL vp(x
σ − x) for x ∈ K (cf. [Ax]). Then ∆L(x) = supa∈L vp(x − a) for all
x ∈ K.
(vi) All Cp-representations of GL are admissible and Hk(GL, V ) = 0, k > 0, for all B
+
dR-representations
V of GL.
We only use the property (vi) in the following.
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Proof . (i) This follows from Theorem 5.3(iv).
(ii) Assume vp(eL/K) < ∞ and deduce a contradiction. By replacing K by its finite extension K
′ if
necessary, we can assume vp(eL/K) = 0. Choose a finite subextension L
′/K of L/K such that the p-adic
valuations {e1, . . . , ed+1} of the invariant factors of Ω
1
OL′/OK
satisfy e1 ≥ · · · ≥ ed+1 > 1. By replacing K
by the maximal unramified extension of L′/K, we can assume that L′/K satisfies Hypothesis 2.15. Now use
the same notation as §2.3. Since P0(X) ≡ X
eL/K
0 mod piKOK [X0, . . . , Xd] by the construction of P0(X)
and dP0(pi) = 0, we have
(eL′/Kpi
eL′/K−1
L′ + apiK)dpiL′ ∈
∑
0<i≤d
OLdpii
for some a ∈ OL′ . Hence we have µ(pΩ
1
OL′/OK
) ≤ d, this contradicts to the assumption of ei’s.
(iii) Assume that kL is not perfect. Choose t ∈ OL with t¯ ∈ kL \ k
p
L and put L
′ = L(tp
−1
). Then one can
prove OL′ = OL[t
p−1 ], in particular Ω1OL′/OL
6= 0, which contradicts to Theorem 5.3(iii).
(iv) By [Fal, Theorem 2.4], H1(GL,OK) is almost zero. If H
1(GL,mK) 6= 0, we have x ∈ K such that the
1-cocycle s defined by x is not a 1-coboundary. Choose ε ∈ vp(L) such that infσ∈GL vp(x
σ − x) > 2ε > 0.
If we consider the 1-cocycle defined by x/p2ε, this cocycle class in H1(GL,OK) is killed by p
ε, so we have
x− pεx′ ∈ L for some x′ ∈ OK . Hence s is a 1-coboundary, which contradicts to the definition of s.
(v) Assume that there exists an element x ∈ K with ∆L(x) > supa∈L vp(x − a). By multiplying with some
element in L \ {0} if necessary, we may assume the inequalities infσ∈GL vp(x
σ − x) > 0 > supa∈L vp(x− a).
Then, since the 1-cocycle defined by x is killed in H1(GL,mK) by (iv), there exists a ∈ L such that x−a ∈ mK .
this contradicts to the above inequality.
(vi) We can reduces to the case that V is a Cp-representation. Since all Cp-representations of GL are
admissible by Theorem 5.3(ii) and the argument of [Sen2, Proposition 4], it suffices to prove the equality
Hk(GL,Cp) = 0 for k > 0. We can prove this by the argument in [Tate, (3.2)], using Theorem 5.3(ii). 
Remark 5.5. Let {GaK}a∈Q≥0 be the ramification filtration of Abbes-Saito ([AS]). An algebraic extension
L/K has a finite conductor if L ⊂ K
GaK for some a. If L has a finite conductor, then L/K is shallowly
ramified by [AS, Proposition 7.3]. In classical case, i.e., kK is perfect, the converse is also true ([CG, p.143]).
In imperfect residue field case, the author does not know this is true. For other properties of deeply ramified
extensions and geometric applications in classical case, see [CG].
Theorem 5.6. Let L/K be a deeply ramified extension. Put Ik = I/I
k+1 ⊂ Bk.
(I) In addition to the conditions of Theorem 4.10, the following are equivalent:
(i)’ L̂k = B
GL
k .
(ii)’ For 1 ≤ n ≤ k, Jn ∩ L̂n generates Jn.
(iii)’ For 1 ≤ n ≤ k, Vp(Ω
(n)
OL/OK
) = JGLn and d
(n) : O
(n−1)
L → Ω
(n)
OL/OK
is surjective.
(iv) For 1 ≤ n ≤ k, In ∩ L̂n = I
GL
n .
(iv)’ For 1 ≤ n ≤ k, In ∩ L̂n generates In.
(v) Ik ∩ L̂k = I
GL
k .
(v)’ Ik ∩ L̂k generates Ik.
(II) The followings are equivalent:
(i) L̂∞ = (B
+
dR)
GL .
(ii) For all k ∈ N, L̂k = B
GL
k .
(iii) I ∩ L̂∞ = I
GL.
(iii)’ I ∩ L̂∞ generates I.
Proof . (I) (i)⇒(i)’ is obvious and (i)’⇒(i) follows from the surjectivity of BGLn → B
GL
n−1.
(ii)⇔(ii)’ A direct consequence of Proposition 5.4(vi).
(iii)⇒(iii)’ follows from Theorem 2.14, Theorem 3.8 and Proposition 5.4(vi) and (iii)’⇒(iii) is obvious.
(ii)⇒(iv) We will prove
Iin ∩ L̂n = (I
i
n)
GL for 1 ≤ i ≤ n
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by induction on n: In the case n = 1, there is nothing to prove. For general n, we use descending induction
on i, starting from i = n: In the case i = n, there is nothing to prove. For general i, the conclusion follows
from the following commutative diagram with exact rows
0 // Iin ∩ L̂n
//

Ii−1n ∩ L̂n
//

Ji−1 ∩ L̂i−1

// 0
0 // (Iin)
GL // (Ii−1n )
GL // JGLi−1
// 0,
where the surjection in the upper row follows from Corollary 4.9.
(iv)⇒(iv)’, (v)⇒(v)’ Since the projection IGLn → I
GL
1 is surjective and I1
∼= Cp ⊗ (I
GL
1 ), we have the
conclusion by Nakayama’s lemma.
(iv)⇒(v), (iv)’⇒(v)’ Obvious.
(v)’⇒(ii)’ From (In ∩ L̂n)
n ⊂ Jn ∩ L̂n and I
n
n = Jn.
(II) (i)⇒(iii) Obvious.
(iii)⇒(iii)’ We have the canonical surjection IGL = lim
←−
(IGLk ) → I
GL
1 and the canonical isomorphism
I1 ∼= Cp ⊗ (I
GL
1 ). From these, we see that I
GL generates I by Nakayama’s lemma.
(iii)’⇒(ii) Since the canonical projection I → Ik is surjective, the condition (v)’ of (I) holds for all k ∈ N.
(ii)⇒(i) (B+dR)
GL = lim
←−k
BGLk = lim←−k
L̂k = lim←−k
lim
←−n
L/pnO
(k)
L = lim←−k,n
L/pnO
(k)
L = L̂∞.

Corollary 5.7. Let L/K be deeply ramified. If BGLk = L̂k (resp. L̂∞ = (B
+
dR)
GL), then we have L̂′k = B
GL′
k
(resp. L̂′∞ = (B
+
dR)
GL′ ) for all algebraic extensions L′/L.
Theorem 5.8. Let L/K be shallowly ramified.
(i) L̂k = B
GL
k and L̂∞ = (B
+
dR)
GL .
(ii) The valuations {wk|L} of L are equivalent to each other. In particular, we have canonical isomor-
phisms
L̂ ∼= L̂k ∼= L̂∞
as topological rings.
The proof reduces to the following theorem:
Theorem 5.9. If L/K is shallowly ramified, then JGLk = 0 for all k ∈ N.
Let us prove Theorem 5.8, admitting Theorem 5.9: The equality L̂k = B
GL
k follows from Theorem 4.10.
Since ker (L̂k → L̂k−1) = Jk ∩ L̂k ⊂ J
GL
k = 0, the canonical projection L̂k → L̂k−1 is injective. So, the
equivalence of semi-valuations {wk|L} is a direct consequence of Lemma 4.8.
Before the proof of Theorem 5.9, we need some lemmas. For a while, let L/K be a general algebraic
extension.
Notation. Fix ζpn a primitive p
n-th root of unity with ζppn+1 = ζpn and put ε = (1, ζp, ζp2 , . . . ) ∈ E˜
+. For
x ∈ OK , put L(x˜) =
⋃
n L(x˜
(n)). For x ∈ OK \ {0} and x˜ as before, let sex : GK → Zp be the map such that
σ(x˜)/x˜ = εsex(σ) for σ ∈ GK . χ denotes the cyclotomic character and µp∞ denotes the set of p-power roots
of unity.
Lemma 5.10. Let K ′, L/K be linearly disjoint algebraic extensions. Let {Kµ} (resp. {Lλ}) be finite subex-
tensions of K ′ (resp. L) over K and put Lµλ = K
µLλ. Assume r(Ω
1
OK′/OK
) + r(Ω1OL/OK ) ≤ r(OK ⊗OK′
Ω1OK′/OK
+OK ⊗OL Ω
1
OL/OK
). Then there exists a constant C satisfying
0 ≤ vp(DKµ/K)− vp(DLµλ/Lλ) ≤ C.
Moreover, we have the equality
r(Ω1OK′/OK ) + r(Ω
1
OL/OK
) = r(Ω1OL′/OK ),
where L′ = K ′L.
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Proof . Let us prove the first part. The LHS of the asserted inequalities is from the linearly disjointness
(see the argument after Definition 5.1). Put M,N (resp. Mµλ , N
µ
λ ) the kernel and cokernel of the canonical
morphism of OL′ ⊗ Ω
1
OK′/OK
→ Ω1OL′/OL
(resp. OLµλ ⊗ Ω
1
OKµ/OK
→ Ω1O
L
µ
λ
/OLλ
).
Put Ω = OK⊗OK′ Ω
1
OK′/OK
⊕OK⊗OL Ω
1
OL/OK
, Ω
′
= OK⊗OK′ Ω
1
OK′/OK
+OK⊗OL Ω
1
OL/OK
and denotes
the fitting ideals of Nµλ , M
µ
λ by I(N
µ
λ ), I(M
µ
λ ). Applying Lemma 3.10 to an exact sequence
0 // OK ⊗OL′ M // Ω // Ω′ // 0
with Ω → Ω
′
; (ω1, ω2) 7→ ω1 − ω2, we have r(OK ⊗OL′ M) = r(M) = 0. Since {M
µ
λ } is a direct system of
M , we have a constant C such that vp(I(M
µ
λ )) < C. By an exact sequence
0 // M
µ
λ
// OLµλ ⊗ Ω
1
OKµ/OK
// Ω1OLµ
λ
/OLλ
// Nµλ
// 0,
we have the first assertion. Since we have the inequality vp(I(N
µ
λ )) ≤ vp(I(M
µ
λ )) by the first assertion and
the above exact sequence, the last assertion is from Corollary 3.11. 
For a while, let K0 is an absolutely unramified local field and assume K = K0(ζpn0 ) for some n0 > 1
(Case 1) or K = K0(t˜
(n0)) (Case 2) for some n0 ≥ 0 where t is an element of K0 such that t¯ ∈ kK0 \ k
p
K0
.
Let us put
Kn =
{
K0(ζpn0+n) (Case 1)
K0(t˜
(n0+n)) (Case 2)
and K ′ = ∪Kn.
Lemma 5.11. vp(DKn/K) = n.
Proof . Since, for finite extensions L1/L2/L3/K, we have DL1/L3 = DL1/L2DL2/L3 ([Ser1, III, §4, Proposi-
tion 8 ]), this is a direct consequence of Example 5.2. 
Lemma 5.12. Let K,Kn,K ′ be as above and let L/K be an algebraic extension such that the extensions
K ′, L/K satisfy all the assumptions in Lemma 5.10. Let {Lλ} be the set of finite subextensions of L/K and
put Lnλ = K
nLλ, L
n = KnL, L′ = K ′L. Let σ be an element of GK such that σ|K1 6= idK1 and let | · | be
the p-adic norm. Then we have the following.
(i) vp(DLnλ/Lλ) = vp(DKn/K) + b
n
λ, where {b
n
λ}n is a decreasing sequence and {b
n
λ}n,λ is bounded.
(ii) |TrLn+1λ /Lnλ
(x)| ≤ |p|
1+bn+1λ −b
n
λ |x| for x ∈ Ln+1λ .
(iii) |x− p−1TrLn+1λ /Lnλ
(x)| ≤ |p|−1|xσ
pn
− x| for x ∈ Ln+1λ .
(iv) If we put tL′/L = lim−→n
[Ln : L]
−1
TrLn/L, then there exists a constant C1 such that
|tL′/L(x)− x| ≤ C1|x
σ − x|.
Proof . The proof is similar to that in [Tate, (3.1)].
(i) We have only to prove that {bnλ}λ is decreasing. Since L
n
λ, K
n+1 is linearly disjoint over Kn, we have
0 ≤ vp(DKn+1/Kn)− vp(DLn+1λ /Lnλ
) = bnλ − b
n+1
λ by the argument after Definition 5.1.
(ii) is a direct consequence of [Ser1, III, §3, Proposition 7] and Lemma 5.11, Lemma 5.12(i).
(iii) Note that, by the assumption on K, the set {σp
ni|Ln+1
λ
}0≤i<p coincides with the set of conjugate
maps of Ln+1λ /L
n
λ. Put τ = σ
pn .
px− TrLn+1λ /Lnλ
(x) = px−
∑
0≤i<p
τ ix =
∑
0≤i<p
(1− τ i)x
=
∑
1≤i<p
(1 + τ + · · ·+ τ i−1)(1 − τ)x.
Hence |px− TrLn+1λ /Lnλ
(x)| ≤ |(1 − τ)x|.
(iv) Put tL′
λ
/Lλ
= lim
−→
[Lnλ : Lλ]
−1
TrLnλ/Lλ . We prove by induction on n an inequality
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|x− tL′λ/Lλ
(x)| ≤ cnλ|x
σ − x| if x ∈ Lnλ
with c1λ = |p|
−1
, cn+1λ = |p|
bn+1λ −b
n
λcnλ, which implies the assertion. When n = 1, this is (iii). Assume the
above inequality is true for n. Then, for x ∈ Ln+1λ , we have
|TrLn+1
λ
/Ln
λ
(x)− ptL′/L(x)| ≤ c
n
λ|σTrLn+1
λ
/Ln
λ
(x) − TrLn+1
λ
/Ln
λ
(x)|
= cnλ|TrLn+1λ /Lnλ
(xσ − x)| ≤ cnλ|p|
1+bn+1λ −b
n
λ |xσ − x|
by (ii). By (iii), we have
|x− tL′/L(x)| ≤ sup (|x− p
−1TrLn+1λ /Lnλ
(x)|, |p|
bn+1λ −b
n
λcnλ|x
σ − x|)
≤ sup (c1λ, |p|
bn+1λ −b
n
λcnλ)|x
σ − x| = |p|
bn+1λ −b
n
λcnλ|x
σ − x|.
Hence the asserted inequality is true for n+ 1. 
Corollary 5.13. In addition to the assumptions as above, we assume µp∞ ⊂ L in Case 2. Then, H
0(GL′/L, L̂′(n)) =
0 for n 6= 0 (Case 1), H1(GL′/L, L̂′) = L̂[set] (Case 2), where (n) denotes the Tate twist by χ
n and [∗] denotes
a cohomology class of ∗.
Proof . First, note that tL′/L : L
′ → L extends to a continuous surjective L̂-linear map tL′/L : L̂′ → L̂.
Hence, by applying [Tate, Proposition 8], we have only to prove that the cohomology class of set does not
vanish in Case 2. Since tL′/L kills 1-coboundaries B
1
cont(GL′/L, L̂
′) and tL′/L(set) = set ∈ Z
1
cont(GL′/L,Zp),
this follows from set 6≡ 0. 
Proof of Theorem 5.9. We only have to prove the theorem under the assumption ζp2 ∈ K ⊂ L. Choose a
p-basis t1, . . . , td of K0 and put K
(j) = K0(µp∞)(t˜1, . . . , t˜j), L
(j) = K(j)L and sj = setj for 0 ≤ j ≤ d. We
claim that {
K(0) ∩ L = K0(ζpn0 )
r(Ω1O
L(0)
/OK
) = 1,
{
K(j+1) ∩ L(j) = K(j)(t˜j+1
(nj+1)
)
r(Ω1O
L(j+1)
/OK
) = j + 2
for some nj ∈ N. Moreover, we claim that H0(GL(0)/L, L̂(0)(n)) = 0 for n 6= 0 and H
1(GL(d)/L(0) , L̂
(d)) =
⊕1≤j≤dL̂(0)[sj ].
Let us prove this claim. By the hypothesis on K, if K(0) ∩ L 6= K0(ζpn0 ) for all n0, then K
(0) ⊂
L. Then we have 0 = r(Ω1OL/OK ) ≥ r(Ω
1
O
K(0)
/OK
) = 1, which is a contradiction. So we have K(0) ∩
L = K0(ζpn0 ) for some n0. Since K
(0)/K0(ζpn0 ) is Galois, K
(0) and L are linearly disjoint over K0(ζpn0 )
and so we have r(Ω1O
K(0)
/OK0(ζpn0 )
) = r(Ω1O
K(0)
/OK
) = 1, r(Ω1OL/OK0(ζpn0 )
) = r(Ω
(k)
OL/OK
) = 0, r(OK ⊗
Ω1O
K(0)
/OK0(ζpn0 )
+ OK ⊗ Ω
1
OL/OK0(ζpn0 )
) ≥ r(Ω1O
K(0)
/OK0(ζpn0 )
) = 1. Therefore K ′ = K(0), L/K0(ζpn0 )
satisfy the assumption of Lemma 5.10. Applying Lemma 5.10 and Lemma 5.13, we have r(Ω1O
L(0)
/OK
) = 1,
H0(GL(0)/L, L̂
(0)(n)) = 0. We prove the rest of the assertion by induction on j (0 ≤ j < d). (Instead
of proving H1(GL(d)/L(0) , L̂
(d)) = ⊕1≤j≤dL̂(0)[sj ], we prove H
1(GL(j+1)/L(0) , L̂
(j+1)) = ⊕1≤i≤j+1L̂(0)[si].)
Since r(Ω1O
K(j+1)
/OK
) = j + 2 > j + 1 = r(Ω1O
L(j)
/OK
) by Example 5.2 and the induction hypothesis,
we have K(j+1) 6⊂ L(j), i.e., K(j+1) ∩ L(j)/K(j) is finite. Put K(j+1) ∩ L(j) = K(j)(t˜j+1
(nj+1)
), then
L(j), K(t˜j+1)/K(t˜j+1
(nj+1)
) satisfy the assumption of Lemma 5.10. As a consequence of Lemma 5.10 and
Corollary 5.13, we have r(Ω1O
L(j+1)
/OK
) = j + 2 and H1(GL(j+1)/L(j) , L̂
(j+1)) = L̂(j)[sj+1]. In the inflation-
restriction sequence
0 // H1(GL(j+1)/L(0) , L̂(j))
// H1(GL(j+1)/L(0) , L̂(j+1))
//
H1(GL(j+1)/L(j) , L̂
(j+1))
G
L(j)/L(0)
,
the base [sj+1] of the last term lifts to the middle term, i.e., the right arrow is surjective. So, the assertion
follows from the induction hypothesis.
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Now we have J1 = ⊕0≤j≤dCpvj , where the action of GK on {vj} is given by
χ −t1s1 · · · −tdsd
1
. . .
1
 (empty entries are 0)
and Jk = Sym
k
Cp
J1 = ⊕n∈Nd+1k
Cpvn where N
d+1
k = {n ∈ N
d+1||n| = k} and vn = vn00 · · · v
nd
d ([Bri, Just
before Lemma 2.1.12]). Obviously, H0(GL(d) , Jk) = ⊕n∈Nd+1k
L̂(d)vn. Let ≻ be the order on Nd+1k defined by
n1 ≻ n2 ⇔ n10 ≥ n
2
0, n
1
1 ≤ n
2
1, . . . , n
1
d ≤ n
2
d.
For n′ ∈ Nd+1k−1, put Nn′ =
⋃
0≤j≤d {n ∈ N
d+1
k |n ≻ n
′ + ej}, N
◦
n′ =
⋃
0≤j≤d {n ∈ N
d+1
k |n  n
′ + ej}, where
ej = (0, . . . ,
j
1ˇ, . . . , 0) for 0 ≤ j ≤ d. Since ⊕n∈Nn′ L̂
(d)vn and ⊕n∈N◦
n′
L̂(d)vn is GL(d)/L-stable, we have an
L̂(d)-representation of GL(d)/L
Vn′ = ⊕n∈Nn′ L̂
(d)vn/⊕n∈N◦
n′
L̂(d)vn ∼= ⊕0≤j≤dL̂(d)v
n′+ej
and the Galois action on {vn
′+ej} is given by
χn
′
0+1 −t1s1χ
n′0 · · · −tdsdχ
n′0
χn
′
0
. . .
χn
′
0
 (empty entries are 0).
Then H0(GL(d)/L, Vn′) = 0: Let x =
∑
0≤j≤d xjv
n′+ej ∈ H0(GL(d)/L, Vn′). Restricting to GL(d)/L(0) , we
have xj ∈ L̂(0) for j > 0 and (σ − 1)x0 =
∑
j>0 xjtjsj(σ) for σ ∈ GL(d)/L(0) . Since H
1(GL(d)/L(0) , L̂
(d)) is
an L̂(0)-vector space with a basis [s1], . . . , [sd], we have xj = 0 for j > 0, hence x0 ∈ L̂(0). Also, we have
x0(log[ε])
n′0+1 ∈ H0(GL(0)/L, L̂
(0)(n′0 + 1))=0, i.e., x0 = 0.
Let us finish the proof. Let x =
∑
n∈Nd+1k
xnv
n ∈ JGLk with xn ∈ L̂
(d). To prove x = 0, we have only
to prove that, for all n′ ∈ Nd+1k−1, we have xn′+ej = 0 for 0 ≤ j ≤ d. If not, choose a minimal (with respect
to the above order ≻) n′ ∈ Nd+1k−1 with xn′+ej 6= 0 for some j. Then the image of
∑
n∈Nn′
xnv
n in Vn′ is
contained in H0(GL(d)/L, Vn′) by the minimality of n
′. Hence we have xn′+ej = 0 for 0 ≤ j ≤ d, which is a
contradiction. 
Finally, we describe some concrete examples.
Example 5.14. Fix a uniformizer piK of K, a p-basis t1, . . . , td of K and put Sm(X) = X
pm + piKX . Let
L/K be an algebraic extension generated by all roots of Sm(X) = piK
(n)
, Sm(X) = t˜j
(n)
, 1 ≤ j ≤ d, for
all n,m. We prove that L/K is deeply ramified and satisfies L̂k = B
GL
k for all k and L̂∞ = (B
+
dR)
GL .
For n ∈ N>0, choose x0n, x
1
n, . . . , x
d
n such that S1(x
0
n) = piK
(n)
, S1(x
1
n) = t˜j
(n)
, . . . , S1(x
d
n) = t˜d
(n)
and put
Ln = K(pi
0
n, . . . , pi
d
n). Then, OLn = OK [pi
0
n, . . . , pi
d
n] = OK [pi
0
n] ⊗ · · · ⊗ OK [pi
d
n] and the minimal polynomial
of pi0n (resp. pi
j
n) over OK is S1(X)
pn − piK (resp. S1(X)
pn − tj). It is easy to see that the p-adic valuation
of the unique invariant factor of Ω1
OK [pi
j
n]/OK
is at least n. Hence L/K is deeply ramified. By the proof of
Lemma 2.7, we see that L̂k contains [piK ], [t˜1], . . . , [t˜d], therefore contains piK − [piK ], t1 − [t˜1], . . . , td − [t˜d],
which generates I/Ik+1.
The following example is a generalization of [IZ, Corollary 8.2].
Example 5.15. Let m ∈ N>0 and assume m > 1 or eK > 1. Let q = pm and put f = Xq + piKX ,
fn = f ◦ · · · ◦ f (n-times). Put pi00 = 0 and let pi
1
0 = t1, . . . , pi
d
0 = td be a p-basis of K. Let Kn/K be an
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algebraic extension generated by all roots of fn(X) = pi0j for 0 ≤ j ≤ d and K∞ = ∪Kn. In the following,
we prove that K∞/K is deeply ramified and de Rham at level 1.
For n ∈ N>0, fix pijn for 0 ≤ j ≤ d with pi
0
1 6= 0 such that f(pi
j
n) = pi
j
n−1 and put Ln = K(pi
j
n| 0 ≤ j ≤
d, n ∈ N), L = ∪Ln. We have only to prove the assertion for L/K by Corollary 5.7.
By a simple calculation, we have
OLn = OK [pi
0
n, . . . , pi
d
n] = OK [pi
0
n]⊗OK · · · ⊗OK OK [pi
d
n],
Ω1
OK [pi
j
n]/OK
= (OK [pi
j
n]/pi
n−δj
K )dpi
j
n,
where δ0 = 1/(q − 1), δj = 0 for 0 ≤ j ≤ d. In particular, L/K is deeply ramified. On the other hand, by
taking derivation of the equation f(pijn+1) = pi
j
n, we obtain q(pi
j
n+1)
q−1dpijn+1 + piKdpi
j
n+1 = dpi
j
n. Hence, for
λ ∈ OL with vK(λ) ≥ n+ 1− δj − eKm ≥ vK(Ann(q(pi
j
n+1)
q−1dpijn+1)), we have
(4) λdpijn = piKλdpi
j
n+1.
Put Lj = K(pijn| n ∈ N) and we claim that, for ω ∈ Ω
1
OLj/OK
and k ∈ N, there exists x ∈ OLj such that ω =
pikKdx. Let us prove this claim by induction on [vK(Ann(ω))]: Assume piKω = 0. Write ω = λdpi
j
n for some n ∈
N, λ ∈ OLj and considering the annihilator of both sides, we have vK(λ) ≥ vK(Ann(dpi
j
n))− vK(Ann(ω)) ≥
n − δj − 1 ≥ n + 1 − δj − eKm. Applying (4), we have λdpi
j
n = piKλdpi
j
n+1 and iterating this procedure
and taking m sufficiently large with pim−kK λ ∈ O
(1)
L , we have ω = pi
m
Kλdpi
j
n+m = pi
k
Kd(pi
m−k
K λdpi
j
n+m). For
general ω, applying the induction hypothesis to piKω, we have piKω = pi
k+1
K dx and again applying the
induction hypothesis to ω − pikKdx, we have the conclusion. In particular, d : OLj → Ω
1
OLj/OK
is surjective
and this implies H
(1)
dR(L/K) = 0 by Remark 4.7(ii) since Ω
1
OL/OK
= ⊕0≤j≤dOL ⊗ Ω
1
OLj/OK
and Ω1OLj /OK
is
p-divisible.
Example 5.16. Assume K = K0. Let t1, . . . , td ∈ K be a p-basis and put Kn = K(ζpn , t˜1
(n)
, . . . , t˜d
(n)
),
L = ∪Kn. By Example 5.2, L/K is deeply ramified. We will show L/K is not de Rham at level 1. To prove
this, we only have to prove Im(d : OL → Ω
1
OL/OK
)div = 0. In fact, we prove a finer statement:
Proposition 5.17. Let ω ∈ Ω1OKn/OK
, n ≥ 1. If there exists m ≥ n+ 1 and k ∈ N such that ω ∈ pkIm(d :
OKm → Ω
1
OKm/OK
), then ω ∈ pkIm(d : OKn → Ω
1
OKn/OK
).
Proof . We will prove ω ∈ pkIm(d : OKm−1 → Ω
1
OKm−1/OK
). Put ε0 = 1/(p− 1), εj = 0 for 0 < j ≤ d and
put ωjm ∈ Ω
1
OKm/OK
as ω0m = dlogζpm , ω
j
m = dlogt˜j
(m)
for 0 < j ≤ d and put f0 = p
m−1(p− 1), fj = p
m for
0 < j ≤ d. By Example 5.2, we identify
Im(Ω1OKn/OK → Ω
1
OKm/OK
) = ⊕0≤j≤d(p
m−nOKn + p
m−εjOKm)/p
m−εjOKm · ω
j
m.
Let x ∈ OKm such that p
kdx = ω. Let ω =
∑
j λjω
j
n =
∑
j p
m−nλjω
j
m with λj ∈ OKn . Writing
x =
∑
0≤e<f aepi
e with ae ∈ OK and pi
e = ζe0pm t˜1
(m)e1
· · · t˜d
(m)ed
and considering dx, we have
(5) pk
∑
e
ejaepi
e ∈ pm−nλj + p
m−εjOKm
for 0 ≤ j ≤ d.
OKm has a basis T = {pi
e| 0 ≤ e < f} as a free OK-module and OKm−1 has a basis T1 = {pi
e| 0 ≤
e < f, p|ej for all j} over OK . Let V be the free OK-module spanned by T \ T1. Then the direct sum
OKm = OKm−1 ⊕ V is stable under multiplication by ζp, so is multiplication by p
m−εj . Writing both sides
of (5) as a sum OKm−1 ⊕ V and looking at the first factor, we obtain
pk
∑
p|e0,...,ed
ejaepi
e ∈ pm−nλj + p
m−εjOKm−1 .
Hence y =
∑
p|e0,...,ed
aepi
e ∈ OKm−1 satisfies p
kdy = ω. 
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Now we know L̂1 6= B
GL
1 . As for L̂1 itself, the canonical projection pr : L̂1 → L̂ injective: For a general
algebraic extension L/K, we have an exact sequence
0 // pnO(k−1)L /p
nO
(k)
L
// L/pnO(k)L
// L/pnO(k−1)L
// 0
with Im(d(k) : O
(k−1)
L → Ω
(k)
OL/OK
) = O
(k−1)
L /O
(k)
L
∼= pnO
(k−1)
L /p
nO
(k)
L . Passing to the limit, we have an
exact sequence
0 // lim
←−
d(k)(O
(k−1)
L )
// L̂k
// L̂k−1 // lim←−
1 d(k)(O
(k−1)
L )
// 0
where the inverse limit is taken for multiplication by p. Note that lim
←−
d(k)(O
(k−1)
L ) = 0 if Im(d
(k) : O
(k−1)
L →
Ω
(k)
OL/OK
)div = 0.
Applying this to our L and k = 1, we see that pr : L̂1 → L̂ is injective since Im(d : OL → Ω
1
OL/OK
)div = 0.
Moreover pr is not surjective: If not, pr would be an isomorphism on p-adic Banach spaces by the open
mapping theorem of p-adic Banach spaces. However, {pnζpn} is a p-adic Cauchy sequence, which is not
B1-Cauchy: If there exists sufficiently large n < m ∈ N such that pmζpm − pnζpn ∈ p2O
(1)
L then, by a simple
calculation, we have pm−2(ζpm−ζpn)dlogζpm = 0. This implies vp(p
m−2(ζpm−ζpn)) = m−2+1/p
m−1(p−1) ≥
vp(Ann(dlogζpm)) = m− 1/(p− 1) by Example 5.2, which is a contradiction.
Remark 5.18. Let [K : Qp] < ∞. As a consequence of the Lubin-Tate theory, Example 5.15 and 5.16,
Kab/K is deeply ramified and
Kab/K is de Rham at level 1⇔ K 6= Qp.
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