§1. Introduction
The differential equation that the present paper shall deal with is
where τ is a variable in the upper half-plane H, the symbol ′ a differential operator (2πi) −1 d/dτ = q · q/dq (q = e 2πiτ ), and E 2 (τ ) the "quasimodular" Eisenstein series of weight 2 for the full modular group SL 2 (Z):
The parameter k always stands for a non-negative integer or half an integer throughout the paper. This differential equation originates in the work [1] where in some cases (k ≡ 0, 4 mod 6) solutions which are modular on SL 2 (Z) were found and studied in connection with liftings of supersingular j-invariants of elliptic curves. The purpose of this paper is to give an explicit description of (conjecturally) all modular solutions of (#) k when k is an integer or half an integer (Theorem 1 in Section 2), as well as to discuss positiveness of Fourier coefficients of some of those solutions (Theorem 3 in Section 4). We shall also discuss an intrinsic characterization of the equation (#) k by the property that if f (τ ) is a solution, then ∈ SL 2 (Z) (Proposition 2 in Section 5). When k is an odd integer congruent to 5 modulo 6, an unexpected solution occurs in contrast to the other cases: (#) k has quasimodular solutions of weight k + 1 (rather than k as in other modular solutions). We shall describe this quasimodular solution in terms of certain orthogonal polynomials (Theorem 2 in Section 2), and, to show that this is a solution, discuss an inductive structure of solutions of (#) k with different k's in Section 3. §2. Explicit description of modular and quasimodular solutions
To describe the solutions, we need to develop notations of various modular forms of levels 1, 2, 3, and 4. Let 
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= q − 24q 2 + 252q 3 − 1472q 4 + · · · the "discriminant" cusp form of weight 12 and
For an integer N , let Γ 0 (N ) denote the modular group of level N defined by
4 (τ ) 
2 (τ ) and ∆
4 (τ ) are modular forms of respective weights 2 and 4 on the group Γ 0 (2), and j (2) (τ ) is a Γ 0 (2)-invariant function which generates the field of modular functions on Γ 0 (2) (the normalized function j (2) (τ ) − 40 is often referred to as the "Hauptmodul" for the group Γ 0 (2)). In addition, the function ∆ is a generator of the field of modular functions on Γ 0 (3). We also need ∆
3 (τ )
which, as is shown similarly as in the case of ∆ (2) 4 (τ ) by the transformation formula of the eta function, is of weight 1 (with the same character) on the subgroup
Here, θ 3 and θ 2 are Jacobi's theta functions (we do not use these notation later on).
That the θ 2 (2τ ) belongs to Γ 0 0 (4) is seen from the transformation formula for theta functions or alternatively from the fact that θ 2 (8τ ) = θ 3 (2τ ) − θ 3 (8τ ) is a modular form of weight 1/2 on Γ 0 (16) and that
Recall the definition of the Gauss hypergeometric series F = 2 F 1 :
where (a) n denotes a(a + 1) · · · (a + n − 1).
Theorem 1.
(i) When k is an even integer congruent to 0 or 4 modulo 6, the equation (#) k has a one dimensional space of solutions which are holomorphic modular forms of weight k on SL 2 (Z), a generator of which is given by
if k ≡ 0, 4 mod 12 and
if k ≡ 6, 10 mod 12. (ii) When k is an even integer congruent to 2 modulo 6, (#) k has two dimensional space of modular solutions: The function
which is a holomorphic modular form of weight k on Γ 0 (2) generates a one dimensional subspace and the function
which is of weight k on Γ(2) constitutes the other generator. (iii) When k is an odd integer congruent to 1 or 3 modulo 6, (#) k has two dimensional space of modular solutions: The function
which is a holomorphic modular form of weight k on Γ 0 (3) generates a one dimensional subspace and the function
which is of weight k on Γ 
which is a holomorphic modular form of half-integral weight k on Γ 0 (4) generates a one dimensional subspace and the function
which is of weight k on Γ 0 0 (4) constitutes the other generator.
2. We expect by numerical evidence no other modular (on a congruence subgroup) solution to (#) k , at least when k is an integer or half an integer (denominators of coefficients of power series solution in other cases seem not to be bounded). We however have no proof of this speculation.
Before giving a proof, we introduce the operator ∂ k defined by
By the quasimodular property of E 2 (τ ) which reads
we see that if f is modular of weight k on a subgroup of SL 2 (Z), then ∂ k (f ) is modular of weight k + 2 on the same group. If f and g have weights k and l, the Leibniz rule
holds. We shall often drop the suffix of the operator ∂ k since the weights of modular forms we shall be considering are clear in most cases. With this operator, the equation (#) k can be written as
). Proof of Theorem 1. Given a specific modular form in terms of known forms, it is a straightforward task to check if it satisfies (#) k or not. We give a proof of (ii) to illustrate the calculation, the remaining cases being similar. Write A = ∆ (2) 4 , B = E (2) 2 to ease notation. We have
and
(To establish these kind of identities, it is enough to check that the first several Fourier coefficients coincide, since both sides of these equations are holomorphic modular forms of weight 6, 4 and 4 on Γ 0 (2).) Using the first two we obtain
Hence, for
we have
where
which turns out to be identically 0.
Next theorem describes a solution in the case of k ≡ 5 mod 6. Here we come across a different phenomenon: the equation (#) k has quasimodular solutions of weight k + 1 rather than k. Recall that an element of degree k in the graded ring C[E 2 (τ ), E 4 (τ ), E 6 (τ )], where the generators E 2 , E 4 , E 6 have degrees 2, 4, and 6, is referred to as a quasimodular form of weight k (on SL 2 (Z)). Define a sequence of polynomials P n (x) (n = 0, 1, 2, . . . ) by
where λ n = 12 (6n + 1)(6n + 5) n(n + 1) .
First few examples are
Clearly P n (x) is even or odd polynomial according as n is even or odd. We also define a series of "companion" polynomials Q n (x) by the same recursion (with different initial values):
a few examples being
The Q n (x) has opposite parity: It is even if n is odd and odd if n is even.
Theorem 2. Let k = 6n + 5 (n = 0, 1, 2, . . . ). The following quasimodular form of weight k + 1 on SL 2 (Z) is a solution of (#) k :
Remark. Because of the parities of P n (x) and Q n (x), the appearance of ∆(τ ) in the formula is in fact superficial, i.e., it cancels out and the formula gives an
). Since the polynomials P n (x) and Q n (x) are not hypergeometric polynomials, it is not at all straightforward to show the expression in the theorem satisfies (#) k . We shall give a proof of the theorem in the next section where an inductive structure of solutions of (#) k with varying k is discussed.
A few more words about the polynomials P n (x) and Q n (x): If we replace the constant λ n = 12(6 + 1/n)(6 − 1/(n + 1)) in the recursion of P n and Q n by 12(6 + (−1) n /(n − 1))(6 + (−1) n /n), (even part of) the resulting polynomials P n (x) give "Atkin's orthogonal polynomials" (see [1, Sections 4 and 5]). In our case, the polynomials P n (x) and Q n (x) are connected to the convergents of the continued fraction expansion of 1 240 , 1;
in a similar manner as in Atkin's case where the function involved was It should be possible, by an analogous method as in [1] , to establish properties like a closed formula or a differential equation of our P n and Q n . We however do not pursue this here.
8 §3. Inductive structure of solutions
For modular forms f (τ ) and g(τ ) of weights k and l, define a modular form
("Rankin-Cohen bracket" of degree 1). The right-hand side may also be written as
.
Here, in the Rankin-Cohen brackets, the function F k (τ ) is regarded as being of weight k.
Proof. Using ∂(E 4 ) = −E 6 /3 and ∂(E 6 ) = −E 2 4 /2, we have
The other identity is shown similarly.
and define F k+6i (τ ) (i = 1, 2, 3, . . . ) successively by the recursion
Then F k+6i (τ ) is a solution of (#) k+6i for every i.
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Proof. Noting ∂(∆(τ )) = 0 (since ∆ ′ = E 2 ∆), the assertion (i) is readily shown as a direct consequence of Lemma. In fact, we have
which shows that the function [F k , E 4 ]/∆ satisfies the equivalent form (# ′ ) k−6 of (#) k−6 .
For (ii), we first show the following.
Lemma. If G k and G k−6 are solutions of (#) k and (#) k−6 respectively, then the function G k+6 := E 6 G k + ∆G k−6 is a solution of (#) k+6 if and only if the relation
holds.
Proof. Using
and the preceding lemma, we have
Hence we obtain
The lemma follows from this.
We return to the proof of (ii) of Proposition 1. By (i), the function µ 0 F k−6 is a solution of (#) k−6 and it is so defined that the relation
holds. By the lemma we have just shown, we conclude that
is a solution of (#) k+6 . Moreover, the pair F k+6 and µ 1 F k satisfy
as the following calculation shows;
Thus, applying the lemma again to conclude F k+12 is a solution of (#) k+12 . By replacing k with k + 6 in the above calculation, we see this procedure continues inductively and the proposition is proved.
Proof of Theorem 2. For k = 6n + 5 (n = 0, 1, 2, . . . ), denote by F k (τ ) the form in the theorem,
We see directly that F 11 = E 6 E ′ 4 /240 − ∆ is a solution of (#) 11 and that
By Proposition 1 (ii), it is then enough to show that the F k 's satisfy the recursion in Proposition 1 (ii). Alternatively, we may start with checking that F 5 = E (6n + 5 + 6i)(6n + 5 + 6i − 4) (6n + 5 + 6i + 1)(6n + 5 + 6i − 5) = 12 (6n + 6i + 5)(6n + 6i + 1)
we have, by the recursion of P n and Q n ,
We therefore conclude that F k+6i is a solution of (#) k+6i for every i.
Remark. The recursion in Proposition 1 is also satisfied by the modular solutions given in Theorem 1. In that case, the recursion reduces to relations of hypergeometric series but we should point out that those relations are not in general the relations referred to as the contiguous relations of Gauss. For instance, the first solution in (ii) of Theorem 1 (the case of k ≡ 2 mod 6) gives an identity of hypergeometric series of the form (which is true for any k)
where x = j (2) = B 2 /A (the polynomials on the right-hand side come from the identities
notation being as in the proof of Theorem 1). Instead of checking this sort of hypergeometric identities case by case in order to show the recursion for solutions in Theorem 1, we argue as follows. By the form of the recursion in Proposition 1 (ii), if F k has q-expansion of the form 1 + O(q) (with only integral powers of q), so does every F k+6i (use E 6 = 1 + O(q) and ∆ = q + O(q 2 )). Hence, starting with a solution in Theorem 1 of the form 1 + O(q) with 0 < k ≤ 6 or k = 10, we conclude by the uniqueness of solution of this form that the recursively determined solutions must coincide the ones in Theorem 1. The case of other solutions with q (k+1)/6 + O(q (k+7)/6 ) is similar. Hence, the above hypergeometric identity or the other corresponding ones may be regarded as consequences of Theorem 1.
Proposition 1 shows that if we find any solution of (#) k , we can construct solutions of (#) k for larger k in the same residue class modulo 6. Conversely, any solution "comes from" lower ones in this way. In fact, suppose F k is a solution of (#) k . Applying Proposition 1 (i) twice we see not only the function [F k , E 4 ]/∆ is a solution of (#) k−6 but also the function [[F k , E 4 ]/∆, E 4 ]/∆ is a solution of (#) k−12 . Put
With these we have
This tells us that the F k is obtained from 
Here, Θ L is the theta function of a lattice L and A n , D n , E n denote root lattices while A * n , D * n , E * n are their duals. In Satake's investigation, the existence of modular solution in that range (e.g., we have a modular solution for k = 1/2 but not for k = 3/2) corresponds exactly to the existence of certain affine root system. It seems to be an interesting question if the existence or non-existence of modular solution of (#) k is explained by any number theoretical reason. Also, the meaning of the quasimodular solution E ′ 4 (for k = 5) and the ones for higher weights should be clarified. §4.
Positiveness of Fourier coefficients
As remarked in the previous section, some solutions of (#) k for small k are theta series of positive definite lattices and hence have positive Fourier coefficients. For general k, we prove the following.
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Theorem 3. All the solutions given in Theorem 1 with q-expansion of the form q (k+1)/6 + O(q (k+7)/6 ) have positive Fourier coefficients.
Proof. First we prove the case k ≡ 2 mod 6. The solution in question is
Since the product (−(k − 2)/12) i (−(k − 8)/12) i in the numerator in the coefficient is always positive for 0 ≤ i ≤ (k − 2)/12 and the forms E
2 (τ ) = 1 + 24
4 (τ ) = From this we conclude that d|n
When k is of the form (6n + 1)/2, the product (−(2k − 1)/6) i (−(k − 2)/6) i needs not always be positive and so we need some extra work. Put
We have to show that the form
has positive Fourier coefficients. Put A = ∆
2 (τ ) and B = E
2 (τ ) as in the proof of Theorem 1. Note that the number a i is positive for i < (2n + 3)/4 and beyond this it alternates the sign. Suppose now a i is positive and a i+1 negative (or zero). Since ∆ (4) 2 = n≥1,odd d|n d q n has positive coefficients, our proof is complete if we show that the Fourier coefficients of
are positive. For this we prove the following lemma.
Lemma. For α with 0 ≤ α < 8, the Fourier coefficients in E 
where A(τ ) and B(τ ) are assumed to be holomorphic in H and bounded when ℑ(τ ) → ∞. Fix a non-negative integer k and we further assume:
If f (τ ) is a solution of (1), then (cτ
is also a solution of (1) for all a b c d ∈ SL 2 (Z). 
Comparing this with
we have (under the natural assumption that f and f ′ are independent)
