Design and validation of a methodology for wind energy structures health monitoring by Zugasti Uriguen, Ekhi
Design and validation of a methodology for wind energy
structures health monitoring
By
EKHI ZUGASTI URIGUEN
Thesis submitted for the degree of PhD from the Polytechnic University of Catalonia
Supervised by
DR. LUIS EDUARDO MUJICA
DR. JAVIER ANDUAGA
DOCTORAL THESIS
Departament de Matemàtica Aplicada III
Universitat Politècnica de Catalunya Barcelona, Spain
September, 2013

Preface
I would like to thank all of the people who encouraged and supported me during the execution of this
research. Firstly I would like to thank Prof. Dr. José Rodellar and Dr. Fernando Martinez for introducing
me to this very interesting field of research and the opportunity they have provided to in it. I would also like
to thank my supervisors, Dr. Luis Eduardo Mujica and Dr. Javier Anduaga for the patience and guidance
that they have generously provided throughout the extended period of this research project. More than just
being my supervisors, they have been friends who have been always there to help me at any time when I
needed assistance in any matter.
I owe special thanks to Miguel Angel Arregui and Ana Gomez for their dedication, encouragement, advice
and assistance for the successful completion of the project. I would like to thank as well the other members
of Ikerlan and UPC who were always very unconditionally to help me at any time with my enquiries for the
proceeding of this project.
My greatest debt is to my Parents and Sister (and my new nephew!), who have provided inspiration, confi-
dence and firm support throughout my life and studies.
Also to you, person who is reading these lines, friend, referee, person of the jury, student... Thank you for
your interest in this work.

Hitz gutxitan: ♥ Iñaki, Arantza, Hiart eta Harri ♥
“Benetako arrakasta lortzeko hurrengo galderak egin zure buruari: Zergatik? Zergatik ez? Zergatik ez
ni? Zergatik ez oraintxe bertan?” James Allen

Contents i
Contents
List of figures vii
List of tables xi
Nomenclature xiv
Resum xv
Abstract xvii
Resumen xix
1. Introduction 1
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Structural Health Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1. SHM level 1: Damage detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2. SHM levels 2, 3 and 4: localization, quantification and prognosis . . . . . . . . . . . 5
1.2.3. SHM vs Non-Destructive Testing (NDT) . . . . . . . . . . . . . . . . . . . . . . . 5
1.3. Main contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4. Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.1. Specific objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5. General results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6. Research framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7. Organization of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2. Review on damage detection solutions 11
2.1. SHM damage detection classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1. By fiber-optic sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2. By piezoelectric sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.2.1. Principle1: Acoustic Emission (AE) . . . . . . . . . . . . . . . . . . . . 13
2.1.2.2. Principle2: Acousto-Ultrasonics (AU) . . . . . . . . . . . . . . . . . . . 14
2.1.3. By electrical impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4. By low frequency electromagnetic techniques . . . . . . . . . . . . . . . . . . . . . 16
2.1.5. By capacitive methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.6. Others . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2. Vibration based techniques for SHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1. The principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
ii Contents
2.2.2. Method classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2.1. Natural frequency based methods . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2.2. Mode shape-based methods . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2.3. Modal strain energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2.4. Residual force vector method . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2.5. Model updating based methods . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2.6. Frequency Response Function (FRF) based methods . . . . . . . . . . . . 26
2.2.2.7. Wavelet transform methods . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2.8. Neural network methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2.9. Genetic Algorithm methods . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2.10. Statistical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2.11. Other vibrational methods . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3. WES vibrational applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3. Theoretical Background 35
3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2. Vibration analysis of structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3. Stochastic Subspace Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.1. Models of systems and system identification . . . . . . . . . . . . . . . . . . . . . 36
3.3.2. Discrete time formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.3. Understanding the Hankel matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4. Information theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.1. Information sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2. Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.2.1. Shell game example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.3. Mutual Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.3.1. Mathematical definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.3.2. General properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.3.3. Mutual Information estimation . . . . . . . . . . . . . . . . . . . . . . . 44
3.5. Feature selection and extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5.1. Principal Component Analysis as Feature extraction . . . . . . . . . . . . . . . . . 46
3.5.2. Feature selection methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5.2.1. Minimum Redundancy - Maximum Relevance (mRMR) . . . . . . . . . . 48
3.5.2.2. Unsupervised minimum Redundancy - Maximum Relevance (UmRMR) . 49
3.6. Cluster analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6.1. Hard clustering: Self Organizing Maps . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6.2. Fuzzy clustering: Fuzzy C-means . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.7. Sensor placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8. Remarks and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Contents iii
4. Case studies 55
4.1. Simple mass and spring system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2. Tower Finite Element model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3. UPWIND Bladed model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4. Laboratory tower model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5. Remarks and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5. Damage detection 71
5.1. Damage detection algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1.1. Learning process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1.2. Detection process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2. NullSpace analysis of the Hankel Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3. Damage detection - Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.1. Residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.2. Damage Indicators (DI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.2.1. Mean Residual (MR) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.2.2. Covariance Matrix Estimate (CME) . . . . . . . . . . . . . . . . . . . . . 75
5.3.2.3. Scalar Covariance (SC) . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4. Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.5.1. Simple mass and spring system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.5.2. Tower Finite Element model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.3. UPWIND Bladed model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.4. Laboratory tower model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.6. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6. Data Preprocessing for damage detection 85
6.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2. Data normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.3. Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4. Feature selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.5. Mixed preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.6. Preprocessing results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.6.1. Simple mass and spring system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.6.2. Tower Finite Element Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6.3. UPWIND Bladed Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.6.4. Laboratory Tower Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.7. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7. Environmental and Operational Changes (EOC) compensation for damage detection 99
7.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.1.1. EOC on Wind Energy Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
iv Contents
7.2. Fuzzy C-means and NullSpace, the compensation . . . . . . . . . . . . . . . . . . . . . . . 100
7.2.1. Learning phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.2.2. Detection phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.1. UPWIND Bladed model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.2. Laboratory tower model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8. Sensor Fault Detection (SFD) 109
8.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8.1.1. Two steps algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8.1.2. One step algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8.2. Sensor Fault Detection based on Mutual Information . . . . . . . . . . . . . . . . . . . . . 110
8.2.1. MI matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2.2. Sensor Fault Indicator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.3. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.3.1. Learning phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.3.2. Detection phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.4.1. No fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.4.2. Noise addition fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.4.3. Gain error fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.4.4. Sensor fall fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.4.5. Adhesive change fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
9. Conclusions and future research 119
9.1. General conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
9.2. Observations and concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
9.2.1. Case studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
9.2.2. Instrumentation and data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 121
9.2.3. Preprocessing methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
9.2.4. Environmental and Operational Changes . . . . . . . . . . . . . . . . . . . . . . . 122
9.2.5. Damage detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
9.2.6. Sensor Fault Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
9.3. Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
9.3.1. Tests with real wind turbines in real conditions . . . . . . . . . . . . . . . . . . . . 123
9.3.2. EOC: finding the optimum number of clusters . . . . . . . . . . . . . . . . . . . . . 123
9.3.3. Evaluation of different statistical methods . . . . . . . . . . . . . . . . . . . . . . . 123
9.3.4. Evaluation of preprocessing step with different damage detection methods . . . . . . 124
9.3.5. Going up in different SHM levels . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Contents v
Bibliography 125
A. Appendix a
A.1. Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a
A.2. SHM Instrumentation and Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.2.1. Transducers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.2.2. Acquisition systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.2.3. Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . c
A.2.4. Remote Damage Detection system . . . . . . . . . . . . . . . . . . . . . . . . . . . d

List of Figures vii
List of Figures
1.1. Wind turbines information [25] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. SHM Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. SHM vs Human system [147] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Combination of different properties in different types of structures. The SHM would be
framed within structures capable of sensing and data processing.[43] . . . . . . . . . . . . . 3
1.5. Structural Disasters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6. SHM level 1: damage detection schema [88] . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1. Sensor integration (electromagnetic technique) . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2. Capacitance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3. Tension cables with HDPE duct filled with cement grout [164] . . . . . . . . . . . . . . . . 18
2.4. The Markers Ozbek [131] used to measure the wind turbine . . . . . . . . . . . . . . . . . . 20
3.1. Description of dynamic system [173] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2. Mutual Information visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3. Clustering representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4. Elements in a Self Organizing Map [86] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5. Fuzzy C-Means step by step [100] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1. Simple mass and spring system representation . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2. FEM tower model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3. MAC Healthy vs D3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4. Sensor Data Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5. AutoMAC FEM model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6. SEAMAC Results for different accelerometer number in FEM model . . . . . . . . . . . . . 61
4.7. 8 Sensor configuration in FEM model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.8. UPWind Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9. PSD Healthy vs 25% reduction, Sensor 4 data . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.10. AutoMAC for UPWIND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.11. SEAMAC Results for different accelerometer number for UPWIND . . . . . . . . . . . . . 65
4.12. 7 Sensor configuration in UPWIND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.13. Laboratory tower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.14. PSD of Sensor 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1. NullSpace damage detection: Learning phase [49] . . . . . . . . . . . . . . . . . . . . . . . 72
5.2. NullSpace damage detection: Detection phase [49] . . . . . . . . . . . . . . . . . . . . . . 73
5.3. Simple Mass and spring System Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
viii List of Figures
5.4. Model - Normalized Damage Indicators Comparison . . . . . . . . . . . . . . . . . . . . . 78
5.5. FEM - Normalized Damage Indicators Comparison . . . . . . . . . . . . . . . . . . . . . . 80
5.6. FEM tower model Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.7. UPWIND Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.8. Tower Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.9. UPWIND - Normalized Damage Indicators Comparison . . . . . . . . . . . . . . . . . . . 84
6.1. GS Normalization schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2. Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.3. Feature Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4. Feature Selection-Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.5. Damage detection on the simple mass and spring model; Comparison between preprocessing
methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.6. Damage detection on the tower FEM model; Comparison between preprocessing methods . 92
6.7. Damage detection on the UPWIND turbine; Comparison between preprocessing methods . . 94
6.8. Damage detection on the laboratory tower; Comparison between preprocessing methods . . 96
7.1. Environmental and Operational Conditions - the algorithm . . . . . . . . . . . . . . . . . . 101
7.2. Environmental and Operational Conditions - Learning phase . . . . . . . . . . . . . . . . . 101
7.3. Fuzzy Classification Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.4. Environmental and Operational Conditions - Detection phase . . . . . . . . . . . . . . . . . 103
7.5. UPWIND - Primitive NullSpace Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.6. UPWIND - Clustered NullSpace Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.7. Laboratory Tower - Primitive NullSpace Results . . . . . . . . . . . . . . . . . . . . . . . . 106
7.8. Laboratory Tower - Clustered NullSpace Results . . . . . . . . . . . . . . . . . . . . . . . 106
8.1. Sensor Fault Detection: Learning Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.2. Sensor Fault Detection: Detecting Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.3. Sensor Fault Indicators for Healthy sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.4. Fault indicators by sensor channel with Noise addition fault . . . . . . . . . . . . . . . . . . 115
8.5. Fault indicators by sensor channel with gain error fault . . . . . . . . . . . . . . . . . . . . 116
8.6. Fault indicators by sensor channel with sensor fall fault . . . . . . . . . . . . . . . . . . . . 116
8.7. Fault indicators by sensor channel with different adhesive change faults . . . . . . . . . . . 117
A.1. PCB356A17 Accelerometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.2. BK4507 Accelerometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.3. LDS V406 shaker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.4. Oros OR36 system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.5. CRio system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . b
A.6. Matlab GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . c
A.7. LabView User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . c
A.8. Bladed Definition and simulation header . . . . . . . . . . . . . . . . . . . . . . . . . . . . c
List of Figures ix
A.9. Remote SHM system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . d

List of Tables xi
List of Tables
4.1. Simulation parameters of the numerical model . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2. Finite Element Tower Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3. Simulated damages in FEM model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4. Modal Comparison Resume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5. Sum of the Off-Diagonal terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.6. Sum of the Off-Diagonal terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.7. OMA frequency results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.8. Correlation Coefs for different Sensor PSDs . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1. DI comparison results for Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2. DI comparison result for FEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3. DI comparison result for UPWIND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4. DI comparison result for Tower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.1. Damage detection on the simple mass and spring model; general comparison . . . . . . . . 91
6.2. Damage detection on the FEM tower model; general comparison . . . . . . . . . . . . . . . 93
6.3. Damage detection on the Upwind model; general comparison . . . . . . . . . . . . . . . . . 95
6.4. Damage detection on the Laboratory tower; general comparison . . . . . . . . . . . . . . . 97

xiii
Nomenclature
Roman Symbols
AE Acoustic Emission
ANN Artificial Neural Network
AR Auto-Regresive
AS Auto Scaling
AU Acoustic Ultrasonics
BMU Best Matching Unit
CBR Case Based Reasoning
COMAC Coordinate Modal Assurance Criterion
CS Continuous Scaling
DI Damage Indicator
DOFs Degree Of Freedom
DP Data Preprocessing
E Expected vavlue
EOC Environmental and Operational Conditions
FBG Fiber Bragg Gratings
FE Finite Element
FEA Finite Element Analysis
FRF Frequency Response Function
GA Genetic Algorithm
GPR Ground Penetrating Radar
GS Group Scaling
HDPE High Density Poly-Ethylene
xiv Nomenclature
IBDD Impedance-Based Damage Detection
LDV Laser-Doppler Vibrometer
MAC Modal Assurance Criterion
MI Mutual Information
MREU Minimum-Rank Elemental Update
NDT Non-Destructive Testing
OF Optical Fiber
OMA Operational Modal Analysis
OSS Offshore Support-Structure
PCA Principal Component Analysis
PSD Power Spectral Density
RFV Residual Force Vector
SEAMAC Sensor Elimination by Modal Assurance Criterion
SFD Sensor Fault Detection
SHM Structural Health Monitoring
SOM Self Organizing Maps
SSI Stochastic Subspace Identification
STD Standard Deviation
UmRMR Unsupervised minimum Redundancy Maximum Rela-
vance
WES Wind Energy Structures
WT Wavelet Transform
UNIVERSITAT POLITÈCNICA DE CATALUNYA
DEPARTAMENT DE MATEMÁTICA APLICADA III
RESUM
Disseny i validació d’una metodologia per a la monitorització i detecció de
danys en estructures d’energia eólica
per EKHI ZUGASTI URIGUEN
DIRECTORS:
DR. LUIS E. MUJICA
DR. JAVIER ANDUAGA
Octubre, 2013
Barcelona, Catalunya
L’objectiu de la Monitorització de la salut estructural (SHM) és la verificació de l’estat o la salut de les
estructures per tal de garantir el seu correcte funcionament i estalviar en el cost de manteniment. El sis-
tema SHM combina una xarxa de sensors connectada a l’estructura amb monitoratge continu i algoritmes
específics. Es deriven diferents beneficis de l’aplicació de SHM, on trobem: coneixement sobre el compor-
tament de l’estructura sota diferents operacions i diferents càrregues ambientals , el coneixement de l’estat
actual per tal de verificar la integritat de l’estructura i determinar si una estructura pot funcionar correctament
o si necessita manteniment o substitució i, per tant, reduint els costos de manteniment.
El paradigma de la detecció de danys es pot abordar com un problema de reconeixement de patrons (com-
paració entre les dades recollides de l’estructura sense danys i l’estructura actual, per tal de determinar si hi
ha algun canvi) . Hi ha moltes tècniques que poden gestionar el problema. En aquest treball s’utilitzen les
dades dels acceleròmetres per desenvolupar aproximacions estadístiques utilitzant dades en temps per a la
detecció dels danys en les estructures. La metodologia s’ha dissenyat per a una turbina eòlica off - shore i
només s’utilitzen les dades de sortida per detectar els danys. L’excitació de la turbina de vent és induïda pel
vent o per les ones del mar.
La detecció de danys no és només la comparació de les dades. S’ha dissenyat una metodologia completa
per a la detecció de danys en aquest treball. Gestiona dades estructurals, selecciona les dades adequades
per detectar danys, i després de tenir en compte les condicions ambientals i operacionals (EOC) en el qual
l’estructura està treballant, es detecta el dany mitjançant el reconeixement de patrons.
Quan es parla del paradigma de la detecció de danys sempre s’ha de tenir en compte si els sensors estan
funcionant correctament. Per això és molt important comptar amb una metodologia que comprova si els
sensors estan sans. En aquest treball s’ha aplicat un mètode per detectar els sensors danyats i s’ha insertat
en la metodologia de detecció de danys.
xvi Nomenclature
Aquesta estratègia de detecció de danys s’ha validat en diferents models i estructures reals: en un model de
turbina que s’executa en un programa de verificació, i en una torre de laboratori simulant un aerogenerador
marí, a més d’alguns models estructurals simples. En aquesta tesi es presenten resultats prometedors per a
certs estats d’error predefinits i funcions dels danys.
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The objective of Structural Health Monitoring (SHM) is the verification of the state or the health of the
structures in order to ensure their proper performance and save on maintenance costs. The SHM system
combines a sensor network attached to the structure with continuous monitoring and specific, proprietary
algorithms. Different benefits are derived from the implementation of SHM, some of them are: knowledge
about the behavior of the structure under different loads and different environmental changes, knowledge of
the current state in order to verify the integrity of the structure and determine whether a structure can work
properly or whether it needs to be maintained or replaced and, therefore, reduce maintenance costs.
The paradigm of damage detection can be tackled as a pattern recognition problem (comparison between
the data collected from the structure without damages and the current structure in order to determine if there
are any changes). There are lots of techniques that can handle the problem. In this work, accelerometer
data is used to develop statistical data driven approaches for the detection of damages in structures. As the
methodology is designed for wind turbines, only the output data is used to detect damage; the excitation of
the wind turbine is provided by the wind itself or by the sea waves, being those unknown and unpredictable.
The damage detection strategy is not only based on the comparison of many data. A complete methodology
for damage detection based on pattern recognition has been designed for this work. It handles structural
data, selects the proper data for detecting damage and besides, considers the Environmental and Operational
Conditions (EOC) in which the structure is operating.
The damage detection methodology should always be accessed only if there is a way to probe that the sensors
are correctly working. For this reason, it is very important to have a methodology that checks whether the
sensors are healthy. In this work a method to detect the damaged sensors has been also implemented and
embedded into the damage detection methodology.
xviii Nomenclature
This kind of damage detection strategies are validated in different models and real structures. Turbine
models running in a Wind Turbine verification software, and a laboratory tower simulating an offshore wind
turbine are used to validate the methodologies, among simpler structural models. Promising results for
certain predefined error states and damage functions are shown in this thesis.
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El objetivo de la Monitorización de la salud estructural (SHM) es la verificación del estado o la salud de
las estructuras con el fin de garantizar su correcto funcionamiento y ahorrar en el costo de mantenimiento.
El sistema SHM combina una red de sensores conectada a la estructura con monitorización continua y
algoritmos específicos. Se derivan diferentes beneficios de la aplicación de SHM, donde encontramos:
conocimiento sobre el comportamiento de la estructura bajo diferentes operaciones y diferentes cargas am-
bientales, el conocimiento del estado actual con el fin de verificar la integridad de la estructura y determinar
si una estructura puede funcionar correctamente o si necesita mantenimiento o sustitución y, por lo tanto,
reduciendo los costes de mantenimiento.
El paradigma de la detección de daños se puede abordar como un problema de reconocimiento de patrones
(comparación entre los datos recogidos de la estructura sin daños y la estructura actual, con el fin de de-
terminar si hay algún cambio). Hay muchas técnicas que pueden manejar el problema. En este trabajo
se utilizan los datos de los acelerómetros para desarrollar aproximaciones estadísticas utilizando datos en
tiempo para la detección de los daños en las estructuras. La metodología se ha diseñado para una turbina
eólica off-shore y sólo se utilizan los datos de salida para detectar los daños. La excitación de la turbina de
viento es inducida por el viento o por las olas del mar.
La detección de daños no es sólo la comparación de los datos. Se ha diseñado una metodología completa
para la detección de daños en este trabajo. Gestiona datos estructurales, selecciona los datos adecuados para
detectar daños, y después de tener en cuenta las condiciones ambientales y operacionales (EOC) en el que
la estructura está trabajando, se detecta el daño mediante el reconocimiento de patrones.
Cuando se habla del paradigma de la detección de daños siempre se debe tener en cuenta si los sensores
están funcionando correctamente. Por eso es muy importante contar con una metodología que comprueba
si los sensores están sanos. En este trabajo se ha aplicado un método para detectar los sensores dañados y
se ha metido en la metodología de detección de daños.
xx Nomenclature
Esta estrategia de detección de daños se ha validado en diferentes modelos y estructuras reales: en un
modelo de turbina que se ejecuta en un programa de verificación, y en una torre de laboratorio simulando
un aerogenerador marino, además de algunos modelos estructurales simples. En esta tesis se presentan
resultados prometedores para ciertos estados de error predefinidos y funciones de los daños.
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Introduction
1.1 Motivation
The world energy crisis has made the humanity find new energy sources. The development of renewable
energy sources is a key research driver as the greenhouse effect is affecting the global warming problem.
Among the renewable energy technologies, the wind energy is thought to be a cheap and clean energy source.
Wind turbines are doing the job of creating energy from wind, and the maturity, and cost competitiveness
makes the wind energy one of the best clean energy sources nowadays.
(a) Configuration of an offshore turbine (b) Size evolution of Wind Turbines
Figure 1.1. Wind turbines information [25]
In Fig.1.1a it can be seen a typical configuration of an offshore wind turbine system. In order to harvest
more energy through higher efficiencies and due to cost-effective considerations, the size of the wind turbine
has increased over the years ( Fig.1.1b). The size is not the only thing that has changed, nowadays the wind
farms are moving towards the sea. Taking into account the height of the turbine and the rough sea conditions,
the wind industry is now facing new problems. Among these new problems, we can find:
1. It is difficult to perform inspection and maintenance work considering the height and location of the
turbine. This can be difficult for the maintenance worker, and quite risky.
2. The marine sea conditions, and the durability of the structure in the water, and specially the substruc-
ture.
3. How to transport the energy to the shore.
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To improve safety considerations, to minimize down time, to lower the frequency of sudden breakdowns and
associated huge maintenance and logistic costs and to provide reliable power generation, the wind turbines
must be continuously monitored to ensure that they are in good condition.
Among all the monitoring systems, a Structural Health Monitoring (SHM) system is of primary importance
because structural damage may induce catastrophic damage to the integrity of the system. A reliable SHM
system, low cost and integrated into the wind turbine system may reduce wind turbine costs and make wind
energy more affordable. The SHM information gathered could be used in a condition - based maintenance
program to minimize the time needed for inspection of components, prevent unnecessary replacement of
components, prevent failures and it allows utility companies to be confident of power availability.
This idea also exist to other types of structures too. In civil engineering, this idea is applied to bridges for
example, or also to important buildings, such as historical buildings, or buildings in risky places, near plate
tectonics edges.
1.2 Structural Health Monitoring
Structural Health Monitoring aims to give, at every moment during the life of a structure, a diagnosis of
the “state” of the constituent materials, different parts, and the full assembly of these parts constituting the
structure as a whole [6]. The state of the structure must remain between the limits specified, but this domain
can be changed by the structure getting older and usage, or by the environment and operational conditions.
Monitoring has the advantage of saving the data in different times, and the full history of the state of the
structure is stored in a database. This can also provide a prognosis (evolution of damage, residual life, etc.).
SHM objectives can be classified in four levels, as can be seen in Figure 1.2 [149]:
Figure 1.2. SHM Levels
SHM involves the integration of sensors, data transmission ability inside the structures. It makes possible to
reconsider the design of the structure and the full management of the structure itself. If only the first level
is considered (Figure 1.2), the damage detection, it could be estimated that Structural Health Monitoring is
a new and improved way to make a Non-Destructive Testing (NDT).
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SHM approaches include sensors and computational intelligence. The computational intelligence processes
sensors information during the lifetime of the structure. That way, it tries to mimic the biological system,
composed of a nervous system (sensing), muscles (actuation) and a brain (processing, storing and recalling
information). An illustration of this mimic can be seen in Figure 1.3 [147].
Figure 1.3. SHM vs Human system [147]
As it can be seen in Figure 1.4, there are other types of structures. If the structure is able to repair itself,
using an actuator, that will be a Smart structure, and other combinations are also present in the Figure 1.4.
Figure 1.4. Combination of different properties in different types of structures. The SHM would be framed within
structures capable of sensing and data processing.[43]
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1.2.1 SHM level 1: Damage detection
Damage detection is the first level of an SHM system. Damage detection is very important to avoid either
human or economical disasters. If a damage is detected in the moment it has been created, safer structures
will be built, and some action could be done before the disaster happens. For example, some action could
be done before a bridge collapses, or before a wind turbine collapses (see Figure 1.5). In many cases, it is
enough with ringing the alarm when something is going wrong. In fact, nowadays the industry asks mainly
for level 1 solutions.
(a) Broken bridge (b) Broken turbine [34]
Figure 1.5. Structural Disasters
The schema presented in Figure 1.6, represents the damage detection approach, and the steps that are needed
to perform in order to be able to detect damage. First of all, it is needed to have a database where the
structural response is stored. From that database, the newest data are taken, and the classifying of the
behavior of the structure depending on the Environmental and Operational Conditions (EOC) starts. The
comparison between the undamaged pattern and the actual pattern gives a damage indicator. Once the
damage indicator is calculated, it is checked whether this indicator is into the range of healthy structure or
not. If everything is OK, the next measurement is checked. If the indicator is out of range, the integrity of
sensors is analyzed. It has to be taken into account that the life of a sensor will probably be shorter than the
life of the structure. If one of those does not work correctly, the wrong data is eliminated, and the indicator
is estimated again. Otherwise, if the sensors work fine, the alarm is activated. In most of the cases, it is
enough to detect damage and there is no need of locating it, or quantifying it. If it is needed, the next SHM
levels can be explored in order to give more information about that. In order to jump higher in the SHM
levels, it is necessary to have conquered the level below. The higher levels are introduced in the next section.
Among the advantages achieved after applying a damage detection method to a structure, it can be found:
• Reduction in time and money costs of inspection and maintenance.
• Reduced probability of accidents.
• Increasing the profitability of the installation, because the structure works for more time.
• Knowledge of the actual status of the installation.
Because of these advantages, the interest in investigation of good and reliable damage detection methods is
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Figure 1.6. SHM level 1: damage detection schema [88]
nowadays very strong, so that the structures can have a more competitive and longer live. In section 2.1 a
review of damage detection methods is presented.
1.2.2 SHM levels 2, 3 and 4: localization, quantification and prognosis
In these levels, the damage is located, quantified and the remaining life of the structure is calculated. It is
really useful to know the location and severity of the damage, in that way, the maintenance workers can
act immediately in the right place if the damage is really big, or the structure can be stopped for security
reasons (stopping the wind turbine or closing a bridge for example). Knowing how long the structure can
work before the catastrophe is also interesting but the works published about this field are not as long as in
the other SHM levels. The need of really good models makes it hard to work on these SHM levels.
The objective of this thesis is the Detection of the damage, lets say the level 1 of the SHM levels. The
importance of the other levels in this work is not as important as the first level. That is why a background in
these levels is not shown in the present work.
1.2.3 SHM vs Non-Destructive Testing (NDT)
Because of the similarities of both methods, a distinction between NDT techniques and SHM is required. In
both cases, the goal is to detect defects in the structure, but between the two technologies there are important
differences [74], such as:
• Sensor network location: In the SHM sensor network is integrated in the structure and that makes it
part of the structure, whereas in NDT, it is independent and can be detached from the structure.
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• Distance between the damage and the sensor. NDT measure data, only a very limited area and they
can be relocated if required to inspect another part of the structure. In SHM, being integrated sensor
network, the inspection area of each sensor must be generally higher, due to problems that have a
dense sensor network: weight, integration, etc.
• SHM is not necessarily limited to inspections, but also it can be done in real time or performing
successive measurements.
On the whole, the main difference is that one of them is a Monitoring solution, while the other is a Testing
solution. Testing only works when a test is running, while the Monitoring works continuosly.
1.3 Main contribution
This thesis defends the importance of the right selection of the data and the proper transformation of these
can stand out the results obtained from a damage detection solution. A complete methodology for damage
detection was built, and it was applied to different types of structures in order to validate the work.
These basis were built and tested, for later applying a data preprocessing to test if better results can be
obtained. In general, the data collected from the structures is gathered by accelerometers, and the input
excitation is unknown and unpredictable, so, it can be said that only output data is used.
Signals are preprocessed using Principal Component Analysis (PCA) or/and some feature selection algo-
rithm (Unsupervised minimum Redundancy Maximum Relevance (UmRMR)). Later, the damage detection
solution is applied. For this damage detection method, some damage indicators were developed and com-
pared.
Making use of accelerometer information, data driven approaches for the damage detection strategy were
studied. The paradigm of damage detection is divided into different tasks, starting with the Environmental
and Operational Changes compensation of the data, for later applying a damage detection method. Besides
in order to know if the damage detection algorithm works properly, the integrity of the sensors is tested.
This three steps are taken into account in this thesis as basis for damage detection in Wind Energy Structures
(WES).
The developed methodologies were subjected to extensive experimental validations by means of three simu-
lated models: simple mass and spring system, offshore tower finite element model and a offshore UPWIND
Bladed model; and one real scaled structure: offshore laboratory tower model. All the results are included
and discussed to demonstrate the reliability of the approaches.
1.4 Objectives
The main objective of the current Thesis proposed here is to develop a methodology for the detection of
damages in Wind Energy Structures (WES) using the paradigm that any damage in the structure produces
changes in the vibrational responses. In this Thesis, the damage detection methods, the compensation of the
EOC, and the sensor fault detection are discussed. This thesis defends that the results of a damage detection
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method can be improved if a good preparation of the data is done. This preparation should be in a way that
the containing information is the best for damage detection methods.
1.4.1 Specific objectives
1. To study the problem of monitoring and damage detection in structures.
2. To study, analyze, propose, implement and evaluate different damage detection methods in Wind
Energy Structures.
3. To study, analyze, propose and implement different types of data preprocessing methods to prepare
the data in such way that the containing information is the best for damage detection methods for a
good data representation and damage detection improvement.
4. To validate and adjust the methodology developed using theoretical structures.
5. To validate the methodology using laboratory scale wind-turbine tower.
1.5 General results
According to each specific objective, some comments about the results are summarized below. Most exten-
sive descriptions are included in the document.
1. To study the problem of monitoring and damage detection in structures.
The Structural Health Monitoring problem, its applications and current developments were studied
and discussed in various scenarios. The author attended an European course: “ Advanced course:
Structural Health Monitoring” performed in 2011 in IK4-Ikerlan-Mondragon, where some of the most
relevant topics and its applications were presented by some of the relevant researchers in the area. A
wide review was done with the information acquired while this PhD was going on; this review is
shown in chapter 2.
2. To study, analyze, propose, implement and evaluate different damage detection methods in
Wind Energy Structures.
Using the information acquired during the previous state, different damage detection methods were
studied and analyzed. After a deep analysis, one of them was implemented and evaluated in different
structures, starting from simulated ones to continue with the real scale model. The proposed method
is based on Stochastic Subspace Identification, and good results are obtained with it.
As a contribution in this area: some new damage indicators that make the algorithm faster were
developed.
In order to compensate the Environmental and Operational Conditions (EOC) which provides the
structure a proper operation under different scenarios, a review was done, and a solution was im-
plemented, using a Fuzzy clusterization method (fuzzy C-means). The results of the compensation
showed that the compensation method is valid for different kind of structural behaviors.
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A damage detection methodology should be able to check whether the received information is appro-
priate or not. So as to deal with this problem, a short review of sensor integrity methods was also
performed, and based in Mutual Information (MI) a sensor fault detection algorithm was designed.
The results show that this solution, that is in a preliminary state, is able to detect sensor faults.
• Publications:
a) Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "Structural Damage
detection in laboratory tower using Null Space Algorithm", Proc. Smart’11 Saarbrucken
(2011), 79–86.
b) Gonzalez A.G, Zugasti E, Anduaga J, Arregui MA, and Martínez F, "Structural fault de-
tection in a laboratory tower using an AR algorithm", Proc. Smart’11 Saarbrucken (2011),
69–78.
c) Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "NullSpace and Au-
toRegressive damage detection: a comparative study", Smart Materials and Structures
(2012), 085010.
d) Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "A Comparative As-
sessment of Two SHM Damage Detection Methods in a Laboratory Tower", Advances in
Science and Technology (2012), 232–239.
e) Zugasti E, Arrillaga P, Anduaga J, Arregui MA, and Martínez F, "Sensor Fault Identification
on Laboratory Tower", Proceedings of the 6th European Workshop of SHM (2012), 1093–
1100.
3. To study, analyze, propose and implement different types of data preprocessing methods to pre-
pare the data in such way that the containing information is best for damage detection methods.
A short review on data preprocessing solutions was perfomed, and how we could apply them to
the damage detection problem. Some different preprocessing methods were implemented: PCA,
UmRMR and a combination of both. These preprocessing methods results were compared to the ones
without any preprocessing, and the results show that the preprocessing of the data is able to enhance
the damage detection results.
• Publications
a) Zugasti E, Mujica LE, Anduaga J, Arregui MA, and Martínez F, "Feature Selection - Extrac-
tion Methods based on PCA and Mutual Information to improve damage detection problem
in Offshore Wind Turbines", Key Engineering Materials (2013), 620–627.
b) Zugasti E, Mujica LE, Anduaga J, C-P. Fritzen, “Data Preprocessing based on PCA and
MI to improve Damage Detection in Structural Health Monitoring”, Structural Control and
Health Monitoring, Waiting to be accepted.
4. To validate and adjust the developed methodology using simulated data from real Wind-Turbine
models.
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Three case studies were selected. First, a basic spring and mass model was used to validate the
proposed solutions. Later a simulated laboratory tower model was used to verify whether the method-
ology was still applicable for more complex structures. Finally, a BLADED model of a real wind
turbine was used (UPWIND project) for the final validation of the methodology, with different EOC
and damages in the offshore jacket.
• Publications
a) Zugasti E, Anduaga J, Arregui MA, and Martínez F, "NullSpace Damage Detection Method
with Different Environmental and Operational Conditions", Proceedings of the 6th Euro-
pean Workshop of SHM (2012), 1368–1375.
5. To validate the methodology using laboratory scale Wind-turbine tower.
The real world case study was done by means of a laboratory scale tower, which was manufactured
keepeing many similarities to a offshore wind turbines. Real damage is created in the jacket substruc-
ture, and different EOC are simulated using different kinds of vibrations. The results show that it is
possible to detect damage in every case.
• Publications
a) Gonzalez A.G, Zugasti E, Anduaga J, "Damage Identification in a Laboratory Offshore
Wind Turbine Demonstrator", Key Engineering Materials (2013), 555–562.
b) Zugasti E, Mujica L.E, Anduaga J, Arregui MA, and Martínez F, "Damage Detection for
different environmental conditions using fuzzy clustering", Mechanical Systems and Signal
Processing, Waiting to be accepted.
1.6 Research framework
This thesis was supported in general through the projects: the research line L3 of IK4-IKERLAN, and
DPI2011- 28033 funded by the Spanish Government. The first one is a research line in the research center
IK4-IKERLAN where the thesis was developed.
The second project is: “Smart Structures: Development and Validation of Monitoring and Damage Identi-
fication Systems with Application in Aeronautics and Offshore Wind Energy Plants (AEROLICA)” which
is a coordinated project with the Laboratory of Composite Materials and Smart Structures (LCMSS) from
“Universidad Politécnica de Madrid” which is leaded by Professor Alfredo Guemes, the CoDAlab group
from “Universitat Politécnica de Catalunya”, which is leaded by Professor Jose Rodellar and Sensors de-
partment of IK4-IKERLAN. Its main objective is the development of new monitoring systems and data
processing methodologies for damage identification in smart structures, with emphasis in two key industrial
sectors: aeronautics and offshore wind energy plants. The project integrates basic research on sensors and
model-free, data-driven identification approaches with development of practical algorithms and numerical
and experimental validations.
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1.7 Organization of the work
This work is organized in 9 chapters. The first one is the current, that talks about SHM, the objectives,
the general results, and the organization of the work. In the second chapter, a review of damage detection
methods is found, where different damage detection methods are discussed and filtered by the nature of the
used sensor. In the third chapter, the theoretical background is discussed, depicting the tools applied in this
thesis. Fourth chapter describes the different structures used to validate the proposed methodology, being
three numerical models and one real scale laboratory tower.
Chapter five is concerned to the damage detection and how the damage detection strategy is developed.
Chapter six explains the data preprocessing solution used in this thesis for a better and faster damage detec-
tion. Besides review of feature selection and extraction solutions is presented. In chapter seven the clustering
solution for the different Environmental and Operational Changes compensation is explained, and a short
review of the different EOC compensation methods is depicted. The sensor fault detection method is de-
tailed in chapter 8. Finally, conclusions and future research chapter closes this work, where comments about
the developed methodologies and the obtained results are discussed.
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Chapter 2
Review on damage detection solutions
SHM and damage detection has been widely studied in the last two decades. The more complex the struc-
tures are, the more complex damage detection systems are needed. In this work, WES structures are being
taken as target application of the damage detection solution. In order to know where to start this work, the
work done in the past must be studied so that the possible solutions to the problem can be found, or at least
a starting point can be found. In this chapter, different types of works in damage detection are reviewed so
as to find a starting point for the problem studied in this work.
2.1 SHM damage detection classification
In this section, different types of SHM damage detection methods are presented. They are classified by the
nature of the sensor used or the principal physical parameter studied. The classification is made in the next
way: methods using Fiber-optic sensors, methods using piezoelectric sensors, methods using Electrical
Impedance to detect damage, methods using Low Frequency Electromagnetic techniques to detect damage,
methods using Capacitive methods and finally, a subsection of others has been created in order to comment
the ones that are not included in the main classification subsections.
2.1.1 By fiber-optic sensors
Fiber-optic technology started in the seventies, for long-distance telecommunications, and it has experienced
an exponential growth during the last three decades. Sensing applications are a small spin-off from this
technology, taking advantage of developments in optoelectronic components and concepts.
The optical fiber (OF) itself is a pipe for light, transmitting information, but it may also be sensitive to
changes in the external environment surrounding the fiber, such as temperature, strain or chemical compo-
sition. Then, it becomes a sensor if these changes can be determined unequivocally. For example, when a
very narrow pulse of light is launched along an OF, the reflection of waves, called back-scattered radiation,
dispersed inside the optic fiber is proportional to its temperature. It is possible to measure the back-scattered
light along the fiber length; and from the intensity of the collected signal, the temperature distribution can
be derived.
The common advantages of all kinds of optical fiber sensors arise from their small size, and their non
electrical nature, making them immune to electromagnetic interferences and electrical noise. For smart
structures, local intrinsic sensors are in the host material.
For smart sensing structures and damage detection, Fiber Bragg Gratings (FBG) are widely used [35, 112,
62]. The basic idea is to change, at the core of the optical fiber and for a short length, a periodic modulation
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of its refractive index. This will behave as a series of weak partially reflecting mirrors, which, by an accu-
mulative phenomenon of repeated interferences called diffraction, will reflect back the optical wavelength
that is exactly proportional to their spacing. An Optical Spectrum Analyzer will be able to detect these
changes, and transform it into readable information.
The multiple advantages of FBGs over conventional electrical gauges as strain sensors allow a progressive
introduction of “sense by light” technologies into damage detection for structures.
FBGs are passive, point-strain sensors, and this is a limitation on their use in damage sensing applications.
In order to use them, an array of FBGs could be used, and using it the strain distribution could be monitored
in a known load situation. A small crack would make changes in the limited surrounding area, and this
system would not be effective. This means that a large amount of structural damage is needed to detect the
damage this way [6].
FBGs have an advantage over conventional sensors that is due to the higher sensitivity to vibration or heat
than the strain gauges and consequently are far more reliable, which allows them to be embedded into the
structure. It must be taken into account that the applicability of this technique is determined by the structure.
A previous knowledge of strain and stress distributions and critical points is necessary, in order to find the
optimal sensor distribution.
In order to detect damage in the structure, the spectral perturbations associated with internal stress are
measured. Internal residual stresses cause peak splitting [111]. Peak splitting occurs due to the effect of
birefringence of the FBGs when subjected to lateral loading, i.e. unequal loading along the two perpendic-
ular axes of the fibre. This phenomenon holds an important amount of information that can be exploited:
structural damage can release part of the residual stresses, and the effect can be seen as a distortion in the
spectrum of the sensor, opening up a new line of research in the use of fiber-optic sensors as embedded
damage sensors.
This is still an open research field, and important efforts are being made to analyze the behavior of FBGs
when submitted to these phenomena, and to obtain the actual strain field applied to the grating by demod-
ulating its spectral information. In [99], a simple test was presented to show this effects; four 10 mm long
FBGs were embedded in a 25 mm long portion of a photosensitive optical fiber. Then, the fiber-optics were
embedded into an epoxy multilaminated panel, without coating. This experience helped to establish the
basis for damage detection using FBGs. The results were good, after 7 impacts changes in the light spectra
could be seen, and after drilling different holes, the spectra changed significantly.
In [6] some conclusions of using this type of techniques for damage detection are listed. Between the
advantages comparing them to the conventional strain sensing, these are named:
• Low size and weight, embeddable capability, single-ended cabling
• Long-term stability; it can be used for load monitoring throughout the structural life
• Inherent multiplexability, typically 10 sensors/fiber without decreasing reading speed
• Immunity to electromagnetic noise and the ability to work in harsh or explosive environments
The development of large sensor arrays address lots of current efforts. This arrays afford a detailed map of
the strain field in a complex structure. This will require new optoelectronics and signal processing systems,
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able to handle at high speed the information coming from several hundred sensing points and it should
reduce this information to the significant events.
FBGs are not only effective in strain responses, these type of sensors can provide very valuable information
on chemical processes, such as corrosion in metals or degradation. This is a very active research area and
efforts are being made to apply them in the intelligent materials processing.[200, 58]
In Wind turbines, this method is mostly used in blades, but different types of implementations can be found.
For example, Bang et al [7] introduces a FBG-based sensing system for use in multi-MegaWatt scale wind
turbine health monitoring, and describes the results of preliminary field tests of dynamic strain monitoring
of the tower structure of an onshore wind turbine. So as to monitor the dynamic strain behavior of the tower
and substructure of onshore and offshore wind turbines, he installed 41 FBGs on the supporting structures
of the wind turbines.
On blades, several works have been done. Recently, 2 works have been published [171, 135]. In the first one,
Turner presents test field results on the mechanical measurements from an experimental composite blade for
S-Blade experimental wind turbine program, instrumented with FBG temperature and strain sensors. In the
second one, a real-time monitoring system with FBG sensors was designed and applied to monitor blades,
of a 2 MW prototype of a wind turbine, in operation.
Finally, Guemes et al [62], introduced a way to make measurements with distributed optical fibers. In this
paper, they talk about how the sensing should be done in order to have good results. Five plain mono-mode
optical fibers were bonded at the surface of a wind turbine blade (45m.). This solution was compared to
classical extensometry. They obtained similar accuracy on both, but with their method, the set-up of the
tests was simpler and the information on strain distribution along the blade better.
2.1.2 By piezoelectric sensors
When talking about the piezoelectric sensors, methods based on different principles can be found. The first
one is based in Acoustic Emission while the other is based on Acousto-Ultrasonics.
2.1.2.1 Principle1: Acoustic Emission (AE)
“Acoustic Emission is primarily used to study the physical parameters and the damage mechanisms of a
material, but it is also used as an on-line Non-Destructive Testing technique. The phenomenon is based on
the release of energy in the form of transitory elastic waves within a material having dynamic deformation
processes. The waves, with different types and frequencies, propagate in the material and detect possible
modifications before reaching the surface of the studied sample. The surface vibration is collected by a
piezoelectric sensor. Later it is amplified and provides the acoustic emission signal.“ [6]
The typical source of an AE wave within a material is the appearance of a crack from a defect when the
material is put under constraint, or when a pre-existing crack grows, which causes a transitory mechanical
wave to emerge from the latter. This techinique is able to detect evolutionary defects, but is not able to detect
passive defects.
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One of the structural field where AE is used is the aviation industry. The real challenge of the application
of AE in this field is the in-flight monitoring of aircraft structure. The main challenge comes from the
background noise, such as vibration-induce noise, airflow noise, electromagnetic interference and transient
noise. It appears that the AE could be used on an aircraft in flight, since a difference of at least 30 dB is
found between the impact signal and flight background noise [72, 44].
This technology is used to monitor and feed back information to the on-board vehicle computers about the
condition of a spaceship, keeping in mind that the main threat in space travel is micrometeorite impacts.
This becomes specially relevant for structures, such as fuel tanks and fuel systems for which composites
are becoming mainstream. Once the system has detected and located the occurrence of a damage, the
system performs an Acousto-Ultrasonic test across the impact in order to rate the damage severity. This is
achieved by actively pulsing the sensors and capturing the received digitalized waveform for comparison
with waveforms captured during calibration on the ground. The results of this test are then fed into an
algorithm that gives a go/no-go command to the tripulation in the spaceship.
On the whole, AE techniques are significant in SHM for many kinds of structure, and particularly in air
safety. Traditional AE parameter analysis allows a simple, rapid and cost-effective inspection or damage
detection.
In the field of Wind Energy, recently Yun [198], investigated the adoption of acoustic emission detection
to reduce power dissipation of SHM systems employing the impedance and the Lamb wave methods. An
acoustic emission sensor, according to [198], continuously monitors acoustic events, while the SHM system
is in sleep mode. When an acoustic event is detected by the sensor, the SHM operations are performed. The
proposed system avoids unnecessary operation of SHM solutions, this saves power.
Lin [104], describes AE techniques based on Hilbert-Huang transform (HHT) that were recently exercised
to characterize the AE signals released from the wind turbine bearing. The HHT is a way to obtain instanta-
neous frequency data. It is designed to work well for data that are non stationary and nonlinear. In contrast
to other common transforms like the Fourier transform, the HHT is more like an algorithm (an empirical
approach) that can be applied to a data set, rather than a theoretical tool. They analyzed the AE signals from
the wind turbine bearing test using Hilbert-Huang transform. The results showed that the AE in the wind
turbine bearing can be described in terms of features like frequency and energy.
2.1.2.2 Principle2: Acousto-Ultrasonics (AU)
The AE described in the previous section makes use of piezoelectric sensors bonded on or embedded in
a structure in a passive way. The same kind of attached sensors can also be used in an active way to
produce and detect high-frequency vibrations. A transmitter is used to send diagnostic stress wave along the
structure and a receiver is used to measure the signal, which has been modified because of the presence of
damage in the structure. This wave propagation approach is very effective in detecting damage in the form
of geometrical discontinuities.
Nowadays, it is generally used for 2D type structures (plate structures for example), although some works
have been made for 3-D parts [167], there, bulk waves are used. In 2D parts, lamb waves are used.
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Lamb waves are basically two-dimensional propagating waves in plate-like structures. This waves are dis-
persive, that means that their speed depends on the frequency and the thickness of the plate. Usually, a
plate or wave is characterized by the dispersion curves, which represent the phase velocities of all existing
modes plotted versus the product of the frequency and the thickness. Lamb waves, have the advantage of
propagating over long distances without appreciable attenuation. [153]
The most attractive parameters to measure are natural frequencies and damping, according to [6]. This can
be done through a limited number of point-to-point measurements on the structure. With several measure-
ments, mode shape can be recovered and used to detect damage, and locate it.
The global guide to build a damage detection implementation using lamb waves can be summarized this
way:
1. Material characterization: measuring the stiffness and the density of the material.
2. Damage introduction and characterization: after placing sensors on the material, damage is introduced
(impacts or holes) and the damage threshold is determined (corresponding to the level of the plate that
seems to be damaged).
3. Lamb wave interrogation: after the damage is done, the damage is located using lamb waves.
So as to conclude, this type of damage detection is made mainly for plate structures, and it is very sensible,
only if the modes are changed during the damage. The localization of the damage is efficient for a simple
damage. Also the damage identification is possible as recently has been published in [151].
When wind energy is refered, Frankstein et al [46] reports about a monitoring system which should mon-
itor the condition of rotor blades and detect and locate structural changes before total failure. It is based
on a combination of measuring techniques with guided waves in the ultrasonic frequency range and low
frequency modal analysis. The method is tested on a real rotor blade (40 m). He combines a sensor network
with the Operational Modal Analysis (OMA) method, mode shape with locally sensitive monitoring meth-
ods, based on guided elastic waves (Acoustic Emission and Acousto Ultrasonics). Both, AE and AU give
good results in the damage detection.
2.1.3 By electrical impedance
The aim of the impedance-based damage detection is to measure the global electrical resistance. This seems
to be a valuable technique for monitoring fiber fractures in unidirectional materials, and the delamination
process connected with a modification of the resistive tracks in the laminates.
The Impedance-Based damage detection (IBDD) method makes use of the electromechanical coupling of
PZT patches. When a PZT transducer is bonded to a structure it forms a collocated sensor and actuator, often
referred to as a self-sensing actuator. When a voltage is applied across the PZT, the structure is displaced and
conversely, when the structure is displaced a voltage is developed in the PZT transducer. Therefore, the PZT
transducer can both actuate the surrounding area of the structure as well as sense the resulting structural
response. If the PZT is driven with a sinusoidal voltage, this will cause the local area of the structure to
vibrate and the structural response will cause an electrical response in the PZT. [141]
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In papers [98, 178, 2] is shown that macroscopic detection of damage is possible using electrical resistance
measurements by placing electrodes at the edges of the specimen and by monitoring the variations of the
longitudinal electrical resistance.
In [132], in order to evaluate the sensitivity of the IBDD impedance signals issued from fatigue tests were
used to create a meta-model designed to predict the fatigue life of the structure from the changes in the
impedance signals. Fatigue testing is an experimental procedure that produces a permanent, progressive and
localized structural change. This process occurs while the material is subjected to conditions that produce
dynamic tensions in one or more points that can produce cracks or, in some cases, the complete failure
after a sufficient number of load cycles [183]. The fracture caused by fatigue is due to the nucleation and
propagation of cracks appearing in the test sample subjected to mechanical stress. Fracture occurs suddenly
without issuing any prior signal since the crack is not visible during the test. When damage occurs, the
structure suffers from fiber fractures. This will cause apparent decrease on the voltage, so it will increase
Resistivity.
Talking about Wind Energy, Pitchford, in [141] applied the electrical resistance method to 2 different wind
turbine blade types, the CX-100 and TX-100. He uses two types of damages, a simulated one (indirect
damage), using a C-clamp, and the actual damage, was produced in 3 different locations. From the results,
the impedance method was able to detect damage on the blade section. The sensing range was around 10-30
cm depending on the sensor and type of damage. Considering the size of Wind Turbine blade, this may
seem to be a rather small range. Still, he declares that IBDD is a promising method to use on blades either
in critical locations or in conjunction with other SHM methods which both utilized the same PZT patches.
2.1.4 By low frequency electromagnetic techniques
A family of electromagnetic techniques, which makes it possible to obtain good information about the
health of structures made of composites, was developed using electromagnetic methods. These techniques
consist of determining the state of health of a structure by measurement of its main electrical parameters, the
electrical conductivity and/or the dielectric permittivity, since damage induces locally significant variations
in these two or three parameters.
In the case of electromagnetic methods [6], the sensor integration is made by embedding an active layer
which is about 100-200 µm of thickness, in the structure (see Figure 2.1). This layer can be bonded onto
the inner face of the structure or inserted between two layers of a multi-layer structure.
There are three possible techniques: the magnetic technique, the electric technique and the hybrid technique.
Which of these methods is most suitable depends on the type of material. The magnetic method is based on
the variation of electrical conductivity. So, it would be best used with conductive materials and particularly
carbon epoxy structures. The electric method, which is based on the variation of dielectric permittivity,
is suited for use with dielectric structures such as glass epoxy structures and sandwich structures. For the
hybrid method, it is a little more complicated. Since this method is based both on the conductivity variation
and on the dielectric permittivity variation, it is theoretically possible to use this method with any kind of
material. However, as the electric method is better adapted for dielectric structures, it will be preferred in
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Figure 2.1. Sensor integration (electromagnetic technique)
this case. The hybrid method gives the best results when it is used with composite structures consisting
partly of a conductive medium and partly of a dielectric medium.
In this type of damage detection methods, a data reduction process is often necessary, and this is particularly
appropriate in the case of electromagnetic techniques, where the noise level is relatively important. This
means that signal processing is very important; recent developments in signal processing make it possible
to decrease the noise level considerably and to extract relevant information.[97]a
2.1.5 By capacitive methods
The capacitive method principle [32] consists of placing two (or more) electrodes on the outer surface of the
samples and applying a voltage between them. This system forms a capacitor and changes in capacitance
are indicative of the internal constituents (such as the nature of the materials or their moisture content).
In order to apply the configuration of conventional parallel plate capacitors, contact with the material under
study from two opposite sides is required.
The simplest type of capacitive probe is based on the so-called parallel plate capacitor. Two electrodes of
area S, separated by the distance e, enclose a material of dielectric constant εr as can be seen from Figure 2.2.
A uniform electric field redirected perpendicularly to the plates is created, and the capacitance of the system
is proportional to the permitivity of the media.
The capacitance value is found by means of a resonant circuit delivering an alternating voltage (note that a
different kind of electronics, for instance an electronic bridge, can be used). The resonant frequency shift is
then obtained simply by using a frequency analyzer.
This type of monitoring has been used mainly for monitoring historical buildings; The basic idea is to have
two metallic electrodes embedded in the material, and to apply an alternating electric current (I) between
them. This system forms a capacitor, and changes in capacitance are indicative of the internal constituents
(including the nature of the materials).
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Figure 2.2. Capacitance
Figure 2.3. Tension cables with HDPE duct filled with cement grout [164]
A capacitive sensing system indicates the presence of water, known to be at the origin of most common
pathologies of concrete structures. Although it could be used for SHM of concrete structures, the interpre-
tation of the signals are difficult. This difficulty is now being filled with the help of a modeling approach.
Some applications of this method have been applied for damage detection. For example, in [164] this
technique is used in order to monitor “external” post-tension cables. These cables are generally placed in (
HDPE) ducts shown in Figure 2.3, where the residual space is filled under high pressure with a cement grout
intended to prevent corrosion. Sometimes this cement grout is not perfect, and can contain high amount of
water or grout voids. The detection of such defects inside an opaque duct is unachievable visually from the
outside, so the capacitance method is used in order to detect damage inside the duct.
The same year, Klysz et al. [85] applied the same capacitive method, among others, in a Bridge (Empalot
Bridge, France) constructed in 1915. They tried to evaluate the cover concrete of the bridge by some Non-
Destructive Testing methods. They used 3 different types of capacitive sensors, being able to reach different
depths. The results showed that the big electrodes were more sensitive to large volume damaged areas in
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depth of 2 or 3 centimeters. Medium sensors were more sensitive to moisture near the surface. Finally, the
small ones were too dependent to the quality of the surface, so they were not very useful.
Another application in cover concrete was done by Derobert et al[31]. He applied the capacitive method
to measures the moisure content, and also used a Ground Penetrating Radar (GPR) in order to compare
the results. Both results were successfully compared during an experimental campaign conducted in the
laboratory against several control test slabs.
In the near future developments will focus on the implementation of array sensors and on data processing
suited to each application. There are lots of types of structures out there, and each of them has a different
frequency responses. the new implementations should characterize these structures in a wide frequency
range. Several research is going on this field currently. [6]
Ice accretion on wind turbines is a major problem in cold climates that reduces power generation and fatigues
turbine components. The detection of ice in wind turbine blades, is not a damage detection, but ice can lead
to damage, so it is considered really important to be able to detect ice in wind turbine blades, because it can
mean that damage can appear easier. In [130], Owusu et al detects ice in several types of structures, but
mainly he focuses his thesis in wind turbine ice detection, specially on capacitive methods. On the other
side, Homola[69] tried over 30 types of ice detection techniques for wind turbines, and in his conclusions
states that one of the best ice detector is the capacitance method.
2.1.6 Others
There are also other types of SHM damage detection methods that were not commented before, and they
will be resumed in the next lines:
The laser-doppler vibrometer (LDV) is a non-contact velocity transducer, which is based on analysis of the
Doppler effect. The laser outgoing beam of the LDV, acts directly on the surface of interest. The frequency
and amplitude of the vibration are extracted from the Doppler frequency shift of the beam; this frequency
shift is due to the surface movement [108]. The laser Doppler vibration meter is a promising method to
analyze large areas due to its high resolution. Furthermore, it is a non contact method, which simplifies
implementation. However, the price is still high for incorporation into a structure. A Wind Energy Structure
application on this field can be found in [131]; Ozbek and Rixon use the LDV for a remote monitoring of
the Wind Turbine ( Figure 2.4 shows the measuring points).
The thermal image uses temperature as principle. This method detects anomalies or defects in the layer
located below the surface of the material. It is based on the temperature difference observed in the studied
area, monitored by sensors and infrared cameras [5]. The temperature difference of a damaged structure
when it is compared with an undamaged area is related to the difference of thermal diffusion and indicates
irregularity or material damage. The advantage of this method is that it is capable of producing an image
of the measure, which facilitates a quick evaluation, even for a non-professional user. Thermal imaging
methods can be divided according to the thermal excitation method used during the testing. Thus, they differ
in active and passive methods. Passive methods are used to study materials that are in a higher temperature
than air temperature. Therefore they are limited to specific materials and applications. By contrast, active
methods employ a heat source that can be light bulbs, heat guns, etc..
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Figure 2.4. The Markers Ozbek [131] used to measure the wind turbine
Shape memory alloys can also be used. The shape memory alloys have a memory that can be initiated from
a change in effort or temperature. This type of alloy allows the creation of passive detection systems, where
power supply is only needed during the interrogation of the sensor, while the sensor reading is stored in the
form of the sensor itself [174, 175]. This method is still new and needs a strong research effort to develop a
monitoring strategy with it.
Eddy currents are widely used for inspection of conductive materials by inducing electrical currents in the
test material and capturing any variation of the induced currents. This method would detect changes in spe-
cific places of the structure where the sensor should be placed [60], making it suitable for the development
of local methods of monitoring.
There are also the vibration-based methods, the ones that use vibration measuring sensors (piezoelectics,
accelerometers,...) in order to detect the vibrations in the structure. This area is large, and it will be deepened
in the next chapter, because these methods are the ones that have been used to complete this thesis.
Finally, this chapter explained the most known techniques, but this is a field that continues growing each
day, and new techniques arise every year, so it is important to be up to date with damage detection.
2.2 Vibration based techniques for SHM
2.2.1 The principle
According to [50] the principle which uses vibrations as characteristics of solid bodies to test their quality
or consistency and distinguish good or bad conditions is widely used in daily life. For example, when
buying drinking glasses, it is commonly accepted that the bright sound indicates a flawless glass, and a
dull tone refers to a imperfect glass. Traditionally, experienced traders tested the quality of large cheeses
by knocking on them and listening to the sound. The degree of ripeness of melons can also be tested by a
similar procedure. Many other examples can be found.
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The same basic principle can also be applied to civil structures, but using sensors for detecting the vibrations.
The effects of material defects, like cracks or delaminations, on the dynamic behavior of a structure have
been studied in [19, 129], by using just vibration techniques. The classical way to gain information on the
measurement of an existing structure (with respect to its dynamic behavior) is to retrofit this structure with
a set of sensors and excite it with an actuator or using the natural environmental forces.
In order to see if something has changed, the measurement data have to be evaluated and some character-
istic features, such as means, variances, maximum/minimum values, spectral information, etc., have to be
extracted by signal analysis. The actual values are compared with the reference values which derive from
the undamaged state of the monitored system.
In a vibration test, the excitation and response are always measured and recorded in the form of time history.
There are three different domains in which it is posible to examine data for damage detection. The first one
is in the Time Domain; this means that data knows how a signal changes over time. On the other hand,
in Frequency Domain, data is transformed in order to show how much of the signal lies over a range of
frequencies. Finally, in the Modal Analysis, data shows what are the characteristics of each vibration mode
according to the point in the structure. Usually this modal information is extracted from frequency domain,
although new works have shown how to extract the information directly form time-domain[59, 15]. Also,
combined time-frequency analysis, based on wavelet analysis, has become an important tool in data analysis
[160].
Vibration methods can also be classified as model-based or data-driven based methods. The model-based
method assumes that a detailed numerical model of the structure is available for damage detection (for
example a Finite Element Model); while the response-based (or data-driven) method depends only on ex-
perimental response data from structures.
A classification depending on the mathematical base of the damage detection method will be made in the
next section.
2.2.2 Method classification
2.2.2.1 Natural frequency based methods
These methods use the natural frequency change as the basic feature for damage identification. The natural
frequency change can be measured using a low number of sensors in some points of the structure; this fact
makes it attractive.
There are 2 different types of approaches inside these methods.
• The forward problem
The aim of this method is to determine the natural frequency changes of a given structure based on
damage location and severity, and it serves as a theoretical foundation for natural frequency-based
methods. The forward problem [168] investigates frequency shifts for known types of damage. The
damage can be modeled mathematically for later comparing it to the measured frequencies of the
damaged system. The forward problem has been widely used since the mid-1970s until mid-1990s.
22 Chapter 2. Review on damage detection solutions
Some of the damages studied with this solution were: Gudmundson [61] used an energy-based per-
turbation approach and derived an explicit expression for the resonance frequencies of a wide range
of damaged structure. This method can account for a loss of mass in addition to a loss of stiffness.
Hu and Choy[71] addressed the issue of determining frequency sensitivity for simply supported beam
with one crack and developed analytical relationships between the first-order changes in the eingen-
frequencies and the location and severity of the damage. This method requires symbolic computation
of the characteristic equation. Morassi [119] also showed that the frequency sensitivity of a cracked
beam-type structure can be explicitly evaluated by using a general perturbation approach. Frequency
sensitivity turns to be proportional to the potential energy stored at the cracked cross section of the
undamaged beam. Moreover, the ratio of the frequency changes of two different modes turns to be a
function of damage location only.
The methods described above, are only valid for small defects. Kasper et al [82], derived the explicit
expressions of wave-number shift and frequency shift for a cracked symmetric uniform beam. These
expressions apply to beams with both shallow and deeper cracks. This explicit expressions are based
on high frequency approximations, so, they are generally inaccurate for the fundamental mode and
for a crack located in a boundary-near field.
• The inverse problem:
This method determines damage characteristics of a given structure based on natural frequency mea-
surement. The inverse problem calculates damage parameters, such as crack length and/or location,
from frequency shifts. The inverse problem typically attempts to achieve Level 2 or Level 3 dam-
age identification while the forward problem typically achieves only Level 1 damage identification.
This method, is almost as old as the Forward one, but it is still in use. About the inverse problem,
some works have been made in this field; for example, Liang et al [101] developed a method based
on three bending natural frequencies for the detection of crack location and quantification of damage
magnitude in a uniform beam under simply supported of cantilever boundary conditions. The method
involves representing crack as a rotational spring and obtaining plots of its stiffness with crack loca-
tion for any three natural modes through the characteristic equation. The point of intersection of the
three curves gives the crack location and stiffness. The crack size is then computed using the standard
relation between stiffness and crack size based on fracture mechanics. An other example is the one
from Zhong et al [201] who proposed a new approach based on auxiliary mass spatial probing using
the spectral center correction method, to provide a simple solution for damage detection by just using
the output-only data.
In conclusion, the focus on the use of frequency shifts for damage identification has been prolific, but the
investigation is still ongoing. Successful identification algorithms have generally been limited to identifica-
tion of a single or a few damage locations. Equally, the most successful applications have been applied to
small laboratory structures.
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2.2.2.2 Mode shape-based methods
Measurement of the mode shapes of a structure [18] requires either a single excitation point and many
sensors or a roving exciter with one or more fixed sensors. Many modal analysis techniques are available
for the extraction of mode shapes from the data measured in the time domain [39, 106]. Damage detection
methods have been developed for the identification of damage based directly on measured mode shapes or
mode shape curvatures.
• Direct comparison of mode shapes
Two commonly used methods to compare two sets of mode shapes are the Modal Assurance Criterion,
MAC [4] and the Coordinate Modal Assurance Criterion, COMAC [102]. The MAC value can be
considered as a measure of the similarity of two mode shapes. A MAC value of 1 is a perfect match
and a value of 0 means they are completely dissimilar. Thus, the reduction of a MAC value may be
an indication of damage. The COMAC is a point wise measure of the difference between two sets of
mode shapes and takes a value between 1 and 0. A low COMAC value would indicate discordance at
a point and thus is also a possible damage location indicator. Some applications of these applications
can be found in [18].
A drawback of many mode shape based methods is the necessity of having measurements from a
large number of locations. Apart from this drawback, there is the fact that when having big structures,
the mode shapes change little by little, so sometimes for the moment you have realized about the
small change in the mode shape it is too late. The calculation of mode shapes needs big amount
of sensors, and the calculation in operational conditions (Operational Modal Analysis, OMA) for
the type of structures we are talking about, is not an easy task to do. In two papers, Ren and De
Roeck [145, 144] used the idea of employing the orthogonality condition sensitivities. Their algorithm
was demonstrated on a laboratory scale concrete beam. They concluded that, though mode shape
based methods are well verified with simulated data, there are significant difficulties with full-scale
structures - the predominant ones being noise and measurement errors, mode shape expansion of
incomplete measurements and accurate well correlated modeling of test structures.
• Mode shape curvatures
Gunes [63] says that the use of mode shapes curvatures in damage identification is based on the
assumption that the changes in the curvatures of mode shapes are highly localized to the region of
damage and that they are more pronounced than changes in the displacements of the mode shapes.
Modal curvatures have also been used in conjunction with other measured data to identify damage.
Oh and Jung [128] used both dynamic and static data from tests on a bowstring truss. Best results
were achieved when mode shape curvatures and static displacements were used in combination. The
number of modal curvatures useable in damage identification routines is, naturally, limited to the
number of displacement mode shapes available.
In conclusion, mode shapes and their derivatives have been widely used to identify damage. Some evidence
[152] suggests that methods based on mode shapes are more robust than those based on natural frequency
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shifts. There are, nevertheless, some discussions over the usefulness of mode shapes alone in damage
detection even from the same authors.
According to [18], such uncertainty has led to the investigation of other methods such as the use of op-
erational deflection shapes, which have many similarities to mode shapes. More complex formulations
involving the use of mode shapes have also been investigated, such as modal strain energy methods, which
use modal curvatures and the dynamically measured flexibility and the residual force vector, which combine
the use of natural frequencies and mode shapes.
2.2.2.3 Modal strain energy
When a particular vibration mode stores a large amount of strain energy in a particular structural load path,
the frequency and shape of that mode are highly sensitive to changes in that load path [18]. So checking this
strain energy it is possible to determine damage location. The literature has generally concentrated on beam
like elements (see [18]).
Kim et al. [83] applied both a frequency based and a modal strain energy based method to identify damage
(assumed to be single) location and size in a simulated beam. Two modes were used in each method. The
frequency based method was based on the ratio of change in the eigenfrequencies. Curvature, for use in the
modal strain energy method, was calculated by spline interpolating 289 modal displacements at the nodes
of the beam modal. It was found that the modal strain energy method gave a more accurate prediction of
location than the frequency based method.
Recently, Yan et al. [195], proposed a damage detection method based on an efficient algebraic algorithm
of element modal strain energy sensitivity for detecting damage, also the location and severity. The method
adopts a closed form of element modal strain energy sensitivity.
Several works about Modal Strain energy has been published, and when a prework has been done about
the structure, and when it is known what kind of damages are the easiest to appear, this method is a good
method when it is wanted to locate damage.
2.2.2.4 Residual force vector method
With access to measured mode shapes, natural frequencies and an initial baseline model it is possible to
formulate what is known as a Residual Force Vector, RFV. Each mode (i) of the damaged structure (Natural
frequencies and mode shapes) satisfy an eigenvalue equation. [197]
(Kd−λdiMd) (2.1)
φdi = 0 (2.2)
With λd being the square of the natural frequency, and φd , the mode shape of the damaged structure is
measured and therefore fully known for several modes. Assuming that the stiffness, Kd , and mass, Md ,
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matrices associated with the damaged structure, are defined as,
Kd = Ka+∆K (2.3)
Md = Ma+∆M (2.4)
Then, the Residual can be defined as:
Ri = (KRd−λdiMd)φdi (2.5)
Each mode provides a single Residual Force Vector. This vector may be physically interpreted as the har-
monic force excitation that would have to be applied to the undamaged structure, represented by Ka and Ma,
at the frequency λdi , so that the structure would respond with mode shape φdi .
There will be one residual for each mode. If the mode shapes are sparsely measured, either reduction of the
system matrices or expansion of the mode shapes is necessary. Reduction of the system matrices destroys
the structure of the matrices and therefore the direct use of the RFV for location is not useful. However,
with sufficient measurements, the RFV seems to be a robust method for the location of damage and its use
in sizing damage is certainly promising.
Yang et al. [197], developed a damage detection methodology using this method. In order to have a damage
indicator for the method, he uses an indicator proposed by Doebling [33] named minimum-rank elemental
update (MREU). He applied the method to a plane truss structure, and generated three damage cases. Results
of the application example showed that the node residual force vector could preliminarily locate the probable
damages in measured locations or unmeasured locations, but he noted that the absolutely accurate damage
localization was impossible for noisy measured mode shapes. He also reported that the MREU technique
could identify structural damages only when the number of mode shapes used in the calculation equals the
rank of the perturbed matrix. Since, in practice, the expected rank of the perturbed matrix is unknown, he
concludes saying that the MREU technique is limited to be used in actual engineering practice.
2.2.2.5 Model updating based methods
The literature concerned with model updating has provided a rich source of algorithms adaptable to damage
identification. Furthermore, many damage identification algorithms rely on a well correlated numerical
model of the structure in its initial state. Several issues arise when creating a correlated numerical model;
the measured data chosen to be matched by the model, the accuracy of the initial model, the size and
complexity of the model, the number of updating parameters and the non-uniqueness of resultant model in
matching the measured data.
The accuracy of the initial model of a structure used to identify damage with an updating algorithm is
important. Fritzen and Jennewein [48] used sensitivity based algorithms to locate and detect damage. It
was found that even the use of Bernoulli-Euler beams instead of Timoshenko theory shifted the higher
eigenfrequencies, so that no reasonable results were obtainable.
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The size of the model to be updated is important, though with available computing power increasing con-
stantly, it is now possible to tackle larger and more complex models than ever before. However, as model-
updating problems are usually solved by iterative methods that require the solution of the analytical problem
at least once in each iteration, its application to large models can be very hard to process. Moller and Friberg
[117] proposed a method that reduced the problem by projection onto a subspace spanned by a reduced num-
ber of modes. This resulted in substantial computational time savings.
Papadopoulos and Garcia [133] presented a method of model updating and damage identification, which
accounted for structural variability. The statistical properties of the healthy mass and stiffness parame-
ters and the mean healthy natural frequencies and mode shapes of the system were first determined. The
mean damaged natural frequencies and mode shapes of the system were then simulated. The number of
modes available was assumed to be equal to the number of damage parameters and these parameters were
determined. The statistical properties of the damaged stiffness were then determined and probabilistically
compared to the healthy stiffness to yield an estimate of the probability of damage.
Model updating using FRF (Frequency Response Function) measurements directly has also been utilized
for damage identification [202, 20]. The initial, and obvious, advantage in using FRF data over modal data
is that it negates the need to identify the modal parameters from measurements and to perform mode-pairing
exercises. A further advantage in using FRF data over modal data in model updating is that FRF data can
provide much more information in a desired frequency range than modal data which is limited to just a few
FRF data points around resonance. Grafe [57] also points out that, by using the many more data points
available, systems of updating equations can be easily turned into over-determined sets of equations. Care
should be taken to avoid ill-conditioned matrices, however, as adjacent points in the FRF are unlikely to
contain significantly different information about the system.
In summary, model-updating methods have been used extensively in damage identification algorithms. In
model updating, the engineer is forced to use his/her judgment to choose likely parameters and locations in
the model that are in error. In damage identification the lack of knowledge of location leads to difficulties
in applying the same methods due to an increased number of parameters. Many authors have overcome this
problem by making assumptions about the location and form of damage. Those that have not made these
assumptions have found that they require large measured data sets to avoid ill-conditioning in the updating
equation sets.
2.2.2.6 Frequency Response Function (FRF) based methods
Frecuency Response Function (FRF) is also used to detect damage, instead of extracting modal data from
the datasets. Lee and Shin [96], said that modal data can be contaminated by modal extraction errors in
addition to measurement errors, because they are derived from data sets. They also said that a complete set
of modal data cannot be measured in all but the simplest structures. That is why they say that FRF data can
provide much more information on damage in a desired frequency range compared to modal data.
A real time condition monitoring approach was proposed by Lim et al. [103]. Changes in the continuously
monitored FRF amplitude, damping and frequencies were interpreted as indications of damage. The advan-
2.2. VIBRATION BASED TECHNIQUES FOR SHM 27
tage of continuous real time monitoring is that it gives an operator early warning, so that appropriate action
may be taken before a catastrophic failure occurs.
Rizos et al.[146] treat the problem of damage detection in stiffened aircraft panels via a non-parametric
FRF based method. The FRF estimates are demonstrated to exceed their normal variability bounds under
skin damage, while the method accounts for uncertainties and statistical variabilities. Finally, Hwang and
Kim [73] present an FRF based method, whose effectiveness is numerically demonstrated via simulation
examples based on Finite Element (FE) models of a simple cantilever and a helicopter rotor blade. Although
no statistical framework is incorporated, the method is reported to achieve a satisfactory level of precision
with respect to damage diagnosis.
2.2.2.7 Wavelet transform methods
The idea of breaking down a signal into different series of local basis functions are the wavelet transforms
(WT). Wavelets have different characteristics, those are the scale and translation. Any particular local feature
of a signal can be analyzed by looking at those characteristics. The transform may be applied and mapped
to the space or time domain of the structure. This is in contrast to the Fourier transform, which is generally
used to map from the time domain to the frequency domain.
The singularities in a signal are detected by the wavelet transforms. Knowing this, they can be used to find
changes in mode shapes, or to locate a change in a sensor signal. When applied to the space domain, it
is very important the number of DOFs measured. The finer the resolution of measurements in the space
domain, the more information the wavelet analysis can provide.
Kumara et al. [163] and Sohn et al. [156] suggested using Continuous Wavelet Transform to detect delam-
ination of composite structures. The system is designed to analyze the responses of an active SHM system
using piezoelectric sensors. Damage detection is performed by observing the signal energy in a wavelet
scalogram (The magnitude of the Continuous Wavelet Transform).
By Mujica et al. [124], A hybrid reasoning methodology is applied to a complex aerospace structure, and
its effectiveness is assessed in identifying and locating the position of impacts. The methodology combines
the use of: (i) Case-Based Reasoning; in a ‘learning mode’ (ii) The Wavelet Transform is used to extract
principal features of a signal providing information about the impact locations. (iii) Self-Organizing Maps
are trained as a classification tool in order to organize the old cases in memory with the purpose of speeding
up the reasoning process.
Recently, an experimental study [177] was published for the location detection of a delamination in a beam
structure under a static displacement with a spatial wavelet transform. In this research, two delaminated
cantilever beams with different dimensions and materials subjected to a static displacement at their free ends
are investigated experimentally. Through both the finite element model (FEM) and experimental studies, the
detection of the delamination location using spatial wavelet analysis is achieved effectively.
Giurgiutiu et al. [55] reviewed some different damage identification in helicopter components and identified
the WT as one of the most efficient methods for mechanical components health monitoring specially for
early identification of incipient damage.
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2.2.2.8 Neural network methods
Neural networks arose from the study of biological neurons and refer to a computational structure that has
multiple inputs and a single output. Neural networks have been applied successfully in many diverse appli-
cations including vibration based damage identification [179, 203]. These types of solutions are applicable
to problems with lots of information on database, but difficult to find an algorithm to work with those data.
The basic strategy for developing a neural network-based approach to be used in connection with vibration-
based monitoring of engineering structures is to train a neural network to recognize different damage sce-
narios from the measured response of the structure, strains, modal parameters, etc. For instance, a neural
network might be trained with natural frequencies and mode shape components as input and the correspond-
ing damage state as output.
The training of a neural network needs appropriate data, that contains the information aboutt the cause and
effect. This can be seen as a drawback, because this means that in order to train the neural network, the
sets used should be damaged and undamaged structure readings. The damaged data can be obtained by
measurements, or model tests, through numerical simulation or as a combination of all three types of data.
Ramu and Johnson [143] applied back propagation neural networks to identify damage. The network was
found to be effective. The topology of the network was found to be critically important for performance.
An interesting aspect of the work of Marwala and Hunt [109] was the proposal of a committee of neural
networks. Marwala [110] demonstrated the use of the committee approach on a damaged experimental
cylinder. Three networks were trained and their outputs combined to give better predictions than by the
three networks separately. Each network was trained with different data, namely FRFs, Modal data and
Wavelet Transform Data. The improved performance of the committee was reasoned to be due to different
structural alterations having different relative apparent effects in the frequency, modal and time domains.
In [121], Mujica et al. used an Artificial Neural network in order to be able to solve a Case-based reasoning
(CBR) cycle. A hybrid reasoning system is developed for damage assessment of structures. The system
combines the use of a model of the structure with a knowledge-based reasoning scheme to evaluate if damage
is present, its severity (severity and dimension) and its location. Using a given model (or several models),
the structural dynamic responses to given excitations are simulated in the presence of different forms of
damage. In a ‘learning mode’ an initial casebase is created with the principal features of these damage
responses. When the system is working in its operating mode, data acquired by sensors are used to perform
a diagnosis by analogy with the cases stored in the casebase, reusing and adapting old situations. Whenever
a new situation is detected, it is retained in the casebase to update the available information.
Recently [105], presented an experimental verification of a structural damage recognition technique based
on a fiber Bragg grating array and a back propagation neural network. This method was applied in a flat
plate. The plate structure was loaded using a lever and a weight, and damage was introduced by putting a
hole in the plate. The neural network was able to identify damage to the plate.
An other recent work by Dumlupinar [36], explains how the mechanical parts (gearbox and rack-pinion)
of a mobile bridge have been monitored. The prediction of the gearbox and rack-pinion fault detection is
carried out with artificial neural networks (ANN) using the time domain vibration signals. Several statistical
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parameters are selected as characteristic features of the time-domain vibration signals. The results indicate
that the vibration monitoring data, with selected statistical parameters and particular network architecture,
give good results to detect damage on the structure.
2.2.2.9 Genetic Algorithm methods
Genetic Algorithms (GA) are methods for optimization of functions based on the random variation and
selection of a population of solutions. They are part of what may be described as evolutionary algorithms,
which have been developed since the 1950s [115]. They can handle multi-modal solutions, so that makes
them capable of identifying damages using more information.
Genetic Algorithms have been used for the minimization of the cost function defined from the diferences
between experimental and numerical eigenvalues and eigenvectors [24], natural frequencies [107], mode
shapes [24], or their combinations [68].
For example Chiang and Lai [23] describe a two-stage process where the damage is initially located and
then in a second stage a GA is used to quantify the damage in the identified elements successfully. The
method was demonstrated on a simulated truss structure of 13 elements with up to 3 elements damaged.
Yan [194] proposes a GA-based approach for impact load identification, which can identify the impact
location and reconstruct the impact force history simultaneously. In his study, impact load is represented
by a set of parameters, thus the impact load identification problem in both space (impact location) and time
(impact force history) domains is transformed to a parameter identification problem.
2.2.2.10 Statistical methods
Farrar and Doebling [41] suggested that the vibration based damage detection problem is fundamentally one
of statistical pattern recognition. They thought that a non-model based pattern recognition methods were are
good way of detecting damages, and more effective in real life inplementations. The concept was guided to
the novelty detection. Novelty detection is concerned with the identification of any deviations in measured
data relative to data measured under normal operating conditions. This makes a need of a learning phase and
a detectin phase. When the structure is in a undamaged state, the learning phase is made, and the features
derived from the structure are extracted, while in the detection phase, these features are compared to the
ones that are being calculated in order to determine if the structure is still in the same condition.
Lots of works have been made using auto-regressive modeling. Worden et al. [190], considered statis-
tical process control approaches to damage detection. while in case of Fanning and Carden [40], it was
demonstrated clearly that this statistical pattern recognition approach was clearly more effective than other
single/few sensor algorithms. Fassois and Kopsaftopoulos [42] have made a review on these statistical
methods, dividing them into parametrical and non parametrical. In this case, all the methods classified in
the review are put into test using a Laboratory Truss Structure.
Non-model-based statistical pattern recognition techniques are also suitable for data sets obtained through
ambient excitation only, for example traffic or wind loading on a bridge structure. A disadvantage of these
methods is that they are probably limited to Level 1 or possibly Level 2 identification. [18]
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INRIA in France [9] proposed a statistical model based damage detection and localization method utilizing
a subspace based residual and a statistical analysis of aggregated sensitivities of the residual to damage.
Damage is flagged when the value of the residual passes a statistically based decision rule. The method is
applicable to cases where only output data is available and was developed from subspace based stochastic
identification methods [10].
Nichols [126] applied a Mutual Information (MI) approach to detect damage induced nonlinearities in a
structure. Damage in structures is frequently modeled as the introduction of a nonlinearity into a struc-
ture of structural component that is otherwise (in a healthy state) accurately described by a linear model.
Nichols presented in [126] a method for detecting damage induced nonlinarities in a structure, based on
its vibrational response. This approach measures the absolut nonlinearity and therefore does not require an
explicit measurement of the healthy structures dynamics. The proposed approach targets the presence of
nonlinearity and is therefore not affected by global changes in stiffnes (environmental effects for example).
In structural health monitoring (SHM), Principal Component Analysis (PCA) [78] has been extensively ap-
plied to measured vibration signals for dimensionality studies,[189, 199, 123] to remove the influence of the
environmental effects from the vibration characteristics,[134] for extracting structural damage features,[159,
166] to discriminate features from damaged and undamaged structures [155, 29, 56, 125, 170] and for clus-
tering a classifi- cation of acoustic emission transient,[77] among others.
Aplying the PCA principle [120], by Mujica et al. They explore the use of PCA and T2 and Q-statistic
measures to detect and distinguish damages in structures. A PCA model is built using data from the un-
damaged structure as a reference base line. The defects in a turbine blade are simulated by attaching a mass
on the surface at different positions. Data from sets of experiments for undamaged and damaged scenarios
are projected into the PCA model. The first two projections, and the Q-statistic and T2-statistic indices
are analyzed. Q-statistic indicates how well each sample conforms to the PCA model. It is a measure of
the difference or residual between a sample and its projection into the principal components retained in the
model, while the T2-statistic index is a measure of the variation of each sample within the PCA model.
2.2.2.11 Other vibrational methods
In the literature, there are also some techniques that do not fall easily into any of the categories described
above. Gatulli and Romeo [54] proposed an adaptive, on-line control algorithm for both vibration sup-
pression and damage detection. The method was demonstrated on a simulated three DOF system with one
actuator. Large control efforts are required when an abrupt change in system properties occur, as the con-
troller attempts to compensate and return the monitored responses to their initial values. These efforts may
therefore be used as indicators of damage.
Tan et al. [165] used strain gauges to monitor the dynamic response of reinforced concrete slabs. Plots
of measured dynamic strain showed unique deflection signatures that varied with the internal state of the
slab, thereby suggesting that these could potentially be used for condition monitoring and residual strength
identification.
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2.2.3 WES vibrational applications
Vibrational solutions are highly used in wind turbine SHM solutions. Some global solutions have been used
in order to be able to have an integrated approach of SHM in wind turbines. For example, in [148], Rolfes
et al proposed an integrated approach to SHM in a wind turbine, by using wireless sensors, eight biaxial
accelerometers and two strain gauges, in order to be able to detect all the possible vibrations. The damage
detection method only needs two fixed accelerometers at the top of the turbine tower and two strain gauges
installed at the tower bottom. For the undamaged state: dynamic stress, measured by strain gauges, is
proportional to dynamic velocity, which can be derived from measured acceleration signals. This relation is
valid when sensor locations are in line with the eigenform occurring. The sensor locations have to be chosen
according to the maximum eigenform amplitudes and the maximum stress locations. If damage occurs, the
relation between the dynamic velocity of these sensors will not be the same, and a alert about the existence
of a damage will be created.
In [3], Adams et al explain how using modal properties and a statistical model damage can be detected using
vibrational data. The process starts with the best location for sensors (accelerometers) continuing with the
feature extraction form those signals and finally calculing the frequency shift and the Modal Assurance
Criterion discordance of the signal to be analysed.
In [51], Kraemer and Fritzen use almost the same sensor distribution as Rolfes in [148], but the damage
detection method is different. He uses some statistical methods, Null Space damage detection and Auto
Regresive (AR). Apart from damage detection, in this paper, Fritzen also talks about the importance of the
sensor fault identification, so as to know if the readings obtained from the sensors are well or not. He also
tries to locate damage using a finite element model.
Online damage detection is an important area where neural networks have been used. Oberholster and
Heyns [127] proposed a methodology for monitoring the online condition of axial flow fan blades with the
use of neural networks. Results from a stationary experimental modal analysis of the structure were used
for identifying global blade mode shapes and their corresponding frequencies. It was demonstrated that
it was possible to classify damage for several fan blades by using neural networks with online vibration
measurements from sensors not necessarily installed on the damaged blades themselves.
In [47], Friedmann et al introduce different types of damage detection methods for wind turbine, some of
them are vibration based and other are not. Concerning about the section dealing with vibrational analysis,
it is interesting how he uses the random decrement method to eliminate the random input variable from
the data, and how this is done in the smart sensor. That way, the smart sensor sends less information to
the central processing unit. This article also includes a literature review of methods used for extracting
health parameters from modal properties as well as the topic Operational Modal Analysis (OMA). The
measurement system developed makes use of one of those OMA methods and combines it with the Random
Decrement method to design a data acquisition system that can be implemented on a smart sensor network.
As examples, the application of this system to the model of a wind turbine as well as to a full scale pedestrian
bridge is described.
In [154] Smarsly et al present a SHM system for wind-turbines. This paper describes the design and pro-
totype implementation of a multi-agent software [185] paradigm for a self-managing SHM system. An
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integrated monitoring concept is proposed for continuous assessment of structural performance and safety
as well as self-diagnostics and management of the SHM system. It gives a very good overview and detailed
execution of how a damage detection SHM system should be autonomous, and which steps should take into
account. He describes 3 subsystems:
• S1: The hardware: the turbine and the sensors
• S2: The real time data adquisition: perform in real-time the data saving and data processing tasks
such as condensing, converting and storing of the acquired data sets.
• S3: On demand monitoring system: operating according to an on- demand basis by a user, a soft-
ware agent [186] or an application tool to perform the detection itself.
The proposed concept was validated with the continuous real-time monitoring of a wind turbine for almost
a one-year period. This long term validation experiment was able to demonstrated that the system he intro-
duced was capable of reliably detecting anomalies and system malfunctions such as sensor breakdowns or
temporarily unavailable resources.
Kraemer [90] recently, wrote about the work done in Wind Turbines and Structural Health Monitoring; He
talks about vibrational methods for SHM, and how they can be used to achieve a almost complete schema
of Structural Health Monitoring as shown in Figure 1.4. He uses data from a offshore wind turbine in order
to detect damage (proven with more than one method), to be able to detect if a sensor is faulty or not, to be
able to localize the damage using a model-updating method, and finally the load characterization, to be able
to say how severe the damage is.
Another complete thesis is the work of Barthorpe [8]. He talks about SHM for aerospace structures, and
SHM in general, but mostly on vibration data. He concentrates his work on Model-based SHM methods,
and Data-based ones. He presents two works of Model-based SHM methods, and 3 more of Data-based
ones. Apart from detecting damage, he is able to localize it using model-updating techniques.
2.3 Conclusions
A review of the state of the art revealed numerous and diverse damage detection methods. It is an active
field, many types of sensors are available, and several approaches are being developed based on different
principles. In general, the literature demonstrates that there is no universal optimum method for damage
detection.
Additionally, no algorithm has been proposed yet, which can be applied universally to identify any type of
damage in any type of structure. There is no unique solution to the damage detection problem. The idea is
to find the solution by many ways, also by combining different algorithms. For each problem, there will be
a specific solution for it.
In this case, the author of this thesis is especially interested in algorithms that work using output only data.
This is the case of big structures, such as, bridges, wind turbines, or buildings. These structures are very
difficult to excite, so, usually, environmental sources are taken as excitation sources (wind, cars, or other
vibrations) and only the response of the structure is stored.
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As seen in the pages above, during last years a wide range of vibrational methods have been developed.
These methods have mainly accelerometer responses as input. A subgroup of them, are the statistical vibra-
tion methods that are not based on the knowledge of the physical model. This fact, makes them specially
promising, because they learn how the structure works, and creates a simple statistical/mathematical model
that is able to detect damage. The drawback of these type of methods is that each structure is unique; that
means that the simple statistical/mathematical model needs to be calculated for every structure. A generic
model should not be taken for a bunch of structures that theoretically are the “same”; because every im-
plementation could vary, depending on the foundation for example. This drawback could be an advantage
depending on how it is seen. It is true that the user should train every structure, but when the damage occurs,
the user is sure that something really happened to the structure, because it is not like before any more.
Considering all these conclusions, and the type of structures this thesis is interested in, Wind Energy Struc-
tures (WES), the method that has been chosen to work with is a method based on Stochastic Subspace
Identification. It is a output only method, that creates a simple mathematical model for each structure after
a training period for each one. The method is based on the Null-Space analysis of the Hankel matrix (see
next chapter), and it is able to detect changes in the structure. This method is based on the work done by
Basseville et al and Fritzen et al [10, 49]. It is a vibrational time-domain method, so no data conversion is
needed.
Taking into account the needs of a WES, this method is one most suitable. It is an output only method; this
is needed because the input data in a WES will be the environmental data, which is difficult to measure. It
creates a simple mathematical model; this can be a drawback, but also an advantage, as explained before,
because every structure is trained individually to know how it behaves in a healthy state. It is based on a
well known mathematical base, the Stochastic Subspace Identification (SSI); SSI is largely used in structural
design and control in order to extract the modal parameters from a structure [15]. It is a time-domain method;
no data conversion is needed, so any loss of information generated by transformations is prevented. Last,
but not least, the method is not new, and several works have been presented, all of them with good and
interesting results [192, 22, 114, 88, 51, 84, 92]. Taking into account these reasons, it has been decided that
the Null-Space method is a good starting point for this thesis on damage detection.
In this direction, what the author of this thesis defends is that a good preparation of the data in such way
that the containing information is the best for damage detection methods for a good data representation and
damage detection improvement. For this purpose, the NullSpace damage detection algorithm will be used
as a tool to compare different results of different data preprocessing solutions.
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Theoretical Background
3.1 Introduction
In this section the theoretical background to the present thesis is briefly reviewed. An overview of the vibra-
tion analysis of structures will first be provided. This overview explains how vibration is able to characterize
different behaviors in the structures. For damage detection, vibrational solutions were used. Specifically,
Stochastic Subspace Identification (SSI) methods, so a short review on SSI is described. Information The-
ory is a basic methodology for Feature Selection methods and sensor fault detection. Feature Selection
and Extraction are later discussed, and also methods for clustering are detailed. Finally, sensor placement
algorithms are described.
3.2 Vibration analysis of structures
Vibration: “Vibration is a mechanical phenomenon whereby oscillations occur about an equilibrium point.
The oscillations may be periodic such as the motion of a pendulum or random such as the movement of a
tire on a gravel road.” [188]
Structure: “A structure is a combination of parts fastened together to create a supporting framework,
which may be part of a building, ship, machine, space vehicle, engine or some other system.” [12]
“Before the industrial revolution started, structures usually had a very large mass because heavy timbers,
castings and stonework were used in their fabrication; also the vibration excitation sources were small in
magnitude so, the dynamic response of structures was extremely low” [12]. Over the last 200 years, with
the advent of relatively strong lightweight materials such as cast iron, steel and aluminum, and increased
knowledge of the material properties and structural loading, the mass of structures built to fulfill a particular
function has decreased. The efficiency of engines has improved and, with higher rotational speeds, the mag-
nitude of the vibration exciting forces has increased. This process of increasing excitation with reducing
structural mass and damping has continued at an increasing pace to the present day when few, if any, struc-
tures can be designed without carrying out the necessary vibration analysis, for their dynamic performance
to be acceptable.
According to [12], there are two factors that control the amplitude and frequency of vibration in a structure:
the applied excitation and the dynamic response of the structure to that particular excitation. Changing either
the excitation or the dynamic characteristics of the structure, the vibration characteristics will change .
The excitation can appear from external sources such as foundation vibration, cross winds, waves, currents,
earthquakes; or from internal sources such as moving loads or internal engines. These excitation forces
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and motions can be periodic. The response of the structure to these sources of excitations can be different
depending on the dynamic characteristics of the structure. The structure can also be excited with a known
signal, but it is not interesting for this work, because the real wind turbines are huge, and it would be difficult
to excite them with a known signal.
It is necessary to analyze the vibration of the structures to extract the natural frequencies and predict the
response to the expected excitation. Analyzing the natural (or resonance) frequencies of a structure it is
found that if the structure is excited in those frequencies, high vibration amplitudes, dynamic stresses and
noise levels will increase. The resonance should be avoided in the design phase. In this phase the vibration
analysis can be carried out most conveniently by adopting the following three-stage approach:
• Stage I. Devise a mathematical or physical model of the structure to be analyzed.
• Stage II. From the model, write the equations of motion.
• Stage III. Evaluate the structure response to a relevant specific excitation.
Dynamic characteristics of a damaged and undamaged body are, as a rule, different between them. This dif-
ference is caused by a change in the structure and can be used for the detection of damage. Many mechanical
structures in real service conditions are subjected to effects of different dynamic loads, temperature and cor-
rosive medium, with a consequent growth of fatigue cracks, corrosive cracking and other types of damage.
The immediate visual detection of damage is difficult or impossible in many cases. In this connection, the
use of vibration methods of damage diagnostics is promising.
3.3 Stochastic Subspace Identification
Stochastic Subspace Identification techniques: “Stochastic Subspace Identification techniques are para-
metric time domain estimators”[15]
Since the pioneering work of Overschee et al. [173] was presented almost two decades ago, there is no
doubt that the Stochastic Subspace Identification (SSI) techniques are one of the most well-known and
used parametric time domain estimators. However, sometimes the exact physical modeling is not needed
engineering applications. In this section the basis of the SSI are explained.
3.3.1 Models of systems and system identification
A dynamic model [173], described in Figure 3.1, covers almost all physical, economical, biological, in-
dustrial, technical, etc. phenomena. One could distinguish between mental, intuitive or verbal models, or
graphically oriented approaches such as graphs and tables, but in this context the major interest lies in math-
ematical models. The mathematical models can be described as differential (continuous time) or difference
(discrete time) equations. The dynamic behavior of a system in the function of time can be described if these
models are used. Mathematical models exist in all scientific disciplines. The applications of these models
are really wide. Models are used when experimenting with the real system is too expensive, dangerous or
impossible.
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Figure 3.1. Description of dynamic system [173]
A dynamic system is composed with deterministic inputs uk, outputs yk and disturbances vk (see Figure 3.1).
All arrows represent vector signals and k is the discrete time index. The user can control uk but not vk. In
some applications, either uk or vk can be missing. The measured (input and output) signals provide useful
information about the unknown system.
According to [173], basically, there are two main roads to construct a mathematical model of a dynamic
system. Physicists are interested in models (physical laws) that fully explain the essential mechanisms of
observed phenomena and that are not falsified by the available experiments. These models need nonlinear
partial equations. This is called the analytic approach. It rigorously develops the model from first principles.
For engineers however, developing this type of models takes a lot of time, and is often much too involved
to be really useful. The reason is that the goal of engineers is not the model, its potential engineering
applications. In words of [173], “The quality of a model is dictated by the ultimate goal it serves. Model
uncertainty is allowed as long as the robustness of the overall system is ensured. Engineers, in contrast with
mathematical physicists, are prepared to trade-off model complexity versus accuracy.”
The message in [173], is that system identification provides a meaningful engineering alternative to physical
modeling. Compared to models obtained from physics, system identification models can not fully explain
the system in the whole working range, but it does in a limited case. Sometimes they also lack of direct
physical meaning. On the other hand, they are simpler to obtain and use and, these models are simple in
their limited working range. Of course, there are still problems such as the choice of an appropriate model
structure, the fact that many systems are time-varying and the often largely underestimated measurement
problems (appropriate sensors, sampling times, filters, outlier detection, etc.).
In this thesis, the interest is focused on a system identification methodology as a tool which provides an
acceptable model able to detect damages on structures
3.3.2 Discrete time formulation
The response from a system as a function of time is considered as:
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y(t) =

y1(t)
y2(t)
y3(t)
...
yM(t)

. (3.1)
The structural system can be considered in classical formulation as a multi-degree of freedom structural
system as the described by the following equation
M y¨(t)+Dy˙(t)+K y(t) = u(t), (3.2)
where M,D,K, is the mass, damping and stiffness matrix, and where u(t) is the input. In order to take this
classical continuous time formulation to the discrete time domain the easiest way is to introduce the State
Space formulation as follows
x(t) =
{
y(t)
y˙(t)
}
. (3.3)
Introducing the State Space formulation, the original 2nd order system equation given by Equation 3.2 sim-
plifies to a first order equation as follows
x˙(t) = Acx(t)+Bu(t)+w(t), (3.4)
y(t) =Cx(t)+ v(t), (3.5)
where C is the observation matrix and the system matrix Ac (in continuous time) and the load matrix B are
given by:
Ac =
[
0 I
−M−1K −M−1D
]
, (3.6)
B =
[
0
M−1
]
. (3.7)
Besides, vectors w(t) and v(t) denote, respectively, the state noise and measurement noise processes, which
are assumed to be Gaussian white-noise sequences with zero mean.
The principal advantage of this formulation is that the general solution can be found by means of [80]:
x(t) = exp(Act)x(0)+
tˆ
0
exp(Ac(t− τ))Bu(τ)dτ, (3.8)
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where the first term is the solution to the homogenous equation and the last term is the particular solution.
To take this solution to discrete time, we sample all variables like yk = y(k4t) and thus the solution to the
homogenous equation becomes:
xk = exp(Ack4t)x0 = Akdx0, (3.9)
yk =Cxk =CAkdx0. (3.10)
So in a more general way, the SSI system is:
xk+1 = Akdxk +wk, (3.11)
yk =Cxk + vk, (3.12)
The idea of Stochastic System Identification is to estimate the system state sequence xk from the measured
response sequence yk and then estimate the system matrices. The estimation of the matrices is conducted by
the Hankel matrix.
3.3.3 Understanding the Hankel matrix
A way of estimating a SSI model is based on the Hankel matrix. This section is focused on details about this
estimation and the application of the estimation matrix to the damage detection paradigm. The Figure 3.1,
shows an input-output system. From now on it will be assumed that there is no uk, or at least, it will not be
taken into account. Based on the work done in [173] the stochastic response from a system as a function of
time will be considered as:
Y = [y1 y2 · · · · · ·yM] (3.13)
The concept of subspace identification for linear systems, which was applied to modal analysis of structures
in [59, 15], is based on the definition of the Hankel matrix. This matrix may be calculated in two ways
corresponding to either the covariance-driven or data-driven subspace identification algorithms.
• The covariance-driven Hankel matrix is given by:
Hp,q =

Λ1 Λ2 · · · Λq
Λ2 Λ3 · · · Λq+1
...
...
. . .
...
Λp+1 Λp+2 · · · Λp+q
 ; q≥ p, (3.14)
where p, q are user-defined parameters and Λi represents an unbiased estimate of the correlation matrix at
time lag . This comes directly from the definition of the correlation estimate [13]. The Block Hankel matrix
defined in SSI is simply a gathering of a family of matrices that are created by shifting the original data
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matrix. Different Λi may be estimated from a set of N output data samples yk (as taken from Equation 3.12)
as:
Λi '
(
1
N− i−1
)N−i
∑
k=1
yk+iytk. (3.15)
This Hankel matrix may be factorized into two subspaces if Singular Value Decomposition is used. From
these subspaces, specially from the left kernel subspace, the modal information may be extracted.
• The data-driven Hankel matrix is given by:
H j,2i =

y1 y2 · · · y j
· · · · · · · · · · · ·
yi yi+1 · · · yi+ j−1
yi+1 yi+2 · · · yi+ j
· · · · · · · · · · · ·
y2i y2i+1 · · · y2i+ j−1

≡ YP
Yf
≡ Past
Future
, (3.16)
where 2i is the user-defined number of row blocks, and j the number of columns. The Hankel matrix is
split into a “past” and a “future” part of i block rows. The principal idea in modal analysis is to retain all
the information in the past for predicting the future through an orthogonal projection of the row space of
“future” outputs into the row space of “past” outputs.
From these matrices, it is possible to obtain the modal parameters and system matrices. This is explained in
detail in [15] and [59]. However, for damage detection case the modal parameters are not interesting, and
system matrices are not needed. The main goal is to detect whether the structure has changed or not. For
that purpose, the Hankel matrix is the basic tool containing all the dynamic properties of the structure that
we will use for that purpose. In chapter 5 how this changes are detected is explained.
3.4 Information theory
Information Theory: “Information theory is a branch of applied mathematics, electrical engineering,
bioinformatics, and computer science involving the quantification of information.”[27]
Information Theory is one of the few scientific fields fortunate enough to have an identifiable beginning -
Claude Shannon’s 1948 paper [150]. The story of the evolution of how it progressed from a single theoretical
paper to a broad field that has redefined our world is a fascinating one. It provides the opportunity to study
the social, political, and technological interactions that have helped guide its development and define its
trajectory, and gives us insight into how a new field evolves.
3.4.1 Information sources
An information source is a mathematical model for a physical entity that produces a succession of symbols
called “outputs" in a random manner. The produced symbols may be real numbers such as voltage mea-
surements from a transducer, binary numbers as in computer data, two dimensional intensity fields as in a
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sequence of images, continuous or discontinuous waveforms, and so on. The space containing all of the
possible output symbols is called the alphabet of the source and a source is essentially an assignment of
a probability measure to events consisting of sets of sequences of symbols from the alphabet. It is useful,
however, to explicitly treat the notion of time as a transformation of sequences produced by the source. Thus
in addition to the common random process model we shall also consider modeling sources by dynamical
systems as considered in ergodic theory.
3.4.2 Entropy
In information theory [150], Entropy is a measure of “uncertainty” or “information” content of a information
source. In this context, the term usually refers to the Shannon entropy, which quantifies the expected value
of the information contained in a message, and it is defined as follows:
H(X) =−∑
xεχ
p(x)log(p(x)), (3.17)
where X be a discrete random variable, that takes values in some set χ .
The log is a base 2 logarithm, and this makes the unit to be bits. If probability of x is 0 at a point, there is a
problem of definition, so, it is said that 0log0 = 0.
The probability is always between 0 and 1, and the logarithm of that probability will always be negative (or
0). This means that the Entropy of a variable will always be non negative H(X) ≥ 0. Usually entropy can
be also defined as a expected value (E) of the variable X :
H(X) = E(−log(p(X))) (3.18)
It is important to remark that the definition of Entropy only depends on the probability distribution or p(X).
This means, that the values inside of X are not important, but their probability is the only thing evaluated
for the calculation of Entropy.
Now that the entropy is defined, lets see an example of how Entropy is able to tell us about the information
of a variable.
3.4.2.1 Shell game example
“The shell game (Three shells and a pea) is portrayed as a gambling game. The game requires three shells,
and a small, soft round ball, about the size of a pea, and often referred to as such. It can be played on almost
any flat surface, but on the streets it is often seen played on a mat lying on the ground, or on a cardboard
box. The person perpetrating the swindle begins the game by placing the pea under one of the shells, then
quickly shuffles the shells around. Once done shuffling, the operator takes bets from the audience on the
location of the pea.”[187]
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Lets call X random variable to the first shell, Y to the second one and Z to the third one. Lets say each
variable takes the value 1 when the pea is inside the shell and 0 if it is not (X ,Y,Z ∈ {1,0}) and lets suppose
that we know somehow that the probabilities are p(X) = 1/2 , p(Y ) = 1/2 , p(Z) = 0. Knowing this, there
is some uncertainty about the problem; and if we could ask a question about where the pea is located, what
should we ask? There is 0 uncertainty about the variable Z, the probability is null, so it would be stupid to
ask if the pea is under shell 3. So we can say, that asking about shell 3 gives us zero “information” gain.
Lets see this using Entropy of Equation 3.17:
H(X) = 1,
H(Y ) = 1,
H(Z) = 0.
This easy example shows that the Entropy is able to demonstrate that the more uncertainty the variable has,
the more information provides.
3.4.3 Mutual Information
In probability theory and information theory, the Mutual Information (MI) of two random variables is a
quantity that measures the mutual dependence between them. [184]
Mutual information measures the amount of information contained in a variable or a group of variables,
in order to predict the dependent one. It has the advantage to be model independent and nonlinear at the
same time. Model independent means that no assumption is made about the model that will be used on the
spectral variables selected by mutual information; nonlinear means that the mutual information measures
the nonlinear relationships between variables, contrarily to the correlation that only measures the linear
relations.
3.4.3.1 Mathematical definition
Let X and Y be two variables (they can have scalar or vector values). Lets also denote µx,y the joint proba-
bility density function (pdf) of X and Y . The marginal density functions are given by:
µx =
ˆ
µx,y(X ,Y )dy, (3.19)
µy =
ˆ
µx,y(X ,Y )dx. (3.20)
At this point, the Entropy (H), as seen in subsection 3.4.2, is defined as a measure of disorder, or more
precisely unpredictability therefore the uncertainty on X or Y is given by:
H(X) =−
ˆ
µX(x)log(µX(x))dx, (3.21)
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H(Y ) =−
ˆ
µY (y)log(µY (y))dy. (3.22)
The joint uncertainty of the (X,Y) pair is given by the joint entropy, defined as follows:
H(X ,Y ) =−
ˆ
µX ,Y (x,y)log(µX ,Y (x,y))dxdy. (3.23)
On the other hand, from Figure 3.2 it can be seen, how mutual information is calculated from entropy. So
this way, Mutual Information is:
I(X ,Y ) = H(X)+H(Y )−H(X ,Y ). (3.24)
Finally, combining the previous equations, the mutual information between the variables X and Y is defined
by:
I(X ,Y ) =
¨
µ(x,y)log
µX ,Y (x,y)
µX(x)µY (y)
. (3.25)
Therefore, the only thing needed for the mutual information calculation is the µX ,Y or the joint probability
density.
Figure 3.2. Mutual Information visualization
3.4.3.2 General properties
According to [162] the most important property of MI is that it is always non-negative. It is equal to zero, if
and only if, X and Y are totally independent:
I(X ,Y )≥ 0. (3.26)
Another important feature of MI is its invariance under homeomorphisms of X and Y . If X ′ = F(X) and
Y ′= G(Y ) are smooth and uniquely invertible maps, then:
I(X ′,Y ′) = I(X ,Y ). (3.27)
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The M-dimensional MI shares with I(X ,Y ) the invariance under homeomorphisms for each Xm, and the fact
that it is limited by the value obtained for a Gaussian with the same covariance matrix. The next important
property is the grouping property, as follows:
I(X ,Y,Z) = I((X ,Y ),Z)+ I(X ,Y ). (3.28)
Here, I((X ,Y ),Z) is the MI between the two variables Z and (X ,Y ), considering the fact that a random
variable does not need be a scalar. Indeed, anything said so far holds also if X ,Y, . . . are multi-component
random variables.
It is known that MI is symmetric theoretically talking. But, in practice, sometimes slight differences are
found depending of the MI Estimation method, there can be slight differences. But on the whole, we can
say that:
I(X ,Y ) = I(Y,X). (3.29)
An other fact about MI is that the estimate of the value I(X ,X) this should be equal to H(X). This can be
seen in the Figure 3.2. So we can see that:
I(X ,X) = H(X). (3.30)
The MI between two variables, can never be higher than the Entropy of both variables. So it can be said that
the highest possible value for MI is the smallest entropy value of one of the variables:
I(X ,Y )≤ H(X) ; I(X ,Y )≤ H(Y ). (3.31)
3.4.3.3 Mutual Information estimation
As was explained in the first section, the Mutual Information estimation of two variables, needs the joint
probability of those variables. Very crude approximations to MI based on cumulative expansions are popular
because of their ease of use. But they are valid only for distributions close to Gaussian and can mainly
be used for ranking different distributions by interdependence, and much less for estimating the actual
dependencies. Expressions obtained by entropy maximization using averages of some functions of the
sample data as constraints [76] are more robust, but are still very crude approximations. Finally, estimates
based on explicit parametrization of the densities might be useful but are not very efficient. Methods based
on kernel density estimators are more promising [118, 161].
The most straightforward and widespread approach for estimating MI more precisely consists in partitioning
the supports of X and Y into bins of finite size, and approximating it by the following finite sum:
I(X ,Y ) = Ibinned(X ,Y ) =∑
i, j
p(i, j)log
p(i, j)
px(i)py( j)
. (3.32)
The problem with the estimators described above is that, their use is usually restricted to one- or two-
dimensional probability density functions. However, there is a mutual information estimator for high di-
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mensional variables (or equivalently for groups of real valued variables); in this case, other estimators suffer
dramatically from the curse of dimensionality; in other words, the number of samples that are necessary to
estimate the probability density function grows exponentially with the number of variables.
The multivariate algorithms proposed in [93] are based on entropy estimates from k-nearest neighbor dis-
tances. This implies that they are data efficient (with k = 1 we resolve structures down to the smallest
possible scales), adaptive (the resolution is higher where data are more numerous), and have minimal bias.
Numerically, they seem to become exact for independent distributions, i.e. the estimators are completely
unbiased (and therefore vanish except for statistical fluctuations) if µ(x,y) = µ(x)µ(y). This was found for
all tested distributions and for all dimensions of x and y. It is of course particularly useful for an application
where the test for independence. In [93] it can be found how this is calculated, but as a result, it comes that
mutual information is:
I(X1,X2, . . . ,Xm) = ψ(k)+(m−1)ψ(N)− 1N∑[ψ(n
i
X1 +1)+ψ(n
i
X2 +1)+ . . .+ψ(n
i
Xm +1)]. (3.33)
In the previous equation, ψ is the Digamma function [182]; N is the number of points in the variable, k is
the number of the nearest neighbor we are assuming, nx is the new number of neighbors in the marginal
space.
3.5 Feature selection and extraction
Feature Extraction: “In pattern recognition and in image processing, feature extraction is a special form
of dimensionality reduction.”[169]
Feature Selection: “In machine learning and statistics, feature selection, also known as variable selection,
is the process of selecting a subset of relevant features for use in model construction.”[169]
Sometimes too much information can reduce the effectiveness of classification algorithms. Some of the
columns of data attributes assembled for building and testing a model may not contribute meaningful infor-
mation to the model. Some of these data may actually detract from the quality and accuracy of the model.
For example, you might collect a great deal of data about a given population because you want to predict
the likelihood of a certain illness within this group. Some of this information, perhaps much of it, will have
little or no effect on susceptibility to the illness. Attributes such as the number of cars per household may
have no effect whatsoever.
Irrelevant attributes add noise to the data and affect model accuracy. Noise increases the size of the model,
the time and system resources needed for model building.
Moreover, datasets with many attributes may contain groups of attributes that are correlated. These attributes
may actually be measuring the same underlying feature. Their presence together in the build data can skew
the logic of the algorithm and affect the accuracy of the model.
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Wide data (many attributes) generally presents processing challenges. Model attributes are the dimensions
of the processing space used by the algorithm. The higher the dimensionality of the processing space, the
higher the computation cost involved in algorithmic processing.
To minimize the effects of noise, correlation, and high dimensionality, some form of dimension reduction is
sometimes a desirable preprocessing step. Feature selection and extraction are two approaches to dimension
reduction.
• Feature extraction: Combining attributes into a new reduced set of features
• Feature selection: Selecting the most relevant attributes
3.5.1 Principal Component Analysis as Feature extraction
When the input data to an algorithm is too large to be processed or it is suspected to be notoriously redundant,
then the input data will be transformed into a representation set of features. Transforming the input data into
the set of features is called feature extraction. If the extracted features are carefully chosen, it is expected
that the features set will extract the relevant information from the input data in order to perform the desired
task using this representation instead of the original [65].
There are several Feature Extraction methods such as, Independent Component Analysis (ICA) [75], Non-
linear Dimensionality Reduction (NLDR) [95] or Partial least squares regression (PLS regression)[1], but
the most known one is Principal Component Analysis (PCA).
Principal Component Analysis (PCA) is a technique of multivariable analysis [78] which may provide ar-
guments for how to reduce a complex data set to a lower dimension and reveal some hidden and simplified
structure/patterns that often underlie it. It was developed by Karl Pearson in 1901 and integrated to the math-
ematical statistics in 1933 by Harold Hotelling. The goal of PCA is to discern which dynamics are more
important in the system, which are redundant and which are just noise. This goal is essentially achieved by
determining a new space (coordinates) to re-express the original data, filtering that noise and redundancies
based on the variance-covariance structure of the original data. PCA can be also considered as a simple, non-
parametric method for data compression and information extraction, which finds combinations of variables
or factors that describe major trends in a confusing data set. Among their objectives it can be mentioned:
to generate new variables that could express the information contained in the original set of data, to reduce
the dimensionality of the problem that is studied and to eliminate some original variables if its information
is not relevant. In order to develop a PCA model it is necessary to arrange the collected data in a matrix
X . This n×m matrix contains information from m sensors and n experimental trials [120]. Since physical
variables and sensors have different magnitudes and scales, each data-point is scaled using the mean of all
measurements of the sensor at the same time and the standard deviation of all measurements of the sensor.
Once the variables are normalized, the covariance matrix Cx is calculated as follows:
Cx =
1
n−1X
T X . (3.34)
It is a square symmetric m×m matrix that measures the degree of linear relationship within the data set
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between all possible pairs of variables (sensors). The subspaces in PCA are defined by the eigen-vectors
and eigenvalues of the covariance matrix as follows:
CxP˜ = P˜Λ, (3.35)
where the eigen-vectors of Cx are the columns of P˜ and the eigenvalues are the diagonal terms of Λ (the off-
diagonal terms are zero). Columns of matrix P˜ are sorted according to the eigenvalues by descending order
and they are called as (by some authors) Principal Components of the data set or loading vectors. The eigen-
vectors with the highest eigenvalue represents the most important pattern in the data with the largest quantity
of information. Choosing only a reduced number r < n of principal components, those corresponding to the
first eigenvalues, the reduced transformation matrix could be imagined as a model for the structure. In this
way, the new matrix P (P˜ sorted and reduced) can be called as PCA model. Geometrically, the transformed
data matrix T (score matrix) represents the projection of the original data over the direction of the principal
components P:
T = XP. (3.36)
In the full dimension case (using P˜), this projection is invertible (since P˜P˜T = I ) and the original data can
be recovered as X = T P˜T . In the reduced case (using P), with the given T , it is not possible to fully recover
X , but T can be projected back onto the original m-dimensional space and obtain another data matrix as
follows:
Xˆ = T PT = (XP)PT . (3.37)
Therefore, the residual data matrix (the error for not using all the principal components) can be defined as
the difference between the original data and the projected back.
ε = X− Xˆ (3.38)
ε = X−XPPT (3.39)
ε = X(I−PPT ) (3.40)
To perform PCA is simple in practice through the basic steps [120]:
1. Organize the data set as an n×m matrix, where m is the number of measured variables and n is the
number of trials.
2. Normalize the data to have zero mean and unity variance.
3. Calculate the eigen-vectors - eigenvalues of the covariance matrix.
4. Select the first eigen-vectors as the principal components.
5. Transform the original data by means of the principal components (projection).
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3.5.2 Feature selection methods
The central assumption to use a feature selection technique is due to redundant or irrelevant features con-
tained by the original data. Redundant features are those which provide no more information than the
currently selected features, and irrelevant features provide no useful information in any context. Feature se-
lection techniques are a subset of the more general field of feature extraction. Feature extraction creates new
features from functions of the original features, whereas feature selection returns a subset of the features
[28, 64]. Feature selection techniques provide three main benefits when constructing predictive models:
• Improved model interpretability,
• Shorter training times,
• Enhanced generalization by reducing Overfitting [26].
Feature selection is also useful as part of the data analysis process, as shows which features are important
for prediction, and how these features are related.
There are several methods for Feature Selection Methods. For example these can be found in the literature.:
• Random Sampling (RS)[45]: The most trivial form of feature selection consist of a uniform random
sub-sampling without repetition. Such an approach leads to features as independent as the original
but does not pick the informative ones. This leads to poor results when only a small fraction of the
features actually provide information about the class to predict.
• Mutual Information Maximization (MIM) [45] maximizing individually the mutual information with
the relevant variable. Selection based on such a ranking does not ensure weak dependency among
features, and can lead to redundant and poorly informative families of features.
• Mutual Information Feature Selection (MIFS) [11] is a greedy selection algorithm that uses the mutual
information I(Xi,Y ) between the feature Xi and the relevant variable Y , and all relations of the mutual
information between variable Xi and the rest of selected features so far X .
There are much more, and a complete list of the Feature Selection methods can be found in [16]; Among
these methods, in this thesis some of them have been used, and are explained in the next subsections.
3.5.2.1 Minimum Redundancy - Maximum Relevance (mRMR)
This Feature Selection method was used by [140], it presents a solution able to select features that have
maximum relevance to a class object and minimum redundancy between them. For that purpose, Mutual
Information is used.
Features can be selected in many different ways. One scheme is to select features that correlate strongest
to the class label. This has been called maximum-relevance selection. On the other hand features can be
selected to be mutually far away from each other while still having "high" correlation to the class labels.
These labels have information about what are the most interesting things in the Dataset; for example, an
email filter is based on a set of rules applied to each incoming message, tagging it as spam or “ham” (not
spam). This filter could be an example of a Class Label. Information in the header and text of each message
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is converted into a set of numerical variables such as the size of the email, the domain of the sender, or the
presence of the word “free”.
This scheme, termed as Minimum Redundancy Maximum Relevance (mRMR) selection has been found to
be more powerful than the Mutual Information Maximization (MIM).
Mutual information is used to measure the level of similarity between features and the level of correlation
between feature and class. Therefore, the MI of features should be minimized to decrease the redundancy
among them. The MI of feature and class should be maximized to retain the high correlation between feature
and class. According to [140] the criterion of minimum redundancy is defines as follows:
Red( fi) = min
F⊂S
1
|F |2 ∑i, j∈F
I( fi, f j), (3.41)
where|F | is the number of features in the seeking feature subset F and I( fi, f j) is the MI of two features fi
and f j. It is used to measure the level of similarity between fi and f j. The feature space S contains all of the
candidate features. In the same way, the criterion of maximal relevance is defined as follows:
Rel( fi) = max
F⊂S
1
|F |∑i∈F
I(c, fi), (3.42)
where I(c, fi) quantifies the relevance between feature fi and the targeted class c = {c1,c2, ...,ck}. The
mRMR feature subset can be obtained by optimizing the conditions described in (Equation 3.41) and (Equation 3.42)
through either the difference form or quotient form
max
F⊂S
{
∑
i∈F
I(c, fi)− 1|F |∑i∈F
I( fi, f j)
}
, (3.43)
max
F⊂S
{
∑
i∈F
I(c, fi)/ 1|F | ∑
i∈F
I( fi, f j)
}
. (3.44)
3.5.2.2 Unsupervised minimum Redundancy - Maximum Relevance (UmRMR)
Based on the previous section,the unsupervised way to use the same idea for Feature Selection when no class
labels are available was introduced in [191]. There, it is confirmed the effectiveness of the unsupervised
feature selection criterion by the theoretical and practical proof.
The goal of UmRMR is to find those variables which have minimal redundancy and maximal relevance, by
using Mutual Information to measure the level of similarity between features and Entropy to gauge the level
of Information of each feature, but with a latent class label. The relevance of a feature is redefined as the
average Mutual Information to the whole feature set as follows:
Rel( fi) =
1
n
n
∑
j=1
I( fi, f j) =
1
n
(
H( fi)+ ∑
1≤ j≤n, j 6=i
I( fi, f j)
)
(3.45)
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where H( fi) (Entropy of fi) indicates the information content included in feature fi, which should be large,
and the other term is the amount of information content included in all the other features due to the knowl-
edge of fi (Mutual Information between fi and the rest of variables), which should be also large. If only
relevance is taken into account then it can lead to the loss of information to the least extent because it may
be redundant to a feature selected in the previous run. That is why the calculation of redundancy is needed.
In order to define the redundancy, first the conditional relevance (Equation 3.46) is defined, to know what
is the information gain of selecting fk if we have already selected fi. So, the redundancy (Equation 3.47) is
defined as the difference between the relevance of fk and the conditional relevance of fk, if fi is previously
selected.
Rel( fk| fi) = H( fk| fi)H( fk) Rel( fk), (3.46)
Red( fi, fk) = Rel( fk)−Rel( fk| fi). (3.47)
To define which is the variable with minimal redundancy and maximal relevance, a sequential forward search
is performed to rank the features according to the following equation:
lm = max
F⊂S
{
Rel( fi)− 1|F | ∑fk∈F
Red( fi, fk)
}
(3.48)
3.6 Cluster analysis
Clustering: “Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects
in the same group (called cluster) are more similar (in some sense or another) to each other than to those
in other groups (clusters).”[100]
Clustering involves the task of dividing data points into homogeneous classes or clusters so that items in the
same class are as similar as possible and, items in different classes are as dissimilar as possible. Clustering
can also be thought as a form of data compression, where a large number of samples are converted into a
small number of representative prototypes or clusters. Depending on the data and the application, different
types of similarity measures may be used to identify classes, where the similarity measure controls how
the clusters are formed. Some examples of values that can be used as similarity measures include distance,
connectivity, and intensity.
There are mainly two types of clustering methods, the “hard clustering” and “soft or fuzzy clustering”
methods. In hard clustering, data is divided into distinct clusters, where each data element belongs to
exactly one cluster. In fuzzy clustering, data elements can belong to more than one cluster, and associated
with each element is a set of membership levels. These indicate the strength of the association between that
data element and a particular cluster. Fuzzy clustering is a process of assigning these membership levels,
and then using them to assign data elements to one or more clusters.
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In our work, this is interesting in order to make different clusters for different Environmental and Opera-
tional Conditions. With this solution different undamaged models can be stored depending on the working
condition of the structure.
(a) Hard clustering (b) Soft Clustering
Figure 3.3. Clustering representations
3.6.1 Hard clustering: Self Organizing Maps
Hard-Clustering: “Hard clustering, data element pattern belongs exclusively to a single cluster” [38]
A Self-Organizing Map (SOM) is a special kind of Artificial Neural Network (ANN) converting the rela-
tionships between high-dimensional data into simple geometric relationships of their image points on a low
dimensional display [86]. This type of network has the special property of generating one organized map
in the output layer based on the inputs allowing the grouping of the input data with similar characteristics
into clusters. To do that, the SOM internally organizes the data based on features and their abstractions
from input data. In order to aid the user in understanding the cluster structure, additional visualization tech-
niques such as the U-Matrix [172], cluster connections [113], or local factors [81] have been developed.
In particular, these maps have been used in practical speech recognitions, robotics, process control, and
telecommunications, among others [91].
Figure 3.4. Elements in a Self Organizing Map [86]
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In general, the SOM works by assigning weights to each relation between the input data and the each cluster
in the map. The SOM algorithm starts working with a random initialization of these weights. The training
is done by comparing the input data set with the weight vectors calculating their Euclidean distance in order
to find the best matching unit (BMU). The updating process takes into consideration a neighborhood set
Nc around the cell mBMU , and by each learning step just the cells within Nc are updated (Figure 3.4). This
updating process is defined by Equation 3.49.
 mi(t+1) = mi(t)+α(t)(x(t)−mi(t))mi(t)
i f i ∈ Nc(t)
i f i ∈Nc(t)
, (3.49)
where t denotes current iteration, mi is the current weight vector, x is the target input vector, and α(t) is a
scalar called adaptation gain which is between 0 and 1, and it is reduced each time. Finally, each incom-
ing dataset could be presented to the map followed by the updating process or all datasets are compared to
the map before executing any updating. These methods are known as the sequential and batch algorithms,
respectively. After the training phase, different groups will normally form in the map which can be distin-
guished according to their location on the map. The U-Matrix, which shows the average distance of a cell to
its neighboring cells, can be used to depict the difference between the groups. The U-Matrix will normally
contain visible boundaries separating the different groups providing an idea of the extent of their difference.
The training algorithm used here is implemented in a Matlab-Toolbox created by [176].
3.6.2 Fuzzy clustering: Fuzzy C-means
Fuzzy(soft)-Clustering: “Fuzzy clustering (also referred to as soft clustering), data elements can belong
to more than one cluster, and associated with each element is a set of membership levels.”[100]
This technique was originally introduced by Jim Bezdek [139] as an improvement on earlier clustering
methods. It provides a method that shows how to group data points that populate some multidimensional
space into a specific number of different clusters. The Fuzzy C-means clustering algorithm is based on the
minimization of an objective function called C-means functional. It is defined by Dunn [37] as:
J(X ;U) =
C
∑
i=1
N
∑
j=1
(µi j)m||xi− c j||2, (3.50)
where m is any real number greater than 1, µi j is the degree of membership of xi in the cluster j, xi is the ith
of d-dimensional measured data, c j is the d-dimension center of the cluster, and ||∗ || is any norm expressing
the similarity between any measured data and the center. C is the number of clusters, N is the number of
datasets, and U the matrix that contains all the membership of each dataset.
Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above,
with the update of membership µi j and the cluster centers c j by:
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µi j =
1
∑Ck=1
( ||xi−c j||
||xi−ck||
) 2
m−1
, (3.51)
c j =
∑Nj=1 µmi j xi
∑Nj=1 µmi j
, (3.52)
This iteration will stop when maxi j
{
||u(k+1)i j −uki j||
}
< ε , where ε is a termination criterion between 0 and
1, whereas k are the iteration steps. This procedure converges to a local minimum or a saddle point of Jm.
The step by step explanation can be seen in the algorithm shown in Figure 3.5:
Figure 3.5. Fuzzy C-Means step by step [100]
3.7 Sensor placement
The optimal sensor location is found using the Sensor Elimination by Modal Assurance Criterion (SEA-
MAC) method implemented in FemTools. The Modal Assurance Criterion (MAC) [136] is commonly used
to compare mode shapes. Each term in the MAC-matrix measures the squared cosine of the angle between
two mode shapes i.e. MACi, j = cos2Θi, j and is calculated as
MACi, j =
| {Ψi}t
{
Ψ j
} |2({Ψi}t {Ψi})({Ψ j}t {Ψ j}) (3.53)
where Ψ is the modal shape. The MAC is able to tell how similar are the mode shapes.
When MACi, j = 0%, the i-th and j-th mode shapes are orthogonal to each other. Hence, the mode shapes
are most linearly independent when all off-diagonal terms of MAC are zero. The other way around, a
MACi, j = 100% , the modes are totally the same.
The SEAMAC algorithm is a sensor elimination algorithm. This method tries to find a measurement point
configuration that minimizes MAC values in off-diagonal terms. The method SEAMAC is based on elim-
inating iteratively one by one those degrees of freedom that show lower impact on the MAC values. This
iterative process stops when you get a default MAC matrix, high values in the diagonal terms and low values
in off-diagonal terms.
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3.8 Remarks and conclusions
This chapter has shown a brief description of the theory that will be applied in the general methodology for
damage detection. It has been described what vibration analysis is and how it is applied to structures. There
has also been shown what Stochastic Subspace Identification is, and how it is defined. Information theory
basics have been presented, and how these can be applied for Feature Selection. The Clustering strategies
have been described and will be applied in Environmental and Operational Conditions compensation. Fi-
nally the Sensor Location method has been commented. As will be shown in the next chapters, each of these
methods have been previously used separately and there is no references that show their use together as is
developed in this thesis for damage detection.
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Case studies
The methodologies developed and presented in this thesis were subjected to different experimental tests
using simplified structures and structures in real scale. In particular, four structures were tested: three
numerical and a real one. The numerical structures are:
• A simple mass and spring system,
• A tower finite element model,
• A working wind-turbine system,
whereas the real one is:
• A laboratory offshore tower model.
More descriptions about the physical features, excitations signal and applied damages are included in the
following sections.
4.1 Simple mass and spring system
The first model where the test was carried out is a numerical model simulated in MATLAB. This model
consists of 15 masses connected with springs. In Figure 4.1, a representation of this numerical model is
shown. Each mass is connected with the next one using a spring, and each spring has its spring constant. In
order to excite the structure, a force is introduced where the first mass is located.
The damages are simulated by changing the spring constant of the third spring (K3), in different percentages.
The weakest damage is a change in the spring constant of 1%, the second one 10% and the last one 50%.
The names for these damages are D1,D2,D3 consecutively. A summary is shown in Table 4.1.
The sampling rate is 1000Hz, and the simulation time is 30 seconds for each dataset.
Table 4.1. Simulation parameters of the numerical model
Dataset % of change in K3
Healthy 0
D1 1
D2 10
D3 50
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Figure 4.1. Simple mass and spring system representation
This model, thanks to its simplicity, is a good starting point to test the different solutions presented in this
work. Analyzing the results from this structure it is easier to understand the effects of the damage detection
system.
Sensor placement: The virtual sensors are placed in each of the masses. This structure is a simple one,
so no sensor placement algorithm was used to locate the optimum sensor locations. The model gives us the
displacement of each of the masses, and these displacements are transformed into accelerations.
4.2 Tower Finite Element model
The second model is still a numerical model based on Finite Elements. This model was used to build the
real structure used in this thesis, which is described in section 4.4. Apart from using it as a base to build the
real structure, this model was made functional, it is able to give time responses, and it is possible to create
damage in it.
As can be seen in Figure 4.2, it is made to be similar to the ones used in jacket based offshore support
structures. The tower is composed by 3 cilindrical tubes, while the jacket is modeled as a multi-member
structure. The top part, simulates the nacelle of a wind turbine.
The vibration modes of the structure are important in order to know the behavior of the structure. In this
tower, a Finite Element Analysis (FEA) was performed in order to have the knowledge of the modes. In this
case, the first 18 modes are analyzed, which are located under 100 Hz. The first ten mode shapes shown in
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Figure 4.2. FEM tower model
Table 4.2, are the typical modes that are found in tower shaped structuresIn tower shaped structures, some
of the modes have a name.
Table 4.2. Finite Element Tower Modes
Mode Freq. (Hz) Mode Shape
1 2.13 1st bending mode in Y
2 2.16 1st bending mode in X
3 17.25 1st Tower torsion mode
4 17.53 1st bending mode in jacket
5 39.88 2nd bending mode in Y
6 40.35 2nd bending mode in X
7 41.77 Local Jacket mode
8 49.94 Local Jacket mode
9 50.12 Local Jacket mode
10 61.41 Local Jacket mode
Damage severity: Three crack damages of different lenghts were simulated (see Table 4.3). These cracks
were located in a member of the substructure. This damage location can be found inFigure 4.2, in green
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color, inside a red circle.
Table 4.3. Simulated damages in FEM model
Dataset Crack length
D1 2mm
D2 3mm
D3 5mm
In order to quantify the damage induced in the model, a study of modal parameters was carried out. First of
all, a modal comparison of the different models was done. A Modal Assurance Creterion (MAC) was used
to compare the mode shapes of the healthy structure against the biggest damage (D3). The MAC, compares
the mode shapes of a structure. As shown in Figure 4.3 and resumed in Table 4.4, X and Y axes represent
the number of the mode calculated by the solver of the software, while Z axis represent the percentage of
similarity between two mode shapes. It can be seen that almost no changes in frequency and shape are
perceived. Therefore, it means that according to modal analysis, the 5mm crack located in the substructure
is a very small damage and it can not be detected using this modal method.
Figure 4.3. MAC Healthy vs D3
On the other hand the Power Spectral Densitie (PSD) is a wide used technique for signal processing, statis-
tics, and physics which represents the power per hertz (Hz), or energy per hertz. It also can be used for
checking the damage severity. In Fig.4.4a it can be seen that both signals have almost the same PSD. This
means that the damage is small.
In order to quantify the comparison of both PSDs, a correlation coefficient of each PSD is calculated, and
both of them really close to 1, that means that both PSDs are almost the same. Therefore, it means that
according to the PSD method, the 5mm crack located in the substructure is a very small damage and it can
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Table 4.4. Modal Comparison Resume
Mode
Resonance Freq. (Hz)
Diff. Hz (%) MAC (%)
Healthy Damaged
1 2.1362 2.1363 0.01 100
2 2.1665 2.1666 0 100
3 17.253 17.253 0 100
4 17.542 17.541 -0.01 100
5 39.896 39.898 0.01 100
6 40.389 40.393 0.01 100
7 41.783 41.784 0 100
8 49.878 49.882 0.01 100
9 50.077 50.083 0.01 100
10 61.424 61.424 0 100
(a) PSD Healthy vs D3, Sensor 3 data (b) Sensor 3 - time domain data - Healthy
Figure 4.4. Sensor Data Comparison
not be detected using it.
Sensor placement: In order to be able to monitor the behavior of the tower against the damage, it is
necessary to place sensors on it. For that purpose, the Sensor Elimination Method using Modal Assurance
Criterion (SEAMAC) sensor location algorithm was used. As explained in section 3.7, SEAMAC takes as
a possible sensor location any of the nodes of the FEM model. Knowing this, the best possible result that
can be obtained is to locate a sensor in each of the nodes and calculate its MAC. The result of this is shown
in Figure 4.5. The final MAC result after reducing the accelerometer number should be worse than the
one shown in Figure 4.5, because the sensors are going to be less than the number of nodes. In Figure 4.5
the X and Y axes represent the number of the mode calculated by the solver of the software, while Z axis
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represent the percentage of similarity between two mode shapes. These mode shapes are calculated using a
FEA solver. In the X and Y axis of the MAC figures “FEA” acronyms are found. This explains that those
modes are calculated using a FEA solver.
Figure 4.5. AutoMAC FEM model
After knowing the best MAC that the algorithm is able to give locating sensors in all the nodes, the iter-
ative reduction of the accelerometers starts. The maximum number of accelerometers to be placed in the
structure is taken as 10. In this case, afterwards the real structure will be built, and the maximum amount of
accelerometers accepted by the data acquisition system is 10 triaxial accelerometers. No minimum value for
the number of accelerometers was chosen. After applying the method for 10, 9, 8, 7, 6, 5 and 4 accelerom-
eters, the values concerning to the summation of the Off-diagonal terms are shown in Table 4.5, while the
visual results of some of the results are the ones shown in Figure 4.6. Again the X and Y axes represent
the number of the mode captured using the sensors number and placement, while the Z axes represent the
similarity between different mode shapes, using the sensor configuration.
In order to build a criterion to select the sensors that are going to be used, a criteria was used. At most, the
summation of the Off-Diagonal terms should not be higher than the double of the best possible solution.
This criteria already tells us that at least 8 sensors are needed. After knowing the minimum necessary
sensors, a visual inspection of the MAC results are done. The most interesting option corresponds again
to 8 accelerometers. Reduction to 7 sensors give us a substantially worse MAC (3 big value terms) and
increasing to 9 accelerometers does not improve the MAC significantly (not even 100 reduction in Off-
Diagonal terms). So this configuration is used for the Sensor network in this structure. The result of the 8
accelerometers correspond to the configuration shown in the Figure 4.7.
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(a) 7 sensors (b) 8 sensors (c) 9 sensors
Figure 4.6. SEAMAC Results for different accelerometer number in FEM model
Table 4.5. Sum of the Off-Diagonal terms
Sensor amount ∑O f f −Diagonal(%)
107867 (All possible Nodes - AutoMAC) 303
10 456
9 515
8 607
7 713
6 883
5 1260
4 1580
4.3 UPWIND Bladed model
The third numerical structure is a wind turbine model based on the UPWIND project constructed by [79],
and it is implemented in the software Bladed by [53]. In this section the properties of the support structure
are presented.
The properties of the tower for the UPWIND NREL offshore 5-MW baseline wind turbine will depend on the
type of the support-structure used to carry the rotor-nacelle assembly. The type of support structure will, in
turn, depend on the installation site, whose properties vary significantly through differences in water depth,
soil type, wind and wave severity. Offshore support-structure (OSS) types include fixed-bottom monopiles,
gravity bases, space-frames—such as tripods, quadpods, and lattice frames (e.g., “jackets”)—and floating
structures. This model is built with a jacket support-structure, as can be seen in Figure 4.8. This support-
structure is composed with jacket.
In order to have different types of data, several operating conditions of the turbine were simulated. For
this purpose, different turbulent winds and nacelle orientations were used. Turbulent winds are centered in
8m/s, 16m/s, 25m/s speeds, while the Nacelle orientation changes between 0º,20º,50ºand 75º from north.
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(a) Angle view (b) Jacket detail
Figure 4.7. 8 Sensor configuration in FEM model
Damage seventies: To simulate different damage levels, the wall thickness of the member situated in the
second level of the jacket (the blue member shown in Fig.4.8b) is reduced in 0.01%, 0.05%, 0.1%, 0.5%,
1%, 5%, 10%, 15%, 20% and 25%.
The simulation time is 50s for each data set with a sampling frequency of 500Hz. The resulting amount of
data is large. There are 12 datasets for each Structural state and each EOC, resulting in 720 datasets.
In order to quantify the damage induced in the model the PSD method has been used. The modal method is
not available in these simulations, and that is why the PSD method is the only one used. In Figure 4.9 it is
shown that both PSDs are almost the same, and the correlation coefficient of both signals are really close to
1. This means that the damage induced in the model is small, and that there is no way of detecting it using
the PSD method.
Sensor placement: Having a complex structure, it is important to know where the sensors should be
located. Using the method explained in section 3.7, the sensors were located in the structure. The method-
ology used is similar to the one used for sensor location in the previous case study, but in this case, some
modes are selected.
First of all, a modes selection was done. The FEM model of the turbine allows to calculate the modes of
the whole structure, including blades. In this case the damage detection is centered in the Support Structure
of the Wind Turbine. This Support Structure is composed with the jacket and the tower. The selection will
contain all the tower and jacket modes. To determine which modes are tower and jacket modes and which
are blades modes the strain energy distribution for each mode is calculated. After that, the modes that have a
high proportion of strain energy in tower or jacket are selected. After a visual inspection of the mode shapes,
all the local modes were discarded, as well as the high frequency modes. Taking into account the size of the
structure, everything above 2Hz was considered as high frequency mode. Having this selection of modes,
4.3. UPWIND BLADED MODEL 63
(a) Sensor Locations on OSS
(red dots)
(b) Jacket Detail with damage
Location (Blue)
Figure 4.8. UPWind Model
Figure 4.9. PSD Healthy vs 25% reduction, Sensor 4 data
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global and low frequency ones, the Sensor placement algorithm is applied using them, just as applied to the
tower model in previous section.
As explained in section 3.7, SEAMAC is a sensor elimination method, and it takes as a possible sensor
location any of the nodes of the FEM model. Knowing this, the best possible result that can be obtained is
to locate a sensor in each of the nodes and calculate its MAC (Figure 4.10). The result should be worse than
the one shown in Figure 4.10, because the sensors are going to be less than the number of nodes.
Figure 4.10. AutoMAC for UPWIND
After having the best result that the algorithm is able to give, the iterative reduction of the accelerometers
starteds. The maximum number of accelerometers to be placed in a turbine is taken as 10 triaxial, remember
that we are building an SHM system, and this system is part of the structure, this means that the costs of the
structure get higher with more accelerometers. No minimum value for the number of accelerometers was
chosen. After applying the method for 10, 9, 8, 7, 6, 5 and 4 accelerometers, the values concerning to the
summation of the Off-diagonal terms are shown in Table 4.6, while the visual results of some of the results
are the ones shown in Figure 4.11.
In order to build a criterion to select the sensors that are going to be used, the same principle was used
as in the previous section. At most, the summation of the Off-Diagonal terms should no be higher than
the double of the best possible solution. This already tells us that at least 7 sensors are needed. The most
interesting option corresponds to 7 accelerometers. The increase to 8 accelerometers does not improve the
MAC significantly (not even a 250 reduction in Off-Diagonal terms). So this configuration is used as sensor
network in this structure. The result of the 7 accelerometers correspond to the configuration shown in the
Figure 4.12.
It is important to remark that no accelerometer was placed in the Splash Zone (see Fig.1.1a) of the Wind
turbine. This zone is one of the most dangerous area in the jacket for an accelerometer, because sea is always
hitting that area.
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(a) 6 sensors (b) 7 sensors (c) 8 sensors
Figure 4.11. SEAMAC Results for different accelerometer number for UPWIND
Table 4.6. Sum of the Off-Diagonal terms
Sensor amount ∑O f f −Diagonal(%)
267 (All possible Nodes - AutoMAC) 1320
10 1720
9 1890
8 2150
7 2390
6 2750
5 3260
4 3920
4.4 Laboratory tower model
Finally, the real structure used in this thesis is a tower model, similar to those of a wind turbine, see
Figure 4.13. The structure is 2.7 m high; the top piece is 1 m long and 0.6 m width. The tower is com-
posed of three sections joined with bolts, while the jacket is composed with several sections, all of them
joined with bolts. The damage is introduced as a crack in one of these sections, see Fig.4.13b. As it can be
seen in the Fig.4.13a, on the top of the structure a modal shaker is located. This shaker simulates the nacelle
mass and the environmental effects of the wind over the whole structure. Applying an electrical signal to
the shaker, (white noise) the vibration needed to excite the structure is created. The simulation of different
wind speeds is also simulated with this shaker, by changing the amplitude of the input electrical signal. In
order to simulate the nacelle orientation changes, the top part of the structure spins 0º,30ºand 90º; 0º is the
basic position shown in Fig.4.13a.
The vibration modes of the structure are important in order to know the behavior of the structure, and how
data should be acquired. In this tower, an Operational Modal Analysis was performed in order to have a
good quality Finite Element Model. In this case, we analyze the first 10 modes, which are located under
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(a) Side view (b) Top view
Figure 4.12. 7 Sensor configuration in UPWIND
100 Hz. In Table 4.7 the frequency results of the OMA are shown. In this OMA some of the modes are not
present. The structure, is mainly excited in X direction. The fact that the excitation is mainly in X direction
means that the Y modes have no so much power, and the OMA method is not able to see them.
Table 4.7. OMA frequency results
Mode Freq. (Hz) Mode shape
1 (not found) 1st bending mode in Y
2 2.22 1st bending mode in X
3 17.51 1st Tower torsion mode
4 17.73 1st bending mode in jacket
5 (not found) 2nd bending mode in Y
6 41.8 2nd bending mode in X
7 42.8 Local Jacket mode
8 50.01 Local Jacket mode
9 50.08 Local Jacket mode
10 60.07 Local Jacket mode
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(a) Photo (b) Damage Location
Figure 4.13. Laboratory tower
In order to simulate different wind speeds, the amplitude of the input wave that goes to the shaker was
changed, increasing its amplitude. The shaker has an amplifier, that way the input signal can be amplified
before it arrives to the shaker itself. This amplifier has as input the white noise signal, and as output the
input signal amplified depending on the gain the user has adopted. For this test, 3 different amplitudes were
used: one, two and three. Where one is the signal itself , and three the input signal amplified by means of
three.
Damage severity: The damages introduced are shown in Fig.4.13b; The damage is introduced in one of
the bars, and it is a 5mm crack. The time for each data set is 60s with a sampling frequency of 256Hz.
In order to calculate the severity of the seeded damage, some Power Spectral Density (PSD) was calculated,
as no Modal information of the damaged Structure was calculated. Taking into account the explanations in
previous sections, it is a good approach to see the PSDs of the time signals to calculate the severity of the
damage in terms of frequency changes. If the changes in PSD are small, the damage is said to be small. For
example in Figure 4.14 almost no change in the PSD is visually found.
Once again, the correlation coefficient of the PSDs is calculated in order to know how correlated the Fre-
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Figure 4.14. PSD of Sensor 3
cuency signals are. In Table 4.8 the values are shown. All of them are higher than 0.95 or 95%. this means
that the PSDs are really similar. Taking all this into account, it can be said that the 5mm crack damage is
small for this structure.
Table 4.8. Correlation Coefs for different Sensor PSDs
Sensor Number Correlation
1 0,970
2 0,977
3 0,987
4 0,969
5 0,959
6 0,990
7 0,992
8 0,953
9 0,998
10 0,997
11 0,973
12 0,992
13 0,994
14 0,972
15 0,995
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Sensor placement: To detect the structural response, some accelerometers are placed in the tower. The
method used to find the optimum location and amount of these sensors has been explained in section 4.2.
The result of the method resulted in 8 triaxial accelerometers that are shown in Figure 4.7.
4.5 Remarks and conclusions
The use of different case studies helps to validate the methodology in different areas. The first case study
is a simple one, just to know that everything works well, and that theoretically it can be done. The second
one is also simple, but bigger, and if the methodology is well detected in this one, it means that it could be
detected in the real laboratory tower. The UPWIND model is a challenging case study, because a real wind
turbine is being simulated in real conditions and in power production mode. Finally, the Laboratory tower
helps to translate the methodology to the reality.
The induced damages are small to see a remarkable frequency change in the structures, and the sensor
placement is a important step in order to have rich information.
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Chapter 5
Damage detection
Damage detection is the first level of an SHM system. Damage detection is very important to avoid either
human or economical disasters. If a damage is detected in the moment it has been created, safer structures
will be built, and some action could be done before the disaster happens. As was described in chapter 2,
among the vibrational statistical damage detection methods, Stochastic Subspace Identification (SSI) meth-
ods are widely used to build models that are able to extract the modal information from the structure. For
damage detection, in this thesis, there is no need of extracting the modal information because the damage
detection algorithm works directly on detecting changes in the structure, using time domain data.
In this chapter, the bases of the NullSpace damage detection algorithm are explained, and the results for
each case study are shown.
5.1 Damage detection algorithm
In this section the algorithm itself and the different steps of the process are explained. The algorithm has
two phases, the learning one and the detection one.
In the first phase, the data used is data from a healthy structure and the healthy model is constructed. The
bases for constructing the model are explained in the next sections. In this part the algorithm learns how the
structure behaves in a healthy state.
In the second one, the input data has to be evaluated. The model constructed in the learning phase is applied
to the incoming data so as to determine if the structure is still in a healthy state or not.
5.1.1 Learning process
The Learning process has n inputs (datasets) and 2 outputs. The inputs are the healthy signals coming from
the accelerometers, and the outputs are the NullSpace (Uh0 ) and the variability factor (Σ), which changes
depending on the Damage Indicator used. Both outputs are explained in the next sections. The number
of healthy datasets needed (n) for the learning process is not a fixed number; the more datasets used for
learning, the more robust it is, and less false positives appear.
Figure 5.1 shows the scheme of the learning process. Before going step by step to describe the learning
phase, the different variables of this process are explained.
• Yk is the kth input or dataset; where k ∈ [1,n]. This input consists of a matrix containing all the
measurements of each sensor. The dimension of Y is shown in Equation 5.1, where i is the number of
sensors and j the number of samples.
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Figure 5.1. NullSpace damage detection: Learning phase [49]
Y =

y1,1 y1,2 · · · y1. j−1 y1, j
y2,1 y2,2 · · · y2. j−1 y2, j
...
...
. . .
...
...
...
...
. . .
...
...
yi,1 yi,2 · · · yi. j−1 yi, j

(5.1)
• Hk is the Hankel matrix corresponding to the Yk input; it corresponds to the kth input. This matrix is
constructed as shown in subsection 3.3.3, and is the base of SSI.
• Uh0 is the NullSpace of the H1 Hankel Matrix. It is calculated as shown in section 5.2, in the next
section.
• ζk is the kth residual; it corresponds to the kth input. It is calculated as shown in section 5.3, in the
next section.
• Σ is the variability factor. As shown in subsection 5.3.2, it can be estimated three different ways. They
are defined in the next section.
Learning step by step: There are n healthy inputs and there are differences between the first input and
the rest datasets. The first one is used to find the NullSpace, and the rest are used to find the variability
factor.
On one hand, using the first dataset, its Hankel matrix is determined, and later the NullSpace matrix for that
first input is determined using the Singular Value Decomposition.
On the other hand, the other inputs are used to determine the variance of the healthy structure. After finding
the Hankel matrix for each of the inputs, using Equation 5.4 and Equation 5.5, defined in the next section,
the residuals for each input are calculated. Finally, depending on the chosen Damage Indicator the variability
factor will be found in one way or another. From this Learning process, the NullSpace matrix (Uh0), and the
Variability Factor (Σ) are stored for the detection process. This two variables are the ones that construct the
model.
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5.1.2 Detection process
In the detection phase, m− (n+1) are the inputs to be evaluated. This value amount, if we are talking about
a online monitoring system, is really proportional to time the structure is operating, so this value can be very
large.The other 2 inputs are coming from the learning process, and are the variables that construct the model
(Uh0,Σ). As output we have m− (n+ 1) Damage Indicator values. Each DI corresponds to its input. The
value of the Damage Indicator tells us whether the structure is damaged or not. The variables that take part
in this process are the same as the ones used in the learning phase (subsection 5.1.1).
Figure 5.2. NullSpace damage detection: Detection phase [49]
Detection step by step: The detection is done almost the same way as the second part of the learning
process. Instead of calculating the variability factor, it is applied in order to determine if the dataset is
still inside the limits that the variability explains. First of all, the Hankel matrices are constructed, one for
each incoming data. These Hankel matrices are multiplied with the NullSpace matrix Uh0 coming from the
learning process in order to determine the residual ζ using Equation 5.4 and Equation 5.5, defined in the
next sections. Once again, there is one residual for each input dataset. Finally each residual is evaluated
depending on the variability factor chosen (Equation 5.7, Equation 5.9 or Equation 5.11), and the Damage
Indicator of the structure is determined. These DIs are later plotted in order to have a visual diagnostic tool.
5.2 NullSpace analysis of the Hankel Matrix
The base mathematical foundations about modal identification on structures was presented in section 3.3.
This thesis, is not focused on identifying the modal parameters of the structure. Instead, only relative
changes of characteristic features are necessary for structural damage assessment. For this purpose, a method
based on the null subspace (NullSpace) concept of the Hankel matrices can be used. subsection 3.3.3 shows
how the Hankel matrix is defined. The condition based parameter in order to be able to detect damage was
introduced by [49] and is derived from the Covariance driven Hankel matrix defined in Equation 3.14. To
find the NullSpace, a singular-value decomposition (SVD) on the Hankel matrix is performed. In linear
algebra, the SVD is a factorization of a matrix, with many useful applications in signal processing and
statistics, and it is defined as
Hp,q =UHSHV tH , (5.2)
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where UH is a unitary matrix, SH is a rectangular diagonal matrix with nonnegative real numbers on the
diagonal, and V tH (the conjugate transpose of V) is unitary matrix. The diagonal entries Si,i of S are known
as the singular values of Hp,q. The columns of UH and the columns of VH are called the left-singular vectors
and right-singular vectors of Hp,q, respectively.
In this moment the NullSpace of the Hankel matrix (Uh0) has to be found. The NullSpace is a matrix that
makes the next property to be true:
U th0Hp,q = 0. (5.3)
This null hypothesis is the base of the damage detection method. Basically, the healthy structure data will
have similar null hypothesis. So, using a Uh0 from a learning state of the structure and applying it to a
healthy response, the value will be small, while applying it to a damaged response, the value will be higher.
Uh0 contains the maximum number of independent column vectors that span the column null space of H. In
order to find it, we have to find which singular values (SH) are equal to zero, and take the left-hand singular
vectors (UH) corresponding to those null singular values.
The basic model is found using this NullSpace, but in order to give variability to the model, more data are
needed. So, a learning phase is needed use several healthy data and give variability to the basic model.
Next sections talk about how the damage algorithm uses this null hypothesis to create a damage detection
algorithm.
5.3 Damage detection - Bases
5.3.1 Residuals
Taking as a base the work done by Fritzen in [88], a variant of that damage detection method was imple-
mented.
Using the idea that has been shown in section 5.2; if the structure is undamaged, the product between
NullSpace (Uh0) and a Hankel matrix calculated using data coming from a healthy structure (shown in
Equation 5.3) should be equal or really close to zero because both should have the same (or at least similar)
NullSpace. If damage occurs, this product should be different from zero. The result of that multiplication is
called residue matrix,
Ri, j =U th0Hi, j, (5.4)
where Ri, j is the residual matrix, the Uh0 is the NullSpace of the first Healthy dataset (see subsection 5.1.1)
and Hi, j is the Hankel matrix of a different input.
This residual matrix already has information about the state of the structure, but it is very large and a simpler
way of representing the damage is needed. Apart from that, no variability was used in this model. In order
to insert this variability into the model and so as to have a easier way of representing the damage we should
make some transformation to this residue matrix.
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First, a vectorization operator is applied. This operator rearranges the columns of the R matrix into one
vector, by
ζ = vec(Ri, j), (5.5)
where ζ is the residual, and vec is a vectorization operation.
Having the data in form of residual (ζ ), the next step is to insert variability to the system. For that purpose,
different types of Damage Indicators (DI) were used and developed.
5.3.2 Damage Indicators (DI)
As the name explains, Damage Indicator, indicates the existence of damage; if the value is low, there is no
damage, and on the contrary, if the value is high, damage is present in the structure. DI calculation has
two steps. First, in the learning phase the variance of the structure is calculated. In the second step, that
variance is used to know if the structure is still inside the limits of being healthy. The transformation from
the residual to DIs gives the result as scalar values, that way it is easier to determine if there is damage or
not, just by looking to a number. Three different Damage Indicator values were used and compared.
5.3.2.1 Mean Residual (MR)
This DI was developed for this work, and it is a contribution of this thesis. The mean value of all the
residuals used in the learning phase is calculated by
Σ̂m =
(
1
n−1
)
∑
n
ζn, (5.6)
where n is the number of inputs in the learning phase.
Using this mean value vector (Σ̂m) the damage indicator is calculated dividing every value of the residual
vector (ζ ), with the values of the mean value vector (Σ̂m ), for later, in the detection phase, to calculate the
mean value of this result as damage indicator value by
DIm =
(
1
n−1
)
∑
k
ζn+t
Σ̂m
, (5.7)
where ζn+t is the residual of the dataset that is being evaluated, and k is the number of values in ζn+t .
5.3.2.2 Covariance Matrix Estimate (CME)
This indicator is used by Fritzen [49]. In the first step, using the different residuals (ζ ) of the undamaged
structure, the covariance estimate is constructed. This covariance estimate is a big matrix, and it is calculated
by
Σ̂c =
(
1
n−1
)
∑
n
ζnζ tn, (5.8)
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where n is again the number of inputs in the learning phase.
For the second step, a residual vector that is going to be evaluated is needed. For each evaluation residual
vector, the Equation 5.9 will be applied to have a scalar value that is able to tell whether damage exists. The
Damage Indicator is given by
DIc = ζ tn+1Σ̂c
−1
ζn+t , (5.9)
where ζn+t is the residual of the dataset that is being evaluated.
5.3.2.3 Scalar Covariance (SC)
Yan [192] proposes to calculate a scalar value for each dataset, instead of building the Covariance Matrix
Estimate. It is similar to Fritzens’ idea, but instead of having a huge matrix, it only needs a scalar value for
the variance application. It is calculated by
Σ̂s =
(
1
n−1
)
∑
n
ζ tnζn, (5.10)
where n once again the number of inputs in the learning phase.
In the second step, the same idea as before can be found, but with a scalar value. The damage is detected,
by
DIs =
ζ tn+tζn+t
Σ̂s
, (5.11)
where ζn+t is the residual of the dataset that is being evaluated.
5.4 Threshold
During the learning phase, a threshold is calculated. If the DI of a dataset is above that threshold value, the
structure will be considered as damaged, and the other way around, if the DI is below that value, it will be
considered as healthy.
This threshold value is calculated using the same datasets that are used in the learning process. For that
purpose, a detection process is performed with the datasets used for learning. The output of this process are
once again the Damage Indicators concerning the learning process datasets.
Using these DIs their mean value is calculated and 3 times the standard deviation of these DIs (Equation 5.13)
is added to that mean value (Equation 5.12). Supposing that these DIs continue a normal distribution, this
means that the 99% of the values should be below that threshold.
µ =
(
1
n
n
∑
k=1
DIk
)
(5.12)
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σ =
√
1
n
n
∑
i=1
(DIi−µ)2 (5.13)
So, in short, the threshold (α) value of the solution is calculated as:
α = µ+3σ (5.14)
5.5 Results
In this section the results for the damage detection method will be shown, applied to the different case stud-
ies. For each case study the different ways of calculating the Damage Indicators are used, and a comparison
between each of them is done. Finally a conclusion is written and the best of the ways to calculate the DIs
will be chosen to continue using it in the next sections.
5.5.1 Simple mass and spring system
This model, as explained in section 4.1, is a structure simulated in MATLAB. The damages introduced in
the model are simulated as changes in the spring constant (K3). The damage detection method results are
shown in Figure 5.3, for the different Damage Indicators.
The dimensions used for the creation of the Hankel matrix in this case are p = q = 5 (see Equation 3.14).
It is said in [142], there appears to be no steadfast rule for choosing these dimensions and as a result it is
necessary to perform a convergence study on the data to gain any sort of confidence in the results. In this
case, the convergence resulted in the value specified before.
All of three DIs are able to detect damage correctly for the biggest damages. For the Damage 1, the smallest
one, some datasets are not well detected, and in some cases some healthy datasets are classified as damaged
datasets. On one hand, the fact of being able of correctly detect damage tells which is the best DI. A resume
can be found in Table 5.1, where it can be seen that CME Damage Indicator is the one giving no false
positives and the one that few false negatives is able to give. On the opposite site, the MR Damage Indicator
is the worst, giving some false positives, and high false negatives.
Table 5.1. DI comparison results for Model
Damage False Positives (%) False Negatives for the smallest damage (%)
Mean Residual 2 36
Scalar Covariance 2 14
Covariance Matrix Estimate 1 14
On the other hand, there is the sensitivity factor of the Damage Indicator. For that purpose, all the DIs were
normalized to fit between 0 and 1. This normalization allows to see the sensitivity of the solution. If the
jump between different damages is bigger, this will mean that the solution is more sensitive.
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(a) Mean Residual Damage Indicator (b) Scalar Covariance Damage Indicator
(c) Covariance Matrix Estimate Damage Indicator
Figure 5.3. Simple Mass and spring System Results
Figure 5.4. Model - Normalized Damage Indicators Comparison
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The MR Damage Indicator is by far the less sensitive one, because the values for Healthy and Damaged are
already quite high comparing to the other two. The CME and SC give similar results, although the CME is
a little more sensitive. These Sensitivity factor along with the False Positive and False negative rates and the
DI values (positive and big), make the CME DI the best solution.
5.5.2 Tower Finite Element model
The numerical model identified in section 4.2, is a FEM model. The simulations are done using ANSYS
transient analysis, where the input is modeled as a random white noise on top of the structure, and the
response from the sensors are extracted. The simulated damages are cracks of different lengths, in one of
the members of the tower. The dimensions used for the creation of the Hankel matrix are p = q = 5.
The damages are well detected by all of the DIs, but some strange things appear in Figure 5.6 (it is on the
back of this chapter). It seems that the 3 mm crack is classified as lower damage level than the 1mm crack
for example. This problem is further studied in chapter 6. Apart from that problem, some false positives
appear in the results, in two of the cases, the CME case and the SC case, while in the MR case, as it is not as
sensitive as the other Damage Indicators, there is no such problem. The results are resumed in Table 5.2.
Table 5.2. DI comparison result for FEM
Damage False Positives (%) False Negatives (%)
Mean Residual 0 0
Scalar Covariance 0 0
Covariance Matrix Estimate 0 0
The comparison of all three in terms of sensitivity are shown in Figure 5.5. Again, the most sensitive is the
CME Damage Indicator, while the SC is quite close to it. The MR Damage Indicator is the less sensitive. In
this case, as some false positives appear in the most sensitive DIs, the MR DI is the best in classifying the
state of the structure.
5.5.3 UPWIND Bladed model
The model analyzed in this subsection is the one presented in section 4.3. The damages introduced are
stiffness changes in the joint painted in blue in Figure 4.8. The damage detection method results are shown
in Figure 5.7, for the different Damage Indicators. The dimensions used for the creation of the Hankel matrix
are p = q = 60. This structure is bigger and is a working wind turbine; this means that more precision is
needed, that is why bigger p and q are needed.
Again, all of three are able to detect damage correctly for the biggest damages. For the tiny damages it can
be seen that not all of them are detected. The sensitivity factor is very important in this case, because these
changes are done in a working simulated wind turbine. The changes are proportional to the sensitivity that
the algorithm is able to give in a real system. It can be seen that the CME Damage Indicator solution is
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Figure 5.5. FEM - Normalized Damage Indicators Comparison
the most sensitive, because it is able to detect the 0.5% of reduction in the stiffness of the joint. If the false
positives are taken into account, the MR Damage Indicator is the winner this time. The resume can be found
in Table 5.3.
Table 5.3. DI comparison result for UPWIND
Damage False Positives (%) False Negatives (%)
Mean Residual 8.3 75
Scalar Covariance 8.3 91.6
Covariance Matrix Estimate 8.3 8.3
In Figure 5.9, the different sensitivities are again compared using the Normalized Damage Indicator value.
The results show that MR is the less sensitive, while the other two are very close to each other, but the CME
is still a little bit better.
Again on the whole, CME Damage Indicator is the best in this case.
5.5.4 Laboratory tower model
The real structure analyzed is the one presented in section 4.4. The damages introduced are real 5mm cracks
in a jacket section that was placed in the jacket at different locations. The broken section can be seen in
Fig.4.13b. The dimensions used for the creation of the Hankel matrix are p = q = 60.
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(a) Mean Residual Damage Indicator (b) Scalar Covariance Damage Indicator
(c) Covariance Matrix Estimate Damage Indicator
Figure 5.6. FEM tower model Results
There are different yellow bars in the substructure. The original bars are yellow bars, while the damaged
ones are steel colored bars. In the learning phase a non original healthy bar was used as well as original
yellow bars. This means that two undamaged versions of a healthy bar were used in the learning phase, one
of them the original and a replica, so that the bar change wasn’t detected in the process of damage detection,
that way we were focused on the damage, and not to the bar change.
Table 5.4. DI comparison result for Tower
Damage False Positives (%) False Negatives (%)
Mean Residual 0 17.14
Scalar Covariance 0 62.85
Covariance Matrix Estimate 0 0
This time, the damages are really small as shown in the previous chapter. In total 7 different damages were
placed in the structure. The severity of the damage was always the same, 5 mm crack, the only difference
is the location. Each damage was named “Dx.y” where “D” means “damage” the “x” is the height of the
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(a) Mean Residual Damage Indicator (b) Scalar Covariance Damage Indicator
(c) Covariance Matrix Estimate Damage Indicator
Figure 5.7. UPWIND Results
damage and the “y” the position in that height. In this case 3 different heights where used, and 2 or 3
different positions, depending the height.
The results in Figure 5.8 show that in this case, the CME method is the only one correctly detecting the
damage. All Green values mean that the structure is in healthy condition, and the other colors mean that
the structure is damaged in different parts of the substructure. The severity of the damage is always the
same, 5mm crack. The experiment is performed the next way: first data is acquired while the structure is in
healthy mode with the yellow member. The yellow member is removed and the healthy replica is located in
its place, and data is again acquired. After that, the healthy replica member is removed in order to change
it with a damaged member, and the data acquisition is performed. Later, the damaged member is removed
so as to replace it with the yellow member, and again, data is acquired. This way the repeatability of the
structure is measured. After this sequence is done, we move to another member.
A resuming table can be found in Table 5.4. It must be said that the damage introduced to the structure
is very small. In this structure it can be seen that the CME Damage Indicator is the most suitable for the
experiment. In this case there is no need of a comparison between the different DIs, because the only one
with good results is the CME damage indicator. In the MR case the sensitivity is not enough to classify
different damages, while the SC method is not able to correctly differentiate the damages. Finally the CME
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discriminates properly the damages.
(a) Mean Residual Damage Indicator (b) Scalar Covariance Damage Indicator
(c) Covariance Matrix Estimate Damage Indicator
Figure 5.8. Tower Results
5.6 Discussion
In this chapter the development, implementation and explanation of a damage detection method has been
explained, which is applicable to different types of structures. This method will be used in the next chapters
of this thesis. The method has been combined with different Damage Indicators. These DIs are able to
detect very small damages in different types of structures.
The performance of the methodologies presented for damage detection using NullSpace as pattern recogni-
tion tool has been also tested in this chapter. A baseline model has been built, in which different Damage
Indicators were used in order to find the most sensitive one. These Damage Indicators were applied in differ-
ent case studies, 1 generic model, 2 Turbine mockup models (simulated and Real) and a simulated working
wind turbine. The results revealed that the approaches have potential for real applications and can be used
to evaluate the state of a structure.
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Figure 5.9. UPWIND - Normalized Damage Indicators Comparison
Some important elements can be highlighted from the results in this chapter:
• The results showed that there are differences between the data from the undamaged structure and
the different damages, and these differences can be used to define the presence of damages in the
structures. Similarly, the presented plots allowed in most cases to separate and distinguish damages
between them.
• The results from different Damage Indicators show that three of them are able to indicate how dam-
aged the structure really is. In most cases the CME Damage Indicator is the most sensitive while the
MR is the less sensitive.
In general it is possible to conclude that, in all the cases, the evaluation of all the phases allow to define the
presence of a damage in the structure. The CME Damage Indicator is the most sensitive, and in from this
moment on, this Damage Indicator will be used in order to continue the work.
In the next chapter, the data preselection will be explained.
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Data Preprocessing for damage detection
6.1 Introduction
Data Preprocessing (DP) is a step needed in order to prepare the data to be inserted in the damage detection
phase. Apart from that function, the raw data can be transformed or selected, to obtain the most suitable in-
formation, or simply, the data can be normalized in order to eliminate the effects of certain gross influences.
In this chapter, the transformation of the data is tackled, and how this can help to obtain better damage
detection results.
In [67], Halfpenny talks about the importance of preprocessing the signals gathered by SHM sensors and
controllers, and which kind of errors can appear if a poor preprocessing is done. On the other hand, accord-
ing to [160], the preprocessing is divided into 3 parts: cleansing, normalization and data selection.
The importance of Data Preprocessing is also discussed in [47], where it is said that in a distributed sensor
network, it is important to preprocess the data in the sensor itself in order to have free bandwidth and not
congesting the network.
This chapter is concerned to the transformation of the original data an its influence over the final results in
damage detection.
6.2 Data normalization
Data Normalization is an important step for data preprocessing. In applications where data are collected and
arranged the normalization is used. For instance, in [120] Mujica arranged data from a 3D way (DataSets
x Samples x Sensors) into a 2D unfolded matrix for later apply different scaling methods to the matrix in
order to normalize the data. For this kind of data sets (unfolded matrix), several studies of scaling have been
presented in the literature: continuous scaling (CS), group scaling (GS) and auto-scaling (AS). According
to these studies, GS is selected for this work because it considers changes between sensors and does not
process them independently.
In Figure 6.1, the schematic view of the Group Scaling is shown. In this schema, k are the number of sensors
while n are the sample numbers. There are k number of mean values, µk, one per sensor, and one Standard
Deviation (STD) value, σ . The STD value is calculated using all data samples by Equation 6.2 using the
µG shown in Equation 6.1, while the mean values are calculated per sensor using Equation 6.3. Finally, for
each sensor data, the Equation 6.4 is applied for the normalization.
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Figure 6.1. GS Normalization schema
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6.3 Feature extraction
As was previously explained, this method is based on PCA. The schematic view of the complete methodol-
ogy for damage detection is depicted in Figure 6.2. The damage detection algorithm (NullSpace) is used as a
tool to compare different preprocessing methods. The Damage Indicator used for this tests is the Covariance
Matrix Estimate.
In order to extract the features, a dataset that belongs to the healthy structure is used to calculate the PCA
model (the matrix P˜ sorted and reduced in Equation 3.35) . Afterwards, the dataset gathered from the
current structure (learning and detection datasets) are projected into the choose PCs, T in Equation 3.36.
The projected data are used as the input to the NullSpace damage detection method. So it can be said that
the data entering to the damage detection phase is data from “virtual” sensors, because the data has changed,
and it doesn’t belong to the readings of the sensors any more, but it does to the structure. Using the data
from these virtual sensors, the NullSpace algorithm is able to detect changes in the structure.
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Figure 6.2. Feature Extraction
6.4 Feature selection
The Feature Selection algorithm uses UmRMR (see subsubsection 3.5.2.2). In Figure 6.3 the schematic
view of the preprocessing is shown. UmRMR method is able to select the features, accelerations in our case,
that in terms of information theory, are most relevant but least redundant. As explained in subsection 3.4.2
and in subsection 3.4.3, using tools as Entropy and Mutual Information, the amount of information in one
sensor can be measured, therefore the most relevant and least redundant information can be selected.
In the first step, all the healthy datasets are used in order to find which sensors contain the best information.
The result of applying the UmRMR gives the order of the sensors, from the most informative to the least
informative. In this way, the number of sensors to select depends on the score of each sensor. The criterion
to select the amount of sensors is given by the PCA. In this case, the number of PCs corresponding to the
99% of the variance is the number of sensors that are going to be selected. Finally, the dataset (Yi) that is
used for damage detection method is the original dataset (Xi) eliminating the information from the sensors
that were not selected. In this way, the preprocessing does not make any changes to the incoming data. It
just selects the best suited sensors for that structure. The information is not transformed into something else.
6.5 Mixed preprocessing
This preprocessing method uses first the UmRMR feature selection method and, subsequently the PCA
feature extraction. Figure 6.4 shows the schematic view of the method.
In first step, the most informative sensors are found applying all the healthy datasets to the UmRMR method
as detailed in section 6.4. Afterwards, the healthy dataset (XL) with the assigned sensors is used to calculate
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Figure 6.3. Feature Selection
the PCA model. In this way, the channels (or sensors) are selected and the features are extracted.
Finally, the dataset (Ti) used for the damage detection method is obtained after selecting the appropriate
sensors (given by UmRMR outputs (Yi)) and projecting them into the PCA model.
It should be highlighted that using a preprocessing that extracts features using PCA firstly and later selects
features using UmRMR has no sense, since PCA extracts and selects the most relevant components.
Once again, the NullSpace method is used for a comparison between different preprocessing methods. The
preprocessing needs two steps as well, the first to find the data to select and extract and the second one to
apply the result of the first step to the incoming datasets.
In the first step, the first part is the same as the one in, the most informative sensors are found using UmRMR.
After that, a healthy dataset is loaded into the system, and after the channel selection is done, the PCA is
used so as to find the PCs and the transformation matrix. That way, we obtain some channels to select, and
then, the PCA information for the later transformation.
In the second step, using the information gathered in the first step, first the channel selection is done (using
the info of the UmRMR output). Once the channel selection is done, using the information about the PCA
gathered in the previous step, the data is transformed into virtual sensors. Finally, the transformed data is
inserted into the damage detection method.
This DP method, is a mixture of the previous two. First, data is selected, and then, the selected data
is transformed. Again, using PCA we are able to make a even further dimensionality reduction. In the
section 6.6 this part is discussed.
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Figure 6.4. Feature Selection-Extraction
6.6 Preprocessing results
All the preprocessing methods proposed in the previous sections are analyzed, compared and discussed.
To aim this goal, the damage detection method based on NullSpace (detailed in chapter 5) using the CME
damage indicator is applied to all the structures described in chapter 4.
6.6.1 Simple mass and spring system
The damages introduced in this numerical model equipped with 15 biaxial accelerometers (30 channels), are
damages simulated as changes in the spring constant (K3) . The damage detection is based on NullSpace. Its
results for each preprocessing method are shown in Figure 6.5. In all plots x-axis represents the number of
experiments (or datasets) and, y-axis the CME damage indicator by each experiment. Each shape denotes
the state of the structure and besides, the threshold (red dashed line) is depicted.
In Fig.6.5a are shown the results without using any type of preprocessing. Subsequently, Fig.6.5b-Fig.6.5e
show results using different preprocessing methods, as follows: Feature extraction retaining the 100% of the
variance in the PCA model (no dimensionality reduction); Feature extraction retaining 99% of the variance
in the PCA model (10PCs); Feature selection of 10 most relevant and less redundant information using
UmRMR, in order to compare the results with the previous method, 10 sensors were selected; and finally,
selecting 10 sensors as the previous case and extracting 100% of the variance of these selected sensors into
the PCA model (no dimensionality reduction after the selection, therefore 10Pcs)
It must be said that the results of the damage detection method without any preprocessing, are already
quite good for this case, but applying the PCA without any dimensionality reduction the results obtained
are better. If Dimensionality reduction is applied and 99% of the variance is taken, the results get worse,
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(a) Without Preprocessing
(b) Extracting features with 100% variance (c) Extracting features with 99% of the variance
(d) Selecting 10 sensors (e) Selecting 10 sensors and extracting with 100% of the variance
Figure 6.5. Damage detection on the simple mass and spring model; Comparison between preprocessing methods
as it is logical, because some information is lost. The same happens when from the 15 biaxial available
sensors (30 total sensors) the 10 most important uniaxials are taken, the results get worse. However, when
the 10 most relevant sensors are taken and PCA is applied to them, the results obtained with just 10 virtual
sensors are better than the base results, and even when just PCA is applied and all components are chosen.
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A comparative between them can be found in Table 6.1, there, the amount of false positives, the amount of
false negatives and the time for processing each dataset are displayed.
Concerning to the computational cost for processing the Damage Indicator for each dataset, some of the
presented preprocessing methods are able to reduce the time spent.
Table 6.1. Damage detection on the simple mass and spring model; general comparison
Preprocessing False Positives(%) False Negatives(%) Time Per Dataset
No Preprocess 1 14 0.55 seg
PCA100 0 2 0.55 seg
PCA99 4 42 0.4 seg
UmRMR 10 2 63 0.4 seg
Mixed 10 1 0 0.4 seg
6.6.2 Tower Finite Element Model
This model is a structure simulated in ANSYS (see section 4.2). The damages introduced are different
cracks in the substructure (2mm, 3mm and 5mm long). The results for each of the preprocessing methods
are shown in Figure 6.6. As described in the section of this case study (section 4.2), eight triaxial sensors
are configured, this means that 24 channels are used for damage detection based on NullSpace.
As the previous section, all plots represent the CME damage indicator by experiment denoting the state of
the structure. In Fig.6.6a the results without using any type of preprocessing are shown . Subsequently,
Fig.6.6b-Fig.6.6e show results using different preprocessing methods, as follows: Feature extraction retain-
ing the 100% of the variance in the PCA model (no dimensionality reduction); Feature extraction retaining
99% of the variance in the PCA model (12PCs); Feature selection of 12 most relevant and less redundant
information using UmRMR, in order to compare the results with the previous method (the 99%PCA), 12
sensors were selected; and finally, selecting 12 sensors as the previous case and extracting 100% of the vari-
ance of these selected sensors into the PCA model (no dimensionality reduction after the selection, therefore
12Pcs). In order to be able to compare the different cases the scaling used in the different sub-figures is the
same.
Once again, the damage detection method itself is able to give a good result with 8 triaxial sensors. The
gap between damaged and healthy datasets is huge. Anyway with the preprocessing, the results can become
better, or at least equal, with less amount of sensors. For the Feature Extraction case sensitivity is gained if
no dimensionality reduction is used, and the sensitivity is lost with the 99% of the variance, but the damage
is well detected in both cases.
In the Feature Selection case, it is shown how the use of 12 selected sensors (the half of the original ones)
still is able to detect damage. This solution gives better results than the one using PCA with the 99% of
the variability retained. The last figure shows how the results change when the mixed preprocessing is
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(a) Without Preprocessing
(b) Extracting features with 100% variance (c) Extracting features with 99% of the variance
(d) Selecting 12 sensors (e) Selecting 12 sensors and extracting with 100% of the variance
Figure 6.6. Damage detection on the tower FEM model; Comparison between preprocessing methods
used. Using the half of the sensors used in the base measurements, and preprocessing the data, in terms of
sensitivity, almost the same result is obtained.
Concerning to the computational cost for processing the Damage Indicator for each dataset, some of the
presented preprocessing methods are able to reduce the spent time. In this case, it is reduced to the half, but
only when dimensionality reduction is made.
6.6. PREPROCESSING RESULTS 93
Table 6.2. Damage detection on the FEM tower model; general comparison
Preprocessing False Positives(%) False Negatives(%) Time Per Dataset
No Preprocess 0 0 1.4 seg
PCA100 0 0 1.4 seg
PCA99 0 0 0.7 seg
UmRMR 12 0 0 0.7 seg
Mixed 12 0 0 0.7 seg
6.6.3 UPWIND Bladed Model
The BLADED simulated model (see section 4.3) datasets are also put into comparison. The damages intro-
duced to the structure are reductions of wall thicknesses of the member shown in Figure 4.8. The reduc-
tions are 0.01%, 0.05%, 0.1%0.5%,1%, 5%, 10%, 15%, 20%, 25% on the wall thickness of that specific
member. Seven Triaxial accelerometer (21 sensors) measurements are used for damage detection based on
NullSpace.
As the previous section, all plots represent the CME damage indicator by experiment denoting the state of the
structure. In Fig.6.7a are shown the results without using any type of preprocessing. Subsequently, Fig.6.7b-
Fig.6.7e show results using different preprocessing methods, as follows: Feature extraction retaining the
100% of the variance in the PCA model (no dimensionality reduction); Feature extraction retaining 99% of
the variance in the PCA model (10PCs); Feature selection of 10 most relevant and less redundant information
using UmRMR, in order to compare the results with the previous method (the 99%PCA), 10 sensors were
selected; and finally, selecting 10 sensors as the previous case and extracting 100% of the variance of these
selected sensors into the PCA model (no dimensionality reduction after the selection, therefore 10Pcs). In
order to be able to compare the different cases the scaling used in the different sub-figures is the same.
The result of the first image (Fig.6.7a) is the result using CME Damage Indicator with no preprocessing.
The other figures are the results after using different types of DP. Organized as in the previous sections, the
second image (Fig.6.7b) corresponds to the Feature Extraction method with no dimensionality reduction.
The results get better thanks to the preprocessing without any dimensionality reduction, but if 99% of the
variability is taken into account (10 Principal Components) the damage detection looses sensitivity.
If the 10 most informative sensors are selected (Fig.6.7d) the results show a similar performance that it had
in the RAW results with 21 sensors. If the mixed solution is used, we achieve the Fig.6.7e.
Using just the half of the sensors in mixed preprocessing, much better results are achieved, and similar
results as extracting features with both 100% and 99% variance retained in the PCA model. The results of
the damage detection method with no preprocessing are good, but in this structure it has been shown that the
correct preprocessing can change the results, and better ones can be achieved. In Table 6.3 a comparative is
made. It shows that most of the results are good. As a dimensionality reduction is made, the computational
time is smaller in the some results. Again, at least the same results can be achieved with less sensors and
less processing times.
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(a) Without Preprocessing
(b) Extracting features with 100% variance (c) Extracting features with 99% of the variance
(d) Selecting 10 sensors (e) Selecting 10 sensors and extracting with 100% of the variance
Figure 6.7. Damage detection on the UPWIND turbine; Comparison between preprocessing methods
6.6.4 Laboratory Tower Model
The data taken from the laboratory tower model shown in section 4.4 was also used to test the different
preprocessing methods. The damages seeded to structure were 5mm cracks in some of the members of the
jacket. These members are situated at different heights of the jacket. In total seven different damages where
placed in the structure. Each damage was named as follows: “Dx.y” where “D” means “damage” the “x” is
6.6. PREPROCESSING RESULTS 95
Table 6.3. Damage detection on the Upwind model; general comparison
Preprocessing False Positives False Negatives Time Per Dataset
No Preprocess 1 1 6.9 seg
PCA100 1 0 6.9 seg
PCA99 1 0 4.3 seg
UmRMR 10 1 4 4.3 seg
Mixed 10 1 0 4.3 seg
the height of the damage and the “y” the position in that height. Three different heights where used, and 2
or 3 different positions, depending the height. 8 Triaxial accelerometers were used (total of 24 channels). In
this case, all green values mean that the structure is in healthy condition, and the other colors mean that the
structure is damaged in different parts of the substructure.
In order to test also the repetitiveness of the methodology, the experiments were performed as follows:
To build the healthy model, all elements or members of the jacket are undamaged, however, there is another
member also undamaged (a replica) that was replaced for some original ones. The structure with these
changes is still considered healthy. This is made to not detect the bar change when the damaged bar is
placed in the structure. The fact that changing the bars with a replica gives the variability of the bar change
to the healthy model. Therefore, many experiments (15 original +10 with replica) were performed to build
the healthy model.
The testing datasets, five experiments are performed using the healthy structure. subsequently one healthy
member is replaced by the replica member (still undamaged) and another five experiments were performed.
After that, a healthy member (for instance, the member 1,1) is replaced for one damaged member, and five
experiments were performed (D1.1 in Figure 6.8). Afterwards, this damaged member is replaced with the
original healthy member, and data is acquired again. This procedure is repeated for several members.
Following the same outline as used in the previous sections, the first image Fig.6.8a shows the result of the
damage detection with no preprocessing, and the others show the results after applying the preprocessing.
This first image shows that the damage detection itself works correctly detecting damage. The Feature Ex-
traction method with no dimensionality reduction shown in Fig.6.8b shows good results, and the sensitivity
of the solution gets better because the gap between the damaged and undamaged is bigger, although some
of the healthy datasets, after some changes, were detected as damaged. The same happens in Fig.6.8c, the
results with 10PCs are good, but false positives appear.
If the 10 most informative sensors are used in Fig.6.8d, where the results get better and no false positives
are present. In fact with less than the half of the sensors, similar performance is shown. Finally, if the mixed
solution is used Fig.6.8e, it can be seen that the results get a little better.
Once again, it is clear that not all of the sensors are needed for a good damage detection. If the most
informative ones are picked out, the damage is well detected. Apart from that, if the features are extracted,
the detection becomes easier. In the result with no preprocessing, the damaged datasets from the upper
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(a) Without Preprocessing
(b) Extracting features with 100% variance (c) Extracting features with 99% of the variance
(d) Selecting 10 sensors (e) Selecting 10 sensors and extracting with 100% of the variance
Figure 6.8. Damage detection on the laboratory tower; Comparison between preprocessing methods
height (D3.1 and D3.2) where classified as damaged but their value was almost the same as the threshold.
On the contrary, if the preprocessing is used, the gap between the damaged and undamaged is bigger and it
is easier to detect the damage.
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Considering the computation time to process each dataset, if no preprocessing is used, the time needed is
around 9 seconds per dataset, whereas if it is reduced to 10 features, this goes down to 6 seconds.
Table 6.4. Damage detection on the Laboratory tower; general comparison
Preprocessing False Positives False Negatives Time Per Dataset
No Preprocess 0 0 9 sec
PCA100 10 0 9 sec
PCA99 10 0 6 sec
UmRMR 10 0 0 (+ gap) 6 sec
Mixed 10 1 0 (+ gap) 6 sec
6.7 Discussion
In this chapter the preprocessing of the data was tackled. The preprocessing is applied to the data from
the structure in order to have more efficient data to detect damage. Three preprocessing methods were
developed for this work. A Feature Extraction method, based on the Principal Component Analysis. A
Feature Selection method, based on the Unsupervised minimum Redundancy Maximum Relevance; and a
combination of both: first selecting the features, and afterwards, extracting them. Using these preprocessing
methods, another step in the methodology was developed.
It is shown that the correct preprocessing of the data can contribute to a better damage detection process,
with less sensors. In fact, among the preprocessing methods proposed in this work, the mixed method
(feature select + extract) is the best one.
The conclusion here, is that more sensors does not mean that we will get better damage detection results,
in fact, the correct number of sensors with a good preprocessing method gives us better results than a huge
amount of sensors. It can also be seen that the work done to select the amount of sensors in chapter 4, is
good for modal identification, but it is not the best for damage detection.
This chapter shows that the preprocessing is very interesting for damage detection because it helps to im-
prove the detection and at the same time, it helps to reduce the amount of sensors that must be placed in the
structure. In this way, the cost associated with the material necessary for SHM (sensors, cable, ...), the work
of placing them in the structure, and the amount of data acquisition inputs are considerably reduced.
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Chapter 7
Environmental and Operational Changes (EOC) compensation for dam-
age detection
7.1 Introduction
Environmental and Operational Conditions (EOC) play an important role when dealing with long term
monitoring, because they complicate the damage detection procedure and sometimes it is impossible to
detect damage if these are not taken into account. In fact, the variations in the input signals due to the EOC
are bigger than the variations due to a damage. Therefore, its influence should be compensated. Depending
on the chosen strategy, the EOC compensation methods can be classified in those using the measurements
of the EOC itself or the ones that do not use these EOC data; (see [157] and [90]).
Several methods for damage detection under changing operational conditions can be found in the literature.
For instance, Sohn proposed a compensation combining AR-ARX (AR models with exogenous inputs) mod-
els with Non Linear Principal Component Analysis (NLPCA) in [158]. ARX models are used by Peeters to
compensate the temperature effects on bridge eigenfrequencies [138]. In this way, Kullaa applied missing
data analysis or factor analysis in [94] to eliminate the environmental effects from damage sensitive features.
Besides, Deraemaeker diminished the EOC-effects on damage indicators provided by modal filters by means
of factor analysis [30]. A local PCA was proposed by Yan in [193]. some classification techniques were used
in [116] by Moll for structural damage diagnosis under changing environmental conditions. Mujica [122]
uses an extended PCA to detect damages at different temperatures. Self Organizing Maps (SOMs) are used
to compensate the EOC effects on damage features like modal data and coefficients of auto-regressive mod-
els in [91] by Kraemer. A systematic review of the methods for compensation of environmental conditions
(until 2007) can be found in [157].
7.1.1 EOC on Wind Energy Structures
The large spectrum of EOC effects on the structural dynamics can be well exemplified by means of Wind
Energy Plants (WEP). Here, the changing EOCs (wind velocity, wind direction, temperature, orientation
of the nacelle, rotational speed of the blades and atmospheric conditions) strongly influence the dynamic
behavior of the plant. Sometimes, also the boundary conditions are changing (e.g. by ground erosion). For
example, at low wind speed only a small number of lower modes is excited. It is also known from bridges
that a high wind velocity can cause changes in the eigenfrequencies and a varying temperature affects the
dynamic behavior of structures[157]. These effects appear also in case of WEPs [90]. Since the structure
of the WEP is not perfectly symmetric along the tower axis (caused by transformers, pumps, etc. which are
placed along the tower), the distribution of moment of inertia changes due to the orientation of the nacelle
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therefore, the dynamic properties of the system. On the other hand, according to [14], the eigenfrequencies
of the blades are non-linearly dependent of the rotational speed of the rotor, and besides, they can change
with the blade’s pitch angle.
Regarding excitation mechanisms, WEPs are mainly excited stochastically by wind and waves. But also
the angular speed of the rotor plays a major role in the structural excitation. In that case the structure is
periodically excited by the stall-effect appearing in the instant when a blade passes the tower. The mentioned
periodic excitation can be amplified by additional flap moments generated by mass differences between the
blades. The structural excitation induced by the mentioned stall-effect is stronger than the one induced by a
high wind speed level [66].
7.2 Fuzzy C-means and NullSpace, the compensation
There are several possibilities to compensate the Environmental and Operational Conditions to detect dam-
age, as seen in section 7.1. The solution implemented in this work is based on the generation of a healthy
baseline for different EOCs. In order to find these different baselines, fuzzy c-means algorithm was used
as clusterization method (section 3.6). This Fuzzy clusterization method is able to find cluster centers by
optimization of a objective function (Equation 3.50). For a given EOC, each dataset belongs to every cluster
in a certain degree. These degrees are used in order to create a healthy baseline for that EOC. So, for each
dataset there is a healthy baseline, which is calculated using the Hankel matrices in the center of the clusters
and the distance between the center EOC and the current EOC.
The application of the clustering method to the damage detection method is done in the way that the fuzzy
nature of the clustering method is maintained. This means that for each different EOC a compensated value
of the different baselines is used in order to find a estimated value of the baseline for that exact EOC value.
In this case, the learning process modelizes how the structure behaves for different environmental conditions.
In order to be able to learn correctly, the environmental information is needed for the algorithm to know in
which conditions the structure is in the moment to determine the existence of damage. So the inputs to the
algorithm will be the information from the structure, and the environmental conditions, while the output will
be a Damage Indicator; see Figure 7.1 for a representation of the different parts of the method.
As in the unclustered NullSpace, the algorithm will have to learn how the structure behaves (learning phase)
and a decision is made in a query phase (detection phase). The clustering is done in the learning phase, and
the information from the clustering is used in the detection phase.
It is important to remember that this method of EOC compensation is able to estimate the behavior of the
healthy structure even if in the learning phase it was not able to modelize that exact EOC. This is done
thanks to the fuzzy nature of the clustering method.
7.2.1 Learning phase
In this phase, data corresponding to the healthy structure will be used. The first step is to perform the
primitive NullSpace as shown in chapter 5. Using the damage indicators from the primitive NullSpace
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Figure 7.1. Environmental and Operational Conditions - the algorithm
results and the Environmental and Operational data for each dataset, the fuzzy classification is performed,
and the centers are calculated. This is shown in Figure 7.2.
Figure 7.2. Environmental and Operational Conditions - Learning phase
In the Cluster Application block the centers (CK) calculated in the previous block (fuzzy c-means clustering)
are used. Along the centers, the Hankel matrices used in the first phase (HX ) and the environmental condi-
tions (EOCX ) are used as inputs to the next block (Cluster Application). Its goal is to estimate a covariance
matrix ∑̂ for each cluster.
For each environmental condition, its healthy condition is estimated just by applying the distance to the
centers (see Equation 7.1). A Hankel matrix is estimated by weighting it with the distance to the different
centers. That way, a baseline Hankel matrix for each different environmental condition is calculated. The
reference Hankel matrix is estimated the next way:
HsX =
K
∑
k=1
µi jH0Ck (7.1)
being µi jthe distance between the center k and the EOC x of the current data; K the number of centers of
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Figure 7.3. Fuzzy Classification Output
the cluster; and H0Ckthe Hankel matrix of the center k. This means, that the healthy condition is estimated
using the distances to the center of the clusters, and not just applying the nearest information of the closest
center. This way the fuzzy nature of the classification is preserved and used in order to have a more precise
solution.
Once the reference Hankel matrix is estimated, its NullSpace (Uh0) is calculated, remember that the NullSpace
is the matrix that has the property that is shown in Equation 5.3. As it was told before, there will be a
NullSpace for each data set. Once the NullSpace is calculated, the residual for the data set is extracted. This
is done using the Hankel matrices coming from the data set corresponding to the EOC.
RX =U th0X HX (7.2)
The vectorization is applied to the Residual Matrix RX (Equation 5.5) . All the residuals will construct the
Covariance matrices ∑̂. There is a covariance matrix per cluster center. Each residual will construct the co-
variance matrix of the closest center using the Equation 5.8, being n the number of data sets that correspond
to each center. In this case, there is no covariance estimate for each EOC. So the closest Covariance matrix
will be applied to the result of the estimated NullSpace and the Data Hankel Matrix.
The outputs from the learning phase, will be the cluster centers(CK), the Hankel matrices(H0Ck) for the
centers and the Covariance estimates (∑̂ck). All these variables are going to be needed in the detection phase
(see Figure 7.1).
7.2.2 Detection phase
Using the data extracted in the learning phase, in the detection phase data from the learning phase should
be applied to the new datasets to be classified. In this phase, it is decided if a data set corresponds to the
healthy structure or not. This phase is similar to the one that was done in the second phase of learning.
The estimation of the reference healthy Hankel matrix is done in the first detection part, to know how the
healthy structure should work for those exact Environmental and Operational Conditions. For this purpose
the same equation used in the second learning phase is applied, Equation 7.1. Using this Hankel matrix, the
NullSpace (Uh0) is found, just as in the learning phase.
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Once the baseline for those EOC is built, using the structural data that has to be classified the Hankel matrix
is constructed. Using these Hankel matrices, and the estimated NullSpace, the residual matrix is found,
given by Equation 7.2 and the residual using the vectorization shown in Equation 5.5.
Figure 7.4. Environmental and Operational Conditions - Detection phase
Finally, for the Damage Indicator, the covariance ∑̂k is used. There are more than one covariance matrices,
one for each center. The one that belongs to the closest center is applied. The Damage Indicator is found
the next way:
DI = ζ tn+1Σ̂
−1
CXζn+1 (7.3)
The detection process is shown in Figure 7.4. In a brief, for each incoming data, the EOC are used to estimate
the reference Hankel matrix, and for each reference Hankel matrix HsX , a NullSpace is extracted Uh0X . The
structural data is rearranged in a Hankel matrix HX , and the corresponding NullSpace is multiplied with
this incoming Hankel matrix, using Equation 7.2. This way the residuals are found. Finally, for finding the
Damage Indicators, the different ∑̂ck matrices are used applying the Equation 7.3.
7.3 Results
In this section, the results obtained compensating the EOCs using the methodology proposed in this thesis
for damage detection based on NullSpace and Fuzzy C-means clustering are depicted, analyzed and com-
pared with the primitive NullSpace without compensation. To aim this goal, the UPWIND model and the
Laboratory tower structures are employed.
7.3.1 UPWIND Bladed model
As was described in section 4.3 the following damages were simulated, 0.1%, 0.5%, 1%, 5% wall-thickness
reduction in one of the members of the structure. Not all the damages used for basic detection are used
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for the compensation, because the simulation time for each dataset costs a lot, computationally speaking.
Taking into account that with the same level of damage different simulations must be made, with different
EOCs, it was decided to do it with 4 damages.
In order to simulate different EOCs, nacelle orientations and wind speeds were changed during the simula-
tion environment. The winds used were turbulent winds with different means. In this case, the winds are
centered in 8m/s, 16m/s, 25m/s speeds, while the Nacelle orientation changes between 0º,20º,50º and 75º
from north.
Figure 7.5 shows the CME Damage Indicator by each dataset using the NullSpace methodology without
any type of compensation. Different colors and shapes represent different cases. The green star datasets are
the ones used for the learning phase, the blue rhombus are the healthy ones not used for learning. The next
four colors are the ones corresponding to each damage (brown triangle 0.1% reduction of wall thickness in
that member, fuchsia circle 0.5% blue star 1% and cyan plus 5%). The dashed gray line corresponds to the
threshold value. Finally the dotted red color lines represent mean value of the DIs for each damage.
Figure 7.5. UPWIND - Primitive NullSpace Results
From Figure 7.5 it can be seen that the primitive NullSpace is not able to differentiate between the variations
due to the EOC and the ones due to the damages. The method is also again more sensitive to the EOC than
to the damage itself, and damaged and undamaged data are almost in the same level. So the variability given
to the healthy model by adding the different environmental conditions in the same model, makes the the
primitive method not able to detect the damage for different EOC.
On the other hand, Figure 7.6 shows the CME damage Indicator by each dataset using the NullSpace
methodology with a 12 cluster compensation (one per EOC - 3 wind speeds and 4 nacelle orientations).
7.3. RESULTS 105
The color and shapes represent the same case as the shown in the previous case. It is clear that the dam-
ages are well detected. The difference between the damage indicators of the damaged experiments and the
threshold is at least one order of magnitude. Almost all the healthy experiments not used for learning are
well defined as undamaged, just one of the DIs is greater than the threshold.
Figure 7.6. UPWIND - Clustered NullSpace Results
7.3.2 Laboratory tower model
In this case, only one of the damage locations has been used for the test. This has been the D2.1. Again, the
amount of experiments needed for the test, grow with the different EOCs.
In order to simulate the different EOCs, the wind and nacelle orientations were changed. The wind was
simulated by changing the amplitude of the shaker signal. For this test, 3 different amplitudes were used:
one, two and three. Where one is the signal itself coming from the white noise excitation system, while
two means that the input signal is amplified by means of two and three the input signal amplified by means
of three. The nacelle orientations tried in this case were the next ones: 0º,30ºand 90º. For the nacelle
orientations, the top part of the structure was moved to those exact grades. For the clusterization, 9 clusters
were used. One for each different condition, three winds and three orientations.
Figure 7.7 shows the Damage Indicator bye each dataset using the NullSpace methodology without any type
of compensation. Like in the case above, the green and dark blue points correspond to the healthy structure.
The green squares were used in the learning phase, while the dark blue stars not. The red circles correspond
to the damaged structure. The gray dash line represents the Damage Threshold, and the dotted color lines
correspond to the mean value of the indicators in each case.
As in UPWIND model case, the primitive NullSpace is not able to differentiate between the variations due
to the EOC and the ones due to the damages. The method is also again more sensitive to the EOC than to the
damage itself, and damaged and undamaged data are almost in the same level. So the variability given to the
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Figure 7.7. Laboratory Tower - Primitive NullSpace Results
healthy model by adding the different environmental conditions in the same model, makes the the primitive
method not able to detect the damage for different EOC.
On the other hand, Figure 7.8 shows the damage indicators using the compensation method. The color and
shape scheme is the same as in the previous figure, and the results are much better than the unclustered
method. Every damage is well detected and there are no false positives.
Figure 7.8. Laboratory Tower - Clustered NullSpace Results
7.4 Discussion
First of all, it is important to highlight that the primitive NullSpace method was not able to detect damage
when different EOCs change the state of the structure. Thanks to the fuzzy classification, the clustered
NullSpace damage detection method was able to correctly detect damage in the test structures in different
environmental conditions.
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The results also have some logical explanations. The mean value of the Damage Indicators (red dotted lines),
in both cases, indicates higher values in the cases where the damage is more severe, as can be expected to
obtain, since a greater level of damage is related to a higher value of the metric. Although the Damage
Indicators are proportional to the damages, this proportionality is not enough to distinguish the different
defects among them.
It is important to remark that the use of this solution is not fixed to the conditions used exactly in the learning
phase, since this method is able to estimate the healthy conditions in a point near a cluster center.
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Sensor Fault Detection (SFD)
8.1 Introduction
The integrity checking of the sensors is a important functionality part on an SHM solution. The alarm for
the damage detection can only be activated when the integrity of the sensors has been validated. Otherwise,
false alarms can be generated.
In that way, it can be said that sensor fault detection is an important part of damage detection itself. There
is not a proper damage detection without being certain that the information gathered is reliable. In order to
have a secure Structural Health Monitoring (SHM) system, the state of the sensors should be known. When
the sensors are placed in a structure, they work correctly, but usually the lifespan of a structure is larger than
the sensors’ lifetime. In this chapter, a Sensor Fault Detection (SFD) method based on Mutual Information
is explained. This work is based on [87], but the way of processing the information in order to create a
baseline was adapted; and besides the final sensor fault identificator is calculated in a different way.
Methods of SFD can be classified into two different categories. On one hand, the ones that implement the
SFD in two steps, residual generation and fault detection by applying different algorithms for each task, and
on the other hand, methods that employ a single algorithm for both tasks.
8.1.1 Two steps algorithms
Among the methods for detecting errors in the sensors, the residual generation plays a very important role.
Therefore, there are some methods where different algorithms are used for the generation of residuals and
for sensor fault detection. Wei works on the detection and fault isolation in wind turbines and chooses to
divide the process into three distinct phases: residual generation, fault detection and fault isolation [181]. For
residual generation he uses Kalman filters; later, the fault detection is performed with algorithms CUSUM
and GLRT LS. These algorithms are methods that are based on Subspace Identification. And finally, he uses
the double Kalman filters for the isolation of these faults. This method was applied to detect sensor faults in
wind turbines as additive fault, multiplication fault and drift fault.
In [180] a comparison was made between MKF (Mixture Kalman filter) and SMA (M Stochastic algorithm).
It was demonstrated that both methods provide accurate tracking of the states of the sensors but MKF method
provides better results in terms of efficiency and precision.
In [52] the process of detection and isolation of faults in sensors was divided in two phases. In the first
block, a generation GOS algorithm (Generalized observer scheme) was performed and, in the second block,
using a decision system, residuals were analyzed with the algorithm CUSUM to detect and isolate faults in
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the sensors. Galvez applied this method of SFD for Structural Monitoring to industrial applications such as
induction machines and wind turbines, with satisfactory results.
Yang [196], also gave special importance to the generation of residuals, so he opted to split the process into
different phases. First, residue signals were generated with the method "steady-state-based" for "lock-in-
place" sensors. This method is implemented by an algorithm based on Linear Matrices (LMI) that gives an
integrated design of a filter. Once the residual signal is obtained, the fault detection is performed comparing
the result with a threshold.
8.1.2 One step algorithms
Other researchers in this area, have preferred to work with a single algorithm or method. Lopez carried
out an implementation of ANN (artificial neural networks) for the detection of failure in microprocessor-
based smart sensors [137]. This method is based on the propagation of data through the network map, thus
enabling self-diagnosis and monitoring of real-time data. The paper does not indicate that any application
on fault detection sensors for Structural Monitoring field but, it could be used for data analysis and feature
extraction or pattern recognition.
Another method investigated was KPCA (Kernel Principal Component Analysis) [70]. This method arose
from PCA (Principal Component Analysis). KPCA is an extension of PCA for non-linear distributions.
Hong Xing achieved satisfactory results in two typical sensor errors [70]: "step bias fault" and "zero drift
fault", effectively discriminating sensor fails at a relatively high speed. Although the method can be applied
in industrial processes, chemical and biological agents, it is not specified whether was been applied.
Chen conducted an extensive effort to detect errors in wireless sensor networks [21]. Making use of DLFS
(Distributed Fault Detection of Wireless Sensor Networks), based on the Mutual Testing, proved that this
algorithm has a high error detection rate and low false alarm ratio for calibration errors, complete failure
and noise error variable.
Kraemer presented a parallel study on methods AR (AutorRegressive Models) and MI (Mutual Information)
for failure detection sensors [87]. He made two different experiments, one in the laboratory and another in
a real wind turbine. In the first experiment all failures were well detected. In the real wind turbine case,
several data was tested and all existing faults were detected. Both methods were validated using data from
accelerometers.
Buethe proposes to use the coupled electro-mechanical admittance to detect damage of the sensors and in its
bonding layer [17]. The help of a temperature dependent theoretical model provides influences of changing
environmental and operational conditions. The model is then compared with FEM-results.
8.2 Sensor Fault Detection based on Mutual Information
The algorithm used for this work, is an algorithm that uses Mutual Information as a base. This work was
done using the implementation of Mutual Information that was used for Feature Selection. This is located
in the second group of SFD classification, the one step algorithms.
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The basic idea is that the MI of any sensor comparing to an other one, should remain the same if the sensors
are working properly. Mutual Information, as seen in subsection 3.4.3, measures the mutual dependence of
the two variables. So basically, in a learning phase, the algorithm learns how the MI of each sensor versus
all the rest is; for later to check if the Mutual Information of the sensors has changed.
The MI for all possible combinations of sensor outputs ym and yl (except m = l) is computed, which leads
to an MI-matrix for all combinations m, l. The basic idea is that the mutual information changes when a
sensor fault fm is present; let us say in the m-th channel:
y˜m = ym+ fm (8.1)
This fault appears only in the m-th channel. Thus all combinations with index m should show a change of
the MI. This allows to localize the faulty sensor. More than one faulty sensor can be simultaneously detected
in the same way.
8.2.1 MI matrix
Let us define the Mutual Information Matrix (MImat) as a matrix that has as elements, all the MI values
between all the sensors in the structure. These values are able to give information about how dependent is
each sensor of the others. For the k-th experiment (or dataset) this matrix is defined
MImatk =

MI1,1 MI1,2 · · · · · · MI1,N
MI2,1 MI2,2 · · · · · · MI2,N
...
...
. . . · · · ...
...
... · · · . . . ...
MIN,1 MIN,2 · · · · · · MIN,N

, (8.2)
where MIi, j denotes the MI between the i− th sensor and the j− th sensor. It is noted that this matrix is
simetric because the MI value of the sensor i with the sensor j, is the same as the value of the sensor j with
the sensor i as shown in subsubsection 3.4.3.2. Besides the MI value for one sensor with itself, is equal to
the Entropy of that sensor. The size of this matrix is determined by the number of sensors in the structure
(N)
8.2.2 Sensor Fault Indicator
One possibility to visualize the faulty sensor is to use the relative change in the MI as a sensor fault indicator
(SFI):
SFIk =
|MImatk−MImatRe f |
MImatRe f
(8.3)
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where k is the MI matrix of the actual data set and the upper index Re f represents the baseline MI matrix. If
any sensor is damaged, the resulting matrix should show a change in the SFI referring to the faulty sensor.
8.3 Methodology
In order to have a robust algorithm, several types of variations were implemented, the one shown below,
is the one that was chosen. The base idea comes from [87] but the algorithm itself has changes from the
original work. This way a more sensitive algorithm was obtained.
Among the changes, the signal preprocessing block is found. As Mutual Information calculates differences
between data, statistically, it is not sensitive to gain errors without this step. The reference SFI also is a
contribution that was not used in the base idea. This reference allows us to know how SFIs should look
like, when no damage is present, and it is used in order to make the algorithm more sensitive. The way of
arranging the final SFI is also changed. Instead of a matrix view, a vector SFI has been built, which allows
to find the error easier.
The algorithm is divided into two phases. In the first part of the algorithm the sensors are known to be
working well, and a baseline is built. In the second phase it is needed to identify whether the sensors work
well. The algorithm provides a metric that indicates the existence of the fail in the sensors.
Figure 8.1. Sensor Fault Detection: Learning Phase
8.3.1 Learning phase
In the learning phase of the sensor fault detection methodology, all the MI matrices obtained from the healthy
structure are used to build the baseline.
In the Figure 8.1, the learning phase of the algorithm in a block diagram is shown. The objective of this part
is to know how the MI between sensors change when no damage is present in the sensors. The different
blocks are divided as: the first block, some signal characteristics will be extracted, the maximum and mini-
mum values of each sensor, and these maximum and minimum values will be stored for the detection phase.
These values are used in order to be sensitive to the gain error.
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Once the signal is preprocessed, the reference MI matrix is estimated (MImatRe f ). The Mutual Information
value for each sensor pair is estimated, and saved in different matrices, one per experiment. Once all the
MI values for each pair of sensor in each different state are known, the reference Mutual Information matrix
will be calculated using the mean value of all the learning datasets, as follows:
MImatRe f =
n
∑
k=1
MImatk
n
. (8.4)
On the other hand, the matrix of sensor fault indicator of each dataset is calculated as follows [89]
SFIk =
|MImatk−MImatRe f |
MImatRe f
, (8.5)
where MImatk is the MI matrix of the current data set and the upper index Re f represents the baseline MI
matrix. If any sensor is damaged, the resulting matrix should show a change in the SFI referring to the faulty
sensor.
The reference SFI (SFIre f ) is finally vectorized containing the mean value of each SFI matrices, as follows:
SFIre f =
nsens
∑
j=1

n
∑
k=1
SFIk
n
.
 , (8.6)
where nsens is the number of sensors in the structure. This means that the SFIre f will contain a value for
each sensor of the structure, and it is a vector.
8.3.2 Detection phase
The block diagram of the Detection Phase is shown in Figure 8.2. In the detecting phase all the matrices
calculated from the current dataset are compared to the baseline ones to see differences between them and
infer about the state of the sensors. From the learning phase Smin, Smax, MImatRe f and SFIre f are kept
The incoming dataset is limited using the limiters from the learned signal (Smin, Smax). Once the signal is
preprocessed, the MI matrix is calculated as Equation 8.2 and subsequently its SFI (by using the MImatRe f
from the learning phase) as Equation 8.3. Finally the SFI matrix is transformed into a vector and compared
with the SFIre f to calculate the fault indicator. This fault indicator is a vector, that contains a fault indicator
value for each sensor. If the value of the Fault indicator is much bigger than the other values, means that the
sensor is faulty.
8.4 Results
In order to simulate the sensor fault, three types of failures were assumed. The first fault is made by changing
the signal of the accelerometer directly, by adding a white noise (1dB addition to the measured power of
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Figure 8.2. Sensor Fault Detection: Detecting Phase
the signal) to the properly captured signal. The second fault was seeded as a gain error in the sensor. For
that purpose the signal in the sensor was multiplied by means of 2. The third approach was done by acting
directly on the sensor; The sensor itself was totally detached from the structure, simulating a sensor fall.
For the last one, a reusable putty-like pressure-sensitive adhesive was attached between the sensor and the
structure, that way the damping of the sensor increases, and simulates a faulty sensor.
The laboratory tower (section 4.4) was used to test this methodology. This structure was equipped with
16 sensors channels. 5 triaxial sensors and one uniaxial sensor which was placed in the 4th channel. All
the damages where seeded in this sensor, as was the only one using only one single channel of the data
acquisition system.
8.4.1 No fault
Figure 8.3 shows the result of the Sensor Fault Detection algorithm when all the sensors work correctly. As
the SFI value is normalized, when no fault is present all the values are close to one. In other words, the
difference between the SFIs of the sensors is really small.
Figure 8.3. Sensor Fault Indicators for Healthy sensors
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8.4.2 Noise addition fault
All the sensors were correctly placed. The signal of the uniaxial sensor (4th channel) was changed, and the
noise was added to the original signal. The Figure 8.4 shows the normalized SFI by each channel. It can be
seen that the methodology proposed in this thesis is able to detect the fault. The fault indicator in the 4th
channel is much greater than the others. That means that the value of Mutual Information for that channel
changed a lot comparing it with the rest of the channels.
Figure 8.4. Fault indicators by sensor channel with Noise addition fault
8.4.3 Gain error fault
All the sensors were, again, correctly placed. The signal of the uniaxial sensor was changed, and it was
multiplied by means of two. This simulates a sensor gain error. In Figure 8.5 it can be seen that the fault
indicator in the 4th channel is much greater than the others, and that the methodology proposed is able to
detect this type of faults.
8.4.4 Sensor fall fault
In this case the uniaxial (4th channel) sensor was detached completely from the structure. The Figure 8.6
shows also that something happened to the 4th sensor, and it was well detected by the algorithm. Again, the
change of MI in the 4th channel is the biggest.
8.4.5 Adhesive change fault
In this case, also the uniaxial sensor (4th channel) was attached with a special adhesive. As the Figure 8.7
shows, the results were satisfactory. When 5mm thick adhesive is placed under the sensor the fault indicator
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Figure 8.5. Fault indicators by sensor channel with gain error fault
Figure 8.6. Fault indicators by sensor channel with sensor fall fault
on the faulty sensor is 4 times bigger than the others. When 2mm thick adhesive is placed under, the results
are not as sensitive, although in both cases the fault is correctly detected. More tests where also made
attaching thicker adhesives, and the error gets bigger.
8.5 Discussion
Sensor Fault Detection is needed if damages in real structures are going to be detected. It is important to
know if variations in the vibrational responses are being detected because of a real damage is present in the
structure, or it is being detected because a sensor is broken.
In this chapter a method for sensor fault detection was proposed adapting the development in [89]. The
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(a) 5mm adhesive addition in 4th channel (b) 2mm adhesive addition in 4th channel
Figure 8.7. Fault indicators by sensor channel with different adhesive change faults
methodology was integrated into a global SHM solution. This method is based on the information theory,
and more precisely, on Mutual Information. Mutual Information analyzes the dependence between sensors
information. If that information dependence changes between 2 different states, it can be said that the
sensor is faulty. In order to know how that dependance really is, a learning phase is needed where the
baseline dependence is calculated. In the evaluation phase, the baseline dependances are compared to the
ones calculated using the new ones.
As contribution of this thesis, the baseline is calculated in a different way. The fact that the SFI is calculated
both in the learning phase and in the evaluation phase, and this being a vector, and not a matrix, helps to
have a more sensitive algorithm.
The method has been validated using the laboratory tower, and it is able to detect the faulty sensors by
simulating change in the signal, and also by acting on the hardware (the accelerometer in this case).
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Conclusions and future research
The main contribution of this thesis is the development of a general methodology for damage detection in
WEP structures. This methodology included: preprocessing, damage detection, compensation of Environ-
mental and Operational Conditions and sensor fault detection. On the other hand, this methodology was
validated and tested in several structures.
Firstly, a background on damage detection is presented and several kinds of damage detection strategies
were studied before selecting the implemented in this thesis. The background of the sensors department in
IK4-Ikerlan helped to research in the wide technological solutions for sensorial solutions. This state-of-the-
art work in SHM sensors is basic to achieve real and commercial solution.
As contribution, this damage detection method is complemented by adding different Damage Indicators. A
comparison and discussion about the results after the implementation of these Damage Indicators in different
case studies is presented.
Once, a sensitive strategy for damage detection was defined, with some preprocessing data methods. These
methods were analyzed and implemented, and demonstrated that damage detection accuracy was improved
if the original data is preprocessed with the techniques described here.
The problem of Environmental and Operational Conditions is always present in structures. These changes
can mask the damage effects over vibrational response of the structure. In order to compensate them, a
fuzzy clusterization method was developed and included in the damage detection methodology. The results
are encouraging and promising.
Finally, a sensor fault detection methodology was developed, since the knowledge of the state of the sensors
is very important if an online damage detection system is desired in real applications.
9.1 General conclusions
The main objective of this work was to develop a complete damage detection methodology for wind turbines.
This objective was achieved and the damage detection methodology has been put into test, with good results.
This statement is supported by the fact that they can work properly with any type of structure regardless of
whether it is a simple structure or a more complex one, as a wind turbine.
The different subtasks include damage detection, data preprocessing, Environmental and Operational Con-
ditions compensation and sensor fault detection. All subtasks were correctly addressed, and good results
were obtained for all of them. Although the inspection was performed under controlled laboratory condi-
tions or mathematical models, the results showed a potential use in real applications. The applicability of
the methodology is enhanced by the following elements:
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• The methodology itself. The methodology is thought to be applied on an operating wind turbine
following the steps needed for the damage assessment.
• The preprocessing step. This step allows to normalize, organize, extract and select the important
information of the signals, in order to perform an adequate analysis of the data.
• The Environmental and Operational Conditions compensation step. The use of Fuzzy clustering meth-
ods to classify different statistical models allows to obtain and estimate a baseline model for different
operating scenarios.
• The use of damage indicators. These indicators allow to identify drifts in the structural behavior
to define the presence of damages by comparing the data from different structural states with the
undamaged state.
• The sensor checking. This step checks if the sensors that are used for damage detection are working
properly or not. This implementation provides a high level of reliability to the methodology.
9.2 Observations and concluding remarks
This thesis has contributed with the development of a Structural Health Monitoring (SHM) system for Wind
Energy Structures, based on pattern recognition techniques. It is important to say, that although the Wind
Energy Structures have been tackled, this methodology, focused on damage detection, is applicable to differ-
ent types of structures. From the application of this system, several advantages were obtained as shown and
demonstrated by the results presented int this manuscript. One of them is the data preprocessing solution,
that helped to have a more precise damage detection method, and helps to improve the computational time
needed for processing each dataset.
In general, several conclusions can be drawn from this thesis. They are organized in six subsections: case
studies, instrumentation and data acquisition, preprocessing, environmental and operational changes, dam-
age detection and finally, sensor fault detection.
9.2.1 Case studies
The case studies proposed in this work include both, simple structures and complex ones. The Simple mass
and spring system is a simple model that helped us to validate the methodologies in an early state of the
development, it is easy to understand it and induce damages. The model, built in MATLAB®, was a good
start to prove different solutions. In fact, this case study is always the first one that is used to validate the
methodologies.
The second case study, the Finite Element Model of the Tower, was used to determine if the methodology
still worked in more complex structures. Thanks to this mathematical model, it was verified that little cracks
could be detected.
The third model, the UPWIND offshore tower model plays an important part on the work. Bladed® is a
software that is able to validate and certificate wind turbines. The models on Bladed are real wind turbines,
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working and making energy, in a simulated world. The fact that the damage detection solutions works well
using the data coming from this model, guarantees the proper operating of the system proposed here. It can
be said that it is a way to validate the methodologies in the real world.
Finally, the laboratory tower was the real structure used in this work. The tower helped to validate the
method in the real world, and different EOCs were induced in the structure in order to try to do it more
realistic.
As a conclusion, the case studies selected for the work included both, simple and complex cases, and that
way the validity of the work has been proven.
9.2.2 Instrumentation and data acquisition
Starting from the instrumentation level, it is possible to conclude that the use of the accelerometers is a
viable solution for structural inspection.
They provide the following advantages:
• Good for output only solutions
• They can work in a wide range of frequencies
• They can be easily attached to any structure and they are available in different sizes and presentations.
• The fact of having biaxial or triaxial accelerometers, helps to know the vibrations in different direc-
tions on a single point
The selection of vibration based solution was made after a wide range and wide field of research in the field
of sensors in the state-of-the-art.
As has been shown in this thesis, the location of these accelerometers is well studied before attaching them
to the test structures. It is important to know the best locations for these sensors in order to obtain the
maximum information possible. For that purpose, some Finite Element Models were used. The method of
selecting the best sensor locations takes into account the Modal Assurance Criterion (MAC), eliminating the
sensors positions that have the least effect in that MAC.
The data acquisition system has changed during the development of this thesis. Everything about the data
acquisition system is explained in the Appendix A. Two different system were used, OROS and Compact
RIO. All of them have their advantages and disadvantages. In short, the last one, the Compact RIO makes
possible to acquire data and automatically launch the damage detection solution.
To conclude, the instrumentation, the location of the sensors, and the data acquisition has been carefully
selected so as to have a good compromise between, costs and efficiency.
9.2.3 Preprocessing methodology
The preprocessing of the gattered data has shown that the efficiency of the method can vary. If a good
preprocessing is made, better results will be obtained, while on the contrary, if a bad preprocessing is made,
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the results can lead to bad results. It is very important to know how to preprocess the data for the damage
detection to be more sensitive.
This work contributed in introducing three different data preprocessing methods and applying them before
using a specific damage detection algorithm (NullSpace). Results of each method are analyzed and finally,
they are compared. By applying these data preprocessing methods, a more sensitive and a more effective
damage detection algorithm is obtained. The damage detection methodology showed that it is capable of
detecting really small damages in the tested structure. Besides, if this method is supported by preprocessing
methods, the results get better, and less information is used to build the model. Thanks to this reduction,
the execution time gets smaller, and this helps to have a more effective damage detection method. Being
able to detect damage using less sensors shows that the fact that having more sensors does not mean that the
information they give is really used to detect damage.
In short, the proprocessing of the data is a critical tool to extract the best information form the sensors.
9.2.4 Environmental and Operational Changes
In the real conditions, statistical pattern recognition methods suffer from a disadvantage: they are not sen-
sitive to the different conditions that can lead to a different structural behaviour. In this work, that disad-
vantage has been worked out thanks to a Fuzzy Classification method, that creates different patterns for
different conditions. Thanks to the Fuzzy nature of the classification method, these patterns are applied in
certain degree depending on the condition the structure is working in that certain moment.
Thanks to that solution, the methodology is able to operate in different conditions.
9.2.5 Damage detection
The statistical pattern recognition method, NullSpace, is able to detect damages in a structure using global
information of the structure, taking the information from transducers. The information from the transducers
is rearranged in different ways in order to have a mathematical model that contains all the dynamic informa-
tion of the structure. This information is used firstly, to build the baseline model, and secondly to classify
the datasets, comparing them to the baseline model.
One of the contributions of this thesis is to propose, develop and compare some variations of the NullSpace
and decide which one is the most sensitive one. It was found that the CME Damage Indicator was the most
sensitive one in almost every case. Also, the performance of the indicators presented for damage detection
was also tested presenting good results.
This damage detection method was tested in all four case studies, with satisfactory results. In particular it
is very interesting the fact that in the laboratory tower the only solution able to detect damages correctly is
the CME NullSpace solution. And other interesting result is that using the UPWIND model case study, the
method was able to distinguish the damages clearly, and this guarantees that the method is valid for the real
world application.
In general, the results showed that the different damage indicators do not change the results very much, but
if the damages are small, the good choice of the Damage Indicator can lead to a good detection.
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9.2.6 Sensor Fault Detection
The Sensor Fault Detection for a SHM system is a functionality needed, because the information from the
transducers is the only information that the SHM system has in order to classify the structure state.
In this thesis a Sensor Fault Detection method is based on Mutual Information. The Mutual Information
quantifies the similarity on the sensors information, and it is a good way to know if a sensor is working
correctly. The Mutual Information between the sensors is calculated in a baseline phase, later it is used to
verify if the MI has been changed.
The methodology showed good results, demonstrating that it is able to detect the usual damages in the
sensors.
9.3 Future work
This thesis has contributed to SHM and specially to the data preprocessing area, but many open issues still
remain. The following subjects are outlined as future works specifically related to the system developed in
this thesis.
9.3.1 Tests with real wind turbines in real conditions
Although the UPWIND model is a real simulated model, it is not still a real wind turbine. Next step should
consist of gathering data from a real operating wind turbine and use it to validate the methodology and
confirm whether the results are as good as the ones presented in this thesis. The most difficult part in this
area, apart from the natural challenge of going from laboratory conditions to the real world, is obtaining real
data in damaged conditions.
9.3.2 EOC: finding the optimum number of clusters
This is a very important phase for a real implementation of solution. It could be possible to make as much as
clusters possible, and the results are going to be good, but it wouldn’t be the most efficient computationally
speaking. The computation in the outer field is not going to be the best, so this could be taken into account,
and a way to find the optimum number of clusters should be worked out.
9.3.3 Evaluation of different statistical methods
The damage detection method used in this work was the NullSpace damage detection method. In order to
have a more secure damage detection system, it could be possible to implement different damage detection
methods and integrate them in the methodology, in that way, the solution could have different Damage
Indicators coming from different ways of calculating them.
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9.3.4 Evaluation of preprocessing step with different damage detection methods
The preprocessing step presented on chapter 6, is a good way to find the optimum data that enters the damage
detection block. This helps to have a solution that is more efficient computationally speaking. In this work,
the results are obtained only by using the NullSpace damage detection method. It would be interesting to
test the preprocessing solution with other damage detection algorithms and see if the results are still better
than the RAW implementation of the algorithm.
9.3.5 Going up in different SHM levels
In this thesis, damage detection was the main topic. In Structural Health Monitoring, damage detection is
the first level of tasks. Although in some applications (such as Wind Turbines) the industrial companies
usually seek for a level 1 SHM system, going up in these SHM levels is a task that should be made in order
to have a complete SHM system. A complete SHM system reduces costs and creates more secure structures
than a level 1 SHM system.
Bibliography 125
Bibliography
[1] Hervé Abdi. Partial least squares regression. Encyclopedia of Measurement and Statistics, 2007.
[2] JC Abry, YK Choi, and A Chateauminois. In-situ monitoring of damage in CFRP laminates by means
of AC and DC measurements. Science and Technology, (61):855–864, 2001.
[3] Douglas Adams, Jonathan White, and Mark Rumsey. Structural health monitoring of wind turbines:
method and application to a HAWT. Wind Energy, (January):603–623, 2011.
[4] R J Allemang and D L Brown. A correlation coefficient for modal vector analysis. In Proceeding of
1st International Modal Analysis Conference, volume 1, pages 110–116, 1982.
[5] NP Avdelidis, DP Almond, C. Ibarra-Castanedo, A. Bendada, S. Kenny, and X. Maldague. Structural
integrity assessment of materials by thermography. In Conf. Damage in Composite Materials CDCM,
Stuttgart, Germany, 2006.
[6] Daniel L. Balageas, A Guemes, and Claus-peter Fritzen. Structural Health Monitoring. ISTE, Lon-
don, 2005.
[7] H. Bang, M. Jang, and H. Shin. Structural health monitoring of wind turbine using fiber Bragg grating
based sensing system. In Proceedings of SPIE, volume 7981, page 79812H, 2011.
[8] R.J. Barthorpe. On Model-and Data-based Approaches to Structural Health Monitoring. PhD thesis,
The University of Sheffield, 2010.
[9] M. Basseville, L. Mevel, and M. Goursat. Statistical model-based damage detection and localization:
subspace-based residuals and damage-to-noise sensitivity ratios. Journal of Sound and Vibration,
275(3-5):769–794, August 2004.
[10] Michèle Basseville, Maher Abdelghani, and Albert Benveniste. Subspace-based fault detection algo-
rithms for vibration monitoring. Automatica, 36(1):101–109, January 2000.
[11] R Battiti. Using mutual information for selecting features in supervised neural net learning. Neural
Networks, IEEE Transactions, 5(4):537–50, January 1994.
[12] C.F. Beards. Introduction to vibration. In Structural Vibration, chapter 1-Introduc, pages 1–9.
Butterworth-Heinemann, Oxford, 1996.
[13] Julius Bendat and Alan Piersol. Random Data - Analysis and Measurement Procedures. John Wiley
& Sons, 1986.
[14] G Bir. Multiblade coordinate transformation and its application to wind turbine analysis. Proc.
AIAA/ASME Wind Energy Symp, 2008.
[15] R. Brincker. Understanding stochastic subspace identification. Proceedings of the 24th IMAC, St.
Louis,, 2006.
126 Bibliography
[16] Gavin Brown, A Pocock, MJ Zhao, and M Luján. Conditional likelihood maximisation: A unifying
framework for information theoretic feature selection. Journal of Machine Learning Research, 13:27–
66, 2012.
[17] Inka Buethe and Claus Peter Fritzen. Sensor Performance Assessment Based on a Physical Model
and Impedance Measurements. Key Engineering Materials, 569-570:751–758, July 2013.
[18] E. P. Carden. Vibration Based Condition Monitoring: A Review. Structural Health Monitoring,
3(4):355–377, December 2004.
[19] P. Cawley and RD Adams. The location of defects in structures from measurements of natural fre-
quencies. The Journal of Strain Analysis for Engineering Design, 14(2):49, 1979.
[20] P.D. Cha and J.P. Tuck-Lee. Updating structural system parameters using frequency response data.
Journal of Engineering Mechanics, 126:1240, 2000.
[21] Jinran Chen, Shubha Kher, and Arun Somani. Distributed fault detection of wireless sensor networks.
Proceedings of the 2006 workshop on Dependability issues in wireless ad hoc networks and sensor
networks - DIWANS ’06, page 65, 2006.
[22] R.B. Chen and Y.N. Wu. A null-space algorithm for overcomplete independent component analysis.
Learning, 2002.
[23] D.Y. Chiang and W.Y. Lai. Structural damage detection using the simulated evolution method. AIAA
Journal, 37(10):1331—-1333, 1999.
[24] J.H. Chou and Jamshid Ghaboussi. Genetic algorithm in structural damage detection. Computers &
Structures, 79(14):1335–1353, 2001.
[25] Chia Chen Ciang, Jung-Ryul Lee, and Hyung-Joon Bang. Structural health monitoring for a wind
turbine system: a review of damage detection methods. Measurement Science and Technology,
19(12):122001, December 2008.
[26] PR Cohen and David Jensen. Overfitting explained. Preliminary Papers of the Sixth International
Workshop on Artificial Intelligence and Statistics, 1997.
[27] TM Cover and JA Thomas. Elements of information theory. 2006.
[28] M Dash and H Liu. Feature selection for classification. Intelligent Data Analysis, 1(1-4):131–156,
1997.
[29] Pascal De Boe and Jean-Claude Golinval. Principal Component Analysis of a Piezosensor Array for
Damage Localization. Structural Health Monitoring, 2(2):137–144, June 2003.
[30] A Deraemaeker and E Reynders. Vibration-based structural health monitoring using output-only
measurements under changing environment. Mechanical Systems and Signal Processing, 2008.
[31] X. Dérobert, J Iaquinta, G Klysz, and J.P. Balayssac. Use of capacitive and GPR techniques for the
non-destructive evaluation of cover concrete. NDT & E International, 41(1):44–52, 2008.
[32] Brian K. Diefenderfer. Development and Testing of a Capacitor Probe to Detect Deterioration in
Portland Cement Concrete. PhD thesis, Virginia Polytechnic Institute and State University, 1998.
Bibliography 127
[33] S.W. Doebling. Minimum-rank optimal update of elemental stiffness parameters for structural dam-
age identification. AIAA journal, 34(12):2615–2621, 1996.
[34] Donegal News. Collapsed turbine, 2013.
[35] JD Doornink, BM Phares, Z. Zhou, J. Ou, and TW Graver. Fiber Bragg grating sensing for structural
health monitoring of civil structures. In International Symposium on Advances and Trends in Fiber
Optics and Applications, volume 11, pages 41–44, 2004.
[36] Taha Dumlupinar and F. Necat Catbas. Monitoring of a Movable Bridge Mechanical Components
for Damage Identification using Artificial Neural Networks. Civil Engineering Topics, Volume 4,
7:343–347, 2011.
[37] J C Dunn. A Fuzzy Relative of the ISODATA Process and Its Use in Detecting Compact Well-
Separated Clusters. Cybernetics and Systems, 3(3):32–57, 1973.
[38] M El-Melegy. On cluster validity indexes in fuzzy and hard clustering algorithms for image segmen-
tation. Proc. International Conference on Image Processing, pages 5–8, 2007.
[39] D J Ewins. Modal testing: theory and practice, volume 359 of Research Studies Press Ltd. Research
Studies Press, 1984.
[40] PJ Fanning and EP Carden. Auto-regression and statistical process control techniques applied to
damage indication in telecommunication masts. Key Engineering Materials, 204:251–260, 2001.
[41] C.R. Farrar and SW Doebling. Damage detection II: field applications to large structures. Modal
Analysis and Testing, Nato Science Series. Dordrecht, Netherlands: Kluwer Academic Publishers,
1999.
[42] SD Fassois and FP Kopsaftopoulos. Statistical Time Series Methods for Vibration Based Structural
Health Monitoring. New Trends in Structural Health Monitoring, 2013.
[43] A. Fernandez-Lopez. Detección de daño en estructuras aeronauticas mediante sensores piezoelec-
tricos y de fibra optica. PhD thesis, Universidad Politecnica de Madrid, 2009.
[44] R.D. Finlayson, M. Friesel, M. Carlos, P. Cole, and JC Lenain. Health monitoring of aerospace struc-
tures with acoustic emission and acousto-ultrasonics. Insight-Wigston then Northampton, 43(3):155–
158, 2001.
[45] F Fleuret. Fast binary feature selection with conditional mutual information. The Journal of Machine
Learning Research, 5:1531–1555, 2004.
[46] B Frankenstein, L Schubert, N. Meyendorf, H Friedmann, and C Ebert. Monitoring system of wind
turbine rotor blades. In Proceedings of SPIE, volume 7293, page 72930X, 2009.
[47] Andreas Friedmann, Dirk Mayer, Michael Koch, and Thomas Siebel. Monitoring and Damage De-
tection in Structural Parts of Wind Turbines. intechopen, 2011.
[48] C Fritzen, D Jennewein, and T Kiefer. Damage detection based on model updating methods. Me-
chanical Systems and Signal Processing, 12(1):163–186, 1998.
128 Bibliography
[49] Claus Peter Fritzen. Vibration - Based Structural Health Monitoring - Concepts and Applications.
Key Engineering Materials, 293-294:3–20, 2005.
[50] Claus-Peter Fritzen. Vibration-Based Techniques for Structural Health Monitoring. In Structural
Health Monitoring, volume 51, pages 45–224. ISTE, December 2006.
[51] C.P. Fritzen, Peter Kraemer, and Maksim Klinkov. An Integrated SHM Approach for Offshore Wind
Energy Plants. Structural Dynamics, Volume 3, pages 727–740, 2011.
[52] M. Galvez-Carrillo and M. Kinnaert. Sensor fault detection and isolation in three-phase systems
using a signal-based approach. IET Control Theory & Applications, 4(9):1838, 2010.
[53] Garrad and Hassan. {BLADED} Users’ Guide. 2011.
[54] V. Gattulli and F. Romeo. Integrated procedure for identification and control of MDOF structures.
Journal of engineering mechanics, 126:730, 2000.
[55] V. Giurgiutiu. Review of Vibration-Based Helicopters Health and Usage Monitoring Methods. Tech-
nical report, DTIC, 2001.
[56] Jean-Claude Golinval, Pascal De Boe, A.M Yan, and Gaëtan Kerschen. Structural damage detection
based on PCA of vibration measurements. In 58th Meeting of the Soc. for Mach. Failure Prevention
Tech, Virginia, 2004.
[57] Henning Grafe. Model Updating of Large Structural Dynamics Models Using Measured Response
Functions. PhD thesis, University of London, 1998.
[58] S.K.T. Grattan, S.E. Taylor, T. Sun, PAM Basheer, and K.T.V. Grattan. Monitoring of corrosion in
structural reinforcing bars: performance comparison using in situ fiber-optic and electric wire strain
gauge systems. Sensors Journal, IEEE, 9(11):1494–1502, 2009.
[59] Benjamin Greiner. Operational modal analysis and its application for SOFIA telescope assembly
vibration measurements. Technical report, Universitat Stuttgart, 2009.
[60] XE Gros. An eddy current approach to the detection of damage caused by low-energy impacts on
carbon fibre reinforced materials. Materials &amp; Design, 16(3):167–173, 1995.
[61] P Gudmundson. Eigenfrequency changes of structures due to cracks, notches or other geometrical
changes. Journal of the Mechanics and Physics of Solids, 30(5):339–353, 1982.
[62] A. Guemes, A. Fernandez-Lopez, and B. Soller. Optical Fiber Distributed Sensing-Physical Princi-
ples and Applications. Structural Health Monitoring, 9(3):233–245, March 2010.
[63] Burcu Gunes and Oguz Gunes. Structural health monitoring and damage assessment Part II: Appli-
cation of the damage locating vector (DLV) method to the ASCE benchmark structure experimental
data. International Journal of the Physical Sciences, 7(9):1509–1515, February 2012.
[64] Isabelle Guyon and A Elisseeff. An introduction to variable and feature selection. The Journal of
Machine Learning Research, 3:1157–1182, 2003.
[65] Isabelle Guyon and André Elisseeff. An introduction to Feature Extraction. In Feature Extraction,
volume 207 of Studies in Fuzziness and Soft Computing, pages 1–25. Springer, 2006.
Bibliography 129
[66] Moritz W. Häckell and Raimund Rolfes. Monitoring a 5MW offshore wind energy converter - Con-
dition parameters and triangulation based extraction of modal parameters. Mechanical Systems and
Signal Processing, pages 1–22, May 2013.
[67] Andrew Halfpenny. Data Preprocessing for Damage Detection. In Encyclopedia of Structural Health
Monitoring. John Wiley & Sons, Ltd, 2009.
[68] Hong Hao and Yong Xia. Vibration-based Damage Detection of Structures by Genetic Algorithm.
Journal of Computing in Civil Engineering, 16(3):222, 2002.
[69] M Homola, P Nicklasson, and P Sundsbo. Ice sensors for wind turbines. Cold Regions Science and
Technology, 46(2):125–131, 2006.
[70] Peng Hong-xing, Wang Rui, and H Lin-peng. Sensor fault detection and identification using Kernel
PCA and its fast data reconstruction. Control and Decision Chinese Conference, pages 3857–3862,
2010.
[71] J. Hu and F. Choy. Theoretical Study of Crack-Induced Eigenfrequency Changes on Beam Structures.
Journal of Engineering Mechanics, 118:384, 1992.
[72] Q. Huang and GL Nissen. Structural health monitoring of DC-XA LH2 tank using acoustic emission.
Structural Health Monitoring: Current Status and Perspectives, page 301, 1998.
[73] H Hwang. Damage detection in structures using a few frequency response measurements. Journal of
Sound and Vibration, 270(1-2):1–14, 2004.
[74] Heli Hytti. Energy Efficient Measurement and Signal Processing for Self-powered, Lamb-wave-based
Structural Health Monitoring System. teknillinen yliopisto. Julkaisu-Tampere University of, 2010.
[75] a Hyvärinen and E Oja. Independent component analysis: algorithms and applications. Neural
networks : the official journal of the International Neural Network Society, 13(4-5):411–30, 2000.
[76] Aapo. Hyvarinen, Juha. Karhunen, and Erkki. Oja. Independent component analysis. J. Wiley, New
York, 2001.
[77] Mikael Johnson. Waveform based clustering and classification of AE transients in composite lami-
nates using principal component analysis. NDT & E International, 35, 2002.
[78] I. T. Jolliffe. Principal Component Analysis. Springer Series in Statistics. Springer New York, New
York, 2002.
[79] J Jonkman, S Butterfield, W Musial, and G Scott. Definition of a 5-MW reference wind turbine
for offshore system development. National Renewable Energy Laboratory, NREL/TP-500-38060,
(February), 2009.
[80] T. Kailath. Linear Systems. Prentice-Hall, series, pr edition, 1980.
[81] Samuel Kaski, J Nikkilä, and Teuvo Kohonen. Methods for interpreting a self-organized map in data
analysis. Proc. 6th European Symposium on Artificial Neural Networks (ESANN98), 1998.
[82] DG Kasper, DC Swanson, and KM Reichard. Higher-frequency wavenumber shift and frequency
shift in a cracked, vibrating beam. Journal of Sound and Vibration, 312(1-2):1–18, 2008.
130 Bibliography
[83] J Kim, Y Ryu, H Cho, and N Stubbs. Damage identification in beam-type structures: frequency-based
method vs mode-shape-based method. Engineering Structures, 25(1):57–67, 2003.
[84] Maksim Klinkov and C.P. Fritzen. Wind Load Observer for a 5MW Wind Energy Plant. Structural
Dynamics, Volume 3, pages 719–726, 2011.
[85] G. Klysz, J.P. Balayssac, X. Dérobert, and C. Aubagnac. Evaluation of cover concrete by coupling
some non-destructive techniques Contribution of in-situ measurements. Non-Destructive Testing in
Civil Engineering (NDT-CE), Berlin, Allemagne, poster, 2003.
[86] T Kohonen. Self-Organizing Maps, volume 30 of Springer Series in Information Sciences. Springer,
1995.
[87] P. Kraemer and C.P. Fritzen. Sensor Fault Identification Using Autoregressive Models and the Mutual
Information Concept. Key Engineering Materials, 347:387–392, 2007.
[88] P. Kraemer and C.P. Fritzen. Damage identification of structural components of offshore wind energy
plants. In 9th German wind energy conference (DEWEK2008), 2008.
[89] P Kraemer and CP Fritzen. Sensor Fault Detection and Signal Reconstruction using Mutual Infor-
mation and Kalman Filters. In International Conference on Noise and Vibration Engineering, pages
3267–3282, 2008.
[90] Peter Kraemer. Schadensdiagnoseverfahren für die Zustandsüberwachung von Offshore-
Windenergieanlagen. PhD thesis, Siegen, 2011.
[91] Peter Kraemer, Inka Buethe, and C.P. Fritzen. damage detection under changing operational and
environmental conditions using self organizing maps, 2011.
[92] Peter Kraemer and C.P. Fritzen. Aspects of Operational Modal Analysis for Structures of Offshore
Wind Energy Plants. Structural Dynamics and Renewable Energy, Volume 1, pages 145–152, 2011.
[93] Alexander Kraskov, Harald Stögbauer, and Peter Grassberger. Estimating mutual information. Phys-
ical Review E, 69(6):1–16, June 2004.
[94] J Kullaa. Elimination of environmental influences from damage-sensitive features in a structural
health monitoring system. Proc. 1st EWSHM, 2002.
[95] John A. Lee and Michel Verleysen. Nonlinear Dimensionality Reduction. International Statistical
Review, 76(2):308–309, August 2008.
[96] Usik Lee. A frequency response function-based structural damage identification method. Computers
Structures, 80(2):117–132, 2002.
[97] Michel Lemistre. Low Frequency Electromagnetic Techniques, in Structural Health Monitoring.
ISTE, London, UK, January 2006.
[98] Michel B. Lemistre and Daniel L. Balageas. A Hybrid Electromagnetic Acousto-Ultrasonic Method
for SHM of Carbon/Epoxy Structures. Structural Health Monitoring, 2(2):153–160, June 2003.
[99] K. Levin and S. Nilsson. Examination of reliability of fibre optic sensors embedded in carbon/epoxy
composites. In Proceedings of SPIE, volume 2779, page 222, 1996.
Bibliography 131
[100] Taoying Li and Yan Chen. Fuzzy K-Means Incremental Clustering Based on K-Center and Vector
Quantization. Journal of Computers, 5(11):1670–1677, 2010.
[101] R.Y. Liang, F.K. Choy, and J. Hu. Detection of cracks in beam structures using measurements of
natural frequencies. Journal of the Franklin Institute, 328(4):505–518, 1991.
[102] N A J Lieven and D J Ewins. Spatial Correlation of Mode Shapes, the Coordinate Modal Assurance
Criterion. In IMAC VI Florida, pages 690–695, 1988.
[103] Tae W Lim, Albert Bosse, and Shalom Fisher. Structural damage detection using real-time modal
parameter identification algorithm. AIAA Journal, 34(11):2370–2376, 1996.
[104] L Lin and W Lu. Application of AE techniques for the detection of wind turbine using Hilbert-Huang
transform. Prognostics and Health Management Conference, 2010. PHM ’10, pages 1–7, 2010.
[105] P Luo, D Zhang, and L Wang. Structural Damage Detection Based on a Fiber Bragg Grating Sensing
Array and a Back Propagation Neural Network: An Experimental Study. Structural Health Monitor-
ing, 9(1):5–11, September 2009.
[106] N M M Maia and J M M E Silva. Theoretical and Experimental Modal Analysis. Research Studies
Press Ltd., 1997.
[107] C Mares. An application of genetic algorithms to identify damage in elastic structures. Journal of
Sound and Vibration, 195:195–215, 1996.
[108] M. Martarelli, GM Revel, and C. Santolini. Automated modal analysis by scanning laser vibrometry:
problems and uncertainties associated with the scanning system calibration. Mechanical systems and
signal processing, 15(3):581–601, 2001.
[109] T Marwala and H E M Hunt. Fault identification using finite element models and Neural Networks.
Mechanical Systems and Signal Processing, 13(3):475–490, 1999.
[110] T Marwalla. Probabilistic Fault Identification Using a Committee of Neural Networks and Vibration
Data. American Institute of Aeronautics and Astronautics Journal of Aircraft, 38(1):138–146, 2001.
[111] JM Menendez, A. Fernandez, and A. Guemes. SHM with embedded fibre Bragg gratings and piezo-
electric devices. In Structural Health Monitoring: Proceedings of the Third European Workshop,
page 228. Destech Pubns Inc, 2006.
[112] J.M. Menendez and A. Güemes. Method to monitor structural damage occurrence and progression in
monolithic composite structures using fibre Bragg grating sensors, October 2007.
[113] Dieter Merkl and Andreas Rauber. Cluster Connections: A visualization technique to reveal cluster
boundaries in self-organizing maps. Neural Nets WIRN VIETRI-97, 1998.
[114] L Mevel. Stochastic Subspace-Based Structural Identification and Damage Detection and
Localisation-Application To the Z24 Bridge Benchmark. Mechanical Systems and Signal Processing,
17(1):143–151, January 2003.
[115] Z Michalewicz and D B Fogel. How to Solve It: Modern Heuristics. Springer, 2000.
132 Bibliography
[116] J Moll, P Kraemer, and CP Fritzen. Compensation of environmental influences for damage detection
using classification techniques. Proc. 4th EWSHM, 2008.
[117] P W Moller and O Friberg. Updating Large Finite Element Models in Structural Dynamics.
36(10):1861–1868, 1998.
[118] Y.I. Moon, B. Rajagopalan, and U. Lall. Estimation of mutual information using kernel density
estimators. Physical Review E, 52(3):2318, 1995.
[119] A Morassi. Crack-Induced Changes in Eigenparameters of Beam Structures. Journal of engineering
mechanics, 119:1798, 1993.
[120] L. Mujica, J. Rodellar, A. Fernandez, and A. Guemes. Q-statistic and T2-statistic PCA-based mea-
sures for damage assessment in structures. Structural Health Monitoring, 10(5):539–553, November
2010.
[121] L E Mujica, J Vehí, J Rodellar, and P Kolakowski. A hybrid approach of knowledge-based reasoning
for structural assessment. Smart Materials and Structures, 14(6):1554–1562, December 2005.
[122] LE Mujica, J Vehí, and J Rodellar. Non-destructive testing for assessing structures by using soft-
computing. Artificial Neural Networks ICANN 2006, 2006.
[123] L.E. Mujica, J. Vehí, M. Ruiz, M. Verleysen, W. Staszewski, and K. Worden. Multivariate statistics
process control for dimensionality reduction in structural assessment. Mechanical Systems and Signal
Processing, 22(1):155–171, January 2008.
[124] L.E. Mujica, J. Vehi, W. Staszewski, and K. Worden. Impact Damage Detection in Aircraft Compos-
ites Using Knowledge-based Reasoning. Structural Health Monitoring, 7(3):215–230, July 2008.
[125] F Mustapha, K Worden, and SG Pierce. Damage detection using stress waves and multivariate statis-
tics: an experimental case study of an aircraft component. Strain, (Bnc 2110):47–53, 2007.
[126] JM Nichols and M. Seaver. A method for detecting damage-induced nonlinearities in structures using
information theory. Journal of sound and vibration, 297(1-2):1–16, 2006.
[127] AJ Oberholster and P.S. Heyns. On-line fan blade damage detection using neural networks. Mechan-
ical systems and signal processing, 20(1):78–93, 2006.
[128] Byung Hwan Oh and Boem Seok Jung. Structural Damage Assessment with Combined Data of Static
and Modal Tests. Library, 124(8):2010–2010, 1998.
[129] W.M. Ostachowicz and M. Krawczuk. On modelling of structural stiffness loss due to damage. Key
Engineering Materials, 204:185–200, 2001.
[130] K.P. Owusu. Capacitive Probe for Ice Detection and Accretion Rate Measurement: Proof of Concept.
PhD thesis, University of Manitoba, 2010.
[131] Muammer Ozbek and DJ Rixen. Remote monitoring of wind turbine dynamics by laser interferome-
try: Phase1. In International Modal Analysis Conference XXVII, 2009.
[132] L.V. Palomino, JRV Moura, KM Tsuruta, D.A. Rade, and Valder Steffen. Impedance-based health
monitoring and mechanical testing of structures. In IMAC XXVII, volume 17, pages 1023–1036,
November 2010.
Bibliography 133
[133] L. Papadopoulos and E. Garcia. Structural damage identification: a probabilistic approach. AIAA
journal, 36(11):2137–2145, 1998.
[134] S. Park, J.-J. Lee, C.-B. Yun, and D. J. Inman. Electro-Mechanical Impedance-Based Wireless Struc-
tural Health Monitoring Using PCA-Data Compression and k-means Clustering Algorithms. Journal
of Intelligent Material Systems and Structures, 19(4):509–520, May 2007.
[135] S. Park, T. Park, and K. Han. Real-Time Monitoring of Composite Wind Turbine Blades Using Fiber
Bragg Grating Sensors. Advanced Composite Materials, 20(1):39–51, 2011.
[136] Miroslav Pastor, Michal Binda, and Tomáš Harcˇarik. Modal Assurance Criterion. Procedia Engi-
neering, 48:543–548, January 2012.
[137] A Piñón Pazos, MC Meizoso López, and R Ferreiro García. Aplicación de ANN a la detección de
fallos en sensores. 2004.
[138] B Peeters, J Maeck, and G De Roeck. Vibration-based damage detection in civil engineering: excita-
tion sources and temperature effects. Smart materials and Structures, 2001.
[139] Wang Peizhuang. Pattern Recognition with Fuzzy Objective Function Algorithms (James C. Bezdek).
SIAM Review, 25(3):442, 1983.
[140] H Peng, F Long, and C Ding. Feature selection based on mutual information criteria of max-
dependency, max-relevance, and min-redundancy. Pattern Analysis and Machine Intelligence, 2005.
[141] C.W. Pitchford. Impedance-based structural health monitoring of wind turbine blades. PhD thesis,
Virginia Polytechnic Institute and State University, 2007.
[142] BA Pridham and JC Wilson. Subspace Identification of the Vincent Thomas Suspension Bridge
Ambient Vibration Data. PROCEEDINGS-SPIE Of The IMAC XX conference, pages 134–140, 2002.
[143] SA Ramu. Damage assessment of composite structures–A fuzzy logic integrated neural network
approach. Computers & Structures, 57(3):491–502, 1995.
[144] Wei-Xin Ren and Guido De Roeck. Structural Damage Identification Using Modal Data II : Test
Verification. Journal of Structural Engineering, 128(1):96–104, 2002.
[145] Wei-Xin Ren and Guido De Roeck. Structural Damage Identification Using Modal Data I : Simulation
Verification. Journal of Structural Engineering, 128(1)(1):87–95, 2002.
[146] D Rizos, S Fassois, Z Marioliriga, and A Karanika. Vibration-based skin damage statistical detection
and restoration assessment in a stiffened aircraft panel. Mechanical Systems and Signal Processing,
22(2):315–337, February 2008.
[147] C.A. Rogers. Intelligent material systems and structures. In U. S.-Japan Workshop on
Smart/Intelligent Materials and Systems, Honolulu, HI, pages 11–33, 1990.
[148] R Rolfes, S Zerbst, and G Haake. Integral SHM-System for Offshore Wind Turbines Using Smart
Wireless Sensors. Proceedings of the 6th, pages 1–8, 2007.
[149] A. Rytter. Vibration Based Inspection of Civil Engineering Structures. PhD thesis, Aalborg Univer-
sity, Denmark, 1993.
134 Bibliography
[150] CE Shannon and W Weaver. The mathematical theory of communication. University of Illinois Press,
14(4):306–17, 1948.
[151] Z. Sharif Khodaei and MH Aliabadi. Damage Identification Using Lamb Waves. Key Engineering
Materials, 452:29–32, 2011.
[152] Y Shi Z, S Law S, and M Zhang L. Damage Localization by Directly Using Incomplete Mode Shapes.
Journal of Engineering Mechanics, 126(6):656–660, 2000.
[153] C. Silva, B. Rocha, and A. Suleman. PZT Network and Phased Array Lamb Wave Based SHM
Systems. In Journal of Physics: Conference Series, volume 305, page 012087. IOP Publishing,
2011.
[154] Kay Smarsly, K.H. Law, and D. Hartmann. Implementing a Multiagent-Based Self-Managing Struc-
tural Health Monitoring System on a Wind Turbine. In NSF (National Science Foundation), 2011
NSF Engineering Research and Innovation Conference. Atlanta, GA, USA, volume 1, page 2011,
2011.
[155] H Sohn and JA Czarnecki. Structural health monitoring using statistical process control. Journal of
Structural, (November), 2000.
[156] H. Sohn, G. Park, J.R. Wait, and N.P. Limback. Wavelet based analysis for detecting delamination
in composite plates. Chang, F.-K. (ed.), Proceedings of 4th Int. Workshop on Structural Health
Monitoring, pages 567–574, 2004.
[157] Hoon Sohn. Effects of environmental and operational variability on structural health monitor-
ing. Philosophical transactions. Series A, Mathematical, physical, and engineering sciences,
365(1851):539–60, February 2007.
[158] Hoon Sohn, Keith Worden, and CR Farrar. Statistical damage classification under changing environ-
mental and operational conditions. Journal of Intelligent Material Systems and Structures, 2002.
[159] Ali Sophian, GY Tian, and David Taylor. A feature extraction technique based on principal compo-
nent analysis for pulsed eddy current NDT. NDT & E International, 36:37–41, 2003.
[160] W.J. Staszewski and K. Worden. Signal processing for damage detection. Health Monitoring of
Aerospace Structures, pages 163–206, 2004.
[161] R Steuer, J Kurths, C O Daub, J Weise, and J Selbig. The mutual information: detecting and evaluat-
ing dependencies between variables. Bioinformatics (Oxford, England), 18 Suppl 2:S231–40, January
2002.
[162] Harald Stögbauer, Alexander Kraskov, Sergey a. Astakhov, and Peter Grassberger. Least Dependent
Component Analysis Based on Mutual Information. Physical Review E, 70(Mic):18, May 2004.
[163] Jae Hong Suh, Soundar R T Kumara, and Shreesh P Mysore. Machinery Fault Diagnosis and Prog-
nosis: Application of Advanced Signal Processing Techniques. CIRP Annals Manufacturing Tech-
nology, 48(1):317–320, 1999.
Bibliography 135
[164] F. Taillade, L.-M. Cottineau, C. Aubagnac, Donald O. Thompson, and Dale E. Chimenti. Capacitive
probe for non destructive inspection of external post-tensioned ducts. In AIP Conference Proceedings,
pages 1512–1519. AIP, 2009.
[165] HC Tan and OOR Famiyesin. Dynamic deformation signatures in reinforced concrete slabs for con-
dition monitoring. Computers & Structures, 79(26-28):2413–2423, 2001.
[166] Jiong Tang. Frequency response based damage detection using principal component analysis. Acqui-
sition, 2005 IEEE International Conference on, pages 407–412, 2005.
[167] Bernhard R. Tittmann. Recent results and trends in health monitoring with surface acoustic waves
(SAW). In Proceedings of SPIE, volume 5045, pages 37–46. SPIE, 2003.
[168] R.J. Tobe. Structural Health Monitoring of a Thermal Protection System for Fastener Failure with a
Validated Model. PhD thesis, 2010.
[169] Janne Toivola and J Hollmén. Feature extraction and selection from vibration measurements for
structural health monitoring. Advances in intelligent data analysis VIII, pages 213–224, 2009.
[170] I Trendafilova, M Cartmell, and W Ostachowicz. Vibration-based damage detection in an aircraft
wing scaled model using principal component analysis and pattern recognition. Journal of Sound
and Vibration, 313(3-5):560–566, June 2008.
[171] A. Turner and T.W. Graver. Structural Monitoring of Wind Turbine Blades Using Fiber Optic Bragg
Grating Strain Sensors. Experimental Mechanics on Emerging Energy Systems and Materials, Volume
5, pages 149–154, 2011.
[172] A Ultsch. Self-organizing neural networks for visualisation and classification. Information and
Classification: Concepts, Methods and Applications, 1993.
[173] Peter Van Overschee and Bart De Moor. Subspace Identification for Linear Systems: Theory-
Implementation-Applications, volume 12. Kluwer Academic Publishers, Boston/London/Dordreht,
September 1996.
[174] B Verijenko. Smart composite panels with embedded peak strain sensors. Composite structures,
62(3-4):461–465, 2003.
[175] B Verijenko. A new structural health monitoring system for composite laminates. Composite struc-
tures, 71(3-4):315–319, 2005.
[176] J Vesanto, J Himberg, E Alhoniemi, and J Parhankangas. SOM toolbox for Matlab 5. Helsinki, 2000.
[177] Q A Wang and N Wu. Detecting the delamination location of a beam with a wavelet transform: an
experimental study. Smart Materials and Structures, 20(1):12002, 2011.
[178] Xiaojun Wang and D. D. L. Chung. Sensing delamination in a carbon fiber polymer-matrix composite
during fatigue by electrical resistance measurement. Polymer Composites, 18(6):692–700, December
1997.
[179] Z Waszczyszyn. Neural networks in mechanics of structures and materials - new results and prospects
of applications. Computers Structures, 79(22-25):2261–2276, 2001.
136 Bibliography
[180] Tao Wei, Yufei Huang, and CLP Chen. Adaptive sensor fault detection and identification using
particle filter algorithms. Transactions on systems, man, and cybernetics, 39(2):201–213, 2009.
[181] Xiukun Wei. Sensor fault detection and isolation for wind turbines based on subspace identification
and Kalman filter techniques. International Journal of Adaptive Control and Signal Processing,
(December 2009):687–707, 2010.
[182] Wikipedia Contributors. Digamma function — Wikipedia{08,2011} The Free Encyclopedia, 2011.
[183] Wikipedia Contributors. Fatigue_(material) — Wikipedia{02Sept,2011} The Free Encyclopedia.
2011.
[184] Wikipedia Contributors. Mutual Information — Wikipedia{08,2011} The Free Encyclopedia, 2011.
[185] Wikipedia Contributors. Multi-agent system— Wikipedia{01Feb,2012} The Free Encyclopedia.
2012.
[186] Wikipedia Contributors. Software agent — Wikipedia{01Feb,2012} The Free Encyclopedia. 2012.
[187] Wikipedia Contributors. Shell Game — Wikipedia{03May,2013} The Free Encyclopedia. 2013.
[188] Wikipedia Contributors. Vibration — Wikipedia{02Feb,2013} The Free Encyclopedia, 2013.
[189] K. Worden and G. Manson. Visualisation and dimension reduction of high-dimensional data for
damage detection. SPIE proceedings series, pages 1576–1585.
[190] K Worden, G Manson, and N R J Fieller. Damage Detection Using Outlier Analysis. Journal of
Sound and Vibration, 229(3):647–667, 2000.
[191] Junling Xu. Adapt the mRMR criterion for unsupervised feature selection. Advanced Data Mining
and Applications, pages 111–121, 2010.
[192] A Yan and J Golinval. Null subspace-based damage detection of structures using vibration measure-
ments. Mechanical Systems and Signal Processing, 20(3):611–626, April 2006.
[193] AM Yan, G Kerschen, P De Boe, and JC Golinval. Structural damage diagnosis under varying
environmental conditions - part II: local PCA for non-linear cases. Mechanical Systems and Signal
Processing, 2005.
[194] G Yan and L Zhou. Impact load identification of composite structure using genetic algorithms. Jour-
nal of Sound and Vibration, 319(3-5):869–884, January 2009.
[195] W J Yan, T L Huang, and W X Ren. Damage Detection Method Based on Element Modal Strain
Energy Sensitivity. Advances in Structural Engineering, 13(6):1075–1088, 2010.
[196] G.-H. Yang and H. Wang. Fault detection for linear uncertain systems with sensor faults. IET Control
Theory & Applications, 4(6):923, 2010.
[197] Q Yang and J Liu. Structural damage identification based on residual force vector. Journal of Sound
and Vibration, 305(1-2):298–307, August 2007.
[198] J. Yun. Development of Structural Health Monitoring Systems Incorporating Acoustic Emission De-
tection for Spacecraft and Wind Turbine Blades. PhD thesis, VirginiaTech, 2011.
Bibliography 137
[199] C Zang. Structural Damage Detection Using Artificial Neural Networks and Measured Frf Data
Reduced Via Principal Component Projection. Journal of Sound and Vibration, 242(5):813–827,
May 2001.
[200] Zhupeng Zheng, Ying Lei, and Xiaoning Sun. Measuring Corrosion of Steels in Concrete via Fiber
Bragg Grating Sensors-Lab Experimental Test and In-Field Application. In Earth and Space 2010:
Engineering, Science, Construction, and Operations in Challenging Environments, pages 225–225.
ASCE, 2010.
[201] S. Zhong, S.O. Oyadiji, and K. Ding. Response-only method for damage detection of beam-like
structures using high accuracy frequencies with auxiliary mass spatial probing. Journal of Sound and
Vibration, 311(3-5):1075–1099, 2008.
[202] P B Zoel. Damage detection in truss structures using a direct updating technique. Proceedings of the
19th International Seminar for Modal Analysis on Tools for Noise and Vibration, 2:657–667, 1994.
[203] A Zubaydi. Damage identification in a ship’s structure using neural networks. Ocean Engineering,
29(10):1187–1200, 2002.

aAppendix A
Appendix
A.1 Publications
1. Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "Structural Damage detection in
laboratory tower using Null Space Algorithm", Proc. Smart’11 Saarbrucken (2011), 79–86.
2. Gonzalez A.G, Zugasti E, Anduaga J, Arregui MA, and Martínez F, "Structural fault detection in a
laboratory tower using an AR algorithm", Proc. Smart’11 Saarbrucken (2011), 69–78.
3. Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "NullSpace and AutoRegressive
damage detection: a comparative study", Smart Materials and Structures (2012), 085010.
4. Zugasti E, Gonzalez A.G, Anduaga J, Arregui MA, and Martínez F, "A Comparative Assessment of
Two SHM Damage Detection Methods in a Laboratory Tower", Advances in Science and Technology
(2012), 232–239.
5. Zugasti E, Arrillaga P, Anduaga J, Arregui MA, and Martínez F, "Sensor Fault Identification on Lab-
oratory Tower", Proceedings of the 6th European Workshop of SHM (2012), 1093–1100.
6. Zugasti E, Anduaga J, Arregui MA, and Martínez F, "NullSpace Damage Detection Method with
Different Environmental and Operational Conditions", Proceedings of the 6th European Workshop of
SHM (2012), 1368–1375.
7. Gonzalez A.G, Zugasti E, Anduaga J, "Damage Identification in a Laboratory Offshore Wind Turbine
Demonstrator", Key Engineering Materials (2013), 555–562.
8. Zugasti E, Mujica LE, Anduaga J, Arregui MA, and Martínez F, "Feature Selection - Extraction
Methods based on PCA and Mutual Information to improve Damage Detection problem in Offshore
Wind Turbines", Key Engineering Materials (2013), 620–627.
9. Zugasti E, Mujica L.E, Anduaga J, Arregui MA, and Martínez F, "Damage Detection for different en-
vironmental conditions using fuzzy clustering", Mechanical Systems and Signal Processing, Waiting
to be accepted.
10. Zugasti E, Mujica LE, Anduaga J, C-P. Fritzen, “Data Preprocessing based on PCA and MI to im-
prove Damage Detection in Structural Health Monitoring”, Structural Control and Health Monitoring,
Waiting to be accepted.
b Chapter A. Appendix
A.2 SHM Instrumentation and Software
The Laboratory where the tests were made is located in IK4-Ikerlan, in Mondragon, Basque Country. In this
section the instrumentation and software that has been used and created in this thesis is presented.
A.2.1 Transducers
Figure A.1. PCB356A17 Accelerometer
Triaxial accelerometers are the most used type of accelerome-
ters in this thesis. In this case general purpose accelerometers were
used. PCB Piezoelectric 356A17 type accelerometers have the fre-
quency range we are interested in (0.4 - 4000 Hz) and a sensitivity
of 500 mV/g.
Figure A.2. BK4507 Accelerometer
Uniaxial accelerometer was used when a sensor fault had to be
simulated. As the other accelerometers where triaxial, it was diffi-
cult to simulate one damaged sensor. The accelerometer used was a
BK4507 accelerometer from Brüel&Kjaer. The frequency range is
0.3- 6000 Hz and a sensitivity of 100 mV/g.
Figure A.3. LDS V406 shaker
Electromagnetic shakers convert electric signals into mechan-
ical displacements. This was used as input excitation of the tower
model. It is a permanent magnet shaker. LDS V406 is the model of
the shaker, and it is able to give 89N force when a random signal is
applied. The working frequency range is 3-9,000 Hz.
A.2.2 Acquisition systems
Figure A.4. Oros OR36 system
Oros-OR36 is a data acquisition system. it is a synthesis of
components usually used separately for measurements: analyzer,
recorder, conditioners in a single portable instrument. It has 16 in-
puts and 2 outputs. Thanks to its hard drive, the measurements can
be stored in it without the need of a computer. The software it comes
with, NVGate, is a great tool to do a first data analysis, thanks to the
online FFT analysis tool.
Figure A.5. CRio system
NI-Compact RIO is a real-time embedded system for industrial
control, manufactured by the American company National Instru-
ments. For this work it has been used as a data acquisition system.
Thanks to the features the system is able to offer, a remote data acqui-
sition system has been built. It is able to store data in an internal FTP
server and send them to a remote computer when it is asked to do it.
A.2. SHM INSTRUMENTATION AND SOFTWARE c
A.2.3 Software
Figure A.6. Matlab GUI
Matlab has been used to implement all the methodology. Start-
ing with Data Preprocessing, following with the Environmental and
Operational Conditions compensation, damage detection method and
sensor fault detection. A visual tool to use the methodology has been
created, with all different possibilities.
Labview was used to create an online damage assessment solution. Thanks to the possibilities that the
Compact RIO is able to offer, an online and remote damage detection platform was created. This platform
is able to calculate the Damage Indicators while the system is taking data from the structure. It is based on
two nodes; the first one is the Compact RIO, which takes the data, stores it and sends it to a remote PC. This
remote PC is running a software that apart from configuring the Compact RIO remotely, is able to launch
the damage detection method. It uses the program made in Matlab for this purpose.
Figure A.7. LabView User Interface
Bladed is a industry standard integrated software package for the design and certification of onshore and
offshore turbines. It provides users with a design tool that has been validated against measured data from a
wide range of turbines and enables them to conduct the full range of performance and loading calculations.
It is able to conduct multibody structural dynamics, and modeling a wind turbine in different scenarios.
Figure A.8. Bladed Definition and simulation header
FemTools is a solver and platform independent Computer-Aided Engineering (CAE) software program
providing advanced analysis and scripting solutions in the areas of: Structural static and dynamics simula-
tion, Experimental modal analysis, Verification, validation and updating of FE models for structural analysis,
Design optimization, Robust design.
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A.2.4 Remote Damage Detection system
Among the methodology, a online remote damage detection system was developed using the Compact RIO
and LabView environment. This system is able to collect data independently in a remote area, and send
them to a work station located somewhere else. Thanks to the 3G connection connected to the CRio, the
device can be located anywhere with a 3G network coverage.
The device stores the structural data from the accelerometers in an internal hard drive, and it runs a File
Transport Protocol (FTP) server among with a Virtual Private Network (VPN) server.
On the other side, the client PC is running a program that is able to connect to the CRio using the VPN
network. Using the VPN network, the remote PC is connected to the FTP server and asks for the measure-
ments. When the measurements are sent to the remote PC from the CRio, the damage detection method
enters in the game. Depending on a flag, the dataset will be used for a learning phase, threshold detection
phase, or damage evaluation phase. In Figure A.9 the schematic view of this system can be found.
Figure A.9. Remote SHM system
