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D-LOCAL ALGEBRAIC FUNDAMENTAL GROUPS OF GERMS OF NORMAL COMPLEX
ANALYTIC SINGULARITIES
KOJI OHNO
DEPARTMENT OF MATHEMATICS GRADUATE SCHOOL OF SCIENCE
OSAKA UNIVERSITY
Abstract. In this paper, the notion of local algebraic fundamental groups of normal complex analytic singularities
are generalized to certain profinite groups called D-local algebraic fundamental groups which turns out to be useful
even for the study of usual local algebraic fundamental groups and the Lefshetz type theorem for D-local algebraic
fundamental groups is proved under certain conditions. The theorem yields, for example, the finiteness of the local
algebraic fundamental groups of a certain class of four dimensional singularities and will be useful for the classification
of three dimensional purely log terminal singularities.
Contents
1. Definition of D-local algebraic fundamental groups 2
2. Comparison theorem 3
3. Universal index one covers 7
4. Lefshetz type theorem for D-local algebraic fundamental groups 8
References 11
Introduction
Reid-Wahl’s cyclic covering trick such as taking canonical or log canonical covers has been played the fundamental role
in studying singularities. The underlying principle is that we can understand singularities by taking suitable Galois
covers. But in many cases, just like quotient singularity, or surface log terminal singularity with branch loci (i.e., with
a standard boudary in Shokurov’s terminology ) as explained in [16], these cyclic covers is dominated by, in some
sense, “universal” finite Galois covers and singularities can be more easily seen if we can take this sort of coverings. In
Section 1, we introduce the notion of D-local algebraic fundamental groups (Definition 1.8) associated with a pair of a
germ of complex singularity X and a Q-Cartier divisor D. In Section 2, We give a comparison theorem (Theorem 2.22,
which compare D-local fundamental groups with certain topological invariants which has been introduced in M. Kato
([14]), M. Namba ([25]) and J.P. Serre ([32], Appendix 6.4). In Section 3, we introduce universal index one covers
(Definition 3.1) associated with a pair of a germ of complex singularity X and a Q-Cartier divisor D and deduce an
exact sequence which relate the D-local fundamental group and the local fundamental group of its universal index one
cover and obtain Lemma 3.8 which is a generalization of Brieskorn’s lemma ([4], Lemma 2.6). In Section 4, we prove
the Lefshetz type theorem for D-local algebraic fundamental groups under certain conditions (Theorem 4.9) which
enables us to study D-local algebraic fundamental groups inductively on dimensions.
Notation and Terminology
Let X be a normal Stein space or a germ of normal complex analytic spaces with a point p ∈ X . Weil X is the
free abelian group generated by prime divisors on X and Div X is the subgroup of Weil X generated by Cartier
divisors. An element of Weil X (resp. Weil X ⊗ Q) is called an integral divisor (resp. a Q-divisor). DivQX is
the Q-submodule of Weil X ⊗ Q generated by Div X . An elements D of Weil X ⊗ Q is said to be Q-Cartier, if
D ∈ DivQX . For D ∈ DivQX , the index [ZD : ZD ∩ Div X ] ∈ N is called the index of D at p ∈ X denoted by
indpD. Let f : Y → X be a finite morphism between normal Stein spaces or germs of normal complex analytic spaces.
The pull-back homomorphism f∗ : Div X → Div Y canonically extends to a homomorphism f∗ : DivQX → DivQY .
We note that canonical divisor on the smooth loci of X extends to a divisor KX on X by the Remmert-Stein’s theorem
(see, for example, [12], Chap. V, Sec. D, Theorem 5). Let ∆ be a Q-divisor on X such that KX +∆ is Q-Cartier. ∆Y
is a Q-divisor on Y defined by ∆Y := f
∗(KX +∆) −KY . Q-divisor ∆ is called Q-boundary, if multΓ∆ ∈ [0, 1] ∩Q.
Let ∆ be a Q-boundary such that KX + ∆ is Q-Cartier. Take a projective resolution µ : Y → X such that each
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components of the support of µ−1∗ ∆ +
∑
i∈I Ei are smooth and cross normally, where {Ei}i∈I is a set of all the
exceptional divisors of µ and put di := multEi(KY + µ
−1
∗ ∆+
∑
i∈I Ei − µ∗(KX +∆)) ∈ Q for i ∈ I. The pair (X,∆)
is said to be divisorially log terminal, if all di are positive and the exceptional loci of µ is purely one codimensional for
some µ. (X,∆) is said to be purely log terminal, if all di are positive for any µ. Let ∆ :=
∑
imiΓi be the irreducible
decomposition of ∆. ⌊∆⌋ :=∑mi=1 Γi is called the reduced part of ∆ and {∆} :=∑mi<1 diΓi is called the fractional
part of ∆. Let Γ be a normal prime divisor which does not contained in Supp ∆. DiffΓ(∆) := (KX + Γ +∆)|Γ −KΓ
is a Q-divisor called a different (see [18] and [34]).
Let us fix our terminology from the category theory. By a projective system, we mean a category I such that
Hom I(λ, µ) is empty or consists of exactly one element fλ,µ satisfying fλ,µ ◦ fµ,ν = fλ,ν for any λ, µ, ν ∈ Ob I. An
object α ∈ Ob I ( resp. ω ∈ Ob I ) is called an initial object ( resp. a final object ) if Card Hom I(α, λ) = 1 ( resp.
Card Hom I(λ, ω) = 1) for any λ ∈ Ob I. A projective system I is said to be cofilterd if, for any given two objects λ,
µ ∈ Ob I, there exists ν ∈ Ob I with Card Hom I(ν, λ) = Card Hom I(ν, µ) = 1. A covariant functor Φ : I◦ → I ′◦
between injective systems I◦ and I ′◦ is said to be cofinal, if, for any given λ′ ∈ Ob I ′◦, there exists λ ∈ Ob I◦ such
that Card Hom I′◦(λ
′,Φ(λ)) = 1. We shall also say that a projective subsystem I ′ in a projective system I is cofinal
in I if the dual embedding functor from I ′◦ to I◦ is cofinal. (see [2], Appendix (1.5), [11], Expose´ I, Definition 2.7
and Definition 8.1.1).
Acknowledgment. The author would like to express his deep gratitude to to Prof. Akira Fujiki for helping him to
work on the analytic spaces and for giving him valuable suggestions, to Prof. Makoto Namba for kindly showing him
the beautiful book [25], which enabled him to improve the first draft of this paper.
1. Definition of D-local algebraic fundamental groups
Let (X, p) be a germ of irreducible normal complex analytic spaces and let MX denote the field of germs of
meromorphic functions on X . In what follows, we fix an algebraic closure MX of MX and the inclusion iX :MX →
MX . Take any D ∈ DivQX and fix it. Recall that a holomorphic map between complex analytic spaces is said to be
finite, if it is proper with discrete finite fibres.
Definition 1.1. A finite surjective morphism f : Y → X , where Y is a germ of irreducible normal complex analytic
spaces such that f∗D is integral and Cartier, is called an connected index one cover with respect to D. A connected
index one cover f : Y → X with respect to D is called connected index one Galois cover with respect to D if f is
Galois.
Remark 1.2. The above terminology is different from the one in [34], in which “an index one cover” means a canonical
or log canonical cover in our terminology.
Definition 1.3. Connected index one covers (resp. connected index one Galois covers) of X with respect to D form a
full subcategory of complex analytic germs denoted by Im1 (X ;D) (resp. Im1 G(X ;D)). For (Y, f) ∈ Ob Im1 (X ;D), an
injective homomorphism iY :MY →MX , whereMY is the meromorphic function field of Y , such that iY ◦f∗ = iX is
called a pointing. Triplet (Y, f, iY ) composed of (Y, f) ∈ Ob Im1 (X ;D) and a pointing iY are called pointed connected
index one covers with respect to D. Pointed connected index one covers (resp. pointed connected index one Galois
covers) with respect to D and morphisms fλ,µ ∈ Hom Im
1
(X;D)((Yµ, fµ), (Yλ, fλ)) satisfying iYµ ◦ f∗λ,µ = iYλ form a
projective system denoted by Im1 (X ;D)p (resp. Im1 G(X ;D)p).
Non-zero C-algebraA is called a complex analytic ring if there exists a surjectiveC-algebra homomorphism OanE,0 →
A, where E ≃ Cn for some n. Recall that the category of complex analytic rings A which are finite OX -modules and
that category of germs of complex analytic spaces which are finite over X are dual to each other via the contravariant
functor SpecanX (see [6] and [8], VI). The structure morphism f
∗ : OX → A is injective if and only if f : SpecanXA →
X is surjective by the Remmert’s proper mapping theorem (see, for example, [6], 1.18). Let ϕ be a meromorphic
function on X such that OX(−rD) = ϕOX and let π : X˜ → X be the canonical cover with respect to D obtained
by taking a r-th root of ϕ, where r := indpD and fix a pointing iX˜ . Take any (Y, f, iY ) ∈ Ob Im1 (X ;D)p. For
simplicity, assume that MX ⊂ MX˜ ⊂ MX and MX ⊂ MY ⊂ MX . The assumption on Y implies that there
exists a meromorphic function ψ on Y such that ϕOY = ψrOY , which implies that there exists a unit u ∈ O×Y such
that ψr = uϕ. Since OY is a henselian local ring whose residue field is the complex number field (see, for example,
[1], Ch. III, §20, Proposition 20.6), we see that r√u ∈ O×Y , hence MX( r
√
ϕ) ⊂ MY . Consequently, there exists
a OX -homomorphism π∗OX˜ → f∗OY which induces a finite surjective morphism ̟Y : Y = SpecanXf∗OY → X˜ =
SpecanXπ∗OX˜ satisfying f = π◦̟Y . The above argument implies that Card Hom Im1 (X;D)p((Y, f, iY ), (X˜, π, iX˜)) = 1
for any (Y, f, iY ) ∈ Ob Im1 (X ;D)p, that is, (X˜, π, iX˜) is a final object, or equivalently, a colimit of Im1 (X ;D)p. Let
̟Y (iY , iX˜) denote the element of Hom Im1 (X;D)p((Y, f, iY ), (X˜, π, iX˜)).
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Definition 1.4. A connected index one cover f : Y → X with respect to D is called a strict index one cover with
respect to D, if ̟Y (iY , iX˜) is e´tale in codimension one for any pointings iY , iX˜ .
Remark 1.5. ̟Y (iY , iX˜) is e´tale in codimension one if and only if ̟Y (iY , iX˜) is e´tale over Reg X by the purity of
branch loci (see [1], V, §39, (39.8) or [6], 4.2).
Definition 1.6. A strict index one cover f : Y → X with respect to D is called a strict index one Galois cover with
respect to D, if f is Galois.
Remark 1.7. Take another pointings i′Y and i
′
X˜
of (Y, f), (X˜, π) ∈ Ob Im1 (X ;D)p respectively and assume that f :
Y → X is Galois. Then, by the Galois theory, there exist two isomorphisms α(iY , i′Y ) ∈ Hom Im1 (X;D)p((Y, f, iY ), (Y, f, i′Y ))
and β(iX˜ , i
′
X˜
) ∈ Hom Im
1
(X;D)p((X˜, π, iX˜), (X˜, π, i
′
X˜
)) such that the following diagram in Im1 (X ;D)p commutes.
(Y, f, iY )
α(iY ,i
′
Y )−−−−→ (Y, f, i′Y )y̟Y (iY ,iX˜)
y̟Y (i′Y ,i′X˜ )
(X˜, π, iX˜)
β(iX˜ ,i
′
X˜
)−−−−→ (X˜, π, i′
X˜
)
Therefore, (Y, f) ∈ Ob Im1 (X ;D)p is a strict index one Galois cover if one of̟Y (iY , iX˜) ∈ Hom Im1 (X;D)((Y, f), (X˜, π))
is e´tale in codimension one. One can also check easily that the same holds even if f is not Galois.
Let I†1(X ;D) (resp, I†1(X ;D)p) denote the full subcategory of Im1 (X ;D) (resp. projective subsystem Im1 (X ;D)p)
whose objects are strict index one covers with respect to D (resp. pointed strict index one covers with respect to D)
and let I†1G(X ;D) (resp, I†1G(X ;D)p) denote the full subcategory of I†1(X ;D) (resp. projective subsystem I†1(X ;D)p)
whose objects are strict index one Galois covers with respect to D (resp. pointed strict index one Galois covers with
respect to D). Let fλ,µ : (Yµ, fµ, iYµ)→ (Yλ, fλ, iYλ) be a morphism in I†1G(X ;D)p and assume that MX ⊂MYλ ⊂
MYµ ⊂ MX for simplicity. Then by the Galois theory, there exists a canonical surjective homomorphism gλ,µ :
Gal (MYµ/MX) → Gal (MYλ/MX) which is nothing but the restriction map. Thus Galois groups Gal (Y/X) :=
Gal (MY /MX) for (Y, f, iY ) ∈ I†1G(X ;D)p form a projective system with the induced morphisms from I†1G(X ;D)p.
Definition 1.8. We define a profinite group πˆloc1,X,p[D] by
πˆloc1,X,p[D] := projlim(Y,f,iY )∈Ob I†1G(X;D)p
Gal (Y/X)
which is called a divisorial local algebraic fundamental group with respect to D, or a D-local algebraic fundamental
group.
Remark 1.9. Obviously, D-local algebraic fundamental groups do not depend on the choice of inclusions iX :MX →
MX .
Remark 1.10. Our profinte groups can not be defined directly using Grothendieck’s theory “cate´gories galoisiennes”
because we can not find a suitable category for our theory. The problem is the existence of a final and an initial object
as in the axioms (G 1) and (G 2) (see [10], Expose´ V, §4).
Remark 1.11. Take two Q-Cartier, Q-divisors D1 and D2 such that D1 ∼ D2, that is, D1 − D2 is integral and
Cartier. Then it is obvious by the definition that Im(†)1 (X ;D1) = Im(†)1 (X ;D2) and πˆloc1,X,p[D1] = πˆloc1,X,p[D2]. In other
words, πˆloc1,X,p[D] depends only on the class [D] ∈ DivQX/Div X .
2. Comparison theorem
In this section, we shall compare D-local algebraic fundamental groups with certain topological invariants. For a
germ of normal complex analytic spaces (X, p), put Reg X := projlimp∈U ;openReg U , where Reg U is the smooth loci
of U and let πloc1 (Reg X) denote the local fundamental group defined as projlimp∈U ;openπ1(Reg U) and πˆloc1 (Reg X)
its profinite completion which is called the local algebraic fundamental group of (X, p). Let Σ be an analytically closed
proper subset of X . According to Prill ([27], §IIB), there exists a contractible open neighbourhood U of p such that
there exists a neighbourhood basis {Uλ}λ∈Λ of p satisfying the condition that Uλ \Σ is a deformation retract of U \Σ
for any λ ∈ Λ. By the definition, we have π1(U \ Σ) = projlimp∈U ;openπ1(U \ Σ). We call such U as above a Prill’s
good neighbourhood with regard to Σ and we say that {Uλ}λ∈Λ is a neighbourhood basis associated with U . Recall
that Uλ is also a Prill’s good neighbourhood with regard to Σ and for any two Prill’s good neighbourhood U and
U ′, U \ Σ and U ′ \ Σ have the same homotopy type. In particular, we have πloc1 (Reg X) ≃ π1(Reg U) for a Prill’s
good neighbourhood U with regard to Sing X . To introduce the generalized notion of local fundamental groups, let
us briefly review here the theory of universal ramified coverings due to M. Kato ([14]), M. Namba ([25]) and J.P. Serre
([32], Appendix 6.4) according to M. Namba. Let B be an integral effective divisor on a connected complex manifold
M and let B :=
∑
i∈I biBi be the irreducible decomposition of B. Fix a base point x ∈ M \ Supp B and let γi be a
loop which starts from x and goes around Bi once in a counterclockwise direction with the center being a smooth point
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of Supp B on Bi. Let N (M,B, x) ⊂ π1(M \ Supp B, x) denote the normal subgroup generated by all the conjugates
of the loops {γbii }i∈I . Recall that N (M,B, x) is known to be independent from the choice of such loops. We define a
B-fundamental group of M by putting
πB1 (M,x) := π1(M \ Supp B, x)/N (M,B, x).
A finite covering f : N → M from a connected normal complex analytic space N which is e´tale over M \ Supp B
is said to be branching at most (resp. branching ) at B, if the ramification index eB˜i,j (f) of f at any prime divisor
B˜i,j such that f(B˜i,j) = Bi divides (resp. is equals to) bi for any i ∈ I. Let FC≤B(M) (resp. FCB(M) ) denote the
category of finite coverings over M branching at most (resp. branching) at B. Let FGC≤B(M) (resp. FGCB(M))
denote the full subcategory of FC≤B(M) whose objects consists of Galois covers over M . Triplet (N, f, y), where
(N, f) ∈ Ob FC≤B(M) and y ∈ f−1(x) are called pointed finite coverings branching at most at B. Pointed finite
coverings branching at most at B and morphisms fλ,µ ∈ HomFC≤B(M)((Nµ, fµ), (Nλ, fλ)) such that fλ,µ(yµ) = yλ,
where (Nµ, fµ, yµ) and (Nλ, fλ, yλ) are two pointed finite coverings branching at most at B form a projective system
denoted by FC≤B(M)p. We also define the projective subsystems F (G)C(≤)B(M)p in the same way. From [25],
Lemma 1.3.1, Theorem 1.3.8 and Theorem 1.3.9, we see that there exists a canonical functor Ψ from FC≤B(M)p to
the projective system of subgroups of finite indices in πB1 (M,x) such that
Ψ((N, f, y)) = f∗π1(N \ Supp f−1B, y)/N (M,B, x) ⊂ πB1 (M,x)
for (N, f, y) ∈ ObFC≤B(M)p and that the functor Ψ defines an equivalence between the above two projective systems.
Thus by using the basic group theory, we obtain the following lemma.
Lemma 2.1. FGC≤B(M)p ( resp. FGCB(M)p ) is cofilterd and cofinal in FC≤B(M)p ( resp. FCB(M)p ) and
hence in particular, FGCB(M)p is cofinal in FGC≤B(M)p if FGCB(M)p is not empty.
Remark 2.2. Let πB1 (M,x)
∧ denote the profinite completion of πB1 (M,x) called the B-algebraic fundamental group
of M . Assume that FGCB(M)p is not empty. Then by Lemma 2.1, we have
πB1 (M,x)
∧ ≃ projlim(N,f,y)∈ObFGCB(M)pGal (N/M),
where Gal (N/M) := πB1 (M,x)/f∗π
B
1 (N, y).
Definition 2.3. For a germ of normal complex analytic spaces (X, p) and B ∈Weil X , we define aB-local fundamental
group of X with respect to B as follows:
πB1,loc(Reg X) := projlimp∈U ;openπ
B
1 (Reg U).
Moreover, by πB1,loc(Reg X)
∧, we mean the profinite completion of πB1,loc(Reg X).
Remark 2.4. We note that apparently, we have πB1,loc(Reg X) = π
loc
1 (Reg X) and π
B
1,loc(Reg X)
∧ = πˆloc1 (Reg X) if
B = 0.
Before arguing about the comparison with D-local algebraic fundamental groups and B-local algebraic fundamental
groups, we introduce certain categories containing the categories of connected or strict index one covers as a full
subcategories as an intermediate step.
Definition 2.5. A finite surjective morphism f : Y → X , where Y is a germ of irreducible normal complex analytic
spaces such that f∗D ∈ Weil Y is called a connected integral cover with respect to D. A connected integral cover
f : Y → X with respect to D is called a strict integral cover, if eΓ˜(f) = eΓ(D) for any prime divisors Γ˜ on Y and
Γ on X such that f(Γ˜) = Γ, where eΓ˜(f) denotes the ramification index of f at Γ˜ and eΓ(D) := [Z(multΓD) :
Z(multΓD) ∩ Z] ∈ N . By Intm(X ;D) ( resp. Int†(X ;D) ), we mean a category of connected integral covers ( resp.
a category of strict integral covers ) with respect to D. We shall also define categories Intm(†)(G)(X ;D)(p) similarly
as before.
Remark 2.6. By the definition, one can see that the category of strict integral covers Int†(X ;D) contains the category
of strict index one covers I†1(X ;D) as a full subcategory. Note that in particular, we have Int†(X ; 0) = I†1(X ; 0).
Let X be an arcwise connected, locally arcwise connected, Hausdorff topological space, A continuous map f : Y → X
from a Hausdorff topological space Y with discrete finite fibres is called a finite topological covering if for any x ∈ X ,
there exists an arcwise connected open neighbourhood U of x ∈ X such that the restriction of π to each arcwise
connected component of of π−1(U) gives a homeomorphism onto U . The following lemma is nothing but a consequence
from the first covering homotopy theorem (see [36], 11.3).
Lemma 2.7. Let f : Y → X be a connected finite topological covering. Assume that X is paracompact and let Z ⊂ X
be a topological subspace which is a deformation retract of X . Then Z˜ := π−1(Z) ⊂ Y is a deformation retract of Y.
In particular, Z˜ is also arcwise connected and π1(Z˜) = π1(Y).
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For a germ of normal complex analytic space (X, p), let U be a Prill’s good neighbourhood with regard to a proper
analytically closed subset Σ ⊂ X and let {Uλ}λ∈Λ be a neighbourhood basis associated with U . We put U− := U \Σ
and U−λ := Uλ \ Σ. Take any connected finite topological covering f− : V − → U−. Then V − has the unique analytic
structure such that f− : V − → U− is e´tale. By the Grauert-Remmert’s theorem, f− extends uniquely to a finite
cover f : V → U , where V is a normal complex analytic space such that f−1(U−) = V − (see [7], §2, Satz 8 and [10],
XII, Theorem 5.4). Recall here that f−1(p) consists of exactly one point, for if f−1(p) = {q1, . . . , qn} and n ≥ 2,
where qi are distinct from each other, then by [6], 1.10, Lemma 2, there exists λ ∈ Λ such that f−1(Uλ) =
∐n
i=1Wλ,i,
where Wλ,i is an open neighbourhood of qi for i = 1, . . . , n. Since f
−1(U−λ ) ⊂ f−1(Uλ) is connected by Lemma 2.7,
there exists i, say i0, such that f
−1(U−λ ) ⊂ Wλ,i0 and f−1(U−λ ) ∩Wλ,i is empty if i 6= i0, but which is absurd for
f−1(U−λ ) ∩Wλ,i = Wi,λ \ f−1(Σ) is non-empty for any i. Thus we see that any connected finite topological covering
f− : V − → U− determines a finite surjective morphism f : Y := (V, q) → X from a germ of normal complex
analytic spaces Y uniquely up to isomorphisms, where f−1(p) = {q}. For two connected finite topological coverings
f−1 : V
−
1 → U− and f−2 : V −2 → U−, let fi : Vi → U− be the extended finite covers and f : Yi → X be the
corresponding finite surjective morphisms as above for i = 1, 2. By [10], Expose´ XII, Proposition 5.3, the restriction
map r : HomU (V1, V2) → HomU−(V −1 , V −2 ) is bijective and composed with the canonical injection HomU (V1, V2) →
HomX(Y1, Y2), r
−1 gives a canonical injection HomU−(V
−
1 , V
−
2 )→ HomX(Y1, Y2). From the above argument, we see
that we have a canonical faithful functor P called a Prill functor from the category of connected topological finite
coverings over U− denoted by FT (U−) to the category of germs of normal complex analytic spaces which is finite over
X and e´tale outside over Σ denoted by FC(X,Σ).
Lemma 2.8. A Prill functor defines an equivalence between the categories FT (U−) and FC(X,Σ).
Proof. We note that the restriction functor Rλ : FT (U−)→ FT (U−λ ) defines an equivalence of categories between
FT (U−) and FT (U−λ ) since these are known to be determined up to equivalences by the corresponding fundamental
groups. Put (V −i,λ, f
−
i,λ) := Rλ((V −i , f−i )) ∈ Ob FT (Uλ) and Vi,λ := f−1i (Uλ) for i = 1, 2. Note also that the canonical
map
injlimλ∈ΛHom Uλ(V1,λ, V2,λ)→ Hom FC(X,Σ)((Y1, f1), (Y2, f2))
is bijective and that we have
injlimλ∈ΛHom FT (U−
λ
)((V
−
1,λ, f
−
1,λ), (V
−
2,λ, f
−
2,λ)) = Hom FT (U−)((V
−
1 , f
−
1 ), (V
−
2 , f
−
2 )).
Therefore, we conclude that the canonical map
Hom FT (U−)((V
−
1 , f
−
1 ), (V
−
2 , f
−
2 ))→ Hom FC(X,Σ)((Y1, f1), (Y2, f2))
is bijective, which implies that the functor P is faithfully full. Take any (Y, f) ∈ Ob FC(X,Σ). Then f is represented
by a finite cover f : Vλ → Uλ for some λ ∈ Λ, where Vλ is connected. Since f is e´tale over U−λ and V −λ := f−1(U−λ )
is also connected, we obtain an object (V −λ , f |V −
λ
) ∈ Ob FT (U−λ ) which goes to (Y, f) ∈ Ob FC(X,Σ) via P ◦ R−1λ .
Thus we conclude that P is essentially surjective1, and hence P defines an equivalence.
Remark 2.9. It is obvious that a Prill functor also defines an equivalence between the full subcategory of Galois
objects of FT (U−) and FC(X,Σ). Note that giving a pointing to an object of FT (U−) and FC(X,Σ) has essentially
the same meaning since the number of pointings for (V −, f−) ∈ Ob FT (U−) and the number of pointings for (Y, f) ∈
Ob FC(X,Σ) are both deg f = deg f−. Thus we see that P induces an equivalence between FT (U−)p and FC(X,Σ)p.
Notation 2.10. Let BX(D) be the set of all the prime divisors on X such that eΓ(D) > 1 and define the Weil divisor
D∨ on X by putting
D∨ :=
∑
Γ∈BX(D)
eΓ(D)Γ.
Combined with Lemma 2.1, Lemma 2.8 yields the following proposition.
Proposition 2.11. There exists a canonical functor P : FCD∨(Reg U) → Int†(X ;D) which defines an equiva-
lence between the categories FCD
∨
(Reg U) and Int†(X ;D). In particular, Int†G(X ;D)p is cofilterd and cofinal in
Int†(X ;D)p.
Remark 2.12. From Proposition 2.11, we deduce that projlim(Y,f,iY )∈Ob Int†G(X;D)pGal (Y/X) is isomorphic to
πD
∨
1,loc(Reg X)
∧ in the category of profinite groups.
Let C be a category and let X ∈ Ob C be an object of C and G ⊂ Aut X be a subgroup of the automorphism group
of X .
1This is the English translation of “essentiellement surjectif” in French, and has the same meaning as “representative” in [21], II, 4.
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Definition 2.13. An epimorphism f : X → Y in C is said to be Galois with the Galois group G, if G = Aut YX :=
{σ ∈ Aut X |f ◦ σ = f} and for any morphism f ′ : X → Y ′ such that G ⊂ Aut Y ′X , there exists a unique morphism
ϕ : Y → Y ′ satisfying f ′ = ϕ ◦ f .
Remark 2.14. Assume that two Galois morphisms f : X → Y and f ′ : X → Y ′ with the Galois group G are given.
Then by the universal mapping property, there exists an isomorphism ϕ : Y → Y ′ such that f ′ = ϕ ◦ f , that is, Galois
morphisms with the Galois group G is unique up to this equivalence.
Example 2.15. Let F := (Fields) be a category of fields such that HomF (K1,K2) is empty or consists of inclusions for
any K1, K2 ∈ Ob F . For any finite extension i : K1 → K2, i is a Galois extension if and only if its dual i◦ : K◦2 → K◦1
in the dual category F◦ is Galois by the Galois theory.
Definition 2.16. For any two morphisms f ∈ HomC(X,Y ) and g ∈ HomC(Y, Z), we define a subgroup AutfZX ⊂
Aut X ×AutZY as AutfZX := {(σ˜, σ)|f ◦ σ˜ = σ ◦ f}.
The following lemma grew out of Prof. A. Fujiki’s suggestion.
Lemma 2.17. Let f ∈ HomC(X,Y ) and g ∈ HomC(Y, Z) be two Galois morphisms and assume that the second
projection p2 : Aut
f
ZX → AutZY is surjective. Then h := g ◦ f is also Galois.
Proof. Take any h′ ∈ Hom C(X,Z ′) with AutZX ⊂ AutZ′X . Since AutYX ⊂ AutZX and f is Galois, there exists
a morphism ψ : Y → Z ′ such that ψ ◦ f = h′. Take any σ ∈ AutZY . Then there exists σ˜ ∈ Aut X such that
f ◦ σ˜ = σ ◦ f by the assumption. Since σ˜ ∈ AutZX ⊂ AutZ′X , we have h′ = h′ ◦ σ˜ = ψ ◦ f ◦ σ˜ = ψ ◦ σ ◦ f , hence
ψ ◦ f = ψ ◦ σ ◦ f . Since f is an epimorphism, we deduce that ψ = ψ ◦ σ, that is, AutZY ⊂ AutZ′Y . Thus we conclude
that there exists a morphism ϕ : Z → Z ′ such that ϕ ◦ g = ψ. Obviously ϕ satisfies ϕ ◦ h = h′. As for the uniqueness
of ϕ, Let ϕ′ : Z → Z ′ be another morphism satisfying ϕ′ ◦ h = h′. Then ψ ◦ f = h′ = ϕ′ ◦ h = ϕ′ ◦ g ◦ f , hence
ϕ′ ◦ g = ψ = ϕ ◦ g. Since g is also an epimorphism, we obtain ϕ′ = ϕ.
Remark 2.18. The assumption in Lemma 2.17 is satisfied in the following two theoretically important cases.
(1) Let f and g are finite Galois covers between normal algebraic varieties over an algebraically closed field or
normal connected complex analytic spaces. Assume that there exits a Zariski closed subset or an analytic
subset Σ on Y with codimY Σ ≤ 2 such that the restriction f− of f to X− := X \ f−1(Σ) gives the algebraic
universal cover of Y − := Y \Σ, that is, πˆ1(X−) = {1}. Moreover assume that Y − is invariant under the action
of Gal (Y/Z). Take any σ ∈ Gal (Y/Z). Since σ acts on Y −, there exists an automorphism σ˜− on X− such
that f− ◦ σ˜− = σ ◦ f− by the property of algebraic universal cover. σ˜− extends uniquely to an automorphism
σ˜ on X satisfying f ◦ σ˜ = σ ◦ f by the normality (see also [5], §1 and [38], Lemma 2.1).
(2) Let f and g are finite Galois covers between germs of normal complex analytic spaces. Assume that X is
obtained from Y by taking a r-th root of a primitive principal divisor P = div ϕ on Y such that OY (P ) ⊂MY
is invariant under the action of Gal (Y/Z) (for the definition of primitive principal divisors, see [34], 2.3). Take
any σ ∈ Gal (Y/Z). Then by the assumption, we have σ∗ϕ = uϕ for some unit u ∈ O×Y . As in the previous
argument, there exists a unit v ∈ O×Y such that vr = u. Since we can write MX = MY [T ]/(T r − ϕ), it is
obvious that σ∗ lifts to an automorphism σ˜∗ on MX by putting σ˜∗T = vT . Thus we see that any elements of
Gal (Y/Z) lift to elements of Gal (X/Z).
Lemma 2.19 (c.f., [31]). Let A be an integral complex analytic ring and M be its quotient field. Let AL be the
normalization of A in a finite extension field L of M. Then AL is also an integral complex analytic ring which is a
finite A-module.
Proof. Recall that A is noetherian ([8], II, Proposition 2.3). [31], Theorem 4 says that A is N-1, hence N-2 by [19],
Ch. 12, Corollary 1, that is, AL is a finite A-module. By [31], Theorem 1, A is a finite OanCn,0-module for some Cn,
hence so is AL. Thus by [31], Theorem 3, we conclude that AL is a complex analytic ring.
Remark 2.20. Lemma 2.19 implies that if we are given a finite extension field L of the meromorphic function field
MX of an irreducible germ of complex analytic spaces X , there exists a germ of normal complex analytic spaces Y
with a finite surjective morphism f : Y → X such that MY is isomorphic to L over MX and such Y as above is
uniquely determined up to isomorphisms over X .
The following proposition can be also derived from Proposition 2.11, but we shall give an algebraic proof for further
research such as extending our theory to the positive characteristic case.
Proposition 2.21. I†1G(X ;D)p is cofilterd and is cofinal in I†1(X ;D)p for any D ∈ DivQX.
Proof. Firstly, we prove the first statement. Take any two objects (Yλ, fλ, iYλ), (Yµ, fµ, iYµ) ∈ I†1G(X ;D)p. Let
L := iYλ(MYλ) ∨ iYµ(MYµ) be the minimal subfield of MX containing iYλ(MYλ) and iYµ(MYµ). We note that L
is a finite Galois extension of MX by its definition. Let g : Z → X be the normalization of X in L as explained
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in Remark 2.20. By the construction, we get an object (Z, g, iZ) ∈ Ob Im1 (X ;D)p dominating both of (Yλ, fλ, iYλ)
and (Yµ, fµ, iYµ) in Im1 (X ;D)p. Let (X˜, π, iX˜) ∈ Ob I†1G(X ;D)p be a final object of I†1G(X ;D)p. From the equality
iX˜ = iY ◦̟Y (iY , iX˜)∗, we see that there exists a canonical embedding:
ΦiX˜ : I†1G(X ;D)p → I†1G(X˜; 0)p,(2.1)
depending on the choice of pointings iX˜ for (X˜, π) ∈ Ob I†1G(X ;D), such that ΦiX˜ ((Y, f, iY )) = (Y,̟Y (iY , iX˜), iY ) ∈
Ob I†1G(X˜ ; 0)p for (Y, f, iY ) ∈ Ob I†1G(X ;D)p. Since I†1G(X˜ ; 0)p is cofilterd as explained in Remark 2.9, there exists
(W,h, iW ) ∈ Ob I†1G(X˜ ; 0)p which dominates both of (Yλ, ̟Yλ(iYλ , iX˜), iYλ) and (Yµ, ̟Yµ(iYµ , iX˜), iYµ) in I†1G(X˜ ; 0)p.
By the construction of (Z, g, iZ) ∈ Ob Im1 (X ;D)p, iZ factors into iW ◦ τ∗, where τ∗ : MZ → MW is an injective
homomorphism. Let τ be the induced morphism τ : W → Z. Then we see that h factors into ̟Z(iZ , iX˜) ◦ τ .
Since h is e´tale in codimension one, hence so is ̟Z(iZ , iX˜). Thus we conclude that (Z, g, iZ) ∈ Ob I†1G(X ;D)p
and consequently, I†1G(X ;D)p is cofilterd. As for second statement, take any (Y, f, iY ) ∈ Ob I†1(X ;D)p and let
{i(k)Y |k = 1, 2, . . . n} be all the pointings for (Y, f) ∈ Ob I†1(X ;D). Let L be the minimal subfield ofMX containing all
the subfields i
(1)
Y (MY ), . . . , i(1)Y (MY ). Since L is a finite Galois extension ofMX by its construction, we have an object
(Z, g, iZ) ∈ Ob Im1 G(X ;D)p dominating all the (Y, f, i(1)Y ), . . . , (Y, f, i(n)Y ) ∈ Ob I†1(X ;D)p, where g : Z → X is the
normalization of X in L. In the same way as in the previous argument, we conclude that (Z, g, iZ) ∈ Ob I†1G(X ;D)p.
Theorem 2.22. For any D ∈ DivQX, πˆloc1,X,p[D] is isomorphic to πD
∨
1,loc(Reg X)
∧ in the category of profinite groups,
where D∨ was defined as in Notation 2.10.
Proof. By Proposition 2.11 and Remark 2.12, we only have to show that I†1G(X ;D)p is cofinal in Int†G(X ;D)p (see
[11], Expose´ I, Proposition 8.1.3 or [2], Appendix, Corollary (2.5)). Choose any object (Y, f, iY ) ∈ Ob Int†G(X ;D)p
and let πY : Y˜ → Y be the canonical cover with respect to f∗D. We can choose a pointing iY˜ so that a triple
(Y˜ , f˜ , iY˜ ) becomes an object in Int
†(X ;D)p dominating (Y, f, iY ). From Remark 2.18, we deduce that (Y˜ , f˜ , iY˜ ) ∈
Ob I†1G(X ;D)p by its construction.
Remark 2.23. In particular, assume that D is integral, that is, D ∈ DivQX ∩Weil X . Then Theorem 2.22 says that
πˆloc1,X,p[D] is isomorphic to πˆ
loc
1 (Reg X) as a profinite group.
3. Universal index one covers
Let U be a Prill’s good neighbourhood with regard to Sing X and {Uλ}λ∈Λ its associated neighbourhood basis. Take
any (Y, f, iY ) ∈ Ob I†1(X ; 0)p and put (V −, f−, y) := P−1(Y, f, iY ) ∈ FT (U−), where P is a Prill functor. Let f : V →
U be the extended finite cover of f−. By Lemma 2.7, V is a Prill’s good neighbourhood with regard to f−1(Sing X)
with {Vλ}λ∈Λ being its associated neighbourhood basis. Thus we have π1(V −) = projlimq∈V;openπ1(V\f−1(Sing X)) =
projlimq∈V;openπ1(Reg V) = πloc1 (Reg Y ) since Reg V ∩ f−1(Sing X) is a closed analytic subspace of codimension at
least two in Reg V . (see, for example, [27], III, Corollary 2.). In particular, we see that (Y, f, iY ) ∈ Ob I†1(X ; 0)p is
an initial object of I†1(X ; 0)p if and only if πˆloc1 (Reg Y ) = {1}.
Definition 3.1. A strict index one Galois cover π† : X† → X with respect to D is called an algebraic universal index
one cover of a pair (X,D), or abbreviated, a universal index one cover with respect to D if πˆloc1 (Reg X
†) = {1}.
Remark 3.2. Singularity with trivial local algebraic fundamental group is quite restrictive one. For example,
πˆloc1 (RegX) = {1} implies DivQX ∩Weil X = Div X . Moreoever, if we assume, in addition, that (X, p) is ana-
lytically Q-factorial, then OX is factorial (see, for example, [4], Satz 1.4).
Proposition 3.3. There exists the universal index one cover of X with respect to D if and only if πˆloc1 (Reg X˜) is
finite.
Proof. Assume that πˆloc1 (Reg X˜) is finite and take a final object (X˜, π, iX˜) ∈ Ob I†1G(X ;D)p. By the assumption,
I†1(X˜; 0)p has an initial object (Y, f, iY ) ∈ Ob I†1G(X˜ ; 0)p such that πˆloc1 (Reg Y ) = {1}. We note that iY is also a
pointing for (Y, π ◦ f) ∈ Ob Im1 (X ;D) since we have iY ◦ f∗ ◦ π∗ = iX˜ ◦ π∗ = iX . Consider an object (Y, π ◦ f, iY ) ∈
Ob Im1 (X ;D)p. By the argument in Remark 2.18, (1), we see that π ◦ f is Galois. Since ̟Y (iY , iX˜) = f is e´tale in
codimension one, we conclude that (Y, π ◦ f, iY ) ∈ Ob I†1G(X ;D)p. Conversely, assume that there exists a pointed
universal index one cover (X†, π†, iX†) ∈ Ob I†1G(X ;D)p with respect toD. Then ΦiX˜ ((X†, π†, iX†)) ∈ Ob I†1G(X˜ ; 0)p
is an initial object of Ob I†1(X˜; 0)p, hence πˆloc1 (Reg X˜) is finite.
Definition 3.4 ([35]). Q-divisor ∆ is called a standard Q-boundary if multΓ∆ ∈ {(n − 1)/n|n ∈ N ∪ {∞}} for any
prime divisor Γ.
8 KOJI OHNO DEPARTMENT OF MATHEMATICS GRADUATE SCHOOL OF SCIENCE OSAKA UNIVERSITY
Remark 3.5. Assume that (X,∆) is purely log terminal, where ∆ is a standardQ-boundary. Then (X˜,∆X˜) is known
to be canonical, hence X˜ has only canonical singularity if we assume that ⌊∆⌋ = 0 or X˜ is Q-Gorenstein. Thus if
dim X ≤ 3, then πˆloc1 (Reg X˜) is finite by [33], Theorem 3.6.
Proposition 3.6 (c.f., [10], Expose´ IX, Remark 5.8). There exists the following exact sequence in the category of
profinite groups :
{1} −→ πˆloc1 (Reg X˜) −→ πˆloc1,X,p[D] −→ Gal (X˜/X) ≃ Z/rZ −→ {1}.(3.2)
Proof. Recall that we have a canonical embedding ΦiX˜ : I†1(X ;D)p → I†1(X˜ ; 0)p as in (2.1). Since we have the
exact sequence:
{1} −→ projlim(Y,f,iY )∈ObI†1G(X;D)pGal (Y/X˜) −→ πˆ
loc
1,X,p[D] −→ Gal (X˜/X) −→ {1},
we only have to show that I†1G(X ;D)p is cofinal in I†1G(X˜ ; 0)p via the functor ΦiX˜ . Choose any object (Y, f, iY ) ∈
Ob I†1G(X˜ ; 0)p. Then we see that (Y, π ◦ f, iY ) ∈ Ob Int†(X ;D)p since π−1(Reg X \ Supp B) ⊂ Reg X˜ and π ◦ f
is e´tale over Reg X \ Supp B. By Proposition 2.11, There exists an object (Z, g, iZ) ∈ Ob Int†G(X ;D)p dominating
the object (Y, π ◦ f, iY ). Since I†1G(X ;D)p is cofinal in Int†G(X ;D)p (see the proof of Theorem 2.22), (Z, g, iZ) is
dominated by some object in I†1G(X ;D)p. Thus we get the assertion.
Corollary 3.7. A pointed universal index one cover (X†, π†, iX†) ∈ Ob I†1G(X ;D)p is an initial object, or equiva-
lently, a limit of I†1(X ;D)p and vice versa. In particular, a universal index one cover with respect to D is unique up
to isomorphisms over X if it exists.
Proof. Let (X˜, π, iX˜) ∈ Ob I†1G(X ;D)p be a final object of I†1(X ;D)p. Since (X†, ̟X†(iX† , iX˜), iX†) ∈ Ob I†1(X˜ ; 0)p
is an initial object of I†1(X˜ ; 0)p, (X†, π†, iX†) ∈ Ob I†1G(X ;D)p is also an initial object of I†1(X ;D)p. On the
contrary, assume that there exists an initial object (X†′, π†′, iX†′) of I†1(X ;D)p. By Proposition2.21, we see that
(X†′, π†′, iX†′) ∈ Ob I†1G(X ;D)p. Since πˆloc1,X,p[D] is finite, πˆloc1 (Reg X˜) is also finite by Proposition 3.6. Therefore
there exists a pointed universal index one cover (X†, π†, iX†) ∈ Ob I†1G(X ;D)p by Proposition 3.3 which is also an
initial object of I†1(X ;D)p and hence isomorphic to (X†′, π†′, iX†′). Thus we conclude that πˆloc1 (Reg X†′) = {1}.
The following Lemma is an algebraic generalization of a Brieskorn’s lemma which we shall not use but will be useful
in the other context.
Lemma 3.8 (c.f., [4], Lemma 2.6). Let f : (X, p) → (Y, q) be a finite morphism between germs of normal complex
analytic spaces (X, p) and (Y, q). Then for any D ∈ DivQY , there exists a canonical homomorphism f∗ : πˆloc1,X,p[f∗D]→
πˆloc1,Y,q[D] which satisfies |πˆloc1,Y,q[D] : Im f∗| ≤ deg f . In particular, if πˆloc1,X,p[f∗D] is finite, so is πˆloc1,Y,q[D].
Proof. For a given pointing iY :MY →MY , we choose a pointing iX :MX →MX =MY such that iX ◦f∗ = iY .
Take any (Z, α, iZ) ∈ Ob I†1G(Y ;D)p. Let ν :W → Y be the normalization of Y in iX(MX)∨ iZ(MZ). We note that
there exist morphisms β : W → X and γ : W → Z such that α ◦ γ = f ◦ β = ν. Since β∗f∗D = γ∗α∗D ∈ Div W and
β : W → X is Galois (see, for example, [23], Theorem 3.6.3), we have (W,β, iW ) ∈ Ob Im1 G(X ; f∗D)p for a suitable
pointing iW . Let (X˜, πX , iX˜) ( resp. (Y˜ , πY , iY˜ ) ) be a final object of Im1 G(X ; f∗D)p ( resp. Im1 G(Y ;D)p ). Since
(X˜, f ◦ πX , iX˜) ∈ Ob Im1 (Y ;D)p, there exists a morphism ωX˜(iX˜ , iY˜ ) : (X˜, f ◦ πX , iX˜) → (Y˜ , πY , iY˜ ) in Im1 (Y ;D)p.
Let ν♮ : Y ♮ → Y be the normalization of Y in iZ(MZ) ∩ iX˜(MX˜). Since the induced finite morphism δ : Z → Y ♮ is
Galois, iZ(MZ) and iX˜(MX˜) are linearly disjoint over iY ♮(MY ♮), that is, iZ(MZ) ⊗iY ♮ (MY ♮ ) iX˜(MX˜) ≃ iW (MW )
(see, for example, [23], Exercise 4.2.3). Let η ∈ W be the generic point of a prime divisor on W and ξ ∈ Z
(resp. ξ˜ ∈ X˜, resp. ξ♮ ∈ Y ♮) be its image on Z (resp. X˜ , resp. Y ♮). Consider the canonical morphism κ :
iZ(OZ,ξ) ⊗i
Y ♮
(O
Y ♮,ξ♮
) iX˜(OX˜,ξ˜) → iW (OW,η) and put S := iY ♮(OY ♮) \ {0}. We note that since iZ(OZ,ξ) is flat over
iY ♮(OY ♮,ξ♮) by our construction, iZ(OZ,ξ)⊗iY ♮ (OY ♮,ξ♮) iX˜(OX˜,ξ˜) is a free iX˜(OX˜,ξ˜)-module, in particular, a torsion free
iY ♮(OY ♮,ξ♮)-module. Since S−1κ : S−1(iZ(OZ,ξ)⊗iY ♮ (OY ♮,ξ♮ ) iX˜(OX˜,ξ˜)) ≃ S−1(iZ(OZ,ξ))⊗iY ♮ (MY ♮ ) S−1(iX˜(OX˜,ξ˜))→
iW (MW ) is injective by the previous argument, so is κ, hence, in particular, Im κ is a normal subring of iW (OW,η)
whose total quotient ring coincides iW (MW ) which implies that Im κ = iW (MW ). Thus we conclude that κ is
an isomorphism and that iW (OW,η) is flat over iX˜(OX˜,ξ˜), which implies that (W,β, iW ) ∈ Ob I†1G(X ; f∗D)p. The
canonical inclusion Gal (W/X) ≃ Gal (iZ(MZ)/iZ(MZ) ∩ iX(MX)) → Gal (Z/Y ) induces a homomorphism f∗ :
πˆloc1,X,p[f
∗D] → πˆloc1,Y,q[D]. Since we have [Gal (Z/Y ) : Gal (W/X)] = [iZ(MZ) ∩ iX(MX) : iY (MY )] ≤ deg f , we get
the assertion (see also [3], §7.1, Corollaire 3).
4. Lefshetz type theorem for D-local algebraic fundamental groups
The aim of this section is to state and prove the Lefshetz type theorem for D-local algebraic fundamental groups.
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Lemma 4.1 (c.f., [15], Corollary 10.8). Take any D ∈ DivQX ∩Weil X and let π : X˜ → X be the canonical cover
with respect to D. Assume that there exists a normal prime divisor Γ passing through p ∈ X such that the following
three conditions hold.
(1) Γ˜ := π−1Γ is normal,
(2) Γ does not contained in Supp D,
(3) there exists an analytic closed subset Σ ⊂ X with codimXΣ ≥ 2 and codimΓ(Σ ∩ Γ) ≥ 2 such that D|U is
Cartier and DΓ := j
∗
ΓD ∈ Div Γ, where U := X \ Σ and jΓ : Γ0 := Γ \Σ→ Γ is the natural embedding.
Then D ∈ Div X.
Proof. Consider the exact sequence:
0 −→ OX˜(π∗D − Γ˜) −→ OX˜(π∗D) −→ OΓ˜(π∗D) −→ 0.
Note thatOΓ˜(π∗D) and π∗OΓ(DΓ) are both invertible and coincide on Γ˜\π−1(Σ), hence we haveOΓ˜(π∗D) = π∗OΓ(DΓ)
by the normality of Γ˜. Since πG∗ := Γ
G
X ◦ π∗ is an exact functor, where G := Gal (X˜/X), the above exact sequence
induces a surjective map
α : OX(D) = πG∗ OX˜(π∗D)→ πG∗ OΓ˜(π∗D) = OΓ(DΓ)⊗ (π|Γ˜)G∗ OΓ˜ = OΓ(DΓ).
Take ϕΓ ∈ MΓ such that div ϕΓ = −D|Γ. By the above argument, we have ϕ ∈ MX such that α(ϕ) = ϕΓ. Since
(D + div ϕ)|Γ = DΓ + div ϕΓ = 0 and D + div ϕ is Q-Cartier, we deduce that Γ ∩ Supp (D + div ϕ) = ∅, that is,
D + div ϕ = 0, hence D ∈ Div X .
Lemma 4.2 (c.f., [28], Lemma 1.12, [30]). Let X be a normal complex analytic space embedded in some domain in Cn.
Consider the hypersurfaces Hτ on C
n parametrized by τ ∈ P n which is defined by a linear equation τ0+
∑n
i=1 τizi = 0,
where z1, . . . , zn is a complete coordinate system of C
n. Then there exist a non-empty open subset U ⊂ P n and a
countable union Z of closed analytic subsets of U such that for any τ ∈ U \Z, Hτ ∩X is a normal hypersurface on X.
Proof. Take an analytic open subset U ⊂ P n such that for any τ ∈ U , H¯τ := Hτ ∩X is non empty and Hτ does not
contain X . Since the base point free linear system {H¯τ}τ∈U on X induces a base point free linear system on Reg X , we
have Sing H¯τ ⊂ Sing X and codim H¯τSing H¯τ ≥ 2 for any τ ∈ U \Z, where Z is a countable union of closed analytic
subsets of U by Bertini’s theorem. Moreover, we may assume that for k = 1, . . . , d−2, H¯τ does not contain any maximal
dimensional components of (Sing X)∩Sk+1(OX), where d := dimX and Sk(OX) is a closed analytic set consisting of
points at which the profoundity of OX does not exceed k. Since we have (Sing H¯τ )∩Sk(OH¯τ ) ⊂ (Sing X)∩Sk+1(OX),
we see that dim(Sing H¯τ )∩Sk(OH¯τ ) ≤ k− 2 for any k, hence H¯τ is normal for any τ ∈ U \Z by [6], 2.27, Theorem.
Remark 4.3. Let X be a normal Stein space. For Q-divisor ∆ on X , let MultX(∆) ⊂ Q denote the subset consisting
of all the multiplicities of ∆ at prime divisors on X . We note that for general normal hyperplanes H¯τ , we have
MultH¯τ (DiffH¯τ (∆)) ⊂ MultX(∆).
To state the Lefshetz type theorem, we need to fix some sort of general conditions. We shall consider the following
conditions assuming dimX ≥ 2.
(M1) ∆ is a standard Q-boundary.
(M2) (X,∆) is divisorially log terminal.
(M2)∗ (M2)α (X,∆) is divisorially log terminal and {∆} = 0 or (M2)β (X,∆) is purely log terminal.
(M3) There exists an irreducible component Γ of ⌊∆⌋ passing through p ∈ X such that KX + Γ is Q-Cartier.
Remark 4.4. (M2)∗ is a slightly stronger condition than (M2).
Proposition 4.5. Assume the conditions (M1), (M2) and (M3). Then
indp(KX +∆) = indp(KΓ +DiffΓ(∆− Γ)).
Proof. Put rΓ := indp(KΓ+DiffΓ(∆−Γ)). Firstly, we note that (X,Γ) is purely log terminal and that Γ∩Supp (∆−Γ)
is purely one codimensional in Γ since ∆−Γ isQ-Cartier by the conditions (M2) and (M3). We show that rΓ(KX+∆)
is an integral divisor on X and is Cartier at general points of any prime divisors on Γ. By taking general hyperplane
sections, we only have to check that if dimX = 2, then rΓ(KX+∆) is Cartier. This can be checked by the classification
of log canonical singularities with a standard Q-boundary due to S. Nakamura (see, §3.1 or [17], Theorem 3.1), but we
can also argue in this way as follows. We note that p ∈ X is a cyclic quotient singular point with the order, say, n by
the condition (M2). If Γ∩ (⌊∆⌋−Γ) 6= ∅, then X is smooth, hence this case is trivial. Assume that Γ∩ (⌊∆⌋−Γ) = ∅.
Since we can see that (X,∆) is purely log terminal in this case from the condition (M2), we can write ∆ = Γ + dΞ
for a prime divisor Ξ such that (Γ,Ξ)p = 1 and for some d = (l − 1)/l, where l is a natural number and we have
multpDiffΓ(∆ − Γ) = (nl − 1)/(nl), as in [35], Lemma 2.25, which implies rΓ(KX +∆) ∈ Div X . Going back to the
general case, we see that D := KX +∆ ∈ DivQX and Γ satisfies the conditions in Lemma 4.1 using [34], Corollary
2.2 and Lemma 3.6, hence we conclude that rΓ(KX +∆) ∈ Div X .
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Remark 4.6. We note that DiffΓ(∆−Γ) is also a standard Q-boundary, since DiffΓ˜((∆−Γ)X˜) is a Q-boundary (see
[34], (2.4.1)).
Example 4.7. LetX be the germ ofC2 at the origin and put Γ := div z and ∆ := div z+(1/n)div w+(1/n)div (z+w),
where (z, w) is a system of coordinates and n ∈N . Then we have ind0(KX +∆) = n while ind0(KΓ+DiffΓ(∆−Γ)) =
n/2 (resp. n) if n is even (resp. if n is odd), which explains why we need the assumptions in Proposition 4.5.
A directed set (Λ,≥) naturally forms a cofilterd projective system assuming that for λ, µ ∈ Λ, Card HomΛ(λ, µ) = 1
if and only if λ ≥ µ. We call this projective system Λ a cofilterd index projective system. Let us recall the following
basic result (see, for example, [29]).
Lemma 4.8. Let φ : Λ′ → Λ be a covariant functor between cofilterd index projective systems and G : Λ →
(Top. groups), H : Λ′ → (Top. groups) be two covariant functors to the category of topological groups. Assume
that the following three conditions (a), (b) and (c) hold.
(a) Gλ := G(λ) and Hλ′ := H(λ
′) are compact for any λ ∈ Ob Λ and λ′ ∈ Ob Λ′.
(b) G(λ→ µ) and H(λ′ → µ′) are all surjective.
(c) There exists a natural transformation Ψ : G ◦ φ → H such that Ψ(λ′) : Gφ(λ′) → Hλ′ are surjective for any
λ′ ∈ Ob Λ′.
Then there exists a canonical surjective morphism in (Top. groups) :
ψ : projlim λ∈ObΛGλ → projlim λ′∈ObΛ′Hλ′ .
Let ∆ be a Q-divisor on X such that KX +∆ is Q-Cartier. In what follows, we put
I†(m)1 (G)(X,∆)(p) := I†(m)1 (G)(X ;KX +∆)(p)
and
πˆloc1,X,p < ∆ >:= πˆ
loc
1,X,p[KX +∆].
Theorem 4.9. Assume the conditions (M1), (M2)∗ and (M3). Then there exists a canonical continuous surjective
homomorphism
ψΓ : πˆ
loc
1,Γ,p < DiffΓ(∆− Γ) >→ πˆloc1,X,p < ∆ > .
Proof. For any (Y, f) ∈ Ob Im1 (X,∆), Γ and ΓY are normal by [34], Lemma 3.6 and Corollary 2.2, hence they
are irreducible since f−1(p) consists of just one point. A canonical inclusion OΓ → injlim(Y,f,iY )∈ObIm1 (X,∆)pOΓY
extends to an inclusion iΓ : OΓ → MΓ and we fix this iΓ. Then we have a canonical functor φ(p)Γ : Im1 (X,∆)(p) →
Im1 (Γ,DiffΓ(∆ − Γ))(p) such that φ((Y, f)) = (ΓY , fΓ), where fΓ := f |ΓY . Take any (Y, f) ∈ Ob I†1(X,∆). We shall
show that (ΓY , fΓ) ∈ Ob I†1(Γ,DiffΓ(∆ − Γ)). Let X˜ → X be the canonical cover with respect to KX + ∆. Note
that ΓX˜ is also normal and πΓ := π|ΓY : Γ˜ := ΓX˜ → Γ is the canonical cover with respect to KΓ + DiffΓ(∆ − Γ)
by Proposition 4.5. Take any pointings iΓ˜ and iΓY for (Γ˜, πΓ) and (ΓY , fΓ) ∈ Ob Im1 (Γ,DiffΓ(∆− Γ)). We note also
that ̟ΓY (iΓY , iΓ˜) = ̟Y (iY , iX˜)|ΓY for some pointings iY and iX˜ of (Y, f) and (X˜, π) ∈ Ob I†1(X,∆). (ΓY , fΓ) ∈
Ob I†1(Γ,DiffΓ(∆−Γ)). By the covering theorem in [37], (X˜, ∆˜) is divisorially log terminal of index one, which implies
that X˜ is smooth in codimension two, hence, in particular, we have codimΓ˜(Sing X˜ ∩ Γ˜) ≥ 2. Since ̟Y (iY , iX˜) is
e´tale over Reg X˜, we conclude that ̟ΓY (iΓY , iΓ˜) is e´tale in codimension one and (ΓY , fΓ) ∈ Ob I†1(Γ,DiffΓ(∆ − Γ)).
In other words, φ(p) induces a functor φ
(p)
Γ : I†1(G)(X,∆)(p) → I†1(G)(Γ,DiffΓ(∆ − Γ))(p), where we used the same
notation φ(p). Consider the two functors
GX : I†1G(X,∆)p → (Top. groups) and GΓ : I†1G(Γ,DiffΓ(∆− Γ))p → (Top. groups)
such that GX((Y, f, iY )) = Gal (Y/X) and GΓ((Γ
′, g, iΓ′)) = Gal (Γ
′/Γ). Since f is e´tale over a general points of Γ
for any (Y, f) ∈ Ob I†1G(X,∆), there exists a natural equivalence ΨΓ : GΓ ◦ φp → GX , which induces the desired
surjection ψΓ : πˆ
loc
1,Γ,p < DiffΓ(∆− Γ) >→ πˆloc1,X,p < ∆ > by Lemma 4.8.
Remark 4.10. Assume the conditions (M1), (M2)α and (M3). Then, combined with Remark2.23, Theorem 4.9
says that there exists a surjection ψΓ : πˆ
loc
1,Γ,p < DiffΓ(∆ − Γ) >→ πˆloc1 (Reg X). For example, if dimX = 4, πˆloc1,Γ,p <
DiffΓ(∆− Γ) > is finite under the assumptions as explained in Remark 3.5, hence so is πˆloc1 (Reg X).
Corollary 4.11. Let notation and assumptions be as in Theorem 4.9. Assume that the universal index one cover of Γ
with respect to KΓ+DiffΓ(∆−Γ) exists. Then there exists the universal index one cover of X with respect to KX +∆.
Moreover, there exists the following exact sequence :
{1} −→ πˆloc1 (Reg ΓX†) −→ πˆloc1,Γ,p < DiffΓ(∆− Γ) >−→ πˆloc1,X,p < ∆ >−→ {1},(4.3)
where π† : X† → X is the universal index one cover of X with respect to KX +∆.
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Proof. The first assertion follows from Proposition 3.3 and Proposition 3.6. As for the last statement, let π†Γ :
Γ† → Γ be the universal index one cover of Γ with respect to KΓ + DiffΓ(∆ − Γ). Then the induced morphism
τ†Γ : Γ
† → ΓX† is the universal index one cover of ΓX† since τ†Γ is e´tale in codimension one, which implies that
Gal (Γ†/ΓX†) ≃ πˆloc1 (Reg ΓX†), hence we obtain the desired exact sequence.
Remark 4.12. Let notation be as above. Assume that (X, p) is a three dimensional Q-Gorenstein singularity and
that (X,Γ) is purely log terminal with Sing X ⊂ Γ. Then we see that (X˜, p˜) has only terminal singularities and that
(X†, p†) is an isolated compound Du Val singularity (see, [20], Theorem 5.2). We also note that Γ† is smooth and
that ΓX† ∈ | −KX† | is a Du Val element. Moreover, the above exact sequence (4.3) reduces to the following exact
sequence:
{1} −→ πˆloc1 (Reg ΓX†) −→ πˆloc1,Γ,p < DiffΓ(0) >−→ πˆloc1 (Reg X) −→ {1},(4.4)
which enables us to calculate the algebraic local fundamental group of (X, p), since πˆloc1 (Reg ΓX†) and πˆ
loc
1,Γ,p <
DiffΓ(0) > have faithful representations to the special unitary group SU(2,C) and the unitary group U(2,C) respec-
tively, both of which are classified. It is important to determine the pair (X†, πˆloc1 (Reg X)) which will lead us to the
classification 3-dimensional purely log terminal singularities.
Example 4.13. Let notation and assumptions be as in Remark 4.12. Assume that (Γ, p) ≃ (C2, 0) and DiffΓ(0) =
(1/2)div(z2+wn) (n ≥ 2), where (z, w) is a system of coordinate of Γ. Moreover, assume that (X˜, p˜) has only quotient
terminal singularity. Then we can deduce that n = 2 by using our theory in such a way as follows. It can be easily
checked that (X†, p†) and (Γ†, p†) are both smooth and that πˆloc1,Γ,p < DiffΓ(0) >≃ πˆloc1 (Reg X) ≃ G, where G is the
dihedral group of the order 2n (see also [24]). Let G =< a, b; an = 1, b2 = 1, b−1ab = a−1 > be a presentation of G
and ρΓ : G→ U(2,C) be a corresponding representation with respect to (Γ,DiffΓ(0)) defined as follows.
ρΓ(a) =
(
e2πi/n 0
0 e−2πi/n
)
, ρΓ(b) =
(
0 1
1 0
)
.
Let ρX : G → U(3,C) be a corresponding faithful representation with respect to (X, p). Since Γ† ⊂ X† is invariant
under the action of G through ρX , ρX is equivalent to ρΓ ⊕ χ for some character χ : G → C×. Let K be the kernel
of the character G → Aut OX†(KX† + Γ†)/mp†OX†(KX† + Γ†) induced by ρX . Then we see that K = Ker det ρΓ.
Since we have det ρΓ(a) = 1 and det ρΓ(b) = −1, we have < a >⊂ K and b /∈ K. Noting that we have 2 = [G :<
a >] = [G : K][K :< a >], we obtain K =< a >. We also note that we have ord χ(a) = n since p˜ ∈ X˜ ≃ C3/K is
isolated. On the other hand, since we have χ(b−1ab) = χ(a−1), we get χ(a)2 = 1. Thus we conclude that n = 2. This
result will be used in [26].
The results in this paper, especially Theorem 4.9, are heavily dependent on the results such as Hironaka’s resolution
theorem and Kawamata-Viehweg’s vanishing theorem and so on which are valid only in the case of characteristic zero.
Problem 4.14. Construct our theory in the positive characteristic case.
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