We report some recent results and raise some open questions concerning Gromov-Hausdorff, variational and spectral convergence of finite networks endowed with the resistance metrics and measures, and also Royden's compactification of infinite networks. (2000): 53C21, 58D17, 58J50.
Metric Graphs, Subspaces and Energy Forms
We are given a finite graph ðV; EÞ with the sets of verticies V and edges E and a positive function r on E. Loops and multiple edges are admitted. Then by regarding edges e as curves of length rðeÞ and gluing them at the verticies, we obtain a compact metric graph, that is, a compact Riemannian polyhedron G of dimension one. We suppose that G is connected unless otherwise are stated. We denote by d L 2 ð½0; rðeÞÞ. Then a canonical energy form E G on D½E G is given by The number R G ðx; yÞ is called the effective resistance between the points x and y of G.
The form E G has the following properties.
(i) E G is symmetric and positive semi-definite, and E G ðu; uÞ ¼ 0 if and only if u is constant.
(ii) The form E G ðu; vÞ þ uðoÞvðoÞ on D½E G , where o is a fixed point of G, is closed in the sense that it provides a complete inner product on D½E G .
(iii) For a sequence of functions u n in D½E G whose energies E G ðu n ; u n Þ are uniformly bounded, if u n uniformly converges to a function u in CðGÞ as n ! 1, then we have E G ðu; vÞ ¼ lim n!1 E G ðu n ; vÞ for all v 2 D½E G . As a result, the energy form E G is lower semi-continuous on CðGÞ, that is, for a sequence of functions u n 2 CðGÞ which uniformly converges to a function u 2 CðGÞ, we have E G ðu; uÞ lim inf n!1 E G ðu n ; u n Þ ð þ1Þ:
(iv) A function u 2 D½E G satisfies juðxÞ À uðyÞj 
(v) E G satisfies the Markov property, that is, for u 2 D½E G , u :¼ minfmaxf0; ug; 1g 2 D½E G and E G ðu; uÞ E G ðu; uÞ:
(vi) The embedding of ðD½E G ; ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi E G þ 2 o p Þ into CðXÞ is compact, that is, for a sequence of functions in D½E G which are uniformly bounded and whose energies are also uniformly bounded, there exists a subsequence that converges uniformly to a continuous function.
(vii) The form E G is strong local, i.e., for u; v 2 D½E G , E G ðu; vÞ ¼ 0 if u is constant on the support of v. Now we are given a closed subset K of G. For any u 2 CðKÞ, let A u ¼ fv 2 D½E G j v ¼ u on Kg and also F K ¼ fu 2 CðKÞ j A u 6 ¼ ;g. Then in view of the properties (iii) and (iv), we see that for any u 2 F K , there exists uniquely a minimizer H K;u on A u , which is characterized as a function h 2 A u that satisfies E G ðh; vÞ ¼ 0 for all v 2 D½E G vanishing on K. Define a form E Then R Ã K is nothing but the restriction of the effective resistance R G of G to the set K, i.e., R 2. Green Functions, Effective Resistance, and Laplace Operators 2.1 Let G be a compact connected metric graph corresponding to a finite network ðV; E; rÞ. For points a; x 2 G, in view of (1) In fact, we can show the following result, which will be verified after Theorem 2.2. for all x; y; z 2 G.
Since g z ðx; yÞ ! 0 by the maximum principle, the first identity implies that R G : G Â G ! R satisfies the triangle inequality and hence we have the following Corollary 2.2. The effective resistance R G is a metric on G, called the resistance metric of G, which induces the same topology as the Riemannian distance.
Remarks (i) Let G and ðV; E; rÞ be as above. Then the resistance metric of G coincides with its Riemannian distance if and only if G is simply connected. Let ðV 0 ; E 0 Þ be a subnetwork of ðV; EÞ, i.e., a pair of sets V 0 & V and E 0 & E such that x; y 2 V 0 if fx; yg 2 E 0 . Let G 0 be the metric graph associated with the subnetwork ðV 0 ; E 0 ; r jE 0 Þ and assume that G 0 is connected. Then we have R G ðx; yÞ R G 0 ðx; yÞ; x; y 2 G 0 :
This is known as Rayleigh's monotonicity principle.
(ii) The identities in Theorem 2.1 are presented for finite networks in [27] .
2.2
Let be a Radon measure on G with support K and consider the Laplace operator L associated with the closed form
vÞ is continuous with respect to the norm of L 2 ðK; Þ, and for any u 2 D½L , L u is the unique function (in the closure of D½E Then by the definition of the Green functions, we have
ðx; yÞL uðyÞ dðyÞ; u 2 D½L ; x 2 K;
and hence Now by taking a Radon measure such that supp ¼ G and using (2), we can derive the first identity of Theorem 2.1, from which the remaining one follows. Let g Ã ðx; yÞ :¼ g ðx; yÞ À C ; x; y 2 K;
and
where C is a positive constant given by
Then G turns out to be the Green operator of L , that is, it satisfies
where we put
Let N ¼ #K þ1 and i ði ¼ 0; 1; . . . ; N À 1Þ the i-th eigenvalue of L , where 0 ¼ 0. We take a complete orthonormal system of eigenfunctions i with eigenvalue i in L 2 ðK; Þ. 
In particular, one has Z
From the last identity of the corollary, it is easy to see that
where DðK; R G Þ ¼ supfR G ðx; yÞ j x; y 2 Kg.
2.3
Now we consider the case where a closed subset K of a compact metric graph G consists of a finite number of points fx 1 ; . . . ; x N g ðN < þ1Þ. We define N functions u i ði ¼ 1; . . . ; NÞ on K by
that is, defining ðN À 1Þ Â ðN À 1Þ matrices C k and G k respectively by C k ¼ ðc ij Þ and G k ¼ ðg x k ðx i ; x j ÞÞ, where
where I NÀ1 stands for the unit matrix. By (4), we get
x j ÞÞ and P N j¼1 c i j ¼ 0, we thus obtain the following:
When K is the set of all vertecies V, c i j ¼ À1=rði; jÞ ði 6 ¼ jÞ, and hence the identity reads 1 2
This is a classical result due to R. M. Foster (cf. [7, 27] ). Now taking a canonical measure on K defined by c ¼ P N i¼1 x i and using the identities of Corollary 2.4, we have the following Corollary 2.5. Under the conditions as above, one has
Remark The second inequality in this corollary is proved in [2] .
2.4
Let V be a finite set, V ¼ fx 1 ; . . . ; x N g, and consider a nonnegative quadratic form E on the space 'ðVÞ of functions on V such that Eðu; uÞ ¼ 0 if and only if u is constant. Let R E ðx; yÞ ¼ maxfjuðxÞ À uðyÞj 2 =Eðu; uÞ j u 2 'ðVÞ; Eðu; uÞ > 0g ðx; y 2 VÞ. Then the arguments and the results as in the previous subsections 2.1 through 2.3 are valid, except the nonnegativity of the Green functions g z ðx; yÞ of E; this relies on the maximum principle under the Markov property. In fact, if we assume that the form satisfies the Markov property, then we see that c ij ¼ Eðu i ; u j Þ 0 for all i; j ¼ 1; . . . ; N with i 6 ¼ j, where fu 1 ; . . . ; u N g is a canonical basis of 'ðVÞ described in subsection 2.3. In this case, by letting E ¼ ffx; yg & V j c ij < 0g and rði; jÞ ¼ À1=c i j , we obtain a network ðV; E; rÞ. In particular, Theorem 2.1 holds true without the Markov property, and hence we have the following Theorem 2.6. Let V be a finite set. Let E ð ¼ 1; 2Þ be nonnegative quadratic forms on 'ðVÞ such that E ðu; uÞ ¼ 0 if and only if u is constant. Then
Given a subset K of V, we denote as before by E Ã K a form on 'ðKÞ defined by E Ã K ðu; uÞ ¼ inffEðv; vÞ j v 2 'ðVÞ; v jK ¼ ug. Then we have R E Ã K ðx; yÞ ¼ R E ðx; yÞ for all x; y 2 K. As a result of Theorem 2.6, we have the following Corollary 2.7. Let K be a subset of a finite set V. Let E and F be respectively quadratic forms on 'ðVÞ and 'ðKÞ as above. Then F ¼ E Ã K if and only if R F ðx; yÞ ¼ R E ðx; yÞ for all x; y 2 K. Theorem 2.6 and Corollary 2.7 are respectively proved in [20] , Theorem 2.1.12 and Corollary 2.1.13, under the condition of the Markov property, and they affermatively answer an question raised there.
2.5
In this part, we recall some definitions and results on resistance forms and resistance metrics from [20] , Chap. 2.
Let X be a set and ðE; D½EÞ a pair of a linear subspace D½E of the space 'ðXÞ of all functions on X and a nonnegative quadratic form E on D½E. We call such a pair ðE; D½EÞ a resistance form on X if it satisfies the following conditions (RF-i) through (RF-v):
(RF-i) Eðu; uÞ ¼ 0 if and only if u is constant on X.
(RF-ii) Let $ be an equivalence relation on D½E defined by u $ v if and only if u À v is constant on X. Then ðD½E= $; EÞ is a Hilbert space.
(RF-iii) For any finite subset V of X and for any u 2 'ðVÞ, there exists v 2 D½E such that vj V ¼ u.
(RF-iv) For any x; y 2 X, supfjuðxÞ À uðyÞj 2 =Eðu; uÞ j u 2 D½E; Eðu; uÞ > 0g is finite. The supremum is denoted by R E ðx; yÞ, which will be called the effective resistance between the points x and y.
(RF-v) If u 2 D½E, then " u u 2 D½E and Eð " u u; " u uÞ Eðu; uÞ, where " u u is defined by " u uðxÞ ¼ 1 if uðxÞ ! 1, " u uðxÞ ¼ uðxÞ if 0 < uðxÞ < 1, and " u uðxÞ ¼ 0 if uðxÞ 0. We use RF ðXÞ to denote the collection of resistance forms on X. Given ðE; D½EÞ 2 RF ðXÞ and a finite subset V of X, let
This implies that if ðE; D½EÞ 2 RF ðXÞ, then R E induces a metric on X, called the resistance metric associated with the resistance form E on X. Obviously ffiffiffiffiffi ffi R E p is also a distance on X; indeed, so is it without the Markov property (RF-v), if we assume instead of property (RF-iii) that R E ðx; yÞ > 0 for all x; y 2 X with x 6 ¼ y.
A function R : X Â X ! ½0; þ1Þ is by definition a resistance metric on X if, for any finite subset V & X, there exists a resistance form E V on 'ðVÞ such that Rðx; yÞ ¼ R E V ðx; yÞ for all x; y 2 V, where R E V is the effective resistance with respect to the form E V . The collection of resistance metrics on X is denoted by RMðXÞ. Each ðE; D½EÞ 2 RF ðXÞ is associated with R E 2 RMðXÞ. This correspondence is in fact bijective.
We note that, when ðX; ffiffiffiffiffi ffi R E p Þ is separable, E can be thought to be a limit of finite dimensional forms; in fact, given an increasing sequence fV m g of finite subsets of X such that [ m V m is dense in X, a function u on X belongs to D½E if and
is the induced form on 'ðV m Þ as above.
Given ðE; D½EÞ 2 RF ðXÞ, if " X X is the completion of X with respect to the resistance metric, then any u 2 D½E is naturally extended to a continuous function on " X X. Using this extention, E is regarded as the collection of functions on " X X. Then ðE; D½EÞ is a resistance form on " X X and the resistance metric associated with ðE; D½EÞ on " X X is the natural extension of the resistance metric associated with ðE; D½EÞ on X.
2.6
Before proceeding to the next section, we consider a wider class of quadratic forms for our purpose. Let ðE; D½EÞ be a nonnegative quadratic form on a set X and
Eðu; uÞ j u 2 D½E; Eðu; uÞ > 0
We suppose that 0 < R E ðx; yÞ < þ1 for all x; y 2 X with x 6 ¼ y. Then ffiffiffiffiffi ffi R E p induces a distance on X, and the domain D½E is a subspace of CðX; ffiffiffiffiffi ffi R E p Þ. Moreover we suppose that for a point o 2 X, a quadratic form defined by Eðu; vÞ þ uðoÞvðoÞ provides a complete inner product on D½E, that is, ðD½E; E þ 2 o Þ is a Hilbert space (this holds for any o 2 X because of the assumption above). Now we suppose that the metric space ðX; ffiffiffiffiffi ffi R E p Þ is separable. Then we are able to verify the following assertions: (i) When the form E is regarded as a functional on the space of continuous functions CðXÞ on X ¼ ðX;
ffiffiffiffiffi ffi R E p Þ by letting EðuÞ ¼ Eðu; uÞ if u 2 D½E and EðuÞ ¼ þ1 otherwise, the functional E : CðXÞ ! ½0; þ1 is lower semicontinuous with respect to the uniform topology of CðX;
Þ is a quadratic form on CðKÞ with the same properties as E on X. In fact, there exists a unique minimizer H K;u and the correspondence u 2 D½E Ã K ! H K;u 2 D½E is linear and injective. The minimizer is characterized as a function h 2 D½E which coincides with u on K and satisfies Eðh; vÞ ¼ 0 for all v 2 D½E vanishing on K. In addition, we see that 
1 is a subalgebra of CðKÞ containing the unit elememt 1 and separating points of K;thus in this case, ðE; D½EÞ is a resistance form on X.
(iv) Let be a -finite Borel measure on X and K the support of . Let H be the Example Let V be a set of N points, V ¼ fx 1 ; . . . ; x N g, and We observe that if, for any pair of points x; y 2 V, there exists an e i , 1 i k, such that e i ðxÞ 6 ¼ e i ðyÞ, that is, fe 1 ; . . . ; e k g separates the points of V, then ffiffiffiffiffi ffi R E p is a distance on V. We also note that given a sequence of positive numbers " n tending to 0 as n ! 1, a sequence of the forms E n defined by E n ðu; uÞ
converges to ðE; D½EÞ as n ! 1. Consider the case where
Then the Green functions of E are all nonnegative if and only if À2 < < À1=2; in this case, R E satisfies the triangle inequality. 
and the image f ðXÞ of f is an "-net in Y, i.e., d Y ðy; f ðXÞÞ < " for every y 2 Y. By definition, a sequence of compact metric spaces fX n g converges to a compact metric space X in the Gromov-Hausdorff sense if there exist " n -Hausdorff approximations f n : X n ! X with lim n!1 " n ¼ 0.
We remark that every compact length space can be obtained as a Gromov-Hausdorff limit of compact metric graphs endowed with their Riemannian distances (cf. [1] , Proposition 7.5.5).
A pointed metric space is a pair ðX; pÞ of a metric space X and a point p 2 X. A sequence fðX n ; p n Þg of pointed metric spaces converges to a pointed metric space ðX; pÞ in the Gromov-Hausdorff sense if the following holds. For every r > 0 and " > 0, there exists a positive integer n 0 such that for any n > n 0 , there is a map f from the ball B r ðp n Þ around p n with radius r in X n to X satisfying the following properties:
(iii) the "-neighborhood of the set f ðB r ðp n ÞÞ contains the ball B rÀ" ðpÞ centered at p of radius r À ". Now let us consider a set of finite networks.
Lemma 3.1. Let fÀ n ¼ ðV; E n ; r n Þg be a sequence of finite networks of the same set of verticies V. Then the resistance metric R n of À n converges to a metric R on V as n ! 1, that is, lim n!1 R n ðx; yÞ ¼ Rðx; yÞ for all x; y 2 V, if and only if the resistance form E n of À n converges to a resistance form E on 'ðVÞ as n ! 1 in the sense that (i) for any sequence of functions u n on V converging to a function u on V, we have Eðu; uÞ lim inf n!1 E n ðu n ; u n Þ ð þ1Þ;
(ii) for every function u on V, there exists a sequence of functions u n converging to the function u such that lim sup n!1 E n ðu n ; u n Þ Eðu; uÞ ð5 þ1Þ:
Now using this lemma, we can show the following Theorem 3.2. Let fðV n ; E n ; r n ; R n Þg be a sequence of finite networks with the resistance metrics R n and p n a point of V n . Suppose that a sequence of pointed metric spaces ðV n ; p n ; R n Þ converges to a pointed metric space ðX; p; RÞ in the Gromov-Hausdorff sense. Then the distance R is the resistance metric on X associated with a resistance form ðE; D½EÞ on X. Moreover for any finite subset V & X, let fW n g be a sequence of finite subsets W n of V n such that #W n ¼ #V, W n & B r ðp n Þ for large r and the image of W n by approximating maps f n : B r ðp n Þ ! X converges to V as n ! 1. Then the induced form E Ã W n on 'ðW n Þ converges to the induced form E Ã V on 'ðVÞ in the same way as in Lemma 3.1. Example Let À ¼ ðV; E; rÞ be a locally finite, connected infinite network and R À the resistance metric on V. Let us consider an increasing sequence of finite subsets V n which exhausts V, that is, V ¼ S n V n , and the subnetworks À n ¼ ðV n ; E n ; r n Þ. Fix a point p 2 V. Then in view of Rayleigh's monotonicity principle, a sequence of pointed metric spaces ðV n ; p; R À n Þ with the resistance metrics R À n converges to ðV; p; R À Þ in the Gromov-Hausdorff sense as n ! 1.
3.2
We are given a compact, separable, Hausdorff space Y and a sequence of such spaces X n , and also a sequence of maps f n : X n ! Y. We say that a sequence of functions u n 2 CðX n Þ uniformly converges to a function u 2 CðYÞ (via f
n Þ respectively. We say that F n À-converges to F if the following conditions are satisfied: (i) if a sequence of functions u n 2 CðX n Þ uniformly converges to a function u 2 CðYÞ, then we have F ðuÞ lim inf n!1 F n ðu n Þ ð þ1Þ;
(ii) for any u 2 CðYÞ, there exists a sequence of functions u n 2 CðX n Þ such that u n uniformly converges to u and lim sup n!1 F n ðu n Þ F ðuÞ ð þ1Þ:
The following is a basic fact on this variational convergence.
to which F m À-converges as m ! 1. Ã Let F n : CðX n Þ ! ½0; þ1 and F : CðYÞ ! ½0; þ1 be as in Theorem 3.3. If F n is induced from a quadratic form E n on a subspace D½E of CðX n Þ, that is, F ðuÞ ¼ Eðu; uÞ for u 2 D½E and F ðuÞ ¼ þ1 for u 2 CðX n Þ n D½E, then the À-limit F : CðYÞ ! ½0; 1Þ is also induced from a quadratic form E on a subspace D½E of CðYÞ. For the functional induced from a quadratic frm E : D½E Â D½E ! R, we do not distinguish between the functional and the form E. If all F n satisfy the property that F n ð " u uÞ F ðuÞ, u 2 CðX n Þ, then so does the À-limit F , where for a continuous function u 2 CðX n Þ, we set " u u ¼ maxf0; minfu; 1gg.
3.3
Now we state some results. Let fðX n ; R n Þg be a sequence of compact metric spaces of resistance forms E n . We assume that the following conditions are satisfied: (i) There exist a compact, separable Hausdorff space Y, a sequence of maps f n : X n ! Y and also a sequence of maps h n : Y ! X n such that f n h n uniformly converges to the identity map of Y as n ! 1.
(ii) The functional E n À-converges (via f n ) to a functional E : CðYÞ ! ½0; þ1 as n ! 1.
(iii) For any sequence of functions u n 2 D½E n such that sup n max X n ju n j < þ1 and sup n E n ðu n ; u n Þ < þ1, there exists a subsequence fu m g which uniformly converges to a function u 2 CðYÞ as m ! 1.
Under these conditions, our main result is stated in Moreover for each and large n, the inverse image of Y by f n , X n; ¼ f À1 n ðY Þ, is open and closed in X n and one has lim n!1 supfjR n ðx; yÞ À R E ð f n ðxÞ; f n ðyÞÞj j x; y 2 X n; g ¼ 0;
lim n!1 sup y2Y R E ð f n ðX n; Þ; yÞ ¼ 0: Moreover a sequence of the compact metric spaces ðX n; ; R n Þ converges to ðY Ã ; R Þ as n ! 1 in the GromovHausdorff sense via the approximating maps f n : X n; ! Y Ã , and the form E Ã X n; on CðX n; Þ À-converges to E as n ! 1.
We remark that the compactness condition (iii) as above is indispensable in Theorem 3.4, and some results follows from the theorem.
Corollary 3.5. Let fK n g be a sequence of closed subspaces of compact metric graphs G n and suppose that the metric space K n with the induced Riemannian distance d R G n converges to a compact metric space ðX; d X Þ in the GromovHausdorff sense via approximating maps f n : K n ! X. Then the resistance metric R G n on K n converges to a continuous pseodo-distance R on X with respect to the Gromov-Hausdorff distance via the same approximating maps if and only if the resistance form E Ã K n À-converges to a lower semi-continuous functional E on CðXÞ as n ! 1. In these cases, one has 0 Rðx; yÞ d X ðx; yÞ; x; y 2 X; and R is given by Rðx; yÞ ¼ sup juðxÞ À uðyÞj 2 Eðu; uÞ j u 2 D½E; Eðu; uÞ 6 ¼ 0
Corollary 3.6. Let fðX n ; R n Þg be a sequence of compact metric spaces of resistance forms E n which converges to a compact metric space ðY; R Y Þ in the Gromov-Hausdorff sense via approximating maps f n : X n ! Y. Then the resistance form E Ã K n À-converges to a resistance form E on CðXÞ which is associated with the limit distance R Y .
In these corollaries, the definition of a resistance metric allows us to apply Ascoli-Arzelà's theorem to the sequences and see that the compactness condition (iii) holds true.
In the case where a sequence of networks ðV; E n ; r n Þ with the same set of verticies V is considered, letting f n as in Theorem 3.4 be the identity map of V, we see tha the compactness condition (iii) is always satisfied. Therefore we can apply our theorem to this case (cf. [4] ).
Spectral Embeddings and Spectral Convergence
4.1 We consider a nonnegative quadratic form ðE; D½EÞ on a set X satisfying the properties (RF-i), (RF-ii), (RF-iv) and that R E ðx; yÞ > 0 for all x; y 2 X with x 6 ¼ y. We suppose that the metric space ðX; ffiffiffiffiffi ffi R E p Þ is separable. Let be a Borel measure on X ¼ ðX;
ffiffiffiffiffi ffi R E p Þ with support K such that ðXÞð¼ ðKÞÞ < þ1;
for some x 0 2 X (and hence for any x 0 ). Denote the cardinality of the set K by N ¼ #Kð þ1Þ. Let f i j 0 ¼ 0 < 1 2 Á Á Á ; 0 i N À 1g the set of eigenvalues of the self-adjoint operator L associated with the induced form E Ã K on L 2 ðK; Þ and È ¼ f i j 0 i N À 1g an orthonormal complete system of eigenfunctions. Recall that the effective resistance R E is expressed on K as follows:
In what follows, we understand i = ffiffiffiffi Now we introduce another embedding of K into ' 2 as follows:
This embedding has the following properties: where p ðt; x; yÞ denotes the kernel function of the semigroup expðÀtL Þ generated by L . Let S ðx; yÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi p ð1; x; xÞ À 2p ð1; x; yÞ þ p ð1; y; yÞ p ; x; y 2 K:
; þ1Þ is a distance on K and J È is an isometric embedding of the metric space ðK; S Þ into ' 2 . It is easy to see that 0 S ðx; yÞ R E ðx; yÞ 1=2 ; x; y 2 K:
Given a function u 2 D½E Ã K , we simply denote by e u u the minimizer H K;u in the set fv 2 D½E X j v jK ¼ ug (see Section 1). Correspondingly we denote by e I I È , e J J È , e p p and e S S respectively the continuous extentions of the embeddings I È , J È , the kernel function p and the distance S . We note that the extended maps e I I È and e J J È may not be injective on X and hence e S S may be degenerate somewhere on X.
4.2
Now consider the same situation as in Theorem 3.4 and let fðX n ; R n Þg, ðY; R Y ; EÞ, f n : X n ! Y and h n : Y ! X n be as before. Let us take a sequence of Radon measures n on X n with supp n ¼ X n such that the push-forward measure f nÃ n weakly converges to a Radon measure on Y as n ! 1. Let L be the Laplacian in L 2 ðK; Þ, where K ¼ supp , associated with the induced form E Ã K on CðKÞ and e p p the continuous extension of the kernel function p of the semigroup generated by L .
To state a result on spectral convergence, we need some definitions. We define a linear map
Þ and any sequence of v n 2 L 2 ðX n ; n Þ which L 2 -strongly converges to v, lim n!1 ðu n ; v n Þ L 2 ðX n ; n Þ ¼ ðu; vÞ L 2 ðK;Þ ) (cf. [21] ).
Theorem 4.1. Under the conditions above, the following assertions hold: (i) Let fu n g be a sequence of functions u n 2 L 2 ðX n ; n Þ with sup n ku n k L 2 ðX n ; n Þ < þ1 which L 2 -weakly converges to a function u 2 L 2 ðK; Þ. Then for any > 0, w n ¼ R n ; u n uniformly converges to w ¼ ðR ; uÞ $ and E n ðw n ; w n Þ tends to E Ã K ðw; wÞ as n ! 1, where R n ; and R ; are respectively the resolvents of the Laplacians L n and L .
(ii) The maps f n and h n approximate the kernel functions p n and p in such a way that e S S ða; f n h n ðaÞÞ ¼ 0:
(iii) For each i, the i-th eigenvalue of L n converges to that of L in the sense that if N ¼ #K < þ1 and i ! N, then the i-th eigenvalue diverges to infinity as n ! 1.
Example Let ðV; E; rÞ be a finite network and E the associated form on 'ðVÞ. Given a sequence of positive functions n on V, we have a sequence of Morkovian forms E n on 'ðVÞ defined by E n ðu; vÞ ¼ Eðu= n ; v= n Þ; u; v 2 'ðVÞ:
Suppose that n converges to a nonnegative function 1 on V. Let n (resp. 1 ) be measures on V given by n ðuÞ ¼ P x2V uðxÞ n ðxÞ 2 (resp. 1 ðuÞ ¼ P x2K uðxÞ 1 ðxÞ 2 Þ, where K stands for the support of 1 . Then as n ! 1,
Given two positive constants D and M, let BðD; MÞ
Then it is a compact subspace of ' 2 . Now we consider a nonnegative quadratic form ðE; D½EÞ on a set X such that it satisfies the properties (RF-i), (RF-ii) and (RF-iv), R E ðx; yÞ > 0 for all x; y 2 X with x 6 ¼ y, and the metric space ðX; ffiffiffiffiffi ffi R E p Þ is compact. Let us denote by S D;M a set of such triplets ðX; E; ffiffiffiffiffi ffi R E p Þ endowed with Radon measures such that
Then in view of (3), we see that the image J È ðXÞ of the isometric embedding J È described in the last section is included in the compact subspace BðD; MÞ of ' 2 . Recall here that the set of closed subspaces of a compact metric space is indeed compact with respect to the Hausdorff distance on the set (cf. e.g., [1] ). It suggests us that the set S D;M is precompact in a sense from a view-point of Laplacians (cf. [15, 19] ). In fact, we have the following. Theorem 4.2. Let fðX n ; E n ; n Þg be a sequence of S D;M . Then there exist a subsequence fðX m ; E m ; m Þg, a compact metric space ðX X;Ŝ SÞ, a nonnegative quadratic form ðÊ E; D½Ê EÞ onX X satisfying (RF-i), (RF-ii) and (RF-iv), and a Radon measure onX X such that (i) the sequence of compact metric spaces ðX m ; S m Þ converges to ðX X;Ŝ SÞ in the Gromov-Hausdorff sense via approximating maps f m : X m !X X and h m :X X ! X m ;
(ii) the sequenec of the forms E m À-converges toÊ E; (iii) lettingR Rðx; yÞ ¼ supfjuðxÞ À uðyÞj 2 =Ê Eðu; uÞ j u 2 D½Ê E;Ê Eðu; uÞ 6 ¼ 0g, one haŝ S Sðx; yÞ R Rðx; yÞ Remarks (i) In view of the assertion (iii) above, the identity map of ðX X;R R 1=2 Þ onto ðX X;Ŝ SÞ is continuous, but not homeomorphic in general. In fact, ðX X;R R 1=2 Þ may be noncompact. See Example below. (ii) When each form E m is Markovian, so is the limit formÊ E, and hence in this case,Ê E is a resitance form on the setX X and D½Ê E is dense in CðX X;Ŝ SÞ.
(iii) Given a closed subset B of ðX X;Ŝ SÞ, we have the induced form ðÊ E Example Let À n be a subgraph of Z d generated by the set of vertices V n ¼ fðx 1 ; . . . ; x d Þ j jx i j n; i ¼ 1; . . . ; dg. Then it is known that the effective resistance of À n satisfies c 2 log n maxfR n ðx; yÞ j x; y 2 V n g C 2 log n if d ¼ 2, and 0 < c d minfR n ðx; yÞ j x; y 2 V n ; x 6 ¼ yg maxfR n ðx; yÞ j x; y 2 V n g C d if d ! 3, where c d and C d are positive constants depending only on d (cf. [2] ). Now we consider the case where d ! 3 and a sequence of measures n on V n defined by n ðuÞ ¼ P 
Royden's Compactification of an Infinite Network
In the last example, the one-point compactification of the lattice Z d turns out to be the Royden compactification of
Relevant to this example, we consider Royden's compactification of a locally finite, connected and infinite network. We refer the reader to e.g., Soardi [26] and the references therein for some basic properties and results on the compactification of networks, and Sario-Nakai [25] for the case of a Riemannian manifold. See also Saloff-Coste [23] and the references therein for some related topics and open questions. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi E À ðu; uÞ p þ sup x2V juðxÞj. Associated to the Banach algebra BD½V with unit element 1, we have a compactification of V, called the Royden compactification of the network, that is described as follows: there exists a unique (up to homeomorphisms) compact Hausdorff space < À such that < À contains V as an open dense subset and every function in BD½V can be continuously extended to < À and BD½V separates points in < À .
The compact set @< À ¼ < À n V is called the Royden boundary of the network and a distinguished part of the Royden boundary, called the harmonic boundary of the network, is defined by
where D 0 ½V is the closure of the space of finitely supported functions in ðD½V;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
Here we recall the fact that for any u 2 CðÁ À Þ, there is a unique harmonic function h on V such that for all p 2 Á À , lim x2V! p hðxÞ ¼ uðpÞ, and if u 2 D½V, then h is a unique energy minimizer among functions in D½V with the same boundary value as u (cf. [26] , Chap. VI). Now as in Section 4, let us consider a measure ¼ P x2V ðxÞ 2 x on V such that ðxÞ > 0 for all x 2 V, ðVÞ ¼ P x2V ðxÞ 2 < þ1, and R V R À ðo; yÞdðyÞ < þ1 for some o 2 V, where R À denotes the effective resistance of the network. Let È ¼ f i j i ¼ 0; 1; 2; . . .g be an orthonormal complete system of eigenfunctions of the Laplace operator L acting on L 2 ðV; Þ and J È : V ! ' 2 the isometric embedding of the metric space ðV; S Þ into ' 2 as in Section 4. We denote by " V V the completion of ðV; S Þ. Then " V V is compact if the effective resistance R À is bounded in V, as seen in Section 4. Moreover in this case, setting
we have a resistance form ð " E E À ; D½ " V V Þ on " V V . The topology induced from the resistance metric may be strictly finer than that of the distance S , as is noted in the last example. Now we state the following Theorem 5.1. Let À ¼ ðV; E; rÞ be a locally finite, connected and infinite network. Suppose that the effective resistance of the network is uniformly bounded in V. Then the following assertions hold: (i) The spaces BD½V and D½V coincide and further the norms are equivalent.
(ii) Given a measure on V as above, the metric space ð " V V ; S Þ is homeomorphic to the Royden compactification of the network.
As a result of the last assertion (iii), we see that if in addition any harmonic function of bounded energy on V must be constant, then the Royden boundary of V consists of a single point.
It would be interesting to give sufficient conditions on a network under which the resistance metric has bounded diameter (cf. Corollary 2.5).
Let À ¼ ðV; EÞ be a locally finite, connected graph with all the resistances equal to 1. Assume that sup x2V degðxÞ < þ1 and there exists a positive constant such that X It would be asked if such a graph of bounded degree and a positive spectral gap is of bounded diameter with respect to the resistance metric when the graph has only one end, that is, it is connected at infinity.
5.2
Let ðX; dÞ, ðX 0 ; d 0 Þ be two metric spaces. A map : X ! X 0 is a quasi-isometry from X to X 0 if there are constants C 1 ; . . . ; C 5 such that:
(i) For all x 0 2 X 0 , there exists x 2 X such that d 0 ðx 0 ; ðxÞÞ C 1 ; (ii) For all x; y 2 X, C 2 dðx; yÞ À C 3 d 0 ð ðxÞ; ðyÞÞ C 4 dðx; yÞ þ C 5 . A quasi-isometry is called in [13] and [14] a rough isometry.
In what follows, we consider locally finite, connected graphs À ¼ ðV; EÞ of bounded degree with the geodesic distances d
Þ be two graphs of bounded degree, and suppose that there is a quasi-isometry : V ! V 0 . Then the following assertions hold: (i) Relative to the resistance metrics of À and À 0 , the map induces a quasi-isometry (with different constants). In particular, the diameters on the resistance metrics are finite if so is either of them.
(ii) A quasi-isometry : V ! V 0 is continuously extended to a map " from the Royden boundary of À, < À , to that of À 0 , < À 0 , in such a way that " sends homeomorphically the Royden boundary and the harmonic boundary of À to those of À 0 , respectively, that is,
Let À ¼ ðV; E; rÞ be a locally finite, connected and infinite network. Given a point p, we have a positive regular Borel measure p , called the harmonic measure on the Royden boundary supported in the harmonic boundary (cf. [26] , Chap. VI). In the same situation as in Theorem 5.3, it will be interesting to see how the image measure " Ã p of the harmonic measure on Á À , p , can be compared with that on Á À 0 , p 0 , where p 2 V and p 0 2 V 0 . We would like also to know how we could characterize a map : V ! V 0 which is continuously extended to a map " : < À ! < À 0 in such a way that " induces a homeomorphism between the boundaries. Now we say that a complete, connected Riemannian manifold M is of bounded geometry if the Ricci curvature of M is bounded below and the injectivity radius injðMÞ of M is bounded below by a positive constant. For such a Riemannian manifold M, we take a maximal set W of "-separated points, where " is a fixed positive number less than injðMÞ=2. We say that there is an edge with endpoints x; y 2 W if 0 < d R M ðx; yÞ 3", and the set of all such edges will be denoted by 
where C is a positive constant independent of f (cf. [14] ). Using this and a priori estimates on harmonic functions, we can prove the following Moreover if u continuously extends to a function in D½V, then the harmonic function H has bounded energy and, letting h be a unique harmonic function in D½V with the same boundary value u as H Ã , one has C À1 E V ðh; hÞ E M ðH; HÞ CE V ðh; hÞ;
where C is a positive constant independent of u.
(ii) For every harmonic function H of finite energy on M, H Ã is extended to a continuous function on Á À with values in R [ fAE1g.
Theorem 5.3 implies that À possesses no nonconstant harmonic functions of finite energy if and only if so does M. In fact, Holopainen and Soardi show in [12] that this holds true for p-harmonic finctions of finite p-Dirichlet energy, where 1 < p < þ1. For a function u on a locally finite, connected network À ¼ ðV; E; rÞ, we define a p-Dirichlet energy of u by where we set cðx; yÞ ¼ 1=rðx; yÞ. Setting we might expect an analogue of Theorem 5.1 relative to p-Dirichlet energy. Finally we consider a sequence of finite networks À n ¼ ðV n ; E n ; r n Þ which satisfies the conditions in Theorem 3.4. Applying Theorem 3.3 to a sequence of the functionals E ð pÞ À n , we have lower semi-continuous functionals E ð pÞ on the space of continuous functions of the limit space Y in Theorem 3.4, which are À-limits of fE ð pÞ À n g. We are interested in the limit functionals; it may occur that E ð pÞ is trivial.
