We obtain an a-priori W 1,∞ loc (Ω; R m ) −bound for solutions in Ω ⊂ R n , n ≥ 2, to the elliptic system n i=1
Introduction
We are concerned with the regularity of local minimizers of energy-integrals of the calculus of variations of the form
for every test function ϕ with compact support in Ω; i.e., ϕ ∈ C 1 0 (Ω; R m ). Under some growth conditions on f (see the proof of Lemma 4.1 for details) every local minimizer u of F is a weak solution to the nonlinear elliptic system of m partial differential equations n i=1 ∂ ∂x i a α i (x, Du) = 0, α = 1, 2, . . . , m,
where a α i (x, ξ) = ∂f ∂ξ α i = f ξ α i for every i = 1, 2, . . . , n and α = 1, 2, . . . , m. It is well known that in the vector-valued case m ≥ 2 in general we cannot expect everywhere regularity of local minimizers of integrals as in (1.1), or of weak solutions to nonlinear differential systems as in (1.2) . Examples of not smooth solutions are originally due to De Giorgi [16] , Giusti-Miranda [24] , Nečas [35] , and more recently toŠverák-Yan [37] , De Silva-Savin [19] , Mooney-Savin [33] , Mooney [34] .
A classical assumption finalized to the everywhere regularity is a modulusdependence in the energy integrand; i.e., in terms of the function f , we require that f (x, ξ) = g (x, |ξ|)
with a Carathéodory function g = g (x, t). Since ∂|ξ| ∂ξ α i = ξ α i |ξ| , the differential system assumes the form In this nonlinear context, the first regularity result is due to Karen Uhlenbeck obtained in her celebrated paper [38] , published in 1977 and related to the energy-integral f (x, ξ) = g (x, |ξ|) = |ξ| p with exponents p ≥ 2. Later Marcellini [28] in 1996 considered general energy-integrands g (|ξ|) allowing exponential growth and Marcellini-Papi [30] in 2006 also some slow growth. Mascolo-Migliorini [31] studied some cases of integrands g (x, |ξ|) which however ruled out the slow growth and power growth with exponents p ∈ (1, 2) . Only recently Beck-Mingione introduced in the integrand some x−dependence of the form Ω {g (|Du|) + h (x) · u} dx and they considered some sharp assumptions on the function h (x), of the type h ∈ L (n, 1) (Ω; R m ) in dimension n > 2 (i.e., +∞ 0 meas {x ∈ Ω : |h (x)| > λ} 1/n dλ < +∞; note that L n+ε ⊂ L (n, 1) ⊂ L n ), or h ∈ L 2 (log L) α (Ω; R m ) for some α > 2 when n = 2. Note that these assumptions on h are independent on the principal part g (|ξ|). Beck-Mingione obtained the local boundedness of the gradient Du of the local minimizer under some growth assumptions on g (|ξ|), which however is assumed to be independent of x.
In this paper we allow x−dependence in the principal part of the energyintegrand; i.e., under the notation |ξ| = t, we consider a general integrand of the form g = g (x, t), with g : Ω × [0, ∞) → [0, ∞) Carathéodory function, convex and increasing with respect to t ∈ [0, ∞). Our assumptions, stated below in (1.9), allow us to consider both fast and slow growth on the integrand g (x, |Du|).
Model energy-integrals that we have in mind are, for instance, exponential growth with local Lipschitz continuous coefficients a, b (a (x) , b (x) ≥ c > 0) of course the classical p−Laplacian energy-integral, with a constant p strictly greater than 1 and integrand f (x, Du) = a (x) |Du| p , is covered by the example (1.5): the theory considered here and the Theorem 1.1 below apply to the p−Laplacian. Also Orlicz-type energy-integrals (see Chlebicka [8] , Chlebicka et al. [9] ), again with local Lipschitz continuous exponent p (x) ≥ p > 1, of the type Ω a (x) |Du| p(x) log(1 + |Du|) dx ;
(1.6) note that the a-priori estimate in Theorem 1.1 below holds also for some cases with slow growth, i.e., when p (x) ≥ 1, in particular when p (x) is identically equal to 1. See (2.5) and the details in the next section. A class of energyintegrals of the form
with a (x) , b (x) locally Lipschitz continuous and nonnegative coefficients in Ω and h : [0, +∞) → [0, +∞) convex increasing function of class W 2,∞ loc ([0, +∞)) as in (1.10) below. Also some g (x, |ξ|) with slow growth, precisely linear growth as t = |Du| → +∞, such as, for n = 2, 3,
t means a smooth convex function in [0, +∞), with derivative equal to zero at t = 0, which coincide with t − a (x) √ t for t ≥ t 0 , for a given t 0 > 0, and for x ∈ Ω). Some of these examples are covered by the regularity theories already in the literature; for instance, as already quoted, the paper [38] by Uhlenbeck for the case g (x, |ξ|) = |ξ| p with exponents p ≥ 2, [28] and [30] with general integrands g (|ξ|) with exponential growth too, Mascolo-Migliorini [31] with integrands g (x, |ξ|) not allowing slow growth, Beck-Mingione [4] with x−dependence on the lower order terms.
For completeness related to these researches we mention the double phase problems, recently intensively studied by Colombo-Mingione [10] , [11] Baroni-Colombo-Mingione [1] , [2] , [3] and the double phase with variable exponents by Eleuteri-Marcellini-Mascolo [20] , [21] , [22] . See also Esposito-Leonetti-Mingione [23] , Rǎdulescu-Zhang [36] , Cencelja-Rȃdulescu-Repovš [7] and De Filippis [17] . For related recent references we quote [27] , [29] and Bousquet-Brasco [5] , Carozza-Giannetti-Leonetti-Passarelli [6] , Cupini-Giannetti-Giova-Passarelli [12] , Cupini-Marcellini-Mascolo [13] , [14] , [15] , De Filippis-Mingione [18] , Harjulehto-Hästö-Toivanen [25] , Hästö-Ok [26] , Mingione-Palatucci [32] .
Without loss of generality, by changing g (x, t) with g (x, t) − g (x, 0) if necessary, we can reduce ourselves to the case g(x, 0) = 0 for almost every x ∈ Ω. We assume that the partial derivatives g t , g tt , g tx k exist (for every k = 1, 2, . . . n) and that they are Carathéodory functions too, with g t (x, 0) = 0.
In the next section we show that the following assumptions (1.9), (1.10) cover the model examples from (1.4) to (1.8) . Precisely, we require that the following growth conditions hold: let t 0 > 0 be fixed; for every open subset Ω ′ compactly contained in Ω, there exist ϑ ≥ 1 and positive constants m and M ϑ such that
for every t ≥ t 0 and for x ∈ Ω ′ . The role of the parameter ϑ can be easily understood if we compare (1.9) with the above model examples; see the details in the next section. The special case ϑ = 1 corresponds to the so called natural growth conditions. Here, following similar assumptions in [30] , h : [0, +∞) → [0, +∞) is a convex increasing function of class W 2,∞ loc satisfying the following property: for some β, 1 n < β < 2 n , (2ϑ − 1)ϑ < (1 − β) 2 * 2 , and for every α such that 1 < α ≤ n n−1 , there exist constants m β and M α such that
for every t ≥ t 0 . We obtain the following a-priori gradient estimate.
Theorem 1.1 Let us assume that conditions (1.9),(1.10) hold. Then the gradient of any smooth local minimizer of the integral (1.1) is uniformly locally bounded in Ω. Precisely, there exists ε > 0 and a positive constant C such that,
for every ρ, R (0 < ρ < R). The constant C depends on n, ε, ϑ, ρ, R, t 0 , β, α and sup {h ′′ (t) : t ∈ [0, t 0 ]}, while ε depends on ϑ, β, n.
As described above, Theorem 1.1 gives an a-priori local gradient bound. In the regularity theory for weak solutions this is the main step to get the local Lipschitz continuity of solutions, since the minimizer is assumed to be smooth enough for the validity of the Euler's first and second variation (see also the statement of Theorem 4.3), but the constants in the bound (1.11) do not depend on this smoothness. An approximation argument gives this local Lipschitz continuity property. In fact, by applying the a-priori gradient estimate to an approximating energy integrand f k (x, |ξ|) which converges to f (x, |ξ|) as k → +∞ and which satisfies standard growth conditions, we obtain a sequence of smooth approximating solutions u k with
for every fixed small radius ρ, and the constant is independent of k. In the limit as k → +∞ also the solution u to the original variational problem, related to the energy integrand f (x, |ξ|), comes out to have locally bounded gradient and thus it is local Lipschitz continuous in Ω. This approximation procedure is described in details in Section 5 of [28] and in Section 6 of [30] ; see also Section 5 in [4] . The proof of the a-priori gradient bound (1.11) is already long enough and we prefer to include the details of the approximating procedure, under the specific assumptions considered here, in a future article.
In the next Section we describe some examples, in particular the model examples from (1.4) to (1.8), and we show the role of the parameters ϑ, β, α in the assumptions (1.9), (1.10). Then, after some preliminary results proposed in Section 3, in Section 4 we give the a-priori estimate as in (1.11) and we conclude the proof of Theorem 1.1.
Some model examples
We show in this section that all the above listed model examples satisfy the assumptions (1.9),(1.10), which -although technical -however can be considered general enough to cover the cases from (1.4) to (1.8) and ensure the gradient bound in (1.11) .
We first note that the parameter β has not a relevant role when the variational problem has fast growth, i.e. if h ′ (t) t → ∞ when t → ∞. In this case, for instance, we can choose β = 3 2n , the intermediate point of the interval 1 n , 2 n , and for ϑ any real number greater than or equal to 1 (in some cases ϑ strictly greater than 1, see the details below) such that (2ϑ − 1)ϑ < n− 3 2 n−2 . We start with the example (1.4), with g (x, t) = e a(x)t 2 and the positive coefficient a (x) locally Lipschitz continuous in Ω. In order to prove the local L ∞ bound of the gradient of a local minimizer we first fix a ball B compactly contained in Ω such that the oscillation of a (x) is small in B; precisely, under the notation
given ϑ > 1 we choose the radius of the ball B small enough such that a M ≤ ϑa m . Then, if we define h (t) =: e amt 2 , we have
for every t > 0 and x ∈ B. For the second derivatives with respect to t we have similar estimates:
Then, if we call M ϑ = max ϑ (2a m ) 1−ϑ , ϑ 2 (2a m ) 1−ϑ , the first two conditions of (1.9) hold for any ϑ > 1.
and then we consider the quotient
if we denote by L the Lipschitz constant of the coefficient a (x) in B, we have
and, for every ϑ > 1, the right hand side is bounded in B for every t > 1. Note the crucial role of the parameter ϑ strictly greater than 1. Therefore also the last condition in (1.9) is satisfied.
It remains to verify the condition (1.10) for the function h (t) = e amt 2 . Here the parameter α > 0 plays a crucial role, since h ′ (t) = 2a m te amt 2 and h ′′ (t) = 2a m e amt 2 + (2a m t) 2 e amt 2 and we cannot bound h ′′ (t) in terms of h ′ (t) t . On the contrary, for every α > 1 there exists a constant M α such that the following bound holds, which implies the bound required in (1.10),
The left hand side inequality in (1.10) is satisfied, since in this case h
for every t > 0 and the quantity h ′ (t) t n−2 n goes to +∞ slower than h ′ (t) t . Moreover t −2β → 0 as t → +∞.
The example (1.4), by changing a (x) with a 2 (x), can be equivalently written in the form
and can be considered an example in the class of energy-integrals as in (1.7), of the type
with h : [0, +∞) → [0, +∞) convex increasing function of class W 2,∞ loc ([0, +∞)) satisfying (1.10). If a (x) is a positive locally Lipschitz continuous coefficient in Ω we can use a similar argument as above and obtain, by Theorem 1.1, the a-priori estimate also of minima of the integral (2.2).
The example (1.5) is similar to (1.4) . In this case we have to test the conditions in (1.9). Under the notation g (x, t) = t p(x) (for simplicity we consider here a (x) identically equal to 1), we have g t (x, t) = p (x) t p(x)−1 and
If we denote by L the Lipschitz constant of p (x) on a fixed open subset Ω ′ whose closure is contained in Ω, then
and thus the quotient is bounded for t ∈ [1, +∞) and x ∈ Ω ′ if p (x) > 1 is locally Lipschitz continuous in Ω (i.e., also being p (x) ≥ c > 1 for some constant c = c (Ω ′ )) and ϑ > 1. Also here note the role of the parameter ϑ strictly greater than 1. Since g tt (x, t) t and g t (x, t) are of the same order as t → +∞, similarly
The other conditions in (1.9) can be tested as before.
Similar computations can be carried out for the example (1.6), with g (x, t) = a (x) t p(x) log(1 + t), under the assumption that the coefficient a (x) and the exponent p (x) are locally Lipschitz continuous in Ω and that, for every Ω ′ compactly contained in Ω, there exists a constant c > 1 such that p (x) ≥ c for every x ∈ Ω ′ . Also the limit case enters in this regularity theory, when the exponent p (x) ≥ 1 for every x ∈ Ω, however by assuming in this special case that a (x) is identically equal to 1; see the details below in (2.5).
We now consider the slow growth example (1.8).
Here
As already mentioned, g (x, t) in (2.3) means a smooth convex function in [0, +∞), with derivative equal to zero at t = 0, which coincide with t − a (x) √ t for t ≥ t 0 , for a given t 0 > 0 and for x ∈ Ω. Again, we use the notation in (2.1), precisely given Ω ′ ⊂⊂ Ω,
and we require a m to be positive. Then, for x ∈ Ω ′ and t ≥ t 0 ,
and for large t we have
If we denote by L the Lipschitz constants of a (x) on Ω ′ ⊂⊂ Ω, we fix ϑ = 1 and we obtain the bounded quotient for t ≥ t 0
In order to test the other conditions in (1.9), we define
Then (1.9) are satisfied with ϑ = 1. Finally the convex function h (t) =: t − √ t satisfies (1.10). In fact, since h ′′ (t) = 1 4 t − 3 2 and h ′ (t)
, then as t → +∞, h ′′ (t) goes to zero faster than h ′ (t) t and for every α > 1 there exists a constant M α such that
On the other side, since as t → +∞ the quantity h ′ (t) t → 0 and n−2 n < 1, then
The order of infinitesimal of the left hand side in (2.4) is . Therefore condition (2.4) is satisfied for some constant m β if
This, together with the condition 1 n < β < 2 n , gives the condition for β
which is compatible if n = 2, 3.
With a similar computation we can treat the example (1.6) for general locally Lipschitz continuous coefficients a (x) and exponents p (x), by assuming that there exists a constant c > 1 such that p (x) ≥ c for every x ∈ Ω. While, under the more general assumption p (x) ≥ 1 for every x ∈ Ω, we need to assume a (x) identically equal to 1. I.e., for instance, if p (x) is identically equal to 1, then we consider the energy integral Ω |Du| log(1 + |Du|) dx ;
(2.5)
here the function h is defined by
and comes out that the right inequality in (1.10) is satisfied for some constant M :
While in the left hand side of (1.10), since as t → +∞ the quantity h ′ (t) t converges to 0, we test (2.4) and the problem is to compare the order of infinitesimal of the left hand side in (2.4), which is [log(1+t)] n−2 n t 2β+ n−2 n , with the order of infinitesimal of the right hand side, equal to 1 t . A sufficient condition in this case is 2β + n−2 n > 1 (with the strict sign inequality), which is compatible with 1 n < β < 2 n for every n ∈ N, n ≥ 2.
Some preliminary lemmata
In the following we consider test maps ϕ = (ϕ α ) α=1,2,...,n with components of the form ϕ α = η 2 u α x k Φ (|Du|), where η ∈ C 1 0 (Ω) and Φ = Φ (t) is a real nonnegative function, defined for t ∈ [0, +∞). We consider Φ (t) depending on a real parameter γ ≥ 0 (in general without denoting explicitly this dependence) by separating two cases: the first one with γ large and the second one when γ is small. In order to simplify the proofs, throughout the paper we will assume that t 0 = 1 and g(x, 1) > 0 for almost every x ∈ Ω. Precisely, if γ > 1 we define
(3.1)
The following simple inequality holds.
and thus Φ ′ (t) ≥ 0 and 9) and the second inequality is implied and can be also simply written, for instance, in the form
In what follows, we will also use the functions
related to the function h defined in (1.10). We shall use the following lemma when γ ≥ 1.
Lemma 3.4
Let h satisfy (1.10) and let K m , K M be the functions defined in (3.11), (3.12) . Then, for every σ with 2α 2 * (2−α) ≤ σ ≤ 1 and for every γ ≥ 1 there exists a constant C (depending on α) such that
for every t ≥ 1.
Proof. Let us define δ = 2 * σ, then we observe that
for every t ≥ 1 and for every γ ≥ 1. By definition of K we get
and, by the right hand side of (1.10) we can write
From these, instead of proving (3.13) we can prove that
for every t ≥ 1. At this end it is sufficient to show the inequality between the derivatives side to side with respect to t of (3.14), i.e., since
where we still denote by C the new constant. If K m (t) = h ′′ (t), then we can conclude by arguing as in [30] .
which holds by the assumption on h (1.10). In fact, if h ′′ (t) ≥ 1, then (3.15) is equivalent to
and since (1.10) holds and h ′ (t)/t ≤ h ′′ (t) there exists a constant c such that
for every α > 1. Since 2α δ > 1, (3.15) holds. The other case, h ′′ (t) ≤ 1 can be treated with a similar argument. Therefore, (3.14) is proved and then (3.13) is proved too.
Remark 3.5 We will also use the following inequality, which is implied by (3.13):
for every σ with 2α 2 * (2−α) ≤ σ ≤ 1 and for every γ ≥ 1.
Let us now treat the case of 0 ≤ γ ≤ 1.
Lemma 3.6 Let h satisfy (1.10) and let K M , K m be the functions defined in (3.11), (3.11). Then, for every σ with 2α 2 * (2−α) ≤ σ ≤ 1 and for every γ ∈ [0, 1] there exists a constant C (depending on α) such that, for every t ≥ 1,
Proof. By arguing as in Lemma 3.4, all we need to prove is the following:
Moreover, since γ < 1 and t ≥ 1, we have
where C does not depend on γ. Then, it is sufficient to prove that
As before, it is sufficient to show the inequality between the derivatives side to side with respect to t, i.e., since t−1
Again, by arguing as in Lemma 3.4 we can conclude the proof.
Remark 3.7
We can argue as in Remark 3.5 to obtain 
(3.20)
We will use two consequences of (3.20) in section 4. The first one is the particular case of σ = 1 τ , with τ = (2ϑ − 1)ϑ, which is a compatible value:
(3.21)
The second one is essentially the content of Remarks 3.5 and 3.7 and it is resumed in the following:
for any 2α 2 * (2−α) ≤ σ ≤ 1, γ ≥ 0 and every t ≥ 1. Next Lemma 3.9 is Lemma 3.2 of [30] , while Lemma 3.10 is the generalization of Lemma 3.3 of the same paper with τ ≥ 1.
Lemma 3.9
Let h satisfy the right hand side of (1.10). Then there exists a constant C, depending on m α , h ′ (t 0 ), t 0 , α such that, for every t ≥ 1,
(3.23) Lemma 3.10 Let h satisfy the right hand side of (1.10) and let K M be the functions defined in (3.11) . Then, for every 1 ≤ τ < 2 * (2−α) 2α , there exists a constant C such that for any η, 1 < η ≤ n n−2 ,
24)
for every t ≥ 1, where η = η(α) = α 2−α and the constant C depends only on m α , sup 0≤t≤1 h ′′ (t), α.
Proof. By the definition of K M we have that we have that
for every t ≥ 1. By the right hand side of (1.10) and by Lemma 3.9 we obtain
By putting together (3.25) and (3.26) we obtain the result.
A-priori estimates
By the representation f (x, ξ) = g (x, |ξ|), we have
Thus, the following ellipticity estimates hold:
and
for every λ, ξ ∈ R m×n . We make the following supplementary assumption, which could be later removed with an approximating procedure, for instance as in Section 5 of [28] and in Section 6 of [30] : there exist two positive constants N, M such that
for every λ, ξ ∈ R m×n and for almost every x ∈ Ω. This is equivalent to say that both gt t and g tt are bounded by constants N , M for every t > 0 and for almost every x ∈ Ω. This assumption allows us to consider u as a function of class W 1,∞ loc (Ω, R m ) ∩ W 2,2 loc (Ω, R m ). We denote B ρ and B R balls of radii, respectively, ρ and R (ρ < R) contained in Ω and with the same center. In what follows, we will denote bỹ
Lemma 4.1 Let g, h respectively satisfy (1.9) and (1.10). Suppose that the supplementary condition (4.7) is satisfied. Let u ∈ W 1,1 loc (Ω, R m ) be a local minimizer of (1.1). Then, under the notation τ = (2ϑ − 1) ϑ, for every ρ, R (0 < ρ < R) there exists a constant C, not depending on m, and M, such that
The constant C depends on n, ϑ, β, α.
Proof. Let u be a local minimizer of (1.1). We denote by u = (u α ) α=1,...,n its components. By the left hand side of (4.7), u ∈ W 1,2 (Ω, R m ) and by the right hand side of (4.7) u satisfies the Euler's first variation:
for every ϕ = (ϕ α ) ∈ W 1,2 0 (Ω, R m ). Using the technique of difference quotients we can prove that u admits second order weak partial derivatives, precisely that u ∈ W 2,2 loc (Ω, R m ) and satisfies the second variation
for every k = 1, . . . , n and for every ϕ = (ϕ α ) ∈ W 1,2 0 (Ω, R m ). Let R > 0 and η ∈ C 1 0 (B R ). Fixed a positive integer k ≤ n we consider a test function ϕ = (ϕ) α=1,...,n with components defined by
where Φ : [0, +∞) → [0, +∞) is an increasing bounded Lipschitz continuous function, such that there exists a constant c Φ ≥ 0 such that Φ ′ (t)t ≤ c Φ (1 + Φ(t)) (4.10)
for every t ≥ 1 and such that Φ(t) = 0 if t ∈ [0, 1]. Then, for the partial derivatives of ϕ, it holds
From (4.9), we obtain
We start estimating I 1 in (4.11) with the Cauchy-Schwarz inequality and the Young's inequality 2ab ≤ 1 2 a 2 + 2b 2 :
From (4.11) and (4.12) we obtain
We use the expression of the second derivatives of f to estimate I 3 . Since
it is natural to sum over k and we observe that
Now, if we denote withĨ s the sum over k of I s , for s = 1, . . . , 6, we have thatĨ
Since, by Cauchy-Schwarz inequality we get
then we can conclude that
Now, we consider the term 1 2 I 2 in inequality (4.13). From the ellipticity condition (4.6)
By using (4.18), (4.19) and by summing over k in formula (4.13), we obtain
Consider nowĨ 4 . Since
for almost every x ∈ Ω and for every ξ ∈ R m×n , then, by the third assumption of (1.9), for τ ∈ (1, ϑ) to be fixed,
By the Young's inequality and again the third condition of (1.9), we obtain
We choose ε sufficiently small to absorb the first integral in the last inequality of formula (4.23) in the left hand side of (4.20) . Similarly
We apply the Sobolev inequality to get
We choose Φ equal to the function defined in (3.1) if γ ≥ 1. Then, since t γ−2 ≤ (t − 1) γ−2 for every γ ∈ [0, 2] and t ≥ 1, by Lemmata 3.1 and 3.2, (4.31) becomes
Since K m satisfies (3.21), we get
Let us fix 0 < ρ < R and take η ≡ 1 inB ρ and |Dη| ≤ 2 R−ρ . Then, fixed ρ < R, let us also define the decreasing sequence of radii {ρ i }, defined by
for every i ≥ 0. We define the sequence {γ i } defined by the recurrence γ 0 = 0,
which is non decreasing by the properties of β and τ . Then for every i ≥ 0
By iterating (4.34), we get
The exponent in the first integral is given by computing
Observe that the quantity 1−β − 2 2 * τ > 0 by the restrictions on τ . The constant C in (4. 35) is such that
for every n ≥ 3; otherwise, if n = 2, then for every ε > 0 we can choose 2 * > 2 so that C = C (R−ρ) 2+ε . We observe that the function 1
for every t ≥ 1. Moreover, since h ′ is increasing and τ ≥ 1 we have that 1
Finally we go to the limit as i → ∞ and we obtain
Lemma 4.2 Let g, h respectively satisfy (1.9) and (1.10). Suppose that the supplementary condition (4.7) is satisfied. Let u ∈ W 1,1 loc (Ω, R m ) be a local minimizer of (1.1). Then, for every ε > 0 and for every ρ, R (0 < ρ < R) there exists a constant C such that
The constant C depends on n, ε, ϑ, ρ, R, β, α and sup {h ′′ (t) : t ∈ [0, 1]}.
Proof. In Lemma 3.8 we have considered parameters α and γ such that α ∈ 1, 2n 2n−1 and γ ≥ 0. Here we restrict ourselves to the case 1 < α ≤ 2nτ n(1+τ )−1 and γ = 0. Then, Lemma 3.8 holds for any ν ∈ 1, 2 * (2−α) 2α . Since τ < 2 * 2 (1−β), we have that 1 < (1 − β) 2 * 2τ , therefore it is possible to limit ν to satisfy the condition 1 < ν < (1 − β) 2 * 2τ . Finally, since β > 1 n , we have α ≤ 2nτ n(1+τ )−1 < 2τ 1−β+τ which implies 1 − β < 2−α α τ . Thus, As in the previous Lemma 4.1, we consider a test function η equal to 1 iñ B ρ with |Dη| ≤ 2 R−ρ and we obtain
Let µ > 2 * 2 , then by the Hölder inequality we have
Let R 0 and ρ 0 be fixed. For any i ∈ N we consider (4.42) with R = ρ i and ρ = ρ i−1 , where ρ i = R 0 − R0−ρ 0 2 i . By iterating (4.42), since R − ρ = R0−ρ 0 2 i , similarly to the computation in [28] and [30] we can write
Since µ−ν µ−1 < 1 we can apply Lemma 3.10 and obtain
In the limit as i → ∞ we get
As ν → 2 * (1−β) 2τ and µ → ∞ the two exponents in (4.44) converge to τ 1−β and we have the result.
By combining Lemmata 4.1, 4.2 and by using again (1.9), we obtain We summarize in the next statement the a-priori estimate that we have proved. Theorem 4.3 Let g, h respectively satisfy (1.9) and (1.10). Suppose that the supplementary condition (4.7) is satisfied. Let u ∈ W 1,1 loc (Ω, R m ) be a local minimizer of (1.1). Then, for every ε > 0 and for every ρ, R (0 < ρ < R), there exists a constant C such that
Du
(1−β− 2 2 * τ )n L ∞ (Bρ,R m×n ) ≤ C BR (1 + g (x, |Du|)) dx where τ = (2ϑ−1)ϑ. The constant C depends on n, ε, ϑ, ρ, R, t 0 , β, α and sup h ′′ (t) : t ∈ [0, t 0 ] , but is independent of the constants in supplementary condition (4.7).
We note that 1 − β − 2 2 * τ > 0 since τ < (1 − β) 2 * 2 . Note also that 1 − β − 2 2 * τ n < 1; in fact, since τ ≥ 1 and β > 1 n ,
Moreover τ 1−β + ε > 1 and thus (4.46) gives the final representation of the a-priori estimate as stated in (1.11) .
