This paper describes a complete methodology for the validation of rule-based expert systems. The methodology is presented as a 5-step process that has three central themes: (1) creation of a minimal set of test inputs that adequately cover the domain represented in the knowledge base, (2) a Turing Test-like methodolgy that evaluates the system's responses to the test inputs and compares them to the responses of human experts, and (3) use the validation results for system improvement.
The development of minimal set of test inputs takes into consideration various criteria, both user-defined and domain-specific. These criteria are used to reduce the potentially very large exhaustive set of test inputs to one that is practical.
The Turing Test-like evaluation methodology makes use of a panel of experts to both evaluate each set of test cases and compare the results with those of the expert system, as well as with those of the other experts in the validation panel.
The hypothesis being presented here is that much can be learned about the experts themselves by having them evaluate each other's responses to the same test inputs anonymously. Thus, by carefully scrutinizing the results of each expert in relation to the other experts, we are better able t o judge an evaluator's expertise, and consequently, better determine the validity of an expert system.
Another contribution presented here is a system refinement strategy based on (1) determining the rules, which are "guilty" of the system's invalidity, and (2) determining "better" solutions to those test cases, which obtained "bad marks" by the validation panel.
INTRODUCTION
There is abundant evidence of the need for an integrated approach towards validation and verification of complex systems. In [l], the authors clearly point out that "the inability to adequately evaluate systems may become the limiting factor in our ability to employ systems that our technology and knowledge will allow us to design".
Here, we follow the approach of O'Keefe and O'Leary ([2]) who characterize verification and validation as building the system right, and building the right system, respectively.
,The verification provides a firm basis for the question of whether or not a system meets its specification. In contrast, validation asks whether or not a system is considered to be the required one, something that somehow lies in the eye of the beholder. The essential difference is illustrated in figure 2.
We concentrate on the validation portion, as that is the one more closely related to ensuring appropriate response to inputs. The heart of the presented methodology is a TURING Test -like technology of a systematic system interrogation, which is composed of the following related steps ([3]):
Test case generation Generate and optimize a set of test input combinations (test data) that will simulate the inputs to be seen by the system in actual operation.
Test case experimentation
Since intelligent systems emulate human expertise, it is clear that human opinion needs to be considered when evaluating the correctness of the system's response. Evaluation This step interprets the results of the experimentation step and determines errors attributed to the system and reports it in an informal way. 
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Validity assessment This step analyzes the results reported above and reaches conclusions about the validity of the system. System refinement In order to improve the final system, this step provides guidance on how to correct the errors detected in the system as a result of the previous 4 steps. This, hopefully, leads to an improved system. These steps are iterative in nature, where the process can be conducted again after the improvements have been made. Figure 1 illustrates the steps outlined above.
FUNDAMENTALS
In the minimal formal setting assumed so far, there are only two sets I and 0. On these sets, a target relation R c I x 0 is given.
There are two requirements to characterize expertise: An expert's knowledge should be consistent with the target phenomenon, i.e. there should be no cotradiction between both, and complete, i.e. from the possibly large amount of correct answers to an admissible question, an expert should know at least one.
A certain expert's knowledge &; about a target domain R is assumed to be a particular relation &i Based on these formalisms, we are now able to develop our validation scenario:
There is assumed a (non-accessible) desired target
There is a team of n experts which is considered to be omniscient as a team.
There is a system to be validated with an input/output relation S.
Our validation methodology deals with relating the system's behavior to the experts' knowledge. Figure 2 is incorporating the formal concepts. A deeper discussion of the fundamentals can be found in [4], e.g.
GENERATION OF TEST CASES
One standard that does exist, however impractical as it may be in most cases, is the exhaustive testing of the system. For systems which have more than a few inputs, the combinations of values of these inputs can be prohibitively large, thus making exhaustive testing quite impractical. Nevertheless, it is not necessary in most cases to have a truly exhaustive set of test cases, and yet still be able to test the system in a functionally exhaustive fashion.
A functionally exhaustive set of test cases can be made considerably smaller than a naively exhaustive set by eliminating functionally equivalent input values and combinations of input values which subsume other values. Nevertheless, even this functionally exhaustive set is usually too large for practical purposes. Thus, there is a need for further reduction. Of course, one has to pay for it with a loss of functional exhaustivity.
A reasonable way to reduce the functional exhaustive set of test cases is to use validation criteria, which can be domain-, input-, output-, expert-, validatoror user-related in nature. These criteria are useful in determining a test suficiency level for each test case of the functional exhaustive set. This test sufficiency level can be used as an indicator for the decision whether or not a given test case is really needed from a practical standpoint.
Thus, we developed an automated technique which generates a functionally exhaustive set of test cases, and reduces it to a "reasonable" set of test cases by using validation criteria.
Due to simplification reasons but also because of its practical relevance, we consider rule-based systems with an input I of an m-dimensional "input space", in which each dimension is "atomic", i.e. not compound in any way, and an output 0 of a set of possible output values.
The main test case generation idea is 1. to generate a "quasi exhaustive" set of test cases (QUEST) (cf. [5] ), and 2. to define some validation criteria and to use them for a reduction of QUEST down to a "reasonable" set of test cases (ReST) as described in [6] .
The generation procedure contains a step of analysing the dependencies between the inputs and outputs of the system, which is a basis for the reduction procedure, which needs the so called dependency sets, which v -745 Figure 2 sketches the scenario of validation, which is commented here. We are convinced, that there always remain some gaps between the (non-formalized) real domain knowledge, and the formalized knowledge of an AI system:
1. The first gap is the one between the desired target domain behavior R and the experts' knowledge €1, . . . , & , . This is the gap marked by grey arrows in figure 2.
2. The second gap is between the experts' knowledge €1, . . . ,En and the system's specification, which is (in case of successful verification) equivalent to S.
Unfortunately, earthly creatures like humans are not cabable of bridging the first gap. A technology to bridge the second gap is the subject of this section.
The suggested methodology is quite similar in concept to the TURING test. It uses one AI system which is to be validated, n experts, and a "reasonable" set of m test cases R e S T respectively its input-part, the test data.
'In most practical caSes even non-experts can exclude some kinds of dependencies: in medical diagnosis there is no dependency between the patient's temperature and the gastric ulcer disease, in technical diagnosis of cars there is no dependency between a non-starting motor and tire pressure, e.g. 20nce more: in most practical cases such values can be found even without having some deeper background knowledge about the domain: Trigger values of this kind are 38 degrees centigrade of a patient's temperature or a certain gas consumption of a car, e.g.
The idea of the TURING test methodology, as illustrated in figure 3 , is divided into four steps:
1. solving of the test cases by the expert validation panel as well as by the expert system to be validated, 2. randomly mixing the test case solutions and removing their authorship,
rating all (anonymous) test case solutions, and
4. evaluating the ratings.
Since intelligent systems emulate human expertise, it is clear that human opinion needs to be considered when evaluating the correctness of the system's response. But human experts can vary in their competence, their own self-image, and their bias for or against automation. Furthermore, competence is usually not distributed "homogeniously" in the entire "input space" of the system.
Thus, it is important that an efficient and objective method exist to fairly evaluate the correctness of the system's outputs given imperfect and inhomogeniously distributed human expertise.
That's why the experimentation session consists of exercising the resulting set of test data by the intelligent system as well as by the one or more validating experts in order to obtain and document the responses to each test data by the various sources.
These responses will be presented to the experts anonymously, i.e. the rating expert does not know, which source a present solution came from. Among the presented solutions there is the system's solution and the own one.
Besides the chance to express some incompetence directly in the test case solution session, the experts can express a lack of competence indirectly in the rating session by giving the own solution bad marks and/or admitting that they are not sure with the rating of some solutions. To come up with a validity assessment for the system we consider the expert's assesments of the system solution, but each assessment is weighted with a "local competence': of the rating expert for the considered test case.
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Specification
This "local competence" of an expert ei for a test case t j is estimated by considering the expert's behavior while solving the test case t j (Did he/she admit some incompetence by giving the solution "I don't know!'?), the expert,'^ behavior while rating the test case solutions (Did heishe give his/her own solution bad marks after knowing the colleagues' soltions? , How often did he/she express certainty while rating the solutions for t j ?), and the other experts' assessment of the solution of the expert ei.
A deeper discussion of these steps and the competence assessment can be found in [7] , e.g.
The TURING test methodology leads to both a validity assessment for use in system evaluation by humans and a validity assessment for use in system refinement. Of course, it may happen that one rule has been used for a considered test case more than 011ce.~ Consequently, we should allow a multiple occurence of the same rule in Rj. Thus, Rj is a multiset.
5.
SYSTEM REFINEMENT
Based on the knowledge, how the rules contribute to each test case and the validity of each test case we can estimate the validityofeach rule (cf. [8] , e.g.) and thus, point out the weaknesses of the systems in particular.
Actually, we are developing a technology to come up with "hypothesis-associated" validities of the system, and validities of the alternative solutions delivered by the experts during the experimentation session. For the latter we use the same technology to estimate the validity of an expert's solution as we used for the assessment of the system's soltuion.
After having both our research will be focused on creating new rules, which deliver the highest rated solution for each test case out of ReST.
Unfortunately, this is still a subject of research but we are optimistic to close the "validation loop" of figure 1 pretty soon. Of course, we tried to validate our validation technology as far as we can. We put into practice the concept of the quasi-exhaustive set of test cases QuEST and empirically determined its validity by applying it to a small but non-trivial expert system.
The basic idea behind this work was to determine whether errors artificially seeded into the selected test bed expert system would be detected by the test cases included in the Q u E S T .
As a test bed we used a small rule-based classification rules which are processed in a backward-chaining way.
The original system was treated as the "expert" whose answers were always correct. Additionally, errors were seeded into copies of the original system to see whether the test cases that composed the QuEST and the (finally reduced) ReST were able to detect them.
The test data were presented both to the faulty system as well as to the original (the "expert"). Differences in their responses were indicative of an error in the faulty version and of success in detecting that error through the Q u E S T .
The system was modified 36 times, each version introducing one and only one error. Of the 36 errors introduced, 10 went undetected. However, a closer examination of the cause of the undetected errors provided a valuable insight into the workings of expert systems.
9 of the 10 undetected errors could be easily detected by making some rather simple adjustments to the QuEST generation procedure. The last one represented an error of omission, and therefore not d e t e~t a b l e .~ 4Detecting this kind of error is rather an objective of verifi- 
