This paper reviews dependence models for bivariate survival data, classifying them into the four groups: the shock model, the Freund model, the Clayton model, and the mixture model. The paper then concentrates on the mixture model, discussing the testing problem for the equality of marginal distributions under the Weibull type baseline hazard assumption. The new test proposed recently by Fujii is introduced, and its characteristic is studied with respect to the test proposed by Nayak and the sign test by simulation study.
Introduction
We often face multivariate survival data such as familial data, matched pairs, and different components of a system. When we study such data, it is important to construct the model that represents dependence. Several models for multivariate survival data have been proposed. To begin with, we briefly review the four models: the shock model, the Freund model, the Clayton model, and the mixture model; these models have been proposed for different situations. We clarify the type of data to which each model can be applied.
We next consider a testing problem in the mixture model that may be used in more situations than the other models. Under the constant baseline hazard assumption, Salvia and Bollinger (1), Cantor and Knapp (2) , and Nayak (3) proposed the test for the equality of marginal distributions. To relax the constant hazard assumption, which is too strong in practice, Fujii ( 
The Clayton Model
Clayton (8) We call this model the Clayton model. The parameter o is larger as dependence is stronger, so we can easily understand the meaning of the parameter. The estimations of the parameter 0 were investigated by Oakes (9), Clayton and Cuzick (10), and others. This model is attractive, but the assumption that 0(s,t) is constant seems to be too strong in practice. The extension of this model is considered in the next subsection.
The Mixture Model
Suppose that a pair of random variables (X,Y) has a common unobservable random variable Z, called frailty. Also suppose that given Z = z, X and Y are independently distributed with hazard function zXl(s), zX2(t), respectively. We call Xi(t) (i = 1,2) the baseline hazard function. What is the meaning of the random variable Z? In univariate case, the similar random variable Z was introduced to represent a heterogeneous factor in Swedish mortality data (11) . When we deal with survival data, there are many situations where we cannot suppose the homogeneity of the data, so we need to introduce the heterogeneous factor in the probability model. In the case of multivariate survival data, one possible reason of dependence is due to the individuals share of some heterogeneous factor. If this is the case, Z indicates the common heterogeneous factor such as genetic factors or environmental factors.
Gamma distribution family is used for the distribution ofZ (11) . Hugaard (12) also introduced three parameter Especially if we assume the gamma distribution of Z, which is equivalent to suppose P (O,8,0 
Test for Equality of Marginal Distributions
Among the four models reviewed in the previous section, the mixture model is frequently used in statistical inference for the baseline hazard function. In this section we consider the testing problem for a pair of survival data in the mixture model. Under the constant baseline hazard assumption such that XA(t) = X, (i = 1,2), Salvia and Bollinger (1), Cantor and Knapp (2), and Nayak (3) proposed the test for the equality of marginal distributions by using the statistic T = X/Y. The statistic T is not dependent on the distribution of Z. Here we discuss the optimal C(a)-test proposed by Fujii (4) under the Weibull type hazard assumption. T is also useful in this case.
The Optimal C(a)-Test
If we suppose the following baseline hazard functions are given by Xi(t) = pit"" (i = 1, 2) then the conditional density function of (X,Y) given Z = Z is given by fl,y) = Z2(y + 1)212xyy
x exp{-z(Pjx'Y+1 + P2YY+I)} where C and 0 are determined by the level of significance a. Table 1 shows the powers of the three tests at sample size n = 50 obtained by a simulation. The simulation is carried out by generating 10,000 uniform random digits for each set of (-y,B). Note that because the Nayak test is one-sided, we must correct the optimal C(a)-test to one-sided test for comparison.
The table shows that the Nayak test is good at neighborhood of y = 0, but it tends to be more inferior to the other tests as -y becomes larger. Especially, the Nayak test is not better than Sign test at -y = 1. On the other hand the optimal C(a)-test is as good as the Nayak test at -y = 0 but superior to the other tests for y > 0. Note that its power is almost constant even if y becomes large.
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