INTRODUCTION
Thermoelectric energy conversion holds the potential to convert unused streams of thermal energy, offering improved reliability with no moving parts, smaller size, longer operational lifetime on the order of decades, and thermal efficiencies on the order of 5%-10%. It should be noted however that the laws of nature do not dictate an upper limit on the performance metric of thermoelectric materials, and thus this technology is capable of achieving one third of the Carnot efficiency, deemed the definition of a practical system. 1 Many promising material systems may lead to breakthroughs in efficiency including mesoporous materials, [2] [3] [4] new phases of solid-state synthesized materials, [5] [6] [7] [8] [9] [10] and possibly topologically insulating materials. [11] [12] [13] However, experimental observations are rare and controversial as there is a wide degree of uncertainty arising from the current use of disparate measurement techniques on different samples, which erodes confidence and obfuscates material design efforts. [14] [15] [16] [17] There are 3 material properties that figure into the device efficiency: 18 (1) electrical conductivity, σ, (2) thermopower (Seebeck coefficient), S, and (3) thermal conductivity, κ = κ electronic + κ lattice which is comprised of electronic and lattice contributions. Commercial technology utilizes a) Present address: Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213, USA. b) Author to whom correspondence should be addressed: pettesmt@lanl.gov materials with a dimensionless thermoelectric figure of merit on the order of unity, defined as zT ≡ (S 2 σ/κ)T, where T is the absolute temperature. The measurement of the Seebeck coefficient is an important way to conduct high throughput screening studies used for experimental validation of computationally designed materials to increase efficiency. Therefore, the accuracy of this particular measurement is of critical importance to demonstrate an acceptable level of experimental confidence. The most widely accepted techniques to measure the Seebeck coefficient are the Ulvac ZEM-3 instrument for a bar of material longer than 6 mm in height or the Snyder 19, 20 technique where thermocouples are applied axially to minimize errors at high temperature (Fig. 1 ). An ideal design for the Seebeck coefficient requires measurements of temperature and voltage difference to be conducted at well-defined locations. Thus, thermocouples are used to serve both as probes for temperature measurements and as voltage leads. However, one major source of uncertainty is that the temperature measurement is obtained at the thermocouple junction, which is not at the same location that the voltage measurement is obtained due to finite sizes of the thermocouples leads. 19 This uncertainty will be intensified by an increased temperature gradient if the thermocouple conducts heat away from the sample surface. This is phenomenon is known as the cold-finger effect which can dominate the error and overestimate the Seebeck coefficient by 13% at 917 • C for a silicon germanium thermoelectric sample in a ZEM-3 instrument. 21 This arises from long thermocouples with large junctions touching the side surface of the sample and drawing non-negligible heat fluxes. 
Snyder 20 developed a new design by embedding axial thermocouples at the center of the heat spreaders in order to reduce the temperature gradient across thermocouple junctions, thereby suppressing the cold-finger effect. Moreover, very fine wires of two different materials (niobium and chromel) were used in a crossed-wire geometry connected via mechanical force applied at the junction. Although a detailed estimation of uncertainty for the ZEM-3 instrument has been performed, 21 to the best of our knowledge computational thermal analysis of the Snyder et al. 19, 20 axial thermocouple design is not available. Herein, uncertainty in the method used by Iwanaga and Snyder et al. 19 for Seebeck coefficient measurements is quantified using finite-element analysis, which confirms that the Snyder method reduces overall uncertainty by effectively eliminating the cold finger effect.
FINITE ELEMENT ANALYSIS OF THE SEEBECK APPARATUS OF SNYDER ET AL.
In order to analyze the uniaxial four-point geometry and its cold finger effects, we have produced the geometry given in Refs. 19 and 20. Figure 2 illustrates the physical geometry of the measurement setup used in the modeling. A 25 mmdiameter, 2 mm-thick pellet sample was used for the modeling. Two boron nitride heat spreaders were placed at the top and the bottom of the sample, with a diameter of 60 mm and a height of 35 mm each, with a 0.2 mm-thick sheet of grafoil ® in between, matching the sample diameter. Cylinders 8 mm in diameter and 25.4 mm in height were used in place of cartridge heaters, with six heaters embedded into each of the heat spreaders symmetric about the center axis. Two 2.197 mm-diameter mullite tubes were inserted through the center of the heat spreaders and onto the surfaces of the grafoil sheets at the top and bottom of the sample. Two 0.1 mm-thick leads of chromel and niobium were then threaded through the mullite tubing and embedded into the grafoil sheets. Three equally spaced equi-radial thin-walled cylinders of Inconel ® , each 13.52 mm in diameter, 127 mm in height and 0.71 mm in wall thickness were placed onto both the top and the bottom heat spreaders. Copper wires 1.87 mm in diameter were attached to the outer surface of each of the cartridge heaters, while a 1.6 mm-diameter thermocouple probe was embedded into each of the heat spreaders. The thermocouple configuration includes mullite tubing with niobium and chromel in a crossed-wire geometry based on the design of Snyder et al. 19 leads, and Inconel cylinders were made to terminate 200 mm from the top and the bottom edges of the heat spreaders. The entire model was constructed with a bilateral symmetry, and the system was bisected vertically to reduce the computational cost.
A thermal boundary condition was set up so that the terminating ends were at room temperature. All outer surfaces were assumed to be perfectly enclosed in a radiation shield set at temperatures of 300, 500, 700, and 900 • C. The sample sides were also set to undergo radiation with the overhanging surfaces of the heat spreaders. The cartridge heaters in the top and bottom heat spreader were set as internal heat generation with values adjusted to produce a temperature difference of approximately 0, 5, and 10 • C across the sample with a cold side temperature set at 900 • C (Table S1 , supplementary material). The entire system was placed at a high vacuum condition with no convective heat transfer, and contact resistances were not included. An open-circuit condition was assumed in order to neglect thermoelectric modeling. Thermal conductivities and emissivity for the boron nitride, mullite, niobium, and chromel were estimated using the Thermophysical Properties of Matter handbooks. 22 Pyroceram 9606 was chosen as the sample, as the thermal conductivity is known accurately and used as a calibration standard (see Table S2 , supplementary material thermal conductivity provided by the Netzsch Group). The thermal conductivities of the grafoil and Inconel were estimated using product specifications given by Graftech Inc. 23 and the Special Metals Corporation, 24 respectively. The entire model was discretized into 1 340 789 elements, and the Mechanical ANSYS Parametric Design Language (MAPDL) non-linear iterative solver was used.
FINITE ELEMENT ANALYSIS OF THE COLD-FINGER EFFECT
The temperature distribution across the sample diameter at the top and bottom surfaces can be seen in Fig. 3 , as a variation from the sample center temperature. Since the surrounding heat spreaders have much lower resistance, more heat flows through the sides, causing higher temperatures on the hot side and lower temperatures on the cold side. While the grafoil sheet reduces this effect and creates a more uniform temperature distribution, a non-negligible amount of variation remains. The upper surface temperature distribution changes appreciably with the measurement temperature, which can be attributed to competition between radiation losses at the sample sides and increased thermal resistance through the heat spreaders arising from the temperature dependence of the thermal conductivity, resulting in reduced temperature variation at high temperatures. In order to estimate the effect of the surrounding radiation, effective emissivities were calculated based on 25
where we have set the ratio of the tungsten shield (r o ) and heat spreader (r i ) radii to 1.87. Figure 3 illustrates temperature variations across the hot and cold sides of the sample at 900 • C for the cases with no radiation shield, room temperature radiation shield, as well as radiation shield kept at the same temperature as that of the center of the cold side, i.e., 900 • C. All cases were modeled for ∆T = 0, 5, and 10 • C, where ∆T is defined by the difference between the center temperature at the upper and lower surface of the sample. It can be observed that the temperature variations on both surfaces are dominated by the three heat fluxes: heat generation from the top and bottom heaters transferred through the heat spreader and the grafoil sheets, thermal conduction through the central thermocouples (cold-finger effect), and radiation from the sample circumference side. The thermal transport through the central thermocouples causes a minimum at the center of the sample. Sharp slopes at the sides of the sample are due to parasitic radiation. The maximum temperature variation increases by increasing the temperature drop across the sample, ∆T. For the cases with no radiation shield and with a room-temperature shield, the maximum of the temperature variation occurs at locations between the center and the side of the sample. By contrast, in the case with heated radiation shields (at 900 • C), a minimum for the hot side and a maximum for the cold side occur at the center of the sample for ∆T = 5 and 10 • C, which is due to suppressing thermal radiation by the heated shield (Fig. S1, supplementary material) . In this case, the radiation is transferred to the sample as opposed to prior cases because the shield temperature (900 • C) is greater than that of the circumference side. For the ∆T = 0, the radiation contribution is negligible. Standard deviations of all cases can be found in Table I . Temperature distribution across the measurement apparatus, top and bottom thermocouples as well as the niobiumchromel crossed-wire junctions are shown in Fig. 4 . It can be seen that sinking the thermocouples in the heat spreader is indeed effective in reducing the temperature gradient in areas close to the measurement contact leads. As a result, only small variations are observed on the cross-wire leads calculated as maximum variations 0.219, 0.216, and 0.056 • C on the cold side for the case with no shield, shield at 25 • C, and shield at 900 • C, respectively. Thus, by heating the tungsten radiation shield, the temperature gradient across the thermocouple lengths is effectively reduced, thereby, decreasing the cold-finger effect. However, it should be noted that temperature distribution across the crossed-wire leads is related to the contact thermal resistance between the leads, grafoil, as well as the sample. These contact resistances can be the dominant factors, as the leads are in contact only via mechanical force. Estimating these thermal contact resistances can be complicated as they depend on the nature of the physical surfaces, materials, and mechanical forces being used through loaded springs, etc. Therefore, it can be concluded that embedding the thermocouples in the heat spreader can be quite effective in reducing the cold-finger effect especially when a heated shield is employed. At the same time, it is necessary to experimentally investigate the contact resistance contributions in the overall uncertainty for each instrument or class of materials.
GEOMETRIC MISMATCH UNCERTAINTY ANALYSIS
One additional source of error is caused by the mismatch between the heat spreader diameter and the sample diameter. The model used for this simulation uses a constant FIG. 3 . Temperature distribution on the hot surface (left panels) and on the cold surface (right panels) with (a) and (b) no radiation shield, (c) and (d) a radiation shield set at 25 • C, and (e) and (f) a radiation shield set at 900 • C. ∆T represents the temperature difference between the centers of the hot and cold sample surfaces.
heat flux of 17 500 Wm −2 applied to the sample's top surface with high thermal conductivity copper heat spreaders selected to minimize the temperature gradients on the surface of the top and bottom heat spreaders. Meanwhile, the bottom surface was set at a constant temperature at 594.84 • C.
Surface-to-surface radiation exchange was set up between the two overhanging surfaces with a low emissivity of 0.0375 assumed for a polished metal heat spreader such as copper. Thermal conductivities of 10 Wm −1 K −1 and 385 Wm −1 K −1 were used for the sample and the copper heat spreaders, TABLE I. Standard deviation in the sample surface temperature distribution on the cold and hot sides at different radiation shield conditions for the bottom center (cold-side, center) of the sample being held at a temperature of 900 • C with a temperature difference of ∆T across the sample. ∆T describes the temperature difference between the top (hot) center and the bottom (cold) center.
Standard deviation of T surface ( • C)
Sample surface Radiation shield temperature ( respectively. The sample height was 5 mm, while the two heat spreader heights were 4.75 mm. The sample radius was set at 12.7 mm, while the heat spreader radius varied from 12.7 mm to 63.5 mm. The same boundary conditions were used as the ratio of r heat spreader /r sample increased from 1.5 to 5 in intervals of 0.5. Temperature was evaluated at the center of the top and bottom surfaces of the sample. A 2D version was also created with same boundary conditions except without radiation, in order to further observe 2D effects on heat injection into and out of the sample. For a fixed sample radius of 12.7 mm, attempting to increase the diameter of the heat spreaders (e.g., to accommodate larger diameter cartridge heaters) will cause a mismatch between the heat spreaders and the sample. This will cause some thermal shunting, where a portion of the heat flows between upper and lower heat spreaders through radiation rather than conduction alone. The uncertainty introduced by such shunting, U mismatch , can be estimated using the following equation:
where ε is the heat spreader emissivity, σ is the StefanBoltzmann constant, T H,heat spreader and T C,heat spreader are the upper and lower heat spreader temperatures, respectively, κ sample and L sample are the sample thermal conductivity and length, respectively, and r heat spreader and r sample are the heat spreader radius and the sample radius, respectively. The temperatures at the thermocouple locations were used to back calculate the thermal conductivity of the sample, which was then compared to the actual sample conductivity to produce an estimate of uncertainty. This was repeated for multiple mismatch ratios r heat spreader /r sample and plotted in Fig. 5 . This can give an indication of the confidence expected in the surface temperature measurements, where radiative shunting can impact the spatial temperature distribution within the sample itself. The process was also repeated with a twodimensional (2D) simulation excluding radiation to observe purely 2D conduction effects. As can be seen, the error caused by the geometrical mismatch is much greater than the error caused only by the radiative shunting by a magnitude of 1.5%-3.5%. The 2D effects have a significant contribution to the error, especially at the lower mismatch ratios, due to the non-uniform surface temperatures that it creates. The 2D effects, however, grow slower as the mismatch ratio increases (Fig. 5) . Finally, the error caused by mismatch is significant, with ∼1.5% at a ratio of r heat spreader /r sample = 1.5 and reaches ∼4.3% at a ratio of 5. Therefore, the mismatch error cannot be ignored, especially for samples whose thermal conductivity is low. Although it is possible to have only one heat spreader that matches the sample and still avoids radiative shunting, this will not remove the uncertainty arising from 2D effects. Thus, the extrusion on the lower heat spreader with the matching diameter is necessary to completely remove the mismatch error. It is worth noting, however, that the mismatch error decreases rapidly from 1.5% at a ratio of 1.5 as its limit must reduce to 0% at a ratio of unity. This means that any mismatch error caused by minute variations in the sample's diameter and alignment will be negligible even with an unheated shield, with errors dominated by temperature non-uniformity on the order of 8.7% (10.2% for r heat spreader /r sample = 2.4).
THERMAL INTERFACE MATERIAL INFLUENCE ON SURFACE TEMPERATURE DISTRIBUTION
The model used for this simulation consists of a 5 mm thick sample attached with the upper heat spreader, with the thermal interface material sandwiched in between. Rods with internal heat generations of 5.9 MW m −3 are used for the cartridge heaters. Temperature at the bottom of the sample is set at 695 • C. Radiation to the environment is set up for both the heat spreader and the sample, with emissivities of 0.0375 and 0.8, respectively. Thermal conductivities are set at 385 Wm −1 K −1 for the heat spreader and 10 Wm −1 K −1 assumed for the sample, while the thermal interface material thermal conductivity is varied. The maximum temperature variation occurs between the temperature at the center of the sample and the temperature at the edge of the sample, on the same surface. The difference is used to gauge the variation.
In addition to the temperature variation caused by the parasitic losses, there is a significant drop in temperature at the 1.59 mm hole where the thermocouples are inserted due to there being no direct contact with the heat spreader. The high in-plane thermal conductivity of the grafoil thermal interface material reduces error by both creating a more uniform surface temperature and by filling in this gap. The resulting temperature variations are plotted in Fig. 6 as a function of thermal interface material in-plane thermal conductivity. The temperature variation initially dropped quickly with FIG. 5 . Uncertainty in thermal conductivity due to geometric mismatch between the heat spreader and sample diameters as a function of the ratio of heat spreader to sample radius, r heat spreader /r sample . Contributions to the total error (circles) consist of spatial 2D effects (triangles) and radiative shunting (solid line). increasing thermal conductivity but became more constant as the in-plane thermal conductivity exceeded 750 Wm −1 K −1 . At 1500 Wm −1 K −1 -the in-plane thermal conductivity of the grafoil material selected-the temperature variation across the sample surface was as low as 0.2 K for a surface at T H = 700 • C.
THERMOVOLTAGE UNCERTAINTY
Further uncertainty arises from the data acquisition instruments and measurement probes used. Depending on the accuracy and the maintenance of the data acquisition unit used, there will be some inherent measurement uncertainty. Using a digital multimeter from Keithley for the estimation, this can be approximated at ±(0.005% + 1 µV) for the voltage measurement. In addition, the Seebeck coefficients of the thermocouple wires used can produce additional errors depending on how well they match the calibration data used. The calibration used for the wires will have an inherent uncertainty, which will affect the temperature measurements. In addition, it will affect the voltage measurements when the wires' Seebeck effects are being subtracted, depending on the temperature drop of the Seebeck measurement and the voltage lead Seebeck coefficient. If the wire Seebeck variation is estimated at ±5%, then the voltage error during a Seebeck measurement using niobium leads will be negligible, ±0.62 µV at 1000 • C for ∆T = 10 • C.
CONCLUSION
A finite element analysis was employed in order to calculate the cold-finger effect and temperature distribution across the sample by Snyder et al. 19, 20 at a high temperature of 900 • C. The analysis indicated that the sample temperature distribution is dominated by the radiation, heat generation in the cartridge heaters, as well as cold-finger effects. At a sample temperature of 900 • C, temperature variations (defined as one standard deviation) of 0.219, 0.216, and 0.056 • C were calculated on the thermocouple cross-wires for the cases with no radiation shield, with a shield temperature set at 25 • C, and with a shield set at 900 • C, respectively. This demonstrated the effectiveness of the embedded axial thermocouple design provided that contact resistances to the sample are negligible. On the other hand, the presence of a temperature minimum at the center of the sample surfaces showed that heat can still be drawn through the thermocouples. Using a heated radiation shield was shown to be effective in suppressing the temperature gradient across the thermocouples and effectively mitigating the cold-finger effect.
SUPPLEMENTARY MATERIAL
See supplementary material for additional modeling details and sample surface temperature distributions. 
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