Abstract. Any spectral function can be written as a composition of a symmetric function f : R n → R and the eigenvalue function λ(·) : S → R n , often denoted by (f • λ), where S is the subspace of n × n symmetric matrices. In this paper, we present some nonsmooth analysis for such spectral functions. Our main results are ( and only if f is LC 1 , and (c) (f • λ) is SC 1 if and only if f is SC 1 . Result (a) is complementary to a known (negative) fact that (f • λ) might not be directionally differentiable if f is directionally differentiable only. Results (b) and (c) are particularly useful for the solution of LC 1 and SC 1 minimization problems which often can be solved by fast (generalized) Newton methods. Our analysis makes use of recent results on continuously differentiable spectral functions as well as on nonsmooth symmetric-matrix-valued functions.
Introduction.
There has been growing interest in the variational analysis of spectral functions. This growing trend is probably due to the following reasons. On one hand, spectral functions have important applications to some fundamental problems in applied mathematics such as semidefinite programs and engineering problems. See a survey paper by Lewis and Overton [14] for many such applications. On the other hand, efficient nonsmooth analysis tools have only been available in the past few years; see the book by Rockafellar and Wets [26] . In this paper, we study some nonsmooth properties of spectral functions which have not been reported in the literature. Our study is inspired by recent progress on spectral functions [13, 15, 16] and progress on symmetric-matrix-valued functions [2, 27, 3, 28, 11] .
Let S be the space of n × n real symmetric matrices endowed with the inner product X, Y := trace(XY ) for any X, Y ∈ S. X is the Frobenius norm of X. Let λ(·) : S → R n be the eigenvalue function such that λ i (X), i = 1, . . . , n, yield eigenvalues of X for any X ∈ S and are patterned in nonincreasing order, i.e., λ 1 (X) ≥ · · · ≥ λ n (X). A function f : R n → R is symmetric on an open set Ω ⊆ R n if f is invariant under coordinate permutation, i.e.,
f (x) = f (P x) for any permutation matrix P and any x ∈ Ω.
For simplicity, we assume that Ω is R n in this paper (all results remain valid when restricted to some open symmetric set Ω). Formally, a spectral function is a composition of a symmetric function f : R n → R and the eigenvalue function λ(·) : S → R n ;
that is, the spectral function (f • λ) : S → R is given by (f • λ)(X) := f (λ(X)), X ∈ S.
For more explanation leading to this definition, see [16] . Typical spectral functions include the kth largest eigenvalue of a symmetric matrix [14, 15] and the Schatten p-norm of a symmetric matrix (p ≥ 1). It is well known that the eigenvalue function λ(·) is not everywhere differentiable. So it is natural to expect that the composite function (f • λ) could be not everywhere differentiable no matter how smooth f is. It was therefore surprising when Lewis claimed in [13] that (f • λ) is indeed (strictly) differentiable at X ∈ S if and only if f is (strictly) differentiable at λ(X). Moreover, it is further proved in [16] that (f • λ) is twice (continuously) differentiable at X ∈ S if and only if f is twice (continuously) differentiable at λ(X). Those two results on derivatives play an important role in this paper. It is also known that (f • λ) is convex if and only if f is convex [5] . Since the eigenvalue function is Lipschitz continuous, (f • λ) is locally Lipschitzian if f is. Then the generalized gradient ∂(f • λ) in the sense of Clarke [4] is well defined. A beautiful formula for calculating elements in ∂(f • λ) can be found in [13] . Several other subgradients of (f • λ) are studied in [15] ; see also [8] .
The above results show that (f • λ) inherits smoothness properties from f . However, this is not the case for directional differentiability. The punctured hyperbola example constructed by Lewis [13] shows that (f • λ) is not necessarily directionally differentiable if f is directionally differentiable only. We will show that a sufficient condition for directional differentiability of (f •λ) at X ∈ S is the semidifferentiability of f at λ(X) (see Proposition 3.2). This result suggests that f should have differentiability properties stronger than directional differentiability in order for (f • λ) to inherit the same properties from f . In fact, we will show that (f •λ) is min(1, ρ)-order semismooth if and only if f is ρ-order semismooth (see Proposition 3.5), generalizing a recent result of Sun and Sun [28] which proves that the eigenvalue function is strongly semismooth. As mentioned earlier, (f • λ) is (twice) differentiable if and only if f is (twice) differentiable. We are also interested in the case when f is an LC 1 function (also called a C 1,1 function in the literature), i.e., f is once continuously differentiable and its derivative function ∇f (·) is locally Lipschitz. Another interesting case is when f is an SC 1 function, i.e., f is not only an LC 1 function, but also its derivative function is semismooth. For both cases, we will show that (f • λ) is an LC and SC 1 functions is that they constitute a class of minimization problems which can be solved by Newton-type methods (see [6, 20, 22] ) and by penalty-type methods (see [31, 30] ).
The property of semismoothness, as introduced by Mifflin [17, 18] for functionals and scalar-valued functions and further extended by Qi and Sun [23] for vector-valued functions, is of particular interest due to the key role it plays in the superlinear convergence analysis of certain generalized Newton methods [10, 21, 23] . Recent attention in research on semismoothness is on symmetric-matrix-valued functions which have important applications to semidefinite complementarity problems [29, 27, 2, 3, 28, 11] . Several important results have been established and inspired our research in this paper. For example, the absolute matrix-valued function |X| := √ X 2 , X ∈ S, is strongly semismooth [27, 3] ; the eigenvalue function λ(·) is strongly semismooth [28] . This latter result is found to be particularly useful in quadratic convergence analysis of Newton methods for inverse eigenvalue problems. Another useful result is a lemma of Chen and Tseng [2] about the locally upper Lipschitzian property of certain orthogonal matrices yielding the spectral decomposition of a symmetric matrix.
Notation used in this paper is as follows: vectors in R n are viewed as columns and capital letters such as X, Y , etc. always denote matrices in S. For X ∈ S, we denote by X ij the (i, j)th entry of X. We use • to denote the Hadamard product between two matrices, i.e., 
Throughout, · denotes the Frobenius norm for matrices and the 2-norm for vectors. For any linear mapping L : S → S, we define its operator norm |L| := max X =1 LX . For any x ∈ R n , X ∈ S, and any scalar γ > 0, we denote the γ-ball around x in R n and the γ-ball around X in S, respectively, by
For any µ ∈ R n and P ∈ P, we will frequently use the following fact:
Miscellaneous.
In this section, we review some basic concepts on continuity and differentiability of vector-valued functions in order to avoid confusion with other concepts not treated in this paper. Those concepts also apply to the spectral function (f • λ) and its gradient map ∇(f • λ) (if it exists) since the symmetric matrix space S can be cast as a vector space of dimension n(n + 1)/2. All those concepts except semismoothness and their equivalent characterizations can be found in the book [26] . We also list some perturbation results on symmetric matrices for later use. 
Basic concepts. Consider the mapping
Then F is strictly continuous at x if and only if lipF (x) is finite.
We say F is directionally differentiable at
and F is directionally differentiable if F is directionally differentiable at every x ∈ R k . We say F is semidifferentiable at x ∈ R k if the limit
exists for every direction h ∈ R n . It is easy to see that the limit (if it exists) equals
We say that F is continuously differentiable if F is differentiable at every x ∈ R k and ∇F is continuous. If F is strictly continuous, then F is almost everywhere differentiable by Rademacher's theorem; see [4] and [26, Sec. 9J] . Then the generalized Jacobian ∂F (x) of F at x (in the Clarke sense) is well defined.
F is said to be ρ-order semismooth (0 < ρ < ∞) at x if F is semismooth at x and
In particular, F is called strongly semismooth at x if F is 1-order semismooth at x.
We say F is semismooth (respectively, ρ-order semismooth) if F is semismooth (respectively, ρ-order semismooth) at every x ∈ R k . Convex functions and piecewise continuously differentiable functions are examples of semismooth functions. The composition of two (respectively, ρ-order) semismooth functions is also a (respectively, ρ-order) semismooth function. The characterization below obtained by Sun and Sun [27, Thm. 3 .7] provides a convenient way for proving ρ-order semismoothness and semismoothness as well. For more applications of this result, see [3, 28] .
Lemma 2.2. Suppose that F : R k → R is strictly continuous and directionally differentiable in a neighborhood of x. Then for any ρ ∈ (0, ∞) the following two statements are equivalent:
In particular, the following two statements are equivalent:
Finally we assume that F : functions and their roles in superlinear convergence analysis of certain generalized Newton methods for some minimization problems, see [22, 20, 6] . We note that the LC 1 problem is also known as C 1,1 data in [9] , where second-order analysis of the underlying function is conducted. For further development along this line, see [30, 31] and the references therein.
Perturbation results for symmetric matrices.
In this subsection, we review some useful perturbation results for the spectral decomposition of real symmetric matrices. These results will be used in the next section to analyze properties of the spectral function (f • λ).
Let O denote the group of n × n real orthogonal matrices. For each X ∈ S, define the set of orthogonal matrices giving the ordered spectral decomposition of X by
Clearly O X is nonempty for each X ∈ S. The following lemma, proved in [2, Lem. 3], gives a key perturbation result for eigenvectors of symmetric matrices. For a different yet simple proof of this lemma, see [28] . Lemma 2.3. For any X ∈ S, there exist scalars η > 0 and > 0 such that
We will also need the following perturbation results of von Neumann [19] ; see also [1] .
Lemma 2.4. For any X, Y ∈ S, we have
where · 2 is the 2-norm. Last, we need the following classical result [25, Thm. 1] showing that, for any X ∈ S and any H ∈ S, the orthonormal eigenvectors of X + τ H may be chosen to be analytic in τ . As is remarked in [12, p. 122] , the existence of such orthonormal eigenvectors depending smoothly on τ is one of the most remarkable results in the analytic perturbation theory for symmetric operators.
Lemma 2.5. For any X ∈ S and any H ∈ S, there exist P (τ ) ∈ O, τ ∈ R, whose entries are power series in τ , convergent in a neighborhood of τ = 0, and
3. Directional differentiability and semismoothness of spectral functions. This section includes two main results. Proposition 3.2 says that the spectral function (f • λ) is directionally differentiable if f is semidifferentiable. Without this condition, the punctured hyperbola example [13] shows that (f • λ) is not necessarily directionally differentiable. Proposition 3.5 says that (f • λ) inherits semismoothness from f . The following preliminary results, which shall be used from time to time in our proofs, are due to the symmetry of f . For example, parts (a), (c), and (d) of Lemma 3.1 follow from differentiating both sides of the equality f (µ) = f (P µ) (P ∈ P) and the chain rule. Part (b) is a direct consequence from the definition of semidifferentiability and the symmetry of f .
Lemma 3.1. Suppose f : R n → R is symmetric. Then we have the following results:
n if and only if f is twice differentiable at P µ for any P ∈ P. In this case we have
The next result states that under the condition of semidifferentiability the directional differentiability of f is inherited by the spectral function (f • λ). Without this condition, this result is no longer valid as the punctured hyperbola example in [13, p. 587] illustrates. Proposition 3.2. Let X ∈ S be given. The following results hold.
(X). (c) Suppose that f is both strictly continuous and directionally differentiable at
Then by Lemma 2.5 there exists P (τ ) ∈ O, τ ∈ R, whose entries are power series in τ , convergent in a neighborhood I of τ = 0, and P T (τ )X(τ )P (τ ) is diagonal. Consequently the corresponding eigenvalues
are also power series in τ , convergent for τ ∈ I. Denote
Then we have the expansion
The fact that the elements of µ(τ ) are eigenvalues of X(τ ) yields
where the last equality uses the semidifferentiability of f at λ(X). This proves that (f • λ) is directionally differentiable at X.
(b) The proof of this part is standard and follows by restricting the spectral function to the subspace of diagonal matrices and application of Lemma 3.1(a).
(c) This part follows directly from (a) since the strict continuity and directional differentiability of f at λ(X) imply the semidifferentiability of f at λ(X).
The sufficient condition of semidifferentiability in Proposition 3.2(a) cannot be replaced by directional differentiability in general. However, it can be so if f has the separable form
where g : R → R is directionally differentiable. The proof is simple by noticing in the preceding argument for (a) that
Hence for this special case we have
The next result on differentiability of spectral functions will be used in our analysis of semismoothness (Proposition 3.5) and LC 1 property (Proposition 4.3) of spectral functions. 
5]). Let X ∈ S. (f •λ) is differentiable at X if and only if f is differentiable at λ(X). In this case the gradient of
for any orthogonal matrix V ∈ O and µ ∈ R n satisfying X = V Diag[µ]V T . The result below shows that semismoothness implies semidifferentiability.
Proof. An equivalent characterization of semismoothness of F at x is that the limit
Vĥ| V ∈ ∂F (x + τĥ) (8) exists for any h ∈ R k and equals F (x; h); see [23] . Let h ∈ R k be given. For any τ 0 andĥ → h, choose any element V ∈ ∂F (x + τĥ); we then have
Hence F is semidifferentiable at x. The converse of the above result is not true, i.e., a semidifferentiable function is not necessarily semismooth. For example, let F : R n → R be defined by
This function is locally Lipschitzian, differentiable everywhere, smooth everywhere except at the origin, and semidifferentiable at 0. But it is not semismooth at 0 [24] . Now we present the second main result in this section. The sufficient part says that the spectral function (f • λ) inherits semismoothness from f , which can also be obtained by using a recent result of Sun and Sun [28] that the eigenvalue function λ(·) is strongly semismooth and the fact that compositions of ρ-order semismooth functions are ρ-order semismooth [7] . However, we include a different proof here because it is direct and suggests a proof technique in analyzing SC 1 property of spectral functions in the next section.
Proposition 3.
For any symmetric function f : R n → R, the spectral function (f • λ) is semismooth if and only if f is semismooth. If f is ρ-order semismooth
Proof. Suppose f is semismooth. Then f is strictly continuous and semidifferentiable (Lemma 3.
4). Hence (f •λ) is strictly continuous and directionally differentiable (Lemma 3.2). Let D := {X ∈ S| (f • λ) is differentiable at X}.
Fix any X ∈ S. By Lemma 2.3, there exist scalars η > 0 and > 0 such that (4) holds. We will show that, for any H ∈ S with X + H ∈ D and H ≤ , we have
where o(·) and O(·) depend on f and X only. Then it follows from Lemma 2.2 that (f • λ) is semismooth at X. Since the choice of X ∈ S was arbitrary, (f • λ) is semismooth. Now choose any Q ∈ O X+H . Then Lemma 2.3 implies that there exists
For simplicity, let r denote the left-hand side of (9), i.e.,
We also let
Since (f • λ) is differentiable at X + H ∈ D, it follows from Lemma 3.3 that f is differentiable at λ(X + H). Hence, ∆ 1 and ∆ 2 are well defined. Note that ∇f (λ(X + H)) and λ(X + H) − λ(X) are column vectors. We write their inner product in the form of ·, · rather than x T y for x, y ∈ R n in order to be consistent with the inner product in S. Using the gradient formula (7), we then have
Since f is semismooth at λ(X) and λ(X + H) → λ(X) as H → 0, it follows from Lemmas 2.2 and 2.4 that
It remains to show ∆ 2 = o( H ) in order to show r = o( H ). LetH := Q T HQ and O := P
T Q. For simplicity, we let µ := λ(X + H) and β := λ(X). Since
This and (11) imply
Then, for i = 1, . . . , n, the relations (10)-(12) yield
Hence we have
. This proves that (f • λ) is semismooth. Suppose that f is ρ-order semismooth at λ(X) (0 < ρ < ∞). Then the preceding argument shows that
This shows that (f • λ) is min{1, ρ}-order semismooth at X.
is directionally differentiable and strictly continuous. By Proposition 3.2, f is directionally differentiable. It is well known that (f • λ) is strictly continuous if and only if f is. Then the semismoothness of f follows from restricting the spectral function (f • λ) to the subspace of diagonal matrices and using the property of semismoothness of (f • λ) and Lemma 2.2. 
If f is symmetric, then the smooth approximants {f
ν } can also be selected to be symmetric.
In fact, [26, Thm. 9 .67] contains only the first part of Lemma 4.1. But the second part can be obtained from its proof. To see this, let ψ ν : R n → R, ν = 1, 2, . . . , be nonnegative, measurable, and bounded with R n ψ ν (z)dz = 1, and the sets B ν := {z ∈ R n | ψ ν (z) > 0} form a bounded sequence that converges to {0}. Let C be a compact set contained in Ω. We assume
We observe that for
Then the proof argument of [26, Thm. 9 .67] can be applied to the functions ∇f ν and ∇f , establishing that {∇f ν } converge uniformly to ∇f on any compact set C contained in Ω and (13) holds. Suppose f is symmetric. We further assume that the measurable functions {ψ ν } are symmetric; it follows from the symmetry of f and ψ ν that for any P ∈ P
i.e., {f ν } are also symmetric. To present Lewis and Sendov's result, we suppose the symmetric function f : R n → R is twice differentiable at some points. Letting µ ∈ R n be such a point, we define a matrix map A(·) mapping µ to an n × n matrix:
The following results are [16, Thms. 3.3, 4.2] .
Lemma 4.2. For any X ∈ S, (f • λ) is twice (continuously) differentiable at X if and only if f is twice (continuously) differentiable at λ(X). Moreover, in this case the Hessian of the spectral function at X is
where U is any orthogonal matrix in O X andH = U T HU . If f is twice continuously differentiable in a neighborhood of λ(X), say, N (λ(X), ) for some > 0, and
for any µ in this neighborhood for some κ > 0, then, according to Lemmas 2.4 and 4.2, (f • λ) is twice continuously differentiable in the neighborhood B(X, ) of X and for any Y in this neighborhood
for someκ > 0 which depends only on κ. Here we use the facts λ(Y ) ∈ N (λ(X), ), (16) , and the twice continuous differentiability of f . Now we present our first main result on LC 1 spectral functions.
The following results hold.
(
a) ∇(f • λ) is strictly continuous at X if and only if ∇f is strictly continuous at λ(X).
⊂ Ω, it is noted that f is differentiable at every point in N (λ(X), ) and (f • λ) is also differentiable at every point in B(X, ) by Lemmas 2.4 and 3.3.
(a) Suppose that ∇f is strictly continuous at λ(X). Then there exist scalars κ > 0 and δ > 0 such that
We note that λ(Y ) ∈ N (λ(X), δ) for any Y ∈ B(X, δ). By letting C := N (λ(X), δ) in Lemma 4.1, there exists a sequence of twice continuously differentiable and symmetric functions f ν : R n → R, ν = 1, 2, . . ., satisfying that ∇f ν converges uniformly to ∇f on C and
By Lemma 4.2, we know that each (f ν •λ) is twice continuously differentiable. Letting Y ∈ B(X, δ), it follows from Lemma 3.3 that for any P ∈ O Y we have (18)), we have for any Y ∈ B(X, δ),
for someκ > 0, depending only on κ. Fix any Y, Z ∈ B(X, δ) with Y = Z.
, for any > 0 there exists an integer ν 1 > 0 such that for all ν > ν 1 we have
Then by (19) and the mean value theorem for continuously differentiable functions, we have
Since Y, Z ∈ B(X, δ) and are arbitrary, and by letting ν → ∞, this yields
is strictly continuous at X. Then the strict continuity of f follows from restricting (f • λ) to the subspace of diagonal matrices and using formula (7) .
(b) is an immediate consequence of (a) by choosing Ω = R n . In addition to the LC 1 property, another prerequisite for being an SC 1 function is the directional differentiability of the gradient map. The following result concerns this prerequisite. (
is differentiable at every point in B(X, ). Fix such an . In the following, we will consider point X + τ H for τ ∈ R and H ∈ S. Then X + τ H ∈ B(X, ) for all small |τ |. Hence, f and (f • λ) are differentiable at λ(X + τ H) and X + τ H, respectively, for all small |τ |.
(a) Let H ∈ S, and define X(τ ) = X + τ H, τ ∈ R. Then by Lemma 2.5 there exists P (τ ) ∈ O, τ ∈ R, whose entries are power series in τ convergent in a neighborhood I of τ = 0, and P T (τ )X(τ )P (τ ) is diagonal. Then the corresponding eigenvalues
are also power series in τ , convergent for τ ∈ I. Denote µ(τ ) := (µ 1 (τ ), . . . , µ n (τ )) T . Then we have the expansions
We note that µ(0) = Qλ(X) for some Q ∈ P. Hence ∇f is semidifferentiable at µ(0) by Lemma 3.1(b). In particular, we have
Then from those expansions above and the formula (7) we have
is directionally differentiable at X. Then the directional differentiability of f follows again from restricting (f • λ) to the subspace of diagonal matrices and using formula (7).
Our last main result is on SC 1 property of spectral functions.
Proof. First we note that there exist η > 0 and > 0 such that both f and (f • λ) are differentiable in N (λ(X), ) and B(X, ), respectively, and Lemma 2.3 holds for all Y ∈ B(X, ). For simplicity, we let F (·) = ∇f (·).
(a) Suppose F is semismooth at λ(X). Then F is semidifferentiable, strictly continuous, and directionally differentiable at λ(X). By whenever λ i = λ i+1 . We will show that, for any H ∈ S with X + H ∈ D and H ≤ , we have
Then, it follows from Lemma 2.2 that ∇(f •λ) is semismooth at X. Let µ := λ(X +H), and choose any Q ∈ O X+H ; then there exists P ∈ O X satisfying P − Q ≤ η H .
Since X + H ∈ D, Lemma 4.2 implies ∇f is differentiable at µ. For simplicity, let R denote the left-hand side of (20); then we have from (7) and (15) that
Once again for simplicity, we let
Consequently we havẽ 
We now show thatR = o( H ), which, by R = R , would prove (20) . For any i ∈ {1, . . . , n}, we havẽ
((∇F (µ)) ijHjj ) (22) 
where we use local boundedness of F and ∇F . Since F is semismooth at λ, each of its components is also semismooth at λ. Lemma 2.4 implies that λ − µ ≤ H . Then clearly the right-hand side of the preceding relation is o( H ). For any i, j ∈ {1, . . . , n} with i = j, we havẽ R ij 
where the second equality uses (23) and the strict continuity of F i and F j at λ, so that
Suppose F is ρ-order semismooth at λ(X) (0 < ρ < ∞). Then the preceding argument shows thatR ii = O(max{ H 1+ρ , H 2 }) = O( H 1+min{1,ρ} ) for all i while we still haveR ij = O( H 2 ) for all i = j. This shows that ∇(f •λ) is min{1, ρ}-order semismooth at X.
Suppose ∇(f • λ) is semismooth at X. Then ∇(f • λ) is strictly continuous and directionally differentiable at X. By Propositions 4.3 and 4.4, F := ∇f is strictly continuous and directionally differentiable at λ(X). For any h ∈ R n such that F is differentiable at λ(X) + h, i.e., f is twice differentiable at λ(X) + h, let H :=
QDiag[h]Q
T for some Q ∈ O X . Then there exists P ∈ P such that P (λ(X) + h) =
