Finding an optimal assignment between two sets of objects is a fundamental problem arising in many applications, including the matching of 'bag-of-words' representations in natural language processing and computer vision. Solving the assignment problem typically requires cubic time and its pairwise computation is expensive on large datasets. In this paper, we develop an algorithm which can find an optimal assignment in linear time when the cost function between objects is represented by a tree distance. We employ the method to approximate the edit distance between two graphs by matching their vertices in linear time. To this end, we propose two tree distances, the first of which reflects discrete and structural differences between vertices, and the second of which can be used to compare continuous labels. We verify the effectiveness and efficiency of our methods using synthetic and real-world datasets.
I. INTRODUCTION
Vast amounts of data are now available for machine learning, including text documents, images, graphs and many more. Learning from such data typically involves computing a similarity or distance function between the data objects. Since many of these datasets are large, the efficiency of the comparison methods is critical. This is particularly challenging since taking the structure adequately into account often is a hard problem. For example, no polynomial-time algorithms are known even for the basic task to decide whether two graphs have the same structure [1] . Therefore, the pragmatic approach of describing such data with a 'bag-of-words' or 'bag-of-features' is commonly used. In this representation, a series of objects are identified in the data and each object is described by a label or feature. The labels are placed in a bag where the order in which they appear does not matter.
In the most basic form, such bags can be represented by histograms or feature vectors, two of which are compared by counting the number of co-occurrences of a label in the bags. This is a common approach not only for images and text, but also for graph comparison, where a number of graph kernels have been proposed which use different substructures as elements of the bag [2, 3] . In the more general case, two bags of features are compared by summing over all pairs of features weighted by a similarity function between the features. However, in both cases, the method is not ideal, since each feature corresponds to a specific element in the data object, and so can correspond to no more than one element in a second data object. The co-occurrence counting method allows each feature to match to multiple features in the other dataset.
A different approach is to explicitly find the best correspondence between the features of two bags. This can be achieved by solving the (linear) assignment problem in O(n 3 ) time using Hungarian-type algorithms [4] . When we assume weights to be integers within the range of [0, N], scaling algorithm become applicable such as [5] , which requires O(n 2.5 log N ) time. Several authors studied a geometric version of the problem, where the objects are points in R d and the total distance is to be minimised. No subquadratic exact algorithm for this task is known, but efficient approximation algorithms exist [6] . This is also the case for various other problem variants, see [7] and references therein. These algorithms are typically involved and focus on theoretical guarantees. For practical applications often standard algorithms with cubic running time, simple greedy strategies or methods specifically designed for one task are used.
We briefly summarise the use of assignment methods for comparing structured data in machine learning with a focus on graphs. While most kernels for such data are based on co-occurrence counting, there has been growing interest in deriving kernels from optimal assignments in recent years. The pyramid match kernel was proposed to approximate correspondences between bags of features in R d by employing a space-partitioning tree structure and counting how often points fall into the same bin [8] . For graphs, the optimal assignment kernel was proposed, which establishes a correspondence between the vertices of two graphs using the Hungarian algorithm [9] . However, it was soon realised that this approach does not lead to valid kernels in the general case [2] . Therefore, Johansson and Dubhashi [10] derived kernels from optimal assignments by first sampling a fixed set of so-called landmarks and representing graphs by their optimal assignment similarities to landmarks. Kriege et al. [11] demonstrated that a specific choice of a weight function (derived from a hierarchy) does in fact generate a valid kernel for the optimal assignment method and allows computation in linear time. The approach is not designed to actually construct the assignment.
The term graph matching refers to a diverse set of techniques which typically establish correspondences between the vertices (and edges) of two graphs [12, 13] . This task is closely related to the classical NP-hard maximum common subgraph problem, which asks for the largest graph that is contained as subgraph in two given graphs [1] . Exact algorithms for this problem haven been studied extensively, e.g., for applications in cheminformatics [14] , where small molecular graphs with about 20 vertices are compared. The term network alignment is commonly used in bioinformatics, where large networks with thousands of vertices are compared such as proteinprotein interaction networks. Methods applicable to such graphs typically cannot guarantee that an optimal solution is found and often solve the assignment problem as a subroutine, e.g., [15, 16] . In the following we will focus on the graph edit distance, which is one of the most widely accepted approaches to graph matching with applications ranging from cheminformatics to computer vision [17] . It is defined as the minimum cost of edit operations required to transform one graph into another graph. The concept has been proposed for pattern recognition tasks more than 30 years ago [18] . However, its computation is NP-hard, since it generalises the maximum common subgraph problem [19] . The graph edit distance is closely related to the notoriously hard quadratic assignment problem [20] . Recently several elaborated exact algorithms for computing the graph edit distance have been proposed [21, 22, 23] . Binary linear programming formulations in combination with highly-optimised general purpose solvers are among the most efficient approaches, but are still limited to small graphs [22] . Even a restricted special case of the graph edit distance is APX-hard [24] , i.e., there is a constant c > 1, such that no polynomial-time algorithm can approximate it within the factor c, unless P=NP. However, heuristics based on the assignment problem turned out to be effective tools [25] and are widely used in practice [17] . The original approach requires cubic running time, which is still not feasible for large graphs. Therefore, it has been proposed to use non-exact algorithms for solving the assignment problem. Simple greedy algorithms reduce the running time to O(n 2 ) [26, 27] . For large graphs the quadratic running time is still problematic in practice. Moreover, many applications require a large number of distance computations, e.g., for solving classification tasks or performing similarity search in graph databases [28] .
Our contribution: We develop a practical algorithm, which solves the assignment problem exactly in linear time when the cost function is a tree metric. A tree metric can be represented compactly by a weighted tree of linear size, which we use for constructing an optimal assignment. We show how to embed sets of objects in an 1 space preserving the optimal assignment costs. In order to demonstrate that our approach is-despite its simplicity-suitable for challenging real-world problems, we use it for approximating the graph edit distance. To this end, we propose two techniques for generating trees representing cost functions: (i) based on Weisfeiler-Lehman refinement to quantify discrete and structural differences, (ii) based on hierarchical clustering for continuous vertex attributes. We show experimentally that our linear time assignment algorithm scales to large graphs and datasets. Our approach outperforms both exact and approximate methods for computing the graph edit distance in terms of running time and provides state-of-the-art classification accuracy. For some datasets with discrete labels our method even beats these approaches in terms of accuracy.
II. FUNDAMENTALS
We summarise basic concepts and results on graphs, tree distances, the assignment problem and the graph edit distance.
A. Graph theory
An undirected graph G = (V, E) consists of a finite set V (G) = V of vertices and a finite set E(G) = E of edges, where each edge connects two distinct vertices. We denote an edge connecting a vertex u and a vertex v by uv or vu, where both refers to the same edge. Two vertices u and v are said to be adjacent if uv ∈ E and referred to as endpoints of the edge uv. The vertices adjacent to a vertex v in G are denoted by
The length of a path in a weighted graph refers to the sum of weights of the edges contained in the path.
. An isomorphism between two graphs G and H is a bijection ψ :
. Two graphs G and H are said to be isomorphic if an isomorphism between G and H exists. An automorphism of a graph G is an isomorphism ψ : V (G) → V (G).
B. Tree metrics and ultrametrics
A dissimilarity function d : X × X is a metric on X , if it is (i) non-negative, (ii) symmetric, (iii) zero iff two objects are equal and (iv) satisfies the triangle inequality. A metric d on X is an ultrametric if it satisfies the strong triangle inequality
These restricted classes of distances can equivalently be defined in terms of path lengths in weighted trees, which has been investigated in detail, e.g., in phylogentics [29] . A weighted tree T with positive real-valued edge weights w :
where P (u, v) denotes the unique path from u to v, for all u, v ∈ V (T ). For every ultrametric d on X there is a rooted tree T with leaves X and positive real-valued edge weights, such that (i) d is the path length between leaves in T , (ii) all paths from any leaf to the root have equal length. For every tree metric d on X there is a tree T with X ⊆ V (T ) and positive real-valued edge weights, such that d corresponds to the path lengths in T . Note that an ultrametric always is a tree metric. For the clarity of notation we distinguish between the elements of X and the nodes of a tree T by introducing an injective map ϕ : X → V (T ). We will refer to both a label u ∈ X and the associated node by the same letter, with the meaning clear from the context. We consider the distance d : X × X → R ≥0 defined as d(x, y) = d (T,w) (ϕ(x), ϕ(y)).
C. The assignment problem
The assignment problem is a well-studied classical combinatorial problem [4] . Given a triple (A, B, c), where A and B are sets of distinct objects with |A| = |B| = n and c : A × B → R a cost function, the problem asks for a oneto-one correspondence M between A and B with minimum costs. The cost of M is c(M ) = (a,b)∈M c(a, b). Assuming an arbitrary, but fixed ordering of the elements of A and B, an assignment instance can also be given by a cost matrix
Note that in this case the input C is of size Θ(n 2 ), where otherwise the input size depends on the representation of the cost function c. The assignment problem is equivalent to finding a minimum weight perfect matching in a complete bipartite graph on the two sets A and B with edge weights according to c. Unless C is sparse or contains only integral values from a bounded interval, the best known algorithms require cubic time, which is achieved by the well-known Hungarian method.
Here we consider the assignment problem for two sets of objects where the objects are labelled by elements of X . There exists a labelling : A ∪ B → X associating each object a ∈ A ∪ B with a label (a) ∈ X . Furthermore, we may associate objects with tree nodes using the map = ϕ · . We then have c(a, b) = d( (a), (b)) = d (T,w) ( (a), (b)). We denote by D c OA (A, B) the cost of an optimal assignment between A and B, and the assignment problem as the quadruple (A, B, T, ).
D. The graph edit distance
The graph edit distance measures the minimum cost required to transform a graph into another graph by adding, deleting and substituting vertices and edges. Each edit operation o is assigned a cost c(o), which may depend on the attributes associated with the affected vertices and edges. A sequence of k edit operations (o 1 , . . . , o k ) that transforms a graph G into another graph H is called an edit path from G to H. We denote the set of all possible edit paths from G to H by Υ (G, H). Let G and H be attributed graphs, the graph edit distance from G to H is defined by
In order to obtain a meaningful measure of dissimilarity for graphs, a cost function must be tailored to the particular attributes that are present in the considered graphs.
Approximating the graph edit distance by assignments: Computing the graph edit distance is an NP-hard problem and solving practical instances by exact approaches is often not feasible. Therefore, Riesen and Bunke [25] proposed to derive a suboptimal edit path between graphs from an optimal assignment of their vertices, where the assignment costs also encode the local edge structure. For two graphs G and H with vertices U = {u 1 , . . . , u n } and V = {v 1 , . . . , v m }, an assignment cost matrix C is created according to
where the entries are estimations of the cost for substituting, deleting and inserting vertices in G. In more detail, the entry c i, is the cost for deleting u i increased by the costs for deleting the edges incident to u i . The entry c ,j is the cost for inserting v j and all edges incident to v j . Finally c i,j is the cost made up of the cost for substituting the vertex u i by v j and the cost of an optimal assignment between the incident edges w.r.t. the edge substitution, deletion and insertion costs. An optimal assignment for C allows to derive an edit path between G and H. Its cost is not necessarily minimum possible, but Riesen and Bunke [25] show experimentally that this procedure leads to a sufficiently good approximation of the graph edit distance for many real-world problems. The costs derived by Riesen and Bunke [25] are directly related to edit costs of various operations on the graph, but unfortunately these costs are not suitable for our optimal assignment strategy, which must utilise a tree metric. For this reason, we use a different set of costs, described in Section IV. The optimal assignment is recovered using the method described in the next section. This assignment then induces an edit path which is used to compute a good approximation to the edit distance.
III. OPTIMAL ASSIGNMENTS UNDER A TREE METRIC
We consider the assignment problem under the assumption that the costs are derived from a tree metric and propose an efficient algorithm for constructing a solution. For a dataset of sets of objects we obtain a distance-preserving embedding of the pairwise optimal assignment costs into an 1 space.
A. Structural results
Let (A, B, T, ) be an assignment instance as described in Section II-C. We associate the objects of A and B with the 0  2  2  2  5  5  3  3  3  0  B  2  1  3  4  4  3  4  2  1  1 (b) Partition size w.r.t. oriented edges Fig. 1 : A tree representing a metric and the objects of an assignment instance associated to its nodes. In this instance A = {a 1 , a 2 , a 3 , a 4 , a 5 } and these objects are labelled (t, t, w, w, w). Similarly the five objects in B are labelled (s, s, t, w, x). The objects are associated to tree nodes by the map , and denotes the elements of the set A and of B, respectively.
nodes of the tree T according to the map , cf. Figure 1a . An assignment M between the objects of A and B is associated with a collection of paths P in T , such that there is a bijection between pairs (a, b) ∈ M and paths ( (a), . . . , (b)) ∈ P. In particular, the cost of the assignment equals the sum of path lengths, i.e.,
We do not construct the set P explicitly, but use this notion to develop efficient methods and prove their correctness. Using Eq. (2), we can attribute the total costs of an optimal assignment to the individual edges by counting how often they occur on paths. Deleting an arbitrary edge uv yields two connected components, one containing the node u and the other containing v. Let A← − uv and A− → uv denote the number of objects in A associated by with nodes in the connected component containing u and v, respectively, cf. Figure 1b .
Lemma 1. Let P be the collection of paths associated with an optimal assignment between A and B under a cost function represented by the weighted tree T . Each edge uv in T appears
Splitting T at an edge defines a bipartition of A and B.
When uv appears in |A← − uv − B← − uv | assignment paths, the maximum number of assignments is made within each subset, with all of the smaller of A and B assigned within the subset. We may assign at most min{A← − uv , B← − uv } objects within the connected component containing u, and at least the remaining |A← − uv − B← − uv | objects must be assigned to objects in the connected component containing v. Therefore, uv appears at least this number of times in paths in P.
It remains to be shown that the assignment cannot be optimal when the edge uv is contained in more paths. Assume P corresponds to an optimal solution and contains the edge uv more than |A← − uv − B← − uv | times. Then, there are a 1 ∈ A and b 2 ∈ B in the connected component containing u, which are both assigned across the partition to elements b 1 ∈ B and a 2 ∈ A, respectively, in the component containing v. The corresponding assignment paths P 1 = (a 1 , . . . , u, v, . . . , b 1 ) and P 2 = (b 2 , . . . , u, v, . . . , a 2 ) are contained in P . Consider the paths P 1 = (a 1 , . . . , u, . . . , b 2 ) and P 2 = (a 2 , . . . , v, . . . , b 1 ), which both do not contain uv. The collection of paths P = P ∪ {P 1 , P 2 } \ {P 1 , P 2 } also defines an assignment, where the edges are contained in the same number of paths with exception of the edge uv, which appears in two paths less. Since w(uv) > 0, the associated solution has cost c(P ) = c(P ) − 2w(uv) and hence P cannot correspond to an optimal solution, contradicting the assumption.
This result allows us to compute the optimal assignment cost as a weighted sum over the edges in the tree representing the cost metric. 
Proof. Directly follows from Eq. (2) and Lemma 1.
B. Constructing an optimal assignment
In order to compute an optimal assignment, and not just its cost, we again associate the objects of A and B with the nodes of the tree T . Then we pick an arbitrary leaf v and match the maximum possible number of elements between the subsets of A and B associated with v. The remaining objects are passed to its neighbour and the considered leaf is deleted. Iterating the approach until the tree is eventually empty, yields an assignment between all objects of A and B. Algorithm 1 implements this approach. Theorem 3. Algorithm 1 computes an optimal assignment in time O(n + t), where n = |A| = |B| is the input size and t = |V (T )| the size of the tree T .
Proof. Since |A| = |B| and every object of A is associated with exactly one object of B, the algorithm constructs an assignment. The cost of the assignment corresponds to the number of objects that are passed to neighbours along the weighted edges in lines 8 and 9. Whenever a node v is processed in the while-loop, it has exactly one remaining neighbour n. Since v is deleted after the end of the iteration, objects are passed along the edge nv only in this iteration. After calling the procedure PAIRELEMENTS in line 6 eitherA v or B v or both are empty. Since all objects in the connected component of T \ nv that contains v must have been passed to v in previous iterations, exactly |A← − nv − B← − nv | objects are passed to n. This is the number of occurrences of nv in every Algorithm 1: Optimal assignment from a cost tree.
Input: Assignment instance (A, B, T, ) .
return X optimal solution according to Lemma 1. Therefore, M is an optimal assignment. The total running time over all iterations for the procedure PAIRELEMENTS is O(n), the size of the assignment. All the other individual operations within the while-loop can be implemented in constant time when using linked lists to store and pass the objects. Therefore the while-loop and the entire algorithm run in O(n + t) total time.
Every optimal assignment can be obtained by Algorithm 1 depending on the order in which the objects are retrieved by PICKELEMENT in line 13 and 14.
C. Improving the running time
We consider the setting, where the map and the weighted tree (T, w) encoding the cost metric c are fixed and the distance D c OA should be computed for a large number of pairs. The individual assignment instances possibly only populate a small fraction of the nodes of T and only a small subtree may be relevant for Algorithm 1. We show that this subtree can be identified efficiently.
Given a tree T and a set N ⊆ V (T ), let T N denote the minimal subtree of T with N ⊆ V (T N ). Assuming that the tree and the depth of all nodes are given, the result directly improves the running time of Algorithm 1 to O(n + |V (T N )|).
D. Embedding optimal assignment costs
We show how sets of objects can be embedded in a vector space such that the Manhattan distance between these vectors equals the optimal assignment costs between sets w.r.t. a given cost function. Let D = {D 1 , . . . , D k } be a dataset with |D i | = |D j | for all i, j ∈ {1, . . . , k}. Let the cost function c between the objects i D i be determined by a tree distance represented by the weighted tree T , and the map from the objects to the nodes of the tree. We consider the following map φ c from A ∈ D to points in R d with d = |E(T )| and components indexed by the edges of T :
. The Manhattan distance between these vectors is equal to the optimal assignment costs between the sets.
Theorem 5. Let c be a cost function and φ c defined as above, (A, B) , where the last equality follows from the Theorem 2.
This makes the optimal assignment costs available to fast indexing methods and nearest-neighbour search algorithms, e.g., following the locality sensitive hashing paradigm.
IV. APPROXIMATING THE GRAPH EDIT DISTANCE IN

LINEAR TIME
We combine our assignment algorithm with the idea of Riesen and Bunke [25] to approximate the graph edit distance detailed in Section II-D. To this end, we propose two methods for constructing a tree distance, such that the optimal assignment between the vertices of two graphs w.r.t. to these distances is suitable for approximating the graph edit distance. In order to quantify discrete and structural differences, we propose to use the Weisfeiler-Lehman method and, for graphs with continuous labels, hierarchical clustering. Note that both approaches can be combined to form a tree taking both, discrete and continuous labels, into account. The tree distances we consider are in fact ultrametrics. We proceed by a discussion on how to cast the assignment formulation of Riesen and Bunke [25] with artificial elements that represent vertex insertion and deletion costs to an ultrametric.
A. Ultrametric cost matrices for the graph edit distance
The cost matrix of Eq. (1) is easily seen not to be in accordance with the strong triangle inequality. Consider the cost matrix C obtained for a graph G with n vertices compared to itself. Let A = (a 1 , . . . , a 2n ) and B = (b 1 , . . . , b 2n ) and consider c( c(a n+1 , b n+2 )} = 0 and, thus, a contradiction to the strong triangle inequality, unless c 1, = ∞. Therefore, we have to modify the definition of the cost matrix. The entries ∞ in the upper right and lower left corner have been introduced with the argument, that every vertex can be inserted and deleted at most once [25] . This, however, is already guaranteed, since the assignment is a bijection. We simplify the cost matrix as follows
where τ is the cost for vertex deletion and insertion. Moreover, we assume that the vertex substitution costs (i) satisfy c i,j ≤ τ for i ∈ {1, . . . , n}, j ∈ {1, . . . , m}, and (ii) can be represented by an ultrametric tree. We can extend this tree for vertex insertion and deletion as defined by C ultra by adding a node x to the root, where the edge to the parent has weight τ . Just like the matrix (3) contains additional rows and columns for vertex insertion and deletion, we associate artificial vertices with the node x via the map . Note that these can be matched at zero cost at x, which represents the bottom right submatrix of (3) filled with 0.
B. Weisfeiler-Lehman trees for discrete structural differences
Weisfeiler-Lehman refinement, also known as colour refinement or naïve vertex classification, is a classical heuristic for graph isomorphism testing [30, 31] . It iteratively refines the discrete labels of the vertices, called colours, where in each iteration two vertices with the same colour obtain different new colours if their neighbourhood differs w.r.t. the current colouring. More formally, given a graph G with initial colours c 0 , a sequence (c 1 , c 2 , . . . ) of refined colours is computed, where c i is obtained from c i−1 by the following procedure. For every vertex v ∈ V (G), sort the multiset of colours { {c i−1 (u) | uv ∈ E(G)} } to obtain a unique sequence of colours and add c i−1 (v) as first element. Assign a new colour c i (v) to every vertex v by employing an injective mapping from colour sequences to new colours. Since colours are preserved under isomorphism, a necessary condition for two graphs G and H to be isomorphic is
where for both graphs the same injective colour map is used. Vice versa, the condition (4) may be satisfied also for two non-isomorphic graphs G and H.
Each colouring c i induces a partition C i of V (G), where the vertices with the same colour are in one cell. The partition C i is a refinement of the partition C i−1 . Therefore, colour refinement applied to a set of graphs under the same injective colour map yields a hierarchy of partitions of the vertices, which forms a tree. We perform colour refinement for a fixed number of h iterations and consider the metric induced by the resulting tree. Let associate the vertices of the graphs in the dataset with the node representing their final colour in the tree. Then the path length between two nodes in the tree represents the number of refinement steps in which the associated vertices have different colours. Assuming that h is fixed, we obtain a linear running time for approximating the graph edit distance with Theorem 3 and Lemma 4.
1) Relation to Weisfeiler-Lehman graph kernels: The Weisfeiler-Lehman method has been used successfully to derive efficient and expressive graph kernels [11, 32] . The Weisfeiler-Lehman subtree kernel [32] considers each colour as a feature and represents a graph by a feature vector, where each component counts the number of vertices in the graph having that colour in one iteration. The Weisfeiler-Lehman optimal assignment kernel [11] applies the histogram intersection kernel to these feature vectors and is equal the optimal assignment similarity between the vertices. However, both approaches yield a similarity measure that crucially depends on the number h of refinement operations. The similarity keeps changing in value with increasing h even after the partition is stable. Therefore, in classification experiments h is typically determined by cross-validation in an computational expensive grid search, e.g., from the set {0, . . . , 7}. Our approach to approximate the graph edit distance, in contrast, is less sensitive to a particular choice of h and can be expected to always benefit from more iterations.
2) Optimality for amenable graphs: We show that a modification of our algorithm actually constructs an isomorphism (resulting in an empty edit path with zero costs) between two isomorphic graphs under the following assumptions. First, we assume that h is chosen sufficiently large such that the refinement process converges, i.e., the stable partition C h = C h+1 is obtained. Moreover, we assume that the graphs are amenable to colour refinement, meaning that the condition (4) is satisfied if and only if G and H are isomorphic [31] . If all vertices have distinct colours, which is the case with high probability for random graphs [33] , the graph is amenable and our approach constructs an isomorphism without any modification.
However, this is, for example, not the case for graphs with nontrivial automorphisms, which may still be amenable. Our graph edit distance approximation proceeds by assigning vertices with the most specific colours to each other. For isomorphic graphs, there must be a choice for the module PAIRELEMENTS such that Algorithm 1 constructs an isomorphism, but it does not guarantee that this choice is made. To achieve this, we have to modify two parts of Algorithm 1: (i) the function PAIRELEMENTS must respect the edges of G [A v ] and H[B v ] when matching the vertices as well as the edges to vertices that were already mapped in previous steps, (ii) the ordering in which the leaves are selected in line 5 must guarantee that the partial mapping can be extended to eventually form an isomorphism. These steps can be implemented efficiently by inspection of the subgraphs induced by the individual colour classes as well as the bipartite graphs containing the edges between two colour classes. Due to space limitations we refrain from giving a detailed technical description and refer the reader to the construction used by Arvind et al. [31] (Proof of Theorem 9). We denote by GED(G, H) the approximate graph edit distance (assuming non-zero edit costs) obtained for G and H from the optimal assignment under the Weisfeiler-Lehman tree metric with Algorithm 1 modified as described above.
Theorem 6. Let G and H be graphs amenable to colour refinement, then GED(G, H) = 0 ⇔ G and H are isomorphic.
Proof. Since GED(G, H) is the cost of an edit path transforming G to H, the implication follows directly. By the result of Arvind et al. [31] we obtain that an isomorphism is constructed if G and H are isomorphic, which yields an edit path with cost 0.
C. Hierarchical clustering for continuous labels
We apply the bisecting k-means algorithm [34] to obtain a hierarchical clustering of the continuous vertex labels of all graphs. This is then used as the tree defining the assignment costs. We use Lloyd's algorithm [35] for each 2-means problem and perform bisection steps until a fixed number of l leaves is created. The k-means algorithm is widely popular for its speed in practice, although its complexity is exponential in the worst-case [36] . However, Duda et al. [37] state that the number of iterations until the clustering stabilises is often linear or even sublinear on practical data sets. In any case, hierarchical clustering algorithms with linear worst-case time complexity are known [38] . Assuming that the clustering is performed in linear time, we also obtain a linear running time for approximating the graph edit distance as above.
V. EXPERIMENTAL EVALUATION
Our goal in this section is to answer the following questions experimentally. Q1 How does our approach scale w.r.t. the graph and dataset size compared to other methods? Q2 How accurately does it approximate the graph edit distance for common datasets? Q3 How does it perform regarding runtime and accuracy in classification tasks? Q4 How does our method compare to other approaches for graph classification?
A. Method
We have implemented the following methods for computing or approximating the graph edit distance in Java using the same code base where possible. Exact Binary linear programming approach to compute the graph edit distance exactly [22] . We implemented the most efficient formulation (F2) and solved all instance using Gurobi 7.5.2. BP Approximate graph edit distance using the Hungarian algorithm to solve the assignment problem as proposed by Riesen and Bunke [25] . Greedy The greedy graph edit distance proposed by Riesen et al. [26] solving the assignment problem by a row-wise greedy algorithm. Linear Our approach based on assignments under a tree distance. For graphs with discrete labels we used Weisfeiler-Lehman trees with h = 7 refinement steps, and bisecting k-means clustering with l = 300 leaves otherwise. The experiments were conducted using Java v1.8.0 on an Intel Core i7-3770 CPU at 3.4GHz (Turbo Boost disabled) with 16GB of RAM. The methods BP, Greedy and Linear use a single processor only, the Gurobi solver for the Exact method was allowed to use all four cores with additional Hyper-Threading.
We used the graph classification benchmark sets contained in the IAM Graph Database [39] 1 and the repository of benchmark datasets for graph kernels [40] . The datasets AIDS, Mutagenicity and NCI1 represent small molecules and have discrete labels only. The Letter datasets have continuous vertex labels representing 2D coordinates and differ w.r.t. the level of distortion, (L)-low, (M)-medium and (H)-high. The statistics of these graph datasets are summarised in Table I . We used the predefined train, test and validation sets when available or generated them randomly using 1 /3 of the objects for each set, balanced by class label. We performed k-nearest neighbours classification based on the graph edit distance. The costs for vertex insertion and deletion were both set to τ vertex and the costs for insertion and deletion of edges were set to τ edge . The costs for substituting vertices or edges are determined by the Euclidean distance in case of continuous labels. In case of discrete labels we assume cost 0 for equal labels and 1 otherwise. We use the validation set to select the parameters k ∈ {1, 3, 5}, τ vertex ∈ {0.1, 0.5, 0.9, 1.3, 1.7} and τ edge ∈ {0.1, 0.5, 0.9, 1.3, 1.7} by grid search. The approach resembles the experimental settings used by Riesen and Bunke [25] . The reported runtimes were obtained using the selected parameters.
In order to systematically investigate the dependence of the runtime on the graph size we generated random graphs according to the Erdős-Rényi model with edge probability 0.15.
For these experiments, we set τ vertex = τ edge = 1. For the linear method, the runtimes include the time for constructing the tree. For comparison with other approaches to graph classification, we used two graph kernels as a baseline. The Graph-Hopper kernel (GH) [41] supports graphs with discrete and continuous labels by applying either the Dirac kernel or a Gaussian kernel. The Weisfeiler-Lehman optimal assignment kernel (WLOA) [11] supports only graphs with discrete labels. We used the C-SVM implementation LIBSVM [42] , selecting C ∈ {10 −3 , 10 −2 , . . . , 10 3 } and h ∈ {0, 1, . . . , 7} using the validation set.
B. Results
We report on our experimental results and answer our research questions. Q1: Figure 2 shows the growth of the runtime with increasing graph and dataset size. Our method is the only one of those studied that scales to large graphs. The number of distance computations and thus the runtime of all methods grows quadratically with the dataset size. Even for the small random graphs on 15 vertices we generated, our method is more than one order of magnitude faster than other approximate methods.
Q2: To compare how accurately the graph edit distance is computed, we have selected 500 pairs of graphs at random from each IAM dataset and computed their graph edit distance by all four methods. Figure 3 shows how the distance computed by the Linear method compares to the distances obtained by the other three methods. Points below the diagonal line represent pairs of graphs, for which the edit distance computed by Linear is actually smaller than the one computed by the competing approach. Compared to the Greedy approach the Linear method appears to give slightly better results on an average. For the datasets Mutagenicity, Letter (L), (M) and (H) there are more points below the diagonal than above the diagonal. When comparing to BP, this is still the case for the Mutagenicity dataset, but not for the Letter datasets. This can be explained by the fact that continuous distances for several points cannot be represented by a tree metric without distortion. In order to compare with the exact method on Mutagenicity and AIDS, we introduced a timeout of 100 seconds for each distance computation. This was necessary since hard instances may require more than several hours. In case of a timeout the best solution found so far is used, which is not guaranteed to be optimal. The Linear method shows a clear divergence from the solutions of the exact approach, in particular for pairs of graphs with a high (optimal) edit distance. However, it is likely that non-optimal solutions in this case do not harm a nearest neighbours classification.
Q3: Table II summarises the results of the classification experiments. The Linear approach provides a high classification accuracy comparable to BP and Greedy. For the dataset Mutagenicity and NCI1 it even performs better than the other approaches. This can be explained by the ability of the Weisfeiler-Lehman tree to exploit more graph structure than BP. For the Letter datasets, the Linear method is on a par with the other methods for the version with low distortion, but performs slightly worse when the distortion increases. This observation is in accordance with the approximation quality achieved for the datasets, cf. Figure 3 . The Linear method clearly outperforms all other approaches in terms of runtime. This becomes in particular clear for the dataset Mutagenicity, which contains the largest graphs in the test with 30.32 vertices on an average. Q4: The GraphHopper kernel performs worse than our Linear approach w.r.t. running time and classification accuracy. WLOA can only be applied to the molecular datasets with discrete labels. For these it performs exceptionally well regarding both accuracy and runtime. The result suggests that the notion of similarity provided by the graph edit distance is less suitable for this classification task.
VI. CONCLUSION
We have shown that optimal assignments can be computed efficiently for tree metric costs. Although this is a severe restriction, we designed such costs functions suitable for the challenging problem of graph matching. Our approach allows to embed the optimal assignment costs in an 1 space. It remains future work to exploit this property, e.g., for efficient nearest neighbour search in graph databases. (e) Letter (H) Fig. 3 : Graph edit distance computed by Linear (y-axis) and Exact/Greedy/BP (x-axis) for 500 randomly chosen pairs of graphs from the IAM graph datasets. 
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