Abstract-The problem of estimating the parameters of a Rayleigh-Rice mixture density is often encountered in image analysis (e.g., remote sensing and medical image processing). In this paper, we address this general problem in the framework of change detection (CD) in multitemporal and multispectral images. One widely used approach to CD in multispectral images is based on the change vector analysis. Here, the distribution of the magnitude of the difference image can be theoretically modeled by a Rayleigh-Rice mixture density. However, given the complexity of this model, in applications, a Gaussianmixture approximation is often considered, which may affect the CD results. In this paper, we present a novel technique for parameter estimation of the Rayleigh-Rice density that is based on a specific definition of the expectation-maximization algorithm. The proposed technique, which is characterized by good theoretical properties, iteratively updates the parameters and does not depend on specific optimization routines. Several numerical experiments on synthetic data demonstrate the effectiveness of the method, which is general and can be applied to any image processing problem involving the Rayleigh-Rice mixture density. In the CD context, the Rayleigh-Rice model (which is theoretically derived) outperforms other empirical models. Experiments on real multitemporal and multispectral remote sensing images confirm the validity of the model by returning significantly higher CD accuracies than those obtained by using the state-of-the-art approaches.
I. INTRODUCTION
C HANGE Detection (CD) techniques are very important in many image processing application domains [1] . For example, in remote sensing, thanks to the increasing number of sensors providing multitemporal images, a huge amount of data suitable for CD is nowadays at disposal. This gives us the unique opportunity of monitoring the Earth surface by mapping changes occurred on the ground at very high temporal and spatial resolutions.
The approaches proposed in the literature to address CD can be divided into two main categories: supervised and unsupervised methods. Supervised methods [2] are based on classification procedures for which the availability of multitemporal reference data is necessary for the training phase of the classifiers. Since obtaining reference information is always a costly task, the use of supervised methods is rarely a practical solution. Unsupervised methods [3] - [9] which do not require any training set, are often preferred. The framework of unsupervised change detection encompasses a variety of automatic techniques for the detection of different kinds of change. According to the final application goals there are methods for the detection of multiple change information and methods for binary change detection. In multiple change detection the analysis requires the discrimination among all the possible classes of change. To this aim several methods have been proposed in the literature. Among them we recall Change Vector Analysis (CVA) [6] , Compressed CVA (C 2 VA) [7] , Multivariate Alterate Detection (MAD) [8] , Temporal Principal Component Analysis (T-PCA) [9] . In binary change detection the only interesting information is whether a pixel represents a change or not. In this context the semantic meaning of the change is ignored, and the labeling is carried out only for the two classes of unchanged and changed pixels (i.e., presence/absence of changes). Most of the techniques for unsupervised binary change detection are based on automatic statistical modeling and thresholding [3] and data clustering [4] . There are also data fusion based approaches [5] .
In this work, the attention is focused on the CVA technique (and its derivations) [10] and the use of automatic statistical modeling and thresholding within the CVA framework. CVA demonstrated to be a valuable and flexible tool for the detection of changes in several contexts (e.g., Remote Sensing [11] , Medical Diagnosis and Treatment [12] ). This technique is based on the representation in polar coordinates of the difference image (which is obtained by subtracting two images representing the same scene at different times). In the polar feature space, pixels having high magnitude values are likely to be changed and their separation into different kinds of change can be performed by means of their direction values [6] , [13] . As mentioned, the magnitude of the multispectral difference image carries information about presence/absence of changes.
Thus, the magnitude variable can be employed to separate changed from unchanged samples, eliminate the latter and perform further analysis only on the former ones [13] . Usually, the information in the magnitude variable is extracted by means of thresholding procedures [14] , [15] . In [3] and [16] , the statistical distribution of the magnitude as a mixture model representing the classes of unchanged and changed pixels is approximated by a Gaussian mixture, then decision is made using a Bayesian rule. However, recent studies [6] showed that the precise model of this distribution can be theoretically derived, thus opening the way to a theoretical well-founded method instead of an empirical one. The model relies mainly on two hypotheses: (1) natural classes are Gaussian distributed within each band of the multispectral images (a reasonable assumption for images obtained from passive sensors) and, (2) pixels are spatially independent (this assumption is usually done for remote sensing images at medium resolution). Under these hypotheses, the magnitude of the difference image can be theoretically described by a Rayleigh-Rice mixture density. For this reason we address the problem of defining an EM-type algorithm to the estimation of shape and mixture parameters of the Rayleigh-Rice density in order to accurately solve the binary CD problem on multispectral multitemporal images.
Problems involving the Rician distribution often arise in engineering applications, in particular in Remote Sensing [6] and Magnetic Resonance Imaging (MRI) [16] - [20] . Since when the Rician distribution was introduced for the modeling of the magnitude of Gaussian densities [21] , many efforts have been made for developing algorithms for the estimation of its parameters. Important results have been achieved by using the method of moments (MOM) [19] , [22] , and Maximum-Likelihood (ML) approaches [22] , [23] . Unfortunately, the MOM is shown to be inefficient at low signal-to-noise ratios (SNRs) [18] , [20] , while ML equations do not have in general a unique solution [24] . Because of the latter property, the solution of the ML problem becomes an optimization problem. Some papers propose adaptive techniques for selecting the initial starting values [18] , [20] , while in other cases slightly different Bayesian estimators are proposed in order to stabilize the problem [25] .
In spite of these results, the problem of parameter estimation in the case of mixture densities including the Rician distribution is still poorly investigated. When the non-centrality of the signal is high, the Rician density is often approximated with a Gaussian one [16] . Other papers directly address the approximation of the parameters of a mixture model involving one (optional) Rayleigh and J Rician distributions all of them having a common scale parameter σ . In [26] , the authors proposed a fitting procedure followed by an approximated Expectation-Maximization (EM) estimation of σ . In [27] an additional parameter is included in the model as missing information, leading to a substantial simplification in the maximization step. In practice, in [26] and [27] the parameter σ describes a common characteristic of the noise, which is supposed to appear with different non-centralities and same scale parameter. Therefore the estimation of σ from J Rician components makes the model robust. Other methods are based on local noise estimation [28] and wavelet-based noise estimation [29] . In many application problems, forcing the components of the Rayleigh-Rice mixture to have the same scale parameters is a strong assumption. In particular, in CD on remote sensing real images such similarity is rarely observed, and neither it has a theoretical justification. Therefore, an empirical use of the algorithms in [26] and [27] to fit the distribution of the magnitude of the difference image, and therefore to solve the binary CD problem, is expected to present limitations.
In this paper we develop an EM-type novel method for the estimation of all shape and mixture parameters of a Rayleigh-Rice mixture density. Asymptotic properties of the considered statistical model enable us to define an iterative method based on subsequent updates of the parameters. By providing a variational interpretation of the EM algorithm as a problem related to a fixed point equation we both: (1) derive explicit formulas for implementing the updates, and (2) establish a lower bound on the speed of convergence of the iterations for reaching a maximum of the expectation. The algorithm is robust and it can be initialized using standard techniques of preliminary thresholding.
On the one hand, if compared to already existing methods, in our model all the statistical parameters of the mixture density are free (we let the two mixture components to have different scale parameters). As a result, a large variety of practical problems can be addressed. On the other hand, we emphasize that the algorithm does not need any optimization routine (differently from [26] and [27] ), thus many issues related to the choice of optimal maximization strategies and their impact on the solution are avoided.
The paper is structured as follows. Section II introduces the Bayesian framework for binary change detection based on the Rayleigh-Rice mixture density as a model describing the magnitude of the difference image. In Section III we first present an overview of the EM algorithm and then we provide explicit formulas for the approximation of mixture and shape parameters of the Rayleigh-Rice mixture density. Convergence analysis is also provided. The experimental results are given in Section IV where the proposed method is applied to synthetic and real change detection problems on multispectral images. Section V draws the conclusions of this paper. An Appendix including mathematical notions and technical results is also provided.
II. A PROBLEM OF BINARY CHANGE DETECTION
In this section, following [6] , we recall how under reasonable assumptions the statistical distribution of the magnitude of a bi-temporal difference image acquired by passive sensors is described by a Rayleigh-Rice mixture density. The magnitude of the unchanged pixels follows a Rayleigh distribution, while the magnitude of the changed pixels follows a Rician distribution. Then, a framework for the classification of the pixels according to their class is given in terms of Bayesian decision theory.
A. The Rayleigh-Rice Mixture Model for the Magnitude of the Difference Image
Let us consider two multispectral images X 1 , X 2 acquired by passive remote sensing sensors at different times t 1 , t 2 , respectively, and representing the same geographical area. Let us assume that the two images are co-registered and radiometrically corrected, and that there has been (only) one relevant change in the scene between the two dates. Therefore, the pixels can be divided into two classes only: ω n (unchanged pixels) and ω c (changed pixels). The aim is to discriminate between changed and unchanged pixels in an unsupervised way. The detection of the changes occurred between t 1 and t 2 is based on the study of the so-called difference image
When images acquired by passive sensors are considered, the statistical distribution of natural classes within each spectral band can be reasonably modeled by Gaussian densities [30] . From now on, our analysis will be restricted to considering two bands among all the available ones. The following theoretical analysis holds for any multi-band image where classes can be modeled as Gaussian densities, both in the case where they are independent or jointly-distributed as Gaussian. In these cases we have that also the classes ω n , ω c in the difference image are Gaussian distributed, thus let us assume they are modeled by
In polar coordinates, the magnitude of pixels can be exploited for discriminating between unchanged and changed pixels, so we are interested in describing how this model can be represented when the difference image is transformed. Since we are considering two-band images, we have that every pixel X D (i, j ) is a 2D vector. Hence, it is uniquely determined by its magnitude ρ(i, j ) and direction θ(i, j ) with respect to a fixed reference direction. Given the pixel in spatial position (i, j ), if no change has occurred on the ground between the two dates t 1 and t 2 , then the magnitude ρ(i, j ) is expected to be close to zero. Conversely, whenever a change has occurred, the magnitude is expected to be significantly different from zero.
We are now interested in modeling the theoretical distribution of the magnitude. To this aim, let us denote the random variable that describes this feature by ρ. Because of the above-mentioned assumption of normality of classes within bands, the distribution of ρ is theoretically given by the distribution of the magnitude of a 2D point whose coordinates are Gaussian distributed random variables. The obtained model is quite complex, but with some additional reasonable assumption it can be greatly simplified [21] . A first crucial assumption is spatial independence of pixels. From the application viewpoint, this assumption is reasonable and widely supported in literature if optical images at medium spatial resolution (e.g., 30 mt) are considered [3] , [31] . Then, since the two images are co-registered and radiometrically corrected, we can assume that in those areas where pixels are not changed the distributions are not significantly different,
and we have that the magnitude of unchanged pixels is modeled by a Rayleigh distribution
where the parameter b n = σ n . In the case of changed pixels, we still assume that the distributions have the same variance, but they can have different non-zero means. Hence,
and the magnitude of changed pixels follows the more general Rician distribution, [21] 
Here ν c = μ 2 1,c + μ 2 2,c is the so called non-centrality parameter, and I 0 (.) is the 0-th order modified Bessel function of first kind [32] . In conclusion, the theoretical mixture density that models the distribution of the magnitude of pixels is given by
where p (ω h ), h = n, c, are the prior probabilities of classes. According to the given assumptions, the magnitude image |X D | := {ρ(i, j ) : i, j } can be considered as a set of i.i.d. samples drawn from the theoretical distribution (6). For images where the i.i.d. assumption is not reasonable, further modelization of the spatial-contextual dependence of pixels is required. For example this can be done using Markov Random Fields (MRFs) [3] , [14] .
B. A Framework for Automatic Binary Change Detection
The theoretical formulation of the distribution of the pixel magnitude as a mixture model allows for a formal characterization of a threshold that separates pixels into two classes according to their magnitude, by means of the Bayesian decision theory. The two probability models involved in the mixture model, the Rayleigh and the Rician distributions, have got a non-empty intersection. Accordingly, it is not possible to exactly decide which class a pixel with a given magnitude belongs to. This means that, for every possible classification, there is always a classification error with probability e n , e c (as shown in Table I ). It is well known that the overall error e n + e c can be minimized by selecting the separating threshold as the solution ρ = T (solving for ρ) of the equation
that corresponds to the intersection of the two curves p (ω n ) p (ρ|ω n ) and p (ω c ) p (ρ|ω c ) which lies between the two modes (it is worth noting that this equation generally has 
The classification that corresponds to the minimum overall error is given by
where W n , W c are the sets of predicted unchanged/changed pixels, respectively. In Section III we provide an EM-type algorithm for finding an accurate estimation of the parameters b n , ν c , σ c and the prior probabilities p (ω n ), p (ω c ), in such a way that the change detection can be performed by thresholding the magnitude of the difference image at T , which is obtained by solving (8) .
III. THE EM ALGORITHM FOR PARAMETER ESTIMATION OF THE RAYLEIGH-RICE MIXTURE DENSITY
Here we consider the problem of estimating the parameters describing the probability density function of a continuous non-negative random variable ρ. In the considered model, the population represented by ρ is a mixture of two components following a Rayleigh and a Rician distribution, respectively. Given a set of i.i.d. samples drawn from this distribution, the estimation problem is solved by following the principles of the EM algorithm (see [33] , [34] , for a comprehensive overview of the theory).
Firstly, an overview of the EM theory is given. Then, by exploiting the asymptotic properties of the considered model, an explicit iterative method for solving the estimation problem is presented. Being iterative and explicit, the proposed method does not require any optimization strategy. Detailed discussion on the convergence of the method is given.
A. EM Approach to Parameter Estimation
Let us consider the family of density functions depending on the set of parameters = (α, ), where 
where α 1 = α, α 2 = 1 − α with 0 < α < 1, and
Let x be a set of N i.i.d. samples drawn from the distribution (10) determined by the set of parameters¯ , i.e., p (ρ|¯ ). The aim of the EM algorithm is to estimate the real values¯ using the samples x. In particular, here we consider the case where each sample x ∈ x is unlabeled, thus the sampling is incomplete. We recall that a complete sample would be of the form y = (x, ω) where ω ∈ {ω 1 , ω 2 } is the label of the sample x (i.e., the index representing the population from which the observed value x comes from).
The EM algorithm gives, under certain hypotheses, an estimation of¯ as a local maximizerˆ of the so-called log-likelihood of the samples x
The key point of the EM algorithm is [33] 
where for h = 1, 2 and for each x ∈ x, the weight
is the posterior probability that x originated in the h-th component of the population, given (see Figure 1) . In its more general fashion, the EM algorithm is implemented as follows: an approximation 0 is firstly chosen, then for k = 0, 1, . . . the conditional log-expectation Q( | k ) is evaluated (E-step) and the next iterate is found (M-step) as k+1 := arg max Q( | k ). A recursive formula for updating the mixing proportions can be formally derived and the M-step can be also formulated as 1
Exploiting information theory, the EM algorithm to the parameter estimation of (10) can be further simplified. In the considered statistical model all parameters b, ν, σ are mutually independent (see Appendix A-C). Thus, following [34] the EM algorithm can be split into separated maximization steps
Note that the difference between (16) and (17) is substantial. Without the parameter independence assumption, the iterative search of maximizers cannot be separated and the implementation must rely on ad-hoc optimization techniques. For example this is the case of [26] with J = 2, where θ 1 = (ν 1 , σ ) and θ 2 = (ν 2 , σ ), the parameters of two Rician distributions, are obviously not independent. In this paper, we take advantage of (17) and we show that each partial maximization step can be performed by updating the corresponding variable according to an iterative rule.
B. Iterative Equations for the EM Algorithm
In this section the problem of numerically implementing (17) is addressed. By defining ( ) := Q( | ), the iterative procedure (17) can be instantiated by an iterative method attempting to solve
By writing gradient equations and performing math (see Appendix A-B for details) we get
where I 1 (.) is the 1-st order modified Bessel function of first kind [32] . As we can see, gradient equations are highly non-linear. Formally, we derive a set of iterative equations for approximating the solution of (18) according to the method of subsequent approximations (see Appendix A-D for details).
After some analytical manipulations we get the following iterative rules
The above formulas fully determine our algorithm. In general, the method of subsequent approximations converges at least with linear speed provided the spectral radius of the Jacobian matrix of the iterative function, computed at the exact solution, is strictly less than one. Of course, convergence properties of the algorithm strongly depend on the choice of the first iterate.
C. Initialization of the Algorithm
In order to increase the probability to converge to an optimal stationary point of the objective energy ( ), an adequate initial approximation 0 must be found. A standard approach to this aim is based on a first raw classification of the data followed by maximum likelihood (ML) estimates of the parameters. Let us assume that the samples drawn from the mixture are divided into the two approximate classes W 1 and W 2 , in such a way that x = W 1 ∪ W 2 . ML estimates of shape parameters (in the following denoted by the ML superscript) are derived as the solutions of the so-called log-likelihood equations. Samples in W 1 are used to approximate b, whereas samples in W 2 are used to approximate ν, σ . For an explicit computation of their values we refer the reader to the existing literature [18] , [20] , [22] , [25] . Once the
As initial value for the mixing proportion we use the ratio (# denotes the number of samples)
According to the method that is used to populate the approximate classes W 1 , W 2 , we have different initializations of the EM algorithm. The more these classes are good representatives of the true classes ω 1 , ω 2 , the more the ML parameter estimates of the two distributions p (ρ|ω h , θ h ), h = 1, 2 will be close to the real values. A simple yet effective way to populate such approximate classes is given by thresholding the values of the samples x (in [3] a similar approach is used in the case of a mixture of Gaussian densities). Let us define, for any fixed value T ≥ 0, the approximate classes W 1 , W 2 as follows
In terms of Bayes decision theory, the choice of the threshold T can be interpreted as an attempt of approximating a solution of (7) . In this context, the problem of defining the approximate classes W 1 , W 2 is turned into the problem of choosing the separating threshold T. At this stage, proper knowledge on the specific dataset should be used in order to simplify the task of computing T. On the one hand, such T should be able to give at least a coarse discrimination of the data, e.g., by properly exploiting the bi-modal behavior of the histogram.
On the other hand, the computational complexity of this step, being itself a preliminary step, should be kept low. A choice often encountered in applications that meets the two above mentioned important requirements [3] , is that of using
Whenever the two modes of the mixture described by (10) are well separated by T mid , we expect to have sufficiently accurate preliminary ML estimates of the mixture parameters for triggering the EM algorithm. Of course, other strategies can be used.
D. Convergence Analysis
In this section we analyze convergence properties of the parameter estimation algorithm defined by (20) . For a better understanding of the quantitative analysis of the results, we specify that computations are performed using MATLAB ® on a standard workstation. Hardware is Intel(R) Core(TM) i5-4750 CPU @3.20 GHz, 8.00 GB Ram.
According to [34] , we aim at showing that the performance of the proposed EM-type iterative algorithm strongly depends on the separability of the two mixture components. The proposed iterative algorithm is run several times on synthetic samples x generated by the inverse transform sampling method applied to mixture densities of the type p (ρ| ), where = (α, b, ν, σ ) are fixed sets of parameters. The size of each sample is N = 10 4 . In order to parameterize the separability of the mixture components, in the tests all parameters are fixed except ν. Significance of the resulting estimates is ensured by stopping the algorithm at the iteration k such that the maximum relative error in approximating all the parameters is • An analysis of Figures 2 and 3 enables us to discriminate the separability of the corresponding mixtures. In the case of σ = 1, being also b = 1, the separation becomes more evident only for ν ≥ 2.8. In the case of σ = 2, the difference in the scale parameters allows for a better discrimination for any ν ≥ 2.0.
• As expected, the number of iterations for reaching sufficient approximations of the target parameters sensibly decreases as ν increases. In particular, in Table II the order of k moves from 10 3 (ν = 2.0) to 10 0 (ν = 5.0, 10.0), whereas in Table III this number is one order of magnitude less. This substantial difference is due to the fact that, in the second case, the separation between the two mixture components is possible because of the difference in the scale parameters.
• In all tests the spectral radius of the Jacobian of the iterative function is less than one, thus the algorithm enjoys at least linear convergence. Notice that for increasing ν, the spectral radius (which provides a quantitative estimation of the factor by which errors are reduced from one iteration to the next) decreases.
• Results from the tables suggest that a reasonable threshold value on the relative variation of the objective energy ( ) for stopping the algorithm is tol = 10 −6 .
IV. EXPERIMENTAL RESULTS ON MULTISPECTRAL IMAGES
In this section, after presenting the datasets and the details of the experimental setup, we analyze the performance of the proposed method. Firstly, we give a quantitative measurement of data fitting by means of two divergence measures between the data and different statistical models estimated from the data. Then, the change detection performance is analyzed. A comparison in terms of change detection errors between the proposed method and the state-of-the-art one based on Gaussian mixtures is given.
A. Datasets Description
The datasets considered in the experiments are both synthetic and real multispectral images. Real datasets (consisting of couples of multitemporal multispectral images) are accompanied by reference maps 2 of the changes, i.e., binary maps representing the classes ω n , ω c . Notice that minor changes (i.e., mapped changes that do not belong to the main change class of interest) are depicted in the reference maps in red (Figures 5c and 6c) . 
1) Dataset A (Synthetic):
This first dataset is a synthetically generated two-band difference image with statistical properties as defined in Section II-A (see Figure 4) . Classes ω n , ω c are Gaussian distributed within each band with parameters: μ 1,n = μ 2,n = 0, σ n = 2. Simulated changed pixels are located in the bottom-right corner of the image.
2) Dataset B:
The dataset is made up of two multispectral images acquired by the Thematic Mapper (TM) multispectral sensor of the Landsat 5 satellite (see Figure 5) . The images are co-registered and radiometrically corrected. The scene represents an area including Lake Mulargia (Sardinia Island, Italy), at a resolution of 30 m. The image consists of 300 × 412 pixels (a total of 123600 pixels). The dates of acquisition are September 1995 (t 1 ) and July 1996 (t 2 ). Between the two dates one most relevant change, which is related to the extension of the lake surface, occurred in the study area. The scene presents 116120 unchanged and 7480 changed pixels. It follows that the prior probabilities of class are given by
The two most representative bands of the changes are 4 and 7, the near infrared (NIR) and the middle infrared (MIR) (see [6] for details on the band selection). The ML parameter estimations of the normal distributions of classes ω n , ω c within each band of the difference image are μ 1,n = 3.57, σ 1,n = 10.26, (2) and (4) are approximately satisfied. The means μ 1,n and μ 2,n are both close to 0, σ 1,n and σ 2,n are very close each other and their mean can be used as an approximation of the variance of the unchanged pixels, i.e., σ n = 9.49. A similar argument holds for the variance of the changed pixels, which can be approximated by σ c = 9.79, the mean value of σ 1,c and σ 2,c .
3) Dataset C:
The dataset consists of a couple of multispectral images acquired by the Operational Land Imager (OLI) multispectral sensor of the Landsat 8 satellite (see Figure 6 ). The investigated area includes Lake Omodeo and a portion of Tirso River (Sardinia Island, Italy). The image consists of 700 × 650 pixels (a total of 455000 pixels) at a resolution of 30 m. The dates of acquisition are 25th July 2013 (t 1 ) and 10th August 2013 (t 2 ). The change we are interested to estimate is a fire occurred between August 7th and 9th in the south of Ghilarza village. The post-event image is acquired just one day after the fire was extinguished. The area affected by the fire is mostly agricultural, with an extension of approximately 100 ha. The images are co-registered and radiometrically corrected. According to the reference map, the scene presents 420227 unchanged and 34773 changed pixels, 1636 of them are related to small clouds and variations of the lake surface. The class prior probabilities are given by
The two bands selected as most representative of the changes are bands 5 and 6, the near infrared (NIR) and the first short wavelength infrared (SWIR1). The choice is made by considering the band-pair that produced the smallest amount of overall errors in the change detection.
B. Experimental Setup
Given two multispectral two-band images X 1 , X 2 , by following the framework given in Section II the magnitude of the difference image |X D | is modeled by the mixture density (6) . The parameters of this density are estimated via EM algorithm. Then, a threshold for binary decision is calculated by following a Bayes rule and change detection is performed accordingly.
In the experiments presented in Section IV-C, the fitting of the proposed Rayleigh-Rice mixture model is tested against two empirical models for parameter estimation already present in literature: the first one is based on a Gaussian mixture, the second one is based on a mixture of Rician distributions with common scale parameter. It is worth noting that, the former represents the state-of-the-art in binary change detection based on the statistical modeling of the magnitude information, whereas the latter has been proposed by Maitra and Faden for the estimation of noise variance in MR images [26] . For clarity of notation, let us summarize the parameter notation used in the following:
Rayleigh-Rice mixture (RR):
Gaussian mixture (GG):
Rician mixture with common scale parameter (MF):
Iterative formulas for implementing parameter estimation in the GG model can be found in [7] . Implementation for parameter estimation in the MF case is presented in [26] . Initialization follows the principles outlined in Section III-C. Data fitting is measured in terms of the χ 2 P (χ 2 -Pearson) divergence and the Kolmogorov-Smirnov (KS) distance between the data and the estimated densities.
In Section IV-D the binary change detection problem is solved using the framework described in Section II. The final parameter estimates of RR and GG are used to compute the magnitude thresholds T R R and T GG that correspond to the Bayes Decision Rule (BDR) of minimum overall error of classification, then change detection is performed by thresholding the difference image. By using a standard trial-and-error selection based on the reference map it has been possible to compute for all datasets the optimal threshold value T M O E of minimum overall error (MOE). The results of change detection are compared to such optimal values. In order to make the results on the different datasets comparable, the detection errors are also given in terms of percentage according to e m := 
C. Data Fitting Results
Let us present and discuss the results of EM parameter estimation and data fitting in the considered datasets. Numerical values of the estimated parameters and fitting performance in terms of statistical divergences χ 2 P and KS are showed in Table IV . For a qualitative understanding of the fitting of the estimated models, a plot of the histograms of the magnitude images with superimposed estimated densities is given in Figure 7 .
In general, the real prior probability of the unchange class p (ω n ) is always well approximated by α as no significant differences are observed among the trials. As expected, the fitting of RR is very precise in the case of Dataset A, as this dataset represents the ideal case of a difference image having the properties described in Section II. Nonetheless, the RR model results in the best fitting also in the real remote sensing datasets B and C, confirming that this model is much more suitable for representing the real distribution of the magnitude. The GG model is flexible enough to follow the bimodal behavior of the histogram, but it is never as precise as the RR. The limitations in using the MF model are evident. From the EM estimates of the RR model we can see that the scale parameters of the mixture components are significantly different in all datasets. This strongly affects the fitting of the MF model, which assumes the same scale parameter for both the mixture components. Data fitting measurements obtained with this model show that this strong assumption leads to very poor approximations of the real distributions (this can be seen very clearly from Figure 7) . Thus, the model is inadequate to address the change detection problem. Notice also that the non-centrality parameter ν 1 converged approximately to 0 in 
D. Change Detection Results
In this section the change detection results on the considered datasets are presented. The outcome of the experiments is detailed in Table V , where the CD performance is evaluated in terms of false and missed alarms and overall errors. It follows from the analysis in Section IV-C that the mixture component representing ω n is better approximated by a Rayleigh density. The high non-symmetry of the Rayleigh component forces its Gaussian approximation to be slightly overestimated on the right side, thus, its right descending slope is steeper than the Rayleigh version. It follows that the decision threshold T GG is smaller than T R R in general. A first consequence of this is that the overall error of RR is always smaller than the error of GG. Moreover, the change detection by using the GG mixture presents less missed alarms, but many more false alarms with respect to the RR case. This is confirmed by looking at the results related to Dataset A (synthetic). It is not surprising that in this case the BDR threshold related to the RR model is almost identical to the optimal choice of minimum overall error: T R R = 10.12 and T M O E = 10.40. As expected, the threshold returned by the GG model, T GG = 8.82, is smaller than T R R and corresponds to an increasing overall error that moves from 0.19% (optimal case) to 0.29%. Notice that in this case the total number of wrongly detected pixels increases of approximately 1/3 (from 791 to 1211).
In the case of real datasets error percentages slightly increase, accounting for the approximation in assuming the Gaussian distribution of the classes within bands. Note that, though in some cases the BDR thresholds are not very close to the optimal values, the RR model always returned a better approximation of the optimal threshold with respect to the standard GG model. In Dataset B, the optimal threshold in terms of overall error corresponds to 770 overall errors, and the RR and the GG models returned 1820 and 3982 overall errors, respectively. Therefore, the overall error is more than halved. A similar result is obtained in the case of Dataset C, where again the RR model performed much better than GG. The number of overall errors is 4621 in the optimal case, whereas it is 8761 in case of RR and 13583 in the case of GG. Again we observe that the overall error is more than halved by using the proposed RR model. Figure 8 shows the change detection maps obtained by thresholding the magnitude of the difference image in the three datasets. Notice that in general the smaller number of missed alarms given by T R R results in a much less noisy change map compared to the one given by T GG . In the optimal case the change maps are very clean. Since in these cases the number of missed alarms is the highest one, some details of the changes are lost (e.g., the thin boundaries of the lake in Dataset B and a portion of the fire in Dataset C). A possible improvement of the change detection maps could be obtained by using the distributions of the classes obtained by the proposed technique within a context-sensitive approach (e.g., based on MRFs [3] ).
V. CONCLUSIONS
In this paper we addressed the problem often encountered in image analysis of the estimation of the parameters of a Rayleigh-Rice mixture density. The problem has been studied in the framework of Change Vector Analysis (CVA) for binary change detection in multitemporal and multispectral images. Here, under proper hypotheses, the distribution of the magnitude of the difference image can be theoretically modeled by a Rayleigh-Rice mixture density. The Rayleigh density describes the distribution of unchanged pixels, whereas the Rice density describes the distribution of the changed pixels. Parameter estimates are used to solve the binary change detection problem in a Bayesian context.
In the paper, a general implementation of an EM-type algorithm for the estimation of mixture and shape parameters of a Rayleigh-Rice mixture density is given. The proposed method enjoys good theoretical properties. First, statistical independence of parameters allowed us to define the algorithm in an iterative way, which results fast, easy to implement and not depending on specific optimization routines. Detailed analysis of accuracy and convergence properties of the algorithm is given. Second, in the considered model all the statistical parameters are free. We remark here that, because of its flexibility, the proposed method can be used for addressing a large variety of practical problems involving the Rayleigh-Rice density.
In the experimental part of the paper, the effectiveness of the Rayleigh-Rice model in solving the binary CD problem is demonstrated. Tests have been conducted on both synthetic and real datasets consisting of bi-temporal pairs of multispectral remote sensing images. Among other statistical models proposed in literature, the Rayleigh-Rice proved to be the one that better fits the distribution of the magnitude difference image in CVA. The change detection is significantly improved when compared to state-of-the-art method based on Gaussian modeling. In particular, the overall error of detection is always approximately halved. Moreover, even though the theoretical model is given for one single change class, the algorithm is robust to the presence of minor additional changes.
Future developments of this work include: (1) extend the use of the proposed model in the context of a multiplechange detection problem and assess the improvement in the change detection accuracy when different classes of change are considered; (2) integrate the class distributions obtained by the proposed method in a context-sensitive approach.
APPENDIX A MATHEMATICAL NOTIONS AND TECHNICAL RESULTS

A. Basic Notions About Modified Bessel Functions
We recall here some facts about modified Bessel functions which are crucial for the development of the method that is presented in the paper. Let I m (x) be the m-th order modified Bessel function of first kind [32] . Derivatives of I m (x) satisfy (among many other) the following recurrence rules: 
In order to simplify the presentation of the results of next sections, we define two functions that appear frequently in the computations:
J 1 := I 1 I 0 and J 2 := J 1 2 − 1.
B. Derivation of the Conditional Log-Expectation
Let us derive the energy ( ) with respect to its parameters to obtain (19) . Computations for ∂/∂b are the same to that of ∂/∂σ if σ is replaced by b and ν = 0. It is a trivial fact that by deriving ( ) with respect to the Rice parameters the terms related to the Rayleigh distribution vanish. Therefore, without loss of generality we can consider
Because of summation over x and the log, we can write
where A := and B := I 0 xν σ 2 . Derivations involving A and B can be computed by using (25) and by applying the chain rule. We get
Final derivatives are obtained by putting together the results.
C. Asymptotic Analysis of the Maximum-Likelihood Estimation
The Rayleigh-Rice mixture density p (ρ| ) is twice differentiable with respect to its parameters and enjoys some regularity properties that allow us to write its information matrix (see [35, Lemma 5.3] and its generalization to the multi-parameter case, p. 125) as
where we recall that = (α, b, ν, σ ). Since the information matrix of the Rician distribution is diagonal [17] , also I ( ) is diagonal. Thus, the parameters of the mixture density are mutually orthogonal.
Orthogonality brings some nice statistical properties [36] : (1) asymptotic estimates of the parameters are independent; (2) the asymptotic standard error for estimating one parameter does not depend on the knowledge of the others; (3) the maximum likelihood estimate of ψ i given ψ j varies only slowly with ψ j . All these properties are fundamental for the formalization of an algorithm that iteratively updates the ML estimates of the mixture parameters.
D. Iterative Method for the Solution of the Non Linear Gradient System
Iterative formulas for approximating the solution of the gradient system (18) are given according to the method of subsequent approximations applied to a fixed point equation [37] . After some analytical manipulations of equations (19) we can see that a point * satisfying ∇ ( * ) = 0 also satisfies * = ϕ( * ), where ϕ( ), the so-called iterative function,
