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Abstract
As a key enabler for the Internet-of-Things (IoT), machine-type communications
(MTC) has emerged to be an essential part for future communications. In MTC,
a number of machines (called users or devices) ubiquitously communicate to a
base station or among themselves with no or minimal human interventions. It is
envisioned that the number of machines to be connected will reach tens of billions
in the near future. In order to accommodate such a massive connectivity, random
access schemes are deemed as a natural and efficient way. Different from scheduled
multiple access schemes in existing cellular networks, users with transmission
demands will access the channel in an uncoordinated manner via random access
schemes, which can substantially reduce the signalling overhead. However, the
reduction in signalling overhead may sacrifice the system reliability and efficiency,
due to the unknown user activity and the inevitable interference from contending
users. This seriously hinders the application of random access schemes in MTC.
Therefore, this thesis is dedicated to studying methods to improve the efficiency
of random access schemes and to facilitate their deployment in MTC.
In the first part of this thesis, we design a joint user activity identification and
channel estimation scheme for grant-free random access systems. We first pro-
pose a decentralized transmission control scheme by exploiting the channel state
information (CSI). With the proposed transmission control scheme, we design a
compressed sensing (CS) based user activity identification and channel estimation
i
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scheme. We analyze the packet delay and throughput of the proposed scheme and
optimize the transmission control scheme to maximize the system throughput.
The second part of this thesis focuses on the design and analysis of a random
access scheme, i.e., the coded slotted ALOHA (CSA) scheme, in the presence of
channel erasures, to improve the system throughput. First, we design the code
probability distributions for CSA schemes with repetition codes and maximum
distance separable (MDS) codes to maximize the expected traffic load, under
both packet erasure channels and slot erasure channels. In particular, we derive
the extrinsic information transfer (EXIT) functions of CSA schemes over the two
erasure channels. By optimizing the convergence behavior of the derived EXIT
functions, we obtain the code probability distributions to maximize the expected
traffic load. Then, we derive the asymptotic throughput of CSA schemes over
erasure channels for an infinite frame length, which is verified to well approximate
the throughput for CSA schemes with a practical frame length. Numerical results
demonstrate that the designed code distributions can maximize the expected
traffic load and improve the throughput for CSA schemes over erasure channels.
In the third part of this thesis, we concentrate on designing efficient data de-
coding algorithms for the CSA scheme, to further improve the system efficiency.
First, we present a low-complexity physical-layer network coding (PNC) method
to obtain linear combinations of collided packets. Then, we design an enhanced
message-level successive interference cancellation (SIC) algorithm to exploit the
obtained linear combinations to recover more users’ packets. In addition, we
propose an analytical framework for the PNC-based decoding scheme and derive
a tight approximation of the system throughput for the proposed scheme. Fur-
thermore, we optimize the CSA scheme to maximize the system throughput and
energy efficiency, respectively.
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Chapter 1
Overview
1.1 Introduction and Challenges
Driven by the proliferation of new applications in the paradigm of Internet-of-Things
(IoT), e.g. smart home, autonomous driving, smart industry, etc., machine-type
communications (MTC) has emerged as an essential part for future communi-
cations [1–3]. For MTC, a number of machine type devices or users need to
communicate to a base station (BS) or among themselves with no or minimal
human interventions [4–11], which will undoubtedly improve our life quality and
bring great business opportunities.
One important type of MTC is massive MTC (mMTC), where a massive
number of users sporadically transmit short packets to the BS. Compared to
the mature human-centric communication, mMTC possesses many distinctive
features [1, 12–14], which include the massive connectivity requirement, the spo-
radic traffic pattern, and the small size of transmitted packets. These features
of mMTC yield existing protocols designed for human-centric communications
significantly inefficient and call for radical changes in the communication pro-
tocol. For example, in human-centric cellular systems, the commonly adopted
1
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user access approach is the grant-based communication protocols [15–17]. In
particular, each user with the accessing demand selects and transmits a pilot
sequence to request an access grant from the BS, prior to the data transmission.
After being granted, the BS allocates resource blocks to the accessed users for
their following data transmission. Due to the small size of transmitted packets for
mMTC, such a signalling overhead from requesting access makes the grant-based
protocols very inefficient. In addition, as the users select pilot sequences without
coordination, two or more users may select the same sequence simultaneously
and thus a collision occurs. In this case, the collided users cannot get the ac-
cess grant and reattempt to send the grant request after waiting for a random
duration. With the increasing number of users, the collision probability becomes
high and a large number of users need to request the access grant twice or more
times. This results in an intolerant access delay for the massive connectivity
system [18–21]. Therefore, designing the efficient user access approach is very
desirable for mMTC.
A new communication protocol, called grant-free random access scheme, was
proposed and has achieved the industrial and academic consensus on its appli-
cability for mMTC [18, 19, 22–24]. By contrast to the grant-based schemes, each
user directly transmits its pilot and payload data in one shot, once it has a trans-
mission demand [19]. It implies that no access requesting procedure is required in
the grant-free random access schemes. As a result, the signalling overhead from
requesting access is eliminated and the access latency is significantly reduced,
which stimulates the application of grant-free random access schemes to mMTC.
While attractive features of the grant-free communication exist, some key
issues still remain to be addressed. Firstly, without the access grant procedure,
the BS needs to identify the user activity from received pilot sequences. Un-
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fortunately, due to the massive number of users in the system and the limited
channel coherence time, it is impossible to allocate orthogonal pilot sequences
to all users [19, 25]. Hence, the user activity cannot be simply identified by
exploiting the orthogonality among pilot sequences, which imposes a challenge
for mMTC. In addition, the utilization of non-orthogonal pilots causes severe
inter-user interference for channel estimation and the conventional pilot-based
channel estimation techniques [26,27] are not applicable to mMTC with invoking
non-orthogonal pilots. Therefore, the accurate channel estimation is another
difficulty for mMTC.
Furthermore, in the grant-free random access system, the users transmit their
payload data in an uncoordinated way, which results in the inevitable data col-
lisions and dramatically deteriorates the system efficiency. For the conventional
random access systems, e.g. ALOHA [28], the collided data packets are directly
discarded and the corresponding users keep retransmitting until their packets can
be successfully recovered by the receiver. However, the ultra high connectivity
density of mMTC significantly increases the collision probability, which causes
the frequent retransmissions and then an intolerant delay. Therefore, instead of
disregarding the collided packets, it desires to wisely exploit the packet collisions
to retrieve more packets and to improve the system efficiency in mMTC [29–35].
Unfortunately, the tremendous number of users causes a large collision size, which
makes the efficient collision resolution and data decoding very challenging.
This thesis is devoted to tackling the aforementioned challenges for mMTC
in future wireless networks, including the user activity identification, the channel
estimation, and the design of efficient data detection schemes.
In the first part of this thesis, we focus on the design of joint user activity
identification and channel estimation scheme for the grant-free random access
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system. In particular, we propose a decentralized transmission control scheme by
exploiting the channel state information (CSI) at the user side. By characteriz-
ing the impact of the proposed transmission control scheme on the distribution
of received signals, we design a compressed sensing (CS) based joint user activity
identification and channel estimation scheme. We analyze the user activity identi-
fication performance via employing a state evolution technique [36]. Additionally,
the system performance in terms of the packet delay and the network throughput
is analyzed for the proposed scheme. Based on the analysis, we optimize the
introduced transmission control strategy to maximize the network throughput.
In the second part of this thesis, the focus is on designing the transmission
scheme for the random access system, particularly the coded slotted ALOHA
(CSA) scheme [32], in order to facilitate the collision resolution and date decod-
ing in mMTC. In particular, we design the code probability distributions for CSA
schemes with repetition codes and maximum distance separable (MDS) codes over
packet erasure channels and slot erasure channels. In order to characterize the
impact of channel erasures on the design of code probability distributions, we first
derive the extrinsic information transfer (EXIT) functions for the CSA schemes
over the two erasure channels, respectively. By optimizing the convergence be-
havior of derived EXIT functions, we optimize the code probability distributions
to achieve the maximum expected traffic load. Finally, we derive the asymptotic
throughput of the CSA scheme over erasure channels by considering an infinite
frame length, to theoretically evaluate the system performance of CSA schemes
with designed code probability distributions.
The third part of this thesis is mainly dedicated to proposing an efficient and
low-complexity data decoding scheme to further improve the system efficiency
of CSA systems. We first propose an enhanced low-complexity physical-layer
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network coding (PNC)-based data decoding scheme to obtain linear combina-
tions of collided packets. Then, we design an enhanced message-level successive
interference cancellation (SIC) algorithm to wisely exploit the obtained linear
combinations and to improve the system throughput. Moreover, we propose an
analytical framework for the PNC-based decoding scheme in the CSA system
and derive an accurate approximation for the system throughput of the proposed
scheme. With employing the proposed data decoding scheme, we optimize the
transmission scheme to further improve the system throughput and energy effi-
ciency of the CSA system, respectively.
1.2 Literature Review
In this section, we provide an intensive review of the existing works in dealing
with the challenging issues of mMTC mentioned in the last section, which will
be briefly summarized in the following.
1.2.1 User Identification and Channel Estimation
In the grant-free random access system, the employment of non-orthogonal pilot
sequences among users causes the accurate user identification very difficult [37,38].
Fortunately, the sporadic transmission of mMTC, i.e., the fact that the number of
active users in a specific time is much smaller than the number of potential users,
provides a possibility to deal with this difficulty by exploiting the compressed
sensing (CS) techniques [36,39,40]. In particular, if all users’ signals are collected
as a signal vector and the inactive users’ signals are considered as zeros, the
identification of user activity is equivalent to detecting the support set of the
received signal vector. Due to the sporadic transmission, the received signal
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vector is sparse and its support set can be detected by adopting the CS techniques.
In the literature, the CS techniques have been intensively exploited to identify
the active users for the grant-free random access systems. In [41–45], the CS
algorithms were employed to jointly identify users’ activity and detect their data
by assuming the perfect users’ CSI at the receiver, which have demonstrated
the great potentials of CS techniques for the sparse user activity identification.
However, the perfect receiver-side CSI is an impractical assumption in mMTC.
In practice, the users’ CSI has to be estimated by the receiver.
In conjunction with the user activity identification, the channel estimation for
grant-free random access systems has been studied in [46–53]. In [46], the author
derived an upper bound on the overall transmission rate for the multiple access
channel with massive connectivity and presented a practical two-phase scheme to
approach the upper bound. In this proposed scheme [46], the user identification
and channel estimation are jointly performed by using CS techniques in the first
phase. The data detection is executed in the second phase by using conven-
tional multiuser detection (MUD) techniques [54]. Note that, the data detection
performance highly relies on the accuracy of the user identification and channel
estimation in the first phase. Therefore, improving the joint user identification
and channel estimation (JUICE) performance is essential to increase the efficiency
of grant-free random access systems. To improve the JUICE performance, several
algorithms were proposed in [47–51]. In [47], the authors designed a greedy CS
algorithm based on the orthogonal matching pursuit. By exploiting the statistical
CSI, the Bayesian CS method was modified and applied to JUICE in cloud radio
access networks [48]. The authors in [49] introduced a one-shot random access
procedure and analyzed the achievable rate by using the standard basis pursuit
denoising. The computationally efficient approximate message passing (AMP)
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algorithm was employed to identify the user activity and to estimate channels
in [50,51]. The paper [52] demonstrated the great benefits of the AMP algorithm
combined with massive multiple-input multiple output (MIMO) technique for
enhancing the JUICE performance in the mMTC. In [53], a novel transmission
scheme for MTC was introduced, where the information bits are embedded into
the pilot sequences. As a result, when performing the JUICE, the data detection
can also be achieved. These CS algorithms developed in [47–53] demonstrated
that the JUICE problem can be effectively solved by CS methods. Note that,
both the sparsity of user activity and the strength of received signals can affect
the performance of CS algorithms [36]. These two aforementioned factors can be
controlled in designing novel transmission schemes. However, most works mainly
focus on the design of CS algorithms at the receiver side to improve the system
performance of mMTC in the literature. Designing transmission schemes at the
user side for the CS-based user activity identification and channel estimation has
not been addressed, but it could potentially provide a significant improvement
on the system performance of mMTC.
1.2.2 ALOHA based Random Access Schemes
For the classical ALOHA random access schemes [28,55,56], the collided packets
are directly abandoned and the corresponding users keep retransmitting until
their packets are successfully recovered. It is obvious that such an access mech-
anism seriously limits the system performance improvement and results in an
intolerant delay, particular for the massive connectivity of mMTC. Therefore, the
collision resolution mechanism is very desirable to enhance the system efficiency.
From a collision resolution point of view, several variants of ALOHA have been
proposed over last few years. Among them, the contention resolution diversity
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slotted ALOHA (CRDSA) scheme introduces the SIC technique to resolve packet
collisions [34]. In other words, each packet is transmitted twice at two random
slots within one frame. The two replicas know the location of their respective
copy by using a pointer. When one copy is received in a collision-free slot and
recovered successfully, the pointer is extracted and the interference generated
by its twin replica can be removed from the corresponding slot. The process
of recovering packets is performed iteratively, until no more collision-free slots
exist or all packets are recovered successively. This iterative process results in
an improved throughput, compared to the ALOHA and slotted ALOHA (SA)
schemes [34].
Recently, the CRDSA scheme has been further enhanced by transmitting a
variable number of replicas of a packet in one frame, named as irregular repetition
slotted ALOHA (IRSA) [30]. For the IRSA scheme, the SIC process of CRDSA
scheme is represented by a bipartite graph and the threshold behavior of iterative
packet recovery process can be analyzed. In particular, given a IRSA scheme,
there exists a traffic load threshold, which is the largest traffic load such that all
but a vanishing small fraction of users’ packets can be recovered successfully for
large frame sizes. Moreover, compared to the CRDSA scheme, a higher through-
put is achieved by designing a repetition code probability distribution in the IRSA
scheme. Based on that, the CSA scheme was proposed as a further generalization
of the IRSA scheme [57]. Before the transmission, the packet from each user is
partitioned and encoded into multiple packets via local packet-oriented codes [32]
at the media access control (MAC) layer. At the receiver side, the SIC process
is combined with the decoding of packet-oriented codes to recover collided pack-
ets [58]. Compared to the IRSA scheme, the CSA scheme achieves a much higher
peak throughput for medium code rates [32]. Most of the existing CSA designs
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are based on the assumption of collision channels without erasures or noise in the
literature [32,57], where only the effect of collisions is considered for transmitted
packets. This assumption is impractical, since in practice both the channel fading
and the external interference exist and they can corrupt the transmitted packets.
Therefore, it is crucial to design the CSA scheme over more practical channels.
For packet erasure channels, the error floor of packet loss rate was analyzed for
the IRSA scheme with finite frame lengths in [59,60]. However, the design of CSA
schemes over other practical channels, such as fading channels and slot erasure
channels, to improve the throughput remains as an open yet important research
problem, which needs to be addressed.
1.2.3 Data Detection for Random Access
Besides the design of CSA-based transmission schemes in [30, 32], the efficient
data detection scheme also plays an essential role to improve the throughput of
the random access systems.
For ALOHA-based random access schemes, a signal-level SIC in each time slot
is adopted to explore the capture effect in [61–66], so that more users’ packets are
recovered from the collisions. Here, the capture effect means that a packet with
the higher power can be successfully recovered from the received superimposition
of multiple packets, when the received power of different packets are imbalanced.
The scheme can efficiently improve the network throughput, when the power
imbalance is significant. In particular, the paper [61] adopted the signal-level SIC
technique to resolve collision slots in ALOHA, and [62] proposed a channel-aware
SA scheme by designing the transmission control. With employing the signal-level
SIC at the receiver, a decentralized random power transmission strategy was
proposed to maximize the system throughput in [63], and this strategy was further
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extended to multiple time slots in [64]. Moreover, a modified message passing
algorithm was exploited to design the cross-layer random access scheme in [65,66].
In [67], the authors proposed to obtain multiple linear combinations of collided
packets in each collided time slot through an exhaustive decoding of all possible
linear combinations, where the exhaustive decoding is achieved by employing
PNC techniques [68–70]. The users’ packets are then recovered from all the de-
coded linear combinations in a MAC frame via matrix manipulations. In [71,72],
the joint utilization of MUD and PNC decoding was proposed to decode individual
native packets and network-coded packets in each time slot. The decoded packets
in all time slots are then exploited by a MAC-layer bridging and decoding scheme
to recover users’ packets. Although the schemes in [67] and [71] provide excellent
throughput performance, they suffer from a very high decoding complexity, which
is less favorable for some applications which require simple machine-type devices.
Therefore, the low-complexity and efficient data detection scheme needs to be
proposed for random access systems in mMTC.
1.3 Thesis Outline and Contributions
Chapter 1 presents the motivation of this thesis. Chapter 2 provides an overview
of some basic concepts that will be used extensively in this thesis. Chapters 3 - 5
present my novel research results on the random access for mMTC, which will be
detailed in the following. In Chapter 6, the conclusion and future research topics
are presented.
1.3.1 Contributions of Chapter 3
The work on the user activity identification and channel estimation for grant-free
communications in mMTC is presented in Chapter 3. As discussed in Section
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1.2.1, most works in the literature [47–53] focused on the design of CS algorithms
for the user activity identification and channel estimation at the receiver side.
In fact, the design of transmission schemes can adjust the sparsity of received
signal vector and the strength of received signals to achieve an enhanced perfor-
mance for mMTC. Therefore, this thesis studies how to design the transmission
scheme to improve the performance of CS algorithms and the system perfor-
mance. In particular, we propose a transmission control scheme for the AMP
based joint user identification and channel estimation in massive connectivity
networks. In the proposed transmission control scheme, a transmission control
function is designed to determine a user’s transmission probability, when it has a
transmission demand. By employing a step transmission control function for the
proposed scheme, we derive the channel distribution experienced by the receiver
to describe the effect of transmission control on the design of AMP algorithm.
Based on that, we modify the AMP algorithm by designing a minimum mean
squared error (MMSE) denoiser, to jointly identify the user activity and estimate
their channels. We further derive the false alarm and missed detection probabil-
ities to characterize the user identification performance of the proposed scheme.
Closed-form expressions of the average packet delay and the network throughput
are obtained. Furthermore, we optimize the transmission control function to max-
imize the network throughput. We demonstrate that the proposed scheme can
significantly improve the user identification and channel estimation performance,
reduce the packet delay, and boost the throughput, compared to the conventional
scheme without transmission control.
These results have been published in one conference paper and one journal
paper.
• Z. Sun, Z. Wei, L. Yang, J. Yuan, X. Cheng, W. Lei, “Joint User Identifi-
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cation and Channel Estimation in Massive Connectivity with Transmission
Control,” in Proc. IEEE Intern. Symposium on Turbo Codes and Iterative
Inform. Processing (ISTC), Hong Kong, Dec. 2018, pp. 1-5.
• Z. Sun, Z. Wei, L. Yang, J. Yuan, X. Cheng, W. Lei, “Exploiting Trans-
mission Control for Joint User Identification and Channel Estimation in
Massive Connectivity,” IEEE Trans. Commun., accepted, May 2019.
1.3.2 Contributions of Chapter 4
The work on the design of transmission schemes for the CSA system over erasure
channels is presented in Chapter 4. In the literature [30, 34,57], most of existing
works focused on designing CSA schemes for the ideal collision channel without
channel fading or noise, in order to improve the system throughput. To capture
the effects of practical channels, this thesis proposes a new transmission design
for the CSA scheme over erasure channels. In particular, we consider both packet
erasure channels and slot erasure channels. We first design the code probability
distributions for CSA schemes with repetition codes and MDS codes to maxi-
mize the expected traffic load. We then derive the extrinsic information transfer
(EXIT) functions of CSA schemes over erasure channels. By optimizing the con-
vergence behavior of derived EXIT functions, the code probability distributions
to achieve the maximum expected traffic load are obtained. Then, we derive the
asymptotic throughput of CSA schemes over erasure channels. In addition, we
validate that the asymptotic throughput can give a good approximation to the
throughput of CSA schemes over erasure channels.
These results have been published in one conference paper and one journal
paper.
• Z. Sun, Y. Xie, J. Yuan and T. Yang, “Coded slotted ALOHA schemes for
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erasure channels,” in Proc. IEEE Intern. Commun. Conf. (ICC), Kuala
Lumpur, May 2016, pp. 1-6.
• Z. Sun, Y. Xie, J. Yuan and T. Yang, “Coded Slotted ALOHA for Erasure
Channels: Design and Throughput Analysis,” in IEEE Trans. on Com-
mun., vol. 65, no. 11, pp. 4817-4830, Nov. 2017.
1.3.3 Contributions of Chapter 5
The work on the design of data decoding algorithm for the CSA system is pre-
sented in Chapter 5. As discussed in Section 1.2.3, the efficient data decoding
algorithm is essential to enhance the system throughput of random access sys-
tems. By exploring the characteristic of packet transmission in the CSA scheme,
this thesis proposes an effective and low-complexity data decoding algorithm
for the CSA. In particular, we first propose an enhanced low-complexity binary
PNC-based decoding scheme for random access systems with binary phase-shift
keying (BPSK) modulation to improve the system throughput. In the proposed
scheme, the linear combinations of users’ packets in each time slot are first ob-
tained by exploiting a low-complexity PNC decoding scheme. Based on the de-
coded linear combinations within a MAC frame, we then propose an enhanced
message-level SIC algorithm to recover more users’ packets. An analytical frame-
work for the PNC-based decoding scheme is proposed and a tight approximation
of the system throughput is derived for the proposed scheme. Subsequently, we
optimize the transmission schemes of CSA systems, i.e., the number of replicas
transmitted by each user, to further improve the system throughput and energy
efficiency, respectively. Interestingly, the optimization results show that the op-
timal number of replicas for maximizing the energy efficiency is a constant for
all offered loads. On the other hand, the optimal number of replicas that maxi-
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mizes the system throughput decreases as the offered load increases. Numerical
results show that the derived analytical results closely match with the simulation
results. Furthermore, the proposed scheme achieves a considerable throughput
improvement, compared to the CRDSA scheme with more than two replicas.
These results have been published in one conference paper and one journal
paper.
• Z. Sun, L. Yang, J. Yuan and M. Chiani, “A novel detection algorithm for
random multiple access based on physical-layer network coding,” in Proc.
IEEE Intern. Commun. Conf. (ICC) Workshops, Kuala Lumpur, May
2016, pp. 608-613.
• Z. Sun, L. Yang, J. Yuan and D. W. K. Ng, “Physical-Layer Network
Coding Based Decoding Scheme for Random Access,” in IEEE Trans. Veh.
Technol., vol. 68, no. 4, pp. 3550-3564, Apr. 2019.
Chapter 2
Background
This chapter presents some essential background knowledge required to under-
stand materials presented in the subsequent chapters. In particular, the first three
sections present the basic knowledge for Chapter 3, Chapter 4, and Chapter 5,
respectively, which include Bayes’ theorem and compressed sensing techniques,
modern coding techniques, and physical-layer network coding (PNC). The forth
section introduces some fundamentals of wireless communications.
2.1 Bayes’ Theorem and Compressed Sensing
In this section, we present Bayes’ theorem and an overview of classical compressed
sensing algorithms, which provide the basis for understanding the proposed joint
user identification and channel estimation scheme in Chapter 3.
2.1.1 Bayes’ Theorem
Bayes’ theorem provides a mathematical framework for performing inference and
reasoning from a probability point of view [73]. In particular, Bayes’ theorem
describes the posterior probability of an event, based on the prior knowledge that
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is related to the event [74]. Mathematically, Bayes’ theorem can be stated as
p(A|B) = p(B|A)p(A)
p(B)
, (2.1)
where A and B are events and p(B) 6= 0. The term p(A|B) is the likelihood of
event A occurring given that B is true which is called the posterior probability of
event A. The term p(B|A) is the likelihood of event B occurring given that A is
true, and p(A) and p(B) are the probabilities of observing A and B independently
of each other, respectively. Here, p(A) usually refers to the prior probability of
event A, which reflects the original knowledge of A before having any knowledge of
B, and p(B) can be regarded as a normalizing parameter, due to its independence
of A. The four basic terms constitute the Bayes’ theorem, which will be exploited
for the design of CS algorithms.
2.1.2 Compressed Sensing Algorithms
Compressed sensing (CS, also known as compressive sensing or compressive sam-
pling), is an extensively developed signal processing technique for efficiently re-
constructing a signal from under-sampled measurements [36,40,75]. For the con-
ventional signal reconstruction, Nyquist sampling theorem provides a lower bound
of the sampling rate to completely recover a signal [76]. On the other hand, in
large amount of practical applications, e.g. the imaging and video processing, the
reconstructed signals are sparse and the CS is able to provide accurate recovery of
high-dimensional signals from a much smaller number of sampling measurements.
It implies that exploiting the sparsity of signals can indeed reduce the number of
sampling measurements and ensure an exact recovery of a signal. In view of this,
the CS algorithms, in particular efficient sparse signal reconstruction algorithms,
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have drawn much attention from the academic society [36,77].
The sparse signal reconstruction can be expressed as the recovery of a sparse
signal x ∈ Cn×1 from m linear combinations of its elements, given by
y = Ax, (2.2)
where y ∈ Cm×1 is the measurement vector, m ≤ n, and A ∈ Cm×n is the
measurement matrix. When the signal vector x has s or fewer non-zero elements
such that s n, the vector x is said to be s-sparse.
One of the theoretically best approaches to recover such a signal vector x from
the measurement vector y is to solve the `0-minimization problem [78]:
min
x
‖x‖0 subject to Ax = y. (2.3)
Here, ‖·‖0 is the `0-pseudo norm of a vector, which counts the number of non-zero
elements in the input vector. The sufficient and necessary condition of existing
a unique solution in Eq. (2.3) is that the measurement matrix A has a rank
larger than 2s [79]. A simple proof is as follows. Assume that x1 and x2 are both
solutions of Eq. (2.3). Due to Ax1 = y and Ax2 = y, we have A(x1 − x2) = 0.
Since x1 − x2 is 2s-sparse and A has the rank larger than 2s, we can obtain
x1 = x2. In fact, the `0-minimization problem is generally intractable. In partic-
ular, this problem has been proved as a NP-complete problem [80] and finding
its optimal solution relies on the combinatorial search.
Fortunately, several numerically feasible suboptimal alternatives [36,75,81–85]
to this NP-complete problem have been developed as the pioneering work on
CS algorithms in the past few years. Among them, the cornerstone algorithms
include `1-norm minimization (also called Basis Pursuit (BP) algorithm) [36, 81,
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82], greedy algorithm [83], statistical sparse recovery technique [84], and iterative
algorithm [75,85].
Starting from the `1-norm minimization, we will briefly introduce all the cor-
nerstone algorithms in the following. Note that, the presentations of all algo-
rithms are based on the model in Eq. (2.2).
`1-norm Minimization:
The `1-norm minimization (BP) was proposed by [36, 81, 82], which relaxes the
reconstruction of `0-minimization problem. In particular, the non-convex `0-norm
is replaced by a convex `1-norm and the problem can be reformulated as
min
x
‖x‖1 subject to Ax = y. (2.4)
By using the standard linear programming [36] to solve Eq. (2.4), the signal x
can be successfully reconstructed [36, 81]. In addition, when the measurement is
corrupted by the noise, the system model is written as
y = Ax + w. (2.5)
where w ∈ Rm×1 is the additive measurement noise. Then, the `1-minimization
problem can be formulated as
min
x
‖x‖1 subject to ‖Ax− y‖22 ≤ , (2.6)
where  is a pre-determined noise level of the system. This type of problem,
called basis pursuit denoising (BPDN), has been well studied in the convex op-
timization field [82,86] and can be solved by many effective approaches, e.g. the
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interior-point method. When the noise information is not known, the Lagrangian
unconstrained form is exploited to obtain an alternative problem formulation
as [87]
min
x
‖Ax− y‖22 + λ‖x‖1. (2.7)
This is known as the least absolute shrinkage and selection operator (LASSO)
problem [87]. The fixed regularization parameter λ > 0 is used to control the
sparsity level of the solution, via tuning the weight between the least squared
error term and the sparsity term. Since the solution of Eq. (2.7) is sensitive to
the value of λ, the least angle regression stage wise (LARS) algorithm [88] is used
to simultaneously optimize the parameter λ and find the solution of Eq. (2.7).
Greedy Algorithm:
While the `1-minimization (BP) algorithm can effectively reconstruct the sparse
signal vector via the linear programming technique, it requires substantial com-
putational cost, in particular for large-scale applications. For example, the solver
based on the interior point method has an associated computational complexity
order of O(n3) [36], where n is the signal dimension. Such a computational cost
is burdensome for some real-time systems, e.g. wireless communication systems.
Faced with this, the greedy algorithm was proposed and drew much attention,
due to its lower computational overhead than the BP algorithm [89]. In the greedy
algorithm, the subset of signal support, i.e., the index set of non-zero entries,
is iteratively updated until a good estimation is obtained. When the support
is accurately estimated, the underdetermined system can be converted into the
overdetermined one by removing columns of measurement matrix corresponding
to zero elements. Then, the elements of support can be estimated by using
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conventional estimation techniques, e.g. least squares (LS) estimator. The most
popular greedy algorithm is the orthogonal matching pursuit (OMP) [83]. It
iteratively updates the estimate of signal support by choosing the column of
measurement matrix that has the largest correlation with the residual. Consider
the model y = Ax, where each column of A is normalized and the sparsity of
signal x, i.e., s, is known. The OMP algorithm starts from the initial estimation
xˆ0 = 0 and the residual r0 = y. The support set of the initial estimate is
Λ0 = ∅. In the t-th iteration, for A the column that has largest correlation with
the residual rt−1 is chosen, i.e.,
i = arg max
i
|AT:,irt−1|, (2.8)
and its index is added into the support set Λt = Λt−1 ∪ {i}. Then, the estimate
and the residual of this iteration are updated via
xˆt = A∗:,Λty, (2.9)
rt = y −Axˆt. (2.10)
The iteration continues until the size of estimated support set Λt reaches s. Based
on the OMP algorithm, where only one column is selected in each iteration, many
variants of OMP are proposed, e.g. generalized OMP (gOMP) [90], compres-
sive sampling matching pursuit (CoSaMP) [79], subspace pursuit (SP) [91], and
multipath matching pursuit (MMP) [92]. For these variants, multiple promising
columns are selected in each iteration and the support set is then refined by adding
the indices of selected columns, which can outperform the OMP algorithm at the
cost of a higher computational complexity.
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Statistical Sparse Recovery:
For the model in Eq. (2.2), the signal vector x can be treated as a random vector
and inferred by using the Bayesian framework in statistical sparse recovery algo-
rithms. For example, in the maximum-a-posterior (MAP) approach, an estimate
of x can be expressed as
xˆ = arg max
x
ln f(x|y) = arg max
x
ln f(y|x) + ln f(x), (2.11)
where f(x) is the prior distribution of signal x. In order to model the sparsity of
the signal vector x, f(x) is designed in such a way that it decreases with increas-
ing the magnitude of x. Well-known examples include independent and identi-
cally distributed (i.i.d.) Gaussian and Laplacian distribution. In addition, the
other widely used statistical sparse recovery algorithm is sparse Bayesian learn-
ing (SBL) [93]. In the SBL, the prior distribution of signal vector x is modeled
as zero-mean Gaussian with the variance parameterized by a hyper-parameter.
Then, the hyper-parameter and the signal vector are estimated simultaneously.
It is noteworthy that the hyper-parameter can control the sparsity and the dis-
tribution of signal vector x. With approximately choosing the hyper-parameter,
the SBL algorithm can outperform the `1-minimization algorithm [84].
Iterative Thresholding Algorithm:
For iterative thresholding algorithms, the signal vector is estimated in an iterative
way, which particularly include iterative hard thresholding (IHT) algorithm [94],
iterative soft thresholding (IST) algorithm [95], and approximate message passing
(AMP) algorithm [85]. Based on the model y = Ax, the three algorithms will be
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briefly presented in the next. For the IHT, it can be expressed by
xˆt+1 = ηH(xˆt + A∗(y −Axˆt)), (2.12)
where ηH(·), called the hard thresholding function, is a non-linear operator that
sets all but the largest (in magnitude) s elements of input vector to zero and s is
the known sparsity of estimated signal vector x. In the t-th iteration, the estimate
of x is denoted as xˆt. Intuitively, the algorithm makes progress by moving in the
direction of the gradient of ‖y −Axˆt‖2 and then promotes sparsity by applying
the hard thresholding function ηH(·) [94].
The IST algorithm is another iterative thresholding algorithm, which uses a
soft thresholding function instead of a hard thresholding function. Similarly to the
hard thresholding function, the soft thresholding function has input and output
of vectors and it operates in an element-wise way. Then, the soft thresholding
function associated with the i-th element of input vector a is given by
ηSi (ai, µ) = sign(ai)(|ai| − µ)+, (2.13)
where ai is the i-th element of input vector a, µ is a threshold control parameter,
and (|ai| − µ)+ equals itself if |ai| > µ and equals zero otherwise. Based on the
soft thresholding function, the IST algorithm proceeds with the iteration
xˆt+1 = ηS(xˆt + A∗(y −Axˆt), µ). (2.14)
Since the soft thresholding function is proved to be the proximity operator of the
`1-norm [96], the IST algorithm with a determined threshold control parameter
can be equivalent to the `1-minimization problem. For the family of iterative
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thresholding algorithms, including the IHT algorithm and the IST algorithm, as
only the multiplication of a vector by a measurement matrix is required in each it-
eration, the computational complexity is very small and the storage requirement is
low, particularly compared to the `1-minimization algorithm and the greedy algo-
rithm. Then, the iterative thresholding algorithms are efficient for large-scale sys-
tems. However, these algorithms fall short of the sparsity-undersampling tradeoff,
compared to that from the `1-minimization algorithm. Therefore, from the the-
ory of belief propagation in graphical models, the AMP algorithm is proposed to
achieve a satisfactory sparsity-undersampling tradeoff that can match the theo-
retical tradeoff for `1-minimization algorithm [97]. Besides, the AMP algorithm
poses a much lower computational cost than the `1-minimization algorithm. As
the AMP algorithm acts as a building block for the work in Chapter 3, the
algorithm and its analysis will be briefly presented in the next part.
2.1.3 Approximate Message Passing Algorithm
The AMP algorithm was first proposed in [75] and further developed by ex-
ploiting the distribution of unknown vector x as a prior information in [96, 98].
The gist of AMP algorithm is that it exploits an iterative refining process to
recover the sparse unknown vector via using the Gaussian approximation during
message passing. It enjoys a dramatically low computational complexity while
achieving the identical performance with linear programming in terms of the
sparsity-undersampling tradeoff [75]. Based on the system model y = Ax with
y ∈ Cm×1, A ∈ Cm×n, and x ∈ Cn×1, the AMP algorithm proceeds with
xˆt+1 = η
(
A∗zt + xˆt
)
, (2.15)
zt+1 = y −Axˆt+1 + n
m
zt〈η′ (A∗zt + xˆt)〉, (2.16)
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where t = 0, 1, . . . is the index of iteration, vector xˆt = [xˆt1, xˆ
t
2, . . . , xˆ
t
n]
T ∈ Cn×1
is the estimate of x in the t-th iteration, zt ∈ Cm×1 is the residual of received
signal corresponding to the estimate xˆt, η(·) = [η1(·), . . . , ηn(·)] with ηi(·) being
a designed denoiser function for the i-th element of input vector, η′(·) is the
first-order derivative of η(·), and 〈·〉 is the average of all entries of the input vector.
Note that, the third term in the right hand side of Eq. (2.16) is the correction
term, which is known as the “Onsager term” from the statistical physics [99].
From the point xˆ0 = 0 and z0 = y, the AMP algorithm starts to proceed. It can
be seen from Eq. (2.15) that by exploiting the measurement matrix A, a matched
filter is first performed on the residual zt to obtain the variable x˜t = A∗zt + xˆt.
The denoiser function receives the vector x˜t as the input and outputs the estimate
xˆt+1 in the (t + 1)-th iteration. Here, the denoiser function input x˜t can be
modeled [96] as
x˜t = x + τtv, (2.17)
where each entry of v follows the standard Gaussian distribution due to the cor-
rection term, and τt denotes a state variable that will be analyzed in the following.
Eq. (2.16) is used to compute the residual corresponding to the estimate xˆt+1
in the (t + 1)-th iteration, and then the AMP algorithm proceeds to the next
iteration.
For the iterative process in the AMP algorithm, a state variable, denoted by
τt, t = 0, 1, . . ., and its evolution are introduced to characterize the performance
of AMP in each iteration [97]. In particular, for a large-scale system, where the
measurement length m, the length of estimated signal vector n, and the sparsity
of estimated signal vector s are infinite but with fixed ratios m
n
and s
n
, the state
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evolution is given by [97]
τ 2t+1 =
1
m
E
[‖xˆt+1 − x‖22] = 1mE [‖η (A∗zt + xˆt)− x‖22]
(a)
=
1
m
E
[‖η (x + τtv)− x‖22] , (2.18)
where τt+1 is the state variable in the (t + 1)-th iteration. The equality (a) in
Eq. (2.18) is obtained from the Gaussian approximation in Eq. (2.17) in the t-th
iteration. The expectation in Eq. (2.18) is taken over the random vectors x and
v. The state evolution begins with [97]
τ 20 =
1
m
E
[‖x‖22] . (2.19)
It can be observed from Eq. (2.18) that the squared state variable τ 2t+1 charac-
terizes the mean squared error (MSE) of each entry of the estimate xˆt+1 in the
(t+1)-th iteration. It implies that from iteration to iteration, the evolution of the
performance of AMP algorithm in terms of MSE, can be tracked by exploiting the
state variable τt [75]. Note that, the state variable τt is also involved in the AMP
algorithm through the Gaussian approximation of x˜t in Eq. (2.17). However,
obtaining τt via the state evolution in Eq. (2.18) requires a high computational
complexity. Therefore, in the literature [100], an empirical estimate of τt, i.e.,
τt =
1√
m
||zt||2, (2.20)
is usually adopted during the implementation of AMP algorithm.
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2.2 Modern Coding Techniques
Some modern coding techniques are presented in this section, which will provide
the theoretical tool for our work in Chapter 4.
2.2.1 Distance Metrics and Channel Codes
During the data transmission, original transmitted signals are likely to be cor-
rupted by the channel and the noise at the receiver. This results in the received
signal with errors, which affects the reliability of reconstructing the original data
from the received signal. In order to deal with this problem, error control coding
(ECC) is developed [101]. In the ECC, some redundant bits are added to the
transmitted data, so that the received errors can be corrected and the original
data can be retrieved. Using an ECC can help achieve the same bit error rate
(BER) at a lower signal-to-noise ratio (SNR) in a coded system than in a com-
parable uncoded system [102]. The reduction of the required SNR to achieve
the same BER is called the coding gain. For an ECC in digital systems with
hard-decision decoding, its error detection and correction capacity can be deter-
mined by the Hamming distance of this ECC. Other the hand, for digital systems
with soft-decision decoding, the error performance of an ECC is guided by its
Euclidean distance. Therefore, we first introduce two commonly used distance
metrics in the coding theory and the error detection and correction capacity of
codes in the following.
Distance Metrics:
There are two important distance metrics widely used for the channel coding [101].
One is the Hamming distance, which is defined as the number of different bits
between two codewords. The other is Euclidean distance, which refers to the
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straight-line distance between two points in Euclidean space. For a linear block
code, the Hamming distance can indicate its error detection and correction capa-
bility, particularly when the source emits binary strings over a binary channel. On
the other hand, if the source emits the codewords in Rn over a Gaussian channel
and the soft decoder is exploited at the receiver, Euclidean distance determines
the code error performance. The minimum Hamming (or Euclidean) distance of
a set C of codes is given by
dmin = min
v,v′∈C:v 6=v′
d(v,v′), (2.21)
where d(v,v′) denotes the Hamming (or Euclidean) distance of the two codewords
v,v′ ∈ C. For a code set C with the dimension k and the length n, its minimum
Hamming distance should satisfy
dmin ≤ n− k + 1, (2.22)
which is the Singleton bound [103].
Error Detection and Correction:
In the coding theory, the error detection and correction are a key enabler for the
reliable delivery of digital data over unreliable communication channels, where
communication channels are subject to channel noise and errors can be intro-
duced during the transmission [101]. In particular, the error detection technique
allows detecting errors, and the error correction enables the reconstruction of
original data. For practical communication systems, the ECC is an efficient way
to perform the error detection and correction. For an ECC in digital systems with
hard-decision decoding, its error detection and correction capability is determined
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by its minimum Hamming distance. In particular, the ECC with the minimum
Hamming distance dmin, it can detect up to (dmin − 1) error bits and correct up
to bdmin−1
2
c error bits [101].
With the knowledge on distance metrics and the error detection and correction
capacity of codes, we briefly introduce some widely used channel codes. Generally,
there are two structurally different types of channel codes for the error control
in communication and storage systems, i.e., block codes and convolutional codes.
Block codes can be further divided into two categories, i.e., linear and nonlinear
block codes. Nonlinear block codes are not widely used in practical applications
and have not been widely investigated [101]. Therefore, we mainly focus on the
linear block codes here.
Linear Block Codes:
A code is linear if the sum of any two codewords, i.e., v + v′ for v,v′ ∈ C, is
still a codeword in the code set C [104]. We assume that an information source
is a sequence of binary symbols over Galois field of two, i.e., GF(2). In a block
coding system, the information sequence is segmented into message blocks of k
information bits and there are 2k distinct messages. For the channel encoder,
each input message u = (u0, u1, . . . , uk−1) of k information bits is encoded into
a longer sequence v = (v0, v1, . . . , vn−1) of n binary digits according to certain
encoding rules, where k and n are called the dimension and length of a codeword,
respectively, and they satisfy n > k. The binary sequence v is called the codeword
of the message u. The classical linear encoding rule can be expressed as [104]
v = uG, (2.23)
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where the binary matrix G is called the generator matrix of dimension k × n. A
column of G corresponds to an encoded bit of a codeword and a row corresponds
to an information bit of the message. If the message u is contained into the
codeword v in an unaltered way, the encoding mapping is called systematic.
Since 2k distinct information messages exist, there are 2k distinct codewords
accordingly. This set of 2k codewords is said to form an (n, k) block code set,
and each codeword v satisfies [101]
vHT = 0, (2.24)
where the matrix H is called the parity-check matrix. The columns of H cor-
respond to the bits of a codeword and the rows correspond to the parity check
equations fulfilled by a valid codeword. It implies that if a codeword is valid in
the code set, it should satisfy Eq. (2.24). The code rate is defined as R = k
n
,
which can be interpreted as the average number of information bits carried by
each code bit. For an (n, k) block code, the (n − k) bits added to each input
message by the channel encoder are called redundant bits. These redundant bits
carry no new information and their main function is to provide the code with the
capability of detecting and correcting transmission errors caused by the channel
noise or interferences.
Classical linear block codes include repetition codes and maximum distance
separable (MDS) codes [51, 105]. The repetition code is one of the most basic
linear block codes, which repeats the message several times. If the channel cor-
rupts some repetitions, the receiver can detect the occurrence of transmission
errors, according to the difference of received messages. Moreover, the receiver
can recover the original message by choosing the received one that occurs most
often. The implementation of a repetition code is extremely simple, while it has a
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Figure 2.1: Convolutional encoder with rate 1/2.
very low code rate. As a result, the repetition code can be concatenated into other
codes, e.g. repeat accumulate (RA) codes [106–108] and turbo like codes [103],
to achieve an excellent error correction performance.
The MDS code is a kind of linear block codes which meet the Singleton bound.
Since the error detecting and correcting capability is determined by the minimum
Hamming distance, it can be seen that given the code dimension k and code length
n, the MDS code has the largest minimum Hamming distance and thus the largest
error detecting and correcting capacity. According to the Singleton bound in Eq.
(2.22), the (n, k) MDS code has the minimum Hamming distance d that is equal
to (n − k + 1). Then, it can detect up to (n − k) error bits. It implies that as
long as any k bits in an MDS codeword are correctly received, this codeword can
be successfully decoded.
Convolutional Codes:
Convolutional codes, introduced by [109], refer to codes in which the encoder
maps streams of data into more streams of data. These codes are highly struc-
tured to allow a simple implementation and a good performance with the short
block length. The encoding is realized by sending the input streams over linear
filters. An example of a convolutional code with rate 1/2 is shown in Fig. 2.1. The
information bits are fed into the linear encoder circuit and this circuit outputs
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the corresponding codeword. This code construction sets additional constraints
on the characteristics of the corresponding matrices G and H. Note that, the
filtering operation can be expressed as a convolution, which leads to the name,
i.e., convolutional codes. The most popular decoding algorithm for convolutional
codes is the Viterbi algorithm [110], which is an efficient implementation of the
optimal maximum likelihood decoder. The gist of the Viterbi algorithm is the
sequential computation of the metric and the tracking of survivor paths in the
code trellis. This algorithm was extended in [111] for generating soft-outputs,
called soft-output Viterbi algorithm (SOVA) algorithm. Alternatively, one can
also use the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm as proposed in [112] to
generate the soft-outputs for the iterative decoding.
Based on these classical channel codes, several modern codes have been de-
veloped over the past years, which include the polar codes [113–115], turbo codes
[116–118], and low-density parity check (LDPC) codes [119–121]. Polar codes are
a class of linear block codes, whose encoding construction is based on a multiple
recursive concatenation of a short kernel code to transform the physical channel
into virtual outer channels. When the number of recursions becomes large, the
virtual channels tend to either have high or low reliability (i.e., they polarize),
and the data bits are allocated to the most reliable channels. For the turbo codes,
their encoding is a concatenation of two (or more) convolutional encoders sepa-
rated by interleavers, and its decoding consists of two (or more) soft-in/soft-out
convolutional decoders, which iteratively feed probabilistic information back and
forth to each other. LDPC codes are another class of linear block codes on
the graph [101], which is constructed by using a sparse Tanner graph [103] and
can provide the near-capacity performance with implementable message-passing
decoders. Since we will exploit some key techniques of codes on the graph, e.g.
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LDPC codes, for the work in Chapter 4, we present more information on LDPC
codes in the next.
2.2.2 Codes on Graph and Tanner Graph
LDPC Codes:
The LDPC code is one important class of linear block codes with reasonably low
complexity and implementable decoders [122–124], which can provide near-capacity
performance on a large set of data transmissions and are proposed as the stan-
dard code for 5G. An LDPC code can be given by the null space of an m × n
parity-check matrix H that has a low density. A regular LDPC code is a linear
code whose parity-check matrix H has constant column weight g and row weight
r, where r = g(n/m) and g  m. If H is a low density matrix but with variable
g and r, the code is called an irregular LDPC code [101]. It is noteworthy that
the density of LDPC codes needs to be sufficiently low to permit an effective
iterative decoding, which is the key innovation behind the invention of LDPC
codes. Moreover, LDPC decoding is verifiable in the sense that decoding to a
correct codeword is a detectable event.
Tanner Graph:
A graphical representation of an LDPC code, which is called a Tanner graph, can
provide a complete representation of the code and aid in the description of its
decoding algorithm [101]. A Tanner graph is a bipartite graph, that is, a graph
whose nodes can be divided into two disjoint and independent sets, with edges
connecting only nodes of different sets. The two sets of nodes in a Tanner graph
are called the variable nodes (VNs) and the check nodes (CNs). For a code with
the parity-check matrix H of dimension m×n, its Tanner graph can be drawn as
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Figure 2.2: The Tanner graph.
follows: CN j is connected to VN i when Hj,i = 1. Then, according to this rule,
there are m CNs and n VNs in the Tanner graph, which correspond to m check
equations and n code bits, respectively, as shown in Fig. 2.2. The number of edges
connected to a VN (or a CN) is called the degree of this VN (or CN). Denote
the number of VNs of degree i and the number of CNs of degree j as Λi and Ψj,
respectively. Since the edge counts must match up, we have
∑
i iΛi =
∑
j jΨj. It
is convenient to introduce the following compact notation [103]
Λ(x) =
lmax∑
i=1
Λix
i and Ψ(x) =
rmax∑
j=1
Ψjx
j, (2.25)
where lmax and rmax are the maximum degrees of the VN and the CN, respec-
tively. Here, Λ(x) and Ψ(x) are the polynomial representations of the VN degree
distribution and the CN degree distribution from a node perspective, respectively.
Moreover, the polynomials Λ(x) and Ψ(x) are non-negative expansions around
zero whose integral coefficients are equal to the number of nodes of various de-
grees. For the asymptotic analysis, it is more convenient to introduce the VN
and CN degree distributions from an edge perspective, given by [103]
λ(x) =
∑
i
λix
i−1 =
Λ′(x)
Λ′(1)
and ρ(x) =
∑
j
ρjx
j−1 =
Ψ′(x)
Ψ′(1)
. (2.26)
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Note that, λ(x) and ρ(x) are also polynomials with non-negative expansions around
zero. In addition, λi(ρj) is equal to the fraction of edges that connect to VNs of
degree i (CNs of degree j). In other words, λi(ρj) is the probability that an edge
chosen uniformly at random from the graph is connected to a VN of degree i (a
CN of degree j).
2.2.3 Iterative Decoding Algorithm on Code Graph
Iterative decoding is a generic term to refer to decoding algorithms that proceed
in iterations [115, 117, 121]. An important subclass of iterative algorithms are
message-passing algorithms, which obey the rule that an outgoing message along
an edge only depends on the incoming messages along all edges other than this
edge itself [125]. When the messages are probabilities, or called “belief”, the
algorithm is known as sum-product algorithm (SPA) [125] and also called the
belief propagation algorithm (BPA) [126]. In the SPA, the passing probability
refers to the log-likelihood ratio (LLR) of a bit, given by [101]
L(vj|y) = ln
(
Pr(vj = 0|y)
Pr(vj = 1|y)
)
, (2.27)
where Pr(vj = 0|y) and Pr(vj = 1|y) are a posteriori probability (APP) that
given the received codeword y = [y0, y1, . . . , yn−1], the bit vj equals 0 and 1,
respectively. Denote the passing messages from VN i to CN a and from CN a to
VN i as Li→a and La→i, respectively, which are given by [125]
Li→a =
∏
b∈N(i)\{a}
Lb→i, (2.28)
La→i =
∑
∼{i}
f(I)
∏
j∈N(a)\{i}
Lj→a, (2.29)
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(a) A VN decoder. (b) A CN decoder.
Figure 2.3: VN and CN decoders.
where ∼ {i} denotes the indices of all variable nodes except i, I is the vector
of variable nodes neighbouring to the check node a, and f(I) is the joint mass
function of all elements in I. It can be seen that when the VN i computes the
information transmitted to CN a, i.e., Li→a, the multiplication of LLR informa-
tion from all its neighboring CNs N(i) except the recipient CN a is obtained.
Similarly, when computing the information from CN a to VN i, i.e., La→i, the
joint mass function of all elements in I is multiplied by the LLR information from
all its neighboring VNs N(a) except the recipient VN i. Since the information
transmitted to a certain CN or VN does not contain the information from itself,
the transmitted information is called the extrinsic information [103]. At each
iteration, all VNs process their inputs and pass extrinsic information up to their
neighboring CNs. All CNs then process their inputs and pass extrinsic informa-
tion down to their neighboring VNs. The procedure repeats, starting from the
variable nodes. After a preset maximum number of repetitions (or iterations) of
this VN/CN decoding round, or after some stopping criterion has been met, the
decoder estimates the LLRs from which decisions on the bits are made. When
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the code graph has no cycles or the lengths of cycles are large, the estimates
will be very accurate and the decoder will have near-optimal MAP performance.
It is noteworthy the development of SPA relies on an assumption that the LLR
quantities received at each node from its neighbors are independent. However,
this assumption difficultly holds when the number of iterations exceeds half of
the Tanner graph’s girth [103].
2.2.4 Density Evolution and EXIT Chart
For an iterative decoder with a finite message alphabet, the distribution of mes-
sages passed along edges in each iteration can be expressed by a system of coupled
recursive functions. The procedure of using the system of coupled recursive func-
tions to track the evolution of message distributions is termed as density evolution
(DE) [103]. The DE provides an analytical performance tracking of the iterative
decoder in each iteration, which allows to design the code structure to improve
the decoding performance. For example, the performance of an irregular LDPC
code can be improved via the design of its optimal and near-optimal degree dis-
tribution. And, the design of degree distributions can be obtained using the DE.
Moreover, one is interested in the error probability of messages that are passed
along edges and its evolution as a function of the iteration number. Based on
that, the decoding threshold, which is defined as the lowest SNR to ensure that
the decoder error probability can asymptotically converge to zero for an infinite
number of iterations, can be predicted through the DE. In the following, we adopt
the binary erasure channel (BEC) to illustrate the derivation of DE. Consider the
degree distributions of variable nodes and check nodes for an LDPC code from
an edge perspective as λ and ρ, which are given in Eq. (2.26). Let  be the
probability that a packet is erased,  ∈ [0, 1]. From the definition of SPA, the
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initial VN-to-CN message is equal to the received message, which is an erasure
message with the probability . The CN-to-VN message that is emitted by a CN
of degree a is an erasure message, if any one of the a − 1 incoming messages is
an erasure. Denote xl as the probability that an incoming message is an erasure
in the l-th iteration. The probability that the outgoing message is an erasure is
equal to 1−(1−xl)a−1, where all incoming messages are independent. As an edge
has a probability ρa to be connected to a CN of degree a, the erasure probability
of a CN-to-VN message in the (l + 1)-th iteration is equal to [103]
∑
a
ρa(1− (1− xl))a−1 = 1− ρ(1− xl). (2.30)
Consider an edge is connected to a VN of degree i. For the VN-to-CN message
along this edge in the (l + 1)-th iteration, it is an erasure if the received value
of the associated VN is an erasure and all i− 1 incoming messages are erasures.
This happens with probability (1− ρ(1− xl))i−1. By averaging this probability
over the edge degree distribution λ, we obtain [103]
xl+1 = λ(1− ρ(1− xl)). (2.31)
Eq. (2.31) is an recursive function of the probability xl. Its evolution characterizes
the decoder performance of the LDPC code in each iteration.
As an alternative to DE, the extrinsic-information-transfer (EXIT) chart tech-
nique, which is introduced by [127], provides a graphical tool for estimating the
convergence behaviour of an iterative decoder. The basic idea behind EXIT chart
is based on the fact that the VN processors and CN processors work cooperatively
and iteratively to make each bit decision in the iterative decoder, with the metric
of interest improving with each half-iteration [128]. For both the VN processors
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Figure 2.4: A PNC strategy for two-way relay channels.
and the CN processors, the relations of the input metric versus the output metric
can be obtained by using the transfer curves, and the output metric of one proces-
sor is the input metric of its companion processor. Therefore, both transfer curves
can be plotted on the same axes, but with the abscissa and ordinate reserved for
one processor, which generates the EXIT chart. Furthermore, the EXIT chart
provides a graphical method to predict the decoding threshold of the ensemble
of codes that are characterized by given VN and CN degree distributions. In
particular, when the VN processor transfer curve just touches the CN processor
transfer curve, the SNR is obtained as the decoding threshold.
2.3 Physical-layer Network Coding
Physical-layer network coding (PNC) was firstly proposed for a two-way relay
channel by [68] in 2006, which exploits the network coding operation [129–132]
in the superimposed electromagnetic (EM) waves to embrace the interference. It
has been shown to be able to boost the throughput and significantly improve
the reliability in a multi-way relay channel [133–138]. The basic idea of PNC
can be summarized as follows, where the two-way relay channel is considered
for simplicity. Consider the two-way relay channel, where users A and B want
to exchange packets via a relay node as shown in Fig. 2.4. Each round of
packet exchange consists of two equal-duration time slots, which are called the
uplink phase and the downlink phase, respectively. In the uplink phase, two
users transmit their own signal simultaneously to the relay, where the signals are
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denoted by xA and xB, respectively. In the downlink phase, the relay broadcasts
a signal xR, which can be represented as a function of the two signals, i.e.,
xR = f(xA, xB). (2.32)
Upon receiving the signal xR, each user extracts the other user’s information by
exploiting its own signal, which finishes the round of packet exchange. Obviously,
the function f(·), called the PNC mapping function [68], acts as a pivotal role for
the system performance. Since the mapping function refers to the mapping from a
superimposed EM signal to a desired network-coded signal, it should be designed
according to the employed modulation constellation. The original work on PNC
suggests using a XOR function of the two users’ packets [68, 69] for the two-way
relay channel with binary phase-shift keying (BPSK) and quadrature phase-shift
keying (QPSK) modulations, which is a well-known function for PNC operations.
In fact, f(·) can be a linear function [139, 140] or a non-linear function [133,
141]. For the linear mapping function, f(·) is the linear combination of the two
users’ packets in GF(2n). It offers low computational complexity and scalability,
compared to the non-linear mapping function. In [142], a linear PNC scheme is
proposed for real Rayleigh fading two-way relay channels with pulse amplitude
modulation (PAM). Furthermore, the linear PNC is extended to complex Rayleigh
fading two-way relay channels in [140], where a design criterion of linear PNC,
namely minimum set-distance maximization, is proposed to achieve the optimal
error performance at high SNRs.
In addition, the PNC technique can be adopted to multiple access networks
[71, 72, 143]. A cross-layer scheme design is proposed to improve the throughput
of wireless network in [71, 72]. In particular, the PNC decoding and the MUD
are jointly used to obtain multi-reception results at the physical layer, and the
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multi-reception results are exploited at the MAC layer to recover users’ packets.
2.4 Introduction to Wireless Communicaiton
This section provides a brief overview of wireless communications. The presen-
tation is not intended to be exhaustive and does not provide new results, but it
is intended to provide the necessary background to understand Chapters 3-5.
2.4.1 Channel Models
A wireless channel is one of the essential elements in the wireless transmission
system. By sufficiently understanding the wireless channel, we can mathemat-
ically model its physical properties to facilitate the design of communication
systems [54].
Wireless channels operate through electromagnetic radiation from the trans-
mitter to the receiver [54]. The transmitted signal propagates through the phys-
ical medium which contains obstacles and surfaces for reflection. This causes
multiple reflected signals of the same source to arrive at the receiver in different
time slots. In order to model these effects from the physical medium, the concept
of channel model is proposed. The effect of multiple wavefronts is represented
as multiple paths of a channel. The fluctuation in the envelope of a transmitted
radio signal is represented as the channel fading [54]. The process to estimate
some information about the channel refers to the channel estimation, which is
essential to recover the transmitted signal at the receiver.
In principle, with the transmitted signal, one could solve the electromag-
netic field equations to find the electromagnetic field impinging on the receiver
antenna [54]. However, this task is non-trivial in practice, since it requires to
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know the physical properties of obstructions in a more accurate manner. In-
stead, a mathematical model of the physical channel is used, which is simpler and
tractable. In the following, two mathematical models of channel are presented,
which are widely used in the communication system designs and in this thesis.
Fading Channels:
As mentioned above, the strength change of transmitted signals through the
channel is represented by the channel fading. In particular, the channel fading
can be divided into two types [54], i.e., the large-scale fading and the small-scale
fading. The large-scale fading mainly refers to the path loss, which is a function
of distance and shadowing by large objects, e.g. building and hills. In this case,
the variation of signal strength is over distances of the order of cell sizes. The
small-scale fading is caused by the constructive and destructive interference of
the multiple signal paths between the transmitter and the receiver. This occurs
at the spatial scale of the order of the carrier wavelength.
The Rayleigh fading model is the simplest model for wireless channels [54]. It
is based on the assumption that there are a large number of statistically indepen-
dent reflected and scattered paths with random amplitudes in the delay window
corresponding to a single tap of the tapped delay line model. Each tap gain hl
is the sum of many independent random variables. According to the Central
Limit Theorem, the net effect can be modeled as a zero-mean complex Gaussian
random variable, given by
hl ∼ CN (0, σ2l ), (2.33)
where σ2l is the variance of tap hl, l ∈ {0, 1, . . . , L}, and L is the number of taps.
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The magnitude |hl| of the l-th tap is a Rayleigh random variable with density
p(x) =
x
σ2l
exp
(−x2
2σ2l
)
, x ≤ 0, (2.34)
and the squared magnitude |hl|2 is exponentially distributed with density
p(x) =
1
σ2l
exp
(−x
2σ2l
)
, x ≤ 0. (2.35)
The Rayleigh fading model is quite reasonable for the scattering mechanisms,
where many small reflectors and no line of sight exist. The other widely used
fading model is the Rician fading model, in which the line of sight path is domi-
nating.
Erasure Channels:
Although the transmitted and received signals are continuous-valued for most of
the channels, many crucial processes of practical communication systems, e.g.
the coding/decoding and modulation/demodulation, are based on the discrete
signals in nature. Therefore, for the performance or channel capacity analysis, we
usually model channels with the discrete input/output, called discrete memoryless
channels (DMCs) [103]. One important DMC is the BEC, which is shown in Fig.
2.5. It can be seen from the figure that the BEC has binary input and ternary
output. The input symbols cannot be flipped but can be erased with a probability
p(e|0) = p(e|1) = . This BEC channel is widely used in the information theory,
since it is one of simplest channels to analyze. In addition, the packet erasure
channel (PEC) is proposed as a generalization of the BEC. For the PEC, the
transmitted packets are either received or lost. It is noteworthy that the erasure
of PEC can be seen as the result of deep-fading in the practical fading channel.
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Figure 2.5: Binary erasure channel.
Then, the PEC can be seen as a simplified version of the fading channel, and it
is commonly used for the system design [144].
2.4.2 Multiple Access Techniques
Multiple Access System:
The idea of using a communication channel to enable several transmitters to send
information data simultaneously starts from Thomas A. Edison’s 1873 invention
of the diplex [145]. For this revolutionary system, two telegraphic packets are
simultaneously transmitted in the same direction through the same wire, which
is the embryonic form of multiple access systems.
Nowadays, multiple access systems have been intensively developed and widely
used in many areas, e.g. multiple cellular users transmitting to a base station and
local area networks. A common feature of those communication systems [145] is
that multiple transmitters simultaneously send signals to a common receiver, and
the transmitted signals are superimposed at the receiver, as depicted in Fig. 2.6.
The multiple access communication lies at the heart of wireless communi-
cation systems. The first-generation (1G) to the forth-generation (4G) of cel-
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Figure 2.6: Multiple access system with N users and a common receiver.
lular networks have adopted radically different multiple access schemes, which
include time division multiple access (TDMA), frequency division multiple ac-
cess (FDMA), code division multiple access (CDMA), and orthogonal frequency
division multiple access (OFDMA) [146]. In addition, space division multiple
access (SDMA) [54, 147] is also used in other practical systems. The common
gist of these schemes is to allocate orthogonal resources for different transmitters
to send their packets. Therefore, all these schemes belong to the orthogonal
multiple access (OMA). For example, in FDMA that has widely been used in the
1G mobile wireless communication network, the whole bandwidth is divided into
several non-overlapping frequency subchannels and each transmitter employs a
subchannel to send its voice. In other words, one orthogonal spectral resource is
allocated to only one user. As a result, the signals transmitted by different users
can be easily separated and recovered. While the data detection process is simple
for OMA schemes, the spectrum occupation is inefficient and cannot satisfy the
requirements of high throughput, high traffic load, and low latency for current
communication systems. Therefore, it triggers the proposal of non-orthogonal
multiple access (NOMA) schemes [148–155]. By allowing multiple users to share
a same resource block, NOMA schemes can increase the spectral efficiency and the
user-fairness. In particular, NOMA schemes include the power-domain NOMA
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and the code-domain NOMA. Power-domain NOMA [148,156–167] allocates dif-
ferent power levels to different users and exploits the successive interference can-
cellation (SIC) to retrieve their packets. For the code-domain NOMA [168, 169],
data streams are mapped to multi-dimensional sparse codewords, where each
codeword represents a spread transmission layer. As a result, more users can share
the same time-frequency resource block and the system efficiency is improved.
Random Multiple Access:
Among multiple access communications, random multiple access is one of the
approaches to dynamic channel sharing for dealing with the burst traffic. In
a random multiple access system, when a user has the packet to transmit, it
randomly occupies a resource block for its transmission. It implies that the
random multiple access system has a flexible and dynamic resource occupation.
However, it always exists an inevitable probability that two users occupy the
same resource block and their packets collide with each other, which refers to
the collision probability. In this case, the collided packets cannot be reliably
decoded by the receiver and the users need to retransmit their packets after a
duration. In order to reduce the collision probability for retransmission, the
collided transmitters usually wait a random period of time before retransmitting
[12]. The algorithm used by the transmitter to determine the retransmission
delay plays an essential role in the random access schemes.
The first random multiple access system is the ALOHA system, which was
proposed for a wireless connection between the computer resources of different
islands of the state of Hawaii in [28]. For the ALOHA, when a user is ready to
transmit its packet, it simply transmits the packet and shares the channel with
other users in an uncoordinated way, as shown in Fig. 2.7. If there is only one
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Figure 2.7: ALOHA scheme with three transmitters.
user transmitting, the user’s packet can be successfully received over a noiseless
channel and it receives an acknowledgment via the feedback channel. Otherwise,
the packet collision occurs and the user cannot receive the acknowledgment. In
Fig. 2.7, the collided parts of packets are highlighted by shaded areas. The start-
ing times of packets can be modeled as a Poisson point process with parameter λ
packets/second [28]. If each packet lasts τ seconds, the normalized channel traffic
can be given by
G = λτ. (2.36)
The normalized throughput is equal to [28]
T = Ge−2G. (2.37)
When the traffic G equals 0.5, the maximum value of this normalized throughput
is obtain as 1
2e
= 0.184.
Based on the ALOHA scheme, slotted ALOHA (SA) is proposed in [55]. By
defining a set of contiguous equal-duration time slots, the users align the start of
their packet transmissions to the start of a time slot and transmit packets within
the time slot, which is depicted in Fig. 2.8. The use of synchronous transmission
reduces the number of collisions and improves the throughput, compared to the
ALOHA scheme. In particular, the maximum achievable throughput is doubled,
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Figure 2.8: Slotted ALOHA scheme with three transmitters.
i.e., 1
e
= 0.37. Note that, this improvement is based on the assumption that the
length of transmitted packets equals the duration of a time slot.
Carrier-sense multiple access (CSMA) scheme was proposed as another impor-
tant random access system in [170] and has been widely used in many practical
wireless networks [170,171], such as WiFi. In the CSMA, users sense the channel
to see if it is occupied or not before transmitting, in order to avoid as many
collisions as possible. If no occupation is sensed, the user transmits. Otherwise,
it retries after a while. The sensing can be done by measuring the received power
and comparing it to a predetermined threshold, which increases the hardware
and software complexities. Furthermore, the CSMA with Collision Avoidance
(CSMA-CA) scheme is proposed to further reduce the collision probability by
wisely using the back-off. The intuition behind this is that the more collisions
occur, the more congested the network is. Thus, retransmissions need to be
less frequent (more spaced apart in time). It is noteworthy that compared to
the ALOHA-based schemes, the CSMA scheme may suffer from a large sensing
overhead. In this thesis, we mainly focus on the ALOHA-based random access
scheme to develop our proposed random access schemes in Chapter 4.
Data Detection:
For random access systems, particularly the conventional ALOHA and SA schemes,
collided packets are directly discarded and the corresponding users retransmit
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their packets after a while. This mechanism dramatically degrades the system
performance and increases the delay. Then, instead of directly discarding collided
packets, exploiting efficient data detection techniques to recover collided packets
is very essential to improve the system performance and decrease the delay [172].
In the following, we overview two classical data detection methods.
In general wireless networks, the data detection can be divided into the single-user
detection and the MUD. For the single-user detection, a signal is detected by
treating other collided signals as the interference and each signal is detected sep-
arately. While the single-user detection has a low complexity, its performance is
not good, in particular when the number of collided signals is very large or the
power difference of collided signals is significant. Then, the MUD was proposed
and summarized by [145], where collided signals are detected simultaneously.
We consider a multiple access system, where N single-antenna users simulta-
neously transmit data to a common single-antenna receiver and each user’s data
is one symbol from a finite alphabet set X . The received signal y is the sum of
the received signals for all users plus noise, given by
y = hTx + z, (2.38)
where h ∈ CN×1 is the channels from N users to the receiver, x ∈ XN×1 is
the transmitted data from N users, and z is AWGN. Based on the model in
Eq. (2.38), the optimal detector of MUD, i.e., the maximum likelihood (ML)
detector [173], is given by
xˆML = arg max
xˆ∈XN
fy|x,h(y|x = xˆ,h). (2.39)
It can be seen from Eq. (2.39) that given the channel h, the ML detector chooses
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the signal xˆ that maximizes the probability of received signal as the detected
signal. When the prior distribution of detected signal x, i.e., P (x = xˆ), is
exploited, the MAP detection [174,175] can be obtained, given by
xˆMAP = arg max
xˆ∈XN
P (x = xˆ)fy|x,h(y|x = xˆ,h)
fy|h(y|h)
∝ arg max
xˆ∈XN
P (x = xˆ)fy|x,h(y|x = xˆ,h). (2.40)
We ignore the marginal likelihood fy|h(y|h), since it does not depend on x and
has no effect on the optimization. Comparing Eq. (2.39) with (2.40), it can be
observed that the MAP detection is equivalent to the ML detection, when the
prior distribution of detected signal i.e., P (x = xˆ), is uniform.
For both the ML detector and the MAP detector, they can jointly detect all
collided signals at a time. Although the joint detection methods can provide
excellent performance, they suffer from a high computational complexity. There-
fore, many suboptimal approaches are proposed and the SIC is a popular one
among them. Instead of jointly detecting all collided signals, the SIC algorithm
iteratively detects the collided signals. In particular, when a collided signal is
successively detected, it will be removed from the superimposed signal and the
next signal is detected from the remaining superimposed signal. Due to removing
the previously successfully detected signals, the following signals can be detected
with less interference and a higher successful probability for the SIC algorithm.
Moreover, in order to further improve the performance of SIC algorithm, an
optimal detection ordering is proposed, that is the stronger signal is detected
earlier [145].
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2.5 Chapter Summary
In this chapter, we have provided the background knowledge on CS techniques,
modern coding techniques, and the PNC technique, which are essential to under-
stand the works given in Chapters 3-5, respectively. Besides, we have presented a
brief overview of fundamental concepts of wireless communications, which include
the widely used channel models, multiple access systems, random multiple access
systems, and the data detection techniques.
Chapter 3
Joint User Activity Identification
and Channel Estimation in
Random Access Systems for
mMTC
3.1 Introduction
In this work, we focus on the user activity identification and channel estimation in
random access systems for mMTC. In particular, we first propose a transmission
control scheme to enhance the system sparsity and to achieve an improved perfor-
mance for the user activity identification and channel estimation, especially when
a small pilot length and a high reliability on the user identification are required.
By employing a step function for the proposed transmission control scheme, we
then design an MMSE denoiser and modify the AMP algorithm to jointly iden-
tify the active users and estimate their channels. Additionally, we derive the
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false alarm probability and the missed detection probability to characterize the
user identification performance for the proposed scheme. We also analyze the
packet delay and the network throughput. Based on the analysis, we optimize
the transmission control threshold of the step function to maximize the network
throughput. The main contributions of this work are summarized below:
1. We propose a simple transmission control scheme at the transmitter to im-
prove the performance of joint user identification and channel estimation (JUICE).
In the scheme, each user decides to transmit a packet or postpone its transmis-
sion based on a transmission control function of its instantaneous local CSI, when
there is a transmission demand. We design the function, so that the users with
better channel gains have a higher probability to transmit their packets, and vice
versa. This effectively postpones the transmissions of users with small channel
gains and therefore enhances the sparsity of user activity.
2. We modify an AMP algorithm to jointly identify the users’ activity and
estimate their channels at the receiver, for the system with a step transmission
control function. The channel distribution experienced by the receiver is first
derived based on the adopted step transmission control function. Then, we design
an MMSE denoiser to modify the AMP algorithm at the receiver.
3. We derive the false alarm and the missed detection probabilities of user
identification for the proposed scheme, by using the state evolution [97]. Based
on the user identification performance, we obtain closed-form expressions of the
average packet delay and the network throughput. Moreover, we optimize the
transmission control function to maximize the network throughput.
4. We verify that our analytical results match well with simulation results.
We demonstrate that compared to the conventional scheme without transmis-
sion control in [50], the proposed scheme can significantly improve the system
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performance for mMTC, in terms of the missed detection probability and the
normalized mean squared error (NMSE) of channel estimation. In addition, we
show that the average packet delay is reduced and the network throughput is
enhanced for the proposed scheme.
3.2 System Model
Consider N potential users who may transmit packets to a receiver through a
common channel. Both the receiver and users are equipped with a single antenna1.
We assume that in a time slot each user has a transmission demand with a
probability , 0 ≤  ≤ 1, in an i.i.d. manner. When user n, n ∈ {1, 2, . . . , N},
has a transmission demand, it transmits its packet with an average transmission
probability λn, which is determined by our proposed transmission control scheme.
In this work, we define an active user as a user who has a transmission demand
and transmits its packet to the receiver. Let an ∈ {0, 1} indicate the activity of
user n. In particular, if an = 1, user n is active. Otherwise, user n is inactive.
As a result, we have Pr(an = 1) = λn and Pr(an = 0) = 1 − λn, where λn is
called the active probability of user n. The set of active users is given by
A = {n : an = 1, n = 1, 2, . . . , N}, (3.1)
and the number of active users is K = |A|.
If user n is active, it will transmit a packet, which includes an M -length pilot
sequence sn ∈ CM×1 and the information data, to the receiver within a time slot.
1Note that, it is the first work to propose the transmission control scheme for the joint user
identification and channel estimation with compressed sensing. Therefore, we use a simple case
where the base station has a single antenna, to facilitate the presentation and highlight insights
of the proposed scheme for practical implementations. For the case where the base station has
multiple antennas [52,53], we will consider it in the further work.
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Otherwise, it will keep silent. Then, in a specific time slot, the received signal
during pilot transmission is written as
y =
N∑
n=1
snanhn + w =
N∑
n=1
snxn + w = Sx + w, (3.2)
where hn ∈ C denotes the channel fading coefficient from user n to the receiver
in the time slot2 and xn = anhn captures the joint effect of user activity and
channel fading of user n. Vector y ∈ CM×1 denotes the received signal during
M pilot symbols and w ∈ CM×1 is the AWGN with each entry following the
distribution wn ∼ CN (0, σ2w), where σ2w denotes the noise variance. The pilot
matrix S = [s1, s2, . . . , sN ] ∈ CM×N collects all users’ pilots and the vector x =
[x1, x2, . . . , xN ]
T ∈ CN×1 collects all unknown variables xn.
The channel from user n to the receiver is modeled by hn =
√
βgn, where
gn ∼ CN (0, 1) is the Rayleigh block fading component and β is the large-scale
fading component. We assume that all users have the same channel distribution,
i.e., the same large-scale fading coefficient β, and the coefficient β is known by
the receiver as the prior information3. In addition, it is assumed that each user
knows its own instantaneous channel4 hn and the receiver has the pilot matrix S.
Based on the received signal y and the pilot matrix S, the receiver jointly
2We assume that the channel fading coefficient hn remains constant during a time slot in
this work.
3In this work, we consider symmetric users with the identical large-scale fading to simplify
the AMP algorithm design, which can be achieved by using the long term power control to
compensate the different large-scale fading among users. The proposed scheme can be easily
extended to the scenario with different β among users.
4Note that, the time division duplex (TDD) system is considered and the channel reciprocity
is assumed to be held in this work. In particular, each user’s uplink channel coefficient can be
obtained by exploiting broadcast pilot from the base station, like the narrowband reference
signal (NRS) of narrowband machine-type devices [176–178]. Moreover, we assume that the
perfect CSI is used for the user’s transmission control in this work. It can provide a perfor-
mance upper bound and reveal more insights for exploiting the transmission control in the user
identification and channel estimation scheme. For the case with imperfect CSI, the proposed
transmission control scheme is still applicable and can improve the user activity identification
and channel estimation performance, which will be discussed in the future work.
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identifies active users and estimates their channels, i.e., recovers the vector x in
Eq. (3.2). This is a challenging problem, since the length of pilot sequences M
is much smaller than the number of potential users N in a massive connectiv-
ity system. However, due to the sporadic transmission in mMTC [38, 179], the
number of active users at a time is much smaller than the number of potential
users, i.e., K  N , thereby leading to a sparse vector x. Therefore, recovering
x can be formulated as a compressed sensing problem [36, 86]. Note that, due
to M  N , pilot sequences of all potential users are mutually non-orthogonal
but it is assumed that each user has an unique pilot. Moreover, we assume
that the pilot sequence sn, ∀n, is constructed with each entry sn,m ∼ CN (0, 1M ),
m ∈ {1, 2, . . . ,M}, according to the CS theory [40,180].
We also note that the considered system model with transmission control
(0 ≤ λn ≤ 1) is general. It includes the conventional system model without
transmission control, i.e., λn = 1, as its special case. It implies that the designed
AMP algorithm and the presented performance analysis in this work can be
applied to the systems without transmission control.
3.3 The Proposed Transmission Control Scheme
In this section, we present our proposed transmission control scheme. To charac-
terize the effect of the introduced transmission control strategy on the design of
AMP algorithm, we derive the channel distribution experienced by the receiver. It
serves as a building block for the design of MMSE denoiser in the AMP algorithm,
as shown in Section 2.1.3.
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Figure 3.1: The proposed transmission control scheme for user n, ∀n.
3.3.1 Transmission Control Scheme
Fig. 3.1 illustrates our proposed transmission control scheme at user n, ∀n ∈
{1, 2, . . . , N}. It can be seen from the figure that user n computes its instant
transmission probability cn(hn) through a designed transmission control function
cn(·) and its local CSI hn, ∀n, when it has a transmission demand. Then, the
user transmits its packet with the probability cn(hn). As a result, the average
transmission probability λn can be given by
λn =
∫
cn(u)Phn(u)du, (3.3)
where Phn(u) denotes the probability density function (PDF) of the channel coef-
ficient of user n. Since hn is a complex channel coefficient, u refers to a complex
number in Eq. (3.3).
The transmission control function cn(·) can be designed in a way such that
users with better channel gains have higher transmission probabilities and vice
versa. This leads to the enhanced sparsity of received signals, as users with small
channel gains may postpone their transmissions. Since users have i.i.d. channels,
we consider that all the users have the same transmission control function c(·)
in this work. Note that, for the general case where users have different channel
distributions, i.e., different βn for n ∈ {1, . . . , N}, users can exploit their own
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instantaneous channel coefficient normalized by βn for the transmission control
function, i.e., c
(
hn√
βn
)
. As a result, each user’s control threshold in Eq. (3.4) is
proportional to the large-scale fading coefficient of its channel, and all users can
achieve an identical average transmission probability for the proposed transmis-
sion control scheme. Moreover, the following design and analysis that are based
on c(·) can be directly applied to this general case5. Furthermore, to emphasize
the effectiveness of the proposed transmission control scheme, we consider the
simplest case with c(·) as a step function6, given by
c(u) =
 1 |u| > ς0 |u| ≤ ς , (3.4)
where ς is the control threshold. Eq. (3.4) means that if the instant channel
gain of user n, |hn|, is larger than the control threshold ς, it will be active once
it has a transmission demand. Otherwise, user n will be inactive, even though
it has a transmission demand. Based on the step transmission control function
in Eq. (3.4), the transmission control design is equivalent to the threshold de-
sign, which will be given in Section 3.5.4. Note that, each user can control its
5Note that, designing the transmission control scheme that is only associated with the users’
channel gains is insufficient, in particular when considering the fairness among users. In fact,
the users’ quality of service (QoS) requirement is also an essential factor to be considered for
designing the transmission control scheme. As a first work to introduce the transmission control
into the JUICE, and we mainly focus on investigating the effects of transmission control on the
JUICE performance. Therefore, we consider the simple transmission control scheme that is
only determined by the users’ channel gains in this work. For the future work, we will propose
a more practical transmission control scheme by taking into account both the users’ channels
and their QoS requirements.
6It is noteworthy that there are many transmission control function candidates to be chosen
and the employed threshold-based transmission control function may not be the optimal one in
general. However, selecting an optimal transmission control function to minimize the MSE of
estimated vectors is challenging, since it is difficult to quantize the effect of selecting different
transmission control functions on the AMP algorithm performance, i.e., the MSE of estimation.
Therefore, we employ the threshold-based function that is commonly used in [181,182], to shed
light on how a transmission control can be used to improve the performance of AMP based
joint user activity identification and channel estimation in this work.
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activity distributedly based on its own instant channel realization. We also note
that the transmission control function c(·) can be generalized to any other more
complicated functions.
3.3.2 Channel Distribution Experienced by the Receiver
According to Eqs. (3.3) and (3.4), the average transmission probability of user n
can be given by
λ =
∫
|u|>ς
Phn(u)du
(a)
= exp
(
−ς
2
β
)
,∀n, (3.5)
where the equality (a) follows the complementary cumulative distribution func-
tion (CCDF) of Rayleigh distribution. Due to the fact that Ph1(u) = Ph2(u), . . . ,=
PhN (u), all users have the same average transmission probability λ and the sub-
script n of λn is omitted in Eq. (3.5). It can be seen from Eq. (3.5) that the
average transmission probability λ decreases with the increasing control threshold
ς for a given β. Then, adjusting the threshold ς can effectively control each user’s
active probability λ and thus change the sparsity of x.
Now, we define a new random variable hˆn to characterize the channel distri-
bution of user n experienced by the receiver. Since the receiver can experience a
realization of hˆn only if user n is active, i.e., an = 1, the cumulative distribution
function (CDF) of hˆn can be given by the following conditional distribution:
Fhˆn(u) = Fhn|an=1 (u) =
Pr{hn ≤ u, an = 1}
Pr{an = 1} =
∫
z≤u c(z)Phn(z)dz∫
c(z)Phn(z)dz
, ∀n. (3.6)
Note that, since u refers to a complex number, Pr{hn ≤ u, an = 1} represents
the probability Pr{Re(hn) ≤ Re(u), Im(hn) ≤ Im(u), an = 1} in Eq. (3.6), for
3.3 The Proposed Transmission Control Scheme 59
simplification. As a result, the PDF of hˆn can be given by
Phˆn(u) =
c(u)Phn(u)
λ
(a)
=

1
λ
1
piβ
exp
(
− |u|2
β
)
|u| > ς
0 |u| ≤ ς
, (3.7)
where the equality (a) is obtained for c(·) given as a step function in Eq. (3.4).
It can be seen from Eq. (3.7) that all the hˆn, n ∈ {1, . . . , N}, possess the same
truncated complex Gaussian distribution [183] with a truncating threshold at
ς, i.e., the PDF of hˆn is a scaled Gaussian function when |u| > ς and is zero
otherwise. Note that, when ς = 0, the proposed scheme degenerates to the
conventional scheme without transmission control and hˆn = hn.
Based on the distribution of hˆn, we derive the distribution of unknown variable
xn = anhn, which serves as a prior information for the MMSE denoiser design in
the following7. In particular, the CDF of xn can be given by
Fxn(u) = Pr{anhn ≤ u} = Pr {an = 1, hn ≤ u}+ Pr {an = 0, 0 ≤ u}, (3.8)
where
Pr {an = 1, hn ≤ u} = Pr {an = 1}Pr {hn ≤ u|an = 1}
= Pr {an = 1}Fhˆn(u). (3.9)
Since Pr(an = 1) = λ and Pr(an = 0) = 1− λ, the PDF of xn can be given by
Pxn(u) = (1− λ) δ0(u) + λPhˆn(u), (3.10)
7Note that, the distributions of an, hn, and xn are considered to be known in this work.
In practice, these distributions may be unknown and need to be learned by using the machine
learning methods, which will be considered in the future work.
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where δ0(u) denotes the point mass measure at zero and it is given by
δ0(u) =
 1 u = 0,0 u 6= 0. (3.11)
It can be observed from Eq. (3.10) that the distribution of xn is a mixture of
a Bernoulli distribution for an and a truncated complex Gaussian distribution
for hˆn. It can also be seen from Eqs. (3.7) and (3.10) that the distribution of
unknown variable xn in the proposed transmission control scheme depends on
the transmission control function c(·) through the PDF of hˆn. This dependance
allows us to steer the distribution of xn by designing the transmission control
function, thereby affecting the MMSE denoiser design for the AMP algorithm,
which will be presented in the next section.
3.4 AMP based User Identification and Chan-
nel Estimation
In this section, we first present an overview of the general AMP framework,
including the iterative algorithm and the state evolution. Then, for the proposed
transmission control scheme we design the AMP algorithm to jointly identify the
user activity and estimate their channels.
3.4.1 Design of MMSE Denoiser for AMP Algorithm
From the iterative functions of the AMP algorithm, given by Eqs. (2.15) and
(2.16), and the state evolution in Eq. (2.18), it is known that the denoiser func-
tion η(·) acts as an important component in the AMP algorithm and its design
significantly affects the performance for the users’ activity detection and channel
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estimation. Generally, the denoiser function receives the variable x˜t, modeled
as the unknown variable x plus noise, and outputs an estimate of the unknown
variable, i.e., xˆt+1. The denoiser function is typically designed to minimize the
MSE of the output estimate at each iteration by effectively removing the noise. It
implies that the small value x˜tn can be decreased to approach zero by the denoiser
function, thereby obtaining a sparse output vector xˆt+1 as an estimate of the
unknown vector x for the next iteration. In the literature, a soft thresholding
denoiser function was proposed by employing a minimax framework in [75], where
the prior information of unknown vector x is not exploited. When utilizing the
distribution of unknown vector x, the MMSE denoiser is obtained by using the
Bayesian framework in [96, 98]. In this work, we aim to employ the MMSE de-
noiser for the designed AMP algorithm. However, the design of MMSE denoiser
depends on the distribution of x, which is in turn associated with the proposed
transmission control function c(·). Therefore, the conventional MMSE denoiser
proposed by [96,98] is not applicable to our proposed transmission control scheme
and we need to propose an MMSE denoiser in this work.
In order to facilitate the derivation of the denoiser function, we define a ran-
dom variable x¯tn as x¯
t
n = hˆn + τtv, where hˆn follows the distribution in Eq. (3.7).
It can be seen that there is x¯tn = x˜
t
n when an = 1. In Lemma 3.1, we first derive
the distribution of x¯tn, and then we design the MMSE denoiser for the proposed
transmission control scheme in Theorem 3.1.
Lemma 3.1. Given the average transmission probability λ, the large-scale fading
coefficient β, and the control threshold ς, the PDF of the random variable x¯tn is
given by
Px¯tn (u) =
Q1
(
|µtu|√
σ2t/2
, ς√
σ2t/2
)
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
, (3.12)
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where Q1(·) is the Marcum-Q-function with order one, µt = ββ+τ2t , and σ
2
t =
βτ2t
β+τ2t
.
Proof: Please refer to Appendix 3.8.1. 
From Lemma 3.1, we can observe that for the proposed transmission control
scheme, the PDF of x¯tn is equal to the PDF of a complex Gaussian distribution,
i.e., CN (0, β + τ 2t ), multiplied by a scalar
Q1
 |µtu|√
σ2t/2
, ς√
σ2t/2

λ
. This is different
from the case without transmission control, where x¯tn follows the distribution
CN (0, β + τ 2t ). In addition, the scalar is an increasing function of |u|. It means
that compared to the standard complex Gaussian variable, x¯tn possesses a higher
probability density when it is large and vice versa. This is consistent with the
employed transmission control scheme, i.e., the better channel condition that a
user has, the larger probability that it transmits its packet, and vice versa.
Theorem 3.1. For the proposed transmission control scheme with a control thresh-
old ς, the MMSE denoiser of the AMP algorithm is given by
η (u, β, t) =
µtu
α1 (u, t) + α2 (u, t)
1−λ

β+τ2t
τ2t
exp
(
− β|u|2
τ2t (β+τ
2
t )
) , (3.13)
where α1 (u, t) =
Q1
 |µtu|√
σ2t/2
, ς√
σ2t/2

Q2
 |µtu|√
σ2t/2
, ς√
σ2t/2
 , α2 (u, t) =
1
Q2
 |µtu|√
σ2t/2
, ς√
σ2t/2
 , and Q2(·) is the
Marcum-Q function with order two.
Proof: Please refer to Appendix 3.8.2. 
Compared to the conventional MMSE denoiser without transmission control
[98], the main difference that our proposed MMSE denoiser presents is the two
functions α1 (u, t) and α2 (u, t), as shown in Theorem 3.1. For the MMSE denoiser
without transmission control, the two functions are constant ones, i.e., α1 (u, t) =
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Figure 3.2: Comparison of the proposed denoiser, the conventional MMSE de-
noiser, and the soft denoiser, where τt = 2 × 10−7, β = −115 dB,  = 0.24,
λ = 0.63, and ς = 1.2 × 10−6. The soft denoiser is given by ηsoft(u) =(
u− θu|u|
)
1(|u| > θ), where 1(·) is the indicator function.
1 and α2 (u, t) = 1. In contrast, for our proposed MMSE denoiser, the two
functions 0 < α1 (u, t) ≤ 1 and α2 (u, t) ≥ 1 vary with |u|, and α2 (u, t) is a
decreasing function of |u|. In particular, in Eq. (3.13), for a small input |u|, i.e.,
|u|  ς/µt, we have α1 (u, t) → 1 and α2 (u, t) → ∞. As a result, the output of
the proposed MMSE denoiser η (u, β, t) approaches zero. On the other hand, for
a large input |u|, i.e., |u|  ς/µt, both functions α1 (u, t) and α2 (u, t) approach
one, and the proposed denoiser degenerates to the conventional MMSE denoiser
without transmission control, which will be verified by Fig. 3.2. In other words,
in the high channel gain regime, the proposed transmission control function has
a limited effect on the design of MMSE denoiser. It is caused by the fact that the
proposed transmission control scheme almost does not affect users’ transmissions
when they have good channel conditions.
In Fig. 3.2, we compare the proposed MMSE denoiser, the conventional MMSE
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denoiser [96, 98], and the soft denoiser [75], by showing the relation between
η (u, β, t) and its input u. We can observe that similar to the conventional MMSE
denoiser and the soft denoiser, the proposed MMSE denoiser can shrink the small
input towards zero, thereby enhancing the sparsity of the estimate xˆt+1. However,
for the proposed MMSE denoiser the shrinkage occurs in a wider range of small
inputs, compared to the conventional MMSE denoiser and the soft denoiser. This
is because α2 (u, t) acts as a decreasing function of |u| in the denominator of the
proposed MMSE denoiser η (u, β, t), and accelerates the decrease of η (u, β, t) with
decreasing |u|.
3.4.2 AMP based User Activity Identification and Chan-
nel Estimation
In this part, we propose the AMP based user identification and channel estima-
tion, which is summarized in Algorithm 3.1. Firstly, the unknown vector x is
recovered by exploiting the AMP algorithm, as shown in step 3 − 10. Based on
the recovered vector, the user identification is then performed, as shown in step
11− 17.
According to the proposed MMSE denoiser in Theorem 3.1, we derive the
first-order derivative of the denoiser function w.r.t. u, i.e., η′(u, β, t) so as to
design the AMP algorithm, given by
η′(u, β, t) =
µt(
α1 + α2
1−λ

β
σ2t
exp
(
−µt|u|2
τ2t
)) − µtu(
α1 + α2
1−λ

β
σ2t
exp
(
−µt|u|2
τ2t
))2
[
α′1 − α2
1− λ

βu∗
τ 4t
exp
(
−µt|u|
2
τ 2t
)
+ α′2
1− λ

β
σ2t
exp
(
−µt|u|
2
τ 2t
)]
, (3.14)
where the functions α1 (u, t) and α2 (u, t) are denoted by α1 and α2 for simplicity,
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Algorithm 3.1 JUICE in Random Access Systems for mMTC
1: INPUT: The measurement y, the pilot matrix S, the large-scale fading co-
efficient β, the transmission demand probability , the average transmission
probability λ, and the control threshold ς
2: OUTPUT: The active user set A and the channel estimates hA
3: Initialization: xˆ0 = 0, z0 = y, t = 0, A = ∅, hA = 0, the tolerance error
o = 10−3, and the maximum number of iteration tmax = 50
4: repeat
5: Compute state variable in the t-th iteration, by using Eq. (2.20)
6: Calculate the denoiser function input x˜t by exploiting a matched filter on
zt and the current estimate xˆt
7: Calculate the estimate xˆt+1 in the (t+ 1)-th iteration based on x˜t by using
the proposed MMSE denoiser in Eq. (3.13)
8: Calculate the residual zt+1 corresponding to the estimate xˆt+1 based on Eq.
(2.16) and Eq. (3.14)
9: t = t+ 1
10: until
‖xˆt−xˆt−1‖
‖xˆt−1‖ ≤ o or t ≥ tmax
11: for n = 1, n++, while n ≤ N do
12: if |x˜tn| > ln then
13: User n is detected as an active user and its channel estimate is xˆtn, i.e.,
A = A⋃{n} and hA (n) = xˆtn
14: else
15: User n is detected as an inactive user and hA (n) = 0
16: end if
17: end for
respectively. Functions α′1 and α
′
2 are the first-order derivatives of α1 and α2
w.r.t. u, which are given by
α′1 =
a′b
Q22
exp
(
−a
2 + b2
2
)(
Q2I1 (ab)− b
a
Q1I2 (ab)
)
and (3.15)
α′2 =
a′b
Q22
exp
(
−a
2 + b2
2
)(
− b
a
I2 (ab)
)
, (3.16)
respectively. Functions Q1 and Q2 are given by
Q1
(
|µtu|√
σ2t /2
,
ς√
σ2t /2
)
and Q2
(
|µtu|√
σ2t /2
,
ς√
σ2t /2
)
, (3.17)
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respectively, a = µt|u|√
σ2t/2
, b = ς√
σ2t/2
, and the first-order derivative of a w.r.t. u is
a′ = µtu
2|u|
√
σ2t/2
.
Based on the proposed MMSE denoiser and its first-order derivative, given
by Eq. (3.13) and Eq. (3.14), the AMP algorithm proceeds iteratively between
Eqs. (2.15) and (2.16), until the algorithm converges or the number of iterations
exceeds the given maximum iteration number tmax. The estimate in the last
iteration is used as the recovered value of x. Here, we assume that when the
normalized difference of the estimates in two consecutive iterations is no more
than the given tolerance error o, the AMP algorithm converges.
According to the concept of phase transition in the AMP algorithm [97], it
is known that the convergence of AMP algorithm can be characterized by the
convergence of the state evolution τt, and the convergency value of τt, denoted
by τ∞, indicates the performance of AMP algorithm in terms of MSE of the
recovered vector [96, 98]. Then, we rely on simulations to show the evolution
of the squared state variable τ 2t for the designed AMP algorithm and the AMP
algorithm with the conventional MMSE denoiser in Fig. 3.3, in order to evaluate
the performance of the designed AMP algorithm. We can observe that the state
variable τt converges for both cases. Moreover, compared to the AMP algorithm
with the conventional MMSE denoiser, the convergency value of τ 2t , denoted by
τ 2∞, is much smaller for the designed AMP algorithm. The smaller τ
2
∞ predicts a
smaller MSE of the recovered vector for the designed AMP algorithm, which will
be verified in Section 3.6.
After obtaining the estimate of x via the AMP algorithm, the detection of
user activity is performed. According to Eq. (3.13), it is known that the output
of the proposed MMSE denoiser η (x˜tn, β, t) approaches zero or µtx˜
t
n, when the
input x˜tn is small or large, respectively. Therefore, we can exploit x˜
t
n to determine
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Figure 3.3: Simulated state evolution for conventional MMSE denoiser and pro-
posed MMSE denoiser with N = 10000, $ = 0.4,  = 0.24, ς = 1.2 × 10−6, and
β = −115 dB.
whether the output of the denoiser approaches zero or not and thus to detect
the user activity. In particular, we compare |x˜∞n | to a given detection threshold
ln, ∀n, where x˜∞n is the convergency value of x˜tn when the AMP algorithm ends.
If |x˜∞n | > ln, user n is active and it will be included into the active user set A
and hA (n) = xˆ∞n , where xˆ
∞
n is the convergency value of xˆ
t
n. Otherwise, user n is
inactive and hA (n) = 0. Note that, the detection threshold ln, n ∈ {1, . . . , N},
significantly affects the detection performance of user activity and needs to be
appropriately selected. The selection of ln will be presented in the next section.
3.5 Performance Analysis and Optimal Control
Threshold Design
In this section, we first derive the state evolution to predict the performance of the
designed AMP algorithm. Then, we derive the false alarm probability and missed
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detection probability to characterize the user identification performance for the
proposed scheme. Based on the derived missed detection probability, we obtain
closed-form expressions of the average packet delay and the network throughput.
Furthermore, the optimal control threshold design is proposed to maximize the
network throughput.
3.5.1 State Evolution for AMP Algorithm with the Pro-
posed MMSE Denoiser
From the state evolution for general AMP algorithm in Eq. (2.18), it is known
that the state evolution depends on the denoiser function of AMP algorithm. For
the AMP algorithm with proposed MMSE denoiser, we derive the state evolution
in the following theorem, which provides the basis for the user identification
performance analysis.
Theorem 3.2. Consider the proposed transmission control scheme with a control
threshold ς in the asymptotic regime, where both the number of potential users N
and the pilot length M go to infinity, while the ratio $ = M
N
is a fixed positive
value. The evolution from the state variable τt in the t-th iteration to τt+1 in the
(t+ 1)-th iteration is given by
τ 2t+1 = σ
2
w +
1
$
Ex˜tn
[
φ (x˜tn)
α1 (x˜tn, t)
σ2t +
(
φ (x˜tn)
α3 (x˜tn, t)
− φ
2 (x˜tn)
α21 (x˜
t
n, t)
)
µ2t |x˜tn|2
]
, (3.18)
where σ2w is the noise variance and the expectation is taken over x˜
t
n. The function
α1 (u, t) has been defined in Theorem 3.1 and α3 (u, t) is given by α3 (u, t) =
Q1
 |µtu|√
σ2t/2
, ς√
σ2t/2

Q3
 |µtu|√
σ2t/2
, ς√
σ2t/2
 , with Q3(·) denoting the Marcum-Q functions with order three.
The function φ (u) is given by φ (u) =
λP
x¯tn
(u)
P
x˜tn
(u)
.
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Proof: Please refer to Appendix 3.8.3. 
From Theorem 3.2, we can observe that for the proposed scheme, the evolution
of τt depends on the control threshold ς. It allows us to design the threshold ς to
adjust the convergency value τ∞ and then to improve the AMP algorithm, thereby
achieving a better performance. Note that, the derived state evolution in Theorem
3.2 is a generalized case for that of AMP algorithm with the conventional MMSE
denoiser. In particular, if ς = 0 and α1 = α3 = 1, the derived state evolution
degenerates to that of AMP algorithm with the conventional MMSE denoiser.
3.5.2 False Alarm and Missed Detection Probabilities
In Algorithm 3.1, the user activity detection is conducted by comparing x˜tn
and ln, ∀n, after the AMP algorithm terminates. In order to characterize the
performance of this activity detection, the false alarm probability and missed
detection probability will be analyzed. In particular, the false alarm probability
is defined as the probability that an inactive user is detected as being active. The
missed detection probability is defined as the probability that an active user is
detected as being inactive. Note that, both the missed detection probability and
the false alarm probability only represent the user identification performance. The
effect of transmission delay caused by the transmission control will be considered
in the following defined packet delay and throughput. For the proposed scheme,
we derive the analytical false alarm probability and missed detection probability
in Theorem 3.3.
Theorem 3.3. Consider the proposed transmission control scheme with a control
threshold ς. Given the convergency value of state variable τ∞ and the detection
threshold ln for user n, the false alarm probability and missed detection probability
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for user n are given by
Pf,n = exp
(
− l
2
n
τ 2∞
)
, and (3.19)
Pm,n =
1
λ
[
exp
(
− ς
2
µ∞β + σ2∞
)
Q1
(
ln
√
2
(
µ2∞
σ2∞
+
µ∞
β
)
,
√
2βµ∞ς
σ∞
√
βµ∞ + σ2∞
)
− exp
(
− l
2
n
β + τ 2∞
)
Q1
(
µ∞ln√
σ2∞/2
,
ς√
σ2∞/2
)]
,∀n, (3.20)
respectively. Here, µ∞ and σ2∞ are the convergency values of µt and σ
2
t , given by
µ∞ =
β
β+τ2∞
and σ2∞ =
βτ2∞
β+τ2∞
, respectively.
Proof: Please refer to Appendix 3.8.4. 
According to the signal detection theory [184], there is a tradeoff between the
false alarm probability Pf,n and missed detection probability Pm,n. In particular,
a small Pf,n results in a large Pm,n, and vice versa. From Eq. (3.19), we can
observe that a small Pf,n can be obtained from a large detection threshold ln. In
other words, when employing a larger detection threshold, less users are detected
as active users and then the false alarm probability is smaller. However, it will
result in a larger missed detection probability. Therefore, the tradeoff between
the false alarm probability Pf,n and the missed detection probability Pm,n can be
controlled by the detection threshold ln, which will be verified by the numerical
results in Section 3.6. In this work, we select the detection threshold ln for a given
false alarm probability since the false alarm probability of user n only depends
on its detection threshold ln for a given τ∞. According to the selected ln and
Eq. (3.20), we then obtain the missed detection probability Pm,n. To ease the
presentation in the following, we consider the case that all users have the same
given false alarm probability Pf and then the same detection threshold l. It leads
to the same missed detection probability Pm for all users. Therefore, the subscript
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n of the detection threshold ln, the false alarm probability Pf,n, and the missed
detection probability Pm,n will be omitted for simplicity in the following.
In addition, we can observe from Eq. (3.19) that for a given Pf , l decreases
with τ 2∞. As shown in Fig. 3.3, it is known that for the AMP algorithm with
the proposed MMSE denoiser, τ 2∞ is smaller than that with the conventional
MMSE denoiser. It implies that the detection threshold in the proposed scheme is
smaller than that for the conventional scheme without transmission control, given
the same false alarm probability. As we mentioned before, a smaller detection
threshold leads to a smaller missed detection probability. Therefore, compared
to the conventional scheme without transmission control, the missed detection
probability Pm is decreased by exploiting the proposed scheme for the same false
alarm probability Pf , which will be verified by numerical results in Section 3.6.
3.5.3 Delay and Throughput
Apart from the performance of user identification and channel estimation, exploit-
ing the transmission control may also affect the user’s transmission probability.
Since the network performance is associated with both the performance of user
identification and channel estimation and the user’s transmission probability, it
cannot be easily determined that how using the transmission control affects the
network performance. Therefore, we introduce the packet delay [185] and the
network throughput [186] to characterize the effect from exploiting the transmis-
sion control on the network performance, which are given by Theorem 3.4 and
Theorem 3.5, respectively.
The packet delay is defined as the number of time slots required from a user ini-
tially attempting to transmit a packet to the successful reception of this packet8.
8 It is noteworthy that the imperfect user identification and channel estimation can result
in the data detection error and degrade the network performance, for which the analysis is
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Here, the packet delay includes a transmission delay caused by the transmission
control and a retransmission delay due to the missed detection. As the users ran-
domly access the channel with a certain probability, the packet delay is a random
variable, whose probability mass function (PMF) and cumulative distribution
function (CDF) are derived in Theorem 3.4. On the other hand, the network
throughput is defined as the average number of successfully received packets in
a time slot. Note that, the backoff time [185] of users and the time consumption
for delivering the feedback information of packet reception from the receiver are
not taken into account for the delay analysis in this work. In other words, once
an active user is miss-detected, the user immediately knows the unsuccessful
reception of its packet and restarts the attempt to retransmit the packet in the
next time slot. Moreover, it is assumed that if a user’s transmission attempt
is prevented by the proposed transmission control function, the user will keep
attempting until it is allowed to transmit the packet.
Theorem 3.4. The probability mass function (PMF) and cumulative distribution
function (CDF) of the packet delay for the proposed scheme are given by
fD(d) = λ(1− Pm)(1− λ(1− Pm))d−1 (3.21)
and
FD(d) = 1− (1− λ(1− Pm))d, (3.22)
respectively, where the variable D denotes the packet delay, the average trans-
non-trivial and is not our main concern in this work. Then, in order to emphasize the insights
of exploiting the transmission control for the network performance, we assume the perfect data
detection for defining the packet delay and the throughput. The data detection error and its
impact on the network performance will be considered in the future work.
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mission probability λ and the missed detection probability Pm are obtained by Eq.
(3.5) and (3.20), respectively.
Proof: In the proposed transmission control scheme, when a user has a
transmission attempt, it actually transmits its packet with an average probability
λ and its transmission activity may be missed detected with a probability Pm.
Then, we consider that a user consumes d time slots from it initially attempting
to transmit a packet to the successful reception of its packet. Among the first
(d−1) time slots when the packet is not successfully received, there can be (i−1),
i ∈ {1, 2, . . . , d}, time slots when the user transmits but is missed detected, and
the remaining (d−i) time slots when the user does not transmit. At the d-th time
slot, the packet must be successfully received and the probability is λ(1 − Pm).
Thus, the probability that d time slots need to be consumed to successfully receive
a packet can be given by
fD(d) = λ(1− Pm)
d∑
i=1
(
d− 1
i− 1
)
λi−1(1− λ)d−iP i−1m
= λ(1− Pm) (1− λ(1− Pm))d−1 , (3.23)
where the random variable D denotes the packet delay and the second equality
is based on the binomial theorem. Eq. (3.23) is the PMF of the packet delay D.
Based on that, the CDF of the packet delay D can be obtained as
FD(d) =
d∑
i=1
fD(i) =
d∑
i=1
λ(1− Pm)(1− λ(1− Pm))i−1
= 1− (1− λ(1− Pm))d. (3.24)
The proof ends. 
It can be seen from Theorem 3.4 that the packet delay captures the effects
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from both the transmission control and the missed detection through λ and Pm,
respectively.
Corollary 3.1. The average packet delay for the proposed scheme is given by
D =
1
λ (1− Pm) , (3.25)
where the average transmission probability λ and the missed detection probability
Pm are obtained by Eq. (3.5) and (3.20), respectively.
Proof: From the PMF of the packet delay D, we have the average packet
delay as
D =
∞∑
d=1
dfD(d) =
1
λ (1− Pm) , (3.26)
where the second equality is obtained by incorporating Eq. (3.21) into the equa-
tion. The proof ends. 
Theorem 3.5. Consider the proposed transmission control scheme with a control
threshold ς. Given the number of potential users N and the transmission demand
probability , the network throughput is given by
T =N
(
λ−
[
exp
(
− ς
2
µ∞β + σ2∞
)
Q1
(
l
√
2
(
µ2∞
σ2∞
+
µ∞
β
)
,
√
2βµ∞ς
σ∞
√
βµ∞ + σ2∞
)
− exp
(
− l
2
β + τ 2∞
)
Q1
(
µ∞l√
σ2∞/2
,
ς√
σ2∞/2
)])
, (3.27)
where the average transmission probability λ and the convergency value of state
variable τ∞ are obtained from Eqs. (3.5) and (3.18), respectively. The detection
threshold l is obtained from l =
√−τ 2∞ lnPf , given a false alarm probability Pf .
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Proof: For the proposed scheme, among N potential users, each user is
active with a probability λ in a time slot. It implies that on average, there
are Nλ transmitted packets in a time slot. As each packet can be successfully
received with a probability (1−Pm), the average number of successfully received
packets in a time slot is obtained by
T = Nλ (1− Pm) (a)= N
D
, (3.28)
where the equality (a) is obtained by substituting Eq. (3.25) into (3.28). By
incorporating Eq. (3.20) into (3.28), we derive the network throughput in Eq.
(3.27), which ends the proof. 
3.5.4 Design of Optimal Control Threshold
From the proof of Theorem 3.5, it is known that the network throughput is af-
fected by the proposed transmission control scheme via the average transmission
probability λ and the missed detection probability Pm. The stricter transmis-
sion control leads to the smaller average transmission probability as well as the
lower missed detection probability, and vice versa. Then, there is an optimal
transmission control scheme to balance the two effects and then to achieve a
maximum network throughput. From Eq. (3.27), it can be seen that with the
step transmission control function, the effect of the proposed transmission con-
trol scheme on the throughput is characterized by the control threshold ς. In
this case, the design of optimal transmission control is equivalent to the design
of optimal threshold to maximize the throughput, i.e., ς∗ = arg max
ς
T . However,
the throughput is a complicated function of ς, since the throughput is not only
directly associated with ς but also depends on ς through λ and τ∞, as shown in
76
3. JOINT USER ACTIVITY IDENTIFICATION AND CHANNEL ESTIMATION IN
RANDOM ACCESS SYSTEMS FOR MMTC
Pf
10-5 10-4 10-3 10-2 10-1 100
O
pt
im
al
 c
on
tr
ol
 th
re
sh
ol
d,
 ς
∗
×10-6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
=0.3,=0.24
=0.4,=0.24
=0.4,=0.32
Figure 3.4: Optimal control threshold ς∗ for N = 10000 and β = −115 dB.
Eq. (3.5) and (3.18), respectively. Then, it makes the design of optimal ς very
difficult. Instead, we exploit the one-dimension search to obtain the optimal ς.
Note that, the one-dimension search of the optimal ς is performed for a given
false alarm probability, since the throughput is also affected by the false alarm
probability. We also note that maximizing the throughput is equivalent to min-
imizing the average packet delay, since the throughput is inversely proportional
to the average delay, as shown in Eq. (3.28).
In Fig. 3.4, we show the optimal control threshold ς∗ for different false alarm
probabilities Pf . From the figure, we can observe that the optimal control thresh-
old ς∗ increases with decreasing the false alarm probability Pf . For example,
when Pf decreases from 10
−2 to 10−4, ς∗ increases from 1.2× 10−6 to 1.4× 10−6
for $ = 0.4 and  = 0.24. It means that the transmission control should be
stricter for a smaller false alarm probability. This is because a smaller false alarm
probability Pf leads to a larger detection threshold l, for a given squared state
variable τ 2∞. Moreover, a larger l results in a larger missed detection probability
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Pm and then a lower network throughput T . Therefore, in order to satisfy the
smaller false alarm probability Pf as well as to improve the network throughput,
it is necessary to employ a larger control threshold ς to decrease the squared state
variable τ 2∞, thereby achieving a smaller detection threshold l and a smaller missed
detection probability Pm. Note that, while increasing the transmission control
threshold decreases the missed detection probability and positively affects the
network throughput, it decreases the average transmission probability and then
negatively affects the network throughput. Thus, the optimal control threshold
ς∗ remains almost unchanged in a certain range of the false alarm probability Pf ,
such as 10−4 ≤ Pf ≤ 10−2 for $ = 0.3 and  = 0.24 in Fig. 3.4.
In addition, we evaluate the effect of pilot lengths and the number of users with
transmission demand on the optimal control threshold, by employing different $
and  in Fig. 3.4. From the figure, we can observe that for a shorter pilot sequence,
i.e., a smaller $, the optimal control threshold ς∗ is larger. This is because
the sparsity threshold that guarantees the convergence of the AMP algorithm
decreases with a shorter pilot, according to the concept of phase transition in the
AMP [97]. Then, it needs to employ a larger control threshold to enhance the
sparsity. We can also observe from the figure that the optimal control threshold
ς∗ is larger, when more users have the transmission demand, i.e., a larger . This
is because a larger  results in a lower sparsity. Then, a larger control threshold
is utilized to enhance the sparsity.
3.6 Numerical Results
In this section, we evaluate the performance of the proposed scheme via Monte-Carlo
simulations. Consider an uplink system, where the number of potential users is
N = 10000, the pilot length is M = 4000, i.e., $ = 0.4, and the transmission
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Figure 3.5: Simulated and analytical missed detection probability for  = 0.24
and ς = 1.2× 10−6.
demand probability for each user is  = 0.24. The users’ channels follow the
i.i.d. Rayleigh distribution with zero mean and variance of β, where β = −115
dB [187]. The power spectral density of AWGN at the receiver is −169 dBm/Hz
and the bandwidth is 1 MHz. All numerical results are obtained by averaging
over 1000 channel realizations.
We first present the missed detection probability Pm for the proposed scheme
in Fig. 3.5. From the figure, it can be verified that there is a tradeoff between
the false alarm probability Pf and the missed detection probability Pm, i.e., an
increase of Pf leads to a decrease of Pm, and vice versa. We also show the missed
detection probability Pm for different pilot lengths in this figure, i.e., different $.
It can be seen that Pm decreases by increasing $ and this trend is more obvious
for a smaller $. This is because that increasing the pilot length, i.e., $, can
introduce more measurements for the receiver whereby the AMP performance
can be improved, i.e., Pm is reduced. In addition, analytical results are presented
in the figure. It is shown that analytical results match with simulation results
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Figure 3.6: Comparison of NMSE for the conventional scheme without trans-
mission control and the proposed scheme with Pf = 10
−3,  = 0.24, and
ς = 1.2× 10−6.
tightly. Moreover, we can observe that compared to the conventional scheme
without the transmission control, Pm is significantly decreased by exploiting the
proposed scheme, for all three considered pilot lengths. The proposed scheme
with $ = 0.3 achieves a similar or even smaller missed detection probability Pm,
compared to the conventional scheme with $ = 0.4. It implies that the pilot
length can be decreased by exploiting the proposed scheme, in order to achieve
the same miss detection performance.
In addition, we compare the NMSE of the proposed scheme and the conven-
tional scheme in Fig. 3.6, where the NMSE is defined as the MSE of the estimate
xˆ∞ and the actual vector x normalized by ||x||22, given by ||xˆ
∞−x||22
||x||22 . From the
figure, we can observe that the NMSE is significantly reduced by employing the
proposed scheme. For example, the NMSE is decreased by 66% when $ = 0.4.
Moreover, when achieving the same NMSE performance, the pilot length required
by the proposed scheme is much smaller than that for the conventional scheme.
For example, when NMSE equals 0.1, we have $ = 0.4 for the proposed scheme
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Figure 3.7: Simulated and analytical CDFs of packet delay for the proposed
scheme and the conventional scheme with N = 10000, M = 4000,  = 0.24,
ς = 1.2× 10−6, and Pf = 10−5.
and $ = 0.8 for the conventional scheme. This means the pilot length can be
reduced by 50% in the proposed scheme for the same NMSE. In addition, we
can see from the figure that for both the conventional scheme and the proposed
scheme, the NMSE first decreases significantly and then gets flat with increasing
the pilot length $. It implies that when the pilot length increases to a cer-
tain value, increasing the pilot length will not significantly improve the NMSE
performance.
We also show the analytical and simulated CDF of packet delay for the pro-
posed scheme in Fig. 3.7, where the CDF of packet delay for the conventional
scheme is also provided for a comparison. It can be seen from the figure that
the analysis matches well with the simulation, and the CDF of packet delay
for the proposed scheme increases faster than that for the conventional scheme.
It implies that compared to the conventional scheme, the packet delay can be
effectively decreased by using the proposed transmission scheme.
In Fig. 3.8, we present the average packet delay with different false alarm
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Figure 3.8: Simulated and analytical average packet delay for  = 0.24, $ = 0.4,
and ς = 1.2× 10−6.
probabilities for the proposed scheme. It can be observed that compared to the
conventional scheme without transmission control, the average delay is signif-
icantly reduced for the proposed scheme, particularly in the small to medium
false alarm probability regime. For example, when Pf = 10
−3, the average delay
decreases by 42.8% for the proposed scheme. This is because that the significant
decrease of missed detection probability is obtained by employing the proposed
scheme, as shown in Fig. 3.5, thereby reducing the probability of retransmissions
and the average delay. Moreover, it is seen from the figure that the average delay
decreases with increasing the false alarm probability, due to the tradeoff between
the false alarm probability Pf and the missed detection probability Pm. In addi-
tion, the analytical average delay is shown to match well with the simulation.
Furthermore, we show the network throughput for the proposed scheme in Fig.
3.9. From the figure, we can observe that the network throughput increases with
increasing the false alarm probability Pf . This is because that the increase of false
alarm probability Pf leads to the decrease of missed detection probability Pm,
thereby enhancing the throughput. For the same Pf , the network throughput
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Figure 3.9: Simulated and analytical network throughput for  = 0.24 and ς =
1.2× 10−6.
can be improved by increasing the pilot length, and the improvement is more
obvious for a smaller pilot length. This is due to the fact that the increase of
pilot length decreases the missed detection probability, in particular when the
pilot length is small. The analytical result is also presented in the figure. It is
shown that analytical results match well with simulation results. In addition,
we compare the network throughput of the proposed scheme and that of the
conventional scheme in Fig. 3.9. It can be seen that the network throughput
is substantially improved by exploiting the proposed scheme, in particular in
the small-to-medium false alarm probability regime. In particular, the proposed
scheme achieves a 2.5-fold network throughput improvement compared to the
conventional scheme for Pf = 10
−4 and $ = 0.4. Note that, the throughput
of the proposed scheme is a bit smaller than that of the conventional scheme
for the large false alarm probability, such as Pf = 0.1. This is because for a
large false alarm probability, the missed detection probability is small and the
network throughput is mainly determined by the transmission probability. The
proposed scheme decreases the transmission probability and then results in a
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smaller throughput, compared to the conventional scheme. However, such a high
false alarm probability is impractical for random access systems, which will dete-
riorate the multiuser detection performance and reduce the system performance
in terms of the sum-rate. Therefore, in a practical region of small-to-medium
false alarm probability, the proposed scheme can effectively improve the network
throughput.
3.7 Chapter Summary
To summarize, this chapter proposed a transmission control scheme and designed
an AMP algorithm to improve the user identification and channel estimation
performance. An MMSE denoiser was proposed for the AMP algorithm design,
with a step transmission control function employed at the transmitter. The false
alarm probability and missed detection probability were derived for the proposed
scheme. Based on that, closed-form expressions of the average packet delay and
the network throughput were obtained. The transmission control threshold was
also optimized to maximize the network throughput. Simulation results demon-
strated that compared to the conventional scheme without transmission control,
the proposed scheme can significantly improve the user identification and chan-
nel estimation performance, reduce the packet delay, and enhance the network
throughput.
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3.8 Appendix
3.8.1 Proof of Lemma 3.1
According to the definition x¯tn = hˆn + τtv, we obtain the posterior distribution of
the random variable hˆn conditioned on x¯
t
n, given by
Phˆn|x¯tn
(
z|x¯tn = u
)
=
1
Px¯tn (u)
Px¯tn|hˆn
(
u|hˆn = z
)
Phˆn (z)
(a)
=
1
Px¯tn (u)
1
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
1
pi
(
βτ2t
β+τ2t
) exp
−|z − βuβ+τ2t |2
βτ2t
β+τ2t
 c (z)
=
1
Px¯tn (u)
1
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
1
piσ2t
exp
(
−|z − µtu|
2
σ2t
)
c (z) , (3.29)
where µt =
β
β+τ2t
, σ2t =
βτ2t
β+τ2t
, c (z) is the transmission control function defined in
Eq. (3.4), and the equality (a) is based on the derivation in [188]. Due to the
fact
∫
Phˆn|x¯tn (z|x¯tn = u) dz = 1, we have∫
1
Px¯tn (u)
1
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
1
piσ2t
exp
(
−|z − µtu|
2
σ2t
)
c (z) dz
=
1
Px¯tn (u)
1
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)∫
1
piσ2t
exp
(
−|z − µtu|
2
σ2t
)
c (z) dz
=
1
Px¯tn (u)
1
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
Q1
 |µtu|√
σ2t
2
,
ς√
σ2t
2
 = 1. (3.30)
As a result, the distribution of x¯tn can be obtained as
Px¯tn (u) =
Q1
 |µtu|√
σ2t
2
, ς√
σ2t
2

λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
. (3.31)
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3.8.2 Proof of Theorem 3.1
From the analysis in [96, 98], it is known that the MMSE denoiser for user n is
given by the posterior mean of xn conditioned on the given x˜
t
n = xn + τtv, where
τt is the state variable in the t-th iteration and v ∼ CN (0, 1). In particular, it
can be expressed as
η (u, β, t) = Exn|x˜tn=u [xn]
(a)
=
λ
Px˜tn (u)
∫
zPx¯tn|hˆn
(
u|hˆn = z
)
Phˆn(z)dz
=
λPx¯tn (u)
Px˜tn (u)
∫
zPhˆn|x¯tn
(
z|x¯tn = u
)
dz =
λPx¯tn (u)
Px˜tn (u)
Ehˆn|x¯tn=u
[
hˆn
]
, (3.32)
where hˆn denotes the random variable to characterize the channel distribution of
user n experienced by the receiver and x¯tn = hˆn + τtv. The equality (a) is based
on the distribution of xn in Eq. (3.10). It can be seen from Eq. (3.32) that the
MMSE denoiser depends on the distribution of x¯tn, the distribution of x˜
t
n, and the
posterior mean of hˆn given x¯
t
n. The distribution of x¯
t
n has been given by Lemma
3.1, then we derive the distribution of x˜tn and the posterior mean of hˆn given x¯
t
n
in the following.
According to Eq. (2.17), i.e., x˜tn = xn + τtv, and the distribution of xn in Eq.
(3.10), we have
Px˜tn (u)
(a)
=λ
Q1
(
|µtu|√
σ2t/2
, ς√
σ2t/2
)
λpi (β + τ 2t )
exp
(
− |u|
2
β + τ 2t
)
+ (1− λ) 1
piτ 2t
exp
(
−|u|
2
τ 2t
)
, (3.33)
where µt =
β
β+τ2t
, σ2t =
βτ2t
β+τ2t
, and the equality (a) is obtained from the distribution
of x¯tn in Lemma 3.1.
Now, considering x¯tn = hˆn + τtv, the posterior mean of hˆn given x¯
t
n is derived
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as
Ehˆn|x¯tn=u
[
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∫
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, (3.34)
where I1(·) is the modified Bessel function of the first kind and c (z) is the trans-
mission control function defined in Eq. (3.4). The equality (a) is obtained from
the distribution of x¯tn in Lemma 3.1 and equality (b) is obtained by transforming
the complex integral to the integral in polar coordinates [189], i.e., z = rejθ and
µtu = ke
jϕ.
Substituting Eqs. (3.12), (3.33), and (3.34) into (3.32), we can obtain the
MMSE denoiser function of AMP algorithm for the proposed transmission control
scheme in Eq. (3.13).
3.8.3 Proof of Theorem 3.2
According to Eq. (2.18), we know that the state variable τt+1 is determined by
the MSE of each entry of the estimate xˆt+1 in the (t + 1)-th iteration. Then,
based on the proposed MMSE denoiser, we first derive the MSE of each entry of
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the estimate xˆt+1n = η (x˜
t
n, β, t), which is given by
Ex˜tn,xn
[∣∣η (x˜tn, β, t)− xn∣∣2] (a)= Ex˜tn,xn [∣∣Exn|x˜tn [xn]− xn∣∣2]
(b)
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) (
Exn|x˜tn [xn]− xn
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= Ex˜tn
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, (3.35)
where φ (u) =
λP
x¯tn
(u)
P
x˜tn
(u)
and the random variables hˆn and x¯
t
n are defined in Lemma
3.1. Note that, the equality (a) is obtained with η (x˜tn, β, t) = Exn|x˜tn [xn] from Eq.
(3.32) in the proof of Theorem 3.1. Besides, the equality (b) is obtained via using
the Bayes theorem. In addition, the equality Exn|x˜tn [xn] = φ (x˜
t
n)Ehˆn|x¯tn=x˜tn
[
hˆn
]
is
obtained from Eq. (3.32) in the proof of Theorem 3.1. Similar to the derivation in
Eq. (3.32), we obtain Exn|x˜tn [xnx
∗
n] = φ (x˜
t
n)Ehˆn|x¯tn=x˜tn
[
hˆnhˆ
∗
n
]
. The two equalities
lead to the equality (c) in Eq. (3.35).
From the posterior distribution of hˆn conditioned on x¯
t
n = u in Eq. (3.29), we
have
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where α1 (u, t) is defined in Theorem 1 and α3 (u, t) is given by
α3 (u, t) =
Q1
(
|µtu|√
σ2t/2
, ς√
σ2t/2
)
Q3
(
|µtu|√
σ2t/2
, ς√
σ2t/2
) . (3.37)
Equality (a) is obtained by transforming the complex integral to the integral in
polar coordinates, i.e., z = rejθ and µtu = ke
jϕ. According to Eqs. (2.18), (3.34),
(3.35), and (3.36), we obtain (3.18).
3.8.4 Proof of Theorem 3.3
According to the proposed activity detection scheme and the definition of false
alarm probability, we derive the false alarm probability of user n as
Pf,n =
∫
|u|>ln
Px˜∞n |xn (u|xn = 0) du
(a)
=
∫
|u|>ln
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)
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(
− l
2
n
τ 2∞
)
,∀n. (3.38)
Equality (a) is based on Eq. (2.17) and x˜∞n ∼ CN (0, τ 2∞) is conditioned on xn = 0.
We obtain the missed detection probability of user n as
Pm,n =
∫
|u|<ln
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,∀n, (3.39)
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where µ∞ =
β
β+τ2∞
and σ2∞ =
βτ2∞
β+τ2∞
. The equality (a) is based on the fact x˜∞n =
x¯tn with t → ∞ conditioned on xn 6= 0, i.e., an = 1, and the distribution of
x¯tn in Lemma 3.1. The equality (b) is based on the integral involving Marcum
Q-functions in [190].

Chapter 4
Design and Analysis of Coded
Slotted ALOHA for mMTC
under Erasure Channels
4.1 Introduction
In the previous chapter, we proposed a joint user activity identification and chan-
nel estimation to enhance the accuracy of user identification and channel estima-
tion in grant-free random access systems for mMTC. With the accurate user
activity identification and channel estimation, we propose and design a random
access system, i.e., the CSA system, over erasure channels to enhance the network
throughput in this chapter.
We consider two types of erasure channels in this work, i.e., packet erasure
channels and slot erasure channels, in order to capture the effects of practical
channel fading and external noise on the transmission scheme design, respec-
tively. For these two kinds of erasure channels, we characterize the impact of
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channel erasure on the bipartite graph for the proposed CSA scheme, where no
capture effect is considered. Based on this, we derive the EXIT functions for
CSA schemes over packet erasure channels and slot erasure channels, which allow
an asymptotic analysis of user recovery process to design the code distributions.
Note that, a user may lose all packets over erasure channels. As a result, the
traffic load threshold defined by [30] is strictly zero for erasure channels. To
quantify the performance of CSA schemes over erasure channels, we introduce a
recovery ratio α and we define the expected traffic load for the CSA schemes over
erasure channels. In particular, the expected traffic load is the largest traffic load
such that at least α percent of active users can be successfully recovered. Based
on this, we design the probability distributions of repetition codes to maximize
the expected traffic load for the CSA scheme over various erasure channels. Com-
paring with the repetition code distributions presented in [57] that are obtained
to maximize the traffic load threshold of CSA schemes for collision channels, we
demonstrate that our designed code distributions can improve the traffic load
threshold and the throughput of CSA schemes over erasure channels.
In addition, we employ the MDS codes for the CSA scheme. According to
the bounded distance strategy of MDS decoding [191, 192], we derive the EXIT
functions for MDS codes over packet erasure channels and slot erasure channels,
respectively. Based on that, we design the probability distributions of MDS
codes for the CSA scheme over erasure channels, to maximize the expected traffic
load. Furthermore, we analyze the effect of different design parameters on the
performance of CSA schemes with MDS codes for packet erasure channels.
In this work, we also derive the asymptotic throughput of CSA schemes with
infinite frame lengths for erasure channels. It is shown that our asymptotic through-
put can give a good approximation to the simulated throughput of CSA schemes
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for erasure channels, where more than two replicas are employed by each user.
This is consistent with the claim for the asymptotic analysis of CRDSA schemes
over non-erasure channels in [193], which shows that if more than two replicas
are employed by each user, the asymptotic throughput holds well for practical
frame lengths.
4.2 System Model and Problem Formulation
The CSA system model with erasure rate  is shown in Fig. 4.1. Consider a
random access scheme where M active users attempt to transmit data to a com-
mon receiver via a shared channel. The MAC frame is a basic data transmission
unit that consists of N time slots with identical duration. Each user transmits
one data block per MAC frame, denoted by Zm for m ∈ {1, 2, · · · ,M}, and all
transmissions are slot synchronous.
We assume that the CSA scheme employs a code set C = {c1, c2, · · · , cθ},
where ch is the h-th code with length nh and dimension k for h ∈ {1, 2, · · · , θ}.
For each transmission, the user chooses a code ch from the given code set C
according to a designed probability distribution Λ = {Λh}θh=1, where Λh repre-
sents the probability of a code ch being chosen and the average code length is
n¯ =
∑θ
h=1 Λhnh. Before the transmission, the data block from each user is divided
into k information packets, where k is identical for all M users and the packet
length is equal to the time slot duration. The k information packets of each
user are then encoded into nh coded packets via its own chosen code ch. After
encoding, a preamble Pm and a pointer are attached to each of the nh coded
packets, where the preamble is unique [194–197] and the pointer indicates the
location of all other (nh − 1) coded packets for each user [34]. Moreover, each of
nh coded packets is equipped with the information about the code chosen by the
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Figure 4.1: CSA system model with erasure channels.
user. Then, the nh coded packets, denoted by Wm for m ∈ {1, 2, · · · ,M} in Fig.
4.1, are randomly spread to nh time slots and transmitted to the receiver. The
spreading process follows an uniform distribution and the transmitted sequence
of each user is denoted as Xm for m ∈ {1, 2, · · · ,M} in Fig. 4.1. In the CSA
scheme, the offered traffic load is defined as
G , kM
N
, (4.1)
which represents the average number of transmitted information packets per time
slot.
The channel is a multiple access erasure channel, where M noncooperative
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users communicate their data blocks to one receiver and the channel from each
user to the receiver is the erasure channel with an erasure rate . In particular,
we consider both the packet erasure channel, where each transmitted packet may
be erased with probability , and the slot erasure channel, where all the packets
transmitted in a slot may be erased with probability . Note that, the packet
erasure channel is adopted as a simplification of fading channels, and the slot
erasure channel is adopted to model the effect of strong external interference on
the received packets in a particular time slot. In Fig. 4.1, the erased packets
are represented by the dashed-line squares. In addition, we assume that all the
erased packets are negligible for the packet recovery process at the receiver side.
Based on the received signal sequence within a frame, the receiver can identify
the set of active users in each slot and remove the idle slots where no signal is
received by using the cross-correlation on preambles. Here, we assume that each
user has a unique preamble and all the collided users in each slot can be identified1.
Then, the packet recovery process begins by detecting the signal in each collision
free slot. Once the signal is detected, its corresponding packet can be recovered
and the information about the user is extracted. The information includes the
code ch adopted by the user and the pointer that identifies the slots where other
associated coded packets were sent. For each active user whose information is ex-
tracted, the local decoding of the linear block code ch is performed to recover the
other associated packets of the user. Combining the use of preamble and pointer,
the receiver can determine the slots where the transmitted packets are erased for
the user. By regenerating the signals of recovered packets in the unerased time
slots [30, 32], their interference can be removed from the collisions. For a slot
1Note that the number of collided users that can be identified in each slot is limited in practice
when employing the preambles to identify the collided users. In addition, it is non-trivial to
determine the maximal number of collided users that can be identified, which is beyond the
scope of this work.
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with l users’ signals, when the interference from the other (l−1) signals has been
removed, the residual signal is detected and its corresponding packet is recovered.
This process is known as the SIC [34] and it continues until the packets from all
the users are recovered or no more packets can be recovered.
The recovered data block of each user is denoted by Zˆm for m ∈ {1, 2, · · · ,M}.
If Zˆm is equal to the original data block Zm, user m is recovered. For a CSA
scheme over the erasure channel, given the code set C, probability distribution
Λ, erasure rate , and traffic load G, the recovery probability of users is a random
variable depending on the random spreading process and the random erasure of
packets. When the frame length of the CSA scheme tends to infinity, the number
of packets transmitted in a slot follows a poisson distribution with parameter
Gn¯
k
, which characterizes the random spreading process. The number of erased
packets can be modeled by a binomial random variable with parameters  and
n¯M , which characterizes the random erasure process. In this work, by averaging
the recovery probability of users over the two random distributions, the average
probability that a user can be recovered is obtained. The average probability
depends on the parameter set {G,C,Λ, }, denoted by Pu(G,C,Λ, ). Then, the
average throughput T of the CSA scheme is defined as
T (G,C,Λ, ) = GPu(G,C,Λ, ). (4.2)
It is noted that in terms of the average throughput, the system performance
is only determined by the parameter set {G,C,Λ, } but neither by where the
packets are spread randomly nor by which packets are erased randomly.
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The packet loss rate (PLR) of the CSA scheme is given by
Υ(G,C,Λ, ) = 1− T (G,C,Λ, )
G
, (4.3)
which represents the ratio between the number of unrecovered users’ packets and
the total number of all active users’ packets.
For the CSA scheme over non-erasure collision channels, all users’ packets
can be recovered by performing the SIC process successfully, if the users’ code
probability distributions are carefully designed, as in [30]. Then, the traffic load
threshold G∗ is used to measure the performance of the designed code probability
distributions for CSA schemes, which is the largest traffic load such that all users
can be recovered with probability close to one [30, 34]. However, for the erasure
channels that we consider in this work, some users may loss all their packets during
the transmission. In this case, these users’ packets cannot be recovered by the
SIC process, even the users’ code probability distributions are carefully designed.
Therefore, for the erasure channels, it cannot be guaranteed that all users are
recovered by the SIC process for any offered traffic load. This implies that the
PLR exhibits an error floor, and therefore, the traffic load threshold G∗ is zero for
the erasure channels, as stated in [59]. Since the CSA scheme cannot recover all
users’ transmitted packets for the erasure channels, we introduce a term, called
the user recovery ratio α for 0 < α < 1, to measure the ratio between the number
of successfully recovered users and the number of all active users. Accordingly,
we define the expected traffic load with the user recovery ratio α, denoted by G∗α.
In particular, G∗α is the largest traffic load such that at least α percent of active
users can be successfully recovered for the CSA scheme over erasure channels,
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that is
G∗α(C,Λ, )
∆
= max
{
G
∣∣∣T (G,C,Λ, )
G
≥ α
}
. (4.4)
Thus, given C, , and α, we can maximize G∗α by designing the code probability
distribution
Λ∗ ∆= arg max
Λ
G∗α(C,Λ, ). (4.5)
It is noteworthy that the user recovery ratio α is directly related to the PLR
Υ(G,C,Λ, ), that is Υ(G,C,Λ, ) = 1− T (G,C,Λ,)
G
≤ 1− α for any G ≤ G∗α. In
other words, over the erasure channels, the expected traffic load G∗α is the largest
traffic load which is achieved with the PLR no more than (1− α).
4.3 Bipartite Graph and EXIT Chart Analysis
In this section, we provide the bipartite graph and the EXIT chart analysis for
CSA schemes, which are essential analytical tools to characterize the asymptotic
performance.
4.3.1 Bipartite Graph
The CSA scheme can be represented by a bipartite graph g = (U, S,E) in [30].
Here, the set U = {u1, · · · , uM} represents M user nodes (UN), S = {s1, · · · , sN}
represents N time slot nodes (SN) and E = {emn} indicates the n-th SN is
attempted by the m-th UN.
The number of edges connected to a UN or SN is the node degree [198]. Then,
in the CSA scheme, a user employing the code ch is represented as a degree-nh
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UN, and a slot with the l-packets collision is a degree-l SN in graph g. Thus,
the code probability distribution of the CSA scheme is equivalent to the UN
degree distribution of graph g. In the following, we refer to the code probability
distribution as the UN degree distribution for simplification, and it is given by
Λ. Let Ψ = {Ψl}Ml=1 be the SN degree distribution of graph g. In the asymptotic
regime where both M and N tend to infinity, the probability Ψl that a SN has
degree l (i.e., the probability of an l-packets collision event within one SN) is
given by [57]
lim
N→∞,M→∞
Ψl =
e
−G
R (G
R
)l
l!
, (4.6)
where R = k
n¯
is the average transmission rate for the given code set C and
UN degree distribution Λ. In addition, define λ(x) and ρ(x) as the edge degree
distribution polynomial of UN and SN of graph g in [199], respectively. They can
be represented as
λ(x)
∆
=
θ∑
h=1
λhx
nh−1 and ρ(x) ∆=
M∑
l=1
ρlx
l−1, (4.7)
where λh and ρl are the fraction of edges emanating from degree-nh UNs and
degree-l SNs in graph g, respectively. They can be obtained from Λh and Ψl,
given by
λh =
Λhnh∑θ
h=1 Λhnh
and ρl =
Ψll∑M
l=1 Ψll
, (4.8)
respectively. Using Eq. (4.8), ρ(x) in Eq. (4.7) for M,N →∞ can be expressed
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as [57]
ρ(x) = exp
(
−G
R
(1− x)
)
. (4.9)
It is obvious that ρ(x) depends on the traffic load G, given a transmission rate
R.
4.3.2 EXIT Chart Analysis
Based on the analogy between the packet recovery process of CSA scheme and the
iterative belief-propagation erasure-decoding, an EXIT chart [127,200,201] can be
used to visualize the evolution of this recovery process in [30,32,57]. At the i-th
iteration, let pi be the average probability that a packet cannot be recovered after
the SIC. Let qi be the average probability that a packet cannot be recovered after
the local decoding. For a degree-l SN in the bipartite graph g, the edge connected
to it can be recovered by SIC, if and only if (l− 1) edges of this SN are recovered
successfully by the local decoding. This is given by p
(l)
i = 1−(1−qi)l−1, where p(l)i
is the average probability that a packet cannot be recovered from this SN at the
i-th iteration. By averaging this function over the SN edge degree distribution
ρ(x) of the graph g, the EXIT function fs(qi) of SN decoder is obtained as [30]
fs(qi) =
M∑
l=1
ρl(1− (1− qi)l−1) = 1− ρ(1− qi). (4.10)
Note that, since pi is equal to fs(qi), pi = 1− ρ(1− qi) is obtained.
As for the EXIT function of UN decoder, consider a degree-nh UN in graph
g. By the local decoding, the probability qi outgoing from UNs can be computed
from the priori probability pi−1 from SNs. Then, the EXIT function of a degree-nh
UN is obtained, denoted by q
(h)
i = f
(h)
u (pi−1). By averaging this function over the
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UN edge degree distribution λ(x), the EXIT function fu(pi−1) of UN decoder is
expressed as [30]
fu(pi−1) =
θ∑
h=1
λhf
(h)
u (pi−1). (4.11)
Due to qi = fu(pi−1), Eq. (4.11) can be written as qi =
∑θ
h=1 λhf
(h)
u (pi−1).
Based on the obtained two EXIT functions, the iterative recovery process
can be described by an EXIT chart, where the horizontal axis and vertical axis
represent p and q in [30], respectively. The iteration proceeds as long as pi+1 < pi,
and stops if pi+1 = pi. With pi+1 = fs(fu(pi)), the stopping condition of iteration
can be formulated as fu(pi) = f
−1
s (pi), which corresponds to an intersection of
fu(pi) and f
−1
s (pi) in the EXIT chart. Note that, the recursion of Eq. (4.10)
and Eq. (4.11) holds for the asymptotic setting where N,M → ∞. Thus, in
the following, the design of code distributions is performed in this asymptotic
setting, but its effectiveness for a finite frame length will be verified in the section
of numerical results.
4.4 Design of Coded Slotted ALOHA for Era-
sure Channels
In this section, the erasure channel is introduced as a practical channel model, and
the design of UN degree distribution Λ∗ for CSA scheme over erasure channels is
proposed to maximize the expected traffic load G∗α. In particular, both the packet
erasure channel and the slot erasure channel are considered. For both cases, while
the iterative recovery process can be represented by a bipartite graph, only the
subgraph induced by the erasure is involved in the recovery process. In other
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words, the subgraph consists of the unerased edges and it is exploited for the
recovery process. Recall the bipartite graph in Section III, it is known that the
code probability distribution is equivalent to the UN degree distribution of the
entire bipartite graph. Thus, by analyzing the relationship of degree distributions
for the subgraph and the entire bipartite graph, we derive the EXIT functions
w.r.t. the degree distributions of the entire bipartite graph. Based on that, we
can design the UN degree distribution of the entire bipartite graph to maximize
the expected traffic load G∗α, which is equivalent to the design of code proba-
bility distributions. Here, the repetition codes and MDS codes are employed to
illustrate the design of code distributions for erasure channels.
4.4.1 Design of CSA Schemes for Packet Erasure Chan-
nels
For wireless communications, when a transmitted packet experiences a deep fad-
ing, the corresponding received signal is too weak to be recovered and its impact
on the other received signals in the same time slot is very limited to be ignorable.
Then, in order to analyze the effect of deep fading on the design of code distri-
butions, we consider the packet erasure channel in this section. In particular,
when a transmitted packet experiences a deep fading and its fading gain is less
than a given threshold δ, i.e., |h| < δ, the packet is assumed to be erased and the
corresponding erasure probability is  = Pr(|h| < δ).
Denote by g = (U, S,E) and g˜ = (U˜ , S˜, E˜) as the entire bipartite graph
and the subgraph induced by the erasure, respectively. Let λ(x) and ρ(x) be
the UN and SN edge degree distribution polynomials of g, respectively. The
corresponding polynomials for g˜ are given by λ˜(x) and ρ˜(x). For packet erasure
channels, λ˜(x) and ρ˜(x) are obtained from λ(x) and ρ(x) by a random erasure of
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edges with probability . Based on that, we can derive the EXIT functions for
the CSA schemes, which are associated with λ(x) and ρ(x) in the graph g. They
are presented in the following Lemma 4.1 and Lemma 4.2.
Lemma 4.1. Let N,M → ∞ for a constant traffic load G. Let pi and qi be
the average probability of a packet being unrecovered by the SN decoder and UN
decoder at the i-th iteration of the recovery process, respectively. Over the packet
erasure channel with an erasure rate , the EXIT function of the SN decoder for
the CSA scheme is given by
pi = 1− exp
(
−G
R
(1− )qi
)
, (4.12)
where R is the average transmission rate.
Proof: Please refer to Appendix 4.8.1. 
Denote by f ′s(qi) as the EXIT function of SN decoder for packet erasure chan-
nels, and we have
f ′s(qi) = 1− exp
(
−G
R
(1− )qi
)
, (4.13)
which represents the updating process from qi to pi for the SN decoder or the SIC
process. According to Lemma 4.1, it is obvious that the process is determined
by the specific traffic load G, transmission rate R, and erasure rate . Then, the
updating process from pi−1 to qi for the UN decoder is obtained as follows.
Lemma 4.2. The EXIT function f ′u(pi−1) of the UN decoder over packet erasure
channels is
f ′u(pi−1) =
θ∑
h=1
λh
nh∑
j=1
(
nh − 1
j − 1
)
(1− )j−1 nh−jf ′(j)u (pi−1), (4.14)
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where λh is the probability of an edge emanating from a degree-nh UN in the graph
g and f
′(j)
u (pi−1) is the EXIT function of a degree-j UN in the subgraph g˜.
Proof: Let λ˜j represent the probability that an edge is connected to a
degree-j UN in the subgraph g˜. Similarly to Eq. (4.27), we have
λ˜j =
θ∑
h=1
λh
(
nh − 1
j − 1
)
(1− )j−1 nh−j. (4.15)
By substituting Eq. (4.15) into Eq. (4.11), we have Eq. (4.14). The proof
completes. 
In Lemma 4.2, we show the update from pi−1 to qi for the UN decoder. Note
that, the function f
′(j)
u (pi−1) depends on the type of codes employed by the users.
Now, we consider repetition codes and MDS codes, and derive the corresponding
EXIT functions in the following corollaries.
Corollary 4.1. Let each component code ch of the code set C be a length-(h+ 1)
repetition code, for h ∈ {1, 2, · · · θ}. With this repetition code set C, the EXIT
function of the UN decoder for the CSA scheme over packet erasure channels is
given by
f ′ru(pi−1) =
θ∑
h=1
(h+ 1)Λh
n¯
((1− )pi−1 + )h . (4.16)
Proof: For repetition codes, an edge emanating from a degree-j UN in the
subgraph g˜ cannot be recovered only if all other (j − 1) edges of this UN have
not been recovered by the SN decoder. Then, the EXIT function f
′(j)
u (pi−1) of a
4.4 Design of Coded Slotted ALOHA for Erasure Channels 105
degree-j UN is
f ′(j)u (pi−1) = p
j−1
i−1 , (4.17)
which leads to Eq. (4.16) by substituting Eq. (4.17) into Eq. (4.14). The proof
completes. 
Corollary 4.2. Let each component code ch of the code set C be a (k+h, k) MDS
code, for a fixed k and h ∈ {1, 2, · · · θ}. With this MDS code set C, the EXIT
function of the UN decoder for the CSA scheme over packet erasure channels is
given by
f ′mu(pi−1) =
k+θ∑
d=k+1
[
k∑
j=1
(
d− 1
j − 1
)
(1− )j−1d−j +
d∑
j=k+1
(
d− 1
j − 1
)
(1− )j−1d−j
(
k−1∑
w=0
(
j − 1
w
)
(1− pi−1)w pj−1−wi−1
)]
dΛd−k
n¯
. (4.18)
Proof: Please refer to Appendix 4.8.2. 
From Corollary 4.1 and Corollary 4.2, it can be seen that the updating process
from pi−1 to qi for the UN decoder is associated with UN degree distribution Λ
of the entire graph g. Then, we can design Λ to optimize the updating process,
so that the expected traffic load is maximized. It is noteworthy that since the
repetition codes are the special case of the MDS codes with k = 1, Corollary 4.2
is a generalization of Corollary 4.1. In particular, Eq. (4.18) in Corollary 4.2
with k = 1 is identical to (4.16) in Corollary 4.1.
Theorem 4.1. Let N,M → ∞ for a constant traffic load G. The recursion of
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Figure 4.2: EXIT chart for repetition codes with distribution Λr2(x) = 0.0915x
2+
0.8113x3 + 0.0972x6, packet erasure probability  = 0.1, and G = 0.8604.
probability pi over packet erasure channels with erasure rate  is given by
pi =1− exp
(
−G
R
(1− )
θ∑
h=1
λh
nh∑
j=1
(
nh − 1
j − 1
)
(1− )j−1 nh−jf ′(j)u (pi−1)
)
, (4.19)
where R, λh, and f
′(j)
u (pi−1) are defined in Lemma 4.1 and Lemma 4.2.
Proof: The theorem follows from Lemma 4.1 and Lemma 4.2 by considering
pi = f
′
s(f
′
u(pi−1)), where f
′
u(·) and f ′s(·) are given by Eq. (4.14) and Eq. (4.13),
respectively. 
The iterative process between the SIC and local decoding can be characterized
by the recursion in Eq. (4.19) and visualized by an EXIT chart, where the hori-
zontal axis and vertical axis represent p and q, respectively. The EXIT charts for
repetition codes and MDS codes are shown in Fig. 4.2 and Fig. 4.3, respectively.
From the Section III, it is known that the iteration proceeds until f ′u(pi) and
f ′s(pi)
−1 intersect in the EXIT chart. From the Fig. 4.2 and Fig. 4.3, it can be
seen that the intersection (pinsec, qinsec) is not at the origin (0, 0), which is caused
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Figure 4.3: EXIT chart for MDS codes with distribution Λm2(x) = 0.3081x
5 +
0.3904x6 + 0.3015x12, packet erasure probability  = 0.1, and G = 0.8131.
by the non-zero erasure rate. Then, the recovery process with a higher user
recovery probability can be achieved by obtaining an intersection closer to the
origin (0, 0). From Lemma 4.1 and Lemma 4.2, it is obvious that the intersection
of two functions depends on the traffic load G and the UN degree distribution
Λ of graph g for the given R and . Thus, provided by the intersection satisfies
that at least α percent of active users can be successfully recovered, the degree
distributions Λ∗ can be designed to maximize the expected traffic load G∗α for the
given R and .
For the CSA scheme with repetition codes, we consider a code set with five
repetition codes, i.e., θ = 5, and the maximum code length is nmax = 6. For the
erasure rate  = 0.1 and recovery ratio α = 0.97, the UN degree distributions
Λ∗ are obtained by linear programming, as shown in Table 4.1. In the table,
the polynomial representation Λ∗(x) of Λ∗ is used. It can be seen that as n¯
increases, the expected traffic load G∗α increases for the same erasure rate. Note
that, α = 0.97 is used as a design example to illustrate the obtained UN degree
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Table 4.1: The UN Degree Distributions For Repetition Codes With Packet Era-
sure  = 0.1, α = 0.97, nmax = 6, θ = 5.
n¯ Λ∗(x) G∗α
3 Λr1(x) = 0.0695x
2 + 0.8957x3 + 0.0348x5 0.835
3.2 Λr2(x) = 0.0915x
2 + 0.8113x3 + 0.0972x6 0.8604
3.6 Λr3(x) = 0.1529x
2 + 0.5963x3 + 0.2508x6 0.8877
Table 4.2: The UN Degree Distributions For MDS Codes With Packet Erasure
 = 0.1, α = 0.97.
k R nmax θ Λ
∗(x) G∗α
2 0.4 8 6 Λm1(x) = 0.5943x
4 +0.2075x5 +0.1982x8 0.7875
3 0.4 12 9 Λm2(x) = 0.3081x
5 +0.3904x6 +0.3015x12 0.8131
0.5 13 10 Λm3(x) = 0.2924x
5 +0.4152x6 +0.2924x7 0.661
4 0.5 10 6 Λm4(x) = 0.169x
6 +0.4414x7 +0.3896x10 0.6708
0.55 10 6 Λm5(x) = 0.1341x
6 +0.4896x7+0.3454x8 +0.0309x9 0.5945
distributions in the work and other values of α can also be chosen. In addition,
we would like to point out that the UN degree distributions and the performance
of PLR depend on the value of α, which will be shown in detail in the following.
For the CSA scheme with (k + h, k) MDS codes, the code sets with different
number of component codes (θ) and different maximum code length nmax are
adopted for different k and R. For  = 0.1 and α = 0.97, the UN degree dis-
tributions Λ∗ are designed and shown in Table 4.2. In Table 4.2, the exponent
of x represents the value of (k + h) for a (k + h, k) MDS code and Λ∗(x) is the
polynomial representation of Λ∗. From the table, it can be seen that for the same
rate R, a higher expected traffic load G∗α can be achieved by using a higher code
dimension k, at the expense of a higher decoding complexity. For example, with
the average rate R = 0.4, G∗α = 0.8131 can be obtained for k = 3, whereas G
∗
α
only reaches 0.7875 for k = 2.
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4.4.2 Design of CSA Schemes for Slot Erasure Channels
In this section, we adopt the slot erasure channel to model the case that a strong
external interference or noise may overwhelm the superposition of all the trans-
mitted signals in a particular time slot and the corresponding packets cannot be
recovered. In particular, when the ratio of the sum of received powers to the
power of external interference plus noise in a time slot, given by I, is less than
a given threshold ∆, i.e., I < ∆, we assume that all the packets transmitted in
this slot are erased and the erasure probability is  = Pr(I < ∆).
Lemma 4.3. Let N,M → ∞ for a constant traffic load G. Let pi and qi be
the average probability of a packet being unrecovered by the SN decoder and UN
decoder at the i-th iteration of the recovery process, respectively. Over the slot
erasure channel with an erasure rate , the EXIT function F ′s(qi) of the SN decoder
for the CSA scheme is
F ′s(qi) = 1− exp
(
−G
R
qi
)
, (4.20)
where R is the average transmission rate.
Proof: Please refer to Appendix 4.8.3. 
Using the EXIT function of the SN decoder, Lemma 4.3 indicates the updating
process from qi to pi by the SN decoder for slot erasure channels. The EXIT
function of the UN decoder is derived in the following lemma, which represents
the update from pi−1 to qi by the UN decoder.
Lemma 4.4. The EXIT function F ′u(pi−1) of the UN decoder over slot erasure
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Figure 4.4: EXIT chart for repetition codes with distribution Λr5(x) = 0.0915x
2+
0.8111x3 + 0.0974x6, short erasure probability  = 0.1, and G = 0.7744.
channels is
F ′u(pi−1) =
θ∑
h=1
λh
nh∑
j=1
(
nh − 1
j − 1
)
(1− )j−1 nh−jF ′(j)u (pi−1), (4.21)
where λh is the probability of an edge emanating from a degree-nh UN in the graph
g and F
′(j)
u (pi−1) is the EXIT function of a degree-j UN in the subgraph g˜.
Proof: Consider a slot erasure channel with an erasure rate . Let δ be the
packet erasure rate in this channel. Then, we have
δ =
Ne
Ne
= , (4.22)
where e is the average number of received packets per slot. Based on Eq. (4.22),
Eq. (4.21) follows from Eq. (4.14). The proof completes. 
From Lemma 4.2 and Lemma 4.4, it is obvious that the EXIT function of
the UN decoder is the same for both packet erasure channels and slot erasure
channels. Then, both Corollary 4.1 and Corollary 4.2 are also valid for slot
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Figure 4.5: EXIT chart for MDS codes with distribution Λm7(x) = 0.3081x
5 +
0.3904x6 + 0.3015x12, short erasure probability  = 0.1, and G = 0.7318.
erasure channels.
Theorem 4.2. Let N,M → ∞ for a constant traffic load G. The recursion of
probability pi over slot erasure channels with erasure rate  is given by
pi = 1− exp
(
−G
R
θ∑
h=1
λh
nh∑
j=1
(
nh − 1
j − 1
)
(1− )j−1 nh−jF ′(j)u (pi−1)
)
, (4.23)
where R, λh, and F
′(j)
u (pi−1) are defined in Lemma 4.3 and Lemma 4.4.
Proof: The theorem follows from Lemma 4.3 and Lemma 4.4 by considering
pi = F
′
s(F
′
u(pi−1)), where F
′
u(·) and F ′s(·) are given by Eq. (4.21) and Eq. (4.20),
respectively. The proof completes. 
For the slot erasure channel, the EXIT chart representations of the itera-
tive recovery process for CSA scheme with repetition codes and MDS codes are
shown in Fig. 4.4 and Fig. 4.5, respectively. Similarly to the packet erasure
channel, due to the non-zero erasure rate, the intersection of F ′u(pi) and F
′
s(pi)
−1
is (pinsec, qinsec) instead of the origin (0, 0). Thus, provided by the intersection
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Table 4.3: The UN Degree Distributions For Repetition Codes With Slot Erasure
 = 0.1, α = 0.97, nmax = 6, θ = 5.
n¯ Λ∗(x) G∗α
3 Λr4(x) = 0.0695x
2 + 0.8958x3 + 0.0347x5 0.7515
3.2 Λr5(x) = 0.0915x
2 + 0.8111x3 + 0.0974x6 0.7744
3.6 Λr6(x) = 0.1532x
2 + 0.5964x3 + 0.2504x6 0.7989
Table 4.4: The UN Degree Distributions for MDS Codes with Slot Erasure  =
0.1, α = 0.97.
k R nmax θ Λ
∗(x) G∗α
2 0.4 8 6 Λm6(x) = 0.5943x
4 +0.2077x5 +0.198x8 0.7087
3 0.4 12 9 Λm7(x) = 0.3081x
5 +0.3904x6 +0.3015x12 0.7318
0.5 13 10 Λm8(x) = 0.2924x
5 +0.4152x6 +0.2924x7 0.5949
4 0.5 10 6 Λm9(x) = 0.169x
6 +0.4415x7 +0.3895x10 0.6037
0.55 10 6 Λm10(x) = 0.1344x
6 +0.488x7+0.3482x8 +0.0294x9 0.535
satisfies that at least α percent of active users can be successfully recovered, the
degree distributions Λ∗ can be obtained to maximize G∗α for the given R and .
With the same code sets and the same assumptions as packet erasure channels
( = 0.1, α = 0.97), the UN degree distributions of the CSA scheme over slot
erasure channels are shown in Table 4.3 and Table 4.4, which correspond to the
repetition codes and MDS codes, respectively. From Table 4.3 and Table 4.4, it
can be seen that while the UN degree distributions are almost same as those of
packet erasure channels under the same assumptions, the expected traffic load
G∗α for slot erasure channels is always lower than the value for packet erasure
channels. For example, when n¯ is set as 3.2 for repetition codes, G∗α = 0.8604 can
be achieved for packet erasure channels, but G∗α is only 0.7744 for slot erasure
channels.
In addition, the designed UN degree distributions of the repetition codes and
MDS codes with different α over the packet erasure channels and slot erasure
4.4 Design of Coded Slotted ALOHA for Erasure Channels 113
Table 4.5: The UN Degree Distributions For Repetition Codes With Packet Era-
sure  = 0.1, n¯ = 3, nmax = 6, θ = 5.
α Λ∗(x)
0.99 Λr7(x) = 0.9996x
3 + 0.0004x4
0.98 Λr8(x) = 0.0093x
2 + 0.9845x3 + 0.0062x5
0.95 Λr9(x) = 0.1757x
2 + 0.6485x3 + 0.1758x4
0.9 Λr10(x) = 0.3138x
2 + 0.3721x3 + 0.3141x4
Table 4.6: The UN Degree Distributions For MDS Codes With Packet Erasure
 = 0.1, k = 3, R = 0.4, nmax = 12, θ = 9.
α Λ∗(x)
0.99 Λm11(x) = 0.0665x
5 + 0.6725x6 + 0.261x12
0.98 Λm12(x) = 0.2172x
5 + 0.4965x6 + 0.2863x12
0.95 Λm13(x) = 0.4003x
5 + 0.2830x6 + 0.3167x12
0.9 Λm14(x) = 0.0177x+ 0.4108x
5 + 0.2471x6 + 0.3244x12
channels are presented in Table 4.5 to Table 4.8. From Table 4.5 and Table 4.7,
it can be seen that for both the packet erasure channels and slot erasure channels,
the designed UN distributions of the repetition codes tend to the monomial x3
when increasing α from 0.9 to 0.99. The reason why this monomial is x3 is due
to the constraint on the average code length n¯ = 3.
Furthermore, the similar observation can be obtained for the MDS codes from
Table 4.6 and Table 4.8. Recall that the expected traffic load G∗α is the largest
traffic load achieved with the PLR no more than (1− α). Thus, as α approaches
one, the PLR will approach zero for any G ≤ G∗α. Since the PLR for the CSA
scheme over the erasure channels exhibits an error floor, increasing the value
of α will decrease the PLR and its corresponding error floor. A lower error
floor of the PLR can be achieved by using the UN degree distribution with a
monomial polynomial or a regular UN degree distribution. This is analogous
to the characteristic that regular LDPC codes can achieve a lower error floor
than the irregular LDPC codes in [202]. Therefore, for the CSA scheme over
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Table 4.7: The UN Degree Distributions For Repetition Codes With Slot Erasure
 = 0.1, n¯ = 3, nmax = 6, θ = 5.
α Λ∗(x)
0.99 Λr11(x) = 0.9996x
3 + 0.0004x4
0.98 Λr12(x) = 0.01x
2 + 0.9863x3 + 0.0047x5
0.95 Λr13(x) = 0.1757x
2 + 0.6486x3 + 0.1757x4
0.9 Λr14(x) = 0.3137x
2 + 0.3723x3 + 0.314x4
Table 4.8: The UN Degree Distributions For MDS Codes With Slot Erasure
 = 0.1, k = 3, R = 0.4, nmax = 12, θ = 9.
α Λ∗(x)
0.99 Λm15(x) = 0.0666x
5 + 0.6722x6 + 0.2612x12
0.98 Λm16(x) = 0.2172x
5 + 0.4964x6 + 0.2864x12
0.95 Λm17(x) = 0.4003x
5 + 0.283x6 + 0.3167x12
0.9 Λm18(x) = 0.0182x+ 0.4095x
5 + 0.2482x6 + 0.3241x12
erasure channels, the UN degree distribution tends to be monomial or regular as
α approaches to one.
4.5 Performance Analysis of CSA Schemes Over
Erasure Channels
In this section, we analyze the effect of design parameters on the expected traffic
load G∗α for MDS codes. Furthermore, we derive the asymptotic throughput of
CSA schemes with the infinite frame lengths for erasure channels.
4.5.1 Analysis of MDS Codes for Erasure Channels
As a generalization of repetition codes, the MDS codes are employed with more
design parameters (e.g. the number of information packets k). Thus, we analyze
the effect of different parameters on the performance of MDS codes, including the
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Figure 4.6: Expected traffic load G∗α versus packet erasure rate for MDS codes
with k = 3 and different R.
transmission rate R, the number of information packets k, and the maximum code
length nmax. Here, we employ packet erasure channels with  = 0.1 as an example
to illustrate the analysis. In Fig. 4.6, we show the expected traffic load G∗α for
various transmission rates R, where α = 0.97 and G∗α is obtained analytically.
From the figure, it can be seen that for each transmission rate R, there exists
a threshold of the erasure rate, denoted by th. When the channel erasure rate
 ≥ th, the expected traffic load G∗α decreases almost linearly with increasing
erasure rate . However, for the channel erasure rate  < th, the expected traffic
load G∗α does not change significantly. In addition, the threshold th is lower for a
higher transmission rate R. For example, the threshold value can reach 0.25 for
R = 0.25, while it is only 0.05 for R = 0.4.
Furthermore, we illustrate the expected traffic load G∗α for different k but a
fixed transmission rate R, as shown in Fig. 4.7. It is obvious that a higher G∗α can
be achieved by using larger k. For example, G∗α = 0.84 of k = 5 can be achieved
for  = 0.1, while G∗α is only 0.7875 for k = 2.
Finally, we analyze the effect of the maximum code length nmax on the ex-
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Figure 4.7: Expected traffic load G∗α versus packet erasure rate for MDS codes
with R = 0.4 and different k.
pected traffic load G∗α. From Fig. 4.8, it can be seen that when the erasure rate
 is higher than T1, the MDS codes with nmax = 20 and nmax = 25 can achieve
the same expected traffic load G∗α. In addition, when the erasure rate  is higher
than T2, the MDS codes with nmax = 15 and nmax = 20 can achieve the same
expected traffic load G∗α.
4.5.2 Asymptotic Throughput Analysis
In this part, we derive the asymptotic throughput of the CSA scheme for erasure
channels, where the frame length N and the number of users M tend to infinity.
Here, we employ repetition codes to illustrate the derivation of the asymptotic
throughput for packet erasure channels.
Lemma 4.5. For the packet erasure channel with an erasure rate , the probability
that an interfering packet can be removed is given by
Ppck cl(Niter) = 1−
θ∑
h=1
nhΛh
n¯
(1 + (− 1)Pp(Niter − 1))nh−1 , (4.24)
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Figure 4.8: Expected traffic load G∗α versus packet erasure rate for MDS codes
with k = 5, R = 0.4, and different nmax.
where Niter is the number of iteration, Pp(Niter−1) represents the probability that
one packet can be recovered at the (Niter − 1)-th iteration, and nh is the number
of transmitted packets for users choosing the code (nh, k).
Proof: Please refer to Appendix 4.8.4. 
From Lemma 4.5, it can be seen that Ppck cl(Niter) is associated with Pp(Niter−
1), i.e., the packet recovery probability at the (Niter − 1)-th iteration. In addi-
tion, at the Niter-th iteration, the packet recovery probability Pp(Niter) depends
on Ppck cl(Niter). Thus, a recursive function of the packet recovery probability
is obtained, which characterizes the iterative recovery process. This recursive
function is summarized in the following lemma.
Lemma 4.6. For the packet erasure channel with an erasure rate , the packet
recovery probability at the Niter-th iteration is given by
Pp(Niter) = exp
(
−G(1− )
θ∑
h=1
nhΛh (1 + (− 1)Pp(Niter − 1))nh−1
)
. (4.25)
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Proof: Please refer to Appendix 4.8.5. 
According to Eq. (4.25), the recursive calculation of Pp is initialized with
Pp(0) = 0. With N
max
iter iterations, we can obtain Pp(N
max
iter ) as the average packet
recovery probability, given by Pp. Based on Pp from Lemma 4.6, the asymptotic
throughput can be obtained, which is stated in the following theorem.
Theorem 4.3. For the CSA scheme over the packet erasure channel with an
erasure rate , the asymptotic throughput with N,M →∞ is given by
T = G−
θ∑
h=1
GΛh (1 + (− 1)Pp)nh . (4.26)
Proof: Please refer to Appendix 4.8.6. 
Note that for the practical frame lengths, the replicas of collided packets
in a slot may also collide in other slots, which is referred to as the event of
stopping sets [59, 193]. While the asymptotic throughput does not consider the
impact of the event of stopping sets on the CSA performance, we would point out
that the derived asymptotic throughput can give a good approximation to the
throughput of the CSA scheme over erasure channels, which will be demonstrated
by the simulation. This is consistent with the claim for the asymptotic analysis
of CRDSA schemes over non-erasure channels in [193], which shows that if more
than two replicas are employed by each user, the asymptotic throughput holds
well for the practical frame lengths2.
4.6 Numerical Results
Simulation results are presented in this section. The results include the through-
put versus traffic load, the PLR versus traffic load, and the expected traffic load
2Here, the practical frame length refers to N = 1000 time slots.
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G∗α versus erasure rate for the CSA schemes. For the packet erasure channels
and slot erasure channels, the corresponding proposed distributions Λr2(x) and
Λr5(x) from Table 4.1 and Table 4.3 are used in the following simulations. Com-
paring with the code distributions presented in [57] that are obtained to maximize
the traffic load threshold for non-erasure collision channels, we demonstrate that
our designed code distributions can improve the expected traffic load and the
throughput of CSA schemes over erasure channels. In the simulations, we assume
a fixed frame size of N = 1000 slots and a given code set C = {c1, c2, · · · , c5}
to be chosen by the users, where ch is a repetition code with (h + 1)-length for
h ∈ {1, 2, · · · , 5}.
For the packet erasure channel with an erasure rate  = 0.1, the throughput for
the degree distribution Λr2(x) from Table 4.1 is shown in Fig. 4.9. The through-
put for the distribution Λref(x) in [57] is also provided as a reference, which is
designed to maximize the traffic load threshold for non-erasure collision channels.
From Fig. 4.9, it can be seen that the CSA scheme with our designed distribution
Λr2(x) achieves a peak throughput close to 0.8, while the peak throughput of CSA
scheme with the distribution Λref(x) is 0.75. More importantly, we also show the
asymptotic performance of the CSA scheme in a dotted line in Fig. 4.9, when
both M and N tend to infinity. It is obvious that the throughput of CSA scheme
increases linearly with the traffic load up to G = 0.75 for the degree distribution
Λr2(x), while for the degree distribution Λref(x) the linear relationship only holds
up to G = 0.4. According to Eq. (4.4), the expected traffic load G∗α = 0.8 of
degree distribution Λr2(x) can be achieved for α = 0.97, but G
∗
α of the degree
distribution Λref(x) is only 0.6. In other words, for any G ≤ G∗α, at least 97% of
all active users can be successfully recovered. Thus, for packet erasure channels,
our proposed degree distribution Λr2(x) allows to improve the expected traffic
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Figure 4.9: Throughput versus traffic load for Λr2(x) = 0.0915x
2 + 0.8113x3 +
0.0972x6, Λref(x) = 0.5631x
2+0.0436x3+0.3933x5, N = 1000, and packet erasure
rate  = 0.1.
load G∗α about 33% w.r.t. the degree distribution Λref(x) presented in [57].
Moreover, for the distribution Λr2(x), the simulated throughput is compared
with the analytical throughput in Fig. 4.9. The analytical results are obtained
from Eq. (4.26). It is shown that our obtained asymptotic throughput can give
a good approximation to the simulated throughput of CSA schemes over erasure
channels, where the frame length is N = 1000 and the average number of replicas
per user is n¯ = 3.2. In fact, the asymptotic throughput can hold well for the
practical frame lengths, if more than two replicas are employed by each user
averagely, i.e., n¯ > 2 [193].
In Fig. 4.10, for the two distributions, i.e., Λr2(x) and Λref(x), the PLRs of
CSA schemes over the packet erasure channel are compared, where the erasure
rate is  = 0.1. It can be seen that compared to Λref(x), the PLR for Λr2(x)
exhibits a much lower error floor, while it has a slight performance loss at the
high PLR. In particular, a PLR = 10−2 is achieved with G = 0.28 for the CSA
scheme with Λref(x), while the CSA scheme with Λr2(x) allows achieving this
4.6 Numerical Results 121
Offered Traffic Load, G
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Pa
ck
et
 L
os
s R
at
e,
 Υ
10-3
10-2
10-1
100
Simulation for Λr2(x)
Proposed Analysis for Λr2(x)
Analysis in [19] for Λr2(x)
Simulation for Λref(x)
N=100N=1000
Figure 4.10: Packet loss rate versus traffic load for Λr2(x) = 0.0915x
2+0.8113x3+
0.0972x6, Λref(x) = 0.5631x
2 + 0.0436x3 + 0.3933x5, and packet erasure rate
 = 0.1.
PLR at G = 0.8. In addition, we illustrate our derived asymptotic PLR and
the error floor analysis of PLR in [59] for the CSA scheme with the distribution
Λr2(x). Here, two frame lengths of N = 100 and N = 1000 are considered and
the average number of replicas is n¯ = 3.2. The proposed asymptotic PLR is
obtained by calculating a recursive function of the packet recovery probability
iteratively, which characterizes the iterative recovery process for CSA schemes
with asymptotically long frames. From Fig. 4.10, it can be seen that the proposed
asymptotic PLR gives a good approximation to the simulation result forN = 1000
in the whole region of offered traffic loads, i.e., 0.05 ≤ G ≤ 1. However, the
asymptotic analysis does not provide an accurate estimation for the PLR when
N = 100. Furthermore, it can also be seen from the figure that for both the small
and large frame lengths, i.e., N = 100 and N = 1000, the error floor analysis of
PLR in [59] is accurate for the low to medium traffic loads. In other words, the
approach in [59] is valid in the error floor region for all values of N , but not for
high traffic loads.
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Figure 4.11: Simulated and asymptotic G∗α for packet erasure channels with var-
ious .
Furthermore, with different erasure rates  ranging from 0.001 to 0.135, we
show the relationship between  and G∗α in Fig. 4.11. For different , the corre-
sponding degree distributions Λ∗(x) are obtained by using the proposed method.
From Fig. 4.11, it can be seen that the gap between the analytical results ob-
tained from the EXIT chart analysis and the simulation results for distribution
Λ∗(x) is constant. Compared to the distribution Λref(x) in [57] that is designed
to maximize the traffic load threshold for non-erasure collision channels, our de-
signed degree distribution can significantly improve the expected traffic load of
CSA schemes over erasure channels, especially for the high erasure rates. With
an erasure rate up to 0.135, G∗α of Λ
∗(x) can reach 0.79, while G∗α of Λref(x) is
only 0.42. In this case, the expected traffic load of CSA scheme is increased by
nearly 86%.
For the slot erasure channel with an erasure rate  = 0.1, the performance of
the proposed code distribution Λr5(x) in Table 4.3 and the distribution Λref(x)
are compared, in terms of the throughput, as shown in Fig. 4.12. From the
figure, it can be seen that the peak throughput of Λr5(x) is higher than that of
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Figure 4.12: Throughput versus traffic load for Λr5(x) = 0.0915x
2 + 0.8111x3 +
0.0974x6, Λref(x) = 0.5631x
2 + 0.0436x3 + 0.3933x5, N = 1000, and slot erasure
rate  = 0.1.
Λref(x). Moreover, the asymptotic throughput of distribution Λr5(x) is provided.
It is shown that the asymptotic throughput can give a good approximation to
the simulation results well in particular for G ≤ 0.8.
The expected traffic loads G∗α for packet erasure channels and slot erasure
channels are compared in both the simulation and asymptotic settings, as shown
in Fig. 4.13. It can be seen that G∗α for the slot erasure channel is always less
than that of the packet erasure channel. The trend is more obvious for higher
erasure rates, which can be explained as follows. For packet erasure channels, the
erased packets reduce the degree of SNs, which is beneficial for the SIC process to
resolve collisions. However, for slot erasure channels, the degree of unerased slots
remains the same, which does not improve the probability for the SIC process to
resolve collisions.
4.7 Chapter Summary
In this chapter, we designed the code probability distributions for the CSA schemes
over erasure channels to maximize the expected traffic load. For the erasure
channels, the EXIT functions of the CSA scheme were derived as functions of
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Figure 4.13: Simulated and asymptotic G∗α for erasure channels with various .
the degree distributions of the entire bipartite graph, although only a subgraph
consisting of unerased edges was involved in the recovery process. Based on
that, we designed the probability distributions for the CSA scheme with repe-
tition codes and MDS codes over both packet erasure channels and slot erasure
channels, to maximize the expected traffic load. It was shown that the proposed
code distributions could maximize the expected traffic load and thus achieve an
improved throughput for the erasure channels, compared to the code distributions
designed for non-erasure collision channels in [57]. In addition, the asymptotic
CSA throughput was derived to predict the performance of the CSA schemes in
the presence of erasure. The asymptotic throughput was demonstrated to give a
good approximation to the simulation results, when more than two replicas are
employed by each user.
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4.8 Appendix
4.8.1 Proof of Lemma 4.1
Consider a packet with (l−1) interfering packets in a time slot. Each transmitted
packet is erased with probability . Then, the probability that the desired packet
is received with (v − 1) interfering packets is
(
l − 1
v − 1
)
(1− )v−1 l−v. Averaging
this probability over the SN edge degree distribution ρ(x) of the graph g leads to
the SN edge degree distribution ρ˜(x) of the subgraph g˜, given by
ρ˜(x) =
M∑
l=1
ρl
l∑
v=1
(
l − 1
v − 1
)
(1− )v−1 l−vxv−1
= ρ ((1− )x+ ) . (4.27)
Recall Eq. (4.10), we have
pi = 1− ρ˜(1− qi). (4.28)
Lemma 4.1 can thus be obtained by substituting Eq. (4.9) and (4.27) into Eq.
(4.28).
4.8.2 Proof of Corollary 4.2
For the UN associated with a (k + h, k) MDS code, only when at least k edges
connected to the UN have been recovered, all its edges can be recovered [191].
Then, an edge connected to the UN cannot be recovered by the UN decoder,
when one of the following cases happens:
Case 1: There are less than k edges connected to this UN in the subgraph g˜;
Case 2: While the degree of the UN is more than k in the subgraph g˜, less
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than k edges are recovered.
Then, the probability qi from the UN decoder is the sum probability of two cases,
given by
qi =
k∑
j=1
λ˜j +
k+θ∑
j=k+1
[
k−1∑
w=0
(
j − 1
w
)
(1− pi−1)w pj−1−wi−1
]
λ˜j. (4.29)
Eq. (4.18) follows from Eq. (4.29).
4.8.3 Proof of Lemma 4.3
Consider a slot where v packets are received. In the slot erasure channel, if v 6= 0
this slot is not erased and all the transmitted packets are received. The SN degree
distribution of the subgraph g˜ is
Ψ˜v =

+ (1− ) exp(−G
R
) if v = 0,
(1− ) e−
G
R
v!
(G
R
)v if v 6= 0.
(4.30)
The SN edge degree distribution of the subgraph g˜ is
ρ˜(x) =
M∑
v=1
(G
R
)v−1
(v − 1)!e
−G
Rxv−1. (4.31)
Substituting Eq. (4.31) into Eq. (4.28), Lemma 4.3 follows.
4.8.4 Proof of Lemma 4.5
Consider a packet with (j − 1) received replicas. If any of its (j − 1) replicas
has been recovered at the (Niter − 1)-th iteration, the packet is recovered and its
interference can be removed at the Niter-th iteration. This event happens with
the probability P jpck cl(Niter) = 1− (1−Pp(Niter− 1))j−1. The probability that an
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interfering packet can be removed at the Niter-th iteration is
Ppck cl(Niter) =
nmax∑
j=1
λ˜j(1− (1− Pp(Niter − 1))j−1)
= 1− λ˜ (1− Pp(Niter − 1)) , (4.32)
where λ˜j is the probability that a packet has (j − 1) received replicas and nmax
is the maximum code length in the given code set. Based on Eq. (4.15), we have
Ppck cl(Niter) = 1− λ (1 + (− 1)Pp(Niter − 1))
= 1−
θ∑
h=1
nhΛh
n¯
(1 + (− 1)Pp(Niter − 1))nh−1 , (4.33)
where the second equation is obtained from the definition of λh in Eq. (4.8).
4.8.5 Proof of Lemma 4.6
A packet can be recovered only when there is no interference in its corresponding
slot, i.e., no collision happens or all interfering packets have been removed. This
event happens with probability
Pp(Niter) = ρ˜1 +
M∑
v=2
ρ˜v (Ppck cl(Niter))
v−1 = ρ˜ (Ppck cl(Niter)) , (4.34)
where ρ˜v is the probability that a packet is received with (v − 1) interfering
packets. Based on Lemma 4.5, the recursive function of Pp can be obtained as
Pp(Niter) = ρ˜
(
1−
θ∑
h=1
nhΛh
n¯
(1 + (− 1)Pp(Niter − 1))nh−1
)
. (4.35)
In an asymptotic setting whereN,M →∞, we have ρ˜(x) = exp (−G
R
(1− )(1− x)).
By substituting ρ˜(x) into Eq. (4.35), Eq. (4.25) is obtained.
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4.8.6 Proof of Theorem 4.3
The user with j received packets can be recovered when at least one of the j
packets has been recovered. This event happens with the probability Pu = 1 −
(1− Pp)j. The probability that a user can be recovered is given by
Pu =
nmax∑
j=1
Λ˜j(1− (1− Pp)j) = 1− Λ˜(1− Pp), (4.36)
where Λ˜j is the probability that a user has j received packets. Noting that
Λ˜(x) = Λ ((1− )x+ ), we have
Pu = 1−
θ∑
h=1
Λh(1 + (− 1)Pp)nh . (4.37)
Eq. (4.26) follows by considering T = GPu. The proof completes.
Chapter 5
Physical-layer Network Coding
based Decoding Scheme in
Random Access Systems for
mMTC
5.1 Introduction
In the previous chapter, we designed the CSA system under erasure channels to
enhance the network throughput. The design in Chapter 4 mainly focused on
the transmitter side. With the framework of CSA system, we propose an efficient
data decoding scheme for the receiver to further improve the network throughput
in this chapter. The proposed decoding scheme consists of a low-complexity
physical-layer network coding (PNC)-based decoding algorithm and an enhanced
message-level SIC algorithm. In particular, we exploit the PNC-based decoding
scheme to obtain multiple linear combinations of users’ packets in each time slot
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of a MAC frame. Then, we propose an enhanced message-level SIC algorithm
to jointly exploit NC messages across multiple time slots to achieve an improved
throughput of the CSA system. We also propose an analytical framework for the
proposed decoding scheme and optimize the design of CSA scheme based on the
analysis. For the ease of presentation, only BPSK is considered in this work. The
main contributions of the work in this chapter are summarized below.
1. We propose an efficient data decoding scheme to improve the through-
put of CSA systems designed in Chapter 4. We first present a low-complexity
PNC-based decoding scheme to obtain multiple linear combinations of users’ pack-
ets in each time slot of a MAC frame, where a linear combination of users’ packets
is called a network-coded (NC) message. In the low-complexity PNC-based de-
coding scheme, we first select the optimized coefficients of NC messages in terms
of minimizing their decoding error probability, and then only decode the NC
messages associated with these optimized coefficients. This avoids the exhaus-
tive decoding of all possible NC messages and therefore reduces the computation
complexity of the random access system. In addition, we propose a simple yet
effective message-level SIC decoding algorithm to jointly exploit the NC messages
from the low-complexity PNC-based decoding scheme, in order to improve the
throughput of CSA systems. In the proposed message-level SIC algorithm, the
degree-2 NC messages, i.e., the linear combinations of two users’ packets, will
be exploited to enhance the message-level SIC process. In particular, when no
more clean packets exist in the message-level SIC process, degree-2 NC messages
will be canceled from other NC messages in which they are involved. In this
way, new clean packets might be created and the message-level SIC can proceed
further. This allows more users’ packets to be recovered and therefore improves
the throughput of CSA systems. By representing the relationship between the
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NC messages and the users’ packets in a frame with a graph, the degree-2 NC
messages that are exploited in the decoding process can be found by leveraging
the method of searching length-4 cycles of the Tanner graph. It is shown that the
proposed enhanced message-level SIC decoding algorithm can achieve a consid-
erably improved system throughput, compared to the conventional message-level
SIC decoding algorithm.
2. We propose an analytical framework for the PNC-based decoding scheme
and derive the throughput for the proposed scheme. In the proposed analyti-
cal framework, we first analyze the average number of successfully decoded NC
messages per time slot. For the time slot with two collided users, we derive a
closed-form expression of the average number of successfully decoded NC mes-
sages. Then, we analytically obtain the number of independent NC messages in a
MAC frame, by taking into account all decoded NC messages and the redundancy
between these NC messages introduced by multiple replicas. Based on these re-
sults, we obtain a tight analytical approximation of the system throughput for the
proposed scheme. It is demonstrated that the analytical results match well with
the simulations, in terms of both the average number of decoded NC messages
per time slot and the throughput.
3. We optimize the number of replicas transmitted by each user to further
improve the system throughput and energy efficiency. Interestingly, we find that
the optimized scheme is a generalization of the CRDSA and CRDSA++ schemes.
In particular, at the low-to-medium offered load regime, a user’s packet should be
repeated more than twice in the optimized scheme to achieve a high throughput,
which coincides with the transmission scheme in CRDSA++. At the high of-
fered load regime, a user’s packet should be repeated only twice in the optimized
scheme, which is the same as that in the CRDSA scheme. We also find that for
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all offered loads, the user’s packet should be repeated twice, in order to optimize
the system energy efficiency.
5.2 System Model and Problem Formulation
Consider a random access system where M users attempt to communicate with a
common receiver via a shared channel1. We assume that each user has one packet
to be transmitted to the receiver in a MAC frame, where a MAC frame consists
of N equal-duration time slots. The duration of each time slot equals the length
of a user packet, denoted by S. The offered traffic load is defined as G = M
N
,
which represents the average number of transmitted users’ packets per time slot.
We assume that all the transmissions are slot synchronous2, i.e., the attempts of
packet transmission are time aligned with the slots.
For the ease of presentation, we first present a real-valued system model, i.e.,
the transmitted signals and channel coefficients are real-valued. Then, we will
show that a complex-valued model can be transformed into a real-valued model.
Now, for simplicity, we focus on an un-coded system to present our proposed
decoding scheme3.
Consider an un-channel-coded real-valued random access model. Let um ∈
{0, 1}1×S be the length-S binary packet of user m, m ∈ {1, 2, . . . ,M}. The packet
um is mapped to the modulated signal xm ∈ {−1, 1}1×S by using the BPSK
modulation. The modulated signal xm is repeated r times and transmitted over
r randomly selected time slots within a MAC frame, which is widely adopted in
1Note that, we consider a non-relay setting in this work, where the receiver serves as a
termination point and needs to exploit the PNC scheme to recover all these transmitted packets
explicitly rather than their network-coded messages.
2The synchronization can be achieved by obtaining the relative delay to the receiver for each
user in the initial association phase [61].
3The simulation results for the coded systems will be presented to illustrate the performance
of the proposed decoding scheme in practical applications.
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the CSA based schemes, such as CSA, CRDSA, and IRSA [32,34,203].
Assume that K users transmit packets in the n-th time slot simultaneously,
where 0 ≤ K ≤ M and 1 ≤ n ≤ N . In this case, we say that the collision size
of this time slot is K or simply call this time slot as a K-collision time slot. Let
I(n) = (I(n, 1), I(n, 2), ..., I(n,K)) be the user indices associated with the entire
user set {1, 2, . . . ,M} for the K active users in the n-th time slot, satisfying
1 ≤ I(n, k) ≤M and I(n, k− 1) < I(n, k), k ∈ {1, 2, . . . , K}. In other words, for
the k-th active user in time slot n, its index in the set {1, 2, . . . ,M} is I(n, k).
Then, the transmitted signal matrix is given by X[n] =
[
xTI(n,1), . . . ,x
T
I(n,K)
]T
∈
{−1, 1}K×S. The fading channel coefficient vector from the K users to the receiver
is denoted by h[n] =
[
hI(n,1), . . . , hI(n,K)
]T ∈ RK×1, whose the k-th element is the
channel coefficient from user I(n, k) to the receiver, k ∈ {1, . . . , K}. The received
signal in the n-th time slot is given by
y[n] =
√
Esh
T [n]X[n] + z[n], (5.1)
where Es is the average transmit power per symbol and each element of z[n] ∈
R1×S is the AWGN at the receiver with zero mean and variance σ2z . The transmit
SNR is defined as γ = Es
σ2z
, which is represented as SNR by default. In this work,
we consider an equal transmit energy for all users4. Besides, each user experiences
an independent block fading channel, i.e., the users’ channels are static within a
MAC frame but vary independently across the different users. Also, the receiver
has perfect CSI of active users for coherent signal detection, which can be achieved
by exploiting the orthogonal pilots.
In practical systems, both the transmitted signals and channel coefficients
4Note that, by incorporating the transmit power per symbol in users’ channel gains, the
proposed scheme can be generalized to the case where different users employ different transmit
symbol energy levels. Moreover, the proposed scheme can be applied to the MIMO case, by
extending the NC message decoding method to MIMO systems via a similar approach in [204].
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are complex-valued. We note that with considering the aligned carrier phases
of all active users, a complex-valued random access model can be equivalently
represented by a real-valued RA model. To this end, we denote X˜[n], h˜[n], z˜[n],
and y˜[n] as the complex-valued transmitted signal matrix, channel coefficient
vector, noise, and received signal in the n-th time slot, respectively. Then, the
complex-valued model can be represented as
y˜[n] =
√
Esh˜
T [n]X˜[n] + z˜[n]. (5.2)
In particular, when the carrier phases of K active users are aligned, the 1 × K
complex-valued channel model is equivalent to the 2 × 2K real-valued channel
model, given by
Re(y˜[n])
Im(y˜[n])
=√Es
Re(h˜T [n]) −Im(h˜T [n])
Im(h˜T [n]) Re(h˜T [n])

Re(X˜[n])
Im(X˜[n])
+
Re(z˜[n])
Im(z˜[n])
 . (5.3)
Therefore, in the sequel, we will adopt the real-valued RA model in Eq. (5.1) for
presenting the design and analysis of our proposed decoding scheme.
Based on the received superimposed signal y[n] ∈ R1×S, the receiver attempts
to decode multiple linear combinations of the K active users’ packets, which are
referred to as NC messages, by exploiting the PNC decoding. The PNC decoding
is conducted in each time slot independently. When the PNC decoding process
is performed for the N time slots in a MAC frame, the receiver proceeds to a
message-level SIC decoding across all the time slots to recover the users’ packets.
Denote R as the number of recovered users’ packets, where 0 ≤ R ≤ M . The
throughput of the RA scheme is defined as
T =
R
N
, (5.4)
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which represents the average number of recovered users’ packets per time slot [34].
Obviously, a larger T means a higher spectral efficiency. In this work, we aim to
propose a decoding scheme for the PNC-based collision recovery system to effi-
ciently recover more users’ packets and thereby improve the system throughput.
5.3 Physical-layer Networking Coding based De-
coding Scheme
In this section, we present the PNC-based decoding scheme for the RA system.
It consists of the NC message decoding in a time slot and the recovery of users’
packets in a frame. For the NC message decoding, an approach for designing the
optimized coefficients of NC messages and an NC message decoding algorithm
with the designed NC coefficients are presented. For the recovery of users’ pack-
ets, we propose an enhanced message-level SIC algorithm to improve the system
throughput. In the following, we will present the two parts in details. Note
that, we employ the one-symbol packet for each user, i.e., S = 1, to facilitate the
presentation of our proposed decoding scheme.
5.3.1 NC Message Decoding
Consider a K-collision time slot n. The receiver is assumed to decode L, L ≤ K,
NC messages5 from its received signal y[n] in the time slot n. The l-th NC
5Note that, the number of NC messages to be decoded in a time slot, i.e., L, is determined
by the collision size of this time slot and the computation complexity constraint of practice
systems. In this work, we assume that the computation resources are sufficient and L equals
the collision size of the time slot, i.e., L = K.
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message, l ∈ {1, 2, . . . , L}, is
wl[n] = g
T
l [n]⊗ u[n], (5.5)
where gl[n] ∈ {0, 1}K×1 is the coefficient vector of the l-th NC message wl[n],
namely the NC coefficient vector, and u[n] = [uI(n,1), . . . , uI(n,K)]
T ∈ {0, 1}K×1 is
the vector of K users’ packets. The L NC messages in this time slot are then
given by
w[n] = GT [n]⊗ u[n], (5.6)
where vector w[n] = [w1[n], . . . , wL[n]]
T ∈ {0, 1}L×1 is an NC message vector and
matrix G[n] = [g1[n], . . . ,gL[n]] ∈ {0, 1}K×L, namely the NC coefficient matrix,
collects the coefficient vectors of all decoded NC messages, i.e., w[n].
As discussed in [205], the probability that an NC message can be successfully
decoded is determined by the effective minimum decoding distance w.r.t. its
NC coefficient vector. Then, we can optimize the NC coefficient matrix G[n]
to maximize the effective minimum decoding distance and thus minimize the
decoding error probability for each NC message, which will be presented below.
Optimal Design of NC coefficient Matrix
Denote x[n] and xˆ[n] as two different transmitted BPSK signal vectors of K users
in the n-th time slot. Define
δ[n] , 1
2
(x[n]− xˆ[n]) (5.7)
as the difference vector (DV) of the signal vector pair (x[n], xˆ[n]), where δ[n] ∈
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{−1, 0, 1}K×1. Given the CSI of K users, i.e., h[n], the Euclidean distance be-
tween the superimposed signals corresponding to the two transmitted signal vec-
tors is given by
√
Es
∣∣hT [n] (x[n]− xˆ[n])∣∣ = √Es ∣∣hT [n]δ[n]∣∣ . (5.8)
Then, the minimum Euclidean distance for all signal vector pairs (x[n], xˆ[n]) is
d1[n] = min
δ[n]∈{−1,0,1}K×1, ‖δ[n]‖6=0
√
Es
∣∣hT [n]δ[n]∣∣ . (5.9)
It is noteworthy that d1[n] is the effective minimum decoding distance for the
conventional complete decoding scheme, where the users’ packets u[n] are decoded
directly from the received signal. The DV of two transmitted signal vectors,
which can achieve the minimum Euclidean distance d1[n] between the received
superimposed signals, is selected and denoted by ∆1[n], given by
∆1[n] = arg min
δ[n]∈{−1,0,1}K×1, ‖δ[n]‖6=0
√
Es
∣∣hT [n]δ[n]∣∣ , (5.10)
where the vector of all zeros is not considered for the selection. The second
minimum Euclidean distance over all signal vector pairs (x[n], xˆ[n]) is denoted
by d2[n], and its corresponding DV is ∆2[n], subject to
Rank (mod ([∆1[n],∆2[n]] , 2)) = 2. (5.11)
Note that, Eq. (5.11) ensures that the decoded NC messages in a time slot are
linearly independent. Similarly, let dj[n] be the j-th minimum Euclidean distance
for all signal vector pairs (x[n], xˆ[n]) and ∆j[n] be the corresponding DV, subject
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to
Rank (mod([∆1[n], . . . ,∆j[n]], 2))=j, for j=3, 4, · · · . (5.12)
From ∆j[n], we obtain vj[n] = mod (∆j[n], 2) ∈ {0, 1}K×1, j ∈ {1, 2, . . . , K}.
Matrix V[n] = [vK [n],vK−1[n], · · · ,v1[n]] ∈ {0, 1}K×K collects all the vectors
vj[n]. Based on matrix V[n], we introduce the following theorem which reveals
the structure of the optimal NC coefficient matrix to make the superimposed
signals with smaller Euclidean distance have the same underlying NC message.
Thus, the minimum distance of superimposed signals with different underlying
NC messages is maximized and the decoding error probability of the associated
NC messages is minimized.
Theorem 5.1. Consider a K-collision time slot n. Assume that the receiver can
decode L, L ≤ K, NC messages in the time slot. In the asymptotic regime where
the SNR is sufficiently large, i.e., γ → ∞, G∗[n] is an optimal NC coefficient
matrix, if and only if it satisfies
(G∗[n])T ⊗V[n] = T[n], (5.13)
where T[n] ∈ {0, 1}L×K is a lower-triangular matrix with non-zero diagonal en-
tries, i.e.,
T[n] =

a1,1 0 . . . 0 . . . 0
a2,1 a2,2 . . . 0 . . . 0
...
...
. . .
...
...
aL,1 aL,2 . . . aL,L . . . 0

, (5.14)
with al,l 6= 0 for l ∈ {1, · · · , L}.
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Proof: The proof process is similar to that in [205] and is omitted here. 
It can be seen from Theorem 5.1 that for the l-th NC message with the
optimal coefficients given by Eq. (5.13) and Eq. (5.14), its effective minimum
distance is equal to the (K − l + 1)-th minimum Euclidean distance dK−l+1[n].
This is explained as follows. Denote (xj[n], xˆj[n]) as the signal vector pair which
corresponds to the j-th minimum Euclidean distance dj[n], 1 ≤ j ≤ K. Then the
DV of (xj[n], xˆj[n]) is ∆j[n], which corresponds to the (K − j + 1)-th column
of matrix V[n]. From Eq. (5.13), it can be seen that the element al,(K−j+1) of
T[n] represents the difference of underlying NC messages of xj[n] and xˆj[n] w.r.t.
the l-th NC coefficient vector gl[n]. If al,(K−j+1) = 0, xj[n] and xˆj[n] have an
identical underlying NC message w.r.t. gl[n]. It implies that xj[n] and xˆj[n] do
not need to be distinguished and the j-th minimum Euclidean distance dj[n] is
irrelevant to the decoding of the l-th NC message. Otherwise, xj[n] and xˆj[n]
have different underlying NC messages w.r.t. gl[n], and the effective minimum
distance for the l-th NC message is not larger than dj[n]. By defining T[n] as
a lower-triangular matrix with non-zero diagonal entries, given by Eq. (5.14),
we can ensure that given the l-th NC coefficient vector gl[n], 1 ≤ l ≤ L, the
j-th minimum Euclidean distance dj[n] is irrelevant to the decoding of the l-th
NC message for 1 ≤ j ≤ (K − l). Therefore, the effective minimum decoding
distance for the l-th NC message is increased to dK−l+1[n]. As the decoding error
probability of an NC message is determined by the effective minimum decoding
distance at the medium-to-high SNR regime, the optimized NC coefficients lead to
a lower error probability of NC messages and thereby more decoded NC messages.
Decoding of NC Messages
Given the optimized NC coefficient matrix G∗[n], we decode each NC message
separately by using a component-wise MAP algorithm [206]. In particular, based
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on the received signal y[n] and the optimized NC coefficient vector g∗l [n] for the
n-th time slot, the l-th NC message, l ∈ {1, 2, . . . , L}, can be decoded by
ŵl[n] = arg max
wl[n]
p
(
wl[n]
∣∣y[n],g∗l [n])
= arg max
wl[n]
∑
u[n]:(g∗l [n])T⊗u[n]=wl[n]
p
(
u[n]
∣∣y[n],g∗l [n])
= arg max
wl[n]
∑
u[n]:(g∗l [n])T⊗u[n]=wl[n]
exp
(
− ∣∣y[n]−hT [n]2√Es (u[n]− 121)∣∣2
2σ2
)
, (5.15)
where 1 is the all-ones vector with the same length as u[n]. From Eq. (5.15), it
can be seen that given the NC coefficient vector g∗l [n], the posteriori probability
of NC message wl[n] is calculated as the sum of the likelihood functions of all the
user packet vectors u[n] corresponding wl[n]. Then, the NC message with the
maximum posteriori probability is decided as the l-th decoded NC message ŵl[n].
Let ŵ[n] = [ŵ1[n], ŵ2[n], . . . , ŵL[n]]
T collect the L decoded NC messages in
the n-th time slot and w˜[n] collect the correctly decoded NC messages6, given by
w˜[n] = (G˜∗[n])T ⊗ u[n], (5.16)
where G˜∗[n] is the NC coefficient matrix associated with w˜[n] and it is a sub-matrix
of G∗[n]. After performing the NC messages decoding in all time slots of a frame,
the correctly decoded NC messages within a frame, i.e., w˜[n], 1 ≤ n ≤ N , are
jointly exploited to recover users’ packets.
The presented NC message decoding has a lower decoding complexity than
the exhaustive seek and decode scheme in [67]. For the decoding scheme in [67],
NC messages are continuously decoded until K NC messages are successfully
decoded in a K-collision time slot. Then, (2K − 1) NC messages are required to
be decoded in the worst case. For the presented NC message decoding scheme,
6The correctness of decoded NC messages can be identified by performing the channel de-
coding or the cyclic redundancy check of packets.
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at most K NC messages are decoded, and they can be successfully decoded with
a high probability since their coefficients are optimized to minimize their decod-
ing error probabilities. Obviously, for K ≥ 2, less NC messages are required
to be decoded by the presented scheme. We note that the presented scheme
introduces some overheads on the complexity for selecting the coefficients of NC
messages. However, this additional operation is done only once per time slot, and
the associated complexity is very small compared to that of channel decoding.
Therefore, the extra complexity is negligible. In addition, the presented NC
message decoding scheme can obtain both the individual native packets and the
network-coded packets, which correspond to the results obtained by the MUD
and the PNC decoders, respectively. As a result, the proposed scheme has a
lower implementation complexity than the scheme proposed in [71, 72], where
both MUD and PNC decoders are required.
5.3.2 Enhanced Message-level SIC Algorithm
While the NC message decoding is independently performed in each time slot, the
multiple replicas of a user packet in a MAC frame introduce a correlation among
the NC messages across several time slots. By exploiting this correlation and the
structure of decoded NC messages, we aim to propose an enhanced message-level
SIC decoding algorithm to achieve a higher throughput in this part.
To facilitate the discussion of our proposed message-level SIC algorithm, we
first formulate the problem of recovering users’ packets from the decoded NC
messages. We then introduce a graph representation for the recovering process of
users’ packets. The enhanced message-level SIC algorithm is presented at last.
Let w˜ =
[
w˜T [1], w˜T [2], . . . , w˜T [N ]
]T
and G˜∗ =
[
G˜∗[1], G˜∗[2], . . . , G˜∗[N ]
]
col-
lect all the decoded NC messages in a MAC frame and their associated NC co-
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efficients, respectively. Besides, we denote vector u as a collection of all users’
packets in a MAC frame. We have
w˜ = (G˜∗)T ⊗ u. (5.17)
The recovery of users’ packets is to obtain u from Eq. (5.17), given w˜ and G˜∗.
The relationship between decoded NC messages and users’ packets can be
characterized by a Tanner graph, which includes two disjoint node sets and mul-
tiple edges connecting the two node sets [207]. In particular, each element in u is
represented as a variable node and each element in w˜ is a constraint node. The
connections between variable nodes and constraint nodes are specified by G˜∗. For
example, if the element g˜∗k,l = 1 in the matrix G˜
∗, there is an edge between the
variable node k and the constraint node l. If g˜∗k,l = 0, there is no edge between
variable node k and constraint node l.
An example of the graph representation associated with
G˜∗ =

0 0 0 1 1 0 0
0 1 0 1 0 0 0
0 0 1 0 1 1 0
1 0 0 0 0 0 1
0 1 0 1 1 0 0

(5.18)
is shown in Fig. 5.1(a). In the figure, each decoded NC message is represented
by a square, namely an NC node (NCN), and each user is represented by a circle,
namely a user node (UN). An edge connects an NCN to a UN only if the decoded
NC message contains this user’s packet. The degree of the l-th NCN is the number
of users that are associated with it or the weight of the l-th column of G˜∗. The
degree of the k-th UN is the number of decoded NC messages that are associated
with it or the weight of the k-th row of G˜∗.
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(a) Graph representation. (b) SIC iteration 1.
(c) SIC iteration 2. (d) SIC iteration 3.
Figure 5.1: A graph representation of the enhanced message-level SIC algorithm.
From the graph representation, it can be seen that the performance for recov-
ering users’ packets is affected by the decoding algorithm, given the NC coefficient
matrix G˜∗. For the conventional message-level SIC decoding algorithm proposed
by [71], the degree-1 NCN (or termed as the native packet in [71]) is successively
exploited to cancel its interference from all its associated NCNs at the packet level.
However, for the considered system the structure of G˜∗ (or the degree distribution
of variable nodes) is determined by the random channel realizations. Then, it is
difficult to guarantee a high probability of degree-1 NCNs during the decoding
process, resulting in a degraded performance of the conventional message-level
SIC decoding algorithm. Based on this consideration, we propose an enhanced
message-level SIC decoding algorithm. In particular, we not only cancel the
degree-1 NCNs in the graph, but further cancel the degree-2 NCNs when there
is no degree-1 NCN. This cancellation may generate new degree-1 NCNs and
enable the message-level SIC decoding to continue. We summarize the proposed
message-level SIC decoding algorithm in Algorithm 5.1. It is noteworthy that
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Algorithm 5.1 Enhanced Message-Level SIC Decoding Algorithm
1: repeat
2: repeat
3: Find and release all degree-1 NCNs to recover their associated packets
4: Cancel the recovered packets’ replicas from the NCNs that contain them
as the associated packets
5: until No degree-1 NCN is found
6: if All users’ packets are recovered then
7: Break
8: end if
9: Find the degree-2 NCNs that are involved in the length-4 cycles of the
Tanner graph
10: Cancel the degree-2 NCNs from the other NCNs in their corresponding
length-4 cycles by performing the exclusive-or operation
11: until No degree-1 and degree-2 NCNs are found
when multiple length-4 cycles with overlapping lines are available in the graph,
we randomly choose one length-4 cycle which includes one degree-2 NCN and one
degree-3 NCN, and cancel the degree-2 NCN from the degree-3 NCN within this
length-4 cycle in this work.
We note that the proposed message-level SIC algorithm only exploits the bene-
fits of canceling the degree-2 NCNs and will not proceed to higher degree NCNs by
considering the implementation complexity. By borrowing the algorithms in the
parity-check matrix of a low-density parity-check (LDPC) code in [208], length-4
cycles in the graph can be effectively found. Moreover, the cancellation process
of degree-2 NCNs can be implemented effectively by performing the exclusive-or
of the binary values of degree-2 NCNs and the binary values of other NCNs in
the associated length-4 cycles. Therefore, the increased implementation com-
plexity for the proposed message-level SIC decoding is small. More importantly,
the enhanced message-level SIC decoding algorithm can considerably improve
the throughput for the proposed decoding scheme. In fact, the improvement of
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Figure 5.2: Throughput of the enhanced message-level SIC algorithm by canceling
the NCNs with different degrees for r = 2.
canceling NCNs, whose degrees are larger than two, is marginal. To see this, we
compare the throughput of the proposed decoding scheme obtained by canceling
NCNs of different degrees in Fig. 5.2. It can be seen that compared to the conven-
tional message-level SIC process [71], the throughput is significantly enhanced by
using the enhanced message-level SIC process with canceling the degree-2 NCNs,
particularly at the high traffic load regime. This is because the number of degree-1
NCNs is smaller for the higher traffic load and the less degree-1 NCNs causes the
conventional message-level SIC process cannot perform effectively to recover more
user packets. However, there is no noticeable throughput improvement achieved
by canceling the degree-3 NCNs, compared to our proposed message-level SIC
decoding algorithm.
5.3.3 Example
In this part, we provide an example to further illustrate the proposed decoding
scheme. Consider a MAC frame with N = 3 time slots and M = 5 users. Each
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Figure 5.3: An example of the proposed decoding algorithm with M = 5 users
and N = 3 time slots.
user repeats its packet um ∈ {0, 1} twice (r = 2), m ∈ {1, 2, . . . , 5}, and transmits
them in two randomly selected time slots. Assume the packets are transmitted
as shown in Fig. 5.3 and the channel realization of the five users is given by
h = [1.1809, 0.4066, 1.0353, 0.375, 0.782]T .
For the first time slot, two users are active and their channel coefficients are
0.4066 and 0.375, respectively. Therefore, the matrix V[1] ∈ {0, 1}2×2 can be
calculated by using Eqs. (5.7), (5.10), and (5.11), given as
V[1] =
1 1
1 0
 . (5.19)
With V[1], the optimal NC coefficient matrix G∗[1] can be designed according to
Theorem 5.1. The optimal NC coefficient matrix is
G∗[1]=
0 1
1 0
. (5.20)
Then, the two NC messages associated with G∗[1] are decoded by using the
MAP algorithm in Eq. (5.15). Among them, w˜[1] = 1 is correctly decoded and
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the associated coefficient vector is g∗1[1] = [0, 1]
T . The corresponding coefficient
vector w.r.t. all users is obtained as G˜∗[1] = [0, 0, 0, 1, 0]T . For the second and
the third time slots, the similar process is conducted and the correctly decoded
NC messages are obtained as
w˜[2] = [1, 1, 0]T , w˜[3] = [0, 1, 1]T , (5.21)
respectively. The associated coefficient matrices w.r.t. all users are written as
G˜∗[2]=

0 0 1
1 0 1
0 1 0
0 0 0
1 0 1

, G˜∗[3]=

1 0 0
0 0 0
1 1 0
0 0 1
1 0 0

. (5.22)
By collecting all the decoded NC messages and the NC coefficient matrices in
the three time slots, the decoded NC messages and the NC coefficient matrix for
recovering users’ packets are written as w˜ = [1, 1, 1, 0, 0, 1, 1]T and
G˜∗ =

0 0 0 1 1 0 0
0 1 0 1 0 0 0
0 0 1 0 1 1 0
1 0 0 0 0 0 1
0 1 0 1 1 0 0

, (5.23)
respectively. Therefore, the users’ packets are recovered under a constraint
[1, 1, 1, 0, 0, 1, 1]T =

0 0 0 1 1 0 0
0 1 0 1 0 0 0
0 0 1 0 1 1 0
1 0 0 0 0 0 1
0 1 0 1 1 0 0

T
⊗ u, (5.24)
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where u collects the five users’ packets. Eq. (5.21) shows that seven NC messages
are decoded within the three time slots. It implies that the NC message decoding
can effectively extract information from the physical signals, which is essential
for the throughput improvement of the proposed decoding scheme. Based on Eq.
(5.24), the recovering process of users’ packets is performed, which is shown in
Fig. 5.1. The graph representation for recovering users’ packets is presented in
Fig. 5.1(a). It can be seen that there are four degree-1 NCNs, i.e., NC1, NC3,
NC6, and NC7. Then, the packets of user 3 and user 4 are recovered by releasing
the four degree-1 NCNs. The recovered packets’ replicas are canceled from the
corresponding NCNs, i.e., the packet replica of user 3 is canceled from NC5, as
shown in Fig. 5.1(b). However, this cancellation does not generate new degree-1
NCNs and there are no more degree-1 NCNs in the Tanner graph. In this case,
the degree-2 NCNs that are included in the length-4 cycles are exploited. Here,
we exploit NC2 and its associated length-4 cycle, which is highlighted with the
dashed lines in the figure. By performing the exclusive-or of NC2 and NC4, the
packet combination of user 2 and user 5 can be canceled from NC4. In this way,
NC4 becomes a degree-1 NCN, so that the packet of user 1 is recovered and its
replica is canceled from NC5, which is shown in Fig. 5.1(c). Now, the degree of
NC5 becomes one and the packet of user 5 is recovered. By canceling the packet
replicas of user 5 from NC2 and NC4, both remained NCNs become degree-1
NCNs and the packet of user 2 is recovered, as shown in Fig. 5.1(d). We can see
from this example that our proposed message-level SIC decoding algorithm can
recover all the users’ packets, while the conventional message-level SIC decoding
algorithm can only recover two users’ packets. Hence, the proposed scheme can
effectively improve the system throughput.
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5.4 Performance Analysis
In this section, we analyze the throughput performance for the proposed decoding
scheme. To this end, we first derive the average number of decoded NC messages
in a K-collision time slot for our proposed NC message decoding. When K =
2, we obtain a closed-form expression of the average number of decoded NC
messages. Then, the total number of decoded NC messages in a MAC frame is
calculated. As a user’s packet might be included in several NC messages from
different time slots and these NC messages might be dependent, this introduces
some redundancy among decoded NC messages in different time slots. Hence,
we characterize the redundancy among decoded NC messages and the number of
independent NC messages for recovering users’ packets. Then, we derive a tight
approximation of throughput for the proposed decoding scheme. Furthermore,
based on the throughput approximation, we optimize the number of replicas
to improve the system throughput and energy efficiency. Note that, in order
to facilitate the presentation of our analysis, the one-symbol packet for each
user, i.e., S = 1, is assumed and the corresponding symbol-wise decoding error
probability is analyzed in this section. We emphasize that the analysis can predict
the performance of the general case with multi-symbols packet blocks, since the
block-wise decoding error probability is determined by the symbol-wise decoding
error probability for a given channel code.
5.4.1 Number of NC Messages in a K-Collision Time Slot
Consider the proposed NC message decoding, the decoding error probability of
an NC message is determined by the effective minimum decoding distance w.r.t.
its NC coefficient vector. Next, we derive the minimum decoding distance for
each NC message in a K-collision time slot. Due to the random channel realiza-
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tions, the minimum decoding distance w.r.t. an NC coefficient vector is random.
Therefore, we first derive its CDF and PDF.
To start with, we first consider a 2-collision time slot n, where the receiver
attempts to decode L = 2 NC messages. Recall Theorem 1 and its discussion, the
minimum decoding distance for the l-th NC message is equal to the (K− l+1)-th
minimum Euclidean distance dK−l+1[n]. Then, for a 2-collision time slot, i.e.,
K = 2, the minimum decoding distance for the first NC message, i.e., l = 1, is
equal to the second minimum Euclidean distance d2[n]. The minimum decoding
distance for the second NC message is equal to the minimum Euclidean distance
d1[n]. Thus, the CDF and PDF of the minimum decoding distances for the first
and the second NC messages can be obtained by analyzing the CDF and PDF of
d2[n] and d1[n], respectively.
Denote the channel coefficients of two active users in the 2-collision time slot
n as h1 and h2, respectively. We assume that h1 and h2 are two i.i.d. Gaussian
variables following the distribution7 gh(x), where gh(x) =
1√
2piσh
exp
(
− x2
2σ2h
)
. Due
to the symmetry of gh(x), the analysis for the case of |h1| > |h2| is same as that
for |h1| < |h2|. Therefore, we only analyze the case of |h1| > |h2| in the following.
When |h1| > |h2|, the two smallest Euclidean distance in the constellation of the
received signals are 2
√
Es|h2| and 2
√
Es(|h1| − |h2|). In this case, the probability
that the second minimum distance d2[n] is no more than D is
P
(
d2[n] ≤ D
∣∣|h1| > |h2|)
= P
(
max{2|h2|, 2(|h1| − |h2|)} ≤ D
∣∣|h1| > |h2|)
(a)
= 4
∫ D
2
√
Es
0
g(h2)
∫ D
2
√
Es
+h2
h2
g(h1)dh1dh2, (5.25)
7For the ease of exposition, we focus on the case of symmetric users with identical channel
distribution for the performance analysis. Note that, the proposed performance analysis can be
easily generalized to the scenarios with independent but different channel distributions among
users.
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where the equality (a) is obtained from the fact gh(|x|) = 2gh(x). As Eq. (5.25)
is symmetric w.r.t. the two users, the CDF of the second minimum Euclidean
distance d2[n], i.e., the probability that d2[n] is no more than D, is written as
Fd2(D) = P (d2[n] ≤ D) = 2P
(
d2[n] ≤ D
∣∣|h1| > |h2|)
(a)
= 8
∫ D
2
√
Es
0
1
σ
√
2pi
exp
(
− h
2
2
2σ2
)∫ D
2
√
Es
+h2
h2
1
σ
√
2pi
exp
(
− h
2
1
2σ2
)
dh1dh2. (5.26)
By differentiating the CDF of d2[n] w.r.t. D, the PDF of d2[n] is obtained by
fd2(D) =
d
dD
Fd2(D)
=
√
2√
piEr
exp
(
− D
2
8Er
)(
erf
(
D√
2Er
)
−erf
(
D
2
√
2Er
))
− 1√
piEr
exp
(
− D
2
16Er
)(
erf
(
D
4
√
Er
)
−erf
(
3D
4
√
Er
))
, (5.27)
which is equal to the PDF of the minimum decoding distance for the first NC
message w1. Function erf(·) denotes the error function, and Er denotes the re-
ceived power per symbol, given by Er = Esσ
2
h. It can be seen from Eq. (5.27)
that the PDF of d2[n] is associated with the received power per symbol Er. We
show the derived CDF and PDF of d2[n] in Fig. 5.4 and Fig. 5.5, respectively,
and compare them with the corresponding Monte Carlo simulation results. It
can be seen that analytical results well match with simulation results.
With the PDF of d2[n], i.e., fd2(D), the error probability of the first NC
message w1[n] at the medium-to-high SNR regime is given by
Pe(w1) ≈
∫ ∞
0
Q
(
D
2σz
)
fd2(D)dD
=
1
2
+
2
pi
(
arctan
(√
γσ2h
γσ2h + 2
)
+ arctan
(√
γσ2h
γσ2h + 1
)
−arctan
(√
4γσ2h
γσ2h + 5
)
− arctan
(√
9γσ2h
γσ2h + 5
))
. (5.28)
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Figure 5.4: CDF of d2[n] for K = 2 and Es = 0 dB.
From Eq. (5.28), we can observe that the error probability of w1[n] is a function
of the receive SNR, i.e., γσ2h. In addition, it can be verified from the differential of
Pe(w1) w.r.t. γσ
2
h that Pe(w1) is a decreasing function of γσ
2
h. Correspondingly,
the probability that w1[n] can be decoded is given by Pd(w1) = 1−Pe(w1), which
implies that the decoding probability Pd(w1) increases with increasing the receive
SNR γσ2h.
By the same token, the CDF of the minimum Euclidean distance d1[n] can be
written as
Fd1(D) = P (d1[n] ≤ D) = 1− 2P
(
d1[n] > D
∣∣|h1| > |h2|)
= 1− 8
2piσ2
∫ ∞
D
2
√
Es
exp
(
− h
2
2
2σ2
)∫ ∞
D
2
√
Es
+h2
exp
(
− h
2
1
2σ2
)
dh1dh2. (5.29)
By differentiating the CDF of d1[n] w.r.t. D, the PDF of d1[n] is given by
fd1(D) =
d
dD
Fd1(D)
=
exp
(
−D2
16Er
)
√
piEr
[
1−erf
(
3D
4
√
Er
)
+
√
2 exp
(−D2
16Er
)(
1− erf
(
D√
2Er
))]
, (5.30)
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Figure 5.5: PDF of d2[n] for K = 2 and Es = 0 dB.
which is equal to the PDF of the minimum decoding distance for the second NC
message w2. Similar to d2[n], the PDF of d1[n] also depends on the received
symbol energy Er, as shown in Eq. (5.30). The derived CDF and PDF of d1[n]
are compared with the corresponding Monte Carlo simulation results in Fig. 5.6
and Fig. 5.7, respectively. Again, the analytical results match perfectly with the
simulation results.
Based on the PDF of d1[n], i.e., fd1(D), the error probability of the second
NC message w2[n] at the medium-to-high SNR regime is given by
Pe(w2) ≈
∫ ∞
0
Q
(
D
2σz
)
fd1(D)dD
= −3
2
+
2
pi
(
arctan
(√
1
2γσ2h
)
+ arctan
(√
1
γσ2h
)
+arctan
(√
4γσ2h
γσ2h + 5
)
+ arctan
(√
9γσ2h
γσ2h + 5
))
. (5.31)
We can observe from Eq. (5.31) that the error probability of w2[n] only depends
on the receive SNR, i.e., γσ2h and it can be verified from the differential of Pe(w2)
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Figure 5.6: CDF of d1[n] for K = 2 and Es = 0 dB.
w.r.t. γσ2h that Pe(w2) is a decreasing function of γσ
2
h. The probability that w2[n]
can be decoded is Pd(w2) = 1− Pe(w2).
With Pd(w1) and Pd(w2), we have the closed-form expression of the average
number of decoded NC messages for a 2-collision time slot, which is written as
η2 = Pd(w1) + Pd(w2) = 2− Pe(w1)− Pe(w2). (5.32)
Now, we consider the general collision size K. Similar to the case of K = 2,
we need to derive the PDF of minimum decoding distance for each NC message.
Then, the decoding error probability of each NC message is obtained and the
average number of decoded NC messages in a time slot can be estimated. How-
ever, obtaining the PDF of minimum decoding distance for each NC message is
a tedious task for general K, if it is not impossible. Instead, it will be obtained
numerically to reveal the system performance. Denote the PDF of minimum
decoding distance for the l-th NC message wl[n] by fdK−l+1(D), l ∈ {1, 2, . . . , L},
and the error probability of wl[n] is given by
Pe(wl) ≈
∫ ∞
0
Q
(
D
2σz
)
fdK−l+1(D)dD. (5.33)
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Figure 5.7: PDF of d1[n] for K = 2 and Es = 0 dB.
The probability that wl[n] can be decoded is Pd(wl) = 1−Pe(wl). Therefore, the
average number of decoded NC messages in a K-collision time slot is given by
ηK =
L∑
l=1
Pd(wl) = L−
L∑
l=1
Pe(wl). (5.34)
The derived number of decoded NC messages in a time slot is compared with the
Monte Carlo simulation result in Fig. 5.8, where the collision sizes with K = 2
and K = 3 are considered. It can be seen that the derived analytical results
coincide with the simulation results well, particularly at medium-to-high SNRs.
In fact, the adopted pairwise error probability in Eq. (5.33) offers a more accurate
approximation of the NC messages’ error probability at the medium-to-high SNR
regime, compared to the case at the low SNR regime.
Note that for a large collision size, it is difficult to extract information from
the physical signal, i.e., it is hard to decode an NC message. In addition, the
decoding complexity is high in such a time slot. By considering these, we assume
that only the time slot with a collision size no greater than Kmax is decoded
8.
8The value of Kmax is generally determined by the practical systems, e.g. the decoding
complexity and system performance requirement.
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Figure 5.8: The simulated and analytical number of obtained NC messages per
time slot for M = 150 users.
For a time slot with K > Kmax, ηK = 0.
5.4.2 Total Number of NC Messages in a Frame
Having the average number of decoded NC messages in a K-collision time slot,
we proceed to obtain the total number of decoded NC messages in a MAC frame.
Consider M users transmitting packets in a MAC frame with N time slots. Each
user repeats its packet r times. Then, the probability that K users transmit
packets simultaneously in a time slot, i.e., the time slot is a K-collision time slot,
is given by
ΨK =
(
M
K
)( r
N
)K (
1− r
N
)M−K
. (5.35)
Recall Eq. (5.34), ηK is the average number of decoded NC messages in aK-collision
time slot for K ∈ {1, . . . , Kmax}. By averaging ηK over ΨK , the average number
of decoded NC messages in a time slot is written as
Ns =
Kmax∑
K=1
ηKΨK . (5.36)
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Then, the total number of decoded NC messages in a MAC frame with N time
slots is
Nf = NNs = N
Kmax∑
K=1
ηK
(
M
K
)( r
N
)K (
1− r
N
)M−K
. (5.37)
In Eq. (5.37), Nf is obtained by summing up the numbers of decoded NC
messages in all time slots within a MAC frame. This does not consider the cor-
relation or redundancy between NC messages from multiple time slots. Next, we
characterize this redundancy to obtain the number of independent NC messages
in a MAC frame. It will facilitate the analysis of throughput for the proposed
decoding scheme.
5.4.3 Throughput of the Proposed Scheme
Consider one replica of a particular user’s packet. The replica is received in a
K-collision time slot with a probability
ΨK|1 =
(
M − 1
K − 1
)( r
N
)K−1 (
1− r
N
)M−K
. (5.38)
Recall the NC message decoding, for a K-collision time slot the average number
of decoded NC messages is ηK and the average decoding probability of an NC
message is pK =
ηK
K
. As all the decoded NC messages in a time slot are linearly
independent, their NC coefficient matrix has rank ηK . This means that for a
K-collision time slot, the average number of users’ packets that can be recovered
is upper bounded by ηK and the average recovery probability of a user’s packet
is upper bounded by pK . By averaging pK over ΨK|1, the upper bound on the
average recovery probability of a packet in a time slot is given by
χ1 =
Kmax∑
K=1
pKΨK|1 =
Kmax∑
K=1
pK
(
M − 1
K − 1
)( r
N
)K−1(
1− r
N
)M−K
. (5.39)
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To facilitate the explanation of our derivation for the number of redundant NC
messages, we will adopt the Tanner graph representation, whereby the cause of
redundant NC messages is explained and the number of redundant NC messages
is derived. In the Tanner subgraph that corresponds to a time slot, χ1 is the upper
bound on the probability that a UN is connected to a degree-1 NCN. When the
UN is connected to more than one degree-1 NCN from different time slots within
a MAC frame, these degree-1 NCNs are redundant for the UN. For example, both
the degree-1 NC3 and degree-1 NC6 are connected to U3 in Fig. 5.1, then either
degree-1 NC3 or degree-1 NC6 is redundant. If a UN is connected to l degree-1
NCNs in the full Tanner graph associated with the MAC frame for l ∈ {2, . . . , r},
then it results in (l− 1) redundant NCNs. Then the number of redundant NCNs
for M UNs is upper bounded by
ϕ1 = M
r∑
l=2
(l − 1)
(
r
l
)
χl1(1− χ1)r−l. (5.40)
Note that ϕ1 is an upper bound on the number of redundant NCNs for M
UNs. This is because ϕ1 depends on χ1 and χ1 is an upper bound, as shown
in Eq. (5.40). In particular, apart from the probability that a UN is connected
to a degree-1 NCN, i.e., the probability of a packet being recovered, χ1 includes
the probability of a UN being connected to a degree-2 or higher degree NCN.
If a UN is connected a degree-2 or higher-degree NCN, the NCN may not be
redundant for the UN. However, when deriving ϕ1, such an NCN is considered
as a redundant NCN by its associated UNs. For example, a degree-2 NCN is
considered as a redundant NCN by its two associated UNs, and it contributes to
the number of redundant NCNs twice. Thus, we need to analyze the number of
degree-2 or higher degree NCNs to compensate the overestimation effect.
We first consider the degree-2 NCNs. The probability of obtaining an NCN
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in a K-collision time slot is pK . As the decoded NCN has a degree of two with
probability
(
K
2
)
/(2K − 1), where each degree is assumed to be chosen uniformly
by an NCN, the probability of obtaining a degree-2 NCN in a K-collision time
slot is given by
pK|2 =
(
K
2
)
pK
2K − 1 . (5.41)
For the two UNs connected to a degree-2 NCN, the corresponding two users’
packets are received in a K-collision time slot with a probability
ΨK|2 =
(
M − 2
K − 2
)( r
N
)K−2 (
1− r
N
)M−K
. (5.42)
By averaging pK|2 over ΨK|2, the probability of obtaining a degree-2 NCN in a
time slot is written as
χ2 =
Kmax∑
K=2
pK|2ΨK|2 =
Kmax∑
K=2
pK|2
(
M − 2
K − 2
)( r
N
)K−2(
1− r
N
)M−K
. (5.43)
As there are
(
M
2
)(
r
N
)2
possible degree-2 NCNs, the number of degree-2 NCNs
can be estimated by
ϕ2 =
(
M
2
)( r
N
)2
χ2. (5.44)
Each degree-2 NCN contributes to the number of redundant NCNs twice when
deriving ϕ1. Thus, the effect of degree-2 NCNs on the overestimation of ϕ1 can
be compensated by ϕ1 − ϕ2.
Similar to the case of degree-2 NCNs, the effect of degree-i NCNs on the over-
estimation of ϕ1 for i ∈ {3, 4, . . . , Kmax} can be compensated by estimating the
number of degree-i NCNs. In particular, the probability of obtaining a degree-i
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Figure 5.9: The simulated and analytical throughput for SNR = 15 dB, N = 100,
r = 2, and Kmax = 7.
NCN in a K-collision time slot is given by
pK|i =
(
K
i
)
pK
2K − 1 , (5.45)
where 3 ≤ i ≤ Kmax and i ≤ K ≤ Kmax. For the i UNs connected to a degree-i
NCNs, the corresponding i users’ packets are received in a K-collision time slot
with a probability
ΨK|i =
(
M − i
K − i
)( r
N
)K−i (
1− r
N
)M−K
. (5.46)
By averaging pK|i over ΨK|i, the probability of obtaining a degree-i NCN in a
time slot is
χi =
Kmax∑
K=i
pK|iΨK|i =
Kmax∑
K=i
pK|i
(
M − i
K − i
)( r
N
)K−i(
1− r
N
)M−K
. (5.47)
As there are
(
M
i
)(
r
N
)i
possible degree-i NCNs, the number of degree-i NCNs is
estimated as
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ϕi =
(
M
i
)( r
N
)i
χi. (5.48)
Each degree-i NCN contributes to the number of redundant NCNs i times when
deriving ϕ1. Then the effect of degree-i NCNs on the overestimation of ϕ1 can
be compensated by ϕ1− (i− 1)ϕi. By compensating the effects of degree-i NCNs
on the overestimation of ϕ1, i ∈ {2, . . . , Kmax}, the number of dependent NC
messages in a MAC frame is estimated as
Nrd = ϕ1 −
Kmax∑
i=2
(i− 1)ϕi. (5.49)
By subtracting the number of redundant NC messages from the total num-
ber of decoded NC messages in a MAC frame, the number of independent NC
messages that contribute to the recovery of users’ packets can be obtained by
Nu = Nf −Nrd. (5.50)
As all the independent NC messages contribute to the throughput, the system
throughput for the proposed decoding scheme can be approximated by
T =
Nu
N
. (5.51)
The approximated throughput is compared with the Monte Carlo simulation re-
sult in Fig. 5.9. It can be seen that the approximation result matches the
simulation result tightly.
5.4.4 Optimal Number of Replicas
From the above analysis, it is known that the throughput for the proposed decod-
ing scheme is related to the number of replicas for each user’s packet in a MAC
frame, i.e., r. In addition, r affects the energy efficiency of RA schemes, which is
162
5. PHYSICAL-LAYER NETWORK CODING BASED DECODING SCHEME IN RANDOM
ACCESS SYSTEMS FOR MMTC
Offered traffic load, G
0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
O
pt
im
al
 n
um
be
r 
of
 r
ep
lic
as
, r
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Maximum throughput
Maximum energy efficiency
Figure 5.10: Optimal number of replicas versus offered traffic load for SNR = 15
dB, N = 100, and Kmax = 7.
important for the power-limited MTC devices. Thus, we will study the optimal
r for maximizing the system throughput and energy efficiency.
Firstly, r is optimized to maximize the system throughput. For a given offered
traffic load, we calculate the throughput for all r in a reasonable range, i.e.,
2 ≤ r ≤ 6, by using Eq. (5.50) and Eq. (5.51). The particular value of r with
the highest throughput is determined as the optimal r. In Fig. 5.10, the optimal
values of r are presented for the different offered traffic loads G. It can be seen
from Fig. 5.10 that at the low-to-medium offered traffic load regime, the users’
packets should be repeated more. This is because for the low-to-medium traffic
load, more NC messages can be obtained by increasing r while the collision size
is not significant. At the high offered load regime, the users’ packets should be
repeated less. This is because the large collision size at this regime will degrade
the performance of the NC message decoding.
In addition, we optimize r to achieve a higher energy efficiency. We assume
that each packet replica consumes a unit of power. Then, a user’s packet utilizes
r units of power, if it is repeated r times. The energy efficiency is defined as
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τ =
T
r
, (5.52)
which represents the average number of recovered users’ packets per time slot per
unit of power. Based on the obtained throughput for 2 ≤ r ≤ 6 by using Eq.
(5.50) and Eq. (5.51), we calculate the associated energy efficiency. The value of
r with the highest energy efficiency is determined as the optimal r. In Fig. 5.10,
the optimal values of r to achieve a higher energy efficiency are presented for
different offered traffic loads G. Interestingly, it can be seen from Fig. 5.10 that
the optimal r remains unchanged as two for all the traffic loads. This is because
for r = 2 the throughput is already nearly optimal at the low-to-medium offered
traffic load regime. In this case, the increase of r will not significantly increase the
throughput but will significantly increase the transmit power. Therefore, r = 2 is
optimal for the energy efficiency, at the low-to-medium offered traffic load regime.
At the high traffic load regime, i.e., G ≥ 1.7, r = 2 is optimal for both energy
efficiency and throughput.
5.5 Numerical Results
In this section, we present numerical results for the proposed decoding scheme in
coded systems. In simulations, we consider the complex-valued Rayleigh channel
for all users. The Long-Term Evolution (LTE) Turbo code with code rate 1
2
and
an information block length of 424 is employed. Each frame consists of N = 100
time slots and each user’s packet is repeated twice (r = 2).
We first illustrate the number of decoded NC messages in a time slot for
the proposed decoding scheme in Fig. 5.11, where QPSK modulation and two
collision sizes, i.e., K = 2 and K = 3, are considered. As a QPSK modu-
lated sequence can be viewed as two independent BPSK modulated sequences,
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Figure 5.11: The comparison of the number of obtained NC messages per time
slot for M = 100 users.
a K-collision complex-valued time slot can be view as a 2K-collision real-valued
time slot, where 2K NC messages will be decoded. It can be seen from the figure
that the proposed NC message decoding can decode multiple NC messages in
each time slot on average. At the medium-to-high SNR regime, it can decode
2K NC messages most of the time in a K-collision time slot. In addition, we
compare the proposed decoding scheme to the exhaustive decoding scheme used
in [67], in terms of the number of decoded NC messages in a time slot. In the
exhaustive decoding, all possible NC messages are exhaustively searched until
2K linearly independent NC messages are correctly decoded the K-collision time
slot. Obviously, the performance achieved by the exhaustive decoding scheme
provides an upper bound in terms of the number of decoded NC messages in each
time slot. However, it comes at the expense of a very high decoding complexity.
In contrast, the proposed NC message decoding can achieve this upper bound at
the medium-to-high SNR regime with a relatively low complexity.
Now, we present the throughput of the proposed decoding scheme in Fig. 5.12.
The throughput obtained by the exhaustive decoding [67] and the CRDSA++
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Figure 5.12: Throughput versus offered traffic load for SNR = 15 dB, N = 100,
and Kmax = 5.
scheme with three replicas are also provided for comparison, where the exhaustive
decoding scheme refers to the exhaustive NC message decoding combined with
the enhanced message-level SIC algorithm. It can be seen that for the three
considered schemes, the throughput first increases and then decreases with in-
creasing the offered traffic load. The offered traffic load corresponding to the
peak throughput is called the traffic load threshold. It can be observed from
Fig. 5.12 that the performance of our proposed decoding scheme approaches
that of the exhaustive decoding scheme, in terms of the traffic load threshold
and the peak throughput. In addition, the throughput gap between our pro-
posed decoding scheme and the exhaustive decoding scheme is marginal for the
low-to-medium traffic load. Compared to the CRDSA++ scheme, our proposed
decoding scheme has an excellent performance in a network with much higher
offered loads. In other words, it can support more users in RA networks.
At last, the simulated energy efficiency for various r is depicted in Fig. 5.13
to verify the obtained optimal number of replicas in Section IV-D. It can be seen
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Figure 5.13: Simulated energy efficiency for SNR = 15 dB and different r.
that when r = 2, the RA scheme has the largest energy efficiency for 2 ≤ r ≤ 6.
In addition, the energy efficiency decreases with an increased r. The results align
with the optimized results in Section IV-D. Moreover, we compare the energy
efficiency of the proposed scheme with the exhaustive decoding and conventional
SIC scheme, to illustrate the performance comparison in terms of the NC message
decoding and the users’ packet recovering, respectively. From the comparison
between the proposed scheme and the exhaustive decoding, where only the NC
message decoding scheme is different for the both schemes, we can observe that
the proposed scheme can achieve a close-to-optimal energy efficiency achieved
by the exhaustive decoding, through utilizing a low-complexity NC message de-
coding scheme. It is also seen that compared to the conventional message-level
SIC scheme, the proposed scheme can greatly improve the energy efficiency by
exploiting the proposed message-level SIC scheme.
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5.6 Chapter Summary
In this chapter, we proposed an enhanced low-complexity PNC-based decoding
scheme for the CSA system to improve the system throughput. In the proposed
scheme, the linear combinations of collided packets in each time slot were first
decoded by exploiting a low-complexity PNC decoding scheme. Based on the
decoded linear combinations within a MAC frame, an enhanced message-level
SIC algorithm was proposed to recover more users’ packets. We presented an
analytical framework for the PNC-based decoding scheme and derived a tight
approximation of the system throughput for the proposed scheme. Moreover, we
optimized the number of replicas transmitted by each user to further improve
the system throughput and energy efficiency. Numerical results showed that the
derived analytical results matched well with the simulation results. Furthermore,
the proposed scheme achieved a considerably improved throughput.

Chapter 6
Conclusions and Future Research
Topics
In this final chapter, we summarize the research work and highlight the contribu-
tions of this thesis. We also outline some future research directions arising from
this work.
6.1 Conclusions
This thesis has investigated the design of joint user activity identification and
channel estimation, the random access, and the data detection schemes for mMTC.
In the following, we briefly review the main results of each chapter.
In Chapter 3, we proposed a decentralized transmission control scheme and
designed an AMP-based user activity identification and channel estimation al-
gorithm to improve the system performance. By adopting the state evolution
technique, we analyzed the user activity identification performance in terms of
the false alarm probability and the missed detection probability. Additionally,
we derived the statistical characteristics of packet delay and the closed-form ex-
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pression of network throughput. Based on that, the transmission control scheme
was optimized to maximize the network throughput. Simulation results demon-
strated that compared to the conventional scheme without transmission control,
the proposed scheme can significantly improve the user identification and chan-
nel estimation performance, reduce the packet delay, and enhance the network
throughput.
In addition to study the accurate user activity identification and channel es-
timation, we designed the CSA schemes over erasure channels to improve the
network throughput in Chapter 4, where both packet erasure channels and slot
erasure channels are considered. Particularly, by deriving the EXIT functions and
optimizing their convergence behavior, we designed the code probability distribu-
tions for the CSA schemes with repetition codes and MDS codes. Furthermore, we
analyzed the asymptotic throughput of the CSA schemes over erasure channels by
considering an infinite frame length, which has been verified to match well with
the throughput for a practical frame length. Simulation results demonstrated
that the designed code probability distributions can improve the throughput of
CSA schemes over erasure channels.
For the CSA system, we proposed a low-complexity and efficient data decoding
scheme to further improve the system throughput in Chapter 5. We first presented
a low-complexity PNC decoding scheme to obtain NC messages in each time slot
of a MAC frame. Then, we designed an enhanced message-level SIC algorithm to
wisely exploit the obtained NC messages across multiple time slots to recover more
users’ packets. For the proposed data decoding scheme, an analytical framework
was presented and the accurate approximation of system throughput was derived.
By employing the analytical results, we optimized the CSA system to maximize
the throughput and the energy efficiency, respectively.
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6.2 Future Work
Future wireless communication networks will strive to accommodate such a mas-
sive number of connected devices, satisfy the stringent requirement on latency,
and at the same time, guarantee diverse QoS requirements [3, 209]. This brings
about several challenges, including the reduction of signalling overhead for user
access and the design of efficient collision resolution methods. In Chapter 3, we
have proposed the joint user activity identification and channel estimation scheme
in grant-free random access systems, which can significantly reduce the signalling
overhead. In Chapters 4-5, we have designed the random access scheme and the
data decoding algorithm to efficiently resolve packet collisions and improve the
system throughput. However, there are still many research issues to be addressed.
In the following, we propose some future research directions arising from the work
presented in this thesis.
6.2.1 User Activity Identification and Channel Estima-
tion with Diverse QoS Requirements
One extension of Chapter 3 is to design the user activity identification and channel
estimation scheme with diverse QoS requirements. MTC has a variety of appli-
cations ranging from smart metering to intelligent transport systems [210, 211].
This wide range of applications results in very diverse QoS requirements, where
QoS requirements include the energy and delay requirements [210]. Furthermore,
both the energy consumption and delay are impacted by the user activity iden-
tification and channel estimation scheme. Therefore, designing an efficient user
activity identification and channel estimation scheme to satisfy the varying QoS
requirements is an essential research problem for practical MTC systems.
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6.2.2 Design of CSA Schemes for Low-Latency MTC
In Chapter 4 of this thesis, we designed the CSA scheme in the time domain.
In particular, each user encodes its packet segments according to a designed
code probability distribution and transmits these encoded packet segments over
multiple time slots. The employment of multiple time slots inevitably results in
a large system latency, which may not satisfy the stringent latency requirement
in mission-critical applications [98]. Therefore, it is essential to introduce other
domains, e.g. the frequency domain and the spatial domain, to decrease the
system latency and improve the to throughput. In conjunction with the time
domain, introducing the OFDM system for the frequency domain [212] or the
MIMO system for the spatial domain [26] can lead to the CSA schemes with
ultra-low latencies, which will be an interesting subject of future work.
6.2.3 Data Decoding Algorithm for CSA Schemes with
User Identification and Channel Estimation Errors
In Chapter 5 of this thesis, we assumed the perfect user activity identification
and channel estimation for designing the data decoding algorithm. However, in
practical systems, the user activity identification and channel estimation error
is inevitable [213] and needs to be considered for designing the data decoding
algorithm. In particular, the channel estimation error may degrade the perfor-
mance of original PNC-based decoding scheme [214] in each time slot and the user
activity identification error may cause the original message-level SIC algorithm
infeasible. Therefore, with the user activity identification and channel estimation
errors, designing the data decoding algorithm for CSA schemes is a challenging
but essential issue to be addressed.
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