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Abstract
In this paper, we study the mean field limit of weakly interacting particles with memory that
are governed by a system of non-Markovian Langevin equations. Under the assumption of quasi-
Markovianity (i.e. that the memory in the system can be described using a finite number of auxiliary
processes), we pass to the mean field limit to obtain the corresponding McKean-Vlasov equation in
an extended phase space. For the case of a quadratic confining potential and a quadratic (Curie-
Weiss) interaction, we obtain the fundamental solution (Green’s function). For nonconvex confining
potentials, we characterize the stationary state(s) of the McKean-Vlasov equation, and we show that
the bifurcation diagram of the stationary problem is independent of the memory in the system. In
addition, we show that the McKean-Vlasov equation for the non-Markovian dynamics can be written
in the GENERIC formalism and we study convergence to equilibrium and the Markovian asymptotic
limit.
1 Introduction
Many systems in nature and in applications can be modeled using systems of interacting particles–or
agents–that are possibly subject to thermal noise. Standard examples include plasma physics and galactic
dynamics [BT08]; more recent applications are dynamical density functional theory [GNS+12, GPK12],
mathematical biology [FS17, LS16] and even mathematical models in the social sciences [GPY17, MT14].
As examples of models of interacting agents in a noisy environment that appear in the social sciences
we mention the modelling of cooperative behavior [Daw83], risk management [GPY13] and opinion
formation [GPY17].
For weakly interacting diffusions, i.e. when the strength of the interaction is inversely proportional to
the number of particles, the mean field limit for the empirical measure has been studied rigorously, under
quite general assumptions, see e.g. [DG87, G88, Oel84]. The mean field dynamics is described by the
so-called McKean-Vlasov equation, which is a nonlinear, nonlocal Fokker-Planck type equation [McK66,
McK67, BKRS15]. This equation has been studied extensively and many things are known, including
well-posedness of the evolution PDE [CJLW17], convergence to equilibrium, (non)uniqueness of the
invariant measure and phase transitions. For example, it is by now well known that, for nonconvex
confining potentials and a quadratic (Curie-Weiss type) interaction term–the so-called Desai-Zwanzig
model [DZ78], there exist more than one invariant measures at low temperatures [Daw83, Shi87, Tug14].
Similar results of nonuniqueness of the stationary state at low temperatures have been also obtained for
McKean-Vlasov equations modeling opinion formation [WLEC17, CP10] as well as for the Desai-Zwanzig
model in a two-scale potential [GP18].
Most works on the study of the McKean-Vlasov equation are concerned with the equation that is
obtained in the mean field limit of weakly interacting overdamped or underdamped Langevin dynamics.
∗m.duong@imperial.ac.uk
†g.pavliotis@imperial.ac.uk
1
The McKean-Vlasov equation corresponding to weakly interacting overdamped Langevin dynamics is
a (nonlinear and nonlocal) uniformly elliptic parabolic PDE and many of its properties are by now
well understood, see for instance [CMV03, CMV06] and references therein. For weakly interacting
underdamped Langevin diffusions, the corresponding McKean-Vlasov equation is not uniformly elliptic
but, rather, hypoelliptic. However, many results are also known in this case, see for instance [DV01, Vil09]
and references therein. A recent result that is particularly relevant for the present work is that the
invariant measure(s) of the McKean-Vlasov equation in phase space have a product measure structure
and, in particular that the overdamped and underdamped McKean-Vlasov dynamics exhibit the same
phase transitions [DT16]. One of the goals of this paper is to extend this result to McKean-Vlasov
equations corresponding to non-Markovian Langevin dynamics.
To our knowledge, the mean field limit of interacting particles that are driven by colored noise, or
that have memory is much less studied. Both problems are quite interesting from a modeling perspective,
given that noise in many physical systems exhibits a nontrivial (spatiotemporal) correlation structure,
and that many interesting dynamical systems are non-Markovian. As examples where colored noise and
non-Markovianity play an important role, we mention colloidal systems and polymer dynamics [Sno07]
and nonequilibrium systems and active matter [FNC+16, MKD17]. The presence of non-white noise and
of memory renders the analysis more complicated, since, even for a finite number of interacting agents,
the corresponding Fokker-Planck equation does not have a gradient structure (for colored noise) and it
is necessarily degenerate (for systems with memory [OP11]). The main goal of this paper is to study the
mean field limit and the properties of the resulting McKean-Vlasov equation for non-Markovian weakly
interacting particle systems, under the assumption that the memory (or non-trivial correlation structure
of the noise) can be described by means of a finite number of auxiliary processes–the so-called quasi-
Markovian assumption [Pav14][Ch. 8]. The study of mean field limits for weakly interacting particles
driven by colored noise will be presented elsewhere.
Finite dimensional, and in particular, low dimensional stochastic systems with memory and or/colored
noise have been studied extensively in the literature. We mention the work on noise induced transitions
for Langevin equations driven by colored noise [HL84, HJ95] and the study of the generalized Langevin
equation, including the rigorous derivation of such non-Markovian equations for particles coupled to one
or more heat baths [RB06] and the references therein, [Pav14][Ch. 8], the study of the ergodic properties
of such systems [Tro77], of their long time behaviour [EPRB99], etc.
The starting point of the present work is the following particle system
dQi(t) = Pi(t) dt (1a)
dPi(t) = −∇V (Qi(t)) dt− 1
N
N∑
j=1
∇qU(Qi(t)−Qj(t)) dt + λTZi(t) dt (1b)
dZi(t) = −λPi(t) dt−AZi(t) +
√
2β−1AdWi(t). (1c)
Here, i = 1, . . . , N , (Qi, Pi, Zi) ∈ Rd × Rd × Rdm =: X; λ ∈ Rdm×d and A ∈ Rdm×dm are given matrices
with A being symmetric positive definite; β > 0 is the inverse temperature; and V, U : Rd → R are
confining and interaction potentials, respectively.
This diffusion process in the extended phase space X is equivalent to the system of weakly interacting
generalized Langevin equations,
q¨i = −∂V
∂qi
− 1
N
N∑
j=1
U ′(qi − qj) +
N∑
j=1
γij(t− s) q˙j(s) ds+ Fi(t), i = 1, . . .N, (2)
where F (t) = (F1(t), . . . FN (t)) is a mean zero, Gaussian, stationary process with autocorrelation function
E(Fi(t)Fj(s)) = β
−1γij(t− s).
We can obtain the Markovian dynamics (1) from the generalized Langevin dynamics (2), under the
assumption that the autocorrelation functions [γij(t− s)]i,j=1,...,m are given by a linear combination of
exponential functions [OP11]. In this case, the memory of the system can be described by adding a
finite number of auxiliary statinary Ornstein-Uhlenbeck processes. Approximating arbitrary Gaussian
stationary processes by a Markovian process in a rigorous, systematic and algorithmic way is still an
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open problem, related to the so-called stochastic realization problem [DM76, LP85], see also [Kup04].
A recent approach to this problem, based on the representation of the noise by an infinite dimensional
Ornstein-Uhlenbeck process is presented in [Ngu18], see also [Ott11]. We plan to return to the combined
Markovian approximation–mean field limit in future work.
It is possible to study the hydrodynamic (mean field) limit, i.e. to show that the empirical measure
ρN :=
1
N
N∑
i=1
δ(Qi(t),Pi(t),Zi(t))
converges to the solution of
∂tρ = − divq(pρ) + divp
[
(∇qV (q) +∇qU ∗ ρ(q)− λT z)ρ
]
+ divz
[
(pλ+Az)ρ
]
+ β−1 divz(A∇zρ). (3)
We will refer to Equation (3) as the generalized McKean-Vlasov equation (GLMV) for ρ = ρ(t, q, p, z). It
is the forward Kolmogorov (Fokker-PLanck) equation associated to the following generalized McKean-
Vlasov SDE
dQ(t) = P (t) dt, (4a)
dP (t) = −∇V (Q(t)) dt−∇qU ∗ ρt(Qt) dt+ λTZ(t) dt, (4b)
dZ(t) = −P (t)λdt−AZ(t) +
√
2β−1AdW (t). (4c)
where ρt = Law(Q(t), P (t), Z(t)). The rigorous passage from the particle approximation (1) to the gener-
alized McKean-Vlasov SDE (4) and the mean field limit for small Lipschitz interactions, can be justified,
in principle, using the coupling approach developed in [BGM10], see also [Duo15]. The smallness restric-
tion on the interaction can be removed using the results presented in [Mon17]. These papers consider the
case of interacting underdamped Langevin dynamics, but it should be possible to use similar techniques
in order to study rigorously the mean field limit for the generalized Langevin interacting dynamics. We
mention that the system interacting particles that we study in this paper is similar to systems of inter-
acting nonlinear oscillators, coupled to two heat baths at different temperatures [EPRB99]. Two related
equations that also play an important role in this work are the overdamped McKean-Vlasov equation,
∂tρ = div
[
(∇V +∇U ∗ ρ)ρ
]
+ β−1∆ρ,
and the underdamped McKean-Vlasov equation
∂tρ = − divq(pρ) + divp
[
(∇qV (q) +∇qU ∗ ρ(q))ρ
]
+ γ divp
[
pρ
]
+ β−1γ∆pρ.
The generalized Langevin equation, i.e. Equation (4) in the absence of an interaction potential (U ≡ 0),
has been studied extensively. In particular, the ergodic properties and the hypoelliptic and hypocoercive
structure of the dynamics and of the corresponding Fokker-Planck equation have been analyzed in [OP11]
where the homogenization and overdamped limits are also studied. Another recent paper that has
motivated this work is [DLPS17] where the overdamped limit of the underdamped McKean-Vlasov
equation has been derived using variational and large deviations approach. In this paper, we generalize
these aforementioned results to Equation (4) for a quite broad class of confining and interaction potentials.
We obtain the fundamental solution (Green’s function) for the generalized McKean-Vlasov equation (3)
for the case of a quadratic confining potential and a quadratic (Curie-Weiss) interaction. For nonconvex
confining potentials, we characterize its stationary state(s) showing that the bifurcation diagram of the
stationary problem is independent of the memory in the system. In addition, we study convergence to
equilibrium and the Markovian asymptotic limit for both the finite system (1) and Equation (3) using the
formal perturbation expansions method developed in [PS08, Pav14]. Furthermore, we demonstrate that
Equation (3) shares a similar GENERIC (General Equation for NonEquilibrium Reversible-Irreversible
Coupling [O¨tt05]) structure, which is a well-established formalism for non-equilibrium thermodynamical
systems unifying both reversible and irreversible dynamics, with the overdamped and underdamped
McKean-Vlasov equations.
The rest of the paper is organized as follows. In Section 2, we calculate the spectrum of the Fokker-
Planck operator associated to the finite system (1) and construct the fundamental solution to the mean
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field equation (3) in the case of quadratic confining and interaction potentials. In Section 3 we study
nonconvex confining potentials. We provide a characterization of stationary states, study phase transition
and show convergence to a stationary state. In Section 4 we recast the generalized McKean-Vlasov
equation into the GENERIC framework, obtaining an alternative derivation of its stationary solutions.
In Section 5 we study the white noise limit for the generalized McKean-Vlasov dynamics, both for particle
system and for the mean field limit. Finally, a brief summary of the results obtained in this paper and
discussion on future work are presented in Section 6.
2 Quadratic confining and interaction potentials: calculation of
the fundamental solution, spectral analysis and convergence
to equilibrium
In this section, we compute and compare the spectrum of the three operators associated to the over-
damped McKean-Vlasov dynamics, the underdamped McKean-Vlasov dynamics and the generalized
McKean-Vlasov (gMV) dynamics. In particular, in Section 2.1 we study the finite dimensional problem,
and in Section 2.2 we calculate the spectrum and the fundamental solution of the mean field PDEs, for
quadratic interaction and confining potentials.
2.1 Finitely many weakly interacting particles
We consider the following N -particle weakly interacting particle systems where the dynamics of the
i-particle (i = 1, . . . , N) depends on the average interaction with all other particles.
• The overdamped McKean-Vlasov (oMV) dynamics
dXi = −∇V (Xi) dt− 1
N
N∑
j=1
∇U(Xi −Xj) dt+
√
2β−1dWi. (5)
• The underdamped McKean-Vlasov (uMV) dynamics
dQi = Pi dt, (6a)
dPi = −∇V (Qi) dt− 1
N
N∑
j=1
∇U(Qi −Qj) dt− γPi dt+
√
2γη−1dWi. (6b)
• The generalized McKean-Vlasov (gMV) dynamics
dQi = Pi dt, (7a)
dPi = −∇V (Qi) dt− 1
N
N∑
j=1
∇U(Qi −Qj) dt+ λTZi dt, (7b)
dZi = −Piλdt−AZi dt+
√
2β−1AdWi. (7c)
In this section we consider the case where both the external and interacting potentials are quadratic
V (ξ) =
1
2
ω2ξ2 and U(ξ) =
1
2
η2ξ2. (8)
In this case, all the dynamics can be written in the form of a (possibly degenerate) Ornstein-Ulenbeck
process [MPP02, LB07, OPPS15]
dYN = BNYN dt+
√
2β−1DN dWN , (9)
with the corresponding state spaces, drift and diffusion matrices (written using block matrices):
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• The quadratic oMV dynamics
YNoMV = (X1, . . . , XN) ∈ RdN , QNoMV = IdN×dN ;
BNoMV =


−
(
ω2 + N−1N η
2
)
. . . 1N η
2
...
. . .
...
1
N η
2 . . . −
(
ω2 + N−1N η
2
)

 ∈ RdN×dN .
• The quadratic uMV dynamics
YNuMV = (Q1, . . . , QN , P1, . . . , PN ) ∈ R2dN , BNuMV =
(
0 I
BNoMV −γ
)
, DNuMV =
(
0 0
0 γ
)
.
• The quadratic gMV dynamics
YNgMV = (Q1, . . . , QN , P1, . . . , PN , Z11 , . . . , Zm1 , . . . , Z1N , . . . , ZmN ) ∈ R(2+m)dN ,
BNgMV =


0 I 0 . . . 0
BNoMV 0 λ1 . . . λm
0 −λ1 −α1 . . . 0
...
...
...
. . .
...
0 −λm 0 . . . −αm

 , D
N
gMV =


0 0 0 . . . 0
0 0 0 . . . 0
0 0 α1 . . . 0
...
...
...
. . .
...
0 0 0 . . . αm

 .
2.1.1 Calculation of the spectrum and of the fundamental solution
The quadratic cases are of special interest because we can characterize the spectrum of the dynamics
explicitly enabling us to compare their spectrum and rates of convergence to equilibrium. Our analysis
will be based on the result in [MPP02, OPPS15] on the description of the spectrum of general hypoelliptic
quadratic systems. Before introducing the result, we need to recall the relevant concept of hypoellipticity.
We consider the following general Ornstein-Ulenbeck operator
P = Bx · ∇+ div(D∇), x ∈ Rd, (10)
where B and D are real d × d-matrices, with D symmetric positive semi-definite. We say that P is a
hypoelliptic Ornstein-Uhlenbeck operator if one of the following equivalent conditions (thus all of them)
holds
(i) The symmetric positive semidefinite matrices
Dt =
∫ t
0
esBDesB
T
ds (11)
are nonsingular for some (equivalently, for all) t > 0, i.e., detDt > 0.
(ii) The Kalman rank condition holds
Rank[B|D 12 ] = d
where [B|D 12 ] = [D 12 , BD 12 , . . . , Bd−1D 12 ] is the d × d2 matrix obtained by writing consecutively
the columns of the matrices BjD
1
2 (j = 0, . . . , d− 1) with D 12 the symmetric positive semi-definite
matrix given by the square root of D.
(iii) The Ho¨rmander condition holds, i.e., the Lie algebra generated by Y0, X1, . . . , Xd has full rank at
every point in Rd,
∀x ∈ Rd, RankL(X1, . . . , Xd, Y0)(x) = d,
with
Y0 := Bx · ∇, Xi =
d∑
j=1
Dij∂xj , i = 1, . . . , d.
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It is known that [Kol34, LB07] when the Ornstein-Ulenbeck operator P in (10) is hypoelliptic, then it
has a smooth fundamental solution Γ(t, x, y) given explicitly by
Γ(t, x, y) =
1
(4pi)d/2
√
detDt
exp
(
− 1
4
(x− e−tBy)TD−1t (x− e−tBy)
)
, (12)
where Dt is given by Equation (11). Furthermore, it admits a unique invariant measure that is absolutely
continuous with respect to the Lebesgue measure dµ(x) = ρ(x) dx with
ρ(x) =
1
(4pi)d/1
√
detD∞
exp
(
− 1
4
xTD−1∞ x
)
,
where
D∞ =
∫ ∞
0
esBDesB
T
ds.
We will make use of the following result.
Proposition 2.1 ( [MPP02, OPPS15]). Suppose that
P = Bx · ∇+ div(D∇), x ∈ Rd,
is a hypoelliptic Ornstein-Ulenbeck operator that has the invariant measure dµ(x) = µ(x) dx. Then the
spectrum of the operator P : L2µ → L2µ equipped with the domain
D(P ) = {u ∈ L2µ : Pu ∈ L2mu},
is only composed of eigenvalues with finite algebraic multiplicities given by
σ(P ) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
. (13)
We note that in [MPP02] the spectrum in all Lpµ spaces is calculated. By direct verification, see
for instance [OPPS12, Section 4.2] for such a verification for similar models, one can show that all the
quadratic systems considered in the previous section are hypoelliptic. To characterize their spectrum,
according to Proposition 2.1, we need to calculate eigenvalues of their corresponding drift matrices B.
• Spectrum of the quadratic oMV dynamics. The eigenvalues of BNoMV can be found by direct com-
putation:
σ(BNoMV ) = {−ω2,−(ω2 + η2)}.
Thus
σ(LNoMV ) = {−ω2k1 − (ω2 + η2)k2 : k1, k2 ∈ N}.
• Spectrum of the quadratic uMV dynamics. Let α be an eigenvalue of BNuMV , that is, there exist
ξ1, ξ2 ∈ RdN such that (
0 I
BNoMV −γ
)(
ξ1
ξ2
)
= α
(
ξ1
xi2.
)
This implies that ξ2 = αξ1 and BNoMV ξ1 − γξ2 = λξ2. Substituting the former into latter, we get
BNoMV ξ1 = α(α+ γ)ξ1.
Thus α(α+ γ) is an eigenvalue of BNoMV , from which we deduce that
α(α + γ) = −ω2 or α(α+ γ) = −(ω2 + η2).
Solving these equations we find
α1,2 =
−γ ±
√
γ2 − 4ω2
2
and α3,4 =
−γ ±
√
γ2 − 4(ω2 + η2)
2
. (14)
The spectrum of the quadratic uMV dynamics is then given by
σ(LNuMV ) =
{ 4∑
i=1
kiαi : ki ∈ N, i = 1, . . . , 4
}
.
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• Spectrum of the quadratic gMV dynamics. Similarly, let ν be an eigenvalue of BNgMV , that is, for
some ξ1, ξ2, ζ1, . . . , ζm ∈ RdN , it holds

0 I 0 . . . 0
BNoMV 0 λ1 . . . λm
0 −λ1 −α1 . . . 0
...
...
...
. . .
...
0 −λm 0 . . . −αm




ξ1
ξ2
ζ1
...
ζm

 = ν


ξ1
ξ2
ζ1
...
ζm

 .
This is equivalent to the system

ξ2 = νξ1,
BNMV ξ1 +
∑m
j=1 λjζj = νξ2,
−λjξ2 − αjζj = νζj for all j = 1, . . . ,m.
By substituting the first and the last m equations into the second one, we get
BNMV ξ1 = ν
(
ν +
m∑
j=1
λ2j
ν + αj
)
ξ1.
It follows that ν
(
ν +
∑m
j=1
λ2j
ν+αj
)
is an eigenvalue of BNMV . Thus, we have
ν
(
ν +
m∑
j=1
λ2j
ν + αj
)
= −ω2 or ν
(
ν +
m∑
j=1
λ2j
ν + αj
)
= −(ω2 + η2).
In general these equations, which are equivalent to two polynomial equations of degree m+ 2, can
not be solved explicitly. Suppose that ν1, . . . , νm+2 and νm+3, . . . , ν2m+4 are solutions to the first
and second equations, respectively. Then the spectrum of the quadratic gMV dynamics is given by
σ(LNgMV ) =
{ 2m+4∑
j=1
νjkj : kj ∈ N, j = 1, . . . , 2m+ 4
}
.
Remark 2.2. From the calculation of the spectrum of the Fokker-Planck operator and by applying
[OPPS15, Theorem 2.7] it follows that we have exponentially fast convergence to equilibrium in the L2-
space weighted by the invariant measure. This is also true in L1 at least for the overdamped McKean-
Vlasov equation, see [Tam87].
2.2 The mean field PDE
The mean-field limits of the quadratic systems considered in Section 2.1 can be written in a common
form
dX(t) = BX(t) dt+K(X(t)− 〈X(t)〉) dt+
√
2D
1
2 dW (t), (15)
for suitable matrices B,K and D with D symmetric positive semidefinite. Here 〈X(t)〉 denotes the
average of X(t) with respect to its own law.
In this section, we will obtain the fundamental solution of the Fokker-Planck equation associated to
the SDE (15) which is given by{
∂tρ(x, t) = − div
(
Bxρ(x, t)
)
− div
( ∫
Rn
K(x− x′)ρ(x′, t) dx′ ρ(x, t)
)
+ div
(
D∇ρ(x, t)
)
,
ρ(x, 0) = δ(x− x0).
(16)
Proposition 2.3. The solution of the initial value problem (16), i.e. the Green’s function of the Fokker-
Planck operator, is given by,
ρ(x, t) =
1
(2pi)n/2
√
detQ(t) exp
[
− 1
2
Q−1(t)(x −m(t)x0) · (x−m(t)x0)
]
, (17)
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where the mean vector and the covariance matrix are given, respectively, by
m(t) = etB and Q(t) = 2
∫ t
0
e2s(B+K)Dds. (18)
Proof. Equation (16) is a nonlinear nonlocal degenerate partial differential equation. Since the law of the
finite particle system corresponding to (15) when starting at a deterministic initial condition is Gaussian,
its meanfield limit is also Gaussian. Therefore, we look for the fundamental solution to (16) of the form
of a multivariate Gaussian distribution with time-dependent mean and covariance matrix
ρ(x, t) =
1
(2pi)n/2
√
detQ(t) exp
[
− 1
2
Q−1(t)(x −m(t)x0) · (x−m(t)x0)
]
. (19)
We will find the mean m(t) and the variance Q(t) by requiring that ρ(x, t) satisfies Equation (16). Let
us define
g(x, t) := − log ρ(x, t) = 1
2
Q−1(t)(x −m(t)x0) · (x −m(t)x0) + s(t), (20)
where s(t) = 12 log detQ(t) + n2 log(2pi). The logarithmic transformation has been used previously in the
literature, particularly in optimal control [Fle82]. Substituting ρ = exp(−g) in (16), we can rewrite the
equation in terms of g as follows
∂tg = −(B +K)x · ∇g +D : ∇2g −D∇g · ∇g + h(t) · ∇g +Tr(B +K), (21)
where
h(t) =
∫
Kx′ρ(x′, t) dx′
=
1
(2pi)n/2
√
detQ(t)
∫
Kx′ exp
[
− 1
2
Q−1(t)(x′ −m(t)x0) · (x′ −m(t)x0)
]
dx′
= Km(t)x0.
To find Q and m we set equal the corresponding terms in two sides of (21). Using the explicit formula
(20) of g, we compute the left-hand side of (21), which is the time-derivative of g
∂tg =
1
2
∂t(Q−1(t))x · x − ∂t(Q−1(t)m(t))x0 · x + 1
2
∂t
(
m(t)TQ−1(t)m(t)
)
x0 · x0 + ∂ts(t). (22)
Since ∇g = Q−1(t)(x −m(t)x0), ∇2g = Q−1(t), the right-hand side of (21) is given by
− (B +K)x · ∇g +D : ∇2g −D∇g · ∇g + h(t) · ∇g +Tr(B +K)
= −Q−1(t)(B +K)x · (x−m(t)x0)−Q−1(t)DQ−1(t)(x−m(t)x0) · (x−m(t)x0)
+Q−1(t)Km(t)x0 · (x−m(t)x0) +D : Q−1(t)− Tr(B +K)
=
[
−Q−1(t)(B +K)−Q−1(t)DQ−1(t)
]
x · x−
[
−m(t)TQ−1(t)(B +K)
− 2m(t)TQ−1(t)DQ−1m(t)−Q−1Km(t)
]
x0 · x
−
[
m(t)TQ−1(t)DQ−1(t)m(t) +m(t)TQ−1(t)Km(t)
]
x0 · x0 +D : Q−1(t) + Tr(B +K).
(23)
By comparing (22) and (23) we obtain the following equations
∂tQ−1(t) = 2
[
−Q−1(t)(B +K)−Q−1(t)DQ−1(t)
]
, (24)
∂t(Q−1(t)m(t)) = −m(t)TQ−1(t)(B +K)− 2m(t)TQ−1(t)DQ−1m(t)−Q−1Km(t), (25)
∂t(m(t)
TQ−1(t)m(t)) = −2
[
m(t)TQ−1(t)DQ−1(t)m(t) +m(t)TQ−1(t)Km(t)
]
, (26)
∂ts(t) = D : Q−1(t) + Tr(B +K). (27)
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We will solve these equations together with the initial value datum Q(0) = 0,m(0) = I and s(0) =
n
2 log(2pi). Equation (24) is a nonlinear Riccati-type equation for Q−1(t). We use the following formula
for the derivative of the inverse of a matrix
dA−1(t)
dt
= −A−1(t)dA(t)
dt
A−1(t).
Applying this formula for Q(t) and using (24) we get
∂tQ(t) = −Q(t)∂t(Q−1(t))Q(t) = −2Q(t)
[
−Q−1(t)(B +K)−Q−1(t)DQ−1(t)
]
Q(t)
= 2
[
D + (B +K)Q(t)
]
. (28)
Using Duhamel’s formula we obtain
Q(t) = 2
∫ t
0
e2(t−s)(B+K)Dds = 2
∫ t
0
e2s(B+K)Dds. (29)
From (24) and (25) we deduce that
∂tm(t) = Bm(t), (30)
which yields m(t) = etB. From (24) and (30), we have
∂t(m(t)
TQ−1(t)m(t)) = ∂tm(t)TQ−1(t)m(t) +m(t)T∂t(Q−1(t))m(t) +m(t)TQ−1(t)∂tm(t)
= −2
[
m(t)TQ−1(t)DQ−1(t)m(t) +m(t)TQ−1(t)Km(t)
]
,
which is exactly (26). In other words, (26) is a consequence of (24) and (25). Similarly we show now
that (27) is also redundant as a consequence of (28). In fact, applying the formula for the derivative of
the determinant of a matrix we get
∂ts(t) =
1
2
∂t log detQ(t) = 1
2
∂t detQ(t)
Q(t)
=
1
2
Tr
(
Q−1(t)∂tQ(t)
)
(28)
= Tr
[
Q−1(t)(D + (B +K)Q(t))]
= D : Q−1(t) + Tr(B +K),
which is indeed (27), as claimed. In conclusion, we find that
Q(t) = 2
∫ t
0
e2s(B+K)Dds and m(t) = etB.
Remark 2.4.
1) By taking d = 1, B = −γ, K = κ and D = Q we recover the known result [Fra05, Equation (3.166)]
for the Shimizu-Yamada model (the overdamped McKean-Vlasov equation with quadratic interaction
and confining potentials).
2) Suppose that L = S+A is an infinitesimal generator of a diffusion process that possesses an invariant
measure ρ∞ and satisfies
S = S∗, A = −A∗ in L2ρ∞ and Sρ∞ = 0 = Aρ∞.
Then the following relation holds [Pav14, Chapter 4]:
L
∗(fρ∞) = (Sf −Af)ρ∞, (31)
From this relation one can find the fundamental solution to the forward Fokker-Plank equation, L ∗ρ = 0,
from that of the backward Fokker-Planck equation, L f = 0, and vice versa.
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3 Nonconvex potentials: stationary solutions, phase transition
and convergence to equilibrium
For non-convex confining potentials and for the Curie-Weiss quadratic interaction potential, it is well
known that the the McKean-Vlasov equation exhibits a continuous phase transition [Daw83]: at suffi-
ciently high temperatures only one stationary distribution exists, corresponding to zero mean (magne-
tization order parameter), whereas at low temperatures this mean zero state becomes unstable and two
new branches emerge (for the Landau quadratic potential), corresponding to a nonzero magnetization.
A natural question is whether the addition of inertia, i.e. the underdamped McKean-Vlasov equation,
or the addition of memory in the system can change the structure of this pitchfork bifurcation. This
problem was studied for the underdamped McKean-Vlasov equation in [DT16], where it was shown that
the presence of inertia does not change the bifurcation diagram. In this section we show that this is the
case also for the generalized McKean-Vlasov dynamics.
In this section, we make the following assumptions on the confining potential V , the interaction
potential U and the initial data ρ0. They are made in order to rely on the results in [Tug13a, Tug13b,
DT18].
Assumption 3.1. (i) V ∈ C∞(Rd); V (q) ≥ C4|q|4 − C2|q|2 for some positive constants C2 and C4;
|∇V (q)| ≤ K|q|2m for some positive constants m and K; ∇2V (q) > 0 when q /∈ K for some compact
subset K ⊂ Rd. Finally, lim
|q|→+∞
∇2V (q) = +∞.
(ii) U is nonnegative and there exists an even, positive and convex polynomial function G with
deg(G) =: 2n ≥ 2 such that U(q) = G(|q|).
(iii) The initial measure ρ0 admits a C∞-continuous density with respect to the Lebesgue measure
and has a finite entropy. Furthermore, its 8r2-th moment with respect to the variable q, where
r := max {m,n}, and its second moment with respect to the variable p are finite.
3.1 Stationary solutions: characterization and phase transition
We first provide a characterization of stationary solutions to Equation (3), i.e., solution to the following
equation
K[ρ]ρ = 0, (32)
where
K[µ]ρ = − divq(pρ) + divp
[
(∇qV (q) +∇qU ∗ µ(q)− λT z)ρ
]
+divz
[
(pλ+Az)ρ
]
+ β−1 divz(A∇zρ), (33)
for a given µ ∈ L1(X). Note that for a given µ, the operator K[µ](ρ) is linear in ρ which can be seen as
the linearization of the (quadratic) operator K[ρ](ρ) around the state µ.
We start by showing that the stationary McKean-Vlasov equation (32) can be rewritten as a nonlinear
integral equation. This reformulation of the stationary Fokker-Planck equation is well known for the
overdamped McKean-Vlasov equation, see, e.g. [Tam84][Lem. 4.1, Thm. 4.1].
Proposition 3.2. If there exists a solution ρ∞ ∈ L1(X) ∩ L∞(X) to Equation (32) then
ρ∞(q, p, z) =
1
Z
exp
[
−β
( |p|2
2
+
‖z‖2
2
+ V (q) + (U ∗ ρ∞)(q)
)]
, (34)
where Z is the normalization constant
Z =
∫
X
exp
[
−β
( |p|2
2
+
‖z‖2
2
+ V (q) + (U ∗ ρ∞)(q)
)]
dx. (35)
Conversely, any probability measure whose density satisfies (34) is a stationary solution to (3).
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Proof. The converse statement is obviously verified by direct computations. We adapt the proof of
a similar statement for the underdamped McKean-Vlasov equation from [DT16, Proposition 1] and
[Dre87, Proposition 1& 2] to prove the necessary condition for the generalized McKean-Vlasov equation
. It consists of two steps. Due to the presence of the additional variable z, Step 1 below will be more
involved than those in aforementioned papers.
Step 1: The linearized equation. We first consider the linearized equation
Kρ := K[µ]ρ = 0, (36)
where µ ∈ L1(Rd × Rd × Rdm) is given. We define
Hµ(q, p, z) :=
1
2
|p|2 + V (q) + 1
2
‖z‖2 + (U ∗ µ)(q) and (37a)
J =

0 −I 0I 0 −λT
0 λ 0

 ∈ R(2d+m)×(2d+m). (37b)
Then Equation (36) can be written in a compact form as
K[µ]ρ = div[J∇Hµρ] + divz [A(zρ+ β−1∇zρ)] = 0,
where the div and ∇ in the first term are with respect to the full variable x = (q, p, z).
We prove the following claim: define
f(q, p, z) :=
1
Z¯
exp
[
−β
( |p|2
2
+
‖z‖2
2
+ V (q) + U ∗ µ(q)
)]
=
1
Z¯
exp(−βHµ),
where Z¯ is the normalization constant, Z¯ =
∫
X
e−βHµ dx, and
A :=
{
u : X→ R : g := uf−1/2 satisfies that g ∈ C1, ‖J∇Hµg2‖1 <∞, ‖ div(J∇Hµg2)‖1 <∞
‖f1/2gA∇z(f−1/2g)‖1 <∞ & ‖ div(f1/2gA∇z(f−1/2g))‖1 <∞
}
.
Then f is the unique solution in A to the linearized equation (36). The conditions in A will ensure later
the application of the following divergence theorem in the whole space [GGS10, Section 4.5.2]:
Theorem 3.3. Let F be a C1 vector field in Rn. Assume that ‖F‖1 <∞ and ‖ divF‖1 <∞. Then∫
Rn
divF dx = 0.
To verify f ∈ A it is sufficient to show that ‖J∇Hf‖1 < ∞. This is true under Assumption 3.1 on
the confining and interaction potentials. In addition, straightforward computations give
div[J∇Hµf ] = J∇Hµ · ∇f + f div(J∇Hµ) = −βJ∇Hµ · ∇Hf = 0 and divz[A(zf + β−1∇zf ] = 0,
where we have used the antisymmetry of J and the fact that ∇zf = −βzf . Therefore, K[µ]f = 0.
Suppose that there exists another solution f¯ ∈ A to Equation (36). We need to prove that f¯ = f . Let
g := f¯ f−1/2, i.e., f¯ = gf1/2. We have
div[J∇Hµf¯ ] = J∇Hµ · ∇(gf1/2) = f1/2J∇Hµ · ∇g + gJ∇Hµ · ∇f1/2 = f1/2J∇Hµ · ∇g = f1/2 div[J∇Hµg],
where we have used the fact that JHµ · ∇f1/2 = −β2 f1/2JHµ · ∇Hµ = 0. Furthermore,
divz[A(zf¯ + β
−1∇z f¯)] = divz[A
(
zf¯ + β−1∇z(ff−1/2g))]
= divz
[
A(zf¯ + β−1f∇z(f−1/2g) + β−1f−1/2g∇zf
)]
= β−1 divz
[
Af∇z(f−1/2g)
]
,
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since zf¯ + β−1gf−1/2∇zf = zf¯ − gf−1/2fz = zf¯ − zf¯ = 0. Therefore, we obtain that
K[µ]f¯ = f1/2 div[J∇Hµg] + β−1 divz
[
Af∇z(f−1/2g)
]
.
We now define
Qg := −f−1/2K[µ]f¯ = − div[J∇Hµg]− β−1f−1/2 divz
[
Af∇z(f−1/2g)
]
.
We have Qg = 0. On the other hand, we have
0 = 〈Qg, g〉L2 = −
∫
X
(
div[J∇Hµg] + β−1f−1/2 divz
[
Af∇z(f−1/2g)
])
g dx
=
1
2
∫
X
div[J∇Hµg2] dx+
∫
X
div[f1/2gA∇z(f−1/2g)] dx+ β−1
∫
X
fA∇z(f−1/2g) · ∇z(f−1/2g) dx
= β−1
∫
X
fA∇z(f−1/2g) · ∇z(f−1/2g) dx.
We note that the first two integrals vanish because f ∈ A and Theorem 3.3. Since the matrix A is
positive definite, it follows that ∇z(f−1/2g) = 0, i.e., f−1/2g = h(q, p) for some function h. Hence
f¯ = gf1/2 = fh(q, p) and
0 = K[µ]f¯ = K[µ](fh) = div[J∇Hµ(fh)] + divz [A(zfh+ β−1∇z(fh))] = fJ∇Hµ · ∇h+ hK[µ]f.
This implies that
0 = J∇Hµ · ∇h = ∇pHµ · ∇qh+ (−∇qHµ + λ∇zHµ) · ∇ph,
hence ∇ph = ∇qh = 0, i.e., h is a constant. Since ‖f¯‖L1 = ‖f‖L1 = 1, h must be 1 and therefore f¯ = f
as required.
Step 2: the nonlinear equation. Now suppose that ρ∞ satisfies the (nonlinear) stationary equa-
tion (32), i.e., K[ρ∞]ρ∞ = 0. According to Step 1, ρ∞ must satisfy
ρ∞ =
exp
[
−β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
∫
X
exp
[
−β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
dx
, (38)
which is the claimed statement.
As a direct consequence of Proposition 3.2 we obtain the following corollary, which is a natural
generalization of the fact that the invariant measures of the finite dimensional underdamped Langevin
and generalized Langevin dynamics are product measures.
Corollary 3.4. The number of stationary states of the overdamped, underdamped and generalized
Mckean-Vlasov equations is the same.
Proof. Stationary solutions of the overdamped, the underdamped and the generalized McKean-Vlasov
equations satisfy the following integral equations
ρoMV∞ =
exp
[
−β
(
V (q) + U ∗ ρ∞(q)
)]
∫
X
exp
[
−β
(
V (q) + U ∗ ρ∞(q)
)]
dq
,
ρuMV∞ =
exp
[
−β
(
|p|2
2 + V (q) + U ∗ ρ∞(q)
)]
∫
X
exp
[
−β
(
|p|2
2 + V (q) + U ∗ ρ∞(q)
)]
dx
=
exp
(
− |p|22
)
∫
Rd
exp
(
− |p|22
)
dp
ρMV∞ ,
and
ρgMV∞ =
exp
[
−β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
∫
X
exp
[
−β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
dx
=
exp
(
− ‖z‖22
)
∫
Rmd
exp
(
− ‖z‖22
)
dz
exp
(
− |p|22
)
∫
Rd
exp
(
− |p|22
)
dp
ρMV∞ ,
respectively. Due to the separability of the variables p and z in the above formulas, the number of
stationary solutions of the underdamped the generalized McKean-Vlasov equations are the same as that
of the overdamped Mckean-Vlasov equation.
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Remark 3.5. A consequence of Corollary 3.4 is that, for nonconvex confining potentials, and for the
Curie-Weiss quadratic interaction potential, the bifurcation diagrams and even the critical temperature–
see, e.g. [Daw83][Result II, Remark 3.3.1]–are the same for the overdamped, underdamped and general-
ized McKean-Vlasov dynamics.
Remark 3.6. (Effect of colored noise on the structure of phase transitions)
The McKean-Vlasov dynamics with colored noise is given by
dX(t) = −∇V (X(t)) dt−∇U(X(t)) ∗ ρt dt+ δn dt, (39a)
dn(t) = = αn(t) dt+
√
2αβ−1dW (t), (39b)
where ρt = Law(X(t), n(t)), δ, α are given positive constants. The Fokker-Planck equation associated to
the SDE (39) is given by
∂ρ
∂t
= divx
[
(∇V (x) +∇U(q) ∗ ρ+ δn)ρ
]
+ α
(
divn(nρ) + β
−1∆nρ
)
. (40)
There does not appear to be an obvious gradient structure for Equation (40). An invariant measure
ρ∞ = ρ∞(x, n) dxdn to (40) satisfies
divx
[
(∇V (x) +∇U(x) ∗ ρ∞ + δn)ρ∞
]
+ α
(
divn(nρ∞) + β−1∆nρ∞
)
= 0.
It implies that ρ∞ can not be written in the form
ρ∞(x, z) = Z−1 exp
[
− β
(
V (x) + U ∗ ρ∞(x) + ‖n‖
2
2
)]
,
For this reason, the effect of colored noise on the structure of phase transitions turns out to be nontrivial.
We will study this problem in a forthcoming work.
3.2 Convergence to equilibrium
In this section, we prove that solutions to the generalized McKean-Vlasov equation converge to a sta-
tionary solution using the free energy approach developed in [BCS97], see also [DT18]. We note that in
this paper we do not address the problem of well-posedness and regularity of solutions to the generalized
McKean-Vlasov equation. Under appropriate assumptions on the initial data, it should be possible, in
principle, to adapt the techniques of [BCS97, BD95] to show that a solution to the generalised McKean-
Vlasov equation is sufficiently smooth so that the computations in this section can be fully justified.
We consider the following free energy functional
F (ρ) = β−1
∫
ρ log ρ+
∫ [1
2
|p|2 + V (q) + 1
2
‖z‖2
]
ρ
+
1
2
∫
U(q − q′)ρ(q′, p′, z′)ρ(q, p, z) dq′dp′dz′ dqdpdz
=
∫ [1
2
|p|2 + V (q) + 1
2
‖z‖2 + 1
2
U ∗ ρ+ β−1 log ρ
]
ρ, (41)
and define h(t) := F (ρ(·, t)).
The following lemma establishes useful properties of the free energy functional F (·) and of its time
derivative along the flow ρ(·).
Lemma 3.7. The following assertions hold
(1) F is bounded from below.
(2) h is a decreasing function of time and its time derivative is given by
h˙(t) = −
∫
A(z
√
ρ+ 2β−1∇z√ρ) · (z√ρ+ 2β−1∇z√ρ) ≤ 0. (42)
13
(3) The limit lim
t→+∞
h(t) is well-defined.
Proof. We start with proving that the free energy functional is bounded from below. In fact, since U ≥ 0
and infq∈Rd
(
V (q)− |q|22
)
≥ C1 > −∞ we have
F (ρ) ≥ C1 +
∫ [ |p|2
2
+
|q|2
2
+
‖z‖2
2
]
ρ+ β−1
∫
ρ log ρ
= C1 + β
−1H(ρ||µ)− C2
≥ C1 − C2 > −∞,
where µ := 1Z1 exp
(
− β( |p|22 + |q|22 + ‖z‖22 )) with Z1 being the normalization constant, C2 = lnZ1, and
H(ρ||µ) ≥ 0 is the relative entropy between ρ(x) dx and µ which is defined by
H(ρ||µ) :=
∫
log
( ρ(x)
µ(x)
)
ρ(x) dx.
It is well known that H(ρ||µ) ≥ 0, see for instance [DE97, Lemma 1.4.1]. Next we prove the second
assertion. Using H and J defined in (37a), Equation (3) can be written as
∂tρ = − div
[
J∇Hρ
]
+ divz
[
A(zρ+ β−1∇zρ)
]
,
where div on the right hand side of the above equation denotes the divergence with respect to x = (q, p, z).
This representation is more convenient for the following computations:
h˙(t) =
d
dt
F (ρ(t))
=
∫ [
H+ β−1(log ρ+ 1)]∂tρ
=
∫ [
H+ β−1 log ρ
]
·
[
− div(J∇Hρ) + divz(Azρ+ β−1A∇zρ)
]
=
∫ [
JH ·Hρ+ β−1J∇H · ∇ρ
]
− (Azρ+ β−1A∇zρ) · ∇z(H + β−1 log ρ)
(∗)
= −
∫
1
ρ
A(zρ+ β−1∇zρ) · (zρ+ β−1∇zρ)
= −
∫
A(z
√
ρ+ 2β−1∇z√ρ) · (z√ρ+ 2β−1∇z√ρ),
where to obtain the equality (∗) we have used the fact that the square-bracket in the line above vanishes
due to the antisymmetry of J and integration by parts while the last equality follows from (∗) using the
property that ∇z√ρ = ∇zρ2√ρ . Finally, the last assertion is a direct consequence of the first and second
ones.
Corollary 3.8. For any T > 0, we have
lim
t→∞
∫ T
0
∫
X
A
(
z
√
ρ(t) + 2β−1∇z
√
ρ(t)
) · (z√ρ(t) + 2β−1∇z√ρ(t)) dx ds = 0 (43)
where ρ(t) is defined by ρ(t)(s,x) := ρ(t+ s,x).
Proof. For any given T > 0, by part (iii) of Lemma 3.7, we have
lim
t→∞
∫ T
0
h˙(t+ s) ds = lim
t→∞
(h(t+ T )− h(t)) = 0.
On the other hand, by part (ii), we get
0 = lim
t→∞
∫ T
0
h˙(t+ s) ds = lim
t→∞
∫ T
0
∫
X
A
(
z
√
ρ(t) + 2β−1∇z
√
ρ(t)
) · (z√ρ(t) + 2β−1∇z√ρ(t)) dx ds
which proves the statement of the corollary.
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Given any sequence {tn} → ∞, we will denote by ρn the function ρ(tn). The following lemma
establishes compactness properties of the sequence {ρn}.
Lemma 3.9. The following assertions hold:
(1) The two sequences {Qn1 , n ∈ N} and {Qn2 , n ∈ N}, defined in
Qn1 :=
∫
X
ρn log ρn1ρn≥1 dx,
and
Qn2 :=
∫
X
( |p|2
2
+
‖z‖2
2
+ V (q) +
1
2
U ∗ ρn
)
ρn dx
are uniformly bounded in time.
(2) The sequence of distributions {ρn , n ∈ N} is relatively compact in C([0;T ], L1(X)).
Proof. The proof of this lemma follows the same lines as that of [DT18, Lemma 3.5] and [Lemma 5.2]
[BCS97]; hence we omit it here.
Lemma 3.10. Let ξ ∈ C2(R) with ξ′′ ∈ L∞(R) and ξ(0) = 0. Then the following equation holds in the
sense of distribution on (0, T )×X
∂ξ(ρ)
∂t
− K[ρ]ξ(ρ) = Tr(A)
(
ρξ′(ρ)− ξ(ρ)
)
− β−1ξ′′(ρ)A∇zρ · ∇zρ, (44)
where the operator K is defined in (33).
Proof. The proof follows the lines of [BCS97, Lemma 3.9]. We sketch the main idea here. Multiplying
the equation ∂ρ∂t ρ− K[ρ]ρ = 0 with ξ′(ρ), we obtain
∂ξ(ρ)
∂t
−
(
K[ρ]ρ
)
ξ′(ρ) = 0. (45)
Direct computations and using the following identities
divz(Azρ)ξ
′(ρ) = divz(Azξ(ρ))− Tr(A)(ξ(ρ) − ρξ′(ρ)),
and
divz(A∇zρ)ξ′(ρ) = divz(A∇zξ(ρ)) − ξ′′(ρ)A∇zρ · ∇zρ,
yield: (
K[ρ]ρ
)
ξ′(ρ) = K[ρ]ξ(ρ)− Tr(A)(ξ(ρ) − ρξ′(ρ))− ξ′′(ρ)A∇zρ · ∇zρ. (46)
Substituting (46) into (45) we obtain (44).
Proposition 3.11. There exists a function ρ∞ ∈ C([0, T ];L1(X)) such that
lim
n→+∞
ρn = ρ∞ in C([0, T ], L1(X)),
and the following assertions hold
(1)
√
ρ∞ solves the following equation
∂
√
ρ∞
∂t
− K[ρ∞]√ρ∞ = −Tr(A)
2
√
ρ∞ +
β
4
Az · z√ρ∞. (47)
(2) ρ∞ is a stationary solution to Equation (3) and is of the form
ρ∞(q, p, z) =
exp
[
− β
(
‖z‖2
2 +
|p|2
2 + V (q) + U ∗ h∞(q)
)]
∫
X
exp
[
− β
(
‖z‖2
2 +
|p|2
2 + V (q) + U ∗ h∞(q)
)]
dx
, (48)
where h∞ satisfies
h∞ =
exp
[
− β
(
V (q) + U ∗ h∞(q)
)]
∫
Rd
exp
[
− β
(
V (q) + U ∗ h∞(q)
)]
dq
,
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Proof. By Lemma 3.9 there exists a subsequence of {tn}, which we denote with the same index, and a
function ρ∞ ∈ C([0, T ];L1(X)) such that
ρn
n→∞−−−−→ ρ∞ in C([0, T ], L1(X)).
As a consequence √
ρn
n→∞−−−−→ √ρ∞ in L2([0, T ]×X)).
We now derive the limiting equation for
√
ρ∞. To focus on the main idea, we provide a formal derivation
here. Applying Lemma 3.10 to ξ(ρn) =
√
ρn we obtain
∂
√
ρn
∂t
− K[ρn]√ρn = −Tr(A)
2
√
ρn +
β−1
4
A∇zρn · ∇zρn
(ρn)3/2
, (49)
in the sense of distribution. We wish to pass to the limit n → ∞ in this equation. For which we need
appropriate compactness properties. Equation (43) implies that
lim
t→∞
∥∥∥β2
4
Az · zρn −A∇z
√
ρn · ∇z
√
ρn
∥∥∥
L1([0,T ]×X)
= 0.
In addition, similarly as in [Tug13a, Tug13b], we can prove that {∇F ∗ ρn(q)} converges uniformly on
each compact set towards ∇F ∗ ρ∞(q). We now pass to the limit n→∞ in Equation (49) to get
∂
√
ρ∞
∂t
− K[ρ∞]√ρ∞ = −Tr(A)
2
√
ρ∞ +
β
4
Az · z√ρ∞,
which proves (47). This derivation can be made rigorous following the lines of [BCS97, Proof of Theorem
1.2] by applying Lemma 3.10 to ξε(ρ
n) =
√
ρn + ε−√ε instead of the square root function; then passing
first to n → ∞ and then to ε → 0. We omit the details here and proceed to the second part of the
proposition. From (43), we get that
β
2
z
√
ρ∞ +∇z
√
ρ∞ = 0, (50)
in the sense of distributions on [0, T ]×X. Multiplying (50) with exp
(
β‖z‖2
4
)
we obtain
∇z
[
exp
(β‖z‖2
4
)√
ρ∞
]
= 0,
in the sense of distribution on [0, T ] × X, which implies that there exists a function g∞(t, q, p) ∈
L1loc([0, T ]× Rd × Rd) such that
√
ρ∞ =
√
g∞(t, q, p) exp
(
− β‖z‖
2
4
)
, i.e., ρ∞(t, q, p, z) = g∞(t, q, p) exp
(
− β‖z‖
2
2
)
. (51)
Substituting this representation to Equation (47) we obtain the following equation for
√
g∞
∂
√
g∞
∂t
= − divq
(
p
√
g∞
)
+ divp
(
(∇V (q) +∇qU ∗ g∞(q))
√
g∞
)
− λT z ·
(
∇p
√
g∞ +
β
2
p
√
g∞
)
. (52)
Since g∞ is independent of z, we must have
β
2
p
√
g∞ +∇p
√
g∞ = 0.
This implies that there is a function h∞(t, q) ∈ L1loc([0, T ]× Rd) such that
g∞(t, q, p) = h∞(t, q) exp
(
− β|p|
2
2
)
. (53)
Substituting this back into (52) we get
∂
√
h∞
∂t
= −p ·
(
∇q
√
h∞ +
β
2
(∇V (q) +∇U ∗ h∞(q))
√
h∞
)
.
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Since h∞ is independent of p, we must have that
∂
√
h∞
∂t
= ∇q
√
h∞ +
β
2
(∇V (q) +∇U ∗ h∞(q))
√
h∞ = 0,
which implies that h∞ solves
h∞ =
exp
[
− β(V (q) + U ∗ h∞(q))
]
∫
Rd
exp
[
− β(V (q) + U ∗ h∞(q))
]
dq
. (54)
Substituting (54) and (53) back to (51) we obtain that
ρ∞(q, p, z) =
exp
[
− β
(
‖z‖2
2 +
|p|2
2 + V (q) + U ∗ h∞(q)
)]
∫
X
exp
[
− β
(
‖z‖2
2 +
|p|2
2 + V (q) + U ∗ h∞(q)
)]
dx
,
where h∞ solves (54). According to Proposition 3.2, ρ∞ is a stationary solution to Equation (3).
4 GENERIC formulation of the GLMV
In this section, we recast the overdamped, underdamped and generalized McKean-Vlasov equations into
the GENERIC (General Equation for Non-Equilibrium Reversible-Irreversible Coupling) formalism, thus
putting them in a common framework. In addition, using the GENERIC formulation, we can rederive
formulas for their stationary states obtained in Section 3.
4.1 The GENERIC framework
As suggested by its name, in the GENERIC framework an evolution equation for an unknown z in a state
space Z is decomposed into the sum of a reversible dynamics and an irreversible dynamics as follows
∂z
∂t
= L(z)
δE(z)
δz︸ ︷︷ ︸
reversible dynamics
+ M(z)
δS(z)
δz︸ ︷︷ ︸
irreversible dynamics
. (55)
In the above equation, L,M are two operators, E, S : Z → R are two functionals that are respectively
callled energy and entropy functionals, δEδz ,
δS
δz are appropriate derivatives of E and S (such as either the
Fre´chet derivative or a gradient with respect to some inner product). The GENERIC framework impose
the following conditions on {L,M,E, S}, which are called the GENERIC building blocks,
(C1) L = L(z) is, for each z, antisymmetric operator satisfying the Jacobi identity
{{F1,F2}L,F3}L + {{F2,F3}L,F1}L + {{F3,F1}L,F2}L = 0, (56)
for all functions Fi : Z→ R, i = 1, 2, 3, where the Poisson bracket {·, ·}L is defined via
{F,G}L := δF
δz
· L δG
δz
. (57)
(C2) M = M(z) is symmetric and positive semidefinite.
(C3) The following degeneracy condition holds
L
δS
δz
= 0, M
δE
δz
= 0. (58)
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Being formulated in the GENERIC framework, an evolution equation automatically justifies the first
and second laws of thermodynamics, i.e., along its solutions energy is conserved while entropy is non-
decreasing. Indeed, they are direct consequences of the above conditions:
dE(z(t))
dt
=
δE
δz
· dz
dt
=
δE
δz
·
(
L
δE
δz
+M
δS
δz
)
=
δE
δz
· L δE
δz
+
δE
δz
·M δS
δz
= 0,
dS(z(t))
dt
=
δS
δz
· dz
dt
=
δS
δz
·
(
L
δE
δz
+M
δS
δz
)
=
δS
δz
·M δS
δz
≥ 0.
In addition, in the GENERIC framework, equilibria can be obtained by the maximum entropy principle:
they are the maximizers of the entropy S under the constraint that the energy is constant E(z) = E0
[OG97, Mie11]. Define Φ(z) = S(z) − λ(E(z) − E0) for some λ ∈ R, which plays the role of a Lagrange
multiplier. The states z∞ that maximize the entropy under the constraint E(z) = E0 are solutions to{
δΦ(z)
δz = 0,
E(z) = E0,
which is equivalent to {
δS(z)
δz = λ
δE(z)
δz ,
E(z) = E0.
(59)
Furthermore, since Φ(zt) is also a nondecreasing function of time, it follows that all solutions zt of the
GENERIC equation (55) converge to z∞ as t → ∞. We refer to [OG97, Property 3] for more detailed
discussion.
In the next sections, we recast the MV dynamics, the VFP dynamics and the GLMV dynamics into
the GENERIC framework and we use Equation (59) to establish formulas for their stationary solutions
recovering the results in the previous section.
4.2 GENERIC formulation of the generalized McKean-Vlasov equation
It has been known that both the overdamped and underdamped McKean-Vlasov equations are Wasser-
stein gradient flows [CMV03, CMV06]. More recently, in [DPZ13] it was shown that the underdamped
McKean-Vlasov equation can be cast into the GENERIC framework. In this section, we apply the
technique therein for the generalized McKean-Vlasov equation. To this end, we need to construct the
building block {Z, L,M,E, S} and verify Conditions (C1)− (C3) in the previous section.
Let ρ be a smooth solution of the the generalized McKean-Vlasov equation (3). We define
H(ρ) :=
∫ ( |p|2
2
+ V (q) +
1
2
(U ∗ ρ) + ‖z‖
2
2
)
ρ dx. (60)
Let us introduce an auxiliary time-dependent variable e whose evolution is given by
d
dt
e = − d
dt
H(ρt) =
∫
Az · zρ dx− β−1Tr(A). (61)
We now show that the coupled system for the variables (ρ, e),
∂t
(
ρ
e
)
=
(
div(ρJ∇Hρ) + β−1 div(ρA∇z log ρ) + div(ρAz)
−β−1Tr(A) + ∫ Az · zρ dx
)
, (62)
can be formulated in the GENERIC framework. We construct the building blocks as follows
z = (ρ, e), Z = P2(X)× R, E(ρ, e) = H(ρ) + e, S(ρ, e) = −β−1
∫
ρ log ρ+ e,
L(ρ, e) =
(
Lρρ 0
0 0
)
, and M(ρ, e) =
(
Mρρ Mρe
Meρ Mee,
)
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where the operators defining L and M are given by
Lρρξ = div
(
ρJ∇ξ
)
, Mρρξ = − div(ρA∇zξ), Mρer = r div
(
ρAz
)
Meρξ = −
∫
Az · ∇zξ ρ dx, Meer = r
∫
Az · z ρ dx
with J being the antisymmetric matrix defined in (37a). We compute the first variations of E and S:
δE
δz
=
(
V (q) + |p|
2
2 + U ∗ ρ+ ‖z‖
2
2
1
)
=
(
Hρ
1
)
,
δS
δz
=
(−β−1(log ρ+ 1)
1
)
. (63)
Thus the GENERIC equation associated to these blocks is given by
∂t
(
ρ
e
)
= L
δE
δz
+M
δS
δz
=
(
LρρHρ
0
)
+
(−β−1Mρρ(log ρ+ 1) +Mρe1
−β−1Meρ(log ρ+ 1) +Mee1
)
=
(
div(ρJ∇Hρ)
0
)
+
(
β−1 div(ρA∇z log ρ) + div(ρAz))
β−1
∫
ρAz · ∇z log ρ dx+
∫
Az · zρ dx
)
=
(
div(ρJ∇Hρ) + β−1 div(ρA∇z log ρ) + div(ρAz)
β−1
∫
ρAz · ∇z log ρ dx+
∫
Az · zρ dx
)
,
which is indeed the system (62). By straight but lengthy computations one can verify all the conditions
imposed on the GENERIC framework for the building blocks constructed above.
4.3 Invariant measures
We now look for stationary solutions of the coupled system (62) using (59). A stationary solution z∞ =
(ρ∞, e∞), where ρ∞ is a probability measure, of (3)-(61) maximizes the entropy S(z) under the constraints
that E(z) is a constant and that
∫
ρ(dqdp) = 1. Define Φ(z) = S(z)−λ1(E(z)−E0)−λ2(
∫
R2d
ρ(dqdp)− 1)
for some λ1, λ2 ∈ R then (ρ∞, e∞) satisfies the following equation

δΦ(z)
δz = 0,
E(z) = E0,∫
ρ∞(dqdpdz) = 1.
(64)
Using the computations in (63), we have
δΦ(z)
δz
=
δS(z)
δz
− λ1 δE(z)
δz
−
(
λ2
0
)
=
(−β−1(log ρ+ 1)− λ1Hρ − λ2
1− λ1
)
.
Therefore, equation (64) becomes

−β−1(log ρ∞ + 1) = λ1Hρ∞ + λ2,
1 = λ1,
Hρ + e = E0,∫
ρ∞(dqdp) = 1.
Substituting λ1 = 1 into the first equation and then combining with the last equation, we obtain that
ρ∞ satisfies
ρ∞ =
exp
(− βHρ∞)∫
exp
(− βHρ∞) dx =
exp
(
− β(V (q) + |p|22 + U ∗ ρ+ ‖z‖
2
2 )
)
∫
exp
(
− β(V (q) + |p|22 + U ∗ ρ+ ‖z‖
2
2 )
) .
This is exactly Equation (34) obtained in Section 3. Similarly we can derive the formula in Corollary
3.4 for a stationary solution ρV FP∞ of the VFP dynamics using its GENERIC formulation in [DPZ13].
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5 White noise (Markovian) limits
In this section, we derive the underdamped McKean-Vlasov dynamics from the white noise (Markovian)
limit of the generalized McKean-Vlasov dynamics both for the particle system and for the mean-field
PDE. We apply the formal perturbation expansions method developed in [PS08, Pav14].
5.1 From the generalized to the underdamped Langevin equations
We will derive (6) from (7) in the limit of vanishing correlation time of the noise which corresponds to
rescaling λ and A in (7) according to λ 7→ λ/ε and A 7→ A/ε2. The SDE (7) becomes
dQεi = P
ε
i dt, (65a)
dP εi = −∇V (Qεi ) dt−
1
N
N∑
j=1
∇U(Qεi −Qεj) dt+
1
ε
λTZεi dt, (65b)
dZεi = −
1
ε
P εi λdt−
1
ε2
AZi dt+
1
ε
√
2β−1AdWi. (65c)
Proposition 5.1. Let {Qεi , P εi , Zεi } be the solution of (65), and assume that the matrix A is invertible.
Then (Qεi (t), P
ε
i (t)) converges weakly to the solution of the Vlasov-Fokker-Planck equation (6), where the
friction coefficient is given by the formula
γ = 〈λ,A−1λ〉. (66)
Proof. We rewrite (65) in a compact matrix form
dQˆε = Pˆ ε dt, (67a)
dPˆ ε = F (Qˆ) dt+
1
ε
λT Zˆε dt, (67b)
dZˆε = −1
ε
Pˆ ελdt− 1
ε2
AZˆε dt+
1
ε
√
2β−1AdWˆ . (67c)
where we have used the following notation
Qˆε = (Qε1, . . . , Q
ε
N)
T , Pˆ ε = (P ε1 , . . . , P
ε
N )
T , Zˆε = (Zε1 , . . . , Z
ε
N)
T , Wˆ = (W1, . . . ,WN )
N ,
and
F (Qˆε) =
(
−∇V (Qε1)−
1
N
N∑
j=1
∇U(Qε1 −Qεj), . . . ,−∇V (QεN )−
1
N
N∑
j=1
∇U(QεN −Qεj)
)T
.
The backward Kolmogorov equation associated to (67) is
∂uε
∂t
=
( 1
ε2
L0 +
1
ε
L1 + L2
)
u, (68)
with
L0 = −Azˆ · ∇zˆ + β−1A : D2zˆ ,
L1 = λ
T zˆ · ∇pˆ − pˆλ · ∇zˆ ,
L2 = pˆ · ∇qˆ + F (qˆ) · ∇pˆ.
We seek for a solution to (68) in the form of a power series expansion in ε:
uε = u0 + εu1 + ε
2u2 + . . . .
By substituting this expansion into (68) and equating powers of ε, we obtain the following sequence of
equations
L0u0 = 0, (69a)
−L0u1 = L1u0, (69b)
−L0u2 = L1u1 + L2u0 − ∂u0
∂t
, (69c)
. . . = . . . .
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It follows from the first equation (69a) that to leading order, the solution of the Kolmogorov equation
is independent of the auxiliary variables zˆ, u0 = u(qˆ, pˆ, t). The solvability of the second equation (69b)
reads ∫
RdmN
L1u0 e
−β
2
‖zˆ‖2 dzˆ = 0,
which is fulfilled since L1u0 = λ
T zˆ · ∇pˆu, thus∫
RdmN
L1u0e
− β
2
‖zˆ‖2 dzˆ =
∫
RdmN
(
λT zˆ · ∇pˆu
)
e−
β
2
‖zˆ‖2 dzˆ = 0.
Equation (69b) becomes
−L0u1 = λT zˆ · ∇pˆu
The solution to this equation is
u1(q, p, t) = zˆA
−1λ · ∇pˆu.
Note that in the above equation, we ignore the part of the solution that lies in the null space of L0 since
it will not affect the limiting equation. The solvability condition for the third equation (69c) gives∫ (
L1u1 + L2u− ∂u
∂t
)
(2piβ−1)dmNe−
β
2
‖zˆ‖2 dzˆ = 0.
Since L2u− ∂u∂t is independent of zˆ, we deduce from the above solvability equation that
∂u
∂t
= L2u+
∫
(L1u1)(2piβ
−1)dmNe−
β
2
‖zˆ‖2 dzˆ. (70)
We compute the second term on the right-hand side of (70) using the properties of Gaussian distributions:∫
(L1u1)(2piβ
−1)dmNe−
β
2
‖zˆ‖2 dzˆ = 〈λ,A−1λ〉
(
− pˆ · ∇pˆu+ β−1∆pˆu
)
.
Substituting this calculation back into (70) we obtain that u satisfies the following PDE
∂u
∂t
= pˆ · ∇qˆu+ F (qˆ) · ∇pˆu+ 〈λ,A−1λ〉
(
− pˆ · ∇pˆu+ β−1∆pˆu
)
.
This is exactly the backward Kolmogorov equation of the Vlasov-Fokker-Planck system (6) with γ =
〈λ,A−1λ〉.
5.2 From the generalized McKean-Vlasov equation to the underdamped
Mckean-Vlasov equation at the mean-field level
Under the same rescaling, λ 7→ λ/ε and A 7→ A/ε2, as in the previous section system (4) becomes
dQε(t) = P ε(t) dt, (71a)
dP ε(t) = −∇V (Qε(t)) dt−∇qU ∗ ρεt (Qεt ) dt+
1
ε
λTZε(t) dt, (71b)
dZε(t) = −1
ε
P ε(t)λdt− 1
ε2
AZε(t) +
1
ε
√
2β−1AdW (t). (71c)
Proposition 5.2. Let (Qε, P ε, Zε) be the solution of (71), and assume that the matrix A is invertible.
Then (Qε, P ε) converges weakly to the solution of the Vlasov-Fokker-Planck equation
dQ(t) = P (t) dt, (72a)
dP (t) = −∇V (Q(t)) dt−∇qU ∗ ρt(Q(t)) dt − γP (t) dt+
√
2γβ−1dW (t), (72b)
where the friction coefficient is given by formula (66).
21
The Fokker-Planck equation associated to the McKean SDE (71) is
∂ρε
∂t
= L ∗ρε
= −p · ∇qρε + (∇V (q) +∇qU(q) ∗ ρεt ) · ∇pρε +
1
ε
(
− λT z · ∇pρε + pλ · ∇zρε
)
+
1
ε2
(
divp(Azρ
ε) + β−1 div(A∇pρε)
)
:=
(
L
∗
2 +
1
ε
L
∗
1 +
1
ε2
L
∗
0
)
ρε. (73)
According to Proposition 3.2, an invariant measure ρ∞ of the equation (71), if it exists, satisfies
ρ∞(q, p, z) =
exp
[
− β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
∫
exp
[
− β
(
|p|2
2 +
‖z‖2
2 + V (q) + U ∗ ρ∞(q)
)]
dqdpdz
. (74)
We define the function f ε(q, p, z, t) through
ρε(q, p, z, t) = ρ∞(q, p, z)f ε(q, p, z, t). (75)
Lemma 5.3. The function f ε(q, p, z, t) defined in (75) satisfies the equation
∂f ε
∂t
= −p · ∇qf ε + (∇V (q) +∇qU(q) ∗ (f ερ∞)) · ∇pf ε + βf εp · ∇U(q) ∗ ρ∞(1 − f ε)
+
1
ε
(
− λT z · ∇pf ε + pλ · ∇zf ε
)
+
1
ε2
(
−Az · ∇zf ε + β−1 divz(A∇zf ε)
)
=:
(
Lˆ2 +
1
ε
Lˆ1 +
1
ε2
Lˆ0
)
f ε. (76)
Proof. For simplicity of notation, we drop the superscript ε on f ε. From the definition of f and ρ∞, we
compute
∇zρ
ρ
=
∇z(fρ∞)
fρ∞
=
f∇zρ∞ + ρ∞∇zf
fρ∞
=
−βfρ∞z + ρ∞∇zf
fρ∞
= −βz + ∇zf
f
. (77)
Therefore, we obtain
L
∗
0 ρ = L
∗
0 (ρ∞f) = divz
[
Aρ
(
z + β−1
∇zρ
ρ
)]
(77)
= β−1 divz
(
ρ∞A∇zf
)
= β−1
(
∇zρ∞ ·A∇zf + ρ∞ divz(A∇zf)
)
= ρ∞
(
−Az · ∇zf + β−1 divz(A∇zf)
)
. (78)
We proceed with L ∗1 ρ:
L
∗
1 ρ = L
∗
1 (fρ∞) = −λT z · ∇p(fρ∞) + pλ · ∇z(fρ∞)
= ρ∞
(
− λT z · ∇pf + pλ · ∇zf
)
+ f(−λT z · ∇pρ∞ + pλ · ∇zρ∞)
= ρ∞
(
− λT z · ∇pf + pλ · ∇zf
)
. (79)
Finally we compute L ∗2 ρ:
L
∗
2 ρ = L
∗
2 (fρ∞)
= −p · ∇q(fρ∞) + (∇V (q) +∇qU(q) ∗ ρt) · ∇p(fρ∞)
= −p · (f∇qρ∞ + ρ∞∇qf) + (∇V (q) +∇qU(q) ∗ ρt) · (f∇pρ∞ + ρ∞∇pf)
=
[
− p · (− βf(∇V (q) +∇U(q) ∗ ρ∞) +∇qf)+ (∇V (q) +∇qU(q) ∗ ρt) · (− βfp+∇pf)] ρ∞
=
[
− p · ∇qf + (∇V (q) +∇qU(q) ∗ ρt) · ∇pf + βfp · ∇U(q) ∗ (ρ∞ − ρt)
]
ρ∞. (80)
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Substituting (78),(79) and (80) into (73) we obtain
∂f
∂t
= −p · ∇qf + (∇V (q) +∇qU(q) ∗ (fρ∞)) · ∇pf + βfp · ∇U(q) ∗ ρ∞(1− f)
+
1
ε
(
− λT z · ∇pf + pλ · ∇zf
)
+
1
ε2
(
−Az · ∇zf + β−1 divz(A∇zf)
)
,
which is equation (76). This completes the proof of the lemma.
We are now ready to prove Proposition 5.2.
Proof of Proposition 5.2 . We use the perturbation expansion method similarly as the proof of Proposi-
tion 5.1. We look for a solution to (76) of the form
f ε = f0 + εf1 + ε
2f2 + . . . .
Substituting this expansion into (76) and equating powers of ε we obtain the following sequence of
equations
Lˆ0f0 = 0, (81a)
−Lˆ0f1 = Lˆ1f0, (81b)
−Lˆ0f2 = Lˆ2f0 + Lˆ1f1 − ∂f0
∂t
, (81c)
. . . = . . .
It follows from equation (81a) that f0 is independent of z:
f0 = f(q, p, t).
We compute the right-hand side of (81b):
Lˆ1f0 = −λT z · ∇pf.
Thus equation (81b) becomes
Lˆ0f1 = λ
T z · ∇pf.
This equation satisfies the solvability condition since λT z · ∇pf is orthogonal to the null space of Lˆ ∗0
which consists of functions of the form e−β
‖z‖2
2 u(q, p). Therefore, it has a unique solution, up to a term
in the null space of Lˆ ∗0 ,
f1 = −zA−1λ · ∇pf.
From this expression we can compute
Lˆ1f1 = λ
TA−1λ
(
‖z‖2∆pf − p · ∇pf
)
. (82)
The solvability condition for equation (81c) is that its right-hand side must be orthogonal to the null of
Lˆ ∗0 , i.e., ∫ (
Lˆ2f + Lˆ1f1 − ∂f
∂t
)
Z−1e−β
‖z‖2
2 dz = 0. (83)
Since Lˆ2f − ∂f∂t does not depends on z, we conclude from (83) that
∂f
∂t
= Lˆ2f +
∫
(Lˆ1f1)Z
−1e−β
‖z‖2
2 dz. (84)
Since f does not depend on z and due to the separability of variables in ρ∞, the first term in the
right-hand of (84) can be simplified to
Lˆ2f = −p · ∇qf + (∇V (q) +∇qU(q) ∗ (f ρˆ∞)) · ∇pf + βfp · ∇U(q) ∗ ρˆ∞(1 − f),
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where ρˆ∞ satisfies
ρˆ∞(q, p) =
exp
[
− β
(
|p|2
2 + V (q) + U ∗ ρˆ∞(q)
)]
∫
exp
[
− β
(
|p|2
2 + V (q) + U ∗ ρˆ∞(q)
)]
dqdp
. (85)
The second term in the right-hand side of (84) can be computed using (82)∫
(Lˆ1f1)Z
−1e−β
‖z‖2
2 dz = λTA−1λ
(
β−1∆pf − p · ∇pf
)
.
Substituting the above computation back to (84), we obtain that
∂f
∂t
= −p ·∇qf+(∇V (q)+∇qU(q)∗(f ρˆ∞))·∇pf+βfp ·∇U(q)∗ ρˆ∞(1−f)+λTA−1λ
(
β−1∆pf−p ·∇pf
)
.
We define ρˆ(q, p, t) through
ρˆ(q, p, t) = f(q, p, t)ρˆ∞(q, p).
Then analogously as in Lemma 5.3, we conclude that ρˆ(q, p, t) satisfies the Fokker-Planck equation asso-
ciated to the Vlasov-Fokker-Planck dynamics (72) with the friction coefficient γ given by γ = λTA−1λ.
We thus complete the proof of Proposition 5.2.
6 Discussion and Future work
In this paper we studied the generalized McKean-Vlasov equation, that arises as the mean field limit
of a system of interacting non-Markovian Langevin equations, under the assumption that the memory
in the system can be described by introducing a finite number of auxiliary variables. We provided
explicit formulas for the fundamental solution of the McKean-Vlasov equation for quadratic confining
and interaction potentials, we studied the form of stationary states and we showed that no additional
stationary states appear due to the memory in the system. Furthermore, we showed, under appropriate
assumptions on the confining and interaction potentials, exponentially fast convergence to an equilibrium,
we showed how the generalized McKean-Vlasov equation can be written in the GENERIC form and we
studied the white noise limit.
As mentioned in the introduction section, the starting point of the present work is a system of
weakly interacting diffusions in an extended phase space, where the finite number of auxiliary processes
describe the memory of the system. Perhaps, a more natural starting point would be a system of weakly
interacting particles that is coupled to one or more heat baths, e.g. the model studied in [EPRB99], but
for weakly interacting nonlinear oscillators. Passing to the mean field limit and eliminating the heat bath
variables are two operations that do not commute, in general. The rigorous study of the combined mean
field and thermodynamic limits in, e.g. a Kac-Zwanzig type model [FKM65, GKS04] is an interesting
and difficult problem that we will leave for further study.
Other possible extensions of the present work include: first, the rigorous proof of a propagation of
chaos result for non-Markovian interacting Langevin equations in particular without the quasi-Markovianity
assumption; second, the development of a complete existence and uniqueness of solutions theory for the
generalized McKean-Vlasov equation; in addition, the study of non-Markovian interacting processes
without the quasi-Markovianity assumption; and finally the study of the effect of coloured noise on the
McKean-Vlasov dynamics, and in particular on the number and type of phase transitions.
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