Understanding the graph structure of the Internet is a crucial step for building accurate network models and designing efficient algorithms for Internet applications. Yet, obtaining this graph structure can be a surprisingly difficult task, as edges cannot be explicitly queried. For instance, empirical studies of the network of Internet Protocol (IP) addresses typically rely on indirect methods like traceroute to build what are approximately single-source, all-destinations, shortest-path trees. These trees only sample a fraction of the network's edges, and a paper by Lakhina et al. [2003] found empirically that the resulting sample is intrinsically biased. Further, in simulations, they observed A preliminary version of this article appeared in In this article, we study the bias of traceroute sampling mathematically and, for a very general class of underlying degree distributions, explicitly calculate the distribution that will be observed. As example applications of our machinery, we prove that traceroute sampling finds power-law degree distributions in both δ-regular and Poisson-distributed random graphs. Thus, our work puts the observations of Lakhina et al. on a rigorous footing, and extends them to nearly arbitrary degree distributions.
Introduction
A large body of recent work has focused on the topological properties of the Internet. Perhaps most famously, Faloutsos et al. [1999] claimed a power-law degree distribution both in the graph of routers in the Internet, that is, the level at which the Internet Protocol (IP) operates, and the connections between autonomous systems, the level at which the Border Gateway Protocol (BGP) operates. Similar results were obtained by Govindan and Tangmunarunkit [2000] and Barford et al. [2001] , among others. Based on these and other topological studies, it is widely believed that the degree distribution of Internet routers has a power-law form with exponent 2 < α < 3, that is, the fraction a k of vertices with degree k is proportional to k −α . These results have motivated both the search for natural graph growth models that give similar degree distributions (see, for instance, Fabrikant et al. [2002] ) and research into the question of how the topology might affect the real-world performance of Internet algorithms and mechanisms (for instance, Mihail et al. [2003] and Alderson et al. [2005] ).
However, unlike graphs such as the World Wide Web [Kleinberg et al. 1999] , in which links from each site can be readily observed, the connections between IPlevel routers on the Internet cannot be queried directly. Without explicitly knowing which routers are connected, how can one obtain an accurate map of this level of the Internet? Internet mapping studies typically address this issue by sampling the network's topology using traceroutes: packets are sent across the network in such a way that their paths are annotated with the IP addresses of the routers that forward them. The union of many such paths then forms a partial map of the IP-level Internet. While actual routing decisions involve multiple protocols and network layers, it is a common and reasonably accurate assumption that the packets follow shortest paths between their source and destination. We discuss the validity of this assumption and its implications in more detail below.
Most studies, including the one on which the work of Faloutsos et al. [1999] is based, infer the Internet's IP-level topology from the union of traceroutes issued from a single root computer to a large number of other computers in the network. If each edge has unit cost plus a small random term, the union of these shortest paths is a breadth-first search (BFS) tree. 1 This model of the sampling process is admittedly an idealization for several reasons. First of all, most empirical studies only use a subset of the valid IP addresses as destinations. Second, for technical reasons, some routers may not respond to traceroute queries. Third, a single router may annotate different packets with different IP addresses, a problem known as interface aliasing. Similarly, several routers may share a single IP address by communicating with each other using a data link layer protocol, as in a token ring network. These issues are known to introduce noise into the measured topology [Amini et al. 2002; Chen et al. 2002] .
However, as Lakhina et al. [2003] recently pointed out, traceroute sampling has another fundamental bias, one that is well captured by the BFS idealization. Specifically, in using such a sample to represent the network, one tacitly assumes that the sampling process is unbiased with respect to the properties being sampled, such as node degrees. However, an edge is much more likely to be visible, that is, included in the BFS tree or the traceroute study, if it is close to the root of the tree. Moreover, since in a random graph, high-degree vertices are more likely to be encountered early on in the BFS tree, they are sampled more accurately than lowdegree vertices. Indeed, Lakhina et al. [2003] (and, more recently, Guillaume et al. [2006] ) showed empirically that for Erdős-Rényi random graphs G(n, p) [Erdős and Rényi 1960] , which have a Poisson degree distribution, the observed degree distribution under traceroute sampling follows a power law, and this was verified analytically by Clauset and Moore [2005] . In other words, the bias introduced by traceroute sampling alone can make power laws appear where none exist in the underlying graph. Even when the underlying graph actually does have a power-law degree distribution k −α , Petermann and De Los Rios [2004] and Clauset and Moore [2005] showed numerically that traceroute sampling can significantly underestimate its exponent α, especially when the average degree of the underlying graph is large.
This inherent bias in traceroute sampling (along with the fact that no alternatives are clearly technologically feasible at this point) raises the following interesting question: Given the true degree distribution {a k } of the underlying IP-level graph, can we predict the degree distribution that will be observed after traceroute sampling? Or, in a purely graph-theoretic framework: can we characterize the degree distribution of a BFS tree for a random graph with a given degree distribution?
Our answers to these questions demonstrate that formal mathematical analysis can highlight the inherent problems with the current methodologies used to map the structure of the IP-level Internet. That is, we quantify precisely the bias introduced by traceroute-based sampling, assuming that traceroutes are shortest paths, while verifying formally the empirical observations of Lakhina et al. [2003] and Guillaume et al. [2006] . In particular, we prove that traceroute sampling reports power-law degree distributions even in the extreme case of regular random graphs, where every vertex has the same degree! Moreover, our results can be viewed as a first step towards the more practical goal of inferring a graph's true underlying degree distribution from biased observations. 1.1. OUR RESULTS. Our main result in this article is Theorem 1.2, which gives an explicit, high-probability characterization of the observed degree distribution as a function of the true underlying distribution. When we say that {a k } is a degree distribution, what we mean precisely is that the graph contains a k · n nodes of degree k. Definition 1.1. A degree distribution {a k } is sober if a k = 0 for k < 3, and there exist constants α > 2 and C > 0 such that a k < C · k −α for all k.
We restrict our attention to distributions that are sober as defined above, that is, distributions that are "not too heavy-tailed," and in which all nodes have degree at least 3. The requirement that the minimum degree is at least 3 implies, through a simple counting argument, that the graph is with high probability connected. 2 This is convenient since it ensures that the breadth-first tree reaches the entire graph. However, as we discuss below, this requirement can be relaxed, and in the case of disconnected graphs such as G(n, p = δ/n), we can indeed analyze the breadth-first tree built on the giant component. The requirement that the degree distribution be bounded by a power law k −α with α > 2 is made mostly for technical convenience. Among other things, it implies that the mean degree δ = k ka k of the graph is finite (although the variance is infinite for α ≤ 3). In particular, this requirement is consistent with the conjectured range α ∈ (2, 3) for the Internet [Faloutsos et al. 1999; Govindan and Tangmunarunkit 2000] .
In order to speak precisely about a random (multi)graph with a given degree sequence, we will use the configuration model [Bollobás 2001] : for each vertex of degree k, we create k copies, and then define the edges of the graph according to a uniformly random matching on these copies. Standard estimates imply that if a degree sequence is sober, then with high probability the total number of self-loops and multiple edges is o(n), and no vertex has more than C log n such edges, for some constant C. Thus, the difference between such a graph and a random simple graph is negligible, and we may work with the multigraph as a matter of mathematical convenience. Our main result can then be stated as follows: THEOREM 1.2. Let {a j } be a sober degree sequence, let G be a random multigraph with degree distribution {a j }, and assume that G is connected. Let T be a breadth-first tree on G, and let A obs j be the number of vertices of degree j in T . There exists a constant ζ > 0 such that with high probability, |A obs j − a obs j n| < n 1−ζ for all j, where More concisely, if g(z) = ∞ j=0 a j z j is the generating function of the degree sequence, then a obs j is the coefficient of z j in
The bulk of this article, namely Sections 2-5, is devoted to the proof of Theorem 1.2. In Section 6, we apply our general result to δ-regular graphs and graphs with Poisson degree distributions, which serve as conceptually crisp examples of the extreme bias that traceroute sampling can exhibit. In both cases, we find that the observed degree distribution follows a power law k −α with exponent α = 1. In the case of Poisson degree distributions, our work thus subsumes the work of Clauset and Moore [2005] .
The proof of this result is based on a process which gradually discovers the BFS tree (see Section 2). By mapping it to a continuous-time process somewhat analogous to Kim's Poisson cloning model [Kim 2006 ], we can avoid explicitly tracking the (rather complicated) state of the FIFO queue that arises in the process, and in particular the complex relationship between the degree of a vertex and its position in the queue. This allows us to calculate the expected degree distribution to within o(1) in Section 3. In Section 5, we see how these calculations can be rephrased in terms of generating functions, to yield the alternate formulation of Theorem 1.2. The concentration part of the result, in Section 4, analyzes a different and much more coarse-grained view of the process using tools distinct from those in Section 3: by carefully conditioning on the history of the process, we can apply a small number of Martingale-style bounds to obtain overall concentration.
1.2. CAVEATS REGARDING TRACEROUTE. As discussed above, we implicitly assume that the paths discovered by traceroute are shortest paths. This assumption is only an approximation for several reasons. First, as we discussed above, the mapping between routers and IP addresses (which are what is observed in reality) is neither one-to-one nor well-defined. This creates aliasing problems, among others [Spring et al. 2004] . Traceroute itself can also introduce spurious edges: traceroute works by sending a series of packets toward the destination, with increasing bounds on the number of hops, and seeing where each of these packets terminates. Since congestion and load balancing can cause these packets to occasionally take different routes, paths of k and k + 1 hops can have nonadjacent endpoints, in which case traceroute will incorrectly infer an edge between them. These and other traceroute artifacts are discussed in more detail by Viger et al. [2006] who propose an improved version of traceroute, called "Paris traceroute," which significantly reduces some, but not all, of these issues.
While the above are measuring artifacts, a more fundamental problem is introduced by interactions between routing protocols at different layers of the TCP/IP framework. For instance, actual routes are strongly affected by routing policies implemented by autonomous systems (ASs) at the BGP level; these are often based in part on contractual obligations or business concerns, in addition to latency (path length) concerns. Also, a shortest path at the AS level is not necessarily equivalent to a shortest path at the router level [Tangmunarunkit et al. 2001] , or viceversa. Thus, some routes can be up to several hops longer than the actual shortest paths [Tangmunarunkit et al. 2001; Leguay et al. 2007 ]. On the other hand, such issues do not fundamentally change the manner in which traceroute reveals edges in the IP-level Internet, suggesting that the idealizations made by our model may be reasonable. Similar conclusions have been reached by Guillaume et al. [2006] , through extensive simulations.
More broadly, our choice of model and analysis is motivated mainly by the desire to understand the fundamental bias introduced by the BFS tree sampling technique alone, rather than the artifacts of a particular software tool or routing policy. As IP-level sampling tools improve (e.g., Viger et al. [2006] ) and access to BGP routing tables (which are typically used to reconstruct the AS-level Internet graph) becomes more widely available, one might reasonably expect the idealized analysis to gradually mirror the real world more accurately. In addition, our results are not necessarily specific to traceroute sampling, but applicable to the exploration of other types of networks by probing shortest paths from a single source.
A Continuous-Time Process
2.1. BREADTH-FIRST SEARCH. We can think of the breadth-first tree as being built one vertex at a time by an algorithm that explores the graph. At each step, every vertex in the graph is labeled explored, untouched, or pending. A vertex is explored if both it and its neighbors are in the tree; untouched if it is still outside the tree; and pending if it is on the boundary of the tree, that is, it still has untouched neighbors. Pending vertices are kept in a queue Q, so that they are explored in first-in, first-out order. The process is initialized by labeling the root vertex pending, and all other vertices untouched. Whenever a pending vertex is popped from Q and explored, all of its currently untouched neighbors are appended to Q, and the connecting edges become visible. On the other hand, edges to neighbors that are already in the queue are not visible.
As we will carry out the analysis in the configuration model, we need to describe the algorithm as exploring the graph one copy at a time, instead of one node at a time. The queue will then contain copies instead of vertices. In describing the exploration process, we refer to two copies of the same vertex as siblings. Each copy will be either exposed, enqueued, or untouched. An exposed copy is one whose partner has already been revealed. An unexposed copy is enqueued if it is in Q, and untouched otherwise. At each step, the copy u at the head of the queue has its partner v exposed, and both of them are removed from the matching. At this point, all of v's siblings are added to the queue, unless they were in the queue already. The possible states of copies relate to the states of the corresponding vertices as described in Algorithm 2.1. a copy is untouched if its vertex is, and enqueued if its vertex is pending and the edge incident to it has yet to be explored. Formally, the search is as described in Algorithm 2.1.
An edge will be visible and included in T if, at the time one of its endpoints reaches the head of the queue, the other endpoint is still untouched.
EXPOSURE ON THE FLY.
Because G is a uniformly random multigraph conditioned on its degree sequence, the matching on the copies is uniformly random. By the principle of deferred decisions [Motwani and Raghavan 1990] , we can define this matching "on the fly," choosing u's partner v uniformly at random from among all the unexposed copies at the time.
One way to make this random choice is as follows. At the outset, each copy is given a real-valued index x chosen uniformly at random from the unit interval Algorithm 2.1: Breadth-First Search at the Copy Level 1: while Q is nonempty do 2:
Pop a copy u from the head of Q 3:
Expose u's partner v 4:
if v is untouched then 5:
Add the edge (u, v) to T 6:
Append v's siblings to Q 7: else 8:
Remove v from Q 9: end if 10: end while [0, 1] . Then, at each step, u's partner v is chosen as the unexposed copy with the the largest index. Thus, we can think of the algorithm as taking place in continuous time, where t decreases from 1 to 0: at time t, the copy at the head of the queue is matched with the unexposed copy of index t.
This continuous-time description is really just a particular way to generate a uniformly random matching and explore it at the same time. However, it makes certain quantities independent that would otherwise be correlated in complicated ways, and is thus very convenient for our analysis. In particular, since the indices of v's siblings are uniformly random conditional on being less than t, this description maintains the following powerful kind of uniform randomness: at time t, the indices of the unexposed copies, both inside and outside the queue, are uniformly random in [0, t).
We define the maximum index of a vertex to be the maximum of all its copies' indices. At any time t, the untouched vertices are precisely those whose maximum index is less than t, and the explored or pending vertices (whose copies are explored or enqueued) are those whose maximum index is greater than t. This observation allows us to carry out an explicit analysis without having to track the (rather complicated) state of the system as a function of time.
At a given time t, let C unex (t) and C unto (t) denote the number of unexposed and untouched copies, and let V unto, j (t) denote the number of untouched vertices of degree j; note that C unto (t) = j j V unto, j (t). We start by calculating the expectation of these quantities. The probability that a vertex of degree j has maximum index less than t is exactly t j ; therefore, E[V unto, j (t)] = a j t j n, and E[C unto (t)] = j ja j t j n =: c unto (t) · n.
(2)
To calculate E[C unex (t)], recall that the copy at the head of the queue has a uniformly random index conditioned on being less than t. Therefore, the process forms a matching on the list of indices as follows: take the indices in decreasing order from 1 to 0, and at time t match the index t with a randomly chosen index less than t. This creates a uniformly random matching on the δn indices. Now, note that a given index is still remaining at time t if both it and its partner are less than t, and since the indices are uniformly random in [0, 1] the probability of this is t 2 . Thus, the expected number of indices remaining at time t is E[C unex (t)] = δt 2 n =: c unex (t) · n.
(3)
The following lemma shows that V unto, j (t), C unto (t) and C unex (t) are concentrated within o(n) of their expectations throughout the process. Note that we assume here 21:8 D. ACHLIOPTAS ET AL. that the graph G is connected, since otherwise, the process is not well-defined for all t ∈ [0, 1]. LEMMA 2.1. Let {a j } be a sober degree distribution, and assume that G is connected. Then, for any constants β < min( 1 2 , α−2 2 ) and > 0, the following hold simultaneously for all t ∈ [0, 1] and for all j < n, with overwhelmingly high probability:
where c unto (t) and c unex (t) are given by Eqs.
(2) and (3).
Note that this concentration becomes weaker as α → 2, since then β → 0.
PROOF. Our proof is based on the following form of the Hoeffding Bound THEOREM 2.2. If X 1 , . . . , X k are independent, non-negative random variables with X i ≤ b i for all i, and X = i X i , then for any ≥ 0:
First, V unto, j (t) is a binomial random variable distributed as Bin(a j n, t j ). By applying Theorem 2.2 to a j n variables bounded by 1, the probability that V unto, j (t) differs by = n 1/2+ from its expectation is at most 2e −2n 2 /a j ≤ e −n 2 . Thus, at each individual time t and for each j, the stated bound on V unto, j (t) holds with overwhelmingly high probability.
We wish to show that this bound holds with overwhelmingly high probability for all j and all t, that is, that the probability that it is violated for any t and any j is o(n −c ) for all c. Notice that the space of all times t is infinite, so we cannot take a simple union bound. Instead, we divide the interval [0, 1] into sufficiently small discrete subintervals, and take a union bound of those. Let m = j ja j n = δn be the total number of copies, where δ is the mean degree (recall that δ is finite, because a j is sober ). We divide the unit interval [0, 1] into m b intervals of size m −b , where b will be set below. By a union bound over the m 2 pairs of copies, with probability at least 1 − m 2−b , each interval contains the index of at most one copy, and therefore at most one event of the queue process. Conditioning on this event, V unto, j (t) changes by at most 1 during each interval, so if V unto, j (t) is close to its expectation at the boundaries of each interval, it is close to its expectation for all t ∈ [0, 1]. In addition, we take a union bound over all j. The probability that the stated bound is violated for any j in any interval is then at most
For the concentration of C unex (t), we notice that unexposed copies come in matched pairs, both of which have index less than t. Therefore, C unex (t) is twice a binomial random variable distributed as Bin( j ja j n/2, t 2 ). Applying Theorem 2.2 with = n 1/2+ gives the result for fixed t, and taking a union bound over t as in the previous paragraph shows the concentration of C unex (t).
To prove concentration of C unto (t) for fixed t, we let X i be the number of copies of node i that are untouched at time t. Then, C unto (t) = i X i , and the denominator in the exponent for the bound of Theorem 2.2 is
Hence, whenever β < min( 1 2 , α−2 2 ), we obtain |C unto (t) − E[C unto (t)]| ≤ n 1−β with overwhelmingly high probability, by Theorem 2.2. A union bound over t as before completes the proof.
Expected Degree Distribution
In this section, we begin the proof of Theorem 1.2 by analyzing the continuous-time process defined in Section 2, and calculating the expected degree distribution of the tree T .
By linearity of expectation, the expected number of vertices of degree j in T is the sum, over all vertices v, of the probability that j of v's edges are visible. Consider a given vertex v of degree i. It is touched when its copy with maximum index is matched to the head of the queue, at which time its i − 1 other copies join the tail of the queue. If m of these give rise to visible edges, then v's degree in T will be m + 1, namely these m outgoing edges plus the edge connecting v back toward the root of the tree.
Let ρ i,m denote the probability of this event, that is, that a vertex of degree i has m copies that give rise to visible edges. Then, the expected degree distribution is given by
Moreover, let ρ i,m (t) denote the probability of this event given that v has maximum index t. Then, since t is the maximum of i independent uniform variables in [0, 1], its probability distribution is dt i /dt = it i−1 , and we have
Our goal is then to calculate ρ i,m (t). Let us start by calculating the probability P vis (t) that, if v has index t, a given copy of v other than the copy with index t-that is, a given copy which is added to the queue at time t-gives rise to a visible edge. Call this copy u, and call its partner w. As defined in Algorithm 2.1, the edge (u, w) is visible if and only if (1) u makes it to the head of the queue without being matched first, and (2) when it does, w is still untouched. But (1) is equivalent to saying that w is untouched at time t, since if w is already in the queue at time t, it is ahead of u, and u will be matched before it reaches the head of the queue. Similarly, (2) is equivalent to saying that all of w's siblings' partners are untouched at time t, since if any of these are already 21:10 D. ACHLIOPTAS ET AL.
in the queue at time t, and thus ahead of u, then w's vertex will be touched, and w enqueued, by the time u reaches the head of the queue.
Given the number of untouched and unexposed copies C unto (t) and C unex (t) at the time t when u joins the queue, the probability that its uniformly random partner w is untouched is P unto (t) = C unto (t)/C unex (t). Conditioning on this event, the probability that w belongs to a vertex with degree k is P unto,k (t) = kV unto,k (t)/C unto (t). We require that the partners of w's k − 1 siblings are also untouched.
The probability of this event is much easier to calculate if we make several independence assumptions. In doing so, we only calculate an approximation to the quantity we are interested in. Below, in a series of lemmas, we will show that the independence assumptions and approximations hold with high probability for all but a negligible fraction of the vertices. We can thus with high probability bound the deviation of the actual degree distribution from the approximation we calculate next. As a result, the following analysis is completely rigorous, despite our initial approximations.
For now, we assume that untouched copies are chosen without replacement, and that the untouched copy taken for w is still available. In addition, we assume that v, its neighbors, and its neighbors' neighbors form a tree, that is, that v does not occur in a triangle or 4-cycle, and that neither it nor its neighbors have any parallel edges. Then, the probability that the partners of w's k − 1 siblings are all untouched is P unto (t) k−1 . This gives
Since V unto,k (t), C unto (t) and C unex (t) are concentrated, per Lemma 2.3, substituting their expectations instead of the variable itself gives only lower-order errors with high probability, and these errors are absorbed into the overall error bounds. We thus obtain the following approximation for P vis (t):
Approximating further, we neglect the possibility of self-loops and parallel edges involving u and its siblings, and again ignore the fact that we are choosing without replacement (i.e., that processing each sibling changes C unto , C unex , and P vis slightly). Then, the events that each of u's siblings give rise to a visible edge are independent, and the number m of visible edges is approximately binomially distributed as Bin(i − 1, p vis (t)). This analysis then gives us the degree distribution stated in Theorem 1.2. However, it remains to be shown that the multiple approximations made in the analysis only lead to lower-order error terms.
To this end, we wish to confirm the above heuristic analysis by showing that with high probability v, its neighbors, and its neighbors' neighbors form a tree. It is easy to show this for graphs with bounded degree; however, for power-law degree distributions a k ∼ k −α , it is somewhat delicate, especially for α close to 2. The following lemmas show that there are very few vertices of very high degree, and then show that the above is with high probability true of v if v has sufficiently low degree. We then show that we can think of all the copies involved as chosen with replacement. Recall that the mean degree δ = j ja j is finite, and let β < min( 1 2 , (α−2) 2 ) as in Lemma 2.3.
LEMMA 3.1. The probability that a random copy belongs to a vertex of degree greater than k is o(k −2β ).
PROOF. This probability is
LEMMA 3.2. There are constants γ > η > 0 such that if v is a vertex of degree i < n η , then the probability that v or its neighbors have a self-loop or multiple edge, or that v is part of a triangle or a cycle of length 4, is o(n −γ ). Thus, v, its neighbors, and its neighbors' neighbors form a tree with probability 1 − o(n −γ ).
PROOF. First, we employ Lemma 3.1 to condition on the event that none of v's neighbors have degree greater than n λ , where λ (and η) will be determined below. By a union bound over these i < n η neighbors, this holds with probability 1−o(n η−2λβ ). (Unfortunately, we cannot also condition on v's neighbors' neighbors having degree at most n λ without breaking this union bound.)
Now, if we choose two copies independently and uniformly at random, the probability that they are both copies of a given vertex of degree j < n λ is j( j − 1)/(δn) 2 < n 2λ−2 , and the probability that they are both copies of any such vertex is at most n 2λ−1 . Moreover, the probability that two random copies are siblings, regardless of the degree of their vertex, is
Taking a union bound over all pairs of copies of v, the probability that v has a multiple edge, that is, that two of its copies are matched to copies of the same neighboring vertex, is at most i 2 n 2λ−1 = O(n 2η+2λ−1 ), and the probability that v contains a self-loop, that is, that two of its copies are matched, is O(i 2 /(δn)) = O(n 2η−1 ). For each of v's neighbors, the probability of parallel edges involving it is at most n 2λ P sib = o(n 2λ−2β ), and the probability of a self-loop is O(n 2λ /(δn)) = O(n 2λ−1 ). Taking a union bound over all of v's neighbors, the probability that any of them have a self-loop or multiple edge is o(n η+2λ−2β ).
To determine the expected number of triangles containing v, we notice that any such triangle contains two copies each from v and two of its neighbors, and edges between the appropriate pairs. A given pair of copies is connected with probability O (1/(δn) ), so the expected number is O n 2 n 2η (n 2λ ) 2 /(δn) 3 = O(n 2η+4λ−1 ).
Similarly, each 4-cycle involves two copies each of v and two of its neighbors, such that one copy from each of the neighbors is matched with one copy of v, and the other two copies are matched with copies of the same node. Thus, the expected number of 4-cycles involving v is O n 2 n 2η (n 2λ ) 2 P sib /(δn) 2 = o(n 2η+4λ−2β ).
Collecting all these events, the probability that the statement of the lemma is violated is
If we set η = β 2 /6 and λ = β/4, then γ = β 2 /3. The next lemma shows that, conditioning on the event of Lemma 3.2, the copies discussed in our analysis above can be thought of as chosen with replacement, as long as we are not too close to the end of the process where untouched copies become rare. Therefore, the number of visible edges is binomially distributed. LEMMA 3.3. Let η, γ be defined as in Lemma 3.2. There exists a constant θ > 0 such that for t ∈ [n −θ , 1] and i < n −η ,
PROOF. Let d min be the minimum degree of the graph, that is, the smallest j such that a j > 0. Note that d min ≥ 3, and set θ = β/(2d min ) < 1/12. For t ≥ n −θ , we have that E[C unex (t)] = δt 2 n = (n 1−β/d min ), and this bound holds with overwhelmingly high probability by Lemma 2.3.
Conditioning on v's neighbors having degree at most n λ as in Lemma 3.2, the number of visible edges of v is determined by a total of at most n η+λ copies. These are chosen without replacement from the unexposed copies. If we instead choose them with replacement, the probability of a collision in which some copy is chosen twice is at most (n η+λ ) 2 /C unex (t) = O(n 2η+2λ+β/d min −1 ) = o(n −1/2 ). This can be absorbed into the probability o(n −γ ) that the statement of Lemma 3.2 does not hold. If there are no collisions, then we can assume the copies are chosen with replacement, and each of v's i − 1 outgoing edges is independently visible with probability P vis (t), as defined in Eq. (6).
The next three lemmas then show that p vis (t) is a very good approximation for P vis (t) for most t, and that therefore the distribution of ρ i,m (t) is very close to Bin(i − 1, p vis (t)).
LEMMA 3.4. Let γ and θ be defined as in Lemma 3.2 and Lemma 3.3. There exists a constant κ > 0 such that for all t ∈ [n −θ , 1 − n −κ ], with overwhelmingly high probability |P vis (t) − p vis (t)| < n −γ .
PROOF. Recall that θ = β/(2d min ). From Lemma 2.3, since t ≥ n −θ we have with overwhelmingly high probability C unex (t) = (t 2 n) = (n 1−β/d min ) as in the previous lemma, and C unto (t) = (t d min n) = (n 1−β/2 ). For definiteness, take = 1/12 in Lemma 2.3; then with overwhelmingly high probability C unex (t) = c unex (t)n + o(n 7/12 ) = c unex (t)n · (1 + o(n β/d min −5/12 )) C unto (t) = c unto (t)n + o(n 1−β ) = c unto (t)n · (1 + o(n −β/2 )) V unto,k (t) = a k t k n + o(n 7/12 ).
Recall that β < 1/2 and d min ≥ 3. Since β/d min − 5/12 < −1/4 < −β/2,
Now, we compare P vis (t) with p vis (t) term by term, and separate their respective sums into the terms with 3 ≤ k ≤ n β/12 and those with k > n β/12 . For all k ≤ n β/12 , since β/12 + β/2 − 5/12 < −1/8 < −β/4,
Thus, each term obeys
and the total error from the first n β/12 terms is at most n β/12 · o(n −β/4 ) = o(n −β/6 ).
On the other hand, if k > n β/12 , then for any t ≤ 1 − n −κ we have
Setting κ < β/12 makes this exponentially small. In that case, taking a union bound over all n β/12 < k < n, with overwhelmingly high probability there are no unexposed vertices of degree greater than n β/12 ; thus P unto,k (t) = 0 and these terms of P vis (t) are zero. The corresponding terms of p vis (t) are exponentially small as well, so the total error from these terms is exponentially small. Thus, the total error is o(n −β/6 ), and since γ = β 2 /3 < β/6, this can be absorbed into the probability o(n −γ ) that the conditioning of Lemma 3.2 is violated. PROOF. It is sufficient to bound the derivative of these probabilities with respect to p as follows.
LEMMA 3.6. Let {a j } be a sober degree distribution and assume that G is connected. There are constants θ, κ, η, μ > 0, such that for all t ∈ [n −θ , 1 − n −κ ] and all i < n η , for sufficiently large n,
where p vis (t) is defined in Eq. (7). PROOF. Given Lemma 3.4, we apply Lemma 3.5 and the triangle inequality. In this case, we have s ≤ n η and < n −γ , so the error in ρ i,m is at most n η−γ . Recalling from the proof of Lemma 3.2 that η = β 2 /6 and γ = β 2 /3, for sufficiently large n this is less than n −μ for any μ < β 2 /6. Finally, combining Lemma 3.6 with Eqs. (4), (5), and (7), if
where, combining Eq. (7) with Eqs. (2) and (3),
then we have the following lemma.
LEMMA 3.7. Let {a i } be a sober degree sequence and assume that G is connected. There is a constant ζ > 0 such that for sufficiently large n, for all j < n E A obs j − a obs j n < n 1−ζ . PROOF. There are three sources of error in our estimate of E[A obs j ] for each j. These are the error n −μ in ρ i,m (t) given by Lemma 3.6, and the fact that two types of vertices are not covered by that lemma: those with degree greater than n η , and those which join the queue at some time t / ∈ [n −θ , 1 − n −κ ]. The total error is then at most n 1−μ plus the number of vertices of either of these types. The number of vertices of degree greater than n η is at most
The number of vertices that join the queue at a time t / ∈ [n −θ , 1−n −κ ] is at most the number of copies whose index is outside this interval. This is binomially distributed with mean n 1−θ + n 1−κ , and by the Chernoff bound, this is with overwhelmingly high probability less than n 1−ζ for sufficiently large n for any ζ < min(θ, κ). The (exponentially small) probability that this bound is violated can be absorbed into n 1−ζ as well. Setting ζ < min(μ, (α − 1)η, θ, κ) completes the proof.
Concentration
In this section, we prove that the number A obs j of nodes of observed degree j is tightly concentrated around its expectation E[A obs j ]. Specifically, we prove THEOREM 4.1. There is a constant ρ > 0 such that, with overwhelmingly high probability, the following holds simultaneously for all j:
PROOF. In order to prove concentration, the style of analysis in the previous section will not be sufficient. Intuitively, the reason is that changing a single edge in the graph can have a dramatic impact on the resulting BFS tree, and thus on the observed degree of a large number of vertices. As a result, it seems unlikely that A obs j can be decomposed into a large number of small contributions such that their sum can easily be shown to be concentrated. In particular, this rules out the direct application both of Chernoff-style bounds and of martingale-based inequalities.
There is, however, a sense in which martingale bounds will prove helpful. The key is to decompose the evolution of A obs j into a small number of "bulk moves," and prove concentration for each one of them. Concretely, assume that the BFS tree has already been exposed up to a certain distance r from the root, and that we know the number of copies in the queue, as well as the number of untouched copies at that point. Since all these copies will be matched uniformly at random, one can use an edge-switching martingale bound to prove that the degree distributions of nodes at distance r + 1 from the root will be sharply concentrated. In fact, this concentration argument applies to the observed degrees of the neighbors of any "batch" of copies that comprise the queue Q(t) at some time t.
We will implicitly divide the copies in the graph into such "batches" by specifying a set of a priori fixed points in time at which we examine the system. That is, we will approximate A obs j by the sum of the observed degrees of the neighbors of Q(t) over these time steps. We will show that each of the terms in the sum is sharply concentrated around its expectation, and then prove that the true expectation of A obs j is not very far from the expectation of the sum that we consider. For the latter part, it is crucial that most vertices be counted exactly once in the sum; this will follow readily from the concentration already established in Lemma 2.3.
To make the above outline precise, we let Q(t) := |Q(t)| be the number of copies in the queue at time t, and let q(t) := E[Q(t)] = (c unex (t) − c unto (t)) · n be the expected queue size at time t. We define a sequence of r ≤ log 2 n times at which we observe the queue and its neighbors. We start with t 1 = 1. For each i, we let t i+1 ≥ 0 be maximal such that
where β is defined as in Lemma 2.1. Depending (deterministically) on the properties of the real-valued functions c unex and c unto , there may be an i < log 2 n such that t i+1 does not exist, namely when c unex (t i ) < 2n −β . If so, we let r be that i; otherwise, we let r = log 2 n.
For each degree j, let B j (i) denote the number of vertices adjacent to Q(t i ) whose observed degree is j. Lemma 4.2 shows that each B j (i) is sharply concentrated. However, we want to prove concentration for the overall quantity A obs j . Using a union bound over all i = 1, . . . , r and summing up the corresponding B j (i) will give us concentration for A obs j , assuming that (1) not too many times t i are considered, (2) 21:16 D. ACHLIOPTAS ET AL.
nodes are not double-counted for multiple i, and (3) almost all nodes are considered in some batch i. For the first point, recall that we explicitly chose r = O(log 2 n). For the second, observe that whenever
for all times i, then all of the Q(t i ) are disjoint. Each of these bounds holds with overwhelmingly high probability by Lemma 2.1, and by the union bound, with overwhelmingly high probability they hold simultaneously.
This leaves the third point. Here, we first bound the number of nodes that remain unexposed after time t r . If the construction terminated prematurely (i.e., r < log 2 n), then the fact that c unex (0) = 0 implies that c unto (t r ) < 2n −β , so by Lemma 2.1, at most O(n 1−β ) copies remain unexposed with overwhelmingly high probability. On the other hand, when r = log 2 n, we can use that the diameter of a random graph is bounded by log 2 n with probability at least 1 − O(n −13/27 ), a fact we establish in Section 4.1 below. 3 Even if C unto (t r ) were (n) in the remaining case, as this occurs with probability at most n −1/2 , we have c unto (t r ) · n = O(n 1/2 ) = O(n 1−β ) since β < 1/2.
Let E denote the event that |V unto, j (t i ) − a j t j i n| ≤ n 1/2+ and |Q(t i ) − q(t i )| ≤ 2n 1−β hold simultaneously for all i. By Lemma 2.1, E occurs with overwhelmingly high probability. In that case, we know that (1) all of the sets Q(t i ) are disjoint, and (2) the union of all the Q(t i ) excludes at most 2r · n 1−β + O(n 1−β ) =Õ(n 1−β ) copies total (whereÕ includes polylog(n) factors). Thus, |A obs j − r i=1 B j (i)| =Õ(n 1−β ) with overwhelmingly high probability, which implies that |E[A obs j ] − r i=1 E[B j (i)]| =Õ(n 1−β ), since this difference is deterministically bounded above by n.
By Lemma 4.2 below and a union bound over all i, there is a τ > 0 such that with overwhelmingly high probability |B j (i) − E[B j (i)]| = O(n 1−τ ) holds simultaneously for all i = 1, . . . , r and all j. Hence, by a union bound with the event E, and the triangle inequality, the following holds with overwhelmingly high probability:
for any ρ < min(β, τ ), completing the proof of Theorem 4.1.
The concentration for one "batch" of nodes at time t i is captured by the following lemma.
LEMMA 4.2. There is a constant τ > 0 such that, for any fixed i, with overwhelmingly high probability, |B j (i) − E[B j (i)]| = O(n 1−τ ) holds simultaneously for all j.
PROOF. As explained above, the idea for the proof is to apply an edge-exposure Martingale-style argument to the nodes that are adjacent to Q(t i ). We use the following concentration inequality for random variables on matchings due to Wormald [1999, Theorem 2.19] . A switching consists of replacing two edges { p 1 , 
For fixed values q and b = b 1 , . . . , b n , let E q,b denote the event that Q(t i ) = q and V unto, j (t i ) = b j for all j. Conditioned on E q,b , the matching on the q + j jb j copies is uniformly random. Since any switching changes the value of B j (i) by at most 2, Theorem 4.3 implies that
holds with overwhelmingly high probability for any > 0. If we knew the queue size q and the number b j of untouched nodes of degree j exactly, then we could apply Theorem 4.3 directly. In reality, we will certainly not know the precise values of q and b. Therefore, we need to analyze the effect that deviations of these quantities will have on our tail bounds. We do this by showing in Lemma 4.4 below that the conditional expectations E B j (i) | E q,b are close to the actual expectations E B j (i) . It follows that concentration around the conditional expectation implies concentration around the actual expectation. Specifically, write
for the interval of possible queue lengths under consideration, and, for some 0 < < 1/2, write I b j := a j t j i n − n 1/2+ , a j t j i n + n 1/2+ for the interval of possible numbers of untouched vertices of degree j, as well as I b := I b 1 × · · · × I b n for the range of all possible combinations of numbers of untouched vertices. Now, let E ≤ be the event that Q(t i ) ∈ I q and V unto, j (t i ) ∈ I b j for all j. Notice that E ≤ occurs with overwhelmingly high probability by Lemma 2.1. Lemma 4.4 below ensures that whenever q ∈ I q and b ∈ I b , then the conditional expectation is close to the true expectation, that is, for some τ > 0,
Thus, for all such q and b, combining this with Eq. (9) and the triangle inequality gives |B j (i) − E[B j (i)]| = O(n 1−τ ), so the latter occurs with overwhelmingly high probability, Finally, a union bound with the event E ≤ and over all j completes the proof.
The final missing step is a bound relating the conditional expectation of B j (i) with its true expectation. Intuitively, since all relevant parameters are sharply concentrated, one would expect that the conditional expectation for any of the likely values is close to the true expectation. Making this notion precise turns out to be surprisingly technical.
LEMMA 4.4. There is a constant τ > 0 such that, for any q ∈ I q and b ∈ I b , we have
PROOF. We first compare the conditional expectations for two "scenarios" of queue lengths and untouched vertices when the scenarios are close. We will see that the conditional expectations in those two scenarios will be close; from that, we can then conclude that any conditional expectation is close to the true expectation.
Given q, q and b, b , such that |q − q | ≤ 4n 1−β , and |b j − b j | ≤ 2n 1/2+ for each j, we letq = min(q, q ) andb j = min(b j , b j ), and define the events E := E q,b , : E = E q ,b , andÊ := Eq ,b . Now, we claim that, for some τ > 0,
for all j, and similarly for . E By the triangle inequality, this immediately implies that
To prove the claim, imagine that in the (q, b) instance, we color an arbitrary, but fixed, set of q −q of copies in the queue black, as well as the copies of an arbitrary set of b j −b j vertices for each degree j. To expose the matching, we first expose all the neighbors of black copies, and color them blue, and then choose a uniform matching among the remaining (white, say) copies. The number of blue copies obeys some distribution D q,b , but in any case, it never exceeds the total number of black copies. Since q, q ∈ I q and b, b ∈ I b , for any ν > 0, this total number is at most
for any τ < min(β, 1/2 − − 2ν, (α − 2)ν). Note that τ > 0 as long as 1/2 − − 2ν > 0; recall that we took < 1/2 in the previous lemma, so we can choose any ν < (1/2 − )/2. Now, in the (q,b) instance, we can generate a uniformly random matching as follows: we choose a number k according to D q,b , choose k copies uniformly at random and color them blue, and determine a uniformly random matching among the blue copies only. Then, we match up the remaining white copies uniformly at random. We will call a node black if at least one of its copies is black, blue if at least one of its copies is blue, and white otherwise.
Since the set of nodes that are not black is deterministically the same in both instances, and the probability distribution of blue nodes is the same in both, the expected number of white nodes that end up with visible degree j is the same in both experiments. Hence, the expected total number of nodes with observed degree j can only differ by the number of blue or black nodes. Even if the degrees of those nodes were chosen adversarially, the difference cannot be more than O(n 1−τ ), since this is a deterministic upper bound on the number of black or blue copies, and hence on the number of black or blue nodes. By summing up over the entire probability space, this now proves the claim for E andÊ, and thus also for E and E .
We know that if q, q ∈ I q and b, b ∈ I b , then they always satisfy the necessary conditions, and hence the conditional expectations are within O(n 1−τ ). Summing up over all q ∈ I q and b ∈ I b therefore shows that
Finally, because E ≤ occurs with overwhelmingly high probability, and B j (i) is bounded by n, we obtain that, for all c,
and the triangle inequality completes the proof.
A HIGH PROBABILITY BOUND FOR THE DIAMETER.
Here we bound the diameter of a random (multi)graph with a given degree sequence. Our result is less precise than, say, that of Bollobás and Chung [1988] for random 3-regular multigraphs, but holds with higher probability, a necessity for our application. THEOREM 4.5. Let {a i } i be a degree sequence with a i = 0 for i < 3. Let G be a random multi-graph with n nodes in the configuration model, with degree distribution {a i }, that is, a i · n nodes have degree i. Then, with probability at least 1 − O(n −13/27 ), G has diameter O(log n).
PROOF. Let m = i i · a i n be the total number of copies. Let N (k) denote the number of ways to pair up k copies. Thus, N (k) = 0 if k is odd, and N (k) = (k − 1)!! = k! (k/2)!·2 k/2 if k is even. Let P(U, s) be the probability that a given set U of u = |U | copies has at most s edges leaving it. To bound P(U, s) from above we observe that if at most s edges leave U , then at least u − s copies of U must be matched amongst each other, and at least m − u − s copies of U must be matched amongst each other (while the remaining 2s copies can be matched arbitrarily). Thus, there are at most (u, s) .
We claim that with probability at least 1− O(m −13/27 ), each set U of nodes with a total of u ≤ m/2 copies (i.e., v∈U degree(v) ≤ u) has at least u/81 edges leaving it. The theorem then follows by observing that the breadth-first tree vertex rooted at any vertex v will have at least (1 + 1/81) d vertices at depth d.
As we will be taking a Union Bound over all sets U , we need to bound how many distinct node sets U can contain exactly u copies. Because each node has degree at least 3, a set of at most u copies can contain at most u/3 nodes, and in fact, it can be seen that there are at most m/3 u/3 sets of exactly u copies. Then, we can bound
To simplify this expression further, we use the following version of Stirling's Approximation: √ 2πn · n n e −n e 1/(12n+1) ≤ n! ≤ √ 2π n · n n e −n e 1/12n .
Substituting the upper bound in the numerator, and the lower bound in the denominator, we see that all the e −n factors cancel out, while the product of all of the e 1/(12n+1) and e −1/12n factors is bounded by e 2 , which is less than the (2π) −3/2 factor we obtain from the √ 2π factors. The expression in Eq. (10) is thus bounded by 12m
Grouping by powers of m, u, s, u − s, m − u, m − u − s, 2, and 3, this simplifies to
Substituting s = u/81, and, using the fact 3 ≤ u ≤ m/2 to bound the leading constant, the expression in Eq. (11) is bounded by where A = 3 7 √ 2/40 and c = (3 164 /(2 159 5 40 )) 1/81 . and from Eq. (7) we have
Then, combining Eqs. (7) and (8), the generating function for the observed degree sequence is given by
which completes the proof of Theorem 1.2.
Our definition of "sober " degree sequences implies that the graph is with high probability connected, so that every copy is eventually added to the queue. For other degree sequences, Reed [1995, 1998] established that with high probability there is a unique giant component if j a j ( j 2 − 2 j) > 0, and calculated its size within o(n). We omit the details, but g obs (z) is then given by an integral from t 0 to 1, where t 0 is the time at which the giant component has with high probability been completely exposed; this is the time at which c unto (t) = c unex (t), namely the largest root less than 1 of the equation j ja j t j = t 2 j ja j .
(13)
Examples
Using the machinery developed above, we now derive the observed degree sequences for two simple and well-known random graph degree sequences. Although both examples produce a power-law degree sequence with exponent α = 1, other underlying sequences can produce different exponents.
6.1. REGULAR GRAPHS. Random regular graphs present a particularly attractive application of the machinery developed here, as the generating function for a δregular degree sequence is simply g(z) = z δ . From Eq. (1), we derive the generating function for the observed degree sequence:
This integral can be expressed in terms of the hypergeometric function 2 F 1 [Seaborn 1991 ]. In general, for all a > −1 and b > 0, we have
In Eq. (14), a = δ − 1, b = δ(δ − 2), and c = 1 − δ (note a > −1 and b > 0 since δ > 2) giving
Another useful identity is that for any negative integer q,
Here, q = c = 1 − δ, and δ is an integer greater than 2. Thus, Eq. (15) becomes
The expected observed degree sequence is then given by
To explore the asymptotic behavior of a obs m+1 , note that (m) < (m + ) < (m) m Thus, the coefficients of the observed degree sequence are
Now, t 0 approaches e −δ in the limit of large δ, and for m δ, the integral of Eq. (18) coincides almost exactly with the full Gamma function (m) since it contains the peak of the integrand. Specifically, Clauset and Moore [2005] showed that if m < δ − δ κ for some κ > 1/2, then
giving an observed degree sequence of power-law form m −1 up to m ∼ δ and confirming the experimental result of Lakhina et al. [2003] .
Conclusions
We have established rigorously that single-source traceroute sampling is biased, thus formally verifying the empirical observations of Lakhina et al. [2003] , and we have calculated the precise nature of that bias for a broad class of random graphs.
Recently, Cohen et al. [2007] and, independently, M. Bousquet-Mélou (personal communication) used our machinery to show asymptotically that when the graph has a power-law degree distribution, at the highest degrees the observed exponent converges to the underlying one. However, vertices of low and moderate degree have a large effect on numerical estimates of the exponent, especially in finitesized graphs or when the average degree of the underlying graph is relatively large. For example, Petermann and De Los Rios [2004] and Clauset and Moore [2005] both demonstrated experimentally that traceroute sampling tends to significantly underestimate the true exponent α for precisely this reason. All of the analytical results to date assume essentially uniformly random graph models for the Internet. This is clearly a simplifying assumption. Indeed, there is no question as to whether such graphs are good models of the Internet: they are clearly not. As observed for instance by Alderson et al. [2005] , accurate Internet models should take its required function and economic constraints into account, and will thus inherently lead to more clustering than uniformly random models. However, such models are beyond the purview of current analytical techniques, and a rigorous exploration of the inherent bias of sampling techniques like traceroute is interesting in its own right.
Several recent articles, published since the appearance of the conference version of this article, continue an analysis of the impact of traceroute sampling on the exploration of random graphs. Blondel et al. [2007] use mean-field approximations to heuristically calculate the distance distribution of nodes in random networks, as well as the fraction of edges lying on at least one shortest path from s to some node. They observe and analyze in depth an oscillating behavior for the latter quantity. Dall'Asta et al. [2006] use mean-field approximations and simulations to explore the probabilities of vertex and edge detection, and relate these probabilities to the betweenness of vertices and edges.
Despite several simulation-based studies, there is so far no rigorous mathematical analysis of the benefit of using traceroutes from multiple sources. Several empirical studies suggest that a small number of additional sources in IP-level mapping studies have at best a small marginal utility [Barford et al. 2001; Pansiot and Grad 1998 ]. However, numerical studies of power-law random graphs by Clauset and Moore [2005] and Guillaume et al. [2006] , and an analytical study of Poisson random graphs by Dall'Asta [2007] , show that additional sources can have significant utility in sufficient numbers. For power-law random graphs, the number of sources required to compensate for the bias in traceroute sampling grows linearly with the mean degree of the network. A rigorous analysis of this result is complicated by the fact that the events corresponding to a fixed edge appearing in different BFS trees are highly correlated. We leave the generalization of our results to traceroute sampling with multiple sources as future work.
While our work rigorously establishes the bias introduced by single-source BFS tree sampling of random graphs, it does not prescribe ways to mitigate or invert the bias. Several possible approaches suggest themselves. Combining IP-level route data from a large number of geographically distributed sources will likely improve the accuracy of our Internet maps. However, many practical issues related to the ownership and management of IP-level routers will, for the foreseeable future, strongly limit the degree of coverage achievable in this way, even for reasonably large-scale sampling projects like NetDimes [Shavitt and Shir 2005] . Because the current level of coverage may not be sufficient to overcome the inherent bias of traceroute sampling, another possibility is to employ sophisticated inference or machine learning techniques that rely mainly on data currently accessible to researchers. For instance, Flaxman and Vera [2007] recently proposed a new estimator of node degrees using insights from multiple-capture census techniques in biology. Under certain strong assumptions, this technique provably reduces the sampling bias.
A very desirable result would be a way to invert Theorem 1.2, and derive g(z) from g obs (z). This would allow us to explicitly undo the bias of traceroute sampling, and infer the most likely underlying distribution given the observed distribution. Unfortunately, it is not even clear whether the mapping from g(z) to g obs (z) is invertible, and the complexity of our expression for g obs (z) makes such an inversion appear quite difficult. However, it remains an exciting and challenging direction for future work.
