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1. INTRODUCTION 
Bifurcation theory has recently been extended to nonlinear eigenvalue 
problems 
Bu + F(zi j = k4, (l-1) 
where B is a densely defined linear operator in some Banach space X with a 
purely continuous spectrum and F is a nonlinearity of higher order terms, so 
that u = 0 is a (trivial) solution for all ,l E R. We recall that a number 1” is 
called a bifurcation point for (1.1 j if there are nontrivial solutions (u, 1) to 
(1.1) in each neighbourhood of (0, 1;“) in X X R. 
Problems whose linearizations have a purely continuous spectrum 
typically arise in the study of nonlinear elliptic eigenvalue problems on 
zrrzbourzded omains (see Benci-Fortunato [3], Berestycki-Lions [4], Berger 
[5], Bongers-Heinz-Kiipper [8], Chiapinelli-Stuart [9], Drager [ 111, 
Ktipper [ 18, 191, Stuart [24-271, Toland [28]) or in the study of nonlinear 
integral equations of convolution type (see Amick-Toland [ 11, Demay [lo]). 
In these papers it has been established that the lowest point of the 
continuous spectrum is a bifurcation point if the nonlinearity F provides a 
sufficiently strong perturbation of the linear part B. A number of different 
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methods have been used to get such a result, including variational methods 
[S, 23-271, the method of super/sub-solutions [ 18, 191, the implicit function 
theorem [lo] and approximation techniques [ 1, 281. 
On the other hand, the simple example (see [2]): 
tu(t) + lu I2 (f) u(r) = h(t) (u E (L’nP)(o: 03)) (1.2) 
shows that euery point of the (continuous) spectrum can be a bifurcation 
point. Additional requirements on the solution such as continuity, however, 
cause this pathological behaviour to disappear so that there remains just one 
continuous branch of positive solutions bifurcating at the lowest point. This 
is a trivial example and one might expect that this behavior could be avoided 
in general by making extra requirements. However, a similar phenomenon 
has. in two recent papers, been observed in the case of elliptic differential 
equations, Bongers-Heinz-Kipper [8] have proved for a class of eigenvalue 
problems with a monotone nonlinearity that there exist infinitely many 
distinct solutions on each sphere and that these solutions bifurcate at the 
lowest point of the (continuous) spectrum of the linearization. A typical 
application of this result is provided by the elliptic eigenvalue problem 
-Au + w(x) 111 IU u = flu (1.3) 
u / r3G = 0, (1.4) 
where G c R” is an unbounded domain, CJ > 0 and IV is a positive and 
continuous function satisfying the growth condition jG K”@(X) d.u < co. 
For a similar class of problems Benci and Fortunato [3] have obtained 
that each point L above the lowest point of the continuous spectrum is a 
bifurcation point, even if 1 does not belong to the spectrum. 
These two results are partial and complementary views of the structure of 
the bifurcation diagram for such problems. 
In this paper we obtain a more complete picture of the bifurcation 
behavior for the one-dimensional problem 
-u” + M’(X) /zfl” u =h (1.5) 
u(0) = 0, u E L’(0, 03). (l-6) 
We prove that for such problems bifurcation above the lowest point of the 
continuous spectrum (i.e., il = 0) can only happen if the number of zeros of 
the solutions increases to infinity (Theorem 2.1) as //u j]? + 0. This means, in 
particular, that there are no continuous branches bifurcating at any /1 > 0 
and so these problems have the same kind of bifurcation, namely, where 
there are no branches converging to the zero solution, that was first observed 
by Bohme [7]. It has been shown in [ 181, however, that at least the positive 
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solutions form a continuous branch bifurcating from A= 0. Theorem 2.1 
supports the idea that those solutions bifurcating at I > 0 appear as the cross 
section with the infinitely many “branches” emerging from k = 0. Although 
it is true in special cases (see Section 2) it is in general still an open question 
if all solutions belong to continuous branches bifurcating at 2 = 0. 
The variational methods, used by Benci-Fortunato [3] and Bongers- 
Heinz-Kiipper [8], supply infinitely many solutions but they do not 
guarantee a solution with a prescribed number of zeroes, indeed these 
methods give no nodal information at all. This is not surprising since they 
apply to higher-dimensional problems, (1.3) not just (1.5). 
For (1.5), if N grows exponentially, we apply phase portrait techniques to 
prove the existence of solutions which are distinguished by their nodal 
properties. In Theorem 2.2, we show that for fixed 1 > 0 there is a solution 
u, to (1.5), (1.6) with exactly 11 zeros, for every n. By Theorem 2.1, the 
number of zeros of u, increases as ]( u, I/? + 0. 
It should be noted that our hypotheses do not permit application of the 
results to spherically symmetric problems in higher dimensions. Although we 
believe that such an extension requires only some technical modifications, we 
have restricted ourselves to the one-dimensional case so as to concentrate on 
dealing with the behavior at infinity. Spherically symmetric problems will be 
the subject of a future paper. 
It is worth saying a few words about the proof of this result. With 
assumptions on 10, a scaling can be performed on (1.5) which turns it into an 
asymptotically autonomous system; i.e., as x+ co it becomes autonomous. 
This asymptotic system can be easily analyzed. It is a phase plane with two 
saddles and a spiral in between which is the key to finding the oscillation in 
the full system. Using a technique developed in [16] the phase space is 
compactilied and it is then argued that the oscillation in the asymptotic 
system forces the same behaviour on the full system. This argument is 
interesting because the full system is by no means a small perturbation of the 
asymptotic system. The oscillation is measured by rotation around a certain 
axis in a three dimensional phase space. We define a topological winding 
number for certain curves and the perturbation argument is of the nature that 
the winding number is preserved by the action of the flow. 
In Section 2, we state the theorems precisely and prove Theorem 2.1. In 
Section 3 we supply an a priori estimate for solutions of a relevant equation. 
This estimate is the crucial property of the equation that allows us to apply 
the techniques mentioned above. Section 4 then contains this phase portrait 
proof. 
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2. EXISTENCE,NODAL PROPERTIES AND BIFURCATION 
Consider the nonlinear eigenvalue problem 
-4 N + g(x) u f j-(x, u) u = au (2.1) 
u(0) = 0, u E L’(0, co), (2.2) 
where the potential g and the nonlinearity .f satisfy the following 
assumptions: 
(Al) g: 10, a)-+ [O, > 00 is a continuous, bounded function and the 
linear eigenvalue problem 
-h”+gh=/Ih v-3 1 
h(O) = 0, hEL’(O,co) P-4) 
has a (purely) continuous spectrum starting at k = 0. 
Remark. Conditions on the potential g so that (Al) holds have been 
extensively studied (see [12, 22)). Here we only refer to the familiar 
sufficient condition 
lim inf g(.u) = 0 (2.5) x+cc 
including for instance potentials which are either decaying at co or periodic. 
(A2) j-: (0, 03) x R --) [O, CD) is a continuous function such that 
l/m0 f(~, 11) = 0 uniformly for x in bounded intervals. 
* 
Under these conditions and suitable growth conditions on f(~, q) the 
existence of nontrivial solutions to (2.1), (2.2) has recently been established 
by variational methods. Independently it has been shown that there are 
infinitely many solutions both on each sphere in L2(0, CD) and for each 
h > 0, as mentioned in the introduction. More precisely with //u((? = 
(.i’,” u’(t) dt)“‘: 
(1) (see [81). F or each r > 0 there is a sequence of solutions (zlr, 2;) 
(j= 1,2,3 ,...) to (2-l), (2.2) such that liuJl12=r and L;-+O as r-t0 for 
each j. 
(II) (see [3]). F or each II > 0 there is a sequence of solutions (Uj, Ai) 
(j = 1, 2, 3 ,...) to (2. l), (2.2) such that Jj = A and j/ ujilz 4 0 as j + co. 
In the case of a periodic potential g, the spectrum of (2.3), (2.4) can 
contain gaps. This happens. for example, with g(x) = 1 + cos x (see [ 121). 
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The result of Benci and Fortunato shows that there is indeed bifurcation at 
points not belonging to the spectrum of the linearized problem at all. 
However, this unusual behavior does not contradict any fundamental results 
of bifurcation theory, since the nonlinearity is (due to the required growth 
conditions) by no means a small perturbation of the linear equation. 
While the first result implies that the lowest point of the continuous 
spectrum is an infinite-fold bifurcation point the second means that there is 
bifurcation at every 1 > 0. Theorem 2.1, whose proof is given at the end of 
this section, provides a better picture of the kind of bifurcation which occurs 
at points above the lowest point of the continuous spectrum: 
THEOREM 2.1. Suppose that (Al) and (A2) hold. Let (u,,A,) 
(n = 1,2,3,...) denote a sequence of solutions to (2.1), (2.3) such that 0 < 
E~<&<E~ < 0~) and Ilu,l12 + 0 as n + co. For each M E n\i there exists a 
NE n\l such that u, has at least M zeros if n > N. 
The variational approach works under rather weak hypotheses and even 
for elliptic equations in general (unbounded) domains. At the same time it 
provides very little information about the form of the solutions, such as the 
decay at co and the fact that different solutions are distinguished by different 
critical values. Under additional hypotheses such as g = 0 and exponential 
growth of f(x, r,r) in x a new proof of existence will be given. It has the 
advantage that the infinitely many solutions (for each fixed 1 > 0) can be 
characterized by nodal properties, in the same way as in bifurcation at 
simple eigenvalues for second order differential equations on bounded or 
unbounded intervals (see Rabinowitz [21], Stuart [23]). 
We now restrict our attention to the problem 
-u” + w(x) lulD u =/lu P-6) 
u(0) = 0, 24 E L’(0, co), (2.7) 
where u is a positive exponent and NJ E C,[O, co) is a positive function 
satisfying the growth condition 
(A3) .’ 
1: ,*,-2 .iu(x) dx < 03. (2.8) 
We assume the following limits exist and are finite: 
W) lim (w’jw)(x) = c[, (2.9) 5 + m 
lim x2(iY’/rV) (x) = u2 (2. IO) 
x+00 
lim x2()o”/M?)’ (x) = a3. (2.11) 
x + m 
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Note that (A4) holds for functions of the form W(X) = p(x) eax, wherep is 
a polynomial and o > 0. 
THEOREM 2.2. Assume that (A3), (A4) and aI > 0 hold. For each 1 > 0 
and each n E IN there exists a solution to (2.6), (2.7) with exactly n zeros. 
The proof of this theorem will be the subject of Sections 3 and 4. 
Remark. Condition (A3) is necessary for the existence of nontrivial 
solutions if MY satisfies (A4) with CI~ # 0. To see this note that (A3j is 
necessary if IV satisfies the “convexity” condition (see f 191) 
(,$, - 1loy 
(4 > 0 
for all sufficiently large t and (A4) implies the condition. This follows 
because (w-“O)” = +LJ~~-‘/~{w” - ~*"(l + o)/a)/a = ~~~-"0{(~~7'/w)z/~ - 
(w’/w) )/a > 0 since (w’/w)’ (x)--t czi > 0 and (w,‘/M’) (x) -+ 0 as x + co. 
As motivation for the two theorems, we work out the details of a very 
special example. 
EXAMPLE. IV(X) = eax (u > 0). The transformation U(X) = V(X) ePolx’O 
reduces Eq. (2.6) to an autonomous equation which can be converted to the 
system 
1” = z 
z’ =H,z + Hztl + /uIO ~1. 
(2.12) 
where H, = 2u/o and Hz = -(,I + a2/02). The phase portrait for (2.12), 
(2.13) can be drawn by standard techniques. The critical points are (0,O) 
and (V, , 0) where V, = *(-H,)‘,‘O; (0,O) is a spiral, while the other two 
are both saddles. The function 
E=~~/2-;~(H~s+Is~~s)ds 
-0 
FIG. 1. Level cunw ofE 
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f 
FIG. 2. Phase portrait of (2.12). 
is a Lyapunov function for (2.12), since dE/d,u = H,z’ > 0. The level curves 
of E are given in Fig. 1. 
The arrows indicate the directions of increasing E. Analysing the eigen- 
vectors at (I’, , 0) and using the fact that E increases along orbits, allows us 
to sketch the phase portrait of (2.12). This is given in Fig. 2. 
The connecting trajectory between the spiral point (0,O) and the saddle 
(V, , 0) corresponds to a solution as drawn in Fig. 3. 
Since the equation is autonomous, it can be used to construct solutions Q, 
satisfying the boundary condition v(O) = 0 and having exactly n zeros 
(n = 0, 1,2,...). Hence there are infinitely many solutions u, = vne-ax’U to 
Eqs. (2.6), (2.7) with the same nodal properties and they belong to 
continuous branches bifurcating at 1 = 0, i.e., the lowest point of the 
continuous spectrum. (See Fig. 4.) This example also illustrates the bifur- 
cation at each 1 > 0 obtained by Benci and Fortunato [3]. 
Note that the phase portrait in Fig. 2 also plays a significant role in the 
proof of Theorem 2.2. Equation (2.6) is transformed in a similar way by 
4’(x) = w-“U(X) v(x) t o an equation which, although not autonomous, is 
asymptotically autonomous so that there is an autonomous limit system as 
s + co. The interesting feature of this equation is that the behaviour is deter- 
mined by this limit system. In that sense, the only relevant property of w is 
its growth at infinity. In the case of CT, > 0 (i.e., exponential growth of w at 
co) the phase portrait at co looks like that of Fig. 2 and the situation can be 
FIG. 3. Solution as a function of x. 
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FIG. 4. Bifurcation diagram. 
handled. In the case of cz, = 0 (for example, polynomial growth of w at co j 
the spiral point is replaced by a center and it is an interesting question if the 
method of this paper applies. 
To prove Theorem 2.1 we essentially use the fact that for sufficiently large 
IZ the solution to the nonlinear problem (2.1), (2.2) can be compared with a 
solution u* to the linear equation (2.3) which has infinitely many zeros in 
(0, mj. 
Proof of Theorem 2.1. Fix M E N and some A* E (0. so). There exists a 
function u’~ satisfying the differential equation --u *” + gu” = A*u” and the 
boundary condition u*(O) = 0. As a consequence of the theorem in Hartman 
[ 14, p. 6981 this solution u * has infinitely many zeros in (0, co) since the 
continuous spectrum of the eigenvalue problem (2.3) (2.4) begins at ,% = 0. 
Hence there is a number T such that u* has exactly M zeros in (0, T]. 
Using the differential equation for u, one derives the estimates 
Sobelev’s imbedding theorem applied to (un 1 [0, T]} implies that {un j [O, r]} 
and consequently (w 1 u, I0 I [0, T] } converge uniformly to 0. Hence there 
exists an N such that (M’ /u, I”)(X) < E, - /2* for x E [O? T] and n > N. 
Now define g,=;l*- g and g~=Ln-g-w/U12/0. For n>N and 
x E [0, T] we have gz(x) > e, - g(x) - e, + A* = g*(x). Application of 
Sturm’s comparison principle (see [ 151) applied to 
llrr+ gill=0 (i = 1. 2) 
shows that zc,, has at least M zeros in (0, T]. 
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3. A PRIORI ESTIMATES FOR SOLUTIONS TO EQ. (2.1), (2.2) 
We consider again Eqs. (2.1), (2.2) but here only assume that 
(A.5) g: [0, co)+ [0, co) is continuous and bounded. 
(A6) f: [O, co) x R + [O, a) is continuous and, in its second 
component, locally Lipschitz, monotonically increasing for q > 0 and 
monotonically decreasing for ?I< 0. Further, the monotonically off(0, q) is 
strict for ] q 1 sufficiently small. _ 
For 1 > 0 let ~7~ (resp. _u.t) denote a positive (resp. negative) solution to 
(2.1), (2.2). 
LEMMA 3.1. Let (A5) and (A6) hold and let (u, 1) be a solution to (2. l), 
(2.2). Then u satisfies the pointwise estimate 
_u.\(X) < q-u> < CA@) (O<x < co). (3.1) 
Remarks. (i) Lemma 3.1 immediately implies that the positive and the 
negative solution are unique when they exist. 
(ii) Existence of such solutions has been established under suitable 
conditions on g and f in [3, 8, 191. 
Proof of Lemma 3.1. Assume that u(x) > G.l(.~) for some x. Then there 
exists a maximal interval (a, b) such that u(t) > ii.i(t) for t E (a, 6) and (by 
local uniqueness) u’(a) > U.:(a). Multiply the equation for Get with U, the 
equation for u with E,t, subtract and integrate from a to b. 
Firstly let b < fco, integration by parts gives 
-b 0 > J [f 6 L”l@)) - f (4 W)l u(t) u,(t) nt n 
= u(a)(u’ - z?\)(a) - u(b)@ - z?,;)(b) > 0. 
These inequalities yield a contradiction since the integral is negative for 
a = 0 while the right hand side is positive for a > 0. 
Consider the case b = +co. It follows from results of Hartman and 
Wintner (see Hartman [14]) that for solutions, U(X), of (2.1) and (2.2) 
U(X) + 0, U’(X) --) 0 or x + +co and u’(x) E L’(0, co). The hypothesis in 
these results is satisfied because f (x, u) > 0. 
From this it can be shown that --u”U is integrable, since 
-N 
! 
‘0 
and the limit of the right hand side exists as N + +co, from the above and 
Holder’s inequality. 
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Using the differential equations, if follows that the integral in (3.2) exists if 
b = +a~. Also, from the results of Hartman and Wintner, the term 
@Ku - KXb) 
vanishes as b ---t +co, and a contradiction is reached again. 
4. PROOF OF THEOREM 2.2 
We shall divide the proof into various subsections. In the first three 
subsections we give the transformation of the equation that leads to the 
system we actually analyze. At the end of subsection (c), we state a problem 
(S) which is equivalent to our original one. 
We construct certain solutions in the phase space of this new system, from 
which we know can be recovered the desired solutions of (2.6k(2.7). The 
last three subsections are devoted to the construction of these solutions. 
(a) Modification of (2.6) 
In order to apply our technique for constructing solutions, we need some 
control over the behavior of the solutions when IuI is large. We shall 
therefore modify (2.6) outside a large set. Solutions of the modified problem 
will not blow up in finite time, which is the control we need. An exact 
statement and proof of this feature will be postponed until after the further 
transformations are given. 
So as to recover the solutions of interest, we must show that the modified 
equation will agree with (2.6) in a region where these solutions lie (see 
Lemma 4.1). 
The modified equation will be of the form (2.1 j, with g(x) = 0: 
w(x) k” if lul>k and x<L,=L,-1 
~o(~){L,-s)k+(Ir-L2)1Uj}u (4.1) 
if lul>k and L2<x<L,. 
Figure 5 shows the meaning of ~(x, zl). 
The idea is that L, and k will be chosen as large. Clearly Y&S, u) is locally 
Lipschitz an 10, co) x R. The modified equation is then 
44” + q(x. u) u = Au. (4.2) 
The property we need that allows us to recover the desired solutions of the 
original problem is contained in the following lemma, this is the point at 
which the estimates of Section 3 are used. 
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I 
” w(x)lkl” ’ / 
k--m--- _-___ ---:-w-i 
W!X)l”l I3 
FIG. 5. t&x, uj. 
LEMMA 4.1. If k is sufficientb large (independent of L,), then any 
solution u(x) of(4.2), with u(x) E L’(O, co) and u(0) = 0, aZso satisfies (2.6). 
ProoJ From the result in Bongers, Heinz and Kipper [8], we know that 
(2.6), (2.7) has a positive solution, call this tidl(x), and a negative solution 
_u,(x) = -U”{(x). If k is large enough, these will both be solutions of (4.2) as 
well. 
We now apply Lemma 3.1 to (4.2). It is easy to check that (A6) is 
satisfied for ~(x, u). We can therefore conclude that any solution u(x) of 
(4.2) satisfying the conditions (2.2) satisfies, pointwise 
It follows that any such solution will satisfy (2.6). 
(b) Transformation of (2.6), (4.2) 
We perform a crucial transformation on (2.6) and (4.2) that brings out the 
asymptotic behaviour of the equations as x4 +ao. 
The transformation is 
u = w5u, (4.3) 
where p is to be determined. Equation (2.6) then becomes 
-u” + h,(x) L” +&(x) u + w’+~~ (u(” u = 0, (4-4) 
where 
h,(x) = -2p$ 
h,(x)=- j/3@- 1) ($)‘+/?:+A[. 
(4.5) 
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Choosing /? = -l/u, (4.4) transforms to 
-II” + h,(x) 21’ + h*(X) 22 + Iv IU L’ = 0. 
Notice that if w(x) = eax, then the transformation becomes 
~1 = e-rr.yiOu, 
(4.6) 
which is the one used on this equation in Section 2. As pointed out there, 
(4.5) is then an autonomous equation, i.e., h,(u) and h,(x) are actually 
independent of x. Call them H, and HI, then 
(4.7) 
Suppose now that IV(S) satisfies (A4). hz(x) can be rewritten 
h2(x)=- (B’ (g’+/3(~)‘+L). 
From (a) and (b) of (A4): 
Similarly k,(x) -+ 2u r/(3 as x --t + cc. 
Therefore h,(u) + H, and hz@) 4 H,, with a replaced by LX,. 
Equation (4.6) is thus asymptotically autonomous with (2.12) as the 
asymptotic system. This says that for the exponentially growing case (A4), 
the equation with the exact exponential is the asymptotic equation. We have 
not used all of (A4) to establish this, but it will be necessary as we shall see 
in the next section. 
We shall actually work with (4.2) and the transformation applied to that 
equation gives us 
where 
-II” + h,(x) u’ + f&(X) P + qx, u) I! = 0, (4.8) 
gx, u) = r&u, w %!(x)). 
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The function [(x, v) can be described in each of the three regions: 
I. ~LII~ if ]vI<kw”“(.u) or ?r>L,. 
II. NJ(X) k” if 1 u 1 > kwjl!U(x) and x < L, . 
III. w(x)((L,-s)k+ (~~-L1)~~~-l!u(~)It~l}-l’o if lzll > k)ty-“U(x) 
andL,<x<L,. 
As expected, (4.8) reduces to (4.6) in case I. In particular this is true for s 
large. 
Converting (4.8) to a system: 
z’ = h,(x) z + h*(x) Z’ + qx, u)v. 
We consider this together with the initial condition 
Go) = 210 
z(x& = z. * 
(4.10) 
LEMMA 4.2. If (v(x), z(x)) satisjh (4.9), (4.10) then 
(i) u(s) = n’ - “0(x) v(x) .satisJies (4.2). 
(ii) If k is large enough and u(x) E L’(0, m) and u(O) = 0 then it 
satisfies (2.6). 
ProoJ: (i) follows from the above computations. (ii) is a consequence of 
Lemma 4.1. 
We can now give the desired statement about solutions of the modified 
problem not blowing up in finite time. 
LEMMA 4.3. Ifxo ( Lz, then any solution to (4.9), (4.10) (U(Y), Z(Y)) is 
defined on, at least. [0,x,]. 
ProoJ: The only possibility is that v(x)+ +co, Z(X) + +co or both as 
X+X,, from above, for some x, E (0, -x0). Let p = (u’ + z*)“*, then one 
computes 
p’ = (uz -h,(x) uz -h,(x) u* + [(x, u))/p, 
then if c, > 2 + max h,(x) + max h,(x) 
P’ < CIP + 5(x, zJ> 
for x E [0, x0], since w(x) is smooth and n(x) > 0. To estimate [(x, u), only 
cases I and II above can apply since x < L,. In both cases I and II 
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Therefore there exists a C, so that [(s, v) < Cz for x E [O, x0] and 
P’GCP 
for some constant C. But then p(x) cannot blow up for finite x, so neither 
can u or z. 
(c) Compactification of (4.9) 
We shall perform a further transformation on (4.9) that will bring the 
asymptotic system at s = +co into view. The idea of the proof of the 
theorem is to show that the oscillatory behaviour in this asymptotic system 
forces the same to happen for the full system. 
Let 
then, 
and 
x 
,’ = __ 
x + 1 
J” = (1 - J,)Z 
J’ 
“=jq‘ 
(4.11) 
(4.12) 
(4.13) 
Substituting into (4.9) and appending the equation for J’ 
which is an autonomous 3-dimensional system. 
Set 
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for y E [0, 1). These are easily seen to be C’ on [0, 1). Moreover they can be 
extended to y = 1 in a C’ fashion by using assumption (A4). For example, 
h”,(y) + -2,%, as y + 1 and 
j&J)-2p $ ’ l ( 1 (1 - Y)’ 
=-2p J$ ‘$ 
i ) 
+ -2/3a2 
by assumption (b) of (A4); (c) of (A4) is obviously necessary in extending 
h;(Y). 
For y near 1, [(y? v) = ]vi” and so obviously extends to y = 1. 
So we rewrite (4.14) as 
v’ =z 
z’ = h;(y) z + h;(y) v + gy, u)u (4.15) 
y’ = (1 - y)‘. 
v(xo) = 2’0, z(xlJ) = zo 7 Y(-uo) = Yo 3 (4.16) 
where (vo, zo, yo) is allowed to live in R’ x [0, 11. The relevant properties of 
(4.15), (4.16) are contained in the following lemma. 
LEMMA 4.4. (i) The right hand side of (4.15) is locally Lipschitz in 
R’ x [0, 11, so (4.15), (4.16) has a (local) solution. 
(ii) If y* = yo/(l - y,) < L2 then any solution to (4.15), (4.16) is 
defined for (at least) 
x E [x0 - yj:, x0]. 
(iii) Given (uo, zO, yo), if 
xo=y*= Yo/(l - 4’0) (4.17) 
then if (v(x), z(x), y(x)) satisfies (4.15), (4.16), (v(x), z(x)) will sati& (4.9). 
Proof. (i) L, and & are both C’ from the above remarks. Since &x, u) 
is locally Lipschitz, [(y, v) is also. 
(ii) y/(1 - y) plays the role that x played in (4.9). It then follows 
from Lemma 4.3 that (V(X), z(x)) will be defined when 
O<y/(l-y)<L,. (4.18) 
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Solving the equation ~1’ = (1 - ~7)’ with the initial condition y(x,J = Y,,, 
y = 0 when x = x,, - JP*. Since y/(1 - ~2) is an increasing function of J’ and 
JJ’ > 0, (4.18) is satisfied on the specified interval. It is easy to check that J’ 
remains bounded. 
(iii) If (4.18) holds then 
,=L 
x - 1 
is the solution of ~7’ = (1 - y)*, and then the first two equations become 
(4.9). 
Remarks. (1) Since (4.15) is autonomous the condition x0 = 
yO/( 1 - yO) can be satisfied by changing X, and this amounts to a trans- 
lation in x. 
(2) After a solution of (4.9) is recovered, say (u(x), z(x))~ by 
Lemma 4.1 if u(x) = Nap”’ V(X) is in L’(0, 00) and u(0) = 0, then U(X) is 
a solution of (2.6) the original problem. 
Consider (4.15) again. For (u, J/( 1 - v)) in region I, as described in 
section (a), i.e., J = 1 small and L’ not too large (4.15) becomes 
z’ = ~,(y)z + i*(y) L’ + / u y u (4.19) 
y’ = (1 - J)*. 
In particular, this is true if J’ > (L, - 1)/L,. 
The plane 4’ = 1 is invariant for both (4.15) and (4.19), and the flows are 
the same in each case on this plane. This flow is the asymptotic system, 
since as y+ 1, .Y+ +co. 
Since Kr( 1) = H, and h;(l j = H,, where H, and H, are given by (4.7) 
with B replaced by ai, this flow is that associated to (2.12), as expected. 
As shown in Section 2, this flow has two saddles (V,, 0), where 
v, = f(--H*)“” and a spiral at (0,O). 
We shall actually prove the following statement: 
There is an L, , which is large, so that for any k sufficiently 
large, given n E IN, there is a solution to (4. I5), say 
(v(x), Z(X), J(X)), with the properties 
(1) there is an X so that 
v(Y)= 0 and u(3) = 0, 
(2) u(x) has n zeroes in [X, rx), 
(3) (u(x), z(x), y(x)) + (u-, 0, 1) as ?c--, $-co. 
(S) 
That this is sufficient, we state as a lemma. 
212 JONES AND KijPPER 
/ 
” @ 
’ I 2 ’ I 
% 
/” 
V- “Y 
FIG. 6. Solutions to be found. 
LEMMA 4.5. (S) entails Theorem 2.2. 
ProoJ Suppose (S) is true. Parametrise the solution so that y(O) = 0, 
then u(0) = 0. Since w(x) > 0 and u(x) = W-~/~(X) z?(x), u(0) = 0 and U(X) 
has IZ zeroes. If k is large enough, by Lemma 4.4(iii) and Lemma 4.2(ii), 
U(X) will satisfy (2.6), (2.7) if U(X) E L*(O, co). To see that u EL*, 
and by (A3), j: bv -2’u du < +co. It is an easy consequence of (3) that v is . 
bounded, and so u E L ‘(0, 00). 
The remainder of the paper is devoted to proving (S), so we now consider 
only system (4.15). In order to prove (S), we must construct solutions to 
(4.15) as depicted in Fig. 6. To count zeroes, we define a winding number in 
the next section. 
(d) DejXtion and Properties of the Winding Number 
Notice that v = z = 0 is a solution of (4.15), and so this axis is an 
invariant set relative to R2 x [0, 11. Zeroes of v(x) are crossings of the ~1 = 0 
plane, with either z > 0 or z < 0. These are oscillations around this invariant 
axis. We need a notion of winding number that can be used to measure this 
oscillation. 
If (21, z) are co-ordinates on R ‘, set 
v= ((v,z): v<v; z>O} 
A = {(v, z): v = 0, z < O}. 
Let C be a curve in R*\{O}, i.e., a continuous function 4: [so, sl] + R*\{O}. 
Suppose that #(so) E V, we shall define W(C), or W(4). There are 2 cases; 
see also Fig. 7. 
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FIG. 7. Construction of winding number. 
(a) #(si) & A : pick any curve K, given by tq: [s i , s?] + IF! “\p such that 
v/(si) = #(si) and I&?) = #(so). C U K = C* then obviously induces a map 
$*: S” + R’\{O}. There is then a standard winding number 7c,(@*) defined 
for #*, let this be W(C). 
(b) $(s,) E A: pick K as above except ran(v) c (ZIG O}\( (0, 0)). Then 
define W(C) as above. 
W(C) is/ obviously well-defined since (in case (a)) any 2 curves K which 
could be chosen are homotopic and also in case (b). This is because R’\A 
and (c’ < O} are simply connected. We must consider the behaviour of this 
winding number under a homotopy. 
Let @: RZ\,(Oj x [0, I] + R*\{O} b e a homotopy, i.e.? continuous. Setting 
Q,(X) = @(x. p), suppose that QO(+~) = identity. The following two lemmas 
explain what happens to IV(C) if C is modified by @. Eventually the 
homotopy will be the flow. 
LEMMA 4.6. If @@(so), t) E f/for all t E (0, l] and @(Q(s,), t) @A ,for 
all t E [0, l], then w(@,(C)j = IV(C). 
Proof. W(@,(C)) is well defined for all t E [O, l] because @(#(So), t) E I/ 
for all t E [O, I]. 
From the standard properties of a homotopy 
n,(@,(C u K)) = n,(C u K). 
Also @,(C U K) breaks naturally into two pieces: 
Cl = @l(C) 
K, = cD1(K). 
If K, does not intersect A then it could be used in computing CV(C,). If it 
does cross A, we must show that it is, nevertheless, homotopic to a curve K, 
that does not cross A, for then 
n,(@,(C U K)) = z,(C, U 17,) = W(C,). 
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FIG. 8. Construction of I?. 
Construct K, fs follows: L, = {@,(#(sO)): t E [O, 11). L, = (@#(sl)): 
t E [0, 1 ] ). Let K, = L, U K U L, (see Fig. S), Z?, satisfies requirements of 
definition of W since _LO c V c IR’\p and L, c IR2Cq by hypothesis. It 
remains to show that K, is homotopic to K,. But this is clear because 
K, u Z?, lies in the continuous image of the square Is,,, s,] x [0, l] under 
@(Q(S), t) and this image is bounded away from zero (otherwise @ would not 
be a homotopy on R*\{O}). 
Now suppose Qto(4(s1)) E A, there are 2 cases worth distinguishing: 
(1) Qt(ti(s,>> E {v < 0} for t E (to - 6, to). some 6 > 0, and Qr($(sl)) E 
{v>O}fortE(t,,t,+S). 
(2) Qt($(s,)) E (U > 0) for t E (to - 6, to), some S > 0, and @@(s,)) E 
{v<O) for tE(t,,t,+d). 
LEMMA 4.7. Suppose that Qt(#(so)) E V for all t E [0, 11. Zf (1) is 
satisJed at some t, and 6 > 0, then W(@,(C)) is constant for t E (to - 6, t,] 
and W(@,,(C)) = W(Qp,JC)) + 1 for t E (to, t, + 8). Zf (2) is satisfied at some 
to and 6 > 0, then W(@,(C)) is constant for t E [t,,, t, + 8) and W(@,(C)) = 
W(Gto(C)) + 1 for t E (to - 6, to). 
Proof. Obvious from the definition of W. 
In other words, this proposition says that W jumps as the endpoint of the 
curve crosses A nontrivially. It jumps by either f 1 depending on which way 
it goes. 
(e) The Center-Stable manifold at (v-, 0, 1) and Its Backward Iterates 
Consider (4.15) again. Let V, = (ty-, 0, l), the linearization of (4.15) at V, 
has one positive, one negative and one zero eigenvalue. The positive and 
negative eigenvalues coincide with those of (2.12) linearized at (v-, 0), as do 
the eigenvectors with the obvious embedding in R3. The zero eigenvalue is 
due to the degenerate third equation and has (0, 0, -1) as a natural eigen- 
vector. 
Let WC” be a (local) center-stable manifold for (4.15) at V,, see Fenichel 
[ 131. W” is depicted in Fig. 9. It is not hard to check that if V, = 
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FIG. 9. The center-stable manifold of P’?. 
(437 zo, yo) E WC” then V0 . t -+ (v -, 0, 1) as x + +co. This does not follow 
directly from the definition of WCs but from the fact that .r + 1 as s + + co. 
We shall end up by picking initial conditions in a backward iterate of w”; 
WC” .T(T<Oand “e” means the action of the flow associated with (4.15)). 
Any such initial condition will render a solution satisfying (3) of 
statement (S). 
We firstly pin down the left branch of IV”. The (local) stable manifold of 
I’, for (4.15) lies entirely in the y = 1 plane and coincides with the stable 
manifold of (u-, 0) for (2.12). Let W; be the left branch of u,,, W’ - T 
(excluding (u -, 0)). One checks easily that IV; c {z > Oi. We shall find 
P c R2 such that P x [0, 1 ] is negatively invariant, relative to R2 x [O, l] 
for (4.15). Compute, on z = 0: 
2’ = v(K2(y) + gy, v)). 
Let h;(y)) > N for all y E [0, 11, N < 0. If L! < - ]N]iiO and k is large enough 
thenz’<O. 
Let p= ((v, z): LJ < -)N]‘io, z 2 O), then P x [0, 1 ] is negatively 
invariant for (4.15). It is also easy to see that WL 17 r# 0. So there exists 
T<O such that if T<T then Wcs-Tfl~X (1)#0. But then by 
continuity WCs . T~I PX (yO} f0, for Jo close to 1 and all T < z The 
point of this is to be able to pin a point down on WCs n Tn (4’ = rO} (which 
is a curve) ip r since N is chosen so that N > -h”,(y) for all J’ E [0, 1) and 
H, = &(I), PC V and so the winding number is defined. 
In the following C - 4 means that the curve C is given by q5: [so, si] + 
R’\(O). 
LEMMA 4.8. For each A4 E N, there exists a y, close to 1, independent of 
L I if k is hrge enough, and T < 0 such that WC” . Tn ( JI = ~1~) contaim a 
curve C -4: [so,sI]-+ R”\(O) (see Fig. 10) 
(1) 4@dE E 
(2) W(C)=M. 
505!54!2-7 
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FIG. IO. Backward iterate of vs. 
Proof. From the above (1) can be satisfied. Since PC I’, W(C) will then 
be defined. For any T, yO, WCs . T n (v = JJ~} is locally a one-dimensional 
curve. WCs . T is locally a 2-dimensional manifold, but one tangent vector is 
the vector field at a given point which is transverse to y = y0 (y’ # 0) SO the 
2-dimensional manifolds intersects ( y = jrO} in a l-dimensional curve. 
The flow in the plane ~7 = 1 is given in Fig. 2. Since WC” n {y = 1 ] = W’ 
for V,, one can find a T < 0 so that IV’ . T n {J’ = 1 } has property (2). But 
then by continuity, one can check that WC” . T f? {v = yOj also satisfies (2) 
if y0 is close to 1. 
If k is large enough, WC” . T will lie entirely in the region where (4.15) 
reduces to (4.19). Since the above argument could be applied directly to 
(4.19), J’,, is independent of L,. 
(f) Construction of Solutions to (4.15) with Prescribed Oscillation 
We shall now apply the flow as a homotopy to the curve C found in 
Lemma 4.7. Let U(x) = (v(x), z(x), J)(X)) be the solution satisfying U(O) = 
U, = (II,, zo, ~1~). Let 
W) = WJ, 3 x) = ul,(Uo), 
so that Y is the flow operator for (4.15). We can restrict ul, to get a map on 
the plane (~1 = JJ~}. Its image is some other plane (1’ = J’, ), where y, depends 
on x and yO, in fact, from y’ = (1 - y)’ and ~(0) = yO. So we consider Y.Y as 
a map, 
ul,: {Y=Yo/+ {.Y=r1}* (4.20) 
From Lemma 4.4(ii), if 
0 < Yd(l - Yo) <L, - 1, 
U(x) is defined on an interval containing 
I-Yo/(l - Jo 01. 
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In particular, Y is continuous on 
iy = hj x [-h/(1 - hj, 01. 
At I = -~~/(l - y,J, ~7 = 0; so, in particular, (4.20) will be defined, with 
appropriate x, for all values of J, with 0 < y1 < yo. Notice that to prove (S) 
we can have y(O) = jjO # 0, but to obtain the desired solution, some 
reparametrisation is done, as stated in the proof of Lemma 4.5. 
Using the flow Y, we get 2 homotopies of R2\(O}, one in backward time 
and one in forward time: 
!I!-: R2\(O} x []‘$)/(I -Jo), O] + R2\{O) 
‘y+: R2\(O} x [O, b] + lR2\(O}. 
YP is the following composition of maps: 
lW~\{O} x [-&/(l - 4’& O] 
m,lR3X [-J~o/(1-yo),o]ph3i--t P\(O). 
where 
and ~1~ is fixed throughout. From the above Y is continuous and since 
u = z = 0 is a solution, Iv- is well defined. For Y+, J:~ = 0 and the interval 
kd$e;rJ;;fj is replaced by [0, b], w h ere b is some large number that is 
In Lemma 4.4(ii), set x,, = b and x0 - J* = 0, so y* = b. Then Y+ is 
defined on [0, b] so long as b <L ?, which is possible if L z is chosen large 
enough. 
With Y, we take the plane (4~ = y,,} as a set of initial conditions and 
apply the flow until it reaches 4’ = 0. Yy+ is the reverse from (~2 = 0) back 
close to ‘;u = I}. The homotopies are not based on the interval [0, 11, but all 
the winding number lemmas carry over with suitable reinterpretation. 
Now we shall construct the solution with rz zeroes where n is odd. Set 
n+l 
M=- 
2 
and k large enough so that Lemma 4.8 gives a curve with some y,. Now set 
L, large enough so that y0 < L,/(L, + l)= (L, - 1)/L,. 
Call this curve C,, -q3I,: [sO,s,]-’ R2\{O}. We apply Y- to C,tf. Set 
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c MJ = ~-cc,, x)3 where x E [-Yo/(l - vo), 01. Since $(so) E c 
‘Y-(4(s,), x) E B c V for all x, !F(#(s,), x) E V and W(C,,,) is defined. 
By Lemma 4.6, 
unless Iy-(#,&,), 2) E A for some ZE [x, 01. If !F(#,+,(si), A?) E A, then 
Lemma 4.7 applies since (!F(#,(s,), x), y(x)) satisfies (4.15) as a function 
of x and so crosses A non-trivially (v’ = z) and it is easy to see that the 
winding number must increase, since z < 0: 
L.et 
WC,,,) > W(Gf) = kf- 
C -c ‘w-y* - 
and so 
Let c’- f$ [so, si] + R*\{O}. We shall find a curve cc c such that W(c> = 
M- 1. In fact c- & [so, F] -+ R2\{O}, where s,, <S< s,, i.e., it is obtained 
from C by cutting enough of its tail off. 
La C, - 4 ILso,sl for so < s < s, . 
LEMMA 4.9. There exists s E [so, s,] such that W(C,) = M. 
Proo$ Suppose there is no s such that W(C,) =M. Let s’= inf{s: 
W(C,) > M}, s” is defined because W(C,,) > A4 and IV(C,,) = 0. In any 
neighbourhood of S; say [o,, c2], W(C,) takes values, say K and L, such that 
K > A4 + 1 and M < A4 - 1. It follows that q@) E A for some u, < s” < cr2 for 
if #(sJ E A then, by continuity, #([ ci, a*]) nA = 0 and so W(C,) would be 
constant for s E [oi, az]. 
Since $(q # 0 E R* there exists a neighborhood U of d&G’) such that 
UC {z < O} and o, < s”< uz such that #([a,, a,]) c U. But then it is clear 
that W(a,) - W(ar,) is at most 1 for any a,, a1 E [c,, (~~1. This is a con- 
tradiction. 
Let S= inf{s: W(C,) = M}, then by the argument of Lemma 4.9, 4(F) E A 
and it is easy to see that IV(C) = M - 1. 
Since Yy- is the backward flow map, every point on C - 6 [so, F] -+ 
F?*\(O) lies on a backward iterate of WC” and so taking (6, Z, 0), where 
J(F) = (5, Z) as an initial condition leads to a solution with the correct 
boundary condition at +co. Call this solution U(x). It remains to show that 
U(x) = (v(x), z(x), J(X)) satisfies: v(x) has y1 zeroes in [0, +co). To do this, 
we apply Y+ to C. 
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Note that (v(x),z(x)) = Y’(&(-(3 ) s ,x an so u(x) has a zero each time d 
Y’@(s), x) crosses the z-axis = {V = 0). Define 
B = ((0, z): z = 0, u > O}. 
For x = 0, W( !P (c, 0)) = M - 1, from above. For some x very large 
W( Y/+ (c?, x)) = 0, since Yt (c, x) then lies in WCs in a neighborhood of V,. 
Notice that Yt (&so), x) E V for all x, by construction. So W( Yt (c, x)) is 
always defined. Let b satisfy: W( Y’ (c, b)) = 0. 
Now, again set L, larger, if necessary so that b < (L , - 1)/L r, then Y+ is 
defined on R*\{O} x [O, b]. Notice that the above construction was 
independent of L, , so we still have the freedom to reset it. 
W(Y’(c,x)) can only change when Y’@(C), x) E A. Since ~1’ =z and 
Y’@(F), x) satisfies (4.15) in x, it crosses A non-trivially and W drops by 
exactly one. So W( Y+(c, x)) drops from M - i to 0 in increments of 1. 
Each time it drops v(x) = 0. Also, each time it drops by 1, it must previously 
have crossed B(u’ = z). Since it starts at u = 0, it picks up 2(M - 1) + 1 
zeroes = 2M - 1 = 2((n + 1)/2) - 1 = n. 
To construct the solutions with n zeroes where n is even, cut off c’ when 
4(F) E B and W(c> = M - 1, this must be possible. Then reapply the curve 
argument using Y+ and the solution will have 1 less zero then that 
constructed above. 
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