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Introduction
boundary Air Pollution, the main pollutants associated with industrial sources (namely, SO 2 , NO x , VOCs, 48 and ammonia (NH 3 )) are subjected to emission ceilings set for 2010 in the 1999 Gothenburg Protocol to 49 abate acidification, eutrophication and ground-level O 3 . Specific sources, such as combustion plants and 50 electricity power stations, are controlled by the protocol through strict emission limit values.
51
Numerical models play a key role in assessing the contribution of regulated sources to regional air qual- 
1. Setup of CMAQ and WRF
129
CMAQ is a comprehensive air quality modelling system based on the 'one atmosphere' concept in 130 which complex interactions between atmospheric pollutants on urban, regional and hemispheric scales are The model was run on multiple grids using one-way nests down to a horizontal resolution of 5 km. Three Stauffer and Seaman, 1990) was employed for the outer domain every 6 h in order to constrain the model averaged over a monthly sampling period. We selected only the sites using denuder-based samplers, which 231 monitor acid gases and aerosol components. 
1. Rationale
234
To have sufficient confidence in the performance of such a complex modelling system, it is necessary to 235 undertake a more detailed evaluation than just analyzing the final species concentrations. Meteorological 236 data has been evaluated separately and this evaluation is not reported in this paper. We found that the grid 237 nudging technique that we used for the outer domain did constrain the meteorological fields to remain close 238 to observational data (as expected). Given that other simpler models have already been adopted as policy 239 tools in the UK, it is important to assess the performance characteristics of the modelling system according 240 to acceptance criteria which conform to the UK Environment Agency's policy on the use of dispersion 241 models. Basic elements of this policy include that the assessment models should be fit for purpose, be 242 based on established peer-reviewed scientific principles, and be evaluated and documented.
243
No universal consensus has been reached so far on good practices to evaluate model performance. Den- The performance of our modelling system is comparable to that of similar modelling systems exercised Table 1 ). These values fulfill the skill criteria |NMB| ≤ 15 % and NME ≤ 35 % for O 3 suggested by Russell 302 and Dennis (2000) . In contrast to O 3 , the values of NMB and NME for daily mean PM 10 (−34.00 % and 303 52.83 %, respectively) do not fulfill those skill criteria suggested for O 3 , even though they almost fulfill less 304 stringent criteria that are often used for PM 10 (e.g. |NMB| ≤ 50 % and NME ≤ 50 %). As for other species (B ≪ 1). As regards PM 10 , exceedances are slightly under predicted (B < 1). The hit rate (H), also known 312 as probability of detection, is close to zero for O 3 , which means that the modelling system barely produced any exceedance that actually occurred. The false alarm ratio (FAR) is high for both O 3 and PM 10 , which M A N U S C R I P T
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indicates that a large proportion of the exceedances that were predicted by the modelling system did not 315 actually occur. These PM 10 exceedances were predicted although the total number of exceedances were 316 under predicted. Further work is required to understand the conditions whereby PM 10 peaks. formation of ammonium nitrate (NH 4 NO 3 ) during these months. NH 3 is clearly over estimated at sites 341 2, 8, and 11 (see Fig. 2 for the location of the sites). These sites are located in heterogeneous landscapes 342 (moorland type for site 2 and woodland type for sites 8, and 11), for which the sub-grid spatial variability 343 in emissions is expected to be strong. Model performance for HNO 3 is similar to that of SO 2 . Both species 344 are over estimated at sites 4, 5, and 11. Two of these sites (4 and 11) are located in remote places, where one 
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One has to be aware of the limitations of the approach to model evaluation that we used in our work. agnostic' evaluation) complements the 'operational' evaluation and is being considered for future work.
393
In particular, further work is needed to evaluate the capabilities of the modelling system to (i) predict the 
respectively. The standard deviations of N predictions and observations are defined as
respectively. The variables a, b, c, and d used to calculate the categorical statistics A, B, H, and FAR
421
represent all the exceedances that did not occur, exceedances that did occur, exceedances that were not 422 predicted and not observed, and exceedances that were not predicted but observed, respectively (see Fig. 4 ).
423
Accuracy (no unit, in %):
Bias (no unit):
Correlation coefficient, r (no unit):
Factor Of EXceedance (no unit, range [−50, 50] %):
Fraction of predictions within a Factor Of 2 of observations (no unit, in %):
False Alarm Ratio (no unit, in %):
Fractional Bias (no unit, range [−2, 2]):
Fractional Error (no unit, range [0, 2]):
Hit Rate (no unit, in %):
Index of Agreement (no unit, range [0, 1]):
Mean Bias (in unit of concentration):
Mean Error (in unit of concentration): 
Mean Fractional Error (no unit, range [0, 200] %):
Normalized Mean Bias (no unit, in %):
Normalized Mean Error (no unit, in %):
Root Mean Square Error (in unit of concentration):
SKill VARiance (no unit):
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Supplementary data associated with this article can be found in the online version. exceedances that did not occur, exceedances that did occur, exceedances that were not predicted and not observed, and exceedances that were not predicted but observed, respectively (see § 3.3). 
