Abstract In this paper, we estimate the reliability of some parallel and series multi-component stress-strength models. We determine the reliability of a system composed of k dependent components subjected to n dependent stresses. We study the cases, when the components are either arranged in series or in parallel. The components strengths are assumed to have (k + 1)-parameter multivariate Marshall-Olkin exponential distribution, while the stresses are (n + 1)-parameter multivariate Marshall-Olkin exponentially distributed.
Introduction
Estimation of the reliability of stress-strength models has been discussed in the literature extensively. For example Hanagal [1] obtained the estimation of the reliability of a series system under the assumption of a multivariate Pareto distribution for the strengths of the components and subjected to exponential common stress. Hanagal [2] obtained the estimation of system reliability of a stress-strength model with k components either parallel or series. He assumed that the distributions of the strengths of the k components and the distribution of the common stress are all independent and are two parameter exponential. Hanagal [3] obtained the estimation of system reliability in multi-component series stress-strength models. He considered the estimation of R ¼ P X kþ1 < minðX 1 ; X 2 ; Á Á Á ; X k Þ ð Þ when X i , i = 1,2,. . ., k + 1, all follow independent Gamma, Weibull and Pareto distributions. For the case of non-independent components, Hanagal [4] estimated the reliability of a parallel system with two components having a bivariate exponential distribution subjected to a common stress, which can be either exponential or gamma. Also Ba'akkel [5] discussed the reliability of a system with two components with strengths having a bivariate exponential distribution and subjected to different strategies of stresses. Ebrahimi [6] discussed series stress-strength models having bivariate Marshall-Olkin exponential strengths subjected to q stresses. The stresses are independent and exponentially distributed.
Modern engineering systems may have more than two components. The components may fail separately or simultaneously. The (k + 1)-parameter multivariate exponential distribution and the absolutely continuous multivariate exponential (ACMVE) distribution may represent the lifetimes or strengths of such components. Hanagal [7] discussed the reliability of an s-out of k system. The strengths of the k-components follow the ACMVE distribution and are subjected to a common stress which is exponentially distributed.
In some situations the system may be imposed to different stresses that could not be independent. Not too much work considered this case. In the present article, we consider the problem of estimating the reliability of a system with k components subjected to n stresses. The components could be arranged either parallel or series. The strengths of the components and the stresses imposed on the system are all assumed to have different multivariate Marshall-Olkin exponential distributions (MVE) [8] . The strengths and the stresses are independent and are assumed to have (k + 1) and (n + 1)-parameter multivariate Marshall-Olkin exponential distributions, respectively.
As in Proschan and Sullo [9] a set of random variables T 1 , T 2 , . . . ,T r is said to have an (r + 1)-parameter MVE distribution if the survival function of T 1 , T 2 , . . . ,T r is given by
and A ¼ fb :
This distribution will be denoted from now on as MVE(r + 1). The MVE(r + 1)arises in the following context: suppose that T 1 , T 2 , . . . ,T r represent failure times or strengths of components labeled 1, 2, . . ., r, respectively, and {Z i (t), t # 0;b}, i = 0,1,. . ., r, be r + 1 mutually independent Poisson processes with corresponding intensities b i , b 2 A. A shock in Z i (t) process is selectively fatal to component i, i = 0,1,. . ., r, while a shock in Z 0 (t) process is simultaneously fatal to all r components. Hence, if U 0 , U 1 , U 2 , . . ., U r represent the times to the first events in Z 0 (t), Z 1 (t), . . ., Z r (t), respectively, T i = min(U 0 , U i ), where U 0 and U i are independent exponential random variables. Thus, it is evident that MVE(r + 1)can be represented in terms of independent exponential random variables. This property is used in generating samples from MVE(r + 1). As mentioned by Marshall and Olkin [8] , the marginal distribution of T i is exponential with parameter 
Reliability of the system
In this section we derive the reliability of a system consisting of k components subjected to n stresses. The strengths of the components X 1 , X 2 , . . . . . ,Y n )and the strengths (X 1 , X 2 , . . ., X k ), are assumed to be independent. We determine the reliability of the system for both parallel and series arrangements of the components.
Reliability of the parallel system
For the parallel case, the reliability of the system is given by where Z = max(X 1 , X 2 , . . ., X k ) and
The survival function of Z is given by
Thus, using (1.1), we get
ð2:1:3Þ
Similarly, the cumulative distribution of H is given by
Substituting with (2.1.3) and (2.1.4) into (2.1.1), we get
ð2:1:5Þ
Reliability of the series system
The reliability of the system for the series case is
where
Noticing that M is exponentially distributed with parameter 
Special cases
In this section we consider some special cases of the results of Section 2.
(i) When n = 1, the k components will be subjected to a common stress Y. This stress is distributed exponentially with mean l À1 , and independent of the strengths of the components. According to (2.1.5) and putting (l 1 = l and l 0 = 0) the reliability of the parallel system will be
ð3:1Þ
For the series case, according to (2.2.3) the reliability of the system will be
(ii) When n = 2, each of the k components is subjected to any one of two dependent stresses, say, Y 1 and Y 2 . That is, Y 1 and Y 2 , are two dependent stresses having a bivariate Marshall-Olkin exponential distribution (BVE), and are independent of the strength of the system. According to (2.1.5) the reliability of the parallel system is given by
ð3:3Þ
3) the reliability of the series system is given by
ð3:4Þ
(iii) When k = 2, n = 1 then (X 1 , X 2 ) follows a bivariate Marshall-Olkin [8] exponential distribution (BVE) and subjected to a common stress Y, which is distributed exponentially with mean l
À1
, and independent of the strengths of the components. According to (2.1.5) the reliability of the parallel system is given by
ð3:5Þ which is the same as the result obtained by Hanagal [4] and Ba'akkel [5] . Similarly using (2.2.3) we get the reliability of the series system
which is the same as the result obtained by Ba'akkel [5] . (iv) When k = 2, and n = 2, the system consists of two components with strengths (X 1 , X 2 ). Each component is subjected to any one of two dependent stresses (Y 1 , Y 2 ). According to (2.1.5) the reliability of the parallel system is given by
Estimation of the reliability
Appropriate non-parametric estimators of R i , i = 1,2, could be obtained by estimating the probability P(max(
, for the parallel case and estimating the probability
, for the series case. Using the data of a sample of N observations from the MVE(k + 1)and MVE(n + 1), appropriate estimators of R i i = 1,2,are obtained by counting the proportion of the sample observations such that max(x 1j , x 2j , . . . ,x kj ) > max(y 1j , y 2j , . . ., y nj ) for the parallel case and min(x 1j , x 2j , . . ., x kj ) > max(y 1j , y 2j , . . . ,y nj ) for the series case, to the total number of observations in the sample, where (x 1j , x 2j , . . . ,x kj ) and (y 1j , y 2j , . . . ,y nj ) are the j-th observation corresponding to the strengths and the stresses, respectively, and j = 1, . . . ,N. For parametric estimation, the estimation of reliability for each model could be obtained by replacing the parameters in the equation of R i , i = 1, 2, by their corresponding estimators. Several estimators of the parameters of the bivariate and multivariate Marshall-Olkin exponential distributions have been suggested in the literature, see for example Prochan and Sullo [9] , Bhattacharyya and Johnson [10] , Arnold [11] , Bemis, Bain and Higgins [12] , Kundu and Kumar [13] , and Karlis [14] and others.
Here, we shall mention the estimators that we will use for estimating R i , i = 1,2.
Arnold [11] has suggested consistent estimators of the parameters using the distribution properties of the model with the form
where N i denotes the number of observations for which t i = min(t 1 , t 2 , . . . ,t r ), N 0 denotes the number of observations for which t 1 = t 2 = Á Á Á = t r , in a sample of N observations from the distribution given by (1.1). For obtaining the maximum likelihood estimates (MLE) of the parameters of MVE (r + 1), Proschan and Sullo [9] showed that, if(T 1 , . . ., T r ) is random vector having MVE (r + 1)distribution, and n 0 denotes the number of observations for which at least t i = t j , for i " j, n i denotes the number of observations for which t i < max (t 1 , t 2 , . . ., t r ), and n ðcÞ i denotes the number of observations for which only t i = max (t 1 , t 2 , . . ., t r ), the log-likelihood function for a given sample of size N is given by , These estimators are developed from intuitive considerations of the distribution. They used these estimates as the first iterate in solving the likelihood equations iteratively using the method of successive approximations, applied by putting the likelihood equations in the form b ¼ gðbÞ and then using the functional iteration
The iteration is terminated when some convergence criterion is met. Karlis [14] developed an EM type algorithm for the computation of the MLE's based on the multivariate reduction technique. He used the consideration that T i = min(U 0 , U i ), i = 1, . . . ,r. According to the multivariate reduction derivation, the missing data consist of the non-observable random variables U i , i = 0, . . . ,r while the observed data are the values T i , i = 1, . . . ,r. The EM algorithm proceeds by calculating the conditional expectation of U i given T ðmÞ r Þ which called the E-step, while the M-step just calculates the MLE's for a sample from exponential distributions, using the expectations of the E-step.
The conditional expectations of U i 's given the T i 's (see Karlis [14] ) are as follow:
First case when t 1 = t 2 = . . . = t r .
EðU 0 jT 1 ; Á Á Á T r ; bÞ ¼t 1; 
The last case if some t j is larger than the rest,
EðU i jT 1 ; Á Á Á T r ; bÞ ¼t i ; i ¼ 1; Á Á Á ; r; i -j:
Numerical illustration
For a numerical illustration of the results obtained, a simulation study is performed. Two thousand samples each of size 10, 30 and 100 are generated from the strengths and stresses distributions. Taking k = 3, k 1 = 0.06, k 2 = 0.03, k 3 = 0.07, and k 0 = 0.04, two cases are considered: Case 1: the common stress (n = 1), we take l = .25. Case 2: three stresses (n = 3), we take (i) The expected value of each one of the three stresses equals to the expected value of the common stress in Case 1 (
, where a i = l 0 + l i ), namely l 0 = 0.2,l 1 = 0.05, l 2 = 0.05, l 3 = 0.05.
(ii) The sum of the expected value of the three stresses equals to the expected value of the common stress in Case 1 ( Clearly as is known, the reliability of the parallel system is greater than that of the series system. We find that the reliability of the system under the common stress is greater than that under three stresses when the expected value of each one of the three stresses equals to the expected value of the common stress and less than that when the sum of the expected values of the three stresses equals to the expected value of the common stress. In general as N increases all estimates R (T) ,
, and R (N) ,converge to R and MSE decreases. All estimates give good results even for small N(N = 10). Table 2 System reliability under three stresses model when Table 3 System reliability under three stresses model when We see from Tables 1-3that , the iterative method and the EM-algorithm method give the same results for estimating the values of R i , i = 1,2, concerning biasness and MSE's. However, for the same convergence criterion the average number of iterations using the iterative method is less than that using the EM-algorithm whether using INT estimates as initials or any other initials (for example putting all initial values equal to 1). Table ( 4) shows the average number of iterations until convergence criterion is met when the initial values of the parameters are equal to the INT estimates or all equal to 1.
Concerning biasness, we find that for a small sample size (N = 10) the non parametric method gives the smallest bias, and the differences in b (T) , b (I) and b (EM) appear after 3-rd decimal place. While for large samples the differences in bias decrease. Concerning mean squared errors, we find that the differences in MSE oF R (T) , R (I) and R (EM) appear after 4-th decimal place. For large samples the MSE are almost the same for R (T) , R (I) and R
. In general Arnold estimates give the largest bias. We can say that the non-parametric method gives acceptable results. We also see that the differences between the R (T) , R (I) and R (EM) are very small. 
