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FIXED-ENERGY MULTI-PARTICLE MSA
IMPLIES DYNAMICAL LOCALIZATION
VICTOR CHULAEVSKY
Abstract. This work is a continuation of [15] where we described two elemen-
tary derivations of the variable-energy MSA bounds from their fixed-energy
counterparts, in the framework of single-particle disordered quantum parti-
cle systems on graphs with polynomially bounded growth of balls. Here the
approach of [15] is extended to multi-particle Anderson Hamiltonians with in-
teraction; it plays a role similar to that of the Simon–Wolf criterion for single-
particle Hamiltonians. A simplified, fixed-energy multi-particle MSA scheme
was developed in our earlier work [7], based on a multi-particle adaptation
of techniques from Spencer’s paper [36]. Combined with a simplified variant
of the Germinet–Klein argument [29] described in [14], the outcome of the
fixed-energy analysis results in an elementary proof of multi-particle dynam-
ical localization with the decay of eigenfunction correlators faster than any
power-law.
1. Introduction.
This manuscript is an extended version of my talk given recently at the work-
shop ”Mathematics of quantum disordered systems” organized by the Institut de
Mathe´matiques de Jussieu at Chevaleret (Paris) and by the Institut Galile´e at Vil-
letaneuse. A reader familiar with [15] may notice that substantial portions of the
text are borrowed from that preprint, often by the ”copy-n-paste” method. A good
time-saving tool, it is also a well-known source of a.s. creation of notational incon-
sistencies, for which I sincerely apologize in advance. In my talk, this text has been
promised to be uploaded promptly to arXiv; a more detailed version will be made
available later.
I would like to stress here a point which may have been insufficiently emphasized
in the talk: although several approaches to the derivation of the spectral and dy-
namical localization from the FEMSA (fixed-energy multi-scale analysis) estimates
for single-particle systems are known by now1 (cf., e.g., [5], [30]), this text focuses
only on two methods which seem to provide the shortest path to the multi-particle
localization from the FEMPMSA results, which are much simpler to obtain than
their variable-energy analogs, the VEMPMSA (variable-energy multi-particle MSA)
bounds. The choice is certainly biased by the author’s personal preferences, and
there is no doubt that alternative, more efficient and more general methods will
appear in near future.
1I thank Peter Hislop for a fruitful exchange on this subject during the above mentioned
workshop ”Mathematics of quantum disordered systems”.
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Several ideas employed in the derivation ”FEMPMSA⇒ VEMPMSA” have been
used by other researchers in the context of single-particle systems. The ”disorder-
energy” measurable space Ω×R appears already in the work by Martinelli–Scoppola
[35]. In a more general context, it becomes the main scene of action in the Simon–
Wolf paper [37] (see [37] for a more extensive bibliography and a discussion of a
series of works which initiated the research by Simon and Wolf). The fact that the
matrix elements of resolvents are rational functions with a ”moderate” number of
poles is explicitly used, e.g., by Bourgain–Kenig [5], in a ”hard” situation (Bernoulli–
Anderson Hamiltonians). Germinet–Klein [30] use spectral reductions for random
Hamiltonians with virtually no assumption on the marginal probability distribution
of the random potential (the scatterers amplitude of an alloy potential may follow
any probability law not concentrated on a single point). While the singular nature
of the random potential forces one to make use of technically involved analytic and
probabilistic tools, making a strong assumption on the regularity of the marginal
distributions (viz., sufficient regularity of the probability density) gives rise to a
significant simplification of spectral reductions (FEMSA ⇒ VEMSA).
This list can be continued ...
Needless to say that the Fractional Moment Analysis (FMM) always starts as a
fixed-energy analysis.
In the framework of the multi-particle Anderson Hamiltonians, the above men-
tioned strong assumption on the regularity of the marginal density remains so far
the only means to achieve more optimal, physically reasonable bounds on long-range
charge transfer processes (tunneling) in an interacting quantum system of N ≥ 3
particles; cf. a brief discussion in subsection 2.3. Resonances occurring in such sys-
tems can be qualified as ”structural”; they do not appear in 1-particle systems and
can be treated in a relatively simple way in 2-particle systems. The solution to this
problem (explicitly analyzed by Aizenman and Warzel [3]), proposed in our works
[11], [12], requires the above mentioned regularity assumption. Therefore, limit-
ing the spectral reduction (FEMSA ⇒ VEMSA) to random Hamiltonians obeying
this assumption does not seem to be an overly big concession – at least, until a
new, more efficient solution is found to the problem of long-range tunneling due to
structural resonances in systems with N > 2 particles.
On the other hand, proving merely the Anderson localization phenomenon in an
interacting quantum system with an arbitrary (but fixed) finite number of particles
is a simpler task than proving efficient decay bounds for eigenfunction correlators.
This can be done under a much weaker hypothesis of Ho¨lder (or even log-Ho¨lder)
continuity of the cumulative marginal probability distribution function (PDF) of the
external random potential featuring the IID, IAD (=Independence At Distance) or
an (appropriate) strong mixing property. The main geometrical tool here is the
notion of ”separability” of pairs of finite volumes developed in our joint works with
Yuri Suhov [8, 9] (for N = 2 particles) and in [10] (for N ≥ 2 particles).
2. Basic notations, facts and assumptions
Throughout this paper, we work with discrete Schro¨dinger operators (DSO) act-
ing in Hilbert spaces of square-summable complex functions on connected countable
graphs. Indeed, the techniques and results of the MSA, initially developed for op-
erators on periodic lattices, are naturally extended to more general graphs with
polynomially bounded growth of balls (such graphs as Bethe lattices remain so far
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out of the MSA’s reach). Another motivation for presenting the new approach on a
graph comes from the fact that the natural language for the description of a system
of N > 1 interacting indistinguishable quantum particles (bosons or fermions) is
that of a symmetric power of the configuration space Z of the respective single-
particle system; already in the case where the configuration space is Z = Zd, d > 1,
its N -th symmetric power is no longer a periodic lattice.
2.1. Graphs, configurations and graph Laplacians. Consider a finite or count-
able connected graph (G, E), with the set of vertices G and the set of edges E ; for
brevity, we will often call G the graph, omitting the reference to E . We denote
by dG(·, ·) (sometimes simply by d(· , ·)) the canonical distance on the graph G:
dG(x, y) is the length of the shortest path x  y over the edges. We will assume
that the growth of balls BL(x) := {y : dG(x, y) ≤ L} is polynomially bounded:
sup
x∈G
|BL(x)| ≤ CdL
d, L ≥ 1. (2.1)
In particular, the coordination number nG(x) := {y : dG(x, y) = 1} of any vertex x
is bounded by Cd (even by Cd − 1).
Given a connected graph (Z, EZ) serving as the configuration space of quantum
particles, the configuration space of a system of N > 1 distinguishable particles is
the cartesian product ZN ; it is usually endowed with the following graph structure:
a pair (x,y) is an edge iff, for some j◦ ∈ [1, N ], (xj◦ , yj◦) ∈ EZ , while for all i 6= j◦
one has xi = yi. In other words, y is obtained from x by moving exactly one
particle to one of its nearest neighbors in Z. To make explicit this choice, we use
the boldface notations ZN for the vertex set of the N -particle configuration graph
and E(N) for the described edge set. In general, boldface notations will be reserved
for ”multi-particle” objects.
Introduce the following mapping from Zn, n ≥ 1, to the collection of finite
subsets of Z:
Π : x = (x1, . . . , xn) 7→ {x1, . . . , xn}. (2.2)
We will call Πx the support of the configuration x ∈ Zn. (Note that in the frame-
work of indistinguishable particles, only Πx would be physically observable.) Simi-
larly, the support of a ”polydisk” B
(n)
L (x) = ×
n
j=1BL(xj) is the set
ΠBL(x) = ∪
n
j=1BL(xj) ⊂ Z. (2.3)
Further, given a non-empty index subset J ⊆ [1, N ]∩Z, define a partial projection
(or partial support)
ΠJ : (x1, . . . , xN ) 7→ {xj , j ∈ J } ⊂ Z.
For J = ∅ set, formally, Π∅x = ∅.
Apart from the graph distance d(· , ·) = d
Z
N (· , ·) on ZN , it will be convenient
to use the max-distance ρ and symmetrized max-distance ρS defined as follows:
ρ(x,y) = max
1≤j≤N
dZ(xj , yj), ρS(x,y) = min
π∈SN
ρ
(
x, π(y)
)
,
where the elements π ∈ SN of the symmetric group SN act on vertices x ∈ Z
N
by permutations of the coordinates. In terms of ρ, a polydisk B
(n)
L (x) is a ball of
radius L centered at x. (If Z = Zd with max-distance, then polydisks are cubes.)
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The canonical (negative) graph Laplacian (−∆G) on a finite or countable graph
(G, E) is given by
(−∆Gf)(x) =
∑
〈x,y〉
(f(x) − f(y)) = nG(x)f(x) −
∑
〈x,y〉
f(y) (2.4)
where we use a popular notation 〈x, y〉 for a pair of nearest neighbors x, y ∈ G, i.e.,
dG(x, y) = 1, and nG(x) is the coordination number of the point x. For brevity,
we will sometimes use slightly abusive notations like 〈x, y〉 ∈ Λ, Λ ⊂ G instead of
〈x, y〉 ∈ (Λ × Λ) ∩ EG .
From this point on, unless otherwise specified, we will use the notation G only for
finite connected graphs, either in the single-particle context or in a situation where
the nature of a graph (single- or multi-particle) is irrelevant, while Z will stand
for a countable connected graph with polynomial growth of balls. Finite connected
subgraphs of ZN will be sometimes denoted by G.
In operator form, we can write, for an arbitrary (connected) graph G,
−∆G = nG −
∑
〈x,y〉
Γx,y, Γx,y = |1x〉〈1y |,
where nG is the operator of multiplication by the function x 7→ nG(x). Given
a subgraph Λ ( G, define its internal, external and the so-called edge boundary
(relative to G) as follows:
∂−G Λ = {y ∈ Λ : dG(x,G \ Λ) = 1}, ∂
+
G Λ = ∂
−
G G \ Λ,
∂GΛ = {(x, y) ∈ ∂−G Λ× ∂
+
G Λ : dG(x, y) = 1}.
Working with a given graph G(⊂ Z), we always mean by a ball BR(u) ⊂ G the
set {y ∈ G : dG(u, y) ≤ R}, i.e., the ball relative to the metric space (G, dG).
The Laplacian (hence, a DSO) in a subgraph Λ ⊂ G can be defined in various
ways. The two most popular choices are:
• The canonical (negative) Laplacian in Λ, (−∆NΛf) = (−∆Λf), defined as in
(2.4) with G replaced by Λ. It this context, it is usually considered as an
analog of the Neumann Laplacian, and reads as follows:
(−∆NΛf)(x) = nΛ(x) −
∑
〈x,y〉∈Λ
f(y). (2.5)
• The Dirichlet Laplacian (−∆DΛ,G) = 1Λ(−∆
D
Λ,G)1Λ ↾ ℓ
2(Λ). Here we use a
natural injection ℓ2(Λ) →֒ ℓ2(G). The Dirichlet counterpart of (2.6) is
(−∆DΛf)(x) = nG(x)−
∑
〈x,y〉∈Λ
f(y), (2.6)
with nG(x) ≥ nΛ(x), so (−∆DΛ) ≥ (−∆
N
Λ) in the sense of quadratic forms.
We will use the Dirichlet Laplacians and DSO HDΛ . Given a decomposition
G = Λ ⊔ Λc, Λc := G \ Λc, we can write
−∆DG = nG −
∑
〈x,y〉∈Λ
Γx,y −
∑
〈x,y〉∈Λc
Γx,y −
∑
〈x,y〉∈∂Λ
(Γx,y + Γy,x)
=
(
(−∆DΛ)⊕ (−∆
D
Λc)
)
− ΓΛ,G
FIXED-ENERGY MULTI-PARTICLE MSA IMPLIES DYNAMICAL LOCALIZATION 5
with ΓΛ,G =
∑
〈x,y〉∈∂Λ (Γx,y + Γy,x). Respectively for the DSO HG = −∆
D
G + V ,
where V : G → R is usually referred to as the potential, one has
HG = H•G,Λ − ΓΛ,G , H
•
G,Λ := (−∆
D
Λ + V )⊕ (−∆
D
Λc + V ).
We omit the superscript ”N”, since the nature of the boundary conditions in G is
not related to the choice of Dirichlet or Neumann decoupling induced by G = Λ⊔Λc.
The spectrum of a (finite-dimensional) operator HG , i.e., the set of its eigenval-
ues (EVs) counting multiplicities, will be denoted by Σ(HG). The resolvent of a
Hamiltonian HΛ(ω), Λ ⊆ ZN , will be denoted by GΛ(E;ω) and its matrix ele-
ments in the delta-basis (Green functions) by GΛ(x,y;E;ω). The subscript Λ will
be omitted when Λ = ZN .
In a number of formulae and statements, we will use parameters β, τ, ̺ ∈ (0, 1),
and α ∈ (1, 2). Unless otherwise specified, we assume that β = 1/2, τ = 1/8,
̺ = (α−1)/2 = 1/6 and α = 3/2. Note that the exponent 1+̺α figuring in Definition
2.1 then equals 7/8.
The function γ : (m,L) 7→ m(1+L−τ ) introduced below is a convenient replace-
ment for the decay exponent (”mass”) used in the MSA and dependent upon the
scale. We merely make this dependence explicit. Clearly, γ(m,L) > m for any
L > 0.
Definition 2.1. Given numbers E ∈ R, m > 0 and L ∈ N∗, a ball BL(u) is called
• E-resonant (E-R, in short), if dist(Σ(HBL(u)), E) < e
−Lβ , andE-nonresonant
(E-NR), otherwise;
• (E,m)-nonsingular ((E,m)-NS), if for all x,y ∈ BL(u) with ρ(x,y) ≥ L
1+̺
α
|∂BL(u)| · |GBL(u)(x,y;E)| ≤ e
−γ(m,L)ρ(x,y), (2.7)
where
γ(m,L) := m(1 + L−τ ), (2.8)
and (E,m)-nonsingular ((E,m)-NS), otherwise.
2.2. Geometric resolvent inequality. The second resolvent identity implies the
so-called Geometric resolvent equation for the resolvents GG(E) = (HG − E)−1,
GΛc(E) = (HΛc − E)−1, G•G,Λ(E) = (H
•
G,Λ − E)
−1:
GG(E) = G•G(E) +G
•
G(E) ΓΛ,G GG(E). (2.9)
For x, u ∈ Λ and y ∈ Λc, one has G•G(x, u;E) = G
D
Λ(x, u;E) and G
•
G(x, y;E) = 0.
This results in the Geometric resolvent equation for the Green functions
GG(x, y;E) =
∑
〈u,u′〉∈∂GΛ
GDΛ(x, u;E)GG(u
′, y;E) (2.10)
and the Geometric resolvent inequality (GRI)
|GG(x, y;E)| ≤
∑
〈u,u′〉∈∂GΛ
|GDΛ(x, u;E)| |GG(u
′, y;E)|. (2.11)
In the rest of the paper, the superscript ”D” will be omitted, since we do not use
the Neumann boundary conditions.
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2.3. Assumptions on the random potential. The efficiency of the quantitative
bounds on eigenfunctions and eigenfunction correlators for N ≥ 3 interacting par-
ticles available at the moment and the complexity of the proofs depend upon the
assumptions on the random potential.
For clarity of presentation, we always assume that the random potential field
V : Z × Ω→ R on a graph Z is IID.
The first, more general condition (leading to weaker results) is as follows:
(W1): The marginal probability distribution function (PDF) FV is uniformly
Ho¨lder continuous: there are constants CH ∈ (0,+∞), δ ∈ (0, 1] such that
sup
t∈R
(FV (t+ s)− FV (t)) ≤ CHs
δ. (2.12)
To obtain more optimal decay bounds on eigenfunction correlators, with the help
of a method developed in [12]–[11], one needs an additional assumption which we
will describe now. Introduce the following notations. Given a finite subset Λ ⊂ Z,
let ξΛ(ω) be the sample mean of the random field V over the Λ,
ξΛ(ω) = |Λ|
−1∑
x∈Λ
V (x, ω)
and define the ”fluctuations” of V relative to the sample mean, ηx(ω) = V (x, ω)−
ξΛ(ω), x ∈ Λ. Denote by Fη,Λ the sigma-algebra generated by {ηx : x ∈ Λ}, and by
FξΛ(· |Fη,Λ) the conditional distribution function of ξΛ given Fη,Λ. Assuming that
Λ ⊂ Z and diam(Λ) ≤ R, introduce, for s ≥ 0, an Fη,Λ-measurable random variable
νξΛ(s;ω) := ess sup sup
t∈R
|FξΛ(t+ s |Fη,Λ)− FξΛ(t |Fη,Λ)|. (2.13)
The stronger assumption on the random field V is as follows:
(W2): There exist C′, C′′, A′, A′′, B′, B′′ ∈ (0,+∞) such that for any finite
subset Λ ⊂ Z with diam(Λ) ≤ R,
∀ s ∈ (0, 1] P
{
νξΛ(s;ω) ≥ CR
AsB
}
≤ C′RA
′
sB
′
. (2.14)
In the case where the random field V is IID, a more natural condition should
refer to the cardinality |Λ| of the subset Λ, but we will use the above property only
in a situation where Λ is a subset of some ball, of an explicitly bounded diameter.
For further use, define the following function on [0, 1]:
hL = h
(N,x,y)
L : s 7→ |B
(N)
L (x)| · |B
(N)
L (y)|CL
AsB + C′LA
′
sB
′
. (2.15)
See the discussion of the validity of (W2) in subsection 8.2 below.
2.4. Assumptions on the interaction potential. For brevity, we consider only
finite-range interactions U generated by a pair interaction potential U (2)(·):
(U1): There is an integer r0 ≥ 0 and a function U (2) : N → R with finite
support, suppU (2) ⊂ [0, r0], such that
U(x) =
∑
1≤i<j≤N
U (2)
(
d(xi, xj)
)
. (2.16)
The parameter r0 will be called the range of the interaction U.
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In the case where the single-particle configuration space is a group (e.g., Zd or
Rd), the above form of U corresponds to translation invariant interactions; in the
case of a Euclidean space, such an interaction is also isotropic. In all cases, U of the
form (2.16) is permutation symmetric. We stress that neither of these properties
is crucial for the multi-particle MSA scheme. Moreover, this scheme can be easily
adapted to interactions with a hard core.
The assumption of finite range simplifies the induction on particles. In [13], we
described an extension of the variable-energy MPMSA to interactions decaying at
an exponential or subexponential rate,
|U (2)(r)| ≤ c1e
−c2rc3
with c1, c2 ∈ (0,+∞) and c3 > 0 sufficiently close to 1. The proof of the fixed-
energy MPMSA bounds can follow essentially the same path. In fact, the most
significant modification is required in the proof of Lemma 6.4; see the details in
[13]. In the framework of the fixed-energy MPMSA (which is simpler), we plan to
address infinite-range interactions in a forthcoming paper.
3. Main results
Let B1 be the set of all bounded Borel functions f with ‖f‖∞ ≤ 1.
Theorem 3.1. Fix any integer Nˆ ≥ 2. Under the assumptions (W1) and (U1),
for any N ∈ [1, Nˆ ] there exists g0(N) < +∞ such that for all |g| ≥ g0(N) and some
m = m(g,N) ≥ Const(N) ln |g| > 0:
(A) with probability one, the random operator H(ω) = H0 + gV(ω) +U has pure
point spectrum and all eigenfunctions Ψj(ω) rapidly decaying at infinity: for each
Ψj and some x̂j, for all x and some C(x̂j , ω) ∈ (0,+∞),
|Ψj(x, ω)| ≤ C(x̂j , ω) e
−a ln1+c ρ(x,x̂j); (3.1)
(B) for all points x,y and some a, c, C(x) ∈ (0,+∞),
E
[
sup
f∈B1
∣∣〈1y | f(H(ω)) | 1x〉∣∣
]
≤ C(x) e−a ln
1+c ρ(x,y). (3.2)
With f = fλ : t 7→ e−itλ, λ ∈ R, Eqn (3.2) reads as the strong dynamical
localization for the random Hamiltonians H(N)(ω).
Technically, we prove upper bounds in (3.1)-(3.2) of the form L
−κ(1+θ)k
k at dis-
tances ∼ Lk ∼ (L0)α
k
, which can be easily translated into the above decay rate.
Assertion (A) can be made stronger, without replacing the hypothesis (W1) by
a stronger condition (W2). Indeed, one can prove an exponential decay of all eigen-
functions, using the variable-energy MPMSA developed in [10]. In the present
paper, we focus on a simpler approach, based upon the fixed-energy MPMSA.
Note also that the decay bounds 3.1–3.2 have an unusual form as compared
to their more traditional counterparts from the single-particle MSA: constants
C(x̂j , ω), C(x) depend upon the multi-particle configuration x (actually, upon the
diameter of its support, diam({x1, . . . , xN})). This feature is present in the first
papers on multi-particle localization [10], [3]; we discuss it below in more detail.
As was already said, in order to obtain more optimal localization bounds, viz.:
exponential spectral localization (as in [10]) and uniform estimates on the decay of
eigenfunctions and their correlators, we make use of a stronger assumption (W2).
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Theorem 3.2. Fix any integer Nˆ ≥ 2. Under the assumptions (W2) and (U1),
for any N ∈ [1, Nˆ ] there exists g0(N) < +∞ such that for all |g| ≥ g0(N) and some
m = m(g,N) ≥ Const(N) ln |g| > 0:
(A) with probability one, the random operator H(ω) = H0 + gV(ω) +U has pure
point spectrum and all eigenfunctions Ψj(ω) decay exponentially fast at infinity: for
each Ψj, some x̂j(ω) ∈ Z
N , Cj(ω) ∈ (0,+∞) and all x ∈ Z
N ,
|Ψj(x, ω)| ≤ Cj(ω) e
−mρS(x,x̂j); (3.3)
(B) for all points x,y and some a, c, C ∈ (0,+∞),
E
[
sup
f∈B1
∣∣〈1y | f(H(ω)) | 1x〉∣∣
]
≤ C e−a ln
1+c ρS(x,y). (3.4)
It is readily seen that, given a point u ∈ ZN (e.g., u = x̂j),
ρ(x,u) ≥ ρ
(
x, {π(u), π ∈ SN}
)
−→
ρ(x,u)→+∞
+∞,
so that the assertions (A) and (B) of Theorem 3.2 imply their counterparts from
Theorem 3.1 (under a more restrictive hypothesis (W2)). An important point is
that Theorem 3.2 provides a more precise and explicit information on the decay
properties of the EFs and their correlators. Moreover, once formulated in a physi-
cally relevant language of indistinguishable particles (bosons or fermions), Theorem
3.2 operates with a natural distance ρS between particle configurations. Possible
lack of decay in terms of the non-symmetrized distance ρ is due to the fact that
any ±-symmetric eigenfunction Ψ(x) takes the values of the same magnitude along
an orbit O(x) := {π(x), π ∈ SN}.
Working with restrictions of the Hamiltonian H(N)(ω) to the subspaces of sym-
metric or antisymmetric functions on ZN would be simpler on the N -th symmetric
power of the 1-particle (physical) configuration space Z. In the framework of the
variable-energy scaling analysis, such an approach has been used in our earlier work
[13]. Here, for the sake of brevity, we prefer to work with distinguishable particles,
i.e., with HamiltoniansH(N)(ω) in the entire Hilbert space ℓ2(ZN ). This also leads,
formally, to more general results. Nevertheless, it is to be stressed again that only
the language of indistinguishable particles is physically relevant.
Finally, note that adaptations of the variable-energyMPMSA to localization near
the lower edge of the spectrum (without the assumption of strong disorder) and to
weakly interacting systems (”sufficiently” localized without interaction) have been
obtained by Ekanga [21, 22], in the case where Z = Zd, under the assumption of
log-Ho¨lder continuity of the PDF FV of the external random potential.
Theorems 3.1 and 3.2 give the final results of the multi-particle localization anal-
ysis. However, the novelty of the present work resides essentially in Theorems 9.2
and 9.3, deriving the spectral and dynamical localization from the results of the
fixed-energy analysis of resolvents.
4. Subharmonicity on graphs
The results of this section apply to arbitrary graphs, including ZN , N ≥ 2.
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Definition 4.1. Let G be a finite connected graph, L ≥ ℓ ≥ 0 two integers and
q ∈ (0, 1). A function f : G → R+ is called (ℓ, q)-subharmonic in a ball BL(u) ( G
if for any ball Bℓ(x) ⊆ BL(u) one has
f(x) ≤ q max
y∈Bℓ+1(x)
f(y). (4.1)
We will often use the notation M(f,Λ) := maxx∈Λ |f(x)|.
Lemma 4.1. If a function f : G → R+ defined on a finite connected graph G is
(ℓ, q)-subharmonic in a ball BL(x) ( G, with L ≥ ℓ ≥ 0, then
f(x) ≤ q⌊
L+1
ℓ+1 ⌋M(f,G) ≤ q
L−ℓ
ℓ+1M(f,G). (4.2)
In fact, the factorM(f,G) in the RHS of (4.2) can be replaced byM(f,BL+1(x)).
Proof. See [14]. 
Lemma 4.2. Consider a finite connected graph G and a ball BL(u) ( G, with
L ≥ ℓ ≥ 0. Fix numbers E ∈ R, m > 0 and suppose that all balls Bℓ(x) inside
BL(u) are (E,m)-NS. Then ∀ y ∈ G \ BL(u) the function
f : x 7→ |GG(x, y;E)|
is (ℓ, q)-subharmonic in BL(u) with q = e
−γ(m,ℓ)ℓ.
Proof. The claim follows directly from the Definition 4.1. 
Lemma 4.1 suffices to assess the Green functions in a ball BL(u) which does
not contain any singular ℓ-ball, but to analyze the situation where BL(u) does not
contain any pair of disjoint singular ℓ-balls, one needs the following extension of
Lemma 4.1, inspired by the proof of Theorem 1 in [36]: approaching a single ”bad”
ball separately from the points x and y.
Lemma 4.3. Let G be a finite connected graph, and f : G × G → R+, f : (x, y) 7→
f(x, y), be a function which is separately (ℓ, q)-subharmonic in x ∈ Br′(u
′) ⊂ G and
in y ∈ Br′′(u′′) ⊂ G, with r′, r′′ ≥ ℓ ≥ 0 and d(u′, u′′) ≥ r′ + r′′ + 2. Then
f(u′, u′′) ≤ q
⌊
r′+1
ℓ+1
⌋
+
⌊
r′′+1
ℓ+1
⌋
M(f,G × G) ≤ q
r′+r′′−2ℓ
ℓ+1 M(f,G × G). (4.3)
Proof. See [14]. 
5. Eigenvalue concentration bounds
5.1. One-volume EVC bounds. The first eigenvalue concentration (EVC) bound
required for our scheme is a direct analog of the Wegner estimate [40] for multi-
particle operators. It can be proved under the assumption (W1).
Theorem 5.1. Let V : Z × Ω → R be a random field satisfying the hypothesis
(W1). Then for any β′ ∈ (0, β) and large L0, the following bound holds true:
∀x ∈ ZN sup
E∈R
P { BL(x) is E-R } ≤ e
−Lβ′ (5.1)
With β = 1/2, it suffices to set β′ = 1/4.
Naturally, Theorem 5.1 is based on a probabilistic bound on the events of the
form {ω : dist(E,Σ(HBL(x))) < s}, with s = e
−Lβ . An optimal Wegner-type
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bound, for an IID random potential V with Lipshitz-continuous marginl PDF FV ,
would have the form
P
{
ω : dist(E,Σ(HBL(x))) < s
}
≤ Const|BL(x)| s. (5.2)
Indeed, such a (multi-particle) bound was proved by the author and Yuri Suhov
for IID random potentials with PDF analytic in a strip {E ∈ C : | ImE| < ǫ},
for some ǫ > 0 (hence, having an analytic probability density). This covers the
so-called α-stable laws indexed by a real parameter α ∈ [1, 2] (not to be confused
with the scaling exponent α appearing in the recursion Lk+1 = [L
α
k ]), where α = 2
corresponds to the Gaussian law and α = 1 to the Cauchy law. The proof is
based on Molchanov’s rigorous path integral formula for the unitary propagators
e−itH (for finite-difference operators H) and follows essentially the same path as
in Carmona’s proof of analyticity of the Density of States (DoS) for tight-binding
Anderson Hamiltonians; cf. [18]. The same method applies to the two-volume
bounds given in Theorem 5.3 below, again for analytic PDF FV .
Kirsch2 [33] proved an optimal multi-particle Wegner estimate of the form (5.2)
for uniformly Lipshitz continuous marginal probability distributions. The proof
of Theorem 5.1 in [8], for possibly singular (but uniformly continuous) marginal
probability distributions is based on Stollmann’s lemma from [38] which gives rise to
a non-optimal volume dependence; the latter, however, is absorbed in the fractional
exponent and is more than sufficient for applications to the multi-particle MSA.
Stollmann’s lemma itself is very general and not sensitive to the regularity properties
of the marginal distribution, but is effective (suitable for MSA applications) only for
marginal PDFs featuring at least log-Ho¨lder continuity, with suitable parameters.
A one-volume EVCmulti-particle bound for continuous systems (Anderson Hamil-
tonians with an alloy-type random potential), with optimal volume dependence, has
been reported by Hislop and Klopp [31]. A variant of such bound (again, for alloy-
type potentials in Rd) based on Stollmann’s lemma, with a non-optimal volume
dependence, was proven earlier in [6] and used in [16], in the proof of multi-particle
dynamical localization for Anderson-type Hamiltonians in Rd.
5.2. ”Separability” in the multi-particle configuration space. All above
mentioned one-volume EVC bounds suffice for the proof of the a.s. exponential
decay (hence, square summability) of multi-particle Green functions. This point
was not clear earlier, since Simon–Wolf method from [37] does not apply to multi-
particle Hamiltonians. However, both the variable-energy MPMSA from [10] and
the derivation of the VEMPMSA bounds from their fixed-energy counterparts (pre-
sented here) require two-volume EVC bounds which are more sophisticated for
multi-particle systems than in the conventional, single-particle localization theory.
It turns out that the positions of the balls play an important role. For this reason,
following [10], we introduce
Definition 5.1. A ball B
(N)
L (x) is separable from a ball B
(N)
L (y) if there exists a
decomposition B
(N)
L (x) = B
(n′)
L (x
′)×B(n
′′)
L (x
′′) such that (cf. Eqn (2.3))
ΠB
(n′)
L (x
′) ∩ ΠB(N)L (y) = ∅. (5.3)
A pair (B
(N)
L (x),B
(N)
L (y)) is separable if one of the balls is separable from the other.
2See also the preprint arXiv:math-ph/0704.2664 (2007).
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Pictorially, (5.3) says that there is a sub-sample of the potential which determines
the operator HBL(y) completely, while HBL(x) (more precisely, its component rela-
tive to a sub-configuration x′) has a non-degenerate (and controllable) probability
distribution, conditional on HBL(y).
Lemma 5.2. For any x ∈ ZN there is R(x) such that any ball B
(N)
L (y) with
ρ(x,y) ≥ R(x) is separable from B
(N)
L (x).
Proof. Let r = diam(Πx) and set R = R(x) = r + 3NL. Consider a ball B
(N)
L (y)
with ρ(x,y) > R. By definition of the max-distance, there is at least one particle
position yi0 ∈ Πy such that d(yi0 , xi0 ) ≥ R. Consider the maximal connected
component Λy := ∪i∈JB2L(yi) of the union ∪iB2L(yi) containing yi0 ; its diameter
is bounded by 2NL, and by triangle inequality,
dist (Λy,ΠBL(x)) ≥ R− (diam Πx+ 2L)− diam Λy > 0.
Taking as the subconfiguration y′ the union ∪i∈J {yi}, we conclude that B
(N)
L (y)
is indeed separable from B
(N)
L (x). 
Theorem 5.3 (Cf. Lemma 2 in [10]). Under the hypothesis (W1), the following
bound holds true for any pair of separable balls BL(x), BL(y) and all s ∈ [0, 1]:
P
{
dist
(
Σ
(
HBL(x)
)
,Σ
(
HBL(y)
))
≤ s
}
≤ ConstL(2N+1)dsδ. (5.4)
Lemma 2 in [10] is formally stated for operators on a lattice (Zd)N , but its proof,
based on a very general Stollmann’s lemma on monotone functions [38,39], applies,
with minor notational modifications, also to Hamiltonians on graphs, provided that
the extrenal random potential field V : Z × Ω → R is IID with Ho¨lder-continuous
marginal distribution.
The dependence of the upper bound on the EF correlators in Theorem 3.1 upon
the positions x̂j , x is explained by the nature of the two-volume EVC bound in
Theorem 5.3: under the hypothesis (W1), ”tunneling” between quantum states x,
y is ruled out with high probability only if the balls BL(x), BL(y), with a suitable
L = O(ρ(x,y)), are separable.
5.3. ”Weak separability” at large distances.
Definition 5.2. A ball B
(N)
L (x) ⊂ Z
N is weakly separable from B
(N)
L (y) if there
exists a ball Λ ⊂ Z in the 1-particle configuration space, of diameter R ≤ 2NL,
and subsets J1,J2 ⊂ [1, N ] ∩ Z such that |J1| > |J2| (possibly, J2 = ∅) and
ΠJ1B
(N)
L (x) ∪ΠJ2B
(N)
L (y) ⊆ Λ,
ΠJ c1B
(N)
L (x) ∩ Λ = ∅,
ΠJ c2B
(N)
L (y) ∩ Λ = ∅.
(5.5)
A pair of balls (B
(N)
L (x),B
(N)
L (y)) is weakly separable if at least one of the balls is
weakly separable from the other.
The physical meaning of the weak separability is that in a certain region of the
one-particle configuration space, there are more particles from configuration x than
from y. As a result, some local fluctuations of the random potential V (·;ω) have a
stronger influence on EVs relative to BL(x) than on EVs relative to BL(y). It is
easy to see that this condition is indeed weaker than the separability.
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Lemma 5.4 (Cf. Lemma 2.3 in [11]). If ρS(x,y) > 3NL, then balls B
(N)
L (x) and
B
(N)
L (y) are weakly separable.
The lower bound by 3NL is not sharp, but slightly less cumbersome than the one
established in [11]; the actual value of the constant (in front ofNL) is irrelevant. The
proof is given in [11], formally, applies to the case where Z = Zd, but the extension
to more general graphs is straightforward. The main idea can be summarized as
follows: two balls of radius L with centers x,y are not weakly separable iff all
particles from x occupy approximately the same positions as the particles from y
(up to a permutation: this is why the symmetrized distance ρS is used). Specifically,
there has to be a permutation π ∈ SN such that ∀ i ∈ [1, N ], d(xi, yπ(i)) = O(L),
yielding ρS(x,y) = O(NL).
We will call a pair of balls B
(N)
L (x),B
(N)
L (y) distant iff ρS(x,y) ≥ 3NL.
Theorem 5.5 (Cf. Lemma 3.1 in [11]). Under the hypothesis (W2), for any pair of
weakly separable (e.g., distant) balls BL(x), BL(y) the following bound holds true:
P
{
dist
(
Σ(HBL(x)),Σ(HBL(y))
)
≤ s
}
≤ hL(2s),
with hL(s) defined in (2.15) and constants C,C
′, A,A′, B,B′ defined in (W2):
hL(s) = |BL(x)| · |BL(y)|CL
AsB + C′LA
′
sB
′
. (5.6)
The proof given in [11] in the case of a periodic lattice Z = Zd extends with no
difficulty to more general graphs.
6. Fixed-energy multi-particle scale induction
It is to be emphasized that the entire fixed-energy scaling procedure, for any
numberN ≥ 2 particles, does not reveal the difficulty, mentioned in the Introduction
and related to the ”structural” resonances. As a result, the exponential decay
(hence, square-summability) of Green functions at a fixed energy can be established
under a weaker hypothesis of Ho¨lder (or log-Ho¨lder) continuity of the marginal PDF
FV of the random potential field V : Z × Ω→ R.
6.1. Scaling of Green functions in absence of tunneling.
Definition 6.1. A ball BLk+1(u) is called E-tunneling (E-T) if it contains two
disjoint (E,m)-S balls of radius Lk, and E-non-tunneling (E-NT), otherwise.
Lemma 6.1. If a ball BLk+1(u) is E-NR and E-NT, then it is (E,m)-NS.
Proof. See the proof of Lemma 5.1 from [15]. Its statement is deterministic and not
specific to the analytic nature of the potential, thus applies to DSO on graphs with
single- and multi-particle structure of the potential. 
6.2. Main inductive bound. Given a number κ > 2α2−αNd, pick any 0 < θ <
2α
2−α −
2Nd
κ and introduce the following double sequence:
P (N, k) = P (N, k; Nˆ , κ, θ) = 3Nˆ−Nκ(1 + θ)k, N = 1, . . . , Nˆ ; k ≥ 0, (6.1)
and a statement, or property, depending upon integer parameters N ∈ [1, Nˆ ], k ≥ 1,
and an interval I ⊆ R, which we are going to prove by induction:
S(I,N, k): ∀E ∈ I ∀n ∈ [1, N ] ∀ x ∈ Zn
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P
{
B
(n)
Lk
(x) is (E,m)-S
}
≤ L−3
Nˆ−nκ
k = L
−P (n,k)
k . (6.2)
6.3. Initial scale bounds. First, consider the case of strongly disordered systems.
Lemma 6.2. For any L0 ≥ 2, m ≥ 1, Nˆ ≥ 1 and N ∈ [1, Nˆ ] there is g∗ =
g∗(m, p, n, L0) <∞ such that if |g| ≥ g∗, then the property S(I,N, 0) holds true.
The proof is similar to its well-known 1-particle counterpart (cf., e.g., [19]) and
will be omitted. It also follows easily from the Wegner-type estimate (cf. Theorem
5.1) combined with the Combes–Thomas estimate.
For energies close to the lower edge of the spectrum, an initial scale bound
suitable for the purposes of the MPMSA has been proved by Ekanga [21, 22].
In the framework of multi-particle systems with interaction, a third scenario
appears where the localization can be proved, merely by an adaptation of the initial
scale estimate: systems localized without interaction and perturbed by a sufficiently
weak interaction (e.g., of short range). Such scenario has been first analyzed by
Aizenman and Warzel [3] with the help of the MPFMM. Ekanga [22] adapted the
method of [10] to weakly interacting systems. In particular, he proved that N -
particle systems in Z1, with two-parameter Hamiltonian
H = −∆+ gV(x;ω) + hU(x)
are localized for any nonzero g ∈ R and all sufficiently small |h| ≤ h∗(|g|). Note,
however, that the random potential is required to have log-Ho¨lder continuous mar-
ginal PDF FV (with suitable parameters), so singular (e.g., Bernoulli) potentials are
not allowed in [22]. Indeed, the proof follows the MSA scheme (which is perturba-
tive, by its nature), for the specifically one-dimensional methods based on Fursten-
berg theory do not apply even to 2-particle Hamiltonians. The same difficulty is
encountered in [3, 4] where the fractional moment method is also perturbative.
Lemma 6.3 (Cf. [21, 22]). For any L0 ≥ 2, m ≥ 1, Nˆ ≥ 1 and N ∈ [1, Nˆ ] there
is g∗ = g∗(m, p, n, L0) <∞ such that if |g| ≥ g∗, then the property S(I,N, 0) holds
true.
Proof. (We only sketch the proof.) Owing to the positivity of interaction U , of the
external potential V and of the graph Laplacian −∆, one has
H(N) ≥ H(1) ⊗ 1(N−1) .
Therefore, a lower bound for the spectrum of H(N) is provided, e.g., by the lowest
eigenvalue of the single-particle Hamiltonian. For the latter, it is well-known and
is due to the Lifshitz tails asymptotics. 
The case of the random potential bounded from below by an arbitrary quantity
E∗ > −∞ can be treated similarly, replacing V (x;ω) by V (x;ω)−E0 and H(N) by
H(N)−NE0 1. In the case where E0 = −∞ (e.g., Gaussian potentials) the proof is
even easier and follows virtually the same path as for strongly disordered systems.
For brevity, below we treat only the case of strong disorder; an adaptation
to the band-edge localization merely requires the control of the ”mass” m > 0 and
simple modifications of scaling formulae.
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6.4. Green functions in decoupled systems.
Definition 6.2. An N -particle ball BL(u) is called partially interactive (PI) if
diam(Πu) > 11NL, and fully interactive (FI), otherwise.
If the interaction has finite range r0 and L ≥ 8r0, a polydisk BL(u) can be
represented as follows:
BL(u) = B
(N)
L (u) = B
(n′)
L (u
′)×B(n
′′)
L (u
′′) (6.3)
where n′ + n′′ = N and the subconfigurations u = (u′,u′′), u′ ∈ Xn
′
, u′′ ∈ Xn
′′
satisfy the condition
ρ
(
ΠB
(n′)
L (u
′),ΠB(n
′′)
L (u
′′)
)
> r0.
As a result, the operator H
(N)
BL(u)
in BL(u) is algebraically decomposable in the
following way:
H
(N)
BL(u)
= H
(n′)
BL(u′)
⊗ 1(n
′′)+ 1(n
′)⊗H
(n′′)
BL(u′′)
(6.4)
since, for any x = (x′,x′′) ∈ B(N)L (u), the interaction between the sub-configurations
x′ and x′′ vanishes. Such a decomposition, if it exists, may be non-unique. We will
assume that one such decomposition (referred to as the canonical one) is associated
in some way with every N -particle PI ball.
Lemma 6.4. Assume that the interaction U satisfies the condition (U1). Fix
an energy E ∈ R. Consider a PI N -particle ball with canonical decomposition
B
(N)
Lk
(u) = B
(n′)
Lk
(u′)×B(n
′′)
L (u
′′) and a sample of the potential V such that
(a) B
(N)
Lk
(u) is E-NR.
(b) ∀λ′′ ∈ Σ(H
B
(n′′)
Lk
(u′′)
) the ball B
(n′)
Lk
(u′) is (E − λ′′,m)-NS;
(c) ∀λ′ ∈ Σ(H
B
(n′)
Lk
(u′)
) the ball B
(n′′)
Lk
(u′′) is (E − λ′,m)-NS.
Then the ball B
(N)
Lk
(u) is (E,m)-NS.
Proof. See subsection 10.1. 
Corollary 6.5. Assume the property S(I,N, k) and let L0 ≥ 4CNd . Then for all
E ∈ I and any PI ball of the form B
(N)
Lk
(x) ⊂ ZN ,
P
{
B
(N)
Lk
(x) is (E,m)-S
}
≤
1
4
C−2Nd L
− 114 P (N,k)
k (6.5)
Proof. Denote by Sk the event in the LHS of (6.5). Consider the canonical decom-
position B
(N)
Lk
(x) = B
(n′)
Lk
(x′)×B(n
′′)
Lk
(x′′). By virtue of Lemma 6.1,
P {Sk } < P
{
B
(N)
Lk
(x) is E-R
}
+ P
{
B
(N)
Lk
(x) is E-NR and (E,m)-S
}
. (6.6)
The first term in the RHS is bounded with the help of Theorem 5.1, so we focus on
the second term. Apply Lemma 6.4: since the option (a) is ruled out, it remains to
assess the probability of events listed in options (b) and (c). Consider the former:
P {S ′ } ≡ P
{
∃λ′′ ∈ Σ(H
B
(n′′)
Lk
(x′′)
) : B
(n′)
Lk
(x′) is (E − λ′′,m)-S
}
= E
[
P
{
∃λ′′ ∈ Σ(H
B
(n′′)
Lk
(x′′)
) : B
(n′)
Lk
(x′) is (E − λ′′,m)−S
} ∣∣∣F′′ ]
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where F′′ is the sigma-algebra generated by the values of the random potential in
B
(n′′)
Lk
(x′′). By definition of the canonical decomposition of a PI ball,
ΠB
(n′)
Lk
(x′) ∩ ΠB(n
′′)
Lk
(x′′) = ∅, (6.7)
and since the random field V is IID, for any E′′ ∈ R, including E − λ′′, one has
(a.s.) P
{
B
(n′)
Lk
(x′) is (E′′,m)-S
∣∣F′′ } = P{ B(n′)Lk (x′) is (E′′,m)-S} . (6.8)
On the other hand, by the assumed property S(I,N − 1, k), for n′ ≤ N − 1,
P
{
B
(n′)
Lk
(x′) is (E′′,m)-S
}
≤ C−2Nd L
−P (N−1,k)
k = C
−2N
d L
−3P (N,k)
k . (6.9)
Therefore, we obtain, with L0 ≥ 4C
N
d ,
P {S ′ } ≤ |B(n
′′)
Lk
(x′′)| sup
E′′∈R
P
{
B
(n′)
Lk
(x′) is (E′′,m)-S
}
≤
CNd
C2Nd
LNdk L
−3P (N,k)
k ≤
1
4
C−2Nd L
− 114 P (N,k)−( 14P (N,k)−Nd−1)
k
≤
1
4
C−2Nd L
− 114 P (N,k)
k
(6.10)
since p > 6Nd, so 14P (N, k) >
3
2Nd ≥ Nd+ 1 (for N ≥ 2). Similarly,
P
{
∃λ′ ∈ Σ(H
B
(n′)
Lk
(x′)
) : B
(n′′)
Lk
(x′′) is (E − λ′,m)-S
}
≤
1
4
C−2Nd L
− 114 P (N,k)
k .
(6.11)
Collecting (5.1), (6.6), (6.10) and (6.11), the assertion follows. 
6.5. Scale induction. Introduce the following notations: with k ≥ 0,
Pk = sup
x∈ZN
P {BLk(x) is (E,m)-S } ,
Qk+1 = 4 sup
x∈ZN
P
{
BLk+1(x) is E-R
}
,
Sk+1 = sup
x∈ZN
P {BLk(x) contains a PI (E,m)-S ball of radius Lk } .
For future use, note that by Corollary 6.5, with κ > 6Nd and 0 < θ < 1/6,
Sk+1 ≤
1
2C2Nd
L
− 114 P (N,k)
k · C
N
d L
Nd
k+1 ≤
1
4C2Nd
L
− 114 · 23P (N,k)−Nd
k+1
≤
1
4C2Nd
L
− 11
6(1+θ)
κ(1+θ)k+1−Nd
k+1 ≤
1
4C2Nd
L
− 11
6(1+ 1
6
)
κ(1+θ)k+1−Nd
k+1
≤
1
4C2Nd
L
− 117 κ(1+θ)k+1−Nd
k+1 ≤
1
4C2Nd
L
−κ(1+θ)k+1
k+1 .
(6.12)
Theorem 6.6. Let α ∈ (1, 2), κ > 2Ndα2−α and θ ∈ (0,
2−α
α −
2Nd
κ ); assume the
condition (W1). If there is an integer L0 ≥ 4CNd such that S(I,N, 0) is fulfilled and
Q0 ≤ C
−2N
d L
−κ
0 , then S(I,N, k) holds true for all k ≥ 0.
Proof. It suffices to derive S(I,N, k + 1) from S(I,N, k), so assume the latter. By
virtue of Lemma 6.1, if a ball BLk+1(u) is (E,m)-S, then it is either E-R or E-T.
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By Eqn (6.12), the probability to have at least one PI (E,m)-S ball of radius Lk
inside BLk+1(u) obeys Sk+1 ≤
1
4C2N
d
L
−κ(1+θ)k+1
k+1 .
Further, there are < 12C
2N
d L
2Nd
k+1 pairs of disjoint Lk-balls in BLk+1(u), thus
Pk+1 ≤
1
2
C2Nd L
2Nd
k+1P
2
k +
1
4
Qk+1 + Sk+1.
By Theorem 5.1, Qk+1 ≤ ConstLNdk+1e
−Lβ
k+1 . The function
f : L 7→ ln
(
constL−κ
)
− ln
(
const Lde−L
β
)
= Lβ − const lnL
on [1,+∞) is either non-negative or admits a unique zero. In either case, the
assumption Q0 ≤ C
−2N
d L
−κ
0 implies Qk+1 ≤ C
−2N
d L
−κ
k+1 for all k ≥ 0, so
1
4
Qk+1 + Sk+1 ≤
1
2
C−2Nd L
−κ(1+θ)k+1
k+1 .
Therefore,
Pk+1 ≤
1
2
C2Nd L
2Nd
k+1P
2
k +
1
2
C−2Nd L
−κ(1+θ)k+1
k+1 ≤
C2dN
C4Nd
L
− 2κ(1+θ)k
α
+2Nd
k+1
≤ C−2Nd L
−κ(1+θ)k+1
k+1 ,
provided that 2κα + 2Nd ≥ κ (i.e., κ ≥
2Ndα
2−α ) and θ =
(
2
α −
2d
κ
)
− 1 > 0. 
This marks the end of the fixed-energy multi-particle multi-scale analysis.
7. From fixed to variable energy: First approach
Now we establish a fairly general relation between fixed-energy probabilistic es-
timates on the Green functions and variable-energy bounds for two disjoint finite
volumes. It does not matter how the probabilistic input is obtained; in particular,
the results of this section can be combined both with the MSA, performed for each
fixed energy E in a given interval I ⊂ R, and with the FMM (which always starts
as a fixed-energy analysis).
7.1. Derivation of the first variable-energy bound. The results of this sub-
section3 are based on a straightforward adaptation of the techniques developed by
Elgart et al. [23]. In fact, the assertion of Theorem 7.1 below is a mere encapsula-
tion of an argument from [23] in a statement involving four parameters which can
be adapted in various ways to particular models.
It is convenient to assume that |I| = 1, so the interval I with the Lebesgue
measure mes(·) is a probability space, and so is the product space (Ω× I,P×mes).
Given L ∈ N and points x,y ∈ ZN , set for brevity
Fx,y(E) = |GBL(x,y;E)|, Fx(E) = max
y∈∂−BL(x)
Fx,y(E), (7.1)
and introduce the subsets of I parameterized by a > 0:
Ex,y(a) = {E ∈ I : Fx,y(E) ≥ a}, Ex(a) = {E ∈ I : Fx(E) ≥ a}. (7.2)
(The L-dependence will be often omitted for brevity.)
3I thank Tom Spencer and Sasha Sodin for stimulating discussions of the works [23, 24], and
Ivan Veselic´ for a fruitful exchange on this subject.
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Theorem 7.1. Let L ≥ 0, x ∈ ZN , y ∈ ∂−BL(x). Let {λj}Nj=1 be the eigenvalues
of the operator HBL(x)(ω) and I ⊂ R an interval of unit length. Let be given
numbers a, b, c,PL > 0 such that
b ≤ min
{
|BL(x)|
−1ac2, c
}
, (7.3)
and for all E ∈ I
P {Ex(a) } ≡ P {Fx(E) ≥ a } ≤ PL. (7.4)
There is an event Bx(b) with P {Bx(b) } ≤ b−1PL such that ∀ ω 6∈ Bx(b), the set
Ex(2a) = Ex(2a;ω) =
{
E : Fx(E) ≥ 2a
}
is contained in a union of intervals ∪Nj=1Ij, Ij := {E : |E − λj | ≤ c}, λj ∈ I.
Proof. Consider the following events parameterized by b > 0:
Bx(b) = {ω ∈ Ω : mes(Ex(a)) > b }. (7.5)
Apply Chebyshev’s inequality and the Fubini theorem combined with (7.4):
P {Bx(b) } ≤ b
−1E [ mes(Ex(a)) ]
= b−1
∫
I
dE E
[
1{Fx(E)≥a}
]
≤ b−1P(L). (7.6)
Now fix any ω 6∈ Bx(b), so that mes(Ex(a);ω) ≤ b. There is a subset {λj}N
′
j=1 of
the EVs of the operator HBL(x) such that the Green function E 7→ GBL(x)(x,y;E)
reads as a rational function (below we remove the vanishing terms, if any)
f : E 7→ GBL(x)(x,y;E) =:
N ′∑
j=1
κj
λj − E
, N ′ ≤ N := |BL(x)|; (7.7)
here κj = κj(x,y) 6= 0 and
∑
j |κj | ≤
∑
i |ψi(x)ψi(y)| ≤ N . Let
R(2c) =
{
λ ∈ R : min
j
|λj − λ| ≥ 2c
}
,
R(c) =
{
λ ∈ R : min
j
|λj − λ| ≥ c
}
, c > 0.
Observe that, with 0 < b ≤ c, Ab := {E : dist(E,R(2c)) < b} ⊂ R(c), hence, the
set Ab is a union of open sub-intervals at distance ≥ c from the spectrum, and on
each sub-interval one has |f ′(E)| ≤ Nc−2. Let us show by contraposition that, with
ω 6∈ Bx,y(b),
{E : |GBL(x,y;E)| ≥ 2a } ∩R(c) = ∅.
Assume otherwise, pick any point λ∗ in the non-empty set in the LHS, and let
J := {E′ : |E′ − λ∗| ≤ b} ⊂ Ab ⊂ R(c). Then for any E ∈ J one has, by (7.3),
|f(E)| ≥ |f(λ∗)| − |J | sup
E′∈J
|f ′(E′)| > 2a−Nc−2 · b ≥ a,
so J ⊂ Ex,y(a) and mes(Ex,y(a)) ≥ mes(J) = 2b > b, contrary to the choice of ω.
Since the set R(c) is independent of y, the assertion follows from (7.6). 
Taking into account the FEMSA bound obtained in Section 6, PLk = Pk ≤
L
−κ(1+θ)k
k , one can set, e.g., with α =
3
2 and κ > 6Nd, for L ∈ {Lk, k ≥ 0}:
a(Lk) = L
− 3κ5 (1+θ)k
k , b(Lk) = L
−κ5 (1+θ)k
k , c(Lk) = L
−(κ5− d2 )(1+θ)k
k . (7.8)
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Since κ > 6Nd, one has c(Lk) < L
− κ30 (1+θ)k
k .
Theorem 7.2. If the property (W1) holds true, then for any pair of separable balls
BLk(x), BLk(y), k ≥ 0, and a bounded interval I ⊂ R, one has
P
{
∃E ∈ I : min{Fx(E),Fy(E)} ≥ L
− 3κ5 (1+θ)k
k
}
≤ C L
− δκ30 (1+θ)k+(2N+1)d
k .
Proof. Introduce the event Bb(x), b = b(Lk), relative to the ball BLk(x) and defined
as in Theorem 7.1; similarly, define the event Bb(y) relative to the ball BLk(y) and
set Bb = Bb(x) ∪ Bb(y). Further, let Ex = {E ∈ I : Fx ≥ 2a(Lk)}, Ey = {E ∈ I :
Fy ≥ 2a(Lk)}, as in Theorem 7.1. For any ω 6∈ Bb,
dist
(
Ex,Σ(HBLk (x))
)
≤ 2c(Lk), dist
(
Ey,Σ(HBLk (y))
)
≤ 2c(Lk).
Therefore, applying Theorem 5.3, we obtain:
P {Ex ∩ Ey 6= ∅ } = P {dist (Ex, Ey) = 0 }
≤ P {Bb }+ P
{
dist
(
Σ(HBLk (x)),Σ(HBLk (y))
)
≤ 4c(Lk)
}
≤ L
− 4κ5 (1+θ)k
k +ConstL
(2N+1)d
k (c(Lk))
δ
≤ ConstL
− δκ30 (1+θ)k+(2N+1)d
k . 
(7.9)
7.2. Spectral localization. The assertion of Theorem 7.2 has a structure similar
to that of the MSA bound from the work by von Dreifus and Klein [19]. More
precisely, it guarantees a decay rate of Green functions slower than exponential,
but faster than any power-law. The main difference is that one can rule out,
with high probability, only the pairs of singular balls which are separable (and
not just disjoint). It is not difficult to adapt the well-known argument from [19]
and prove that with probability one, all polynomially bounded solutions to the
equation H(ω)ψ = Eψ are in fact square-summable. The latter property requires a
Shnol–Simon type result on spectrally a.e. polynomial boundedness of generalized
eigenfunctions. It will follow independently by RAGE (Ruelle–Amrein–Georgescu–
Enss) theorems (see a detailed discussion along with a bibliography, e.g., in [17])
from the dynamical localization proven in Section 9.
8. From fixed to variable energy: Second approach
8.1. The spectral reduction. The next result is a notational adaptation of The-
orem 7.1 from [15], formulated there for single-particle Hamiltonians.
Theorem 8.1. Let be given a ball BL(x), L ≥ 1, and numbers a(L), b(L), c(L),
PL > 0 obeying (7.3) and such that, for some interval I, all E ∈ I,
P {Fx(E) ≥ a } ≤ PL. (8.1)
Set K = |BL(x)|. Then the following properties hold true:
(A) For any b ≥ PL there exists an event Bb such that P {Bb } ≤ b−1PL and for
any ω 6∈ Bp the set of energies
Ex(a) = Ex(a;ω) = {Fx(E) ≥ a} ∩ I
is covered by K˜ < 3K2 intervals Ji = [E
−
i , E
+
i ], of total length
∑
i |Ji| ≤ b.
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(B) The endpoints E±i are determined by the functions E 7→ 〈1x |(HBL(u)−E)
−1|1y〉
in such a way that, for the one-parameter family A(t) := HBL(u)+t1, the end-
points E±i (t) for the operators A(t) (replacing HBL(u)) have the form
E±i (t) = E
±
i (0) + t, t ∈ R.
Proof. (A) Fix a point y ∈ ∂−BL(x) and consider the rational function
fy : E 7→
K∑
i=1
κi
λi − E
:=
K∑
i=1
ψi(x)ψi(y)
λi − E
.
Its derivative has the form
f ′y(E) =
K∑
i=1
−κi
(λi − E)2
=:
P(E)
Q(E)
, deg P ≤ 2K − 2,
and has ≤ 2K − 2 zeros and ≤ K poles, so fy has ≤ 3K − 1 intervals of monotonic-
ity Ii,y, and the total number of monotonicity intervals of all functions {fy,y ∈
∂−BL(x)} is bounded by K˜ ≤ |∂−BL(x)|(3K − 1) ≤ |BL(x)|(3K − 1) < 3K2, so
∪y∈∂−BL(x){E : fy(E) ≥ a} = ∪
K
i=1Ji, Ji = [E
−
i , E
+
i ] ⊂ I,
where, obviously,
∑
i |Ji| ≤ mes {E : Fx(E) ≥ a}.
(B) Consider a one-parameter operator family A(t) = HBL(u)(ω) + t1 . All these
operators share common eigenvectors; the latter determine the coefficients κi, so
one can choose eigenfunctions ψi(t) constant in t and obtain κi(t) = κi(0). The
eigenvalues of operators A(t) have the form λi(t) = λi(0) + t. We conclude that
the Green functions, with fixed x and y, have the form fx,y(E; t) = fx,y(E − t; 0),
so that the intervals Ji(t) have indeed the form Ji(t) = [E
−
i + t, E
+
i + t]. 
Theorem 8.2. Assume the property (W2). Let be given numbers a > 0 and PL ∈
[0, 1] such that (8.1) holds true for all x ∈ ZN , then for any pair of weakly separable
(e.g., distant) balls BL(x), BL(y) and for any b ≥ PL, one has
P { ∃E ∈ I : min{Fx(E),Fy(E)} ≥ a } ≤ 2b
−1PL + h˜L(4b), (8.2)
where
h˜L(s) := K
2CLAsB + C′LA
′
sB
′
, K = max{|BL(x)|, |BL(y)|}.
Proof. Fix b > 0 (clearly, b < PL gives rise to a trivial bound P { } < 1). Define
the event Bb(x) relative to the ball BL(x) as in Theorem 8.1. Similarly, define the
event Bb(y) relative to the ball BL(y), and let Bb = Bb(x) ∪ Bb(y). Further, let
Sx,y be the event figuring in the LHS of (8.2) and note that
P {Sx,y } ≤ P {Bb }+ P {Sx,y ∩ B
c
b } ≤ 2b
−1PL + P {Sx,y ∩ Bcb } .
It remains to assess P {Sx,y ∩ Bcb }. By Definition 5.2, there is a ball Λ ⊂ Z of
diameter R ≤ 2NL and index subsets J1,J2 ⊂ [1, N ] such that n1 := |J1| >
|J2| =: n2 and 
ΠJ1B
(N)
L (x) ∪ΠJ2B
(N)
L (y) ⊆ Λ,
ΠJ c1B
(N)
L (x) ∩ Λ = ∅,
ΠJ c2B
(N)
L (y) ∩ Λ = ∅.
(8.3)
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Consider the random variables
ξΛ(ω) := |Λ|
−1∑
z∈Λ
V (z;ω), ηz(ω) := V (z;ω)− ξx(ω), z ∈ Λ.
Denote the σ-algebra generated by the random variables {ηz, z ∈ Λ;V (u, ·), u 6∈ Λ}
by Fη,Λ. Consider the conditional probability distribution function
FξΛ(t |Fη,Λ) = P { ξΛ ≤ t |Fη,Λ }
and its continuity modulus
νξΛ(s |Fη,Λ) = sup
t∈R
ess sup (FξΛ(t+ s |Fη,Λ)− FξΛ(t |Fη,Λ)) .
Owing to the assumption (W2), for some C,C′, A,A′, B,B′ ∈ (0,+∞) we have
∀ s ∈ [0, 1] P
{
νξΛ(s |Fη,Λ) > CL
AsB
}
≤ C′LA
′
sB
′
. (8.4)
Using the representation V (z;ω) = ξΛ(ω)1+ηz(ω) in the set Λ, introduce the
respective operator decomposition
HBL(x)(ω) = n1ξΛ(ω)1+Ax(ω), (8.5)
where the operator Ax(ω) is non-random, conditional on Fη,Λ. For any ω 6∈ Bb(x),
the energies E where Fx(E) ≥ a are covered by intervals Ji,x, with
∑
i |Ji,x| ≤ b.
Combining (8.5) and the assertion (B) of Theorem 8.1, we can write
Ji,x(ω) = [E˜
−
i,x(ω) + n1ξΛ(ω), E˜
+
i,x(ω) + n1ξΛx(ω)]
where E˜±i,x(ω) are Fη,Λ-measurable. For any ω 6∈ Bb(y), the energies E where
Fy(E) ≥ a are covered by intervals Ji,y, also obeying
∑
i |Ji,y| ≤ b. As above,
Ji,y(ω) = [E˜
−
i,y(ω) + n2ξΛ(ω), E˜
+
i,y(ω) + n2ξΛ(ω)]
where E˜±i,y(ω) are also Fη,Λ-measurable.
Let Bb = Bb(x) ∪ Bb(y) and set ǫi,x = |Ji,x|, ǫj,y = |Jj,y|. For ω ∈ Bcb, one has
0 ≤ ǫi,x, ǫi,y ≤ 2b, so
{ω : Ji,x ∩ Jj,y 6= ∅} ∩ B
c
b ⊂
{∣∣E˜−i,x(ω)− E˜−j,y(ω)∣∣ ≤ ǫi,x + ǫj,y} ∩ Bcb
⊂
{∣∣(n1 − n2)ξΛ(ω)− E˜i,j(ω)∣∣ ≤ 2b+ 2b}
where E˜i,j(ω) is Fη,Λ-measurable. Set n˜ = n1 − n2(≥ 1). By (8.4),
P
{ ∣∣n˜ξΛ(ω)− E˜i,j(ω)∣∣ ≤ 4b} = E [P{ ∣∣n˜ξΛ(ω)− E˜i,j(ω)∣∣ ≤ 4b |Fη,Λ } ]
≤ P
{
νξΛ(4b |Fη,Λ) > CL
A(4b)B
}
+ CLA(4b)B.
Observe that the first probability in the RHS does not depend upon i and j, so it
suffices to count it only once. Taking the sum over (i, j), we obtain the required
bound:
P {Sx,y ∩ B
c } ≤ 2b−1PL + P {ω : ∪i,j(Ji,x ∩ Jj,y) 6= ∅ }
≤ 2b−1PL + h˜L(4b). 
In particular, taking into account Theorem 6.6, we can set, for L = Lk,
a = a(Lk) = e
−γ(m,Lk)Lk , PLk = L
−κ(1+θ)k
k , b = b(Lk) = L
−κ2 (1+θ)k
k .
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These settings give rise to the following corollary of Theorem 8.2:
Theorem 8.3. Assume the property (W2). If there is an integer L0 ≥ 1 and
numbers m ≥ 1, α ∈ (1, 2) such that
min{P0,Q0} ≤ C
−2N
d L
−κ
0 , κ >
2αNd
2−α ,
then for some C, a, c > 0 and all k ≥ 0, any interval I ⊂ R with |I| ≤ 1 and any
pair of distant balls BLk(x), BLk(y), the following bound holds true:
P {E ∈ I : BLk(x) and BLk(y) are (E,m)-S } ≤ C e
−a ln1+c Lk . (8.6)
8.2. On the validity of the assumption (8.4). First of all, recall that, by an
elementary result on Gaussian distributions, if V : Z × Ω → R is an IID Gaussian
field, say, with zero mean and unit variance, the sample average ξx of the sample
{V (z;ω), z ∈ BL(x)} is independent of the sigma-algebra generated by the ”fluc-
tuations” ηz(ω); moreover, it has Gaussian distribution N (0, |BL(x)|) and admits
a probability density with ‖pξx‖∞ ≤
1√
2π
|BL(x)|1/2. In this particular case, Eqn
(8.4) can be replaced by a stronger, deterministic bound: the conditional continuity
modulus νξx(s |Fx) is actually independent of the condition and is a.s. bounded by
‖pξx‖∞ · s.
Such a situation is rather exceptional, as shows the example of two IID random
variables V1(ω), V2(ω) with uniform distribution Unif([0, 1]). Indeed, in this case
ξ := (V1+V2)/2, η = (V1−V2)/2 and the distribution of ξ conditional on η is uniform
on the interval Iη of length O(1−|η|), hence, with constant density O(
∣∣1−|η|∣∣−1), for
|η| < 1; for η = ±1, this distribution is concentrated on a single point. However, this
example shows also how such a difficulty can be bypassed: excessively ”singular”
conditional distrubutions of the sample mean ξ occur only for a set of conditions
having a small probability. Using this simple idea, Gaume [27], in the framework of
his PhD project, established the property (8.4) for IID random fields with piecewise
constant marginal probability density. By standard approximation arguments, it can
be easily extended to piecewise Lipshitz (or Ho¨lder) continuous densities, which is
sufficient for most physically relevant applications. We believe that some variant of
the property (8.4), perhaps weaker but still sufficient for the purposes of the MSA,
holds true in a larger class of IID random fields.
8.3. Exponential spectral localization. The assertion of Theorem 8.3 has the
same form as in the conventional MSA bound going back to the work by von Dreifus
and Klein [19] (actually, even slightly stronger); therefore, the same argument as
in [19] (having its roots in [26]) applies and proves that with probability one, all
polynomially bounded solutions to the equation H(ω)ψ = Eψ are in fact decaying
exponentially fast at infinity, thus the operator H(ω) has a.s. pure point spectrum.
The latter property requires a Shnol–Simon type result on spectrally a.e. polynomial
boundedness of generalized eigenfunctions; it will also follow by RAGE theorems
from the dynamical localization proven in Section 9.
9. From MSA to the strong dynamical localization
This section is a straightforward adaptation of Section 8 from [15]. Formulated
in the most general form, the results of this section apply indifferently to single-
and multi-particle Hamiltonians, and the particularity of the latter resides in the
geometry of pairs of finite balls involved.
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Recall that the first rigorous derivations of the dynamical localization from MSA-
type probabilistic bounds on the Green functions have been obtained by Germinet–
De Bie`vre [28] and Damanik–Stollmann [20]. Germinet and Klein [29] proposed
a shorter proof, which can be further simplified in the context of finite-volume
operators (which merely should have compact resolvent), and essentially reduced to
an elementary application of the Bessel inequality.
In applications to N -particle systems on a graph obeying the growth condition
(2.1), the parameter D below has to be replaced by Nd.
9.1. EF correlators in finite balls. Given an interval I ⊂ R, denote by B1(I)
the set of all Borel functions φ : R→ C with supp φ ⊂ I and ‖φ‖∞ ≤ 1.
Theorem 9.1. Fix an integer L ∈ N∗ and assume that the following bound holds
for any pair of disjoint balls BL(x),BL(y) and some quantity ς(L) > 0:
P { ∃E ∈ I : BL(x) and BL(y) are (E,m)-S } ≤ ς(L).
Then for any x, y ∈ Z with d(x, y) > 2L+ 1, any finite connected subgraph (of Z)
G ⊃ BL(x) ∪ BL(y) and any Borel function φ ∈ B1(I)
E
[ ∣∣〈1x |φ(HG(ω))|1y〉∣∣ ] ≤ 4e−mL + ς(L). (9.1)
Proof. Fix points x, y ∈ Z with d(x, y) > 2L+ 1 and a graph G ⊃ BL(x) ∪ BL(y).
The operator HG(ω) has a finite orthonormal eigenbasis {ψi} with respective eigen-
values {λi}. Let S = ∂BL(x) ∪ ∂BL(y) (recall: this is a set of pairs (u, u′));
note that |S| ≤ 2C2DL
D, by (2.1). Suppose that for some ω, for each i there
is zi ∈ {x, y} such that BL(zi) is (λi,m)-NS; let {vi} = {x, y} \ {zi}. Denote
µx,y(φ) =
∣∣〈1x |φ(HG(ω))|1y〉∣∣, with µx,y(φ) ≤ 1. Then by the GRI for the eigen-
functions,
µx,y(φ) ≤ ‖φ‖∞
∑
λi∈I
|ψi(x)ψi(y)| ≤
∑
λi∈I
|ψi(zi)ψi(vi)|
≤
∑
λi∈I
|ψi(vi)| e
−mL(C2DL
D)−1
∑
(u,u′)∈∂BL(zi)
|ψi(u)|
≤ e−mL
∑
λi∈I
(C2DL
D)−1
∑
(u,u′)∈S
|ψi(u)| (|ψi(x)|+ |ψi(y)|)
≤ e−mL
|S|
C2DL
D
max
u∈G
∑
λi∈I
1
2
(
|ψi(u)|
2 + |ψi(x)|
2 + |ψi(y)|
2
)
(using Bessel’s inequality and |S| ≤ 2C2DL
D)
≤ e−mL 2 max
u∈G
(
2‖ 1u ‖
2 + ‖ 1x ‖
2 + ‖ 1y ‖
2
)
= 4e−mL.
Denote SL = { ∃E ∈ I : BL(x) and BL(y) are (E,m)-S }, with P {SL } ≤ ς(L), by
assumption. Now we conclude:
E [µx,y(φ) ] = E [1SL µx,y(φ) ] + E
[
1Sc
L
µx,y(φ)
]
≤ ς(L) + 4e−mL. 
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9.2. Dynamical localization on the entire graph. For the reader’s conve-
nience, we repeat below a simple argument, described in [15] and employed earlier
by Aizenman et al. [1, 2]. The quantities µ
(H)
x,y (φ) = 〈1x |φ(H) | 1y〉 defined, for
example, for bounded continuous or Borel functions φ, generate signed (i.e., not
necessarily positive) spectral measures associated with a self-adjoint operator H :∫
dµ(H)x,y (E)φ(E) := 〈1x |φ(H)|1y〉.
In particular, we can consider, with x, y, u ∈ Z fixed, measures µkx,y related to
operators HBLk (u), for all k ≥ 0, as well as their counterparts µx,y for the oper-
ator H on the entire graph Z. A sufficient condition for the vague convergence
µkx,y → µx,y as k → ∞ is the strong resolvent convergence HBLk (u) → H . Such
convergence is well-known to occur for a very large class of operators, including
(unbounded) Schro¨dinger operators in Euclidean spaces and their analogs on the
so-called quantum graphs. Indeed, for (not necessarily bounded) operators Hn with
a common core D to converge to an operator H with the same core, it suffices that
Hkψ → Hψ strongly for any element ψ ∈ D (cf. [32]). For finite-volume operators,
one can usually find an appropriate core D formed by compactly supported func-
tions ψ; for finite-difference Hamiltonians on graphs (even unbounded, e.g., for DSO
with unbounded potentials) one can choose as D the subset of all functions with
finite supports. On such functions, HBLk (u)ψ → Hψ as k → ∞ (by stabilization),
therefore, the spectral measures converge vaguely: µkx,y → µx,y. By Fatou lemma,
for any bounded Borel set A ⊂ R, one has
|µx,y(A)| ≤ lim inf
k→∞
∣∣µkx,y(A)∣∣
(here |µ(A)| := sup{µ(φ), ‖φ‖ ≤ 1, supp φ ⊂ A}). Taking the expectation and
using the uniform upper bounds on EF correlators in finite balls, we conclude that
E
[
sup
φ∈B1
∣∣〈1x |φ(H(ω))|1y〉∣∣
]
≤ Ce−a ln
1+c d(x,y) (9.2)
(using the inequality L
−κ(1+θ)k
k ≤ Ce
−a ln1+c Lk , for some C, a, c > 0). In particular,
with functions φt : λ 7→ e−itλ, we obtain the strong dynamical localization property
for the ensemble of random Hamiltonians H(ω).
Taking into account Theorem 8.6, we come to the following sufficient conditions
of strong N -particle dynamical localization in an interval I ⊆ R:
Theorem 9.2. Assume (W1) and suppose that, for some N ≥ 2 and all k ≥ 0,
S(I,N, k) holds true. Then there are constants a, c ∈ (0,+∞) such that for all
x ∈ ZN , some C(x) ∈ (0,+∞) and all y ∈ ZN
E
[
sup
t∈R
∣∣〈1x |e−itH(N)(ω)PI(H(N)(ω))|1y〉∣∣ ] ≤ C(x) e−a ln1+c ρ(x,y). (9.3)
Here and below, PI(H
(N)(ω)) stands for the spectral projection of operator
H(N)(ω) on the interval I. Recall that, formally, we assumed in Sections 7–
9 the interval I to be finite. In the case of a bounded random potential, the
spectrum of the operator is covered by a finite, non-random interval I, so that
PI(H
(N)(ω)) = H(N)(ω).
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Theorem 9.3. Assume (W2) and suppose that, for some N ≥ 2 and all k ≥ 0,
S(I,N, k) holds true. Then there are constants C, a, c ∈ (0,+∞) such that for all
x,y ∈ ZN
E
[
sup
t∈R
∣∣〈1x |e−itH(N)(ω)PI(H(N)(ω))|1y〉∣∣ ] ≤ Ce−a ln1+c ρS(x,y). (9.4)
10. Appendix
10.1. Proof of Lemma 6.4. The ball B := BLk(u) is assumed PI, so there is a
decomposition of the configuration u into two non-interacting subconfigurations,
u = (u′,u′′), so that U(u) = U(u′) + U(u′′), and the operator H(N)B reads as
follows:
H
B
(N)
Lk
(u)
= H
B
(n′)
Lk
(u′)
⊗ 1(n
′′)+ 1(n
′)⊗H
B
(n′)
Lk
(x′′)
(10.1)
thus its eigenvalues are the sums Ea,b = λa + µb, where {λa} = Σ(HBLk (u′)) is the
spectrum of HBLk (u′) and, respectively, {µb} = Σ(HBLk (u′′)). Eigenvectors ofH
(R)
u,k
can be chosen in the form Ψa,b = φa⊗ψb where {φa} are eigenvectors of HB(n
′)
Lk
(u′)
and {ψb} are eigenvectors of HB(n
′′)
Lk
(u′′)
. For each pair (λa, µb), the non-resonance
assumption |E − (λa + µb)| ≥ eL
β
k reads as |(E − λa) − µb)| ≥ eL
β
k and also as
|(E − µb)− λa)| ≥ eL
β
k . Set G(E) = (H
B
(N)
Lk
(u)
− E)−1; then we can write
G(u,y;E) =
∑
λa
∑
µb
φa(u
′)φa(y
′)ψb(u
′′)ψb(y
′′)
(λa + µb)− E
(10.2)
=
∑
λa
P′a(u
′,y′)GBLk (u′′)(u
′′,y′′;E − λa) (10.3)
=
∑
µb
P′′b (u
′′,y′′)GBLk (u′)(u
′,y′;E − µb), (10.4)
By assumption, for all µb ∈ σ(H
(R)
BLk (u
′′)), the projection ball BLk(u
′) is (µb,m)-NS,
and for all λa ∈ σ(H
(R)
BLk (u
′)), the projection ball BLk(u
′′) is (λa,m)-NS.
For any y ∈ ∂−BLk(u), either ρ(u
′,y′) = Lk, in which case we infer from (10.4),
combined with (µb,m)-NS property of the ball BLk(u
′), that∣∣G(u,y;E)∣∣ ≤ |BLk(u′′)| e−γ(m,Lk,N−1)Lk+2Lβk (10.5)
or ρ(u′′,y′′) = Lk, and then we have by (10.3)∣∣G(u,y;E)∣∣ ≤ |BLk(u′)| e−γ(m,Lk,N−1)Lk+2Lβk .
In either case, the LHS is bounded by
exp
(
−m(1 + L−τk )
Nˆ−(N−1)+1Lk + 2L
β
k +Const lnLk
)
< 12e
−γ(m,Lk,N),
for L0 large enough, since m ≥ 1 and
L1−τk ≡ L
7/8
k ≫ L
1/2
k +Const lnLk ≡ L
β
k +Const lnLk .

FIXED-ENERGY MULTI-PARTICLE MSA IMPLIES DYNAMICAL LOCALIZATION 25
Acknowledgements
I thank Tom Spencer and the Institute for Advanced Study, Princeton, for their
hospitality during my visit to the IAS in March, 2012, and for numerous stimulat-
ing discussions; Sasha Sodin for fruitful discussions of the works [23]–[24]; Gu¨nter
Stolz, Yulia Karpeshina, Roman Shterenberg and the University of Alabama at
Birmingham for their hospitality during my visit to the UAB in March, 2012, and
for numerous discussions; Ivan Veselic´ for a fruitful discussion of the paper [23].
References
[1] M. Aizenman, Localization at weak disorder: Some elementary bounds, Rev. Math. Phys. 6
(1994), 1163–1182.
[2] M. Aizenman, J. H. Shenker, R. M. Fridrich, and D. Hundertmark, Finite-volume fractional-
moment criteria for Anderson localization, Commun. Math. Phys. 224 (2001), 219–253.
[3] M. Aizenman and S. Warzel, Localization bounds for multi-particle systems, Commun. Math.
Phys. 290 (2009), 903–934.
[4] M. Aizenman and S. Warzel, Complete dynamical localization in disordered quantum multi-
particle systems, XVIth International Congress on Mathematical Physics, World Sci. (2010),
556-565.
[5] J. Bourgain and C. E. Kenig, On localization in the continuous Anderson-Bernoulli model in
higher dimension, Invent. Math. 161 (2005), 389–426.
[6] A. Boutet de Monvel, V. Chulaevsky, Y. Suhov, and P. Stollmann, Wegner-type bounds for a
multi-particle continuous Anderson model with an alloy-type external potential, J. Stat. Phys.
138 (2009), 553–566.
[7] V. Chulaevsky, Localization with Less Larmes: Simply MSA (2012),
arXiv:math-ph/0812.2634.
[8] V. Chulaevsky and Y. Suhov, Wegner bounds for a two-particle tight binding model, Commun.
Math. Phys. 283 (2008), 479–489.
[9] V. Chulaevsky and Y. Suhov, Eigenfunctions in a two-particle Anderson tight binding model,
Commun. Math. Phys. 289 (2009), 701–723.
[10] V. Chulaevsky and Y. Suhov, Multi-particle Anderson localisation: Induction on the number
of particles, Math. Phys. Anal. Geom. 12 (2009), 117–139.
[11] V. Chulaevsky, A remark on charge transfer processes in multi-particle systems, 2010,
arXiv:math-ph/1005.3387.
[12] V. Chulaevsky, On resonances in disordered multi-particle systems, C.R. Acad. Sci. Paris,
Ser. I, 350 (2011), 81–85.
[13] V. Chulaevsky, Direct scaling analysis of localization in disordered systems. II. Multi-particle
systems (2011), arXiv:math-ph/1106.2234.
[14] V. Chulaevsky, Direct scaling analysis of localization in single-particle quantum systems
on graphs with diagonal disorder, to appear in: Math. Phys. Anal. Geom.; see also
arXiv:math-ph/1102.5059.
[15] V. Chulaevsky, From fixed-energy MSA to dynamical localization (2012),
arXiv:math-ph/1205.5763.
[16] V. Chulaevsky, A. Boutet de Monvel, and Y. Suhov, Dynamical localization for a multi-
particle model with an alloy-type external random potential, Nonlinearity 24 (2011), 1451–
1472.
[17] H.L. Cycon, R.G. Froese, W. Kirsch, and B. Simon, Schro¨dinger Operators, Springer, Berlin,
1987.
[18] R. Carmona and J. Lacroix, Spectral theory of random Schro¨dinger operators, Birkha¨user
Boston Basel Berlin Inc., Boston, 1990.
[19] H. von Dreifus and A. Klein, A new proof of localization in the Anderson tight binding model,
Commun. Math. Phys. 124 (1989), 285–299.
[20] D. Damanik and P. Stollmann, Multi-scale analysis implies strong dynamical localization,
Geom. Funct. Anal. 11 (2001), no. 1, 11–29.
[21] T. Ekanga, On two-particle Anderson localization at low energies, C.R. Acad. Sci. Paris, Ser.I
349 (2011), 167–170.
26 V. CHULAEVSKY
[22] T. Ekanga, Anderson localization in the multi-particle tight-binding model at low energies or
with weak interaction, 2012, arXiv:math-ph/1201.2339.
[23] Elgart, Tautenhahn, and Veselic´, Anderson localization for a class of models with a sign-
indefinite single-site potential via Fractional Moment Method, Annales Henri Poincare´ 12
(2010), no. 8, 1571–1599.
[24] Elgart, M. Shamis, and S. Sodin, Localization for non-monotone Schro¨dinger operators, 2012,
arXiv:math-ph/1201.2211.
[25] J. Fro¨hlich and T. Spencer, Absence of diffusion in the Anderson tight binding model for large
disorder or low energy, Commun. Math. Phys. 88 (1983), 151–184.
[26] J. Fro¨hlich, F. Martinelli, E. Scoppola, and T. Spencer, Constructive proof of localization in
the Anderson tight binding model, Commun. Math. Phys. 101 (1985), 21–46.
[27] M. Gaume, 2010, Universite´ Paris 7, private communication.
[28] F. Germinet and S. De Bie`vre, Dynamical Localization for Discrete and Continuous Random
Schro¨dinger Operators, Commun. Math. Phys. 194 (1998), 323–341.
[29] F. Germinet and A. Klein, Bootstrap Multi-Scale Analysis and localization in random media,
Commun. Math. Phys. 222 (2001), 415–448.
[30] F. Germinet and A. Klein, A comprehensive proof of localization for continuous Anderson
models with singular random potentials, 2011, arXiv:math-ph/1105.2132.
[31] P. Hislop and F. Klopp, 2012, talk at the workshop ”Mathematics of disordered systems”,
Paris, May 28–30, 2012.
[32] Kato, Perturbation theory for linear operators, Springer–Verlag, 1976.
[33] W. Kirsch, A Wegner estimate for multi-particle random Hamiltonians, J. Math. Phys. Anal.
Geom. 4 (2008), no. 1, 121–127.
[34] F. Klopp and H. Zenk, The integrated density of states for an interacting multiparticle ho-
mogeneous model (2003), preprint, LAGA, Universite´ Paris-Nord.
[35] F. Martinelli and E. Scoppola, Remark on the absence of absolutely continuous spectrum for
d-dimensional Schro¨dinger operators with random potential for large disorder or low energy,
Commun. Math. Phys. 97 (1985), 465–471.
[36] T. Spencer, Localization for random and quasi-periodic potentials, J. Stat. Phys. 51 (1988),
1009–1019.
[37] B. Simon and T. Wolf, Singular continuous spectrum under rank one perturbations and lo-
calization for random Hamiltonians, Commun. Pure Appl. Math 39 (1986), 75–90.
[38] P. Stollman, Wegner estimates and localization for continuum Anderson models with some
singular distributions, Arch. Math. 75 (2000), 307–311.
[39] P. Stollmann, Caught by disorder, Progress in Mathematical Physics, vol. 20, Birkha¨user Inc.,
Boston, 2001. Bound states in random media.
[40] F. Wegner, Bounds on the density of states in disordered systems, Z. Phys. B. Condensed
Matter 44 (1981), 9–15.
De´partement de Mathe´matiques, Universite´ de Reims, Moulin de la Housse, B.P. 1039,
51687 Reims Cedex 2, France, E-mail: victor.tchoulaevski@univ-reims.fr
