Machine learning is becoming an increasingly powerful tool for physics research. High-dimensional physics problems are generally modelled by neural networks (NNs). However, NNs require large data and are problem-specific. An alternative approach is probabilistic modelling based on Gaussian processes (GPs), which are system-agnostic and can be fully automated. However, GPs suffer from the numerical complexity and have been limited to low-dimensional physics problems. Here, we illustrate that it is possible to build an accurate GP model of a 51-dimensional physical system based on 5000 inputs, using the fragmentation of the input space and entropy-based enhancement of the model complexity. We demonstrate the potency of these algorithms by constructing the global potential energy surface (PES) for a molecular system with 19 atoms. We illustrate that GP models thus constructed have generalization power, allowing us to extrapolate the PES from low energies (< 10, 000 cm −1 ), yielding a PES at high energies (> 20, 000 cm −1 ). This opens the prospect for building machine-learning models that can be used to search for new physics, such as phase transitions, in high-dimensional physics problems with unknown property landscapes by extrapolation.
Machine learning (ML) is becoming an increasingly powerful tool for applications in physics and chemistry research. At the core of these application are models that interpolate in multi-dimensional physical spaces. These models can be used as surrogates of the solutions of physical equations [1] , for optimal control applications [2] , design, automation and optimization of experiments [3] [4] [5] [6] and numerical computations [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . There are two general approaches to building interpolation models. One is based on parametric models such as neural networks (NN). NNs are flexible, but building a proper NN is a problem-specific task, which requires careful design of the NN architecture, control of overfitting and a suitable choice of the functions and parameters in the NN. NNs require a large number of physical data for building accurate models. NNs generally cannot extrapolate. The second approach is probabilistic modelling, which, in most applications, is based on Gaussian processes (GP) [23] . Compared to NNs, GPs have several advantages: GPs require less information than NNs to make accurate predictions, training a GP does not require manual work, GPs have been shown to be capable of extrapolation [17] [18] [19] . Therefore, GPs are a popular choice of ML models for applications requiring automation, unbiased predictions and predictions by extrapolation. The major limitation of GP applications is the numerical difficulty of training GP models, which increases with the number of training points n as O(n 3 ). This has restricted most applications of GP models in physics to low-dimensional problems.
Here, we demonstrate the application of GPs to interpolation and extrapolation in a 51dimensional (51D) physical space. The accuracy of ML models generally increases with n as ∝ 1/ √ n and several previous studies have attempted to extend the application of GPs to high-dimensional model problems by developing algorithms for training models with a large number of data (large n) [20, 21] . Some of these studies have demonstrated the construction of GP interpolation models with n ≈ 1, 000, 000. However: (i) it has not been shown if such models provide enough accuracy to be suitable for physical applications; (ii) most physical data come from the numerical solutions of differential equation such as the Schödinger equation or experiments so it is difficult to obtain this much informations for training GP models; (iii) the numerical evaluation of GP predictions scales as O(n) so GP models trained by data with large n are not suitable for physical applications requiring a large number of evaluations; (iv) extrapolation with GP models in high-dimensional spaces has not been previously considered. Here, we follow Refs. [17] [18] [19] 22] , to improve the interpolation and extrapolation accuracy of GP models in high-dimensional spaces by increasing 2 the complexity of models, instead of increasing n. We show that this allows us to build GP models capable of interpolation and extrapolation in a 51D space based on n ≈ 5, 000
inputs. This opens up the prospect for applications of GPs, and hence for taking advantage of non-parametric modelling (including automation and non-parametric extrapolation), for high-dimensional physics problems.
The present algorithms can be used to model any high-dimensional physics problem that depends on a large number (∼ 50) of parameters. We demonstrate the potency of these algorithms by constructing the global potential energy surface (PES) for a molecular system with 19 atoms, which, to the best of our knowledge, represents the highest-dimensional PES reported to date. In this context, the variable parameters are the coordinates in the research has been to develop ML models for PES , using approaches based on neural networks (NNs) [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] and kernel methods [1, 26, [53] [54] [55] , including GP regression [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] .
However, the construction of accurate global PESs for systems with more than 10 atoms remains a challenging task. NNs can be difficult to construct and generalize for systems with unknown geometrical features. GP models are non-parametric and can be applied to any system without discrimination but suffer from the numerical complexity of training and evaluating the models. This has limited previous work on GP models of PES to systems with 4 to 6 atoms, using n ≈ 1, 000 − 10, 000 ab initio points. The goal of the present work is to obtain GP models of similar accuracy, using similar n, but for systems with many more degrees of freedom.
We begin by a brief description of the conventional algorithm for GP regression. A GP y(x) can be considered as a limit of a Bayesian neural network with an infinite number of hidden neurons [1] . In this work, the inputs x = [x 1 , ..., x N ] are the variables describing the internal coordinates of a polyatomic system. The output y is the value of the potential energy. GPs produce a normal distribution P (y) of values y at any x. The goal is to condition P (y) by n known values of the potential energy y = [y 1 , ..., y n ] at n points
The mean of this conditional distribution at an arbitrary point x * is given by [1, 23] 
where k * is a vector with n entries k(x * , x i ) and K is a square n × n matrix with entries Building a GP model thus reduces to finding optimal kernels k(x, x ). To do that, one assumes a simple kernel function, such as, for example,
K v is the modified Bessel function, Γ is the Gamma function, and v is a half-integer. The parameters of the kernel function are found by maximizing the logarithm of the marginal likelihood [1, 23] log
We now make three observations: (i) while Eq. (1) (1); (iii) Eq. (1) uses the training points y = [y 1 , ..., y n ] directly, so the prediction accuracy is sensitive to the distribution of these points in the N -dimensional space. We exploit these observations to enhance the accuracy of the GP model without increasing n.
The system considered here is the protonated imidazole dimer, shown in Figure 1 (a).
The potential energy of the molecule was calculated using the Gaussian program package [56] atoms were sampled so that the distance between each hydrogen and its adjacent atom is within [−0.1, +0.2] Å and the angle is [−20 • , +20 • ], as illustrated in Figure 1 (a). Within these coordinate ranges, the potential energy was computed at 15,000 points, randomly generated using the Latin hypercube sampling method to avoid clustering [43] . The resulting ab initio points cover the energy range between zero and 35, 000 cm −1 . To quantify the accuracy of resulting PES, we compute the root-mean-square error (RMSE) using a large number of ab initio points that are not used for training GP models.
To build the 51D surface, we change the above algorithm for constructing the GP model as follows. First, we follow Refs. [17] [18] [19] to increase the complexity of the kernel function by defining a set of basis kernel functions and combining these basis functions into linear combinations that produce the larger value of L in Eq. 
. Note that we use a different metric for model selection from that in Refs. [17] [18] [19] 22] . Second, we split the full configuration space into smaller parts and represent the energy of the entire molecular system as
where R is a 51D-vector, E 1 and E 2 are independent GP models depending on vectors of lower dimensionality, and E 12 is a GP model that brings the fragments 1 and 2 together into the full surface and that depends on the vector R 12 with the dimensionality to be determined. The model (4) is hereafter referred to as 'Composite GP'. While the fragmentation (4) is general, here, we use R 1 and R 2 to represent the separate 21D imidazole fragments, shown in Figure   1 (b). To determine the dimensionality of R 12 , we construct a series of surfaces, sampling a different number of active degrees of freedom in R 12 , corresponding to the fragments shown in Figure 1 (c) . Our results show that R 12 must account for all 51 dimensions in order for
Eq. (4) to be accurate.
The main interpolation results of this work are summarized in Table I , illustrating
• that it is possible to construct a 51D surface based on n = 5, 000 with the global error under 0.2 kcal/mol; and
• how the fragmentation (4) and increasing the complexity of the kernels improve the accuracy of the resulting surface.
Here, 'Simple GP' refers to the 51D model of the surface trained directly by ab initio points in the R-space. 'Complex k' refers to the complex kernels. To identify such kernels, we use the greedy-search algorithm -as in Refs. [19, 22] -that combines different simple kernel functions in order to maximize the log-likelihood function. This algorithm determined the following complex kernels for the composite models: k = aM v=5/2 +bM v=3/2 +cM v=∞ , with a, b and c being free parameters, for E 1 and E 2 ; and k = (aM v=5/2 ×M RQ +bM v=∞ )×M v=1/2 for E 12 . For the simple GP model with complex k, this algorithm determined the kernel k = aM v=5/2 + bM v=3/2 + cM v=∞ + dM v=∞ to give the optimal results. The results labeled 'Simple k' in Table I refer to GP models with k = M v=5/2 .
To illustrate the extrapolation power of high-dimensional GP models, we construct a series of surfaces using the ab initio points at low energies and predict the global surface at high energies. To illustrate the global performance of the 51D GP PES in the computation of observables, we calculate the vibrational frequencies for the 51 normal modes of the molecule. To do that, we diagonalize the Hessian matrix constructed directly from the ab initio results (hereafter referred to as 'Exact') and from the GP models. Table III compares the GP model   results with the exact results. Table III shows that all normal modes with the frequencies > 100 cm −1 are well described by the composite GP PES with n = 5000. Moreover, the GP PES constructed with n = 1000 ab initio points captures qualitatively 48 out of 51 normal modes. This illustrates that a qualitative correct 51D PES can be constructed with 1000 ab initio points.
To show that the GP PESs are smooth and physical, we compute the potential energy profile describing proton transfer between the imidazole molecules. Figure 2 shows that the potential energy predicted by the composite GP model (4) trained with n = 5, 000 ab initio points is in perfect agreement with the ab initio results for this minimum energy proton transfer path. Note that the curves shown in Figure 2 represent the minimum of a 51D surface for fixed imidazole -H + separations. In conclusion, this work has three important results. First, it shows that it is possible to build a GP model of a 51-dimensional physical system based on only 5000 inputs. Note that the GP model uses a random distribution of training points in the 51D configuration 8 space and no information about the underlying evolution in the physical space is used.
This opens up the possibility of taking advantage of GPs for high-dimensional systems that have until now been tackled with NNs. GPs -being non-parametric models -have several advantages over NNs. In particular, GPs are system-agnostic and their training can be easily automated, which makes feasible the construction of a large number of models for a large number of different systems. GPs offer not only the model prediction but also the Bayesian error of the model. GPs can be used for Bayesian optimization, a very efficient, gradientfree optimization technique that is at the core of many applications of ML for physics and chemistry experiments [3, 5, 6, 58] . Second, we have constructed the global PES for the largest molecular system to date. Such PES can be used for a variety of applications, including the study of the role of different degrees of freedom in proton exchange processes or accurate calculations of molecular densities of states. We note that the accuracy of the global PES obtained here (< 0.2 kcal/mol) is significantly better than the accuracy of < 1 kcal/mol typically targeted in parametric fits for large molecular systems with unknown landscapes. We have illustrated an algorithm that produced this PES with a much smaller number of ab initio points than typically needed for other approaches. This not only makes the training and evaluation of GPs fast, but also shows that high-dimensional PES for large polyatomic molecules can be computed with expensive high-level ab initio methods.
Third, we have illustrated that 51D GP models have generalization power that allowed us to extrapolate the PES from low energies (< 10, 000 cm −1 ) to high energies (> 20, 000 cm −1 ). This illustrates that such models can be used to search for new physics, such as phase transitions as shown in Ref. [19] , in high-dimensional physics problems with unknown property landscapes. 
