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Abstract
The second order of accuracy stable diﬀerence scheme for the numerical solution of
the mixed problem for the fractional parabolic equation are presented using by
r-modiﬁed Crank-Nicholson diﬀerence scheme. Stability estimate for the solution of
this diﬀerence scheme is obtained. A procedure of modiﬁed Gauss elimination
method is used for solving this diﬀerence scheme in the case of one-dimensional
fractional parabolic partial diﬀerential equations. Numerical results for this scheme
and the Crank-Nicholson scheme are compared in test examples.
1 Introduction
At present, there is a huge number of theoretical and applied works devoted to the study
of fractional diﬀerential equations. Solutions of various problems for fractional diﬀer-
ential equations can be found, for example, in the monographs of Podlubny [], Kilbas,
Srivastava, and Trujillo [], Diethelm [], and in [–]. These problems were studied in
various directions: qualitative properties of solutions, spectral problems, various state-
ments of boundary value problems, and numerical investigations.
Many problems in ﬂuid ﬂow, dynamical and diﬀusion processes, control theory, me-
chanics, and other areas of physics can be reduced fractional partial diﬀerential equations.
In [] the simple connection of fractional derivatives with fractional powers of ﬁrst
order diﬀerential operator was presented. This approach is important to obtain the for-
mula for the fractional diﬀerence derivative. Presently, many mathematicians apply this
approach and operator tools to investigate various problems for fractional partial diﬀer-
ential equations which appear in applied problems (see, e.g., [–] and the references
therein).
In previous paper [] authors investigated stability estimates for Crank-Nicholson




∂t +D/t u(t,x) –
∑m
p=(ap(x)uxp )xp + σu(t,x) = f (t,x),
x = (x, . . . ,xm) ∈ ,  < t < T ,
u(t,x) = , x ∈ S,
u(,x) = , x ∈ ¯.
(.)
Here D/t = D/+ is the standard Riemann-Liouville’s derivative of order / and  is the




x ∈  : x = (x, . . . ,xm);  < xp < , ≤ p≤m
}
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with boundary S, ¯ =  ∪ S, ap(x) (x ∈ ) and f (t,x) (t ∈ (,T), x ∈ ) are given smooth
functions and ap(x)≥ a > , σ > .
In [] the authors investigated stability estimates for Crank-Nicholson schemes for the




∂t +D/t u(t,x) –
∑m
p=(ap(x)uxp )xp + σu(t,x) = f (t,x),
x = (x, . . . ,xm) ∈ ,  < t < T ,
u(t,x) = , x ∈ S,
∂u(t,x)
∂n = , x ∈ ¯.
(.)
The role played by stability inequalities (well posedness) in the study of boundary-value
problems for parabolic partial diﬀerential equations is well known (see, e.g., [–]).
In the present paper, we consider an r-modiﬁed Crank-Nicholson diﬀerence scheme
of the above mentioned two problems (.), (.). This r-modiﬁed scheme is of the sec-
ond order of accuracy in t and in space variables diﬀerence schemes for the approximate
solution of problems. The stability estimate for the solution of this diﬀerence scheme is
established. We use a procedure of a modiﬁed Gauss elimination method for solving this
diﬀerence scheme in the case of one-dimensional fractional parabolic partial diﬀerential
equations.
2 Stability of difference scheme
Let us deﬁne the grid space
⎧⎪⎨
⎪⎩
¯h = {x = xp = (hp, . . . ,hmpm),p = (p, . . . ,pm),
≤ pj ≤Mj,hjMj = , j = , . . . ,m},
h = ¯h ∩ , Sh = ¯h ∩ S.
We introduce theHilbert space Lh = L(¯h) of the grid functionϕh(x) = {ϕ(hj, . . . ,hmjm)}




∣∣ϕh(x)∣∣h · · ·hm
)/
.
To the diﬀerential operator Ax generated by problem (.) or (.), respectively, we assign







xp ,jp + σu
h (.)
acting in the space of grid functions uh(x), satisfying the conditions uh(x) =  or ∂u(t,x)
∂n = 







hj, . . . ,hj(jj + ), . . . ,hmjm
)







ϕ(hj, . . . ,hjjj, . . . ,hmjm) – ϕ
(
hj, . . . ,hj(jj – ), . . . ,hmjm
))
.
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With the help of Axh, we arrive at the initial boundary value problem{
dvh(t,x)
dt +D/t vh(t,x) +Axhvh(t,x) = f h(t,x),  < t < T ,x ∈ h,
vh(,x) = , x ∈ ¯ (.)






q + / –
√
q – /, μ(q) = – 
(
(q + /)/ – (q – /)/
)
.














(tk – τ / – s)–/u′(s)ds
(see []) and the Crank-Nicholson diﬀerence scheme for parabolic equations, one can












/, k = ,
αk, = (k – )λ(k – ) +μ(k – ),
αk, = (k – )λ(k – ) +μ(k – ) + ( – k)λ(k – ) – μ(k – ),
αk,i = (k – i – )λ(k – i – ) +μ(k – i – )
+ (i – k + )λ(k – i – ) – μ(k – i – )
+ (k – i + )λ(k – i) +μ(k – i), ≤ i≤ k – ,






αk,k– = λ() +μ() –
√

 , ≤ k ≤N .
Now, we introduce the second order accuracy r-modiﬁed Crank-Nicholson diﬀerence
















k(x) + Axh[uhk(x) + uhk–(x)]
= f hk (x), x ∈ ¯h, r + ≤ k ≤N ,
f hk (x) = f (tk – τ ,x), Nτ = T , tk = kτ , ≤ k ≤N ,
uh(x) = , x ∈ ¯h
(.)
for the approximate solution of problem (.).
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Theorem . Let τ and |h| be suﬃciently small positive numbers. Then the solutions of
the diﬀerence scheme (.) satisfy the following stability estimate:
max
≤k≤N
∥∥uhk∥∥Lh ≤ C max≤k≤N
∥∥f hk ∥∥Lh , (.)
where C does not depend on τ , h, and f hk , ≤ k ≤N .





s= Rk–s+ τ [f hs (x) –D/ts uhs (x)], ≤ k ≤ r,∑k–r
s= Bk–rRr–s+ τ [f hs (x) –D/ts uhs (x)]
+
∑k–r
l= Bk–r–lRτ [f hr+l(x) –D/tr+l u
h

























∥∥D/tk uhk∥∥Lh ≤M max≤k≤N
∥∥f hk ∥∥Lh . (.)















s= Bi–rRr–s+ τ (f hs (x) –D/ts uhs (x))
+
∑i–r
l= Bi–r–lRτ (f hr+l(x) –D/tr+l u
h
r+l(x))], r + ≤ k ≤N .
Now, let us estimate zk = ‖D/tk uhk‖Lh ,  ≤ k ≤ N . From the triangle inequality, it follows
that
z ≤ ‖α,R‖Lh→Lh
(∥∥f h (x)∥∥Lh + ∥∥D/τ u∥∥Lh)√τ
≤ M√τ
(∥∥f h (x)∥∥Lh + z). (.)
Applying the triangle inequality and the estimates []
∥∥Rk∥∥Lh→Lh ≤ Mkτ ,∥∥Bi–rRr–s+ ∥∥Lh→Lh ≤ Mkτ , (.)∥∥Bi–r–lR∥∥Lh→Lh ≤M, ≤ k ≤N ,















(∥∥f hs (x)∥∥Lh + zs)
]
+M



















(∥∥f hs (x)∥∥Lh + zs)
]
+M′







(∥∥f hr+l(x)∥∥Lh + zr+l)
]
+M′′
(∥∥f hk (x)∥∥Lh + zk)√τ , r + ≤ k ≤N . (.)
Hence, applying the diﬀerence analog of the integral inequality and inequalities (.),
(.), and (.), we get
∥∥{zk}N ∥∥Lh = ∥∥{D τ uk}N ∥∥Lh
≤ M∥∥f τ∥∥Lh . (.)
The proof of estimate (.) for the solution of (.) follows from (.), (.), and (.).
Note that M∗, M are independent from τ , h, and f hk ,  ≤ k ≤ N . Theorem . is proved.

3 Numerical analysis
We consider two examples for numerical results.
Example . We consider the following initial boundary value problem with Dirichlet




∂t +D/t u(t,x) –
∂
∂x (( + x)
∂u(t,x)
∂x ) = f (t,x),





 + ( + x)πt/] sinπx
– π t/ cosπx,  < t < ,  < x < ,
u(t, ) = u(t, ) = , ≤ t ≤ ,
u(,x) = , ≤ x≤ .
(.)
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It is clear that the exact solution of problem (.) is
u(t,x) = t/ sinπx.






































h ] = ϕkn , r + ≤ k ≤N ,
ϕkn = f (tk – τ ,xn), tk = kτ ,xn = nh, ≤ k ≤N , ≤ n≤M – ,
uk = ukM = , ≤ k ≤N ,
un = , ≤ n≤M,
where D/tk– τ u
k
n is deﬁned by (.) for any n, ≤ n≤M – . We can rewrite it in the system
of equations with matrix coeﬃcients
⎧⎪⎨
⎪⎩








   · · ·     · · ·   
 an  · · ·     · · ·   
  an · · ·     · · ·   
...
...








   · · · an    · · ·   
   · · ·  an   · · ·   
   · · ·  zn zn  · · ·   
   · · ·   zn zn · · ·   
...
...








   · · ·     · · · zn zn 









b   · · ·  
b b  · · ·  
b b b · · ·  
...
...
... . . .
...
...
bN , bN , bN , · · · bN ,N 










   · · ·     · · ·   
–/τ ηn  · · ·     · · ·   
 –/τ ηn · · ·     · · ·   
...
...








   · · · ηn    · · ·   
   · · · –/τ ηn   · · ·   
   · · ·  vn wn  · · ·   
   · · ·   vn wn · · ·   
...
...








   · · ·     · · · vn wn 








   · · ·     · · ·   
 cn  · · ·     · · ·   
  cn · · ·     · · ·   
...
...








   · · · cn    · · ·   
   · · ·  cn   · · ·   
   · · ·  yn yn  · · ·   
   · · ·   yn yn · · ·   
...
...








   · · ·     · · · yn yn 































































+  + xnh , wn =

τ
+  + xnh ,
















































, b = d
[






















d[(i – )λ(i – ) +μ(i – )], j = ,
d[( – i)λ(i – ) – μ(i – ) + (i – )λ(i – ) +μ(i – )], j = ,
d[(i – j + )λ(i – j) +μ(i – j) + (j – i + )λ(i – j – )
– μ(i – j – ) + (i – j – )λ(i – j – ) +μ(i – j – )], ≤ j≤ i – ,
d[λ() +μ() – λ() – μ()] – d/
√
, j = i – ,
d[λ() +μ()] – d/
√
, j = i – ,
d/
√
, j = i,
, i < j≤ r + 






(kτ )/( + nh)
]
sin(πnh) – π (kτ )/ cos(πnh). (.)
For solving (.) we use a modiﬁed Gauss elimination method []. Hence, we seek a
solution of the matrix equation in the following form:
Uj = αj+Uj+ + βj+, j =M – , . . . , , , (.)
where αj (j = , , . . . ,M) are (N + ) × (N + ) square matrices and βj (j = , , . . . ,M) are
(N + )×  column matrices deﬁned by
αj+ = –(B +Cαj)–A, (.)
βj+ = (B +Cαj)–(Dϕj –Cβj), j = , , . . . ,M – , (.)
where j = , , . . . ,M – , α is the (N + ) × (N + ) zero matrix and β is the (N + ) × 
zero matrix and UM = .
Example . We consider the following initial boundary value problem with Neumann




∂t +D/t u(t,x) –
∂
∂x (( + x)
∂u(t,x)
∂x ) + u(t,x) = f (t,x),




t( + x))t cosπx + π t sinπx,  < t < ,  < x < ,
ux(t, ) = ux(t, ) = , ≤ t ≤ ,
u(,x) = , ≤ x≤ .
(.)
It is clear that the exact solution of problem (.) is
u(t,x) = t cosπx.
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h + uk–n ] = ϕkn , r + ≤ k ≤N ,
ϕkn = f (tk – τ ,xn), tk = kτ ,xn = nh, ≤ k ≤N , ≤ n≤M – ,
u = , k = ,































 , k =N ,
ukM – ukM– + ukM– = , ≤ k ≤N ,
un = , ≤ n≤M,
where D/tk– τ u
k
n is deﬁned by (.). We can rewrite it in the form of a system of equations
with matrix coeﬃcients
{
AUn+ + BUn +CUn– =Dϕn, ≤ n≤M – ,
EU = FU + Rϕ, UM – UM– +UM– = ˜.




   · · ·  
 /h  · · ·  
  /h · · ·  
· · · · · · · · · · · · · · · · · ·
   · · · /h 








   · · ·  
 h/  · · ·  
  h/ · · ·  
· · · · · · · · · · · · · · · · · ·
   · · · h/ 








e   · · ·  
e e  · · ·  
e e e · · ·  
· · · · · · · · · · · · · · · · · ·
eN eN eN · · · eNN 

















































–λ() – μ() + /λ() +μ()
]
,



































































 [(i –  + /)λ(i – ) +μ(i – )], j = ,
dh
 [–(i – )λ(i – ) – μ(i – ) + (i –  + /)λ(i – ) +μ(i – )], j = ,
dh
 [(i – j +  + /)λ(i – j) +μ(i – j) – (i – j)λ(i – j – )
–μ(i – j – ) + (i – j –  + /)λ(i – j – ) +μ(i – j – )], ≤ j≤ i – ,
– hτ +
dh






 [( + /)λ() +μ()], j = i,
h




 [(i –N +  + /)λ(i –N + ) +μ(i –N + )
– (i –N + )λ(i –N) – μ(i –N)
+ (i –N –  + /)λ(i –N – ) +μ(i –N – )], j =N – ,
– h
τ








 [( + /)λ() +μ()], j =N + 
, j > i + 
for i = , , . . . ,N + , and
ϕk =
(













(kτ )( + nh)
]
(kτ ) cos(πnh) + π (kτ ) sin(πnh). (.)
For solving this matrix equation we will use the same method as for Example .. Namely,
we use (.), (.), (.), and
uM = [I – αM + αM–αM]– ∗
[
(I – αM–)βM – βM–
]
,
α = E–F , β = E–Rϕ.
Finally, we give the results of the numerical analysis. The numerical solutions are recorded
for diﬀerent values of the modiﬁcation parameter r, and discretization parameters N
and M. Besides ukn represents the numerical solutions of these diﬀerence schemes at
(tk ,xn). The error is computed by the following formula:
ENM = max≤k≤N ,≤n≤M–
∣∣u(tk ,xn) – ukn∣∣.
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Table 1 Error analysis for Dirichlet problem
Method N =M = 40 N =M = 80
Rothe 0.019436847 0.009569477
Crank-Nicholson 0.000525352 0.000149122
One-modiﬁed Crank-Nicholson 0.000525046 0.000149050
Two-modiﬁed Crank-Nicholson 0.000503791 0.000144560
Three-modiﬁed Crank-Nicholson 0.001309365 0.000260588
Table 2 Error analysis for Neumann problem
Method N =M = 40 N =M = 80
Rothe 0.038312769 0.018981758
Crank-Nicholson 0.009051376 0.002281280
One-modiﬁed Crank-Nicholson 0.011770581 0.002979532
Two-modiﬁed Crank-Nicholson 0.011770790 0.002979547
Three-modiﬁed Crank-Nicholson 0.011770831 0.002979551
Table  and Table  are constructed for N =M =  and , respectively. As can be seen
fromTable , the r-modiﬁedCrank-Nicholson diﬀerence scheme ismore accurate than the
Crank-Nicholson and Rothe diﬀerence schemes. Table  shows that the r-modiﬁedCrank-
Nicholson diﬀerence scheme has the same order error as the Crank-Nicholson diﬀerence
scheme.
4 Conclusion
In this study, the second order of accuracy stable diﬀerence scheme for the numerical
solution of the mixed problem for the fractional parabolic equation is investigated. We
have obtained a stability estimate for the solution of this diﬀerence scheme. The theoret-
ical statements for the solution of this diﬀerence scheme for one-dimensional parabolic
equations are supported by numerical examples obtained by computer.
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