I. INTRODUCTION
The purpose of this paper is to apply model-based Bayesian inference to a broadband coprime array in order to not only accurately estimate direction of arrival of sound sources, but also predict the number of sound sources to locate. A sixteen channel coprime microphone array observes broadband sound sources in a low-noise free field environment and the resulting data are analyzed using a Bayesian method.
Model-based Bayesian inference is a methodology which is capable of incorporating information regarding the system being studied, including a sufficiently accurate model originating from the observed phenomena or underlying physics. These methods have been used increasingly in recent years in applications ranging from acoustic materials 1 and room acoustic energy decay analysis 2,3 to heat transfer 4 and underwater geophysics. 5 Applications of Bayesian framework to problems in architectural acoustics are still developing. In coupled volume research, Bayesian methods (using slice sampling and nested sampling) help in identifying the distinct decay times present and their individual contributions to observed reverberation.
6,7
Array signal processing research including radar as well as sonar and other acoustic arrays has enjoyed implementations of a Bayesian framework for some time and more and more in recent years. Antoni demonstrated that an optimal interpolation basis for acoustical source reconstruction exists and that such a basis is spanned by the eigen-functions of a specific continuous-discrete propagation operator flanked by metrics which account for prior spatial information and noise. The dimension of this basis was considered to be minimal and information is necessarily lost if fewer basis functions are used. 8 Nearfield acoustic reconstruction problems were tackled with a Bayesian approach by Bai et al. and though the process was computationally demanding, the particle filtering technique, incorporating prior knowledge, proved more suitable than Tikhonov regularization and minimum-variance unbiased estimators in cases where source locations are unknown, as it could not only estimate source velocities but also source locations at the same time.
9
In 2014 an algorithm was formulated from a Bayesian perspective for off-grid DOA estimation, intended to improve upon a proposed sparse total least squares method. This so-called off-grid block-sparse Bayesian learning algorithm was more accurate than others in coarse grid, without requiring the number of signals a priori. 10 Even a simple 2-microphone array may benefit from Bayesian inference, not only in its application to sound source direction of arrival (DOA) estimation, but also first to determine the number of sources present.
11
These examples represent a brief overview of acoustics research work using Bayesian analysis. For a more recent comprehensive overview on Bayesian signal processing methods, see Ref. 12 , and for more information about acoustic arrays in general, see Ref.
13
. No coprime sensing methods have yet been included in these references.
Coprime sampling, as proposed by Vaidyanathan and Pal, 14 suggests a specific array element configuration in the form of two superposed uniform linear arrays (ULAs), each with sparse spacings which are coprime multiples of the conventional non-sparse limit. They also showed that existing DOA estimation algorithms such as MUSIC can be implemented in this novel configuration. 15 However, this kind of subspace approach does rely on previous knowledge of number of concurrent sound sources. To further reduce computational complexity, Weng and Djurić 16 took advantage of so-called 'search-free' algorithms by transforming arbitrary arrays (coprime in this case) to equivalent ULAs for which these algorithms are well-understood and effective. Efforts have been made to quantify the effect of extending coprime arrays with additional elements and weightings. 17 Sparsity enforced approaches to reconstruction and DOA estimation for off-grid targets have been investigated in coprime arrays. 18, 19 Interest has also been taken in applying coprime array theory to underwater acoustics 20 as well as radar. [21] [22] [23] [24] In 2015, the authors presented experimental acoustic data confirming the frequency-dependent beampatterns of coprime arrays, and showed their effects over various bands of frequencies. 25 This demonstrated possible increased effectiveness of DOA estimation with the broadening of bandwidth observed. Shortly thereafter, Shen et al. mathematically derived wideband DOA estimation methods based on group sparsity for coprime arrays, and showed simulation results comparing these methods to single-frequency methods.
26
This work proposes a parametric model for broadband responses of coprime sensor arrays.
To the best knowledge of the authors, the utilization of an analytical model in coprime 
A. COPRIME ARRAY SENSING
As put forward in 14 , a coprime array consists of two nested, spatially undersampled uniform linear arrays (subarrays) operating at the same frequency, whose inter-element separations differ by a factor of (M/N), where M and N are coprime integers. If the two subarrays have equal aperture length, L, then M and N correspond to the respective number of elements each subarray. In this case, the coprime array design frequency which produces the narrowest beampattern without further undesired aliasing is
Vaidyanathan and Pal prove that there is always only one look direction for far-field sources in which each subarray shares a full lobe with the other. 14 This direction is determined by using the relative phase shifts of each subarray in conjunction with the Chinese remainder theorem for coprime numbers. With no phasing of the array elements, the main beam is normal to the axis of the array; of course this can be shifted using beamforming methods such as delay-and-sum.
By cross-correlating the linear-spatial domains of the subarrays (complex conjugatemultiplying their beampatterns), one is left with a single narrow main beam at the intersection of the subarrays' patterns and lower-level, deterministically-oriented, overlapping sidebands. The beam width at broadside (null-to-null) is
where c is the sound speed, L is the aperture length, and f is the frequency. 25 At the design frequency from Eq. (1), this is θ beam,fc = 2 arcsin (2/MN).
If the frequency is lowered below that of Eq. (1), the uniqueness of the main beam persists due to the generalized proof in the authors' prior paper. 25 Positioning of the unphased, unweighted beampattern's side lobes spreads with decreasing frequency in a deterministic way. Namely, the beampattern with unity gain is
, sin θ = 0
at frequency f , where α(f ) = f fc π sin θ, and θ is angle from normal.
B. BROADBAND COPRIME SENSING MODEL
The gain at θ = 0°is the same irrespective of the frequency; whereas, the rest of the beampattern including side lobes varies with frequency. Different frequencies' beampatterns superpose , resulting in what is essentially a average beampattern over frequencies of Eq. The proposed phenomenological model to represent the coprime beampattern data is a generalized Laplace distribution function,
where A 
II. BAYESIAN INFERENCE
Parameters of the aforementioned models are summarized as a vector Θ. The Bayesian framework formulated in this specific problem begins with Bayes' theorem:
where the p(Θ|I) represents the prior probability of the parameters given the background information, which, when taken into account along with the observed data, p(D|Θ, I), produces a posterior probability, p(Θ|D, I), which is normalized by the marginal likelihood or evidence, p(D|I):
Quantity p(D|Θ, I) is termed "likelihood" which is the probability of the measured data given parameters Θ and the background information I. Bayes' theorem in Eq. (5) though since there may be a set of competing models it is important to specificy the model in each term, making the model-based Bayesian theorem
for a specific model, M s .
To formulate the problem, probability density functions (p.d.f's) must be assigned. There are multiple ways of accomplishing this; this work relies on the principle of maximum entropy. 40 This is akin to making the 'least assumptions' beyond the known information that is available. In the case of the likelihood function, we can say that the variance between the observed data and model-predicted is finite (since we know the physical system well and can model it sufficiently), which leads to an assignment of the normal distribution
where
, and K is the number of data points. Note that assigning a normal distribution based on the principle of maximum entropy is different than assuming a normal error function between the model and the experimental data. It is a result of having no information other than knowing the mean error is zero and has finite variance.
In practice, the standard deviation term, σ, in the Gaussian likelihood function from Eq. (7) is not of any interest and is therefore a nuisance parameter. The dependence on this parameter can be removed by integrating the joint probability distribution of the likelihood,
over all possible values of σ. p(σ|Θ, M s ) can be thought of as the prior distribution of σ, whose p.d.f. is p(σ|Θ, M s ) = 1/σ due to maximum entropy, since it is a scale parameter (this is known as Jeffreys' prior). 36 Thus the marginalized p.d.f. for the likelihood takes the form of a student t-distribution:
where Γ(K/2) is the gamma function evaluated at K/2 (again, K is the number of data points).
When nothing is known that may inform the assignment of the prior, unsurprisingly maximum entropy leads to a uniform prior probability:
The remaining term needed to complete Eq. (6) 
which, in practice, is approximated numerically.
Model-based Bayesian inference has recently been considered as a powerful methodology for estimating underlying parameters which produced the data observed, along with their associated uncertainties. This is the lower-level of inference, parameter estimation. A question that must be answered first, however, is "which model best predicts the data?" or put another way, "which model do the data prefer?" This higher level of inference, model selection, must be completed any time there is a set of competing models.
In the case of direction of arrival estimation, as long as sound propagation pathways in the acoustic environment are well-understood, there usually exists a model which will accurately predict the microphone array response to any possible configuration of sound sources. However, it is not always known how many concurrent sound sources are in the environment, and since in many cases this determines the formulation of the model (not merely the parameter values), there is a set of competing models from which to choose prior to estimating sound source parameters.
A. NESTED SAMPLING
At the heart of model selection is calculating the evidence of each model for comparison.
There are many methods for numerically approximating this area under the likelihood curve.
In many cases there may be a large number of dimensions to cover (3s + 1 in the current problem) and the dimensionality may be different among models, making direct integration intractable. The chosen approach for approximating the integral for evidence shown in Eq. the likelihood as a function of "prior mass," µ. The prior mass, defined as
is the multidimensional piece (mass) of the prior whose associated likelihood, L, is found to be above a value, λ, which is a variable that changes monotonically during sampling.
Thus the multiple integral for evidence is reduced to a single integral:
where the limit µ = 1 represents the entire prior mass, which requires the least-stringent (lowest) limit, λ, and provides the lowest likelihood value, and the limit µ = 0 represents the infinitesimal region of the prior mass with parameters that maximize the likelihood (for the most-stringent (highest) λ). In practice, the proposed implementation of nested sampling backward-integrates Eq. (13), accumulating likelihood values starting with the lowest (µ = 1), then continually increasing and ever-narrowing the range of parameters in the sampling population (to µ = 0). In other words,
which corresponds to a sequence of likelihood values
where N is the total number of samples taken. As the likelihood distribution is explored with a random walk, the prior mass tends to shrink exponentially depending on the size of the sampling population as
where n is the sampling iteration and Q is the total population. Using this relation one can estimate the amount of evidence encapsulated by each step of 'nested' prior mass along the likelihood curve. The aggregate of these is the total evidence for the model in question:
Since this is a stochastic process which depends heavily on the initial placement of the samples throughout the space, it is wise to repeat it to ensure a proper result. The initial population size and importance thereof is of great interest in qualifying nested sampling and the results it yields. This is further discussed in Sec. V. prior mass they collectively span becomes smaller and smaller, which diminishes the overall contribution to accumulated evidence. A central discussion regarding nested sampling is how to decide when sampling is complete. Popular convergence criteria include: changes in rate of increase in likelihood or evidence, and deviation of parameters from their estimated mean values. In this work, sampling is said to be complete when each parameter of every sample deviates from the samples' mean by no more than 5%.
B. IMPLEMENTATION
Nested sampling is implemented in this work as follows: (17) 7. Repeat steps 1-6 using each model from the set of competing models multiple times each.
8. Plot the evidence results against model complexity and choose the best model using criteria employing Occam's razor (described in Sec. V).
III. EXPERIMENTAL METHODS
The coprime array consists of 16 omnidirectional electret microphones flush-mounted in a thin acrylic sheet. It can be subdivided into two colinear uniform arrays ("subarrays") of Having impulse responses (which are inherently broadband in nature due to this experimental setup) allows analysis of various isolated frequencies or frequency bands, or convolution with signals or noise. They may also be added together after convolution with incoherent signals to simulate multiple simultaneous sources. The multiple sound source experimental data for this work is all synthesized using this method.
IV. RESULTS
The DOA estimation and source enumeration algorithm uses the coprime array's 16 channel free-field impulse responses outlined in section III, with the source at a specific prior-known incidence angle. These experimental impulse responses are convolved with white noise to provide longer streams of broadband data. For the two-source trials, the data simulation employs two such measurements added together point-by-point and for three-source trials there are three.
Once the data are compiled in such a way as to engage multiple simultaneous incoherent sources, the result is a n × 16 matrix, where n is the number of data points (i.e. the sample rate in Hz multiplied by the overall time in s). This is then converted to a beampattern in Cartesian coordinates via simple delay-and-sum processing by first separating the uniform subarrays (creating a n × M matrix and a n × M matrix, where M and N are the number of coprime subarray elements), then producing a single n × 1 stream from each subarray at each of the K = 181 delays (one for each degree increment from -90°to 90°). 25 These final two n × K matrices are multiplied together and the root-mean-square of the result taken in the 1st dimension to provide beampattern values at each angle (1 × K), which can be normalized and plotted as in Fig. 2 .
At this point the phenomenological broadband coprime beampattern model from Eq. Bayesian evidence results for a 3-source case with sound sources at -5°, 5°, and 45°are
shown in Fig. 7 . The estimated parameters for each model are plotted against the data in 
V. DISCUSSION
One can be quantitatively confident in the results of the parameter estimation via the posterior distribution, as long as it has been sufficiently sampled. A common convergence criterion would be a negligible increase of the likelihood with significant continued sampling -shown in the zoomed-in portion of Fig. 3 . Another possible criterion, employed in this work (step 5 in section II B), is that all parameter values are within a certain predefined range of one another, which may be decided depending on the intended precision desired. In this case when all samples have parameter values within 1% of each other within their respective dimension, the criterion is met. The danger here is to possibly settle on a local maximum rather than the global maximum. One way to mitigate this risk is to increase the sample population in hopes of having at least one sample from the initial population close enough to the global maximum to force the other samples to tend its way. A detailed discussion on the effectiveness of deploying these initial populations can be found in Sivia and Skilling's book (2nd Ed.). 36 The starting population of Q = 100 proved to be sufficient for this work since there were no especially problematic local maxima found in the likelihood space.
Besides parameter estimation, sample population size has the potential to also be important for sufficiently estimating the integral of the marginal likelihood/evidence for Bayesian model selection. Nested sampling works by finding contours in the multidimensional likelihood space, starting with samples spanning the entire space (having a prior mass of 1) and then requiring each successive iteration have higher likelihood, honing in on the areas of higher likelihood (shrinking the prior mass gradually). Because of the constant decrease of the prior mass according to Eq. (16), the most significant contributions to the evidence estimate are made toward the start of the sampling, which suggests that the initial sample population may be much more important for model selection than for parameter estimation.
When larger population sizes were tried as in Fig. 9 with Q = 1000, similar results were found in the parameter estimates as well as the evidence estimates; therefore it may not be appropriate to blame population size for ambiguities in model selection in this case. with an evidence increase of 181 nepers from 1st order to the 2nd order, those relatively small increases can be considered as insufficient. This investigation using known ground truth can be taken to derive a specific scale in order to penalize the higher order models. In similar fashion, Fig. 7 illustrates the eviedence estimation for three concurrent sources, the knickpoint is the evidence at model order 3. Here the increase of the evidence value from 2nd
order to 3rd order amounts to 223 nepers, while the increases of 39 nepers or 13 nepers from 3rd order to 4th or from 4th to 5th, respectively, are considered as insufficient. A similar strategy of ranking models has also been applied by Jeffreys in 1960's. Adjusting these model selection criteria on a problem-by-problem basis follows logically from the fact that the number of data points available may vary significantly between problems. This number of data points, K, in Eqs. (7) and (9) An advantage of using nested sampling for model selection is that as long as the sampling data are saved, the parameter estimation is completed (or at least well pursued) as part of the same process. Accuracy of nested sampling's estimation is still a subject of apprehension due to assumptions about the shrinkage of the prior mass in each sampling iteration; these could have varying effects on the evidence estimate. Model fidelity is undoubtedly of high importance in any case -that is, neither model selection nor parameter estimation will work properly if the proposed models fail to sufficiently approximate the real-world data.
Future work should explore analytical models for spectrum-dependent broadband coprime array responses, which can be evaluated by the Bayesian framework with the hope that the aforementioned ambiguities are better-resolved. The log evidences for each model evaluating 3-source data using a larger population size of Q = 1000 are relatively the same as with the smaller-population results (see Fig. 7 ).
