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ABSTRACT
Electric machines are widely used in industry, ranging from as large as 700Mw
generators used in Three Gorges in Yichang, China, to as small as brushless Di-
rect Current (DC) motors used in your computer hard drives. For some areas, such
as automotive powertrain design, accurate and computationally-efficient models for
electric machines are in great demand since they can play important roles as either
real-time observers or in vehicle simulations. In this dissertation, computationally-
efficient thermal and electromagnetic models for electric machines are developed. In
particular, a thermal convection model to capture air region heat convection con-
sidering air density variation and slotting effects on stator surface is developed and
analyzed; and an electromagnetic model to calculate Alternative Current (AC) wind-
ing resistance of different winding configurations is proposed and integrated. With
the developed techniques, thermal and electromagnetic performance can be accurately
and efficiently estimated. Furthermore, this dissertation has conducted a comparative
study, which shows the advantages of using thermal models for online loss estimation
for electrical machines over the conventionally-used electric model. The conclusions





1.1 Background and Motivation
During the last few decades, transportation electrification has been a major trend.
Most of the world’s petroleum is consumed by transportation [1], which leads to severe
air pollution and contributes to global warming through carbon dioxide emission. On
the other hand, the rise in global fossil fuel consumption and the difficulty of finding
new reserves has deepened the concerns of fossil energy depletion. Many countries
have announced the goal to end the production of vehicles based on Internal Combus-
tion Engines (ICE), aiming to transition to a cleaner and electrified transportation
sector [2]. For example, in the U.S, several states have set goals to reduce national
vehicle emissions to zero by 2050 [3]. Japan has set the target of selling Electric
Vehicles (EV) only by 2050 [3]. India is one of the few countries with a concrete
strategy for transport electrification and has committed to ending the sale of fossil-
fuel-powered vehicles by 2030 [3]. China is working on a plan to end the production
and sale of vehicles powered solely by fossil fuels and achieve a zero-emissions fleet
by 2050 [3]. The trend of Light Duty Vehicles (LDV) market share by energy type
is shown in Fig. 1.1. It can be seen that conventional transportation with internal
combustion engines is gradually reducing its market share of LDV. At the same time,
advanced powertrain vehicles have occupied more market share.
1
Figure 1.1: Numbers of LDVModels in the Mid Electricity Demand Case With CAFE
[4]
Electric machines are a key component in the powertrain of electrified transporta-
tion. Its design and operation involve physical phenomena such as electromagnetic,
thermal (conduction, convection, radiation), structural, etc, thus is fundamentally
cross-disciplinary. The models for electric machines that can capture many details
usually have significant computation cost, thus can not meet the computation re-
quirement of applications such as real-time monitoring and machine design optimiza-
tion. This dissertation focuses on thermal and electromagnetic modeling of electric
machines, specifically, heat convection modeling and AC resistance modeling. The
goal is to develop both accurate and computationally-efficient models to enable high
performance control design and condition monitoring. One real-time application is
presented: online loss estimation of electric machines, with a comparative study show-
ing the advantages of using the thermal model over the conventionally-used electrical
model.
2
1.2 Literature Review and Objectives
In this section, the literature on thermal and electromagnetic modeling of electric
machines is reviewed. The literature on the applications of the thermal models is also
included. Based on the context and background established through the literature
review, the dissertation’s objectives are presented at the end of each subsection.
1.2.1 Thermal Modeling
Electric machines’ power and torque capabilities are often limited by tempera-
ture distribution [5], thus, knowledge of internal machine temperature is essential for
control, online monitoring [6], protection [7], machine design optimization [8], and
full-scale vehicle-level powertrain simulation, and thermal management [9]. Accurate
and fast thermal models for electric machines are needed.
The influence of temperature on torque capabilities is shown in Fig. 1.2.
Figure 1.2: Temperature Influence on Torque Curve [10]
Many machine parameters are temperature dependent, such as the winding resis-
tance. The normal operation of electric machines without failure also requires that
component temperature remain within their operating temperature range.
Taking Permanent Magnet Synchronous Machines (PMSMs) as an example, the
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main temperature of interest includes the Permanent Magnet (PM) and the stator
winding temperatures. High temperatures can cause demagnetization for the PM,
which poses a severe problem because demagnetization can lead to degradation of
the torque production and efficiency. It is time-consuming and costly to repair the
problems due to demagnetization [11]. For the stator winding, high temperatures are
one of the main reasons for insulation aging [12]. Referring to the Arrhenius model
usually applied to thermal aging [13]:
Lt = Be
Ea/kbT , (1.1)
where Lt is the lifetime, B is the constant determined from experiments, Ea is the
activation energy, kb is the Boltzmann’s constant, and T is the absolute temperature.
The higher the temperature, the faster the thermal aging and shorter the lifetime.
The geometry of one pole in one kind of PMSMs, the Interior Permanent Magnet
Machines (IPMs), with spots of interests (winding, PM, etc.) are shown in Fig. 1.3.
Figure 1.3: Temperature of Interest in IPMs [14]
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In order to better analyze an electric machine’s performance under different oper-
ating conditions, accurate knowledge of internal temperatures is required. Moreover,
such knowledge needs to be obtained by a computationally-efficient method suitable
for real-time applications, as direct measurement of these temperatures are infeasible
due to cost and other constraints.
In previous work, [15], a 3D Finite Element Analysis (FEA) based thermal con-
duction model was constructed and then reduced into a model with an acceptable
error. Through an eigenmode-based Model Order Reduction (MOR) technique, this
thermal conduction model is many orders of magnitude faster than the original model,
and was validated on a UQM PowerPhase 145 PM machine. Its rotor is fixed to limit
the thermal convection to natural convection and it avoids complex thermal con-
vection effects due to machine rotation. Experiment results show close agreement,
with the maximum temperature error of end-turn and permanent magnet of 1.69◦C
and 1.13◦C, respectively, in the driving cycle test of maximum torque 280N-m, using
7 states for the stator and 4 states for the rotor. However, this thermal model is
not complete because the heat convection behavior due to air movement caused by
rotation is not captured.
This dissertation will focus on the thermal modeling of the convection in the air
region inside electric machines. To better understand the air region, a cross-section of
1/8 geometry of an IPMs is shown in Fig 1.4. The internal air domain is divided into
two parts: the air gap region (the red dotted line) and the end region (the shaded
area). The air gap region is formed in the thin gap between two annular cylinders:
the rotor and stator. The end region is formed in the relatively larger space between
the end cap housing and the rotor/stator surface facing the end cap housing.
5
Figure 1.4: Air Domain inside IPM
This dissertation will investigate electric machines under the following assump-
tions: 1. without any cooling fans implemented to create axial flow through the
machine; 2. without any multi-phase changes of materials to increase heat transfer,
such as cooling oil spraying. These constraints allow me to focus on modeling the
air circulating inside non-sealed electric machines due to the moving rotor, excluding
other forms of mechanism that may enhance heat convection.
Researchers apply two major methods to model heat convection for electric ma-
chines: equivalent thermal resistor in Lumped Parameter Thermal Model (LPTM)
and numerical calculations such as Computational Fluid Dynamics (CFD).
The LPTM approach reduces the system to many discrete “lumps,” assuming that
the temperature difference within each entity is negligible. This approximation is
to simplify otherwise complicated differential heat equations and has the advantage
of short computation time. However, the accurate thermal network formation may
need careful investigation, especially for main thermal paths. The LPTM is some-
times referred to as a heat thermal network, which shares commonalities with electric
6
circuits: the temperature to the voltage, the power to the current, and the thermal
resistance to electrical resistance. Thus, a thermal resistance network describes the
main paths for power flow in conduction and convection, where the resistance values
are determined from conduction and convection parameters. This network enables the
calculations of main components’ temperatures for a given loss distribution [16]. The
lumped parameters for different thermal paths in electric machines can be calculated
according to [17].
The thermal resistance for convection is equal to one over the product of effective





where Rconv is the thermal convection resistance, hconv is the convective heat transfer
coefficient, Aeff is the effective area. The heat convection coefficient, however, is
not easy to calculate. It is mostly obtained by fitting experimental data to empirical
formulation, which strongly depends on machine geometry and operating conditions,
and the level of accuracy may be limited by sensor resolutions.
The traditional way to calculate the heat convection coefficient for the air region
in electric machines is to use the dimensionless convection correlations, as shown in
Eq.(1.3) by empirical models:
Nu = f(Re, Pr), (1.3)
In Eq.(1.3), three dimensionless number are introduced: the Nusselt Number
(Nu), the Reynolds Number (Re) and the Prandtl Number (Pr). Those dimen-
sionless numbers, together with the Taylor Number (Ta, specifically for the air gap),
7

















where L is the characteristic length (the radius or diameter for the air gap, and
distance from the end housing to the rotor/stator surface for the end region), k is
the fluid thermal conductivity, ρ is the fluid density, V is the fluid velocity, µ is the
fluid dynamic viscosity, Cp is the fluid specific heat, wr is the fluid angular velocity,
Rs and Rr are the inner and outer radius of stator and rotor, ν is the fluid kinetic
viscosity.
The flow has been classified into laminar, turbulent, or vortex categories according
to Reynolds number, which depends on fluid velocity for a particular fluid. Taylor
Number is similar to Reynolds number but is used specifically for coaxial cylinders,
similar to the air gap geometry. Prandtl number describes the ratio between momen-
tum to thermal diffusivity. Once the correlation between the Nusselt number and the
Reynolds number/Prandtl number is determined by Eq.(1.3), the heat convection co-
efficient can be determined from Eq.(1.4a), and the thermal resistance for convection
can be calculated using Eq.(1.2).
For the air gap, the reference [18] did an analytical analysis for air gap flow and [19]
measured velocity and temperature profile between annular cylinders. A special type
of flow was discovered by [18]: Taylor vortices. This flow is named Taylor-Couette
Flow or Taylor-Couette-Poiseuille Flow depending on whether enforced axial flow is
present. Taylor vortices come into existence when fluid speed exceeds a threshold
after laminar flow before becoming turbulence and it possess an interesting periodic
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structure in the axial direction. Due to the strong air mixture, Taylor vortices in the
air gap enhances heat transfer [20]. However, all these mentioned literature assumed
smooth cylinder surface and did not include slots on stator surfaces, which increase
the effective volume of the air gap. The slots are the deep grooves on the stator
surface for coil winding placement, as shown in Fig. 1.5. Some space remains after
the winding has been placed, leaving an extra air domain connecting to the air gap
region, the blue area in Fig. 1.5. The remaining slots will enhance heat transfer
between the stator and rotor due to a larger surface area and a greater air mix with
different velocities. Fenot et al. [21] did experimental tests to measure local heat
transfer of annular cylinders: inner rotating slotted cylinders and outer stationary
cylinders, but the geometry can not be applied for the slotted stator.
Figure 1.5: Slots on Stator Surface
For the end region, empirical models are mostly applied to model heat convection.
For example, a hybrid thermal model consisting of an LPTM and limited CFD simu-
lations is provided in [22]. Ahmad et al. [23] and Veg et al. [24] used different thermal
resistances for the stator and rotor end region. Boglietti et al. [25] investigated the
heat convection coefficient at the end region for different machines based the mea-
surements on a nylon rotor. Zhang et al. [26] separated the convection resistance
near the rotor and near the stator in the end region since the Reynolds numbers close
to housing and rotor are different.
With the development of modern computers with more computation power, the
numerical approaches, such as CFD, have been more widely used to analyze heat
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convection for electric machines. It has the advantage of applicable to any machine
geometry. On the other hand, correctly setting up the simulation parameters and
the appropriate fluid model is not easy. Each model has its own advantages and also
restrictions in different scenarios. Meanwhile, the accuracy of CFD simulations can’t
be guaranteed in many cases. Many papers published dealt with comparing predicted
heat convection coefficients with those measured experimentally or established by
correlations [27].
For the air gap, flow behavior can be more conveniently analyzed with the help
of CFD, especially for Taylor vortices for its complex flow structure in different di-
rections. Viazzo et al. [28] conducted numerical simulations for the Taylor-Couette
system with a radial temperature gradient. Several flow regimes have been discovered,
and a correlation between Nusselt number and Taylor number along rotor and stator
has been demonstrated. Hosain et al. [29] used CFD to model annulus air gap heat
transfer for both steady and transient analysis. But [28] and [29] did not consider
slot effects and used incompressible air model. The simulations by [28] did not match
well with experiments provided in [30]. Hayase et al. [31] used CFD to numerically
calculate the heat convection between rotating cylinders with periodic cavities and
discovered that the slots influence the turbulent flow dramatically. Lancial et al. [32]
analyzed slot effects by CFD simulations, but the flow simulated was Taylor-Couette-
Poiseuille flow, and the slots were on rotor surfaces. Kedia et al. [33] conducted
numerical simulations to study heat transfer of Taylor-Couette flows influenced by
natural convection.
For the end region, Micallef et al. [34] conducted CFD simulations and validated
the CFD results with experimental data. Lampard et al. [35] used CFD to model the
ventilation of end winding with the complex winding structures for Totally Enclosed
Fan-Cooled (TEFC) electric machines.
However, the numerical calculations and experimental correlations for the above
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literature do not consider the air density variation due to temperature change. The
temperature for electric machines can range from room temperature up to 150◦C, so
air density can vary over a relatively large range, as shown in Fig. 1.6:
Figure 1.6: Air Density Variation with Temperature under 1 Atm [36]
Several efforts have been made to reduce CFD computation time. References [37]
and [38] used the linear model, assuming incompressible flow, and decoupled velocity
and temperature field. Then linear MOR technique can be applied using Singu-
lar Value Decomposition (SVM), etc. Other non-linear order reduction techniques
are applied for general CFD simulations, such as steady-state modeling by Princi-
pal Component Analysis (PCA) [39] and transient modeling by Proper Orthogonal
Decomposition (POD) [40].
To consider the effect of air density variation and the slotting effects, a heat con-
vection model of an electric machine’s air region is presented in Chapter 2. This
convection model is constructed according to the homogeneity property of the map-
ping between different components’ temperatures, the rotor speed, and the heat fluxes
of different parts. This property is discovered through the simulations of heat con-
vection of Surface-Mount Permanent Magnet Machines (SMPMs) under certain as-
sumptions by a commercial CFD simulation software (Ansys Fluent) and then proved
by the fundamental governing equations for fluid dynamics and heat transfer. The
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parameters of this mapping are then determined using a global optimization and the
least squares method. This homogeneity property dramatically reduces the number
of simulations needed to build the convection model. Consequently, the model can be
computed in real-time. Finally, this model is validated by the close agreement with
CFD simulation.
1.2.2 Winding Loss Modeling
The losses act as the thermal model excitation. Once they are determined in an
electric machine, temperatures inside the machine can be estimated. Thus, accurate
determination of the power losses is one important procedure of thermal modeling of
electric machines.
Losses in AC machines include conduction loss in the machine winding, core loss
in magnetic materials, and mechanical loss (bearing and windage loss). These losses
can be calculated using analytical or numerical models based on first principles or
empirical formulas. However, the models are generally complex or computationally
intensive. For example, the winding resistance model is complicated by its tempera-
ture dependency, skin, and proximity effects. The core loss is hard to be estimated,
due to the high frequency, Pulse Width Modulation (PWM) harmonics and the in-
fluence of machine geometry on flux density distribution [41]. It is often described by
empirical models, such as the Steinmetz Equation (SE), Modified Steinmetz Equa-
tion (MSE), Generalized Steinmetz Equation (GSE), Improved Generalized Steinmetz
Equation (iGSE) and Natural Steinmetz Equation (NSE), shown and compared in
[42] and applied in [43]. If the core material hysteresis curve is available, the mathe-
matical models can be used for hysteresis loss calculation, such as the play and stop
models for hysteresis loops as provided in [44]. As for numerical models, while FEA
based electromagnetic simulations can provide better accuracy, they remain compu-
tationally intensive. References [45] and [46] provide 2D and 3D FEA simulations
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for loss calculation. The windage loss can be calculated by theoretical equations in
[47] for smooth cylinders but with limited accuracy, or numerical simulations such as
CFD for better accuracy.
Stator winding loss is the dominant component of power loss in electric machine
[48]. Due to skin effect and proximity effect, the current is re-distributed inside the
conductor, creating difficulties in AC resistance modeling.
To better satisfy higher power density and higher efficiency requirements for au-
tomotive applications, rectangular conductor windings have been used due to their
advantages in filling factor, thermal performance, and automated production com-
pared to stranded/round conductors shown in [49] and [50]. Two main approaches
are used to model the AC resistance of conductors in magnetic devices: analytical
and numerical approaches.
The analytical AC resistance model built by Dowell in [51] is widely used. This
method determined the current density distribution for transformer windings using a
1D analysis by solving the ordinary differential equation with the appropriate bound-
ary conditions. References [52] and [53] used similar methods for transformer and
AC stator windings, respectively. They made use of Dowell’s model and developed
designs that minimize losses.
Built-in orthogonality between skin and proximity effect in a 1D analysis was
discovered by Ferreira et al. [54], assuming uniform proximity field over the conductor
cross-section. This method separated the calculation of skin and proximity effect and
simplified the calculation of AC resistance. Bartoli et al. [55] made use of this
orthogonality to calculate the overall AC resistance of a Litz wire. Holguin et al. [56]
combined Dowell’s 1D approach with Ferreira’s orthogonality approach and proposed
an improved method to calculate AC resistance for inductors. Wu et al. [57] analyzed
open-circuit, armature reaction, and on-load resistance limited eddy current loss in
the winding, using spatial harmonics and a Fourier Series decomposition to analyze
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the influences on harmonics on loss distribution. Bellara et al. [58] derived a 2D
analytical solution for flux density in slotted SMPMs with variable separation.
Concerning slot and conductor geometry, Swann et al. calculated the AC resis-
tance of different slot geometries for electric machines: cylindrical [59], rectangular
[60], and trapezoidal [61] without considering the influence of the number of turns.
Xu et al. [62] discretized a pear-shaped slot of electric machines along the radial
direction and solved the analytic equations based on boundary conditions approxi-
mately, assuming a tangential magnetic field. Ferreira et al. [63] gave the analytical
solution of AC resistance of round cables by calculating the total power loss. Thomas
et al. [64] compared a 1D analytical model for AC loss for a switched-flux machine
with numerical results and optimized the conductor size. Hamalainen et al. [65] used
the formula from [66] for AC resistance for Litz wire and applied it to low-voltage
high-power generators.
FEA has been used to determine AC resistance. Mostly, 2D FEA simulations
of machine windings have been conducted. Nan et al. [67] compared the analytical
expressions provided by [51] and [54] to FEA simulation results and determined the
conditions to achieve better accuracy for each analytical model while normalizing the
parameters to reduce error. Hamalainen et al. [68] performed FEA simulations of
the winding inside a slot and took circulating current and end turn into consideration
to calculate AC resistance. Gonzalez et al. [69] used FEA to analyze form-wound
windings and validated the results with experiments. Ayat et al. [70] compared
the performance of interior permanent magnet machines with copper and aluminum
conductors, claiming that the increased material resistance helps abate the effects of
proximity effect. Paradkar et al. [71] analyzed various stranded-conductor configura-
tions in two slots for one winding coil. Venegas et al. [72] applied FEA to analyze the
magnetic and electric fields in a single-coil and performed FEA for faster computation
by equivalent materials. FEA can simulate all possible configurations; however, it has
14
a high computation cost.
Most of the analytical models [51-54,64] assumed the same current flowing in all
conductors in a stator slot. Reference [62] focused on stranded conductors assuming
tangential flux density and can model complicated winding configurations such as
double-layer windings. However, it does not provide a procedure to develop explicit
expressions for AC resistance. As a result, more computation time is required (e.g.,
0.34 sec), which may not be suitable for real-time applications. The method presented
in [57] was based on modeling current density with spatial and temporal harmonics.
This approach also lacks an explicit resistance expression derivation and hence is
not expected to be computationally-efficient. References [59-61] assume only one
conductor in the slot. Therefore, there is a need to find a method to quickly calculate
the AC resistance of complex winding configurations to be used in real-time control
applications.
An analytical technique to estimate the AC resistance of a stator winding with
rectangular conductors, based on magnetoquasistatic analysis, is presented in Chap-
ter 3. Like Dowell’s method, the proposed method uses a 1D model of the stator
slot region to develop boundary transfer relations for the winding turns. A set of
equations associated with the winding turns relating current and the electric scalar
potential/magnetic vector potential are set up, from which the impedance matrix is
generated. From this impedance matrix, the AC resistance can be calculated. The
proposed technique is more flexible than previous analytical solutions. It is not lim-
ited to analyzing full-pitch windings, where all the conductors in the slot are in series,
but can also model arbitrary configurations such as fractional-pitch windings.
1.2.3 Loss Estimation
Losses can also be estimated through parameter identification, either offline or
online. With offline identification, measurements, or estimations are obtained over
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the operating range, and then look-up tables are generated. However, this requires
expensive measurements and time due to the need for numerous experiments re-
quired over a wide operating range, especially for estimating multiple parameters.
Furthermore, the results may be inaccurate as losses can vary over time, for example,
temperature-dependent parameters can affect the estimation [73].
Online estimators are widely used to adapt to changes in parameters over time
in different operating conditions. For linear systems, the convergence of estimated
parameters can be guaranteed as long as the condition of excitation persistency is
maintained, as shown in [74]. Other approaches have been proposed to assure param-
eter convergence.
Balamurali et al. [75] estimated core loss resistance offline and winding resistance
online using Recursive Least Squares (RLS). Cao et al. [76] estimated inductance and
winding resistance one step before by RLS for maximum torque per ampere control.
Dang et al. [77] made use of two-time-scale online estimation; with a fast convergence
rate for inductance and a slow convergence rate for winding resistance, flux linkage,
and torque. Li et al. [78] used a thermal model offline to estimate resistance and an
electrical model to estimate inductance using an ADALINE neural network. Khreis et
al. [79] proposed a novel online estimation method for PMSM parameters based on the
cluster technique, and used four clusters to solve the problem of under-determinant
of the regressor matrix. Xu et al. [80] estimated inductance and winding resistance
using RLS by adding another operating condition in the regressor matrix, assuming
that the estimated parameters don’t change with operating conditions. Liang et al.
[81] proposed an online stator resistance estimation algorithm based on a first-order
sliding mode observer.
Hey et al. [82] used a LPTM for online loss estimation, whose parameters were de-
termined from experiments, but its accuracy level can lead to deviation of estimated
loss parameters. Ghosh et al. [83] input the temperatures from a LPTM and cur-
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rent/voltage information into an artificial neural network to estimate the loss. These
methods assume a good knowledge of some parameters to reduce the total number of
estimated parameters, which is essential when excitation is limited.
More often than not, only a subset of parameters is estimated for online parameter
identification due to other constraints. Thus, robust estimators, which can maintain
estimation performance despite uncertainties in the parameters which are not the tar-
gets of estimation, are critically important. The selection of the model can determine
the performance and robustness of the estimator. For AC PM machine loss estimator,
two models are possible: the electrical model [74-81] and the thermal model [82] and
[83]. Most online loss estimators are constructed upon the electrical model and very
few upon the thermal model. However, no report can be found that compares the
corresponding estimators’ performance.
To fill this knowledge gap, Chapter 4 conducts a robustness analysis for loss es-
timators for PMSMs based on both electrical and thermal models. An estimator’s
robustness is defined as the relative sensitivity of the estimated parameters with re-
spect to uncertainties in parameters that are not the estimation targets, determined
via steady-state sensitivity analysis. It is found that loss estimators based on thermal
models are more robust than those based on electrical models over a wide range of
operating conditions. The conditions, under which the thermal model can achieve
better robustness, are obtained in analytical expressions and validated by simulation.
1.3 Contributions and Dissertation Outline
The technical contributions of this dissertation are:
1. Development of a new computationally-efficient heat convection model for elec-
tric machines: A homogeneity property is proved in the fundamental governing
equations of fluid dynamics and energy conservation, and is used to create a ther-
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mal convection behavior in the air region of electric machines. Numerous CFD
simulations have been conducted concerning air density variation and stator
iron/winding slotting effects. This property reduces the number of CFD simu-
lations needed to determine model parameters and good agreement with CFD
simulations. Taylor vortices flow has been investigated to build the thermal
convection in the air gap. 2D CFD simulations for simplified smooth cylinder
models and 3D simulations for slotted stator surfaces. The geometric conditions
of obvious Taylor vortices have been investigated.
2. Development of a new computationally-efficient AC resistance model for AC
machine winding: An AC resistance model for solid-conductor winding is de-
veloped, with the help of a proposed impedance matrix. This method is fast
and applicable to different winding structures. Good agreement in predicted
current density when compared to FEA simulations is shown. The proposed
AC resistance model is validated by experiment.
3. Online loss estimation and analysis: Online loss estimation for electric machines
based on electrical and thermal models are developed and compared. A com-
parative study to evaluate the estimator robustness is conducted. It is found
that estimators based on thermal models are more robust than those based on
electrical models over a wide range of operating conditions. The operating con-
ditions to achieve better robustness using the thermal model are provided in
analytical expressions and validated through simulation.
This dissertation is organized as follows:
• Chapter 1 has presented the background and motivation behind the proposed
objectives of the dissertation, along with a detailed literature review. The
objectives are presented with the specific contributions highlighted.
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• Chapter 2 presents the development of a computationally-efficient thermal con-
vection model for electric machines for low and medium rotor speeds and val-
idated by CFD simulation and empirical models. This convection model can
then be coupled with the thermal conduction model that has been previously
constructed [15].
• Chapter 3 presents a computationally-efficient model for the AC resistance of
solid conductors for AC PM machines considering skin and proximity effects.
The generation of an impedance matrix allows the derivation of an analytical ex-
pression. Simulations and experimental measurements are provided to validate
the proposed model.
• Chapter 4 presents an application of the thermal model: online loss estimation
for electric machines. The advantages of the thermal model to construct the
online loss estimator as opposed to an electrical model are analyzed via the
steady-state sensitivity analysis. Simulation results show that the uncertainty
in the thermal model parameters that are not estimated will lead to smaller
estimation errors than the electrical model.
• Chapter 5 presents the conclusion of the dissertation, along with some related
future work.
The works presented in this dissertation have been published in [84] and [85], or are
under preparation for submission.
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CHAPTER II
Computationally Efficient Heat Convection Model
2.1 Introduction
Accurate and computationally-efficient models for electric machines can play im-
portant roles in either real-time observers or vehicle simulations. Since the power
and torque capabilities of an electric machine are significantly influenced by its inner
temperature distribution, and over-temperature can damage electric machines, there
is a need to have accurate and fast thermal models for electric machines.
In this chapter, a thermal model of electric machines will be presented, as shown in
Fig. 2.1. This model includes two parts: thermal conduction and convection. Previous
work established a computationally-efficient thermal conduction model [15]. A new
computationally-efficient thermal convection model for the air domain inside electric
machines, as shown in Fig. 1.4 is established. A case study consisting of an SMPM
with a cooling jacket (UQM PowerPhase 145) is applied [14]. The nomenclature used
in this chapter is provided in Table 2.1.
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Table 2.1: Nomenclature for Convection Model
Thermal Model







e Inner Energy ~vb Boundary Velocity
~g Gravity ~vm Solid Material Velocity
H Heat Flux α Scaling Factor
k Thermal Conductivity ωr Rotor Angular Velocity
K FEA Stiffness Matrix ρ Density
~n Normal Vector µ Dynamic Viscosity
p Pressure ν Stack Length
patm Atmospheric Pressure ~~τ Stress Tensor
Pgauge Gauge Pressure φµ Viscous Heat Dissipation
qloss Power Loss Density
Figure 2.1: A Complete Thermal Model for Electric Machines
In Fig. 2.1, mechanical torque and mechanical speed are the inputs that determine
the losses (heat generation) of SMPMs; while the coolant temperature, liquid cooling
heat transfer coefficient, as well as ambient temperature are inputs which determine
the boundary conditions of the thermal conduction model. SMPM losses are mainly
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comprised of conduction loss and core loss. The conduction loss model will be further
discussed in Chapter III.
2.2 Computationally-Efficient Thermal Conduction Model
The green blocks in Fig. 2.1 represent the SMPM stator and rotor thermal con-
duction models. Both conduction models have losses and boundary heat fluxes as
inputs. The stator model also takes the cooling jacket’s heat transfer coefficient as
an input, which is implemented around the stator’s outer surface. The outputs of
the conduction models are the temperatures at locations of interest, including the
windings, PM, and stator and rotor irons.




− k∇2T = qloss, (2.1)
where T is the temperature, t is time, C is the specific heat. and qloss is the power
loss inside the machine.
This computationally-efficient heat conduction model [15] is based on eigenmode
decomposition, and a case of the 3D FEA of a sector of SMPMs is studied. Using
FEA techniques and considering convective boundary, the PDE shown in Eq.(2.1)
can be discretized into an Ordinary Differential Equation (ODE) as:
D ~̇T + K~T = ~q (2.2)
where ~T is the nodal temperature of the FEA mesh, D is the mass matrix, K is the










where Ploss,i stands for the total power loss for the ith loss mechanism, for example,
the conduction losses, and Hb,j stands for the heat flux density for the jth convective
boundary. The vector ~floss,i is the normalized loss distribution vector for the ith loss
mechanism and ~fb,j is the normalized flux distribution for the jth convective boundary.
Previous work has applied an MOR to the linear model shown in Eq.(2.2) using
eigenmodes [15]. The eigenmodes have been decomposed into dynamic and static
modes according to corresponding time constants. The “slow” eigenmodes are then
further divided into two categories referring to their Extent of Excitation (EOE), as
shown in Fig. 2.2:
Figure 2.2: Order Reduction Process of FEA-Based Heat Conduction Model by
Eigenmode Decomposition [15]
As the results of two steps of reduction, only a small portion of eigenmodes are
kept, referred to as dynamic modes. This order reduction technique dramatically re-
duces the number of states compared to full order FEA. Thus the computation time is
decreased by orders of magnitude. Experimental validation of this computationally-
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efficient heat conduction model was achieved through a locked rotor test during driv-
ing cycles with satisfactory agreement [15]:
Figure 2.3: Experiment Validation of Locked Rotor Test of the Proposed Model [15]
2.3 Computationally-Efficient Thermal Convection Model
To completely model the machine’s thermal behavior, a computationally-efficient
heat convection model to capture the heat convection behavior with different rotor
speeds is needed.
The orange block in Fig. 2.1 represents the thermal convection model. This model
captures heat transfer due to convection of air inside the machine, as shown in Fig. 1.4.
It takes the components’ surface temperatures as inputs and calculates the total
heat flux flowing into corresponding components as the outputs. For simplicity, it is
assumed that temperature is uniformly distributed along the components’ surfaces.





+∇ · (ρ~v) = 0, (Conservation of Mass) (2.4a)
∂(ρ~v)
∂t
+∇ · (ρ~v~vT ) +∇p−∇ · ~~τ − ρ~g = 0, (Conservation of Momentum) (2.4b)
∂(ρe)
∂t
+∇ · (ρe~v) + p∇ · ~v +∇ · ~q − φµ = 0, (Conservation of Energy), (2.4c)
where ~v is fluid velocity, ~~τ is the stress tensor, p is the absolute pressure, ~g is gravity,
e is the internal energy, and φµ is viscous heat dissipation.
The constitutive properties of air assumed in this work are shown in Eq.(2.5a),
Eq.(2.5b), Eq.(2.5c), and Eq.(2.5d).
p− ρRgasT = 0, (Ideal Gas Law) (2.5a)
e = CvT, (Calorically Perfect), (2.5b)
~~τ = µ
[




, (Constant Viscosity) (2.5c)
~q = −k∇T, (Constant Thermal Conductivity) (2.5d)
where Rgas is the ideal gas constant, Cv is the constant volume-specific heat, and ~q is
the local heat flux density. In terms of excitation assumptions, heat transfer induced
by gravity will be ignored (~g = 0), and heat generation in the air due to viscosity is
also ignored (φµ = 0) [16].
The absolute pressure (p) consists of two parts, the atmospheric pressure (patm)
and the gauge pressure (pgauge), as shown in Eq.(2.6a). Since electric machines are
usually not perfectly sealed, we assumed that the atmospheric pressure is constant.
We also assume that the air region’s gauge pressure inside electric machines is small
compared with the atmospheric pressure. These assumptions lead to the approxima-
tions provided in Eqs.(2.6b) and (2.6c).
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p = patm + pgauge, (2.6a)
∇p ≈ ∇pgauge, (2.6b)
p ≈ patm. (2.6c)
Based on these assumptions, the conservation of momentum and energy equations,
as well as the ideal gas law have been simplified to the following:
∂ρ
∂t
+∇ · (ρ~v) = 0 (2.7a)
∂(ρ~v)
∂t
+∇ · (ρ~v~vT ) +∇pgauge − µ∇ ·
[








+ Cv∇ · (ρT~v) + patm∇ · ~v − k∇ · (∇T ) = 0 (2.7c)
patm − ρRgasT = 0 (2.7d)
Claim: the governing equations Eq.(2.7a), Eq.(2.7b), Eq.(2.7c) and Eq.(2.7d) are
still satisfied when the following scalings are applied:





pgauge−α = αpgauge, (2.8c)





where α is the scaling factor, and the α subscript designates the variable after scaling.
The governing equations when the scaling applied can be reverted to their original
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form. The proof is shown below:
∂ρα
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patm − (ρα)Rgas(Tα) = patm − (
1
α
ρ)R(αT ) = patm − ρRgasT = 0 (2.12)
The scaling relation is similar but different from Reynolds scaling. Reynolds
scaling assumes incompressible flow, but this homogeneity property uses the ideal
gas law as the fluid density model, which is more accurate since air density varies
significantly with temperature, as shown in Fig. 1.6.
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Due to no-slip conditions at the boundary between air and machine solid com-
ponents, the velocity is continuous between boundary and material, as shown in
Eq.(2.13):
~vb = ~vm, (2.13)
where ~vb is the fluid velocity at solid/fluid boundary, ~vm is the velocity of solid ma-
terial.
Thus, to be consistent with the velocity scaling relation, the angular velocity of
the rotor must also be scaled with α, shown in Eq.(2.14):
wr,α = αwr (2.14)
Transient flow solutions are, in most cases, unnecessary, as time-averaging models give
reasonably close results in a fraction of the time [16]. The proposed heat convection
mapping therefore outputs time-averaged, steady-state net heat fluxes at the compo-
nent surfaces, as a function of time-averaged component boundary temperatures and






where ~T is a vector of components’ temperatures, and ~H is the steady-state net heat
flux vector for all component surfaces. Here in Eq.(2.15), the heat flux and tempera-
ture vectors are of the length of n, which is the number of machine components. We
assume each component has a uniform temperature profile, and we calculate the total
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heat flux into or out of each component.
The heat flux at each component surface is due solely to conduction (~v · ~n = 0)




−k∆T · ~ndS (2.16)
where Hcomp is the steady-state net heat flux for one component and ~n is the surface





−k∆(αT ) · ~ndS = αHcomp (2.17)
Thus the mapping from the component temperatures and rotor speed to total
component surface heat flux satisfies the homogeneity property, as shown in Eq.(2.18):





Note that the mapping from temperatures and rotor speed to corresponding total
heat flux is not linear. It does not satisfy the superposition property, which is another
criterion for linearity.
It is worth noting that, if a constant density model for air is assumed (instead of the
ideal gas law model), the velocity field and temperature field solved from the governing
equations shown in Eq.(2.9), Eq.(2.10) and Eq.(2.11) are decoupled. As a result,
the velocity field can be calculated merely by solving the conservation of mass and
momentum equations with velocity boundary conditions. In this case, the Reynolds
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number is only a function of speed [86]. Most literature assumes incompressible flow
and models the surface heat convection coefficient as a function of rotor speed, so the
total heat flux is a linear function of temperature differences for a given rotor speed,
shown as [23-28], [30-31]. However, this does not hold for our application since air
density variation can be substantial due to the significant temperature range during
normal operation of electric machines, as shown in Fig. 1.6, especially for electric
machines with large torque capability. In this case, the Reynolds number will also be
influenced by temperature, and the ideal gas law is more accurate.
2.3.1 Heat Convection Model for Low Rotor Speed
For low rotor speeds, the air flow is laminar, so 2D CFD simulations are sufficient
to capture the flow behavior. For the air gap between the stator and rotor, planar
2D simulations are conducted, while for the end region between the end-cap housing
and inner stator/rotor surfaces, axisymmetric 2D simulations are conducted.
Some of the simulation profiles are shown in Figs. 2.4 and 2.5, with air properties
shown in Table 2.3, boundary conditions shown in Table 2.3, and simulation under-
relaxation factors which are used to partially update the state after each iteration to
reduce solution oscillation [87] is shown in Table 2.4
Density Cp k µ Molecular Weight
Ideal Gas 1006.43 0.0242 1.7894× 10−5 28.966
Law J/kg ·K w/m ·K kg/m · s g/mol
Table 2.2: CFD Simulation Air Properties
Model Tr Ts Twinding wr Tpm Taluminum Thousing
Air Gap 338K 383K 388K 50rpm N/A N/A N/A
End Region 353K 408K 413K 150rpm 358K 333K 293K
Table 2.3: Low-Speed 2D Boundary Conditions
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p ρ Body Momentum Turb Kinetic Turb Dissi Turb Energy
Force Energy Rate Viscosity
0.3 45 1 0.4 0.8 0.8 1 1
Table 2.4: 2D Simulation Under-Relaxation Factor Setup [87]
(a) Air Gap Temperature Profile (b) Air Gap Velocity Profile
Figure 2.4: 2D Air Gap Planar Simulations Profiles
A homogeneity test has been carried out for 2D planar simulations for the air
gap and 2D axisymmetric simulations for the end region, as shown in Table 2.5.
First, the base simulation is conducted ( ~H = f(~T , ωr)). Then, another simulation
with the scaled boundary conditions is conducted ( ~Hα = f(α~T , αωr)). The scaled
result of the base simulation (α ~H) is then compared with the simulation results with




∣∣∣∣× 100% = max∣∣∣∣αH −HαHα
∣∣∣∣× 100%, (2.19)
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where Hprop is the heat flux calculated by scaling the base simulation, and Hsim is
the heat flux calculated from simulation.
(a) End Region Temperature Profile (b) End Region Velocity Profile
Figure 2.5: 2D End Region Axisymmetric Simulations Profiles
Model Air Gap End Region
# simulations 40 34
Temperature range 100 ∼ 850K 100 ∼ 3880K
Rotor speed range 25 ∼ 400rpm 25 ∼ 500rpm
MRE 2× 10−3% 9× 10−3%
Table 2.5: Homogeneity Test for 2D planar Air gap model and 2D axisymmetric End
region model
It can be seen that the maximum relative errors are less than 10−4%. Hence, this
property holds.
The homogeneity property dramatically reduces the space of possible functions
that map temperatures and speed to heat flux. In general, the heat flux mapping will







where Tωr is either a temperature T or the rotor speed ωr (as inputs of the
mapping), and the exponents ei satisfy:
∑
i
ei = 1 (2.21)
Aside from this property, the mapping from temperatures and rotor speed to
corresponding heat flux also has to possess some other properties.
The first one should be linearity when wr = 0. When the rotor is fixed, only heat
conduction occurs in the air domain. This linearity test has also been carried out for
both 2D planar simulations for the air gap and 2D axisymmetric simulations for the
end region, as shown in Table 2.6.
Model Air Gap/End Region
# simulations 28
Temperature range 258 ∼ 413K
Rotor speed range 0 rpm
MRE 2× 10−5%
Table 2.6: Linearity Test for 2D Planar Air Gap Model and 2D Axisymmetric End
Region Model
The second property of the mapping is that no heat flux should be observed
when all components are of the same temperatures, since heat transfer is due to
the temperature differences. This is what the zero temperature gradient test does:
all components are set to have the same temperatures, heat flux for corresponding
components are recorded for different rotor speeds, as shown in Table 2.7.
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Model Air Gap/End Region
# simulations 6
Temperature range 280 ∼ 400K
Rotor speed range 150 ∼ 300rpm
Max relative error 10−4/100∼2
Table 2.7: Zero Temperature Gradient Test for 2D Planar Air Gap Model and 2D
Axisymmetric End Region Model
According to the discovered homogeneity property as well as the features tested
above, the mapping from component temperatures and rotor speed to a component


















where α, β are coefficients and e are exponents for one component that needs to be
determined.
All exponents and coefficients for the both air gap and end region models have
been determined using the fmincon routine in MATLAB and the least squares method.
Specifically, CFD simulation data covering the temperature and rotor speed range are
fed into MATLAB global search algorithms GlobalSearch for a range of exponents
trial. The group of exponents with the minimum least square errors of heat fluxes of all
components compared with simulated heat fluxes will be chosen. The corresponding
coefficients achieve the minimum least square errors of fed simulation data sets.
The pseudo codes to determine the model parameters are shown as follows:
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• Load zero speed data ~H0, ~T0
Calculate αij by least squares method
• Load low speed data ~H, ~T , ωr




j αij(Ti − Tj)






Calculate βij by least squares method
The MRE of the proposed model have been compared with a quadratic model












βij(Ti − Tj)ωr (2.23)
Parameters αij and βij are determined by least squares method for the quadratic
model.
The comparison of MRE using different models when compared with CFD simu-
lation results is shown in Table 2.8 and Fig. 2.6.
MRE Air Gap Model End Region Model
Rotor Stator Winding Housing Rotor Stator Winding
Proposed Model 0.21% 0.23% 0.35% 0.68% 1.85% 0.38% 0.65%
Quadratic Model 4.78% 5.11% 1.08% 13.11% 34.34% 9.34% 8.07%
Table 2.8: Comparison of Proposed Model and Quadratic Model
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(a) Comparison of 2D Planer Air Gap Model
(b) Comparison of 2D Axisymmetric End Region Model
Figure 2.6: 2D Simulation Comparison of MRE of Proposed Model and Quadratic
Model for Low Rotor Speed
From the comparison between the proposed model and the second-order model,
it can be concluded that, with the proposed model, the maximum relative error is
typically reduced by over an order of magnitude. The maximum relative error of
winding heat flux of both the proposed model and the quadratic model is small. This
is because the heat flux flowing out of stator winding is much smaller than total flux
from the stator to rotor (∼ 10% for the air gap model and ∼ 6% for the end region
model).
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2.3.2 Heat Convection Model for Medium Rotor Speed
In a typical electric machine geometry, the rotor and stator are two co-axial an-
nular cylinders. In the air gap formed by those cylinders, a special flow phenomenon
called Taylor Vortices comes into existence at particular rotating speeds of either the
inner or outer cylinder, or both cylinders.
An inner rotating cylinder with a stationary outer annular cylinder is studied for
Taylor Vortices based on the typical electric machine structure. It has been shown in
[18] that, when the inner cylinder achieves an angular speed above a certain threshold,
a flow emerges characterized by axisymmetric axially periodic vortices. As the inner
cylinder’s rotating speed increases, the phenomena propagates into the next stage
of Taylor Vortices, called wavy vortex flow, as shown in Fig. 2.7. As the angular
velocity continues to increase, the flow will eventually develop into turbulence. It can
be seen that a periodic flow behavior along the axial direction exists which enhances
the heat transfer between the cylinders. Fenot et al. [88] did a detailed review for
both Taylor-Couette and Taylor-Couette-Poiseulle flows. The flow regimes over a
wide speed range are presented, with the existing correlations for Nusselt number
and the influences of Taylor vortices on heat transfer. The results provided in [20]
shows that the presence of Taylor vortices in the air gap flow enhance the overall heat
transfer, and that the heat transfer coefficient increases with rotation speed and air
gap length.
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(a) Taylor Vortices Stage 1 (b) Taylor Vortices Stage 2
Figure 2.7: Taylor Vortices within the Speed Range from [88]
Figure 2.8: Taylor Vortices in Axisymmetric Plane with Slots on Rotor Surface from
[31]
In real electric machines, the stator surface is not smooth due to the slots where
the winding coils are placed, which will influence heat transfer as shown in Fig. 2.8.
Periodic behavior can still be observed in the gap between stator and rotor. However,
the flow also behaves with repeated forms within slots, which requires 3D simulations
to capture accurately.
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2.3.2.1 2D Simulations for medium rotor speed
For simplicity, 2D axisymmetric time-averaged simulations of two smooth cylin-
ders are considered initially, with the boundary conditions provided in Table 2.9.
Time-averaged simulations may not be able to capture detailed flow behavior, but
they are sufficient to model the macroscopic heat transfer phenomenon [16] with
close results at a fraction of time compared with Direct Numerical Simulation (DNS).
Note that these simulations are not conducted for the UQM machine air gap geometry
(97.5mm ∼ 98.6mm), but larger air gap (97.5mm ∼ 101.8mm), where the radius of
outer cylinder (101.8mm) actually represents the position of the closest winding coil,
as shown in Fig.1.5.
Figure 2.9: Temperature Profile of 2D Simulations for Taylor Vortex Effects
Tr(K) Ts(K) wr(rpm)
360 400 600
Table 2.9: 2D Simulations Boundary Conditions for Taylor Vortices
The lower boundary of the speed range for Taylor Vortices can be calculated as




= 185 =⇒ wr > 31.05rad/sec (2.24)
Based on the comparison provided in [31], Re∗ = 185 is a critical Reynolds number.
Below this critical number, 2D and 3D models have almost identical temperature and
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velocity profiles with acceptable errors; above this critical number, 2D and 3D results
deviate.
It is shown that the homogeneity property is still satisfied when Taylor Vortices
are present. A similar homogeneity property test shown in Section 2.3.1 has been
carried out for the air gap model under these conditions, as shown in Table 2.10.
Model Air Gap
# simulations 9
Temperature range 268 ∼ 444K
Rotor speed range 700 ∼ 840rpm
Scaling factor range 0.8 ∼ 1.2
Max relative error 4.2× 10−5
Table 2.10: 2D Homogeneity Test with Taylor Vortices in Air Gap
To include the critical Taylor’s number into the mapping, an additional term has
been added, as shown in Eq.(2.25).
Ta ∼ωr
ν





It can be seen that by adding the term, the proposed model in Eq.(2.26), still




















where T̄ is the fluid temperature, approximated by averaged boundary temperatures.
The maximum errors of the proposed model have been compared with a third-order
model, similar to the quadratic model formulation in laminar flow modeling, which fol-
lows all the assumptions, except for the homogeneity property, as shown in Eq.(2.27),
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γijkTk(Ti − Tj)ωr (2.27)
Similar to the modeling of laminar flow, all coefficients for both models and expo-
nents for the proposed model have been determined by fmincon routined in MATLAB
and the least square method.
It is also shown that using homogeneity property, the MRE has been reduced by
more than an order of magnitude.
MRE 2D Air Gap
Proposed Model 2.2%
Third Order Model 23.2%
Table 2.11: Comparison of Proposed Model and Third-Order Model
Figure 2.10: 2D Comparison between Proposed Model and Third Order Model for
Medium Rotor Speed
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2.3.2.2 3D Simulations for medium rotor speed
3D time-averaged simulations were conducted to consider the influence of stator
slots, with air gap length (2.5mm). Temperature profile is shown in Fig. 2.11 with
the boundary conditions shown in Table 2.12.
Tr(K) Ts(K) Twinding(K) wr(rpm)
300 330 335 450
Table 2.12: 3D Simulations Boundary Conditions for 3D Taylor Vortices (2.5mm)
Figure 2.11: Temperature Profile of 3D Simulations for Taylor Vortex Effect
Using a similar fitting method, the maximum error of the proposed model is
compared with the third-order model, as shown in Table 2.13 and Fig. 2.12.
MRE Hrotor Hstator Hwinding
Proposed Model 0.25% 0.28% 0.28%
Third Order Model 43.04% 508.71% 44.43%
Table 2.13: MRE Comparison between the Proposed Model with the Third-Order
Model of 3D Medium Speed Simulations
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(a) 3D MRE Comparison: the Proposed Model has Relative Small
Error Comparing to the Third Order Model. A Zoom in Figure is
Shown Below
(b) 3D MRE Comparison Zoom in, with Errors from Third Order
Model Omitted for Clearer View
Figure 2.12: 3D MRE Comparison of the Proposed Model and the Third-Order Model
It has been shown that initial results with a homogeneous time-averaged heat flux
model show significantly better accuracy than a third-order model compared with





The proposed model has a computation time less than 10 ms to capture heat
convection for one operating point for both the air gap and end region model on a
computer with an Intel(R) Xeon(R) @ 3.2GHz CPU of 4 cores. Simultaneously, a
full order 2D CFD simulation takes 5 ∼ 10 minutes depending on rotor speed and
initial conditions. Full order 3D CFD simulations to capture Taylor Vortices take
a much longer time to finish, thus can not be performed on the same CPU. All 3D
simulations are conducted on the MPEL8 server (the server provided by Michigan
Power and Energy Lab), using parallel computing over 80 cores. The computation
time ranges from tens of hours to several days, depending on rotor speed and initial
conditions.
2.4.2 Simulation Requirements
Due to the homogeneity property used to generate the mapping, which places
constraints on the mapping structure, the number of needed CFD simulations have
been reduced. For example, to determine the model parameters, the air gap and end
region’s thermal convection models for low rotor speed used 55 CFD simulations. The
heat fluxes calculated from this proposed model are then compared with 300 CFD
simulations with good agreement shown in Table 2.8. For medium rotor speed, due
to the considerable computation time required by 3D simulations, all simulation data
is used to construct the mapping.
2.5 Conclusion
A computationally-efficient thermal convection model has been built for low and
medium speed for the air gap and low speed for the end region. The homogeneity
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property proven in fundamental governing equations and validated through simula-
tions is exploited to construct the mapping from component temperatures and rotor
speed to component total heat flux. This property is similar to Reynolds Scaling, but
Reynolds Scaling assumes incompressible flow while this property uses the ideal gas
law, which is more accurate over a larger temperature range. This property is used
to construct the model, and only a relatively small number of CFD simulations are
needed to avoid hundreds of time-consuming CFD simulations that cover all the op-
erating conditions. The phenomena of Taylor Vortices is investigated when modeling
air gap heat convection for both smooth and non-smooth stator surfaces.
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CHAPTER III
Modeling of AC Resistance in Stator Winding Slot
3.1 Introduction
One important component of the thermal model for electric machines is power loss
estimation (which acts as the heat generation term of the heat conduction equation).
Several machine components have significant heat generation, such as conduction loss
in the machine winding, hysteresis and eddy current losses in permanent magnets
and iron, and friction loss in the bearing. Among these elements, conduction loss is
dominant. Conduction loss estimation accuracy is largely affected by the modeling
of resistance. Due to phenomena such as the skin and proximity effects, current and
resistance will be re-distributed in the winding as a function of frequency, causing the
effective resistance to increase.
In this chapter, a model of AC resistance in the slot of an AC stator based on
magnetoquasistatic analysis will be presented. We assume the slot is rectangular in
nature (in practice, the slot can be either rectangular or scalloped).
3.2 Derivation
The nomenclature used in this chapter is provided in Table 3.1:
Electric machines are typically analyzed using a magnetoquasistatic formulation
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Table 3.1: Nomenclature for AC Resistance Model
Variables
~A Magnetic Vector Potential Npp Number of Parallel Paths
~B Magnetic Flux Density Ns Number of Slots
~E Electric Field Strength n Number of Data Points
fe Electrical Frequency R Resistance
ht Height of Winding Turn t Time
~H Magnetic Field Strength wt Width of Winding Turn
I Current φ Electrical Scalar Potential
~J Current Density σ Electrical Conductivity
lendturn Endturn Length δ Skin Depth
lstack Stack Length µ0 Free Space Permeability
~M Material Magnetization µr Relative Permeability
N Number of Turns ω Electrical Angular Velocity
Np Number of Poles
of Maxwell’s equations [89]. The geometry of the cross-section of a stator slot with
rectangle conductors is shown in Fig. 3.1, neglecting any space between each turn.
The spacing does not affect the AC resistance, as proved at the end of this chapter
in Section A. Intuitively this is because the magnetic field boundary conditions for





Figure 3.1: Simplified Winding Placement in a Slot (Rectangular Conductor)
3.2.1 Governing Equations
Magnetoquasistatic (MQS) is a good and accurate approximation to Maxwell’s
equations in the spatial and temporal scales of interest of electric machines [90]. The
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fundamental partial differential equations which establish MQS behavior are:
∇× ~H = ~J, Ampere’s Law (3.1a)
∇× ~E = −∂
~B
∂t
, Faraday’s Law (3.1b)
∇ · ~B = 0, Gauss’s Law (3.1c)
where ~H is the field intensity, ~E is the electric field, ~J is the current density, ~B is
the magnetic flux density. The magnetic flux density in the conductors, which are
assumed to be nonmagnetic, is related to the magnetic field density, as shown in
Eq.(3.2):
~B = µ0 ~H, (3.2)
where µ0 is the permeability of free space. The relationship between the current
density and electric field intensity is:
~J = σ ~E, (3.3)
where σ is the electrical conductivity. Equation Eq.(3.1c) implies that the magnetic
flux density can be expressed as the curl of Magnetic Vector Potential (MVP), ~A:
∇× ~A = ~B. (3.4)








Since the curl of the variable in Eq.(3.5) is zero, it can be expressed as the gradient
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Using the equations above, a Partial Differential Equation (PDE) representing the







∇×∇× ~A = 1
µ0
(









Assuming the Coulomb gauge (∇ · ~A = 0), Eq.(3.7) is simplified:




Due to the 1D structure of the problem, the MVP ~A only varies in the x di-
rection and only has a component in the direction aligned with the current (i.e.,
~A = A(x, t)z). Furthermore, only the z-component of the electric scalar potential
gradient contributes, denoted as ˜∇Φz. If a sinusoidal excitation is applied to the
winding, A(x, t) can be expressed as follows:
A(x, t) = Re[Ã(x)ejωt], (3.9)
where ω is the electrical frequency and "˜" is used to represent a complex variable.




= µ0σ( ˜∇Φz + jωÃ), (3.10)
The solution of this ODE, expressed in Eq.(3.11), is the summation of the homo-
geneous solution Ãh and particular solution Ãp:
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jωµ0σ is the roots of the characteristic equation and Ã+ and Ã− are
the coefficients for the homogeneous solution to be determined by boundary condi-
tions.
3.2.2 Boundary Conditions
The slot winding region is divided into N segments, corresponding to the number
of conductors in the slot, and wt and ht represent the width and height of each con-
ductor, respectively. The kth segment has its own potential gradient ∇̃Φ(k)z , which is
assumed to be uniform across the conductor. A net current I(k) flows through each






















Figure 3.2: Boundary Conditions and Field Variables in Slot
The values of the continuum variables (including position, MVP, flux density and
current density.) at the inner boundary x(k)i and outer boundary x
(k)
o of the kth







The superscript (k) denotes the variable as a function of slot depth in the kth
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segment, i and o denote the inner and outer boundaries, and subscripts represent the
kth and (k + 1)th boundary conditions.
For convenience, the MVP boundary condition at the end of the conductor clos-
est to the slot opening is set to be zero, which limits the magnetic analysis to the
conductors in the slot interior:
ÃN+1 = 0 (3.14)
Applying boundary conditions Eq.(3.12) and Eq.(3.13) within the kth segment to




























The current density within the kth segment can therefore be expressed as:

























The magnetic flux density in the y direction within the kth segment is therefore
given by:
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The segment boundary conditions for magnetic flux density comes from Ampere’s
Law Eq.(3.1a):





Ĩ(j), k = 2, ..., (3.18)
where Ĩ(j) is the current flowing in the jth segment. Since the left-most boundary of
the segment of the conductor region is next to the stator iron, which is assumed to
be a magnetic short-circuit, we have:
B̃1 = 0. (3.19)
The combination of Eq.(3.17) and Eq.(3.18) contribute to two boundary equations
for the kth segment, shown in Eq.(3.20) and Eq.(3.21); the first one corresponding
to the inner boundary of segment kth, and the second corresponding to the outer












































D −U 0 ... 0 0
0 D −U ... 0 0
... ... ... ... ... ...
0 0 0 ... −U 0
0 0 0 ... D −U



































In order to calculate effective slot resistance, Eq.(3.22) is used to derive the
impedance matrix Z. The matrix in Eq.(3.22) is block upper-diagonal, and so the











coth(γ̃wt)− csch(γ̃wt) coth(γ̃wt)− csch(γ̃wt)
csch(γ̃wt) −coth(γ̃wt)
 (3.28)























= UD−1, i− k 6= 0
(3.30)
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With Eq.(3.33), Ãk and ∇̃Φ
(k)








































The potential gradients of each segment can be re-arranged into a vector and






csch(γ̃wt)(M1 −M3)− coth(γ̃wt)(M1 −M2)
]






















2(N − j) + 1, if i < j




0, if i 6 j




0, if i < j





csch(γ̃wt)(M1 −M3)− coth(γ̃wt)(M1 −M2)
)
is the impedance matrix
per unit length.
3.3 Winding Configurations
With the impedance matrix, the proposed model is capable of calculating slot
impedance for all possible winding configurations. The effective resistance of the kth







where lstack is the stack length.
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3.3.1 Full-Pitch Winding
Assuming a full-pitch winding; i.e., all the turns in one slot are from one phase
and are connected in series, Ĩ(k) = Ĩ for all k. Therefore, the AC resistance of the



















3.3.2 Fractional Pitch Winding
In a fractional pitch winding, some slots contain coils from multiple phases. Ex-
amples are shown in Fig. 3.3 and Fig. 3.4.
A+ A+ A+ C− C− C−
Figure 3.3: Fractional-Pitch Three Phase Winding with Rectangle Conductors in
Slots, Case 1
A+ C− A+ C− A+ C−
Figure 3.4: Fractional-Pitch Three Phase Winding with Rectangle Conductors in
Slots, Case 2
In these cases, ĨA+ and ĨC− are the corresponding phase currents that will be
fed into the current vector shown in Eq.(3.37), with the relationship ĨC− = ĨA+ 60◦.
57
The magnetic field generated in the slot can be determined as the summation of
the magnetic field generated by both Ĩ(k) = ĨA+ for k = 1 ∼ 3 and Ĩ(k) = ĨC− for
k = 4 ∼ 6. Then, according to Eq.(3.36), the resistance of each phase inside this slot
can be calculated.
Similar to Eq.(3.42), the slot resistance associated with a fractional pitch winding































The resistance of other configurations can be easily generated from the impedance
matrix. Moreover, this proposed model can also easily capture the influence of tem-
perature on the AC resistance by simply setting the resistivity as a function of tem-
perature.
3.4 Validation by Finite Element Analysis Simulations
The current density calculated by Eq.(3.16) is compared with the current density
distribution determined with FEA of the stator winding with rectangular conductors
inside a slot. The structure of this winding is shown in Fig. 3.5 [91].
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Figure 3.5: Stator Winding Structure with Rectangle Conductors [91]
The commercial FEA software COMSOL is used to model one pole of the stator,
and the simulations are done with the frequency domain solver and run by Intel(R)
Xeon(R) CPU E5-2695 V3 @2.3 GHz. The linear model for soft iron material without
loss is used for stator iron, with the relative permeability set to be 5000 for iron
purity of 99.8%. The input parameters, dimensions of the example stator design, and
material properties are provided in Table 3.2.
Table 3.2: Example Dimensions and Setup Parameters.
Geometry parameters




















iron permeability µr 5000
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A vector plot of the slots’ magnetic field intensity calculated by 2D FEA is shown
in Fig. 3.6. It can be seen that the assumption of only y component field is justified.
Figure 3.6: Vector Plot of Magnetic Field Intensity in Slot as Calculated by 2D FEA
The 1D plot showing the comparison of the current density distribution at elec-
trical frequency fe = 600 Hz by using FEA and the proposed model is shown in
Fig. 3.7:
Figure 3.7: Current Density Distribution Comparison at fe = 600-Hz between FEA
and the proposed model vs. Depth of Stator Winding Slot in 1D
Similarly, the contour plot showing the comparison is shown in Fig. 3.8:
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Figure 3.8: Current Distribution Comparison at fe = 600 Hz between FEA and the
proposed model.









The ARD vs. electric frequencies is shown in Table 3.3.
Table 3.3: ARD Comparison between FEA and the Proposed Model
fe (Hz) 10 150 300 600
ARD (%) 0.27 1.07 2.40 4.36
It can be seen that the ARD increases with frequency, which may be the result
of FEA mesh quality, since the higher the electric frequency is, the thinner the skin
depth is; thus, more elements are required to capture the skin and proximity effect
accurately.
For the fractional-pitch winding configuration, the current density in one slot
containing two phases is also validated by FEA. All setups are the same as the full
pitch winding except for wt = 4 mm and ht = 5 mm. Two possible configurations are
studied with N = 6: Case 1 with the turns of each phase placed adjacently in a group
of three, as shown in Fig. 3.3; and Case 2 where the turns of the two phases alternate,
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as shown in Fig. 3.4. The current density distributions are shown in Fig. 3.9 and
Fig. 3.10, respectively.
Figure 3.9: Current Distribution Comparison at fe = 600 Hz between FEA and the
proposed model of fractional pitch winding, Case 1.
Figure 3.10: Current Distribution Comparison at fe = 600 Hz between FEA and the
proposed model of fractional pitch winding, Case 2.
The comparison of AC resistance of different configurations is shown in Fig. 3.11.
It can be seen that fractional-pitch winding resistance is smaller than the full-pitch
winding since the presence of two phases in one slot reduces the magnetic fields
compared to the full-pitch winding. The phase resistance for Case 2 of fractional-
pitch winding is smaller than Case 1 due to a similar reason: the turns of two phases
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alternate such that the magnetic field generated is weaker at each boundary comparing
with case 1, according to Ampere’s law.
Figure 3.11: Resistance Comparison of Different Winding Configurations
The computation time of the proposed model is dramatically faster than the FEA.
For example, the computation time of the Case 1 fractional-pitch winding at fe = 600
Hz for the FEA and the proposed model are as follows:
TFEA = 19.9 s
TProposedModel = 51.1 µs
(3.46)
3.5 Experimental Validation
A stator with square conductor windings from General Motors, as shown in
Fig. 3.12, is used for experimental validation. The line-to-line resistance is measured
by an LCR meter for different frequencies, and the phase resistance can be calculated
based on its "Y or ∆" configuration. The stator studied has a Y configuration, so
the phase resistance is the line-to-line resistance.
To estimate the total resistance using the proposed model, the resistance is divided
into two parts: the slot resistance and the end-turn resistance. The slot resistance is
calculated using Eq.(3.42), while the end-turn resistance is calculated only considering
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skin effect, as shown in Eq.(3.47). Then the phase resistance can be calculated based








∆x∆y, 2δ > min(∆x,∆y)
∆x∆y − (∆x− 2δ)(∆y − 2δ), otherwise,
(3.48)
δ is the skin depth, and Lendturn is the winding end turn length.
Figure 3.12: Stator with Rectangle Conductor Winding Provided by General Motors
The geometry information is shown in Table 3.4.
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Table 3.4: GM Stator Parameters
Np 12
Number of parallel paths
Npp
1




The comparison between the measured phase resistance and estimated resistance
calculated using the proposed model is shown in Fig. 3.13.
Figure 3.13: Phase AC Resistance Comparison between Experiment and the Pro-
posed Model
Fig. 3.13 shows that, as the electrical frequency increases, the discrepancy in-
creases. One possible explanation is the stator iron loss, which is not considered in
the proposed model. Iron loss increases with frequency, which matches with the trend
of the discrepancy between the proposed model and measurement. Furthermore, the
current density calculated by the proposed model has good agreement with FEA sim-
ulations if lossless iron model is applied, while it does not match well if iron loss
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model is applied for stator iron material for FEA simulations.
3.6 Conclusion
A computationally efficient method to estimate the AC resistance of rectangular
conductor windings in electric machines is presented in this chapter. This method
uses a one-dimensional magneto-quasistatic model of the stator slot region to develop
boundary transfer relations between each conductor in a slot. These relations are
used to create a set of equations that can then be re-arranged to form an impedance
matrix, allowing for calculating the resistance of arbitrary winding configurations.
FEA simulations were used to validate the current density distribution inside each
slot. Experimental measurements of AC resistance at different frequencies were used
to validate the resistance calculated by the proposed method.
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CHAPTER IV
Comparative Study of Online Loss Estimators Based
on Electrical and Thermal Models for AC
Permanent Magnet Machines
4.1 Introduction
Power loss estimation in electric machines is important for performance evaluation,
condition monitoring, and optimal control. The parameters determining losses can
vary with operating conditions; therefore, accurate identification of these parameters
is challenging. Online loss estimation can be one solution, where the parameters
are identified and updated as they vary under different operating conditions over
time. For applications requiring high accuracy, robust estimators considering model
uncertainty are needed. A comparative robustness analysis for online loss estimators
of AC PM machines using both electrical and thermal models is presented. It is
found that estimators based on thermal models are more robust than those based on
electrical models over a wide range of operating conditions. The conditions under
which the thermal model can achieve better robustness are obtained in analytical
expressions and validated through simulation.
The nomenclature used in this chapter is provided in Table 4.1.
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Table 4.1: Nomenclature for Loss Estimation
Electrical Model
Gc Core Loss Conductance Lq Quadrature Inductance
Np Number of Poles Ld Direct Inductance
Ipk Peak Current Rw Winding Resistor
ird Direct Current Vpk Peak Voltage
irdc Direct Core Loss Current vrd Direct Voltage
irdm Direct Magnetization Current vrq Quadrature Voltage










Cp Specific Heat Lstack Stack Length





The superscript “r” represents for variables in the rotor reference frame.
4.2 The Parametric Models for PMSM Loss Estimation
Electrical and thermal models, which are foundations of online loss estimators,
are derived in this section.
4.2.1 Assumptions
The models analyzed in this paper are based on the following assumptions:
1. Since the rotor is spinning in synchronization with the rotating magnetic field,
rotor loss is small and therefore is ignored;
2. Magnetic saturation is neglected in the electrical model;
3. Conduction loss is modeled by a winding resistance Rw and core loss by a shunt
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conductance Gc, as shown in Fig. 4.1. In order to simplify the analysis, the voltage
drop due to Rw is neglected when estimating core loss [92]. Thus, the conduction and
























The estimated parameter vector consists of winding resistance Rw and core con-




























Figure 4.1: Equivalent Circuit for PMSM
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The direct and quadrature voltages are expressed as:
vrd = Rwi
r












And the direct and quadrature core currents are calculated as:
irdc = Gc(v
r
d −Rwird) = ird − irdm, (4.8)
irqc = Gc(v
r
q −Rwirq) = irq − irqm. (4.9)



























































where the product RwGc is relatively small and can be assumed equal to zero with












ird ωeLqvrq − Ld dvrddt







= ~me −∆~ze = ~ze = φTe ~θ,
(4.12)
where ~me is the measured (estimated) voltage. This is what we can observe for loss
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estimation based on the electrical model. The difference between ~me and ∆~ze (the
voltage change due to back Electromotive Force (EMF)) is what we refer to as the
output signal ~ze of the linear parametric model for estimation, and φTe is the regressor.
Subscript “e” stands for the electrical model.














= ~me,s −∆~ze,s = ~ze,s = φTe,s~θ,
(4.13)
where the subscript “s” stands for steady-state operation.
The voltages provided by power electronics inverters are used to drive the ma-
chines. However, the voltages are not usually measured directly; instead, they are
often estimated from the inverter duty cycles and voltage drops in transistors. It is
worth noting that transistor voltage drop can significantly affect winding resistance
estimation. Since voltage estimation is out of this dissertation’s scope, we assume
good knowledge of the voltage information.
To avoid numerous issues with the derivative terms in Eq.(4.12) for the electrical
model, a first-order low-pass filter is applied. This filter is stable, minimum phase,
and strictly proper. The filtered signal and its derivative are:
x̃ = {M(s)}x, d
dt
x̃ = {sM(s)}x, (4.14)
where x denotes ird, irq, vrd or vrq , M(s) =
f0
s+f0
, f0 is the cut-off frequency, and {·}x




The thermal model is introduced in this section. The governing PDE of thermal




− k∇2T = qloss. (4.15)
The thermal model is generated by applying this equation to the PMSM stator
with appropriate convective boundary conditions. However, due to the complexity of
the geometry and variety of materials, as shown in Fig. 1.3, this equation can not be
solved analytically for an electric machine.
Thermal systems are typically modeled using two main methods. A common
approach is the LPTM presented in [17], which makes use of an equivalent circuit
network. Another method with higher accuracy uses FEA introduced in Chapter
1. The latter approach discretizes Eq.(2.1) spatially and temporarily and solves it
numerically.
Both methods can be generalized by applying different levels of discretization and
model order reduction. LPTM only has a relatively small number of temperatures
for each component, while the numerical model has a large number of temperatures
within each component. By spatially discretizing Eq.(2.1), we have a generalized ther-
mal model which can represent both LPTM and FEA models, as shown in Eq.(4.16).







where C ∈ Rn×n and K ∈ Rn×n (n is the length of temperature vector) are matrices
generated due to spatial discretization, which are determined by material properties,
machine geometry, and discretization method. Matrix C captures specific heat and
matrix K captures thermal conductivity. Their non-zero entries indicate how the
discretized elements/components are connected. Parameter Ploss,i stands for the total
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power loss for the ith loss mechanism, Hb,j stands for the heat flux density for the jth.
The vector ~floss,i is the normalized loss distribution vector for the ith loss mechanism
and ~fb,j is the normalized flux distribution for the jth convective boundary.
The power loss of the stator Ploss consists of conduction loss and core loss. Re-
ferring to Eq.(4.1) and Eq.(4.2), the parametric thermal model for loss estimation
is:
















Assuming constant loss and boundary conditions, the linear model with the se-
lected two temperature measurements for loss estimation is:




















= ~mt −∆~zt = ~zt = φTt ~θ,
(4.18)
where ~mt is the measured temperature vector, ∆~zt is the temperature change due
to boundary convection, ~zt is the output signal and φTt is the regressor. Subscript
“t” stands for the thermal model. The matrix MT ∈ R2×n is the selection matrix,
with “1” entries on each row with index corresponding to nodal positions for the
temperatures measurements (i.e., winding and back iron) shown in Fig.1.3, and zero
entries otherwise.



















= ~mt,s −∆~zt,s = ~zt,s = φTt,s~θ,
(4.19)
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4.3 Loss Estimation Algorithm
The adaptive parameter estimation method used in this section is now introduced.
The normalized gradient descent approach is used to build the estimators for the
following linear model [93]:
~z = φT~θ∗, (4.20)
where ~θ∗ is the true values of the estimated parameter vector, φ is the regressor and
~z is the observation signal.
Let ~θ be the estimate of the unknown parameter vector ~θ∗. To compute ~θ, we





(~θ − ~θ∗)TφφT (~θ − ~θ∗)
2m2
, (4.21)
where ε = φT~θ − ~z = φT (~θ − ~θ∗), is the observation error, and m =
√
1 + φTφ is the
normalizing signal.




, the following adap-




where Γ is the gain matrix.
As long as the persistency of excitation condition is satisfied, this adaptive law
will adjust the estimated parameters until the observation error ε converges to zero,
and the estimated parameters converge.
The persistent excitation condition is satisfied if and only if the 2× 2 Grammian
matrix W (t, t + ∆T ) is Positive Definite (PD) for all t > 0 and some ∆T , as shown
in [74]:
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The worst-case scenario for persistency of excitation is steady-state operation, thus
two independent outputs are needed (~z ∈ R2×1, φT ∈ R2×2) to satisfy PD requirement
of W (t, t+ ∆T ).
Considering the facts:
1. If the square matrix φ is full rank, then φφT is PD;
2. If φ is not full rank, then φφT is Positive Simi-Definite (PSD);
3. The summation of PD matrices is PD;
4. The summation of PD matrices and PSD matrices is PD.
So for constant excitation, it is sufficient to guarantee that the system is persis-
tently excited if the square regressor matrix φ is full rank.
4.4 Robustness of the Estimators
The estimators’ robustness is defined as its performance when uncertainty is in-
troduced into other parameters that are not the estimation targets. The uncertain
parameters for these two models are listed in Table 4.2, with level of uncertainty:
Table 4.2: Uncertain Parameters for Electrical/Thermal Models
Parameter p Uncertainty Level
Electrical
Model
Ld ∼ 0.5% [94]
Lq ∼ 1.5% [94]
λPM ∼ 4% [95]
Thermal
Model
Cp,j ∼ 0.2% [96]
kj ∼ 3% [97]
Hb,j ∼ 5% [98]
The robustness is quantified by the estimated parameters’ sensitivity w.r.t the
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uncertain parameters. To compare the effects of different parameters, the relative
variation in the estimated parameter w.r.t the relative variation in the uncertain







where p represents the uncertain parameter.
In general, sensitivity depends on the type of excitation and it is time-dependent.
For simplicity, we focus on steady-state errors caused by the uncertain parameter
(which is also the worst-case scenario) and calculate the steady-state sensitivity.
Uncertainty in the parameters will introduce errors in φTs and ∆~zs. Note that:
φs
T~θ + ∆~zs = ~ms, (4.25)










































4.4.1 Sensitivity Analysis of the Electrical Model













































































Eqs.(4.31), (4.32) and (4.33) show that sensitivities of electrical models depend
greatly on the operating conditions of currents and rotor speed. Based on the machine
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specifications and operating range, the estimator sensitivity based on the electrical
model can be calculated accordingly.
4.4.2 Sensitivity Analysis of Thermal Model













If uncertainty is in Cp, C will change while K will remain the same, thus, refer-
ring to Eq.(4.19), the estimated parameters in steady state will not be influenced.
However, if uncertainty is in material conductivity k, K will change accordingly. K
can be expressed as the linear combination of Ki, which also satisfies Ki ∝ ki, where








































On the other hand, if uncertainty is introduced in the jth convective boundary
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4.5.1 Estimators Based on Electrical and Thermal Models
The estimators’ schematic diagrams based on electrical and thermal models for
online loss estimation are shown in Figs. 4.2 and 4.3, respectively.
Figure 4.2: Schematic Diagram for Online Loss Estimator Based on Electrical Model
Using Normalized Gradient Algorithm
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Figure 4.3: Schematic Diagram for Online Loss Estimator Based on Thermal Model
Using Normalized Gradient Algorithm
The simulation model is conducted based on the UQM145 PowerPhase SMPMs
[14]. The direct current ird is set to be 0A to minimize winding loss as ird does not
produce torque for SMPMs. The specifications, operating conditions (machine speed
and current), and boundary conditions are shown in Table 4.3.
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Table 4.3: Machine Specifications and Operating Conditions.
Machine Specification
Np 18
Number of Teeth 108
Endturn-Effect Coeff 0.2759
Lstack (m) 0.142
Ld (H) 1.05× 10−4
Lq (H) 1.8× 10−4


















4.5.2 Persistence of Excitation
Before the simulation, the requirement of the persistence of excitation is verified
for both models. Since for both models, φT ∈ R2×2, as long as φT is full rank, the
requirement of the persistence of excitation can be met.
For the electrical model, without considering the reference filter since it will not
affect the results1, the regressor is:
φTe =
0 ωeLqvrq − Ld dvrddt




1Given a persistently exciting u with u′ bounded, and a stable, minimum phase, proper transfer
function M(s), it follows that y = {M(s)}u is also persistently exciting [100].
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For the thermal model, the regressor is:













Both regressors have non-zero determinant except for t = 0s and 2.5s, shown in
Fig. 4.4 with operating conditions provided in Table 4.3, so the requirement of the
persistence of excitation in Section 4.3 is met.
Figure 4.4: The determinant of regressor for the electrical and thermal model
4.5.3 Simulation Results
The thermal model used for validation is expressed in [15]. The thermal con-
ductivity in materials of winding, iron and liner (with subscripts winding, iron and
liner, respectively) is considered. The convective boundaries include the air gap, the
end region, and the liquid cooling (with subscripts ags, end and liq, respectively) as
shown in Figs.1.3 and 1.4.
Estimator performance for nominal conditions (assuming no uncertainty in the
parametric model) is evaluated first. Then uncertainty in one unestimated parameter
will be simulated. The sensitivity of the estimated parameters w.r.t this uncertain
parameter will be numerically calculated after each simulation. This numerical sen-
sitivity will then be compared with the theoretical sensitivity analysis provided in
Section 4.4.
82
4.5.3.1 Performance of Estimator Based on Electrical Model
Fig. 4.5 shows the estimator performance at nominal condition for the electrical
model, assuming no uncertainty in the parameters of Ld, Lq and λPM . The estimated
parameters have steady-state errors due to the neglect of the term RwGc (Relative
Errors of 0.25% for Rw and 1.46% for Gc).
Figure 4.5: Estimator performance at Nominal Condition for the Electrical Model
(No Uncertainty in Unestimated Parameters)
Fig. 4.6 shows how the estimated parameters Rw and Gc converge given 1% un-
certainty in the electrical parameters.
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Figure 4.6: Convergence of Estimated Parameters Using Electrical Parameters. Top:
1% decrease in Ld. Middle: 1% decrease in Lq. Bottom: 1% decrease in
λPM .
It can be seen that, when 1% uncertainty is introduced in Ld, the converged values
of estimated parameters are still close to true values. However, situations change
when Lq is not well-known. Both estimated parameters differ significantly from their
truth, especially for Gc. Besides, uncertainty in λPM influences the estimated Rw
dramatically, while Gc does not deviate significantly from its ground truth. The
numerical and theoretical sensitivities for the electrical model for uncertainty in 1%
are summarized in Table 4.4.
Note that the electrical model used to design the loss estimator does not include
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the non-linear term RwGc (and hence the sensitivity analysis), while the simulation
model does. Therefore, the numerical sensitivity will be different from those calcu-
lated from the theoretical analysis, which is especially obvious for small sensitivity
shown in the 6th row of Table. 4.4.





Rw, 99%Ld 0.48 0.44
Gc, 99%Ld 0 0
Rw, 99%Lq 15.56 15.83
Gc, 99%Lq 96.24 92.34
Rw, 99%λPM 66.45 65.77
Gc, 99%λPM 0 1.46
4.5.3.2 Performance of Estimator Based on Thermal Model
Fig. 4.7 shows the estimator performance at nominal condition for the thermal
model, assuming no uncertainty in the parameters of ki and Hb,j. Both estimated
parameter converge to their ground truth.
Figure 4.7: Estimator performance at Nominal Condition for the Thermal Model (No
Uncertainty in Unestimated Parameters)
Figs. 4.8 and 4.9 show how the estimated parameters Rw and Gc converge given 1%
uncertainty in the thermal parameters. It can be seen that the estimated parameters
converge to the values close to their ground truth values given 1% uncertainty in ki,
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including kwinding, kiron and kliner in Fig. 4.8, and in Hb,j, including Hend, Hliq, and
Hags in Fig. 4.9. The estimator robustness is significantly improved when the loss
parameters are estimated based on the thermal model instead of the electrical model.
Figure 4.8: Convergence of Parameters with 1% decrease in Thermal Parameters in
kwinding (1st Row), kiron (2nd Row) and kliner (3rd Row)
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Figure 4.9: Convergence of Parameters with 1% decrease in Hend (1st Row), Hliq (2nd
Row) and Hags (3rd Row)
To see how the estimator works with even larger uncertainty, simulations are also
conducted with 10% uncertainty in the conductivity and convection coefficient, as
shown in Figs. 4.11 and 4.10.
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Figure 4.10: Convergence of Parameters with 10% decrease in Thermal Parameters
in kwinding (1st Row), kiron (2nd Row) and kliner (3rd Row)
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Figure 4.11: Convergence of Parameters with 10% decrease in Thermal Parameters
in Hend (1st Row), Hliq (2nd Row) and Hags (3rd Row)
It can be seen that larger errors occur for both Rw and Gc due to large uncertainty
(10%) in ki in Fig. 4.10, and hb,j in Fig. 4.11. The errors, however, are still less than
the estimation errors of the electrical model with 1% uncertainty in Lq for Rw and Gc,
and λPM for Rw. It is worth noting that the estimated parameters are more sensitive




The numerical sensitivity for the estimator based on the thermal model is com-
pared with theoretical expressions for both uncertainties of 1% and 10%, shown in
Table 4.5.
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99%kwinding, Rw 0.43 0.39
99%kwinding, Gc 0.34 0.31
99%kiron, Rw 1.20 1.04
99%kiron, Gc 0.95 0.85
99%kliner, Rw 0.29 0.27
99%kliner, Gc 0.23 0.22
99%Hend, Rw 0.09 0.08
99%Hend, Gc 0.03 0.03
99%Hliq, Rw 0.97 0.96
99%Hliq, Gc 2.48 2.40
99%Hags, Rw 0 0
99%Hags, Gc 0 0
90%kwinding, Rw 0.43 0.42
90%kwinding, Gc 0.34 0.32
90%kiron, Rw 1.20 1.13
90%kiron, Gc 0.95 0.92
90%kliner, Rw 0.29 0.29
90%kliner, Gc 0.23 0.24
90%Hend, Rw 0.09 0.08
90%Hend, Gc 0.03 0.03
90%Hliq, Rw 0.97 0.96
90%Hliq, Gc 2.48 2.40
90%Hags, Rw 0 0.02
90%Hags, Gc 0 0.01
Overall, the simulation results agree well with the theoretical analysis.
4.5.4 Discussion
To understand the simulation results, the component contribution in Eq.(4.13) and
Eq.(4.19) is investigated for the operating conditions shown in Table.4.3. Specifically,
for the electrical model, the voltage drop due to Rw, Gc and ∆~ze,s (EMF) in Eq.(4.13)
are compared. For the thermal model, the temperature rise due to Rw, Gc and ∆~zt,s
(convective boundary) in Eq.(4.19) are compared.
Fig. 4.12 shows the how large each component is in Eq.(4.13) for the electrical
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model and Eq.(4.19) for the thermal model for the operating conditions in Table.
4.3. For the electrical model, the voltage drops due to EMF are much larger than
those due to the estimated parameters of Rw and Gc. In contrast, for the thermal
model, the temperature changes due to convection are much smaller than or with the
same order as those due to Rw and Gc. Consequently, small errors in the electrical
model’s uncertain parameters will cause large errors in the estimated parameters, but
uncertainty will not greatly influence the parameter convergence if using the thermal
model. We can extend this analysis to the dynamic sensitivity. Dynamic voltages
will add another component for back EMF (Ldir
dt
), while the transient temperature
change due to convection and Rw, Gc is still in proportion as the steady state, but
with some amount of power to firstly increase the system thermal capacitance. Thus
the estimator based on thermal model should have more robust dynamic performance.
Figure 4.12: Each Component in the Output Signals. Top: Electrical Model. Bottom:
Thermal Model
The operating conditions will largely influence the estimator sensitivity. Thus,
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sensitivity variation over the entire operating conditions (varying irq and RPM with
ird = 0A) for the electrical and thermal models are shown in Figs 4.13, 4.14 and 4.15.
For clear demonstration, the sensitivities are saturated at 20.
Figure 4.13: Sensitivities based on Electrical Model for Operating Conditions Satu-
rated at 20. Top: Ld. Middle: Lq. Bottom: λPM
Note that when irq = 0A, Rw can not be estimated, thus a singularity occurs in
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the sensitivity. This can not be easily seen due to the small singularity region. Also,
SGc,Ld and SGc,λPM are non zero, due to the consideration of RwGc terms which are
ignored in the sensitivity analysis.
Figure 4.14: Sensitivities based on Thermal Model with Thermal Conductivity Uncer-
tainty for Operating Conditions Saturated at 20. Top: kwinding. Middle:
kiron. Bottom: kliner
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Figure 4.15: Sensitivities based on Thermal Model with Convective Coefficient Un-
certainty for Operating Conditions Saturated at 20. Top: Hend. Middle:
Hliq. Bottom: Hags
It can be seen that the thermal model’s sensitivity is small over wide operating
conditions except for low current or low-speed regions. Note that SGc becomes signif-
icant for low speed region since core loss becomes small. As a result, since core loss is
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negligible at low speed, large sensitivity in this region is acceptable. For the estimator
based on the electrical model, sensitivities are relatively large for uncertainties in Lq
and λPM . One thing to notice is that, SRw,Ld = SGc,Ld = 0 and SGc,λpm is small, due
to the command of ird = 0A to achieve minimum winding loss for SMPMs. Significant
estimation errors can occur if non-zero ird is applied to achieve field weakening refer-
ring to Eqs. (4.31), (4.32) and (4.33). The operating range of small sensitivity using
the electrical model is limited to the low-current or low-speed region. This is not a
region that electrical machines usually operate in due to the low efficiency in this re-
gion. For the normal operating range (considerable current and speed), the estimator
based on the thermal model is more robust than the electrical model. Referring to
Table.4.2, the thermal model is more robust over a wide operating range and suitable
for online loss estimation.
4.6 Conclusion
A comparative study of the robustness of online loss estimators for PMSMs based
on electrical and thermal models is conducted in this chapter. Robustness for the
electrical model and the thermal model to uncertain parameters is theoretically de-
termined using sensitivity analysis. Simulation results validate the analytical expres-
sions. The operating conditions under which the thermal model can achieve better
robustness are demonstrated. It is concluded that the estimator based on the thermal
model is more robust than the electrical model in most operating conditions. This
conclusion is useful for applications requiring accurate loss estimation.
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CHAPTER V
Conclusion and Future Work
5.1 Conclusion
Computationally-efficient thermal and electromagnetic models of electric machines,
with one potential application for the thermal model, are presented in this disserta-
tion.
A computationally efficient steady-state thermal convection model is proposed in
Chapter 2, which focuses on heat convection considering laminar flow for low ro-
tor speeds and Taylor vortices for medium rotor speeds. It is shown that the fluid
dynamic/heat transfer expressions satisfy a homogeneity property under reasonable
assumptions when modeling airflow in electric machines. This property dramatically
reduces the space of possible heat convection models and the number of simulations
need to parameterize the model. The time-averaged heat flux model shows signifi-
cantly better accuracy than second-(low speed) or third-(medium speed) order models
when compared with CFD simulation results.
An AC resistance model for winding solid conductors is proposed in Chapter 3.
An innovative and computationally efficient method is presented. The method uses a
1D magnetoquasistatic model of the stator slot region to develop boundary transfer
relations between the individual turns of the winding. These relations are used to
create an impedance matrix associated with the winding turns, easily calculating
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the AC resistance for different configurations. FEA-based simulation data of current
distribution and experiment measurements are used to validate the proposed method.
An application of the thermal model for electric machines is presented in Chapter
4: online loss estimation of AC synchronous permanent magnet machines. A compar-
ative study between the online loss estimators based on electrical/thermal models is
conducted by analyzing estimator robustness via a sensitivity analysis. A comprehen-
sive performance evaluation is performed when other parameters in the parametric
model are uncertain. Results show that the online loss estimator based on the ther-
mal model is more robust than that based on the electrical model. The sensitivity as
a function of operating conditions for each model are provided.
5.2 Future Work
In this section, possible future work is discussed. The future work consists of three
main categories: computationally efficient thermal model, computational efficient loss
calculation, and analysis of possible applications of the thermal model.
5.2.1 Computational Efficient Thermal Model
Heat Convection Model for high rotor speed needs to be determined, where tur-
bulence is expected to occur. Although turbulence is itself unstable and theoretically
requires transient simulation, heat transfer is actually a macro phenomenon. Most
common simplifications include making use of steadiness of flow and heat transfer with
rotation: transient flow solutions are in most cases unnecessary, as time-averaging
models give close results at a fraction of time [16]. As a result, only time averag-
ing governing equations: Reynolds-Averaged Navier-Stokes Equations (RANS) are


























= 0 (Conservation of Momentum)
(5.1b)
The Reynolds Stress Tensor v′iv
′
j needs to be modeled. And for most turbulent
models, the eddy viscosity hypothesis is applied, as shown in Eq.(5.2).
−v′iv
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(Mean Strain-Rate Tensor) (5.3b)
And νT is the kinetic eddy viscosity, and δij is the Kronecker delta.





where Cµ = 0.09 and ε is the turbulent dissipation. And two more equations are








































where Cε1 = 1.44, Cε2 = 1.92, σk = 1 and σε = 1.3.
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Many turbulent models can be used. The models are classified based on how to
model the Reynolds Stress Tensor v′iv
′
j to close RANS. Besides k − ε model, turbu-
lent models include the Spalart–Allmaras Model (SA), k − ω model, Menter’s Shear
Stress Transport Model (SST), and Reynolds Stress Equation Model (RSM). All
listed models describe how the eddy viscosity νT is modeled, except for the RSM
which avoids the eddy viscosity hypothesis but directly computes each component of
the Reynolds stress tensor. These models are compared in [101]. In most turbulent
models, the eddy viscosity hypothesis is applied, which contradicts our constant vis-
cosity assumption. When substituting the scaled profiles into RANS, this viscosity
is also scaled accordingly. It can be shown that for compressible flow, the governing
equations can also be satisfied with the scaled profiles. However, for turbulence, wall
functions are applied to reduce cell numbers and calculate temperature gradient and
heat fluxes in the turbulent boundary layer. Thus the homogeneity property used to
model heat convection for low and medium rotor speed for electric machines may not
be applicable.
To model turbulence, 3D steady-state CFD simulations are needed. The homo-
geneity property will then be tested. If the property still holds, the proposed model
should be able to capture the heat convection for higher rotor speed, similarly to the
modeling process used for low and medium rotor speeds.
If the property does not hold anymore, an alternative approach will need to be
proposed. Possible approaches include:
1. Take the full-order CFD simulation profiles and apply non-linear order reduction
techniques with a compressible density air model;
2. Choose air density piece-wise constant as a function of temperature;
3. Use a constant air density model and apply linear model order reduction tech-
niques.
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5.2.2 Computationally Efficient Loss Model
A computationally-efficient AC resistance model is presented in this dissertation to
model the winding conduction loss accurately. However, core loss is also considerable,
especially for high rotor speed. The approaches to model iron loss involves empirical
models such as SE, MSE, GSE, iGSE and NSE. One thing to notice is that all these
models suffer from frequency-dependent Steinmetz coefficients. Due to hysteresis loss,
flux density history will also impact iron loss, which is not considered for this category
[42]. Moreover, PWM waveforms generated by inverters can also influence machine
loss, as analyzed in [102] and a rotor eddy current loss model considering PWM effect
is provided in [103].
Many parameters are temperature dependent. If the loss can be determined ef-
ficiently and accurately, the loss calculation can be coupled with the thermal model
to provide a more accurate thermal model. Xue et al. [104] coupled the thermal and
loss analyses by improving the temperature-dependent iron loss model.
5.2.3 Relevant Applications
Besides loss estimation, the computationally efficient models can be used to con-
struct model-based control techniques, such as Model Predictive Control (MPC). For
example, an active liquid cooling system to regulate slot winding temperature based
on gradient descent algorithms was proposed in [105]. Electric machines under three
different cooling systems (housing cooling jacket, direct slot cooling, and liquid-cooled
rotor) are analyzed in [106]. The thermal management system can limit temperature
to guarantee normal operation and improve the efficiency of cooling systems.
Another potential application is thermal aging analysis. As mentioned in Chap-
ter I, thermal aging follows the Arrhenius equation. Thermal lifetime evaluation
can be helpful in design process and is feasible with the temperature profile. With
the computationally efficient thermal model, temperature information can be used
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to estimate Arrhenius curve thus predicting thermal aging. For example, a thermal
lifetime determination method for machine insulation based on Arrhenius curves has
been proposed in [107]. Analysis showing that how thermal aging influence winding





AC Resistance Considering Spacing
The derivation of AC resistance considering the spacing between the conductors
is shown as follows. The gap between each conductor is assumed to be the same,
denoted as Wg. The subscript ws stands for "with spacing."
Due to the spacing between conductors, two boundary conditions are needed for
each turn, denoted as Ã(k)i,ws and Ã
(k)
o,ws. Then the matrix form considering the spacing
effects can be expressed in Eq.(3.22), with different expressions for Dws, Uws, ~̃vk,ws




coth(γ̃wt) coth(γ̃wt)− csch(γ̃wt) −csch(γ̃wt)































Similar to the process of non-spacing analysis, the solution is the same as Eq.(3.27).

















where ~̃∇Φ(k)z is the potential gradient without spacing. It can be seen that the addi-
tional term is reactive and hence contributes to the leakage inductance, but not the
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