Pleural photodynamic therapy (PDT) has been used as an adjuvant treatment with lung-sparing surgical treatment for malignant pleural mesothelioma (MPM). In the current pleural PDT protocol, a moving fiber-based point source is used to deliver the light. The light fluences at multiple locations are monitored by several isotropic detectors placed in the pleural cavity. To improve the delivery of light fluence uniformity, an infrared (IR) navigation system is used to track the motion of the light source in real-time at a rate of 20-60 Hz. A treatment planning system uses the laser source positions obtained from the IR camera to calculate light fluence distribution to monitor the light fluence uniformity on the surface of the pleural cavity. A novel reconstruction algorithm is used to determine the pleural cavity surface contour. A dual-correction method is used to match the calculated fluences at detector locations to the detector readings. Preliminary data from a phantom shows superior light uniformity using this method. Light fluence uniformity from patient treatments is also shown with and without the correction method.
INTRODUCTION
Malignant pleural mesothelioma (MPM) is an aggressive cancer with a median survival of less than 1 year. Conventional treatment modalities do not show effectiveness in terms of survival [1] . Photodynamic therapy (PDT), however, as an adjuvant surgically-based treatment modality, has allowed for improved survival from previous studies [2] [3] [4] , which provides an option with great potential for MPM patients. PDT is a treatment modality for cancer and other localized diseases using light [5] [6] [7] [8] [9] [10] [11] . During PDT treatment, photosensitizers are excited by light and react with oxygen to generate cytotoxic agents that kill surrounding cells and tissues [12, 13] . An early study involved 40 MPM patients treated by adjuvant pleural PDT using the first generation photosensitizer Photofrin. Median survival reported in this study was 15 months for all patients [4] . The dosimetry was achieved by light fluence calculation based on the patient pleural cavity area obtained from CT images. A phase III trial was carried out at NIH on 63 MPM patients for adjuvant pleural PDT using Photofrin, and no difference in median survival was found in this study [14] . A European study included 28 MPM patients for adjuvant pleural PDT with mTHPC as photosensitizer. Local control of disease was achieved in 50% of the cases [15] . At the Hospital of the University of Pennsylvania, a phase II trail of MPM pleural PDT and surgery was conducted, and survival of more than 2.1 years was achieved in 14 patients undergoing radical pleurectomy, a lung-sparing cytoreduction technique, with adjuvant pleural PDT [2] . The dosimetry for the latter four studies involved isotropic light detectors to monitor the PDT light fluence directly during the procedure.
In pleural PDT procedures, light uniformity is of great importance to achieve ideal treatment efficacy. In our current MPM pleural PDT studies, the light treatments were guided by seven isotropic light detectors at strategic locations on the patient's pleural cavity to maintain uniform light fluence distribution [16, 17] . When the detector readings all reach the prescribed light fluence, the PDT treatment is finished. However, a uniform distribution over a limited number of light detectors does not guarantee a uniform light fluence distribution over every point on the pleural cavity. Therefore, a novel navigation system was proposed to plan and also guide the pleural PDT treatment, with better confidence of obtaining uniform light fluence distribution in the patient's pleural cavity [18] . In this proposed method, light fluence calculations are based on the distance of the light source to the pleural cavity. Therefore, light fluence on every point of the pleural cavity can be calculated, compared, and demonstrated to the physician during PDT treatment, which makes on-line treatment planning feasible. In this method, a navigation system is used to obtain the pleural cavity contour as well as track the motion of the laser source during PDT. This navigation system is based on an IR camera (Polaris® Spectra, North Digital Inc., Waterloo, Canada), which has been used in many medical fields such as spinal surgery, position control of surgical robots, and abdominal therapy intervention [19] [20] [21] [22] .
In this paper, we describe using an IR camera for pleural cavity contour reconstruction, laser point source position determination in real-time, as well as a simple direct light fluence calculation algorithm to calculate light fluence using the laser source position during PDT. The results are validated in phantom and limited patient studies. and also treatment guidance [18] . It is consistent of a pair of stereo camera that measures the light reflection from a modulated laser source (wavelength 850 nm), see Figure 1A . Typically 4 reflectors with known geometry is tracked in real-time (at a rate of 20-60 Hz), The positions of the 4 markers are used to determine the 3D position (x, y, z) and orientation (q1, q2, q3, q4) of the tip of the metal rod (also called a wand) (see Figure 1B) . Utilizing the IR camera as shown in Figure 1A , the navigation system tracked treatment source motion in 3D and collected raw contour data. The accuracy of the system was ∼0.5 mm in 3D, and the maximum volume for the extended system was ∼205 × 186 × 147 cm 3 , which was optimal for operations on our patient population.
The tracking tool in the navigation system is a rigid body built on passive reflective markers ( Figure 1B) . The markers were used as the tracking target for the navigation system. Once the tracking tool was in the working volume, the IR camera system started to track the position of the markers in 3D, and therefore track the position of the tip of the rigid body by applying a vector to the position of the markers. The tip position data were transferred to a computer at a rate of 20-60 Hz and can be displayed in real time. When taking a surface contour in phantoms, the tip of the tracking tool was used to gently slide against the inner surface. The tracking tool tip positions over time represented the surface positions or raw contour data in 3D, based on the inner surface contour determined, given enough position samples.
CAVITY CONTOUR RECONSTRUCTION ALGORITHM
Cavity contour had been reconstructed by using 3D interpolation in our previous work [23] . In this traditional algorithm, the Matlab (The Mathworks, Inc, Natick, MA) function griddata was used to interpolate 3D surface position data. The 3D surface position data were interpolated to have uniform grid in the x-y plane. However, this algorithm had to divide the cavity surface into two portions to avoid interpolation ambiguity, which made it difficult to perform consistent light fluence calculations and to display the results. Furthermore, in cases where the tracking system recorded data points in the interior of the cavity, it was difficult for this algorithm to distinguish them from the real surface data, which introduced significant error in the surface contour reconstruction. Because of these intrinsic disadvantages, the traditional algorithm was never successfully implemented for clinical situations.
The novel surface contour reconstruction algorithm is summarized in Figure 2A , and is implemented using Matlab. When the representative cavity surface positions or raw contour data were taken in 3D, the coordinates of the center of mass were determined first and set as origin.
All the contour position data were converted from Cartesian coordinates to spherical coordinates, as shown in Equation (1),
where i = 1 · · · N denotes the ith data points among the N contour position data. Grids were generated on the cavity surface by equally-spaced ϕ and θ from the origin, as shown in Figure 2B , given the condition that the cavity surface had only one layer with no obscure appendage from all angles. A number of contour position data points may fall within the solid angle subtended by each grid element. Among these contour position data points, the one with the largest r was selected as the representative boundary data point for each grid as
where j and k denote the sequence of the ϕ-θ grid. For instance, the green dot, rather than the red dot, will be chosen as the representative data point for the yellow grid in Figure 2B . This procedure filtered out the false surface data points, which were caused by recording data points in the inner space of the cavity but not on the surface of the cavity, and it produced surface data in spherical coordinates. Once all the boundary data points were determined, the θ for each point was converted to z by using
so that every boundary point was expressed in a cylindrical (r,ϕ,z) coordinates. The purpose of this conversion is to express the final data in the cylindrical coordinates (z, ϕ,) so that a two-dimensional plot of fluence (see Figure 11 ) is presented to physician for easy visual effect. An equally spaced ϕ and z grid was then established. The boundary data points were interpolated to the equally spaced ϕ and z grid. To determine r m,n for the ϕ n -z m grid, three points among the entire boundary data were found to be closest to ϕ n -z m grid by the criteria of
where z max and z min are the maximum and minimum z among all boundary data points, respectively, and (m,n) represent the sequence of the ϕ -z grid, as shown in Figure 3 .
Once the three closest points (ϕ,z) R3 were determined, the r m,n for ϕ n -z m grid can be determined by the distance from the origin to the intersection point of the plane determined by the three points and the line connecting the origin and the center of the grid in 3D, as
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NANs are then filled up using a function inpaint_nans.m from Matlab Central [24] . Briefly, this algorithm looks for NaNs in a matrix and attempts to interpolate smoothly to replace these elements by solving a linear equation. This method has been used for reducing artifacts in dental CT images [25] . Finally, the surface contour of the cavity was reconstructed, composing of equally spaced ϕ and z data points with different r describing the shape of the cavity surface. The recorded raw surface contour data (x i ,y i ,z i ) are interpolated in an equally spaced ϕ -z grid with reconstructed contour data (r m,n , z m , ϕ n ). Therefore, the calculated light fluence for each point on the reconstructed cavity surface contour can be displayed in the equally spaced ϕ -z map as in Figure 3 .
LIGHT FLUENCE CALCULATION ALGORITHM
The light from the point source is the sum of the direct and the scattered lights. The direct light can be expressed as where S is the power of the point source and r is the distance from the point source to the point of interest. In this study, the scattered light contribution is ignored given that the tissue in-vivo optical properties were unknown for patient cases and the scattered light is not present in the phantom study. Equation (6) can be directly used in the light fluence rate calculation for the phantom study where no scatter light is present.
DETERMINATION OF LASER SOURCE POSITION USING AN OPTIMIZATION ALGORITHM
To track the laser source position, it is important to determine the shift (λ m ) of the laser source tip position inside a spherical bulb filled with Intralipid relative to the tip of the tracking rigid body. Figure 4 shows the treatment wand with the tracking wand attached. The laser source is located inside the white bulb filled with 0.1% Intralipid. The laser source position shift can be defined in either the standard coordinate (λ std ) when the tracking device is placed vertically in a "standard" position or in the "measurement coordinate" (λ m ) when the tracking device is actually positioned during PDT treatment (see Figure 5A ). They are related by:
where M std is a 3 × 3 rotational matrix that defines the orientation of the tracking wand in the standard position. λ std and λ m are 1 × 3 vectors. Once the laser source shift λ std is determined, the laser source position (lpos) is then related to the wand position (mpos) by 
where M is the rotational matrix that defined the orientation of the tracking wand during the measurement. By matching the light fluence rate to an isotropic detector from 6 known positions, we determine the laser source shift in the standard coordinate (λ std ) using an optimization algorithm. Figure 5B shows the schematics of the optimization procedure. This process can be done within seconds and the shift lstd can be determined within an uncertainty of 1 mm.
DUAL FLUENCE CORRECTION METHODOLOGY
To improve the agreement between calculation and measurement, we have developed a dual correction method of light fluence rate. A diagram of the correction formalism is shown in Figure 6 . This correction scheme includes a time-dependent multiplication correction factor CF(t) applied to the entire calculated light fluence rate, i.e., Surface contour determined by the pleural PDT navigation system (green lines) comparing with surface contour determined by CT images (blue lines). where φ is calculated spatially as a function of r as well as the time, t. The fluence is calculated as a temporal integration of φ. Since φ is calculated once every second, we can also calculate the primary light fluence as the summation of light fluence rate:ψ(r, t) = i φ(r, t i ). Every 30 and 150 s, chosen from trial and error, a CF is applied. Notice that in Figure 6B at any given time point, t, the correction factor CF(t) is a spatial-independent constant applying to all data point. It is also important to know that the detector location where the CF is calculated is based on one of all detectors which has the largest sum fluence over the past 30 s. Two corrections are applied. For every 30 s, a correction (correction factor 1) is based on the ratio of the mean fluence rate between measurement and calculation over the last 30 s. However, this correction alone cannot ensure that the total light fluence at all individual detector points are corrected. Thus, a second correction is applied every 150 s (corrector factor 2), which is based on the ratio of the total measured light fluence to the total calculated fluence (which has already included prior dual corrections) at the detector location which receives the largest sum fluence over the past 30 s among all detectors. The second correction factor will ensure that the total fluence is in agreement.
PHANTOM VERIFICATION AND HUMAN SUBJECT MEASUREMENTS
A custom-made human-shape plastic phantom was used for determining cavity surface contours, as shown in Figure 1C . There is an opening on the abdominal area of the phantom, so that contour data from inside of the phantom can be taken by the navigation system. To validate the cavity contour surface reconstruction algorithm, CT images were taken of the same phantom to compare with the surface contour reconstruction based on the tracking system.
The human subject measurements reported in this paper are from a Phase I clinical trial at the Hospital of the University of Pennsylvania, referenced in clinicaltrials.gov as NCT01673073, "A Phase I Trial of Photodynamic Therapy with HPPH in patients with pleural malignancy." The main purpose of the trial is to determine the maximally tolerated light fluence and drug for PDT treatment using the photosensitizer 2-[l-hexyloxyethyl]-2-devinyl pyropheophorebide-a (HPPH) and 665 nm red light in patients with pleural malignancies. The application of IR navigation system is included in the protocol and is approved by the University of Pennsylvania institutional review board (IRB). As currently written in the protocol, the result of IR navigation system is only used post treatment for data analysis and is not used to change the light delivery method for patient treatment, which is still based on the in-situ light dosimetry. Informed consents were obtained from all the patients. There are 29 patients enrolled into the HPPH pleural protocol at University of Pennsylvania. Among them 20 patients have available data for the application of IR navigation system to perform data analysis.
The operative approach has previously been described [26] . A serratus-sparing thoracotomy through the sixth rib interspace or bed of the resected seventh rib was used to access the intrathoracic cavity. First, the anterior mediastinum was approached by separating cancer from pericardium. Next, the diaphragm was dissected to separate pleura from underlying musculature. Then, remaining tumor now attached only to the lung was liberated and removed. Once all gross tumors were removed, a thoracic lymphadenectomy was performed. The surgeon then sutures in 7 isotropic detectors inside the pleural cavity [Apex, Peri (Pericardium), PM (posterior mediastinum), ACW (anterior chest wall), PCW (posterior chest wall), AS (anterior sulcus), PS (posterior sulcus)] in preparation for PDT. The goal of PDT is to achieve uniform fluence everywhere based on the measurements at the 7 detector points.
During the pleural PDT procedure, a treatment wand with an optical fiber and a light diffuser was used to deliver light for a desired light fluence (Figure 4) . The treatment wand was attached to the tracking rigid body so that the PDT navigation system could track the position of the rigid body and thus the light source position during PDT treatment. The light source was embedded in the center of the light diffuser, which has a radius of ∼2 cm. The light source position was recorded by the navigation system during the pleural PDT treatment.
The patient's pleural cavity contour was determined indirectly from the recorded light source positions during a pre-PDT treatment procedure. In this procedure, the surgeon moved the light diffuser over time against the patient's cavity boundary mimicking treatment of the whole pleural cavity, so that the spherical boundary of the light diffuser could be used as the representative cavity surface positions. Therefore, the raw contour data from a patient's pleural cavity were obtained by applying a 2 cm radius spherical boundary to the light source positions recorded by the navigation system.
PDT treatments were performed in phantom and in patients, and the light fluence rates calculated at the detector locations were compared.
RESULTS

CONTOUR DETERMINED FROM THE PHANTOM
The cavity contour algorithm was first applied to the cavity surface of the human-shape phantom. The surface positions were taken from the inner surface of the abdominal half of the phantom. The surface positions are shown in Figure 7A by the red dots, which were taken by gently sliding the tracking tool in Figure 1B against the phantom inner surface. A total number of 6238 samples were taken in 311.9 s. In the same figure, the contour determined by a previously taken CT image of the inside of the phantom is also superimposed, as shown by blue lines. The 3D registration for CT images with surface positions was implemented by a custom program in Matlab. The cavity contour algorithm was then applied to the cavity surface positions, which created the surface contour determined by the pleural PDT navigation system, as shown by green lines in Figure 7B . These results were compared with the contour obtained by the CT images in the same figure.
Contours reconstructed by the novel method were also compared with the traditional algorithm in 2D, as shown in Figure 8 . The red dots denote contours by the pleural PDT navigation system with the novel cavity contour reconstruction method, while region, because when collecting surface contour data, the cover of the phantom abdomen was taken off, while the cover was on during CT imaging. From Figure 8 , two major improvements are noticed for the results by the novel contour reconstruction algorithm. First, the traditional 3D interpolation algorithms need to divide the cavity surface into two portions to avoid interpolation ambiguity, which may introduce reconstruction artifacts at the junction regions, as indicated by the red arrow in Figure 8B . The novel reconstruction algorithm avoids this error intrinsically. Second, the traditional 3D interpolation algorithm may introduce errors when the raw surface position data were taken accidentally inside the cavity, as indicated by the dotted red arrow in Figure 8D . The novel algorithm is improved in this regard by filtering out artifacts in the cavity in spherical coordinates.
COMPARISON OF LIGHT FLUENCE RATE IN PHANTOM
Measurements were performed in a chest phantom ( Figure 1C Figure 10A shows the comparison between measurement and calculation for a patient in 4 detector locations. Clearly, the calculated light fluence rate using Equation (6) is usually smaller than the measured light fluence rate because the scattered light is not included. However, this is not always the case (see Figure 10A for PM). The possible reasons can be partly due to the direct light being blocked by the concave surface contour which is not accounted for in the calculation and partly due to the absorption of the saline medium mixed with blood (e −μ a r ), which is not being currently accounted for. After applying the dual correction method described previously to match the calculation with the detector readings, the agreement between measurement and calculation is greatly improved at all detector locations except for the posterior mediastinum (PM), where the calculated light fluence rate is still higher than the measured results ( Figure 10B) . The reason for the large discrepancy at PM can be due to either blocking of the light source by the surface contour or absorption of the water medium as discussed previously. For this clinical example, the standard deviation of the light fluence at 7 detector sites (three not shown) decreased from 42 to 29%. If one excludes the PM site, the standard deviation of the light fluence decreased from 26 to 12%. The later is acceptable for predicting light fluence rate for the current clinical protocol, which requires light fluence uncertainty to be less than 15%. The light fluence rate model (Equation 6) can predict the measured values without scattering to within 5% based on a phantom study using the same light source used for patient treatment. Figure 11 shows the final calculated 2D light fluence distribution on the pleural cavity surface with dual correction factor applied. The x-axis is the unwrapped angle (0-360 • ) of the pleural cavity around its center of mass, and the y-axis is the superiorinferior direction along the patient body. The detector locations for the 7 isotropic detectors are also shown on the same figure. The color map represents the cumulative light fluence in J/cm 2 , with the total prescription of the light fluence of 30 J/cm 2 . The overall light fluence rate of the treatment is very uniform except for high light fluence rate near posterior mediastinum (PM). (Note that all data presented in the paper are post-surgery processed data based on measurements during PDT and is currently not real-time in nature.)
COMPARISON BETWEEN LIGHT FLUENCE FOR IN HUMAN SUBJECTS
DISCUSSIONS
Recording time is a critical parameter for the novel pleural cavity contour reconstruction method. Insufficient contour data recording may lead to inaccuracy of the reconstructed contour, while lengthy recording may prolong the PDT treatment time. The above-mentioned result on the phantom contains 6238 position samples, which consumed ∼311.9 s (∼5.2 min) to acquire raw contour data in order to reconstruct the phantom contour. By integrating the contour lines determined by CT images, the area of the phantom inner surface for the contour reconstruction is calculated as ∼2250 cm 2 . Therefore, the sample per unit area is ∼2.7724/cm 2 , and the time per unit area is ∼138.6 ms/cm 2 . For this acquisition speed, an uncertainty of below 0.35 cm was achieved for the lower part reconstruction. To simulate speeding up acquisition rate, the original raw contour data were down sampled for 5, 10, and 20 times, as the raw surface contour data shown in Figures 12A,D ,G respectively. Based on these down sampled raw contour data, the surface contours were reconstructed, as shown in Figures 12B,E ,H in green lines, compared with the contours from CT images (denoted by blue lines). Errors from the contour reconstructions as functions of depths are shown in Figures 12C,F,I . It is noticed that with fewer raw contour samples, the errors increase to ∼0.5 cm in the middle part of reconstruction. However, the 3D contour reconstruction still retains the majority of the phantom shape as compared with contours from CT images.
Excellent agreement was observed between calculation and measurement in the phantom using direct light only (Equation 6), which is a good indication that the laser source position and the body contour can be determined successfully.
The main source for the light fluence rate calculation errors in the patient is the simplified model for light fluence rate calculation (Equation 6), which does not account for scattered light. The errors can be reduced substantially if we apply a dual correction method. By applying this method, we can obtain agreement between measurement and calculation (defined as relative difference at all available detector points to agree to within 20% at the end of pleural PDT treatment) in 90% of the 20 HPPH pleural PDT patients examined.
CONCLUSIONS
Based on position tracking by an IR camera, novel methods to determine the pleural cavity contour shape, laser source shift, and light fluence rate distribution during PDT have been reported in this paper. An algorithm was developed to determine the outermost contour data and draw the contour from an equalspace z and equal-space ϕ grid. Contour results were shown to be accurate to within 2 mm between a human-shape phantom and human subjects from clinical pleural PDT procedures. Another algorithm is developed to determine the laser source shift using direct light (Equation 6 ). This method allows determination of the light fluence rate to be in agreement with the isotropic detectors in multiple points in the phantom study, without applying any correction factor. In the patient application, it is found to be necessary to apply a dual correction method to achieve agreement between measurement and calculation. The resulting light fluence distribution map will be useful in guiding physicians/surgeons to deliver light more uniformly during pleural PDT.
