. Verification that thrombin solutions as dilute as 0.1 nM could be detected as they entered the PDMS device from the capillary junction.
Fig. S2
. Short mixing period distance, P, produced "coherent regions," or "islands," whose boundaries were never crossed by moving massless particles.
Fig. S3
. For particles with a defined diffusion coefficient, only P = 1.5, 2.5, 3.5, and 4.0 mm produced less than 5% deviation in concentration over the plug. . Verification that thrombin solutions as dilute as 0.1 nM could be detected as they entered the PDMS device from the glass capillary junction. A droplet of 0.1 nM thrombin and 2 mg/mL BSA was merged with a plug of MCA-sub in Tris buffer, and then the flow was stopped. Time-lapse microphotographs of a single plug (time between photos, 4 min) and plots of plug intensity over time show that 0.1 nM and 0.5 nM thrombin cleave the substrate at a non-zero rate, while the plugs receive a 0.0 nM thrombin solution (buffer and BSA only) remain dark. Error bars indicate standard deviation of intensity of three plugs. This experiment also verified that fluorescence microscopy could detect as little as 0.1 nM thrombin after 20 min, provided thrombin remained in solution without inhibition or degradation.
Fig. S2.
In the simulation, short period distance, P, produced "coherent regions," or "islands," whose boundaries were never crossed by moving massless particles (1,2). The distribution of particle paths became mostly uniform only for P ≥ 3.0 mm. P is defined schematically in Fig. 4b . The particle tracing plots show the paths of 65 particles initially located in a regular grid from x = 0 to -200 µm and y = 0 to 120 µm, as shown by black dots in upper left image. Colors indicate initial x position (red 0 µm, orange -50 µm, yellow -100 µm, green -150 µm, blue -200 µm). The origin (0,0) is located at the center of the plug. Vel = 1 mm/s in all images, and all were taken at t = 40 s, by which time the particle distribution was stable. Red dots show the position of individual tracer particles at t = 40 s. Small numerical errors caused most of the tracer particles to hit the wall and remain there by this late time point, but this did not affect the qualitative distribution of the paths of the particles. Illustration of "bands" of activator in the simulation (see text for details). Images are from a simulated plug undergoing chaotic advection, after traversing 1 period (left) and 3 periods (right). The stars ( * ) each identify a band of activator. Note that the average width of the bands grows thinner over time, as they are stretched and folded by the chaotic mixer. Colors indicate concentration, where red is highest concentration (~10 nM at t = 3.5 s, and ~ 6 nM at t = 10.5 s) and blue is the lowest concentration (0 nM in both images). In this experiment, P = 3.5 mm, Vel = 1 mm/s, and D = 1 x 10 -11 m 2 /s. The initial distribution of activator is given in Figure 5a . Here, D was reduced from its standard value to make the bands easier to see. 
Supplemental text

Numerical simulation of clotting in chaotically mixed plug
The simulation reproduced a chemical reaction occurring in a plug moving through a straight or winding microfluidic channel. Fluid mixing due to both chaotic advection and molecular diffusion was included, and the reactive species was carried passively by the flow.
The two required physics modules were solved sequentially. First, a steady-state solution to the Navier-Stokes problem for fluid flow was generated for a straight channel geometry (i.e. V top = V bot = -Vel). This solution was stored and used as the initial condition for the next step. The timedependent solution for the Navier-Stokes problem for a winding channel or straight channel simulation was then solved, and the solution was stored. Finally, the Convection-Diffusion problem for species diffusion and reaction was solved and overlaid with the fluid mechanics solution. Particles in the convection-diffusion problem were advected by the flow solution from the Navier-Stokes problem.
Incompressible Navier-Stokes problem: Solver: Transient analysis, Time dependent Direct (UMFPACK) solver.
Fluid motion was modeled inside the plug by defining the velocity of the top and bottom edges of the plug in accordance with how they would respond to the walls and the thin-film of wetting carrier fluid in a microfluidic channel. The fluid velocity along the remaining edges of the plug was set to zero. The fluid flow solution was typically solved over t = 0-200 s. Exterior boundaries of the plug were set to a slip/symmetry condition, which allows fluid to move along but not through the boundary. Interior boundaries were not active. Fluid density was 1000 kg/m 3 , and fluid viscosity was 0.0015 Pa s, as for blood plasma.
Straight channel simulation:
Wall velocities along the top (V top ) and bottom (V bot ) edges of the plug were set to V top = V bot = -Vel (mm/s). This simulates a plug moving rightward with velocity equal to +Vel. The initial condition used for the straight channel simulation was the steady state solution for fluid recirculation with velocity equal to Vel. Thus, the straight channel simulation was solved by using a stationary analysis (Direct UMFPACK solver), the solution was stored, and then the solution was used as the initial condition for the straight channel simulation.
Mixing was slow in a straight channel, and flow rate did not affect mixing rate by much because mixing was diffusion-limited. Movie S1 depicts mixing occurring without reaction in a simulated straight channel.
Winding channel simulation:
Wall velocity equations are given in Fig. 4a and are described in the text of the paper. The initial condition for the winding mixer simulations was the steady-state recirculation arising in a straight channel with flow velocity equal to Vel. Thus, the straight channel simulation described above was solved by using a stationary analysis (Direct UMFPACK solver), the solution was stored, and then the solution was used as the initial condition for the winding channel simulation. This is analogous to the plug starting out in a straight segment of channel before proceeding in a winding segment and is common in microfluidic devices. Movie S2 depicts mixing occurring without reaction in a simulated winding channel.
Optimization of distance per period, P, in winding channel simulation:
We found that plugs that traveled at least three times their own length per "turn" (P/2 > 3 × 0.5 mm) of the simulated mixer had improved uniformity in particle distribution throughout the plug after 40 s, for both massless tracer particles (Fig. S2 ) and species C with diffusion coefficient D = 5 × 10 -11 m 2 /s (Fig. S3 ). From these two results, we concluded that the best mixing (defined as a uniform distribution of particles with and without diffusion) was achieved with P = 3.5 mm.
Convection-Diffusion problem:
Solver: Transient analysis, Time dependent Direct (UMFPACK) solver.
The simulation included a single reacting species, C. Diffusion of C had diffusion constant 5 ×10 -11 m 2 /s throughout the plug (3). All exterior boundaries were set to Insulation/Symmetry, meaning that the species C could not exit the plug. Interior boundaries were not active. The initial distribution of C is shown in Fig. 5a .
Calculation of predicted mixing time:
As described in Eq. 1 and in reference (4) For the calculation shown in Fig. 4e , the relation was solved by using U 1 = 0.002 m/s and t mix (U 1 ) = 7.0 s, the observed mixing time at Vel = 0.004 m/s.
Calculation of reaction rate:
The rate equation used throughout the plug domain was given by Eq. 2 and illustrated in Fig. S5 . The rate constants used were k 1 = 20 µM -1 s -1 , k 2 = 900 µM -2 , b = 1 × 10 -7 µM/s, and k 3 = 0.02 s -1 .
The value of k 1 was the same as in previous work (3) and corresponds to the rate of IIa-catalyzed activation of factors V and VIII. The value of k 3 represents inhibition of one of these feedback loops, inactivation of VIIIa by APC (5) . The values of k 2 and b were chosen to produce reasonable values of the three steady states, found by setting Eq. 2 = 0. The steady states were 5.02525 pM (stable state, called "unclotted"), 0.995867 nM (unstable state; called [C] crit ), and 1.11012 µM (stable state; called "clotted"). The rate equation was used to calculate the reaction time, τ rxn , in a uniform solution (Fig. S9) , and to describe the kinetics of reaction in each simulated clotting experiment.
Damköhler number calculation
Calculation of t local (Eq. 5):
Derivation: t local occurs when Da local = τ diff / τ rxn = 1 as follows: Calculation of t commit (Eq. 6):
Derivation:
We start by defining t commit as the time required to achieve an increase in the average concentration of the plug from its initial concentration to the critical concentration [C] crit . For a system with initial concentration equal to [C] i,b on the only band of activator and negligible [C] everywhere else, the initial average [C] is described by [C] i,b × Vol f , where Vol f is initial the volume fraction of the band in the total solution. Similarly, the average net rate of production of C at each time point t, R([C](t)) = Eq. 2, is given by the rate of production on the band, R([C] b (t)) scaled by Vol f,t , the volume fraction at time t. This gives
The final approximation is made using the simplifying assumption that diffusion is negligible until the final time point, so that all of C remains on the band. Thus, Vol f,t = Vol f at all times, and the rate of production of C is determined solely by the rate of production occurring on the band of C, R([C] b (t)).
Definition and values of variables: 
Approximations of R([C] b (t)) for calculation of t commit :
The net rate of production of C on the band, R([C] b (t)), changes over time as the concentration [C] b changes. This term is not easily calculated explicitly, but can be approximated either by (i) assuming a constant rate equal to the initial rate or by (ii) re-expressing the rate as a linear function of the concentration.
is not too close to [C] crit , so that feedback production of C is not critical at early times. In the numerical simulation,
) gave a value of t commit that was less than a factor of 2 greater than its true value for [C] i,b ≥ 2.0 nM.
(ii) However, at smaller values [C] i,b that were closer to [C] crit (0.9959 nM) , it was important to use a linearized approximation for [C] as it increased from [C] i to [C] crit , to capture small increases in R([C](t)) at early times. The linear approximation was derived as follows.
For , where t commit is given by Eq. 6 and Eq. 10S.
Predicted versus observed values of U crit
The table below shows the observed range and the predicted value of the critical flow rate, U crit (mm/s), at several initial concentrations, [C] i (nM). The observed bounds for U crit were obtained from the numerical simulation by assessing the outcome of simulated clotting at a given [C] i over a range of values of the flow rate U (U = 0.5 × Vel). The smallest U tested was 0.175 mm/s. The lower bound listed gives the highest value of U at which the system clotted, and the upper bound listed gives the lowest value of U at which the system did not clot. For example, at 2.5 nM [C] i , the system clotted when the flow rate was U = 0.175 mm/s, and did not clot when the flow rate was 0.5 mm/s. The predicted value was calculated using Eq. 8. Predicted U crit values are consistently higher than the observed values but are within a factor of 3 of the observed upper bound.
[C]i, nM. 
