In recent years, optical music recognition (OMR) has been extensively developed, particularly for use with mobile devices that require fast processing to recognize and play live the notes in images captured from sheet music. However, most techniques that have been developed thus far have focused on playing back instrumental music and have ignored the importance of lyric extraction, which is time consuming and affects the accuracy of the OMR tools. The text of the lyrics adds complexity to the page layout, particularly when lyrics touch or overlap musical symbols, in which case it is very difficult to separate them from each other. In addition, the distortion that appears in captured musical images makes the lyric lines curved or skewed, making the lyric extraction problem more complicated. This paper proposes a new approach in which lyrics are detected and extracted quickly and effectively. First, in order to resolve the distortion problem, the image is undistorted by a method using information of stave lines and bar lines. Then, through the use of a frequency count method and heuristic rules based on projection, the lyric areas are extracted, the cases where symbols touch the lyrics are resolved, and most of the information from the musical notation is kept even when the lyrics and music notes are overlapping. Our algorithm demonstrated a short processing time and remarkable accuracy on two test datasets of images of printed Korean musical scores: the first set included three hundred scanned musical images; the second set had two hundred musical images that were captured by a digital camera.
Introduction
Optical music recognition (OMR) [1] is an interesting field that has appeared in recent years. One application for OMR is to be able to store ancient musical scores and to augment music libraries with this information with applications in musicology [2] . Also OMR can be implemented in mobile device applications [3] , which would require for the device to have fast processing times and performance reliability. Even though there are many approaches to OMR [4] , [5] , most of the work that has previously been done has focused on instruments and has ignored lyric extraction or recognition. Lyric extraction takes time to process, and it affects the accuracy of the OMR systems because the text of the lyrics adds complexity to the page layout [6] , particularly in cases where the lyrics touch or overlap with notations. Therefore, lyric extraction is significantly important. In addition, the distortion that appears in captured musical images increases the complexity of the lyric extraction problem because it makes the lyric lines curved or skewed. Current OMR systems handle lyrics through a variety of different approaches. In the method [7] , the text regions are first detected by using the aspect ratio, minimum height and width, and side-by-side placement based on projections, and then the run-lengths are detected after stave removal. Then, the runs of the text are removed and are stored as bounding box coordinates so that the text tokens are passed into an Optical Character Recognition (OCR) system. In the method [8] , the musical regions are detected first by filtering out the entire musical notation, and then OCR is applied to the text. Both of these methods work well, but there are some problems when the lyrics touch or overlap musical notations.
In the method [9] , the image taken from the music sheet is de-skewed, the staves are removed by a previously described approach [10] , and then the baselines are detected according to a different approach [11] . The line regions are reconstructed after the heights of lines are estimated by the components connected on the baselines. By cropping out the parts of the connected components that are out of the line regions, this method can be used to overcome touching and overlapping cases. However, this method still produces broken musical symbols if the symbols lie on the baseline and are not touching or overlapping the lyrics. Also it takes time to find all the components that are connected after the staves are removed.
In order to implement OMR for Korean music scores, there is another problem arising from the specific characteristics of Korean fonts. Each Korean word is formed with a group of characters that are arranged in a rectangle ("word rectangle"). Sometimes, there are no characters in a word that cover the full height of the "word rectangle". Therefore, the line height that is estimated is incorrect when none or just a few of the characters on the line cover the height of the line.
As a way to overcome the above issues, we propose a novel approach that extracts the pixels or areas of the lyrics quickly and effectively by using only the information of staves, such as stave-space, stave line height and stave line positions. Our strategy is to use a frequency count Copyright c 2016 The Institute of Electronics, Information and Communication Engineers method and rules based on projection without either performing stave removal or collecting connected components. Initially, the preprocessing of binarization and un-distortion is performed. The un-distortion of a musical image is conducted by an effective approach [12] that uses information of stave lines and bar lines. Then, the positions of the stave lines are detected by using a powerful approach [13] that searches stable-paths. The heights of the stave-spaces and the stave lines are estimated in the preprocessing stage of the approach. Next, the potential areas that contain the lyrics are determined from this information, and these areas are divided into many blocks in the horizontal direction. The horizontal projections are performed in order to obtain the runs for each block, and then, we filter out the particularly difficult runs by using rules. The frequency count method is applied in order to determine the number of lines, to estimate their heights, and to construct their regions. After that the lines generated from the music notation are disregarded by analyzing their relative positions, the density of the pixels, and their heights. Finally, the areas of the lyrics are extracted by considering the pixel-by-pixel-in-the-line regions. At this stage, the touching or overlapping cases are carefully analyzed in order to determine how the connected components will be cropped; otherwise, all of the pixels of the component will be kept for the OMR or will be marked as lyrics.
Our method is described in Sect. 2. The preprocessing process is briefly explained in Sect. 2.1. Section 2.2 provides a concise description of the method used to find the stave line positions and to estimate the heights of stavespaces and stave lines. The details of lyric line extraction are given in Sect. 2.3. The analysis of the lyrics areas is presented in Sect. 2.4. Section 3 presents the experiment and the results, and finally, Sect. 4 presents our conclusions.
Proposed Method
In this section, we describe the details of the proposed method. The flowchart is shown in Fig. 1 . We first perform the preprocessing process that includes binarization and undistortion. Second, we extract the stave information, such as the stave line positions, the heights of the stave-spaces, and the stave lines. Then, the regions of the lyric lines are detected by using the stave information that was acquired from the previous stage. After obtaining the lyric line regions, we extract the lyric area by analyzing the connected components in some particularly difficult cases.
Preprocessing
In practice, images that are captured by a digital camera are often distorted, as shown in Fig. 2 (a) . To resolve this issue, we use an effective approach that was proposed by Vo et al. [12] . In this approach, stave lines are first detected and then removed by using the method provided by Su et al. [14] . Next, the bar lines are identified by using their specific characteristic that involves connecting the top stave line to the bottom stave line. Then, the stave area is divided into local regions according to these bar lines, as a pair of bar lines defines one region. The images are corrected for each of these regions using the information of the bar lines. The un-distortion is applied to the binarized image ( Fig. 2 (b) ), and the undistorted image is shown in Fig. 2 (c).
Stave Information Extraction
Stave line detection is a key component for any OMR system [5] , [15] , and the stable path method [16] is a powerful approach for handling skewed and distorted music sheets. In the method [16] , the stave lines are the shortest paths of a graph model from an image pixel grid. However, the computing run time is still high if the images of the music score are large. The stave line areas cover only about one-third of the music score, thus, computations are wasted on the other two-thirds of the image.
In this paper, we use a recent improvement of the method [16] that was proposed in the work [13] to reduce the processing time. This method can quickly and effectively downscale the images to a smaller size while preserving the stave lines. Then, a weight table is used to simplify the optimization for the naive Stable-Path method. Finally, the positions of the stave lines are generated. The heights of the stave-space (ss h) and stave line (sl h) are also estimated in the preprocessing stage of the method [13] by using the his- 
Lyric Line Extraction
In this section, we describe the method that is used to extract the lyric lines. First, we use the stave information from the previous stage in order to determine the potential areas that contain the lyrics. Then, we divide these areas into many blocks and find the run lengths of the horizontal projection of each block. Particularly difficult run-lengths that are generated by the music notation are filtered out. And next, the lyric line information in the potential areas (such as the number of lines, line heights and regions) is extracted by using the frequency count method. Finally, rules are defined in order to perform the line validation. The lyrics are always located between staves, except for those at the end of the piece. Therefore, after the stave information is extracted we can determine the potential areas where the lyrics could be located. For each stave, the potential lyric area is obtained as follows: the left and right edges of the area become the left and right edges of the images, respectively. For the top, we go down (ss h + sl h) rows from the position of the fifth line of the stave. Otherwise, for the bottom, we go up (ss h + sl h) rows from the position of the first line of the next stave. For the last stave, the bottom of the potential lyric area will be the bottom of the image instead. For example, the potential areas are drawn with red lines in Fig. 4. 
Block Division and Finding the Run-Lengths
After identifying the potential areas, each is divided into N blocks, as shown with green blocks in Fig. 5 (a) . Then, we perform a horizontal projection for each block and find the run-lengths that continuously contain non-zero values of the projection, where the black pixel and the white pixel are assigned to 1 and 0 respectively. Generally, we would expect to create one run length for each word, i.e. to cover the entire height of the line. However, this is not the case for the Korean script because the characters of the word are arranged in a rectangle and sometimes do not span the entire height of the line, such as in the cases marked by the blue rectangles in Fig. 5 (b) . Therefore, we need to merge some run-lengths in one block if they are close enough to each other. In our experiment, the space between the merged run-lengths is notably less than or equal to that of sl h. (Fig. 5 (b) ) and in red after merging (Fig. 5 (c)) .
The text-lines are almost always horizontal and often have dense pixels. Moreover, most words of a text line are same height, especially for Korean language text (Fig. 5) . Hence, if there are text lines within the potential area lying on many blocks, the words on the text line will generate many run lengths with the same height on the same line. On the other hand, the run lengths with the same height on the text line are expected to appear more frequently than others, which are generated by the musical notation. Thus, we chose the run lengths that have the same height and are on a horizontal line with a significant frequency in order to make the line. The details will be further explained in Sect. 2.3.3.
Filtering Run-Lengths
Since not all of the run lengths come from text lines, some of the low and some of the high notes marked with notation off the stave may fall in the potential area. This causes confusion when we attempt to perform line detection. Therefore, it is necessary to filter out these such instances. We propose filtering rules to handle these ambiguous cases.
Assume that R = {r All of the run lengths that do not conform to the above rules are kept (Fig. 6 ). This stage is very important because it is the primary reason for which the next stage provides good accuracy in finding the candidate lines.
In the details, the particularly difficult notation often lie on the boundary of the area of the lyrics, even on the text line, which makes the run lengths touch the boundary. The run lengths in these cases are excluded, as described in rule FR1 shown in the left of Fig. 6 . Furthermore, if the heights of the run lengths are less than or equal to the height of stave space, then these run lengths are considered as noise and are skipped, as described in rule FR2 shown in the left of Fig. 6 .
However, we have to carefully consider the case where the notation is in the text line because many of the run lengths used to detect the line may be missing as a result of rule FR1. These cases can be detected by checking the run lengths that were kept from the previous block. If a run length that touches the boundary of the potential area has one run length that was kept from the same line in the pre- vious block, then it is kept and the starting or ending row is updated, as described in rules FR3 and FR4 and illustrated in the right of Fig. 6 . They state that for the run length touching the top edge of the boundary, the starting row is updated to the starting row of the run length kept from the previous block, and that for the run length that touches the bottom edge, the ending row is set to the ending row of the run length that was kept from the previous block.
Candidate Line Information Extraction
After the above filtering stage, most of the interesting run lengths come from the text lines. According to the frequency count, the number of lyric lines is the number of run lengths that have the highest frequency through all of the blocks. If there are many candidate numbers with the same frequency, the minimum number will be chosen in order to reduce the possibility that non-lyrical lines occur. In order to have an easy understanding, we call R the array of N (number of blocks) elements, and each element is the number of runlengths in the block i, 1 ≤ i ≤ N. Then, we obtain the set C for which the element is the frequency in the array R. The maximum value in C is denoted as c m . Next, we collect the set R of all run length numbers in R that have the count c m . Finally, the line number ln is assigned by the minimum value in R , and these are defined as follows:
where, n k is the number of run-lengths in the k-th block; c n k is the frequency of n k in R. After obtaining the line number, we continuously use the frequency count to detect lines. The i-th line is determined by finding the i-th run length that is the most proper representative for the line. This representative run length has a minimum height and covers most of the i-th run lengths in all blocks. After the representative run length is detected, the boundary of the line will be set with its left and right edges as the left and right edges of the image and top and bottom edges as the starting and ending rows of the representative run length.
However, if there is noise after the binarization or a little curve of the line, the boundary cannot cover the entire of the real line. Therefore, we have to extend the boundary by re-checking the list of the run lengths on the same line with a representative run length. If the starting of the run length in the list is higher than the top edge but not by much, e.g., it is less than or equal to the double sl h, then the position of the top edge can be revised to be the starting, and we perform the same operation for the bottom edge.
In further detail, if the line l initially has a top edge l t and a bottom edge l b , we revise the boundary by finding the new top edge l nt and the new bottom edge l nb as follows. We first assign l nt = l t and l nb = l b and then consider each run-length r 
Filtering Candidate Lines
The lyric lines often have a high density of pixels, but in some cases the high density is caused by the presence of musical notations, so outliers are generated. These cases need to be detected in order to avoid missing the music symbols. For each candidate line in the potential area that was detected from the previous stage, we validate it again. The lines that satisfy one of the rules have a high possibility of being generated by musical symbols. Therefore, they are ignored (drawn as red rectangles in Fig. 8 
Lyric Area Extraction
After we have obtained the boundary of the lines, we extract the lyric area by determining all of the pixels that belong to the lyrics. Therefore, we do not need to consider each line, but rather generate a new boundary that covers all of the lines in a potential area. The left and right edges of the new boundary are similar to the lines of the left and right edges of the image, and the top and bottom edges are the top of the first line and the bottom of the last line in the area, respectively. We suppose that all of the connected components that fall fully into the boundary are lyrics. Otherwise, the components falling apart from the boundary are generated according to the three cases as follows: Case 1: The entire component is a lyric character, such as the connected components covered in the red rectangles in Fig. 9 . In this case, the part that stays out of the boundary (out-part) is often much shorter than the part staying in (inpart). The out-part has a width that is almost same or smaller than that of the in-part. Then, the out-part is marked as a lyric. If this case is not satisfied, we consider the next case. Case 2: A part of the musical symbol falls into the boundary and does not touch or overlap any character, as illustrated in Fig. 10 (b) . We define this case according to the following observations. The out-part is often taller than a threshold τ, and the width and the height of the in-part are smaller than the width of the out-part and half of the line height, respectively. If the in-part covers the height of line while the out-part is taller than the threshold τ, then the left and the right bounds of the joint-part between the in-part and the out-part are the same as that of the in-part. In this case, both the out-part and the in-part will be kept as a musical symbol, and the threshold τ for the height of the out-part is computed as follows.
• For cases on the top edge,
• For cases on the bottom edge, From the above analysis, we do not need to detect all of the connected components or check each one. We only need to consider those lying on the boundary or the pixels that are completely black that lie on the top or bottom edges. If a black pixel that lies on the top edge has an upper neighbor, the component containing that pixel should be considered. Similarly, for the case where a black pixel lies on the bottom edge with a lower neighbor, we have to consider the component containing that pixel. The connected component is obtained by finding the four neighbors from the black pixel that is considered recursively. Through this method, we do not need to spend time for all connected components, especially in cases where there are no components lying on the boundary.
Experimental Results
In order to evaluate the proposed method, we used two datasets of Korean school music. The first set (A) includes over 300 de-skewed scanned images with an average size of 1062 by 983 pixels. The second set (B) includes 200 images that are captured by a digital camera with an average size 2239 by 2565 pixels. These datasets contain all of the challenges mentioned in Sect. 1, including distortion (only dataset B), touching, overlapping cases, and musical symbols falling into the line regions, as illustrated in Fig. 9 and Fig. 10 . A comparator, gold-standard dataset was constructed manually, and all the symbols except for the lyrics were removed. The accuracy is calculated by using the following equations
where l is the number of lyric pixels that are correctly detected; e is the number of extracted lyric pixels; g is the number of lyric pixels in the ground truth. In order to gauge performances, an evaluation was conducted on a PC environment running on an Intel Core i5 CPU at 3.4 GHz, 8GB RAM, and Windows 8 64-bit. The experiment indicated that the number N of blocks chosen was 15, and the constants k 1 and k 2 were respectively 0.65 and 1.3 showing the best results with these data sets. The results we achieved are compared to the approach [9] , which removes all of stave lines, finds all the connected components, extracts the base lines for text lines, and estimates the line regions. Both approaches are implemented in C++, and the resulting statistics are shown in Table 1 and Table 2 .
As shown in Table 1 and Table 2 , the high precision Fig. 11 Result of the lyric area extraction: (a) Result of proposed method; (b) Result of the method proposed in [9] values of the proposed method indicate that the pixels of the musical notations are kept almost perfectly for both datasets. Moreover, the proposed method extracts lyric areas with high accuracy through its high recall values. The method [9] gives good results for dataset A, however, its results are disappointing for dataset B that contains the distorted images. The improvement of lyric extraction is illustrated in Fig. 11 . In Fig. 11 (b) , the tie and beam are incorrectly marked as lyrics by the method [9] while the proposed method excludes them [ Fig. 11 (a) , the blue box at top right]. In addition, the musical symbols and the lyrics are separated very well as shown in Fig. 11 (a) , the blue boxes at top left and bottom right. In particular, the processing time is very short compared to that for the method [9] as we did not consider all of connected components. We believe our algorithm is applicable to mobile or online applications. Even though, our work focuses on the Korean language, some images in the two datasets still contain English lyrics. In particular, there are 19 images in the dataset A and 54 images in the dataset B containing English lyrics. This proves that the proposed method still works well for alpha- betical languages. However, the out-part is much more than the Korean language because of the appearance of characters such as 'b', 'd', 'g', etc. Therefore, the processing time of the proposed method increases a little bit for the English lyrics, but it is still much lower than the method [9] . That is because the proposed method does not consider all of the connected components.
The proposed method fails to extract lyrics in some cases as shown in Fig. 12 . The first case is that the lyric lines are too short, as the lyric line marked in the red in Fig. 12 (a) . Those lines are confused with the musical symbols that are upper the stave. Therefore, they are ignored by the proposed method. The second case is that the chord symbols are too many and create a line that is above the stave and near the lyric lines, as the chord symbols in the red rectangle of Fig. 12 (b) . The proposed method incorrectly marks them as lyric.
Conclusion
In this paper we have proposed a novel method for fast lyric detection using stave line information. The main idea was that the detection is accelerated by not having to find all of the connected components. After the lyric lines are detected using a frequency count method based on projection, only the components lying on the boundary covering all of the lines are considered and are carefully checked by the rules. The results we obtained prove that our approach is effective and provides good performance, particularly for Korean music sheets, and with small computing cost. This contribution is very important for the application of OMR systems to mobile applications. For a further study, besides resolving the remaining issues that are discussed in the previous Section, we want to collect and test datasets from different languages. Since the characteristics of each language are different in terms of the shape of letters, our approach has to be further elaborated and tested for the various languages.
