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The main theorem of this paper is a quantitative result on the algebraic 
independence of numbers related to the exponential map of a commutative 
algebraic group defined over a number field. The qualitative version of this theorem 
improves an earlier result of M. Waldschmidt. In the elliptic case we improve upon 
previous lower bounds for the transcendence degree over Q of families of the type 
{P(xi v,), i, j} or { y,, 9(x, v,), i, j} where !?i’ is a Weierstrass elliptic curve defined 
over Q. 0 1992 Academic Press. Inc. 
Le but de ce texte est l’etude qualitative et quantitative de l’indtpen- 
dance algebrique de valeurs liees B l’application exponentielle d’un groupe 
algebrique commutatif dtfini sur un corps de nombres. 
Le probleme a et6 Ctudit dans les cas particuliers des groupes liniaires 
et des courbes elliptiques par plusieurs auteurs. Citons les travaux de 
P. Philippon [P,], Y. V. Nesterenko [N] et recemment G. Diaz [D] sur 
la fonction exponentielle usuelle, de Brownawell et R. Tubbs ( [Br2] et 
[ Br - Tu] ) sur la fonction elliptique de Weirstrass. 
L’etude qualitative de l’independance algebrique dans le cadre general 
des groupes algebriques a tte introduite par M. Waldschmidt dans [Wa,]. 
L’aspect quantitatif sur les mesures d’indtpendance algebrique a CtC abordt 
par E.M. Jabbouri [J2]. 
Le but de ce texte est d’etendre, dune part, au cas limite les resultats 
qualitatifs, dans le cas d’un sous-groupe A un parametre, de [Wa,] et, 
d’autre part, de faire l’ttude quantitative sous ses deux aspects: mesure 
d’indtpendance algtbrique et mesure d’approximation simultante atin de 
gtneraliser et d’ameliorer les resultats anterieurs. 
La mtthode utiliste pour la demonstration de ces risultats a et& intro- 
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duite par G. Diaz dans [D] pour etendre au cas limite les resultats de 
P. Philippon [P 1] sur la fonction exponentielle usuelle. 
Nous la developpons ici dans le cadre general des groupes algebriques 
commutatifs. Pour Ctendre cette methode a ce cadre general, certaines 
dificultts, qui ne se posaient pas dans le cas des groupes lineaires, 
apparaissent. 
Ces difficult& proviennent de la nature geometrique de la variete sous- 
jacente au groupe algbbrique consider& qui est en general une variete 
quasi-projective et non plus affine comme dans le cas des groupes lineaires. 
Nous surmontons ces difficult& en operant une dichotomie au chapitre II, 
9 4. 
La situation ttudiee est la suivante. 
On considere un groupe algebrique G d&i sur un corps de nombres K, 
de la forme G$ x Gz x G, avec do = 0 ou 1, d, 2 0, G, designant le groupe 
additif complexe, G, le groupe multiplicatif complexe et G2 un groupe 
algebrique commutatif, sans facteur lineaire. 
Soient cp: C + G(C) un sous-groupe a un parametre de G(C) et 
Y, 7 **., y, des nombres complexes Q-lineairement independants. On pose 
Y = Zy, + ... + Zy, et r= cp( Y). 
Soit L un corps de dtfinition de I- (Tc G(L)). Le rkultat qualitatif 
essential de ce texte consiste en une minoration du degre de transcendance 
sur Q de L. 
Cette minoration fait intervenir le coefficient p# qui depend de r et 
G defini par p’ = min..,, {rang.(T/Tn G’) + rl + 2r,)/(dim G/G’)) ou G’ 
dtcrit les sous-groupes algebriques de G definis sur K et distincts 
de G, r, =dim G$/rr,(G’) od K, est la projection de G sur Gd,‘, 
r0 = dim G$/rr,(G’) oti R,, est la projection de G sur G$’ et r2 = 
dim G/G’ - r,, - rl. 
La demonstration de ces resultats utilise une hypothbe notee (H) appelee 
habituellement hypothese technique que nous Cnoncerons ulterieurement 
dans ce texte; cette hypothbe Porte sur la repartition des points de r dans 
certains sous-groupes algebriques de G (cf. I $ 1). 
On note d,=dimG,, d=dimG(=d,+d,+d,), f=rangzYnkercp et 
on suppose que 1 <m sinon le probleme serait trivial. 
On pose: 
p# d-d,-2d, 
K= (l-l/rn)p# ’ 
TH&O&ME. On suppose que (H) est vtrifiPe et IC > 1. Si G est non 
lintaire, on suppose de plus pL# > 2. Alors, degtro L 2 [K]. 
On obtient, comme corollaire de ce thtort+me, le rt%ultat suivant SW les 
vari&ks ab&ennes. 
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Soient A une variete abelienne, definie sur Q, de dimension g 3 1 et sans- 
multiplications complexes (End A N Z); fi, . . . . f, les fonctions abdliennes 
associees. Soient x , , . . . . x, des elements de Cg, Q-lintairement independants 
et Y,, . . . . Y, des nombres complexes Q-lineairement independants. 
L’hypothese technique (H) dans ce cas se deduit d’une hypothbe plus simple 
notee (H,) dans ce texte (cf I 4 2). 
COROLLAIRE. Si (Hz) est vdrij%e et gmn/(m + 2ng) > 1, alors 
[ gmn/(m + 2ng)] au moins des gmn nombres f, (xi y,), 1 < v <g, 1 < i < n, 
1 6 j 6 m sont definis et algebriquement independants sur Q. 
Un autre corollaire interessant du theoreme prectdant, en prenant 
G = G, x E”, od E est une courbe elliptique de Weirstrass d&ii sur Q, 
ameliore le corollaire 13.4 de [Wa,]. 
On note 9 la fonction elliptique associee a E et F son corps de multi- 
plications. 
COROLLAIRE. Soient /? un nombre algebrique sur Q de degre 6 > 2/[F: Q] 
et u un nombre complexe tel que Y(u), . . . . 9(/?‘-‘u) soient d&is. Alors, 
on a 
(i) si F= Q, degtro (p(u), . . . . p(/& ‘u)) > [(S + 1)/3]. 
(ii) si F# Q, degtrQ (g(u), . . . . S(/?- $4)) > [(S + 1)/2]. 
Parallelement a ces resultats qualitatifs, nous obtenons leur analogue 
quantitatif concernant les mesures d’approximations simultanees et les 
mesures d’indtpendance algebrique. Pour illustrer ce type de rbultat, 
citons le corollaire suivant sur les mesures d’approximation simultanees des 
en, e 112 , .,,, e nd’, d’ 2 4. 
COROLLAIRE. Soit 8 un nombre transcendant. Si d’=4 (resp. d’ > 4) il 
existe c = c(d’, (3) > 0 tel que pour tout uplet (P,, . . . . P,,! ~ ,) de polynomes de 
Z[X] de tailles 6 T (avec T > 1 ), on ait: 
1% max Ien’ - P,(e)1 2 -exp(cT*) 
l<i<2d’-l 
resp. log 
TZd’/(d’ ~ 4) 
l<z;;,p, Ie”‘-pAe)l 2 ylog T14,(&-4) . 
. . > 
L’lquivalence entre les deux notions quantitatives d’independance 
algebrique; mesure d’indtpendance algebrique et mesure d’approximation 
simultante, a ttt etudiie par P. Philippon dans [ P2]. Mais, une equivalence 
line entre ces deux notions n’est pas ttablie. 
Le passage de l’une a l’autre fait perdre sur la qualitt de la mesure; en 
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effet, les resultats que now obtenons dans ce texte en utilisant le critbre 
demontrt dans [A,] sont plus fins que ceux obtenus par P. Philippon a 
partir des mesures d’independance algebriques dans [P,] . 
Les outils de demonstration sont les suivants: 
La methode de construction auxiliaire Claboree dans [P-W] (et 
necessaire pour traiter des cas ou p# n’est pas maximal), la methode 
d’extrapolation de [D] avec une formule d’extrapolation de [R] et le 
lemme de zeros de [P3]. L’outil algebrique essentiel est un critere pour des 
mesures (cf. Chapitre II) qui englobe deux criteres, l’un pour obtenir des 
mesures d’independance algebrique (dtduit de [J, ] ) et l’autre pour obtenir 
des mesures d’approximation simultanee (provenant de [A 1 ] ). 
Voici le plan de ce travail: 
Dans la premiere partie, on introduit les notations au 3 1 et on &once 
le thtoreme principal et ses corollaires au 0 2. 
La deuxibme partie est consacree a la demonstration de la proposition 
principale &on&e au 0 1. Pour demontrer cette proposition, on fait une 
dichotomie au 9 4; dans le premier cas, la demonstration est immediate, 
dans le deuxieme cas, le schema de demonstration est le schema classique 
en transcendance, on construit la fonction auxiliaire au premier pas, on 
extrapole “a la Diaz” au deuxieme pas et on utilise le lemme de zeros au 
troisieme pas. 
Dans la troisieme partie, on applique le critere pour des mesures pour 
conclure. 
Notons que les rbultats principaux de ce travail constituent la deuxieme 
partie de ma these d’universite [AZ], l’introduction du parametre B(S) au 
0 1.1 corrigeant une erreur de cette reference. 
I1 faut signaler que R. Tubbs a demontre recemment des resultats 
qualitatifs similaires avec une hypothese technique plus forte, de type p# 
maximal. 
Je remercie vivement Patrice Philippon pour les discussions fructueuses 
que nous avons eues ainsi que Michel Waldschmidt et G. Diaz pour leurs 
encouragements et remarques sur ce texte. 
I. NOTATIONS ET ENONCES DES R~JLTATS 
5 1. Notations et d@nitions 
Soit G2 un groupe algebrique commutatif connexe de dimension d,, 
dtfini sur un corps de nombres Kc C. 
Le groupe G,(C) des points complexes de G, est un groupe de Lie com- 
plexe. On note TG2(C) son algebre de Lie, identifiee a son espace tangent 
a l’origine et expG2: T,,(C) + G2 (C) son application exponentielle. 
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Soit $ : C + G,(C) un homomorphisme analytique tel que son applica- 
tion tangente a l’origine Lie $ : C -+ TG2 (C) soit non nulle ($ est un 
sous-groupe a un parametre de G,); on a $ = expG2 0 Lie I,+. 
Soit xz: G2(C)+PN(C) un K-plongement de G*(C) darts un espace 
projectif tel que x2 0 exp,, : T,,(C) + PN(C) soit deftni par des fonctions 
analytiques d’ordre <2 que nous noterons O,, . . . . 0,. Des plongements de 
ce type sont construits par J-P. Serre dans [Se]. 
On suppose que Gz est saris facteur lineaire et on considere un groupe 
produit dkfini sur K de la forme G = G? x Gz x G,, od d, est un entier 
&gal a 0 ou 1, d, un entier 3 0, G, designe le groupe additif des nombres 
complexes et G, le groupe multiplicatif des nombres complexes. 
Soit x le K-plongement natural, defini a partir de x2, de G(C) dans 
A,(C) x Ad, (Cl x PN(C). 
Soient x1, . . . . xd, des nombres complexes lineairement independants sur 
Q et cp: C + G(C) l’homomorphisme analytique detini par: 
dz) = (2, exp(x,z), . . . . exp(xd,z), $(z)). 
Si do = 0, on omet Cvidemment dans la definition de cp, la premiere com- 
posante. De m&me, si d, = 0, on omet les d, composantes correspondantes 
dans Ad, et si d2 = 0, on omet la composante $(z). 
On a cp=exp,oLie cp. 
Soient yI, . . . . ym des nombres complexes lintairement independants sur 
Q. Posons: Y=Zy,+ ... +Zy,, r=q(Y). 
Le but est de minorer le degrCl de transcendance sur Q d’un corps de 
definition de r. Cette minoration fait intervenir le coefficient p# qui 
depend de r et G dttini dans l’introduction. 
Quitte a faire une transformation lineaire, on peut supposer que 
O,(Lie 1+4(y~)) # 0 pour tout j, 1 <j < m - 1 et on pose 
W = Yj ,  exp(x, Yjh 
@,Wie Il/(Yj)); i = 1 
h&e +(Yj)) 
> *.*> d,;j= 1, . . . . m-l;s=O, . . . . N 
> 
, 
si do = 0, on omet les composantes y,, . . . . y, _, dans la definition de 0. De 
m&me, si d, =O, on omet les composantes exp(x, yj), 16 i<d,, 1 <j< m - 1 
et si d, = 0, on omet les composantes O,(Lie II/( y,))/S, (Lie Ic/( yj)), 
1 <j<m-Z, O<s<N, On pose L=K(o). 
L est le plus petit corps de definition de r. Le resultat qualitatif principal 
de ce texte est une minoration du degrk de transcendance sur Q de L; les 
rbultats quantitatifs sont des mesures d’approximation simultanees et des 
mesures d’independance algtbrique de w. 
Rappelons d’abord la notion de “mesure d’approximation simultanie.” 
Pour cela, nous allons detinir une notion de taille sur un anneau de type 
lini. 
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DI~FINITION 1. Soient x, , . . . . xk des nombres complexes algebriquement 
independants sur Q et I entier sur Z[x,, . . . . xk] de degre 6. 
Soit pEz[xl, . . . . xk? r]-(O), b s’ecrit dune man&e unique sous la 
forme fl = cf:d Pi(xl, . . . . xk) c’ avec Pi(xI, . . . . xk) E z [x1, . . . . xk]. 
On detinit, en suivant [ Wu,] 8 4.2, la taille t(b) de /3 relativement au 
systeme {x,, . . . . xkyc) Par:t(b)=mBxO.j.~-, {logH(P,)+degPi,PiZO} 
on deg Pi dtsigne le degrt total de Pi et H(P,) le maximum de valeurs 
absolues des coehicients de Pi. 
DEFINITION 2. Soient @ = (a,, . . . . a,) E C” et Y: R + + R + une fonction. 
Y est une mesure d’approximation simultante en dimension k de or si pour 
toute extension L de Q de degre de transcendance k; L = Q(x,, . . . . xk, [) 
avec x,, . . . . xk Q-algbbriquement indtpendants et i entier sur Z [x1, . . . . xk], 
il existe.c = c(xl, . . . . xk, [) > 0 verifiant: pour tout uplet /I = (fir, . . . . /3,) dont 
les coordonnees sont dans Z [x,, . . . . xk, 11 - {0}, de tames (relativement A 
ix 1, . ..1 xk, [} ) inferieures A T, on a: max 1 s jG n I aj - fij I >, exp( - Y(cT)). 
Remarquons que dans la definition 2, la fonction Y ne depend pas du 
systeme de gtnerateurs {x, , . . . . xk, [} et c ne depend pas de &. 
Pour defmir la notion de mesure d’independance algebrique, nous 
reprenons les notations et definitions de P. Philippon (cf. [P,]). 
Soient u une place de K, Ku le complete de K pour V, C, le complete 
dune cloture algebrique de K,, n, le degre de K, sur Q, et ITS le plongement 
de K dans C, Ctendant le plongement canonique de K dans K,. 
Pour P un polynome A coefficients dans K, on dtsigne par M,(P) le 
maximum des valeurs absolues des coefficients de a,(P) si u est finie et la 
mesure de Mahler de o,(P) si u est intinie. 
On definit la hauteur, la hauteur invariante et la taille de P par: 
1 
h(P) - [K : Q] 
-- 21vnu max(O, log M,(P)) 
1 
et 
t(P) = max (1 + deg P, h(P)). 
Soit Z un ideal homogene de K[X,, . . . . A’,] de codimension n -k 1 --s et 
do N”, P. Philippon definit dans [P,] les notions de hauteur d’indice d 
de Z et de degre d’indice d de Z par: H&Z)=: b(f,), Deg,(Z)=: d’f, 
oti f, est une forme U-eliminante d’indice _d de Z quelconque (ref. [PI] 
definition 1.14). 
641/42/2-6 
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Si 5 E P, (C,), il definit la valeur absolute d’indice 4 de I en 3 par: 
oti 8,,, est le morphisme defini dans [P,] (cf. definition 1.15). 
Dans ces notations, on omet l’indice d quand d = ( 1, . . . . 1). 
Pour J un ideal de codimension n + 1 -s de K[X,, . . . . X,,] et YE C” 
on pose: IlJIl,= IIhJII~,.~, et T(J) = Ht(“J) + Deg( “J) ou hJ est i’idtal 
homogeneise dans K[X,,,..., X,] de J. 
DEFINITION 3. Soient g E C” et @: R + + R + . @ est une mesure 
d’independance algebrique de g en dimension k si pour tout ideal J de 
codimension n -k de K[X, , . . . . A’,], de taille T(J) assez grande, on a: 
IIJIIT~exp(-~(~(J))). 
On rappelle qu’a toute sous-variett algebrique V de P = P, x P,, x P,, 
on associe un polynome en 3 variables a coefftcients rationnels, dit 
polynome de Hilbert-Samuel de V. 
On designe par deg V le nombre de points d’intersection de V et de 
dim V hyperplans generiques. 
Si G’ est un sous-groupe algebrique connexe de G et D,, D,, Dz des 
nombres reels > 0, on designe comme dans [ PX] par H(G’, Do, D, , D2)/ 
(dim G’)!, la valeur en (D,, D,, Dz) de la partie homoede plus grand 
degre ( = dim G’ ) du polynbme de Hilbert-Samuel de x(G’), (oti 1 est le 
K-plongement de G dans P defini plus haut et x(G’) l’adherence de Zariski 
de x(G’) dans P). 
Dans toute la suite, on designe par cO, cl, . . . . ci des reels ne dependant 
que de G, [K: Q], x, cp, x,, . . . . xd,, y,, . . . . y,, par c un nombre reel 
sufftsamment grand par rapport a c,, . . . . ci, . . . . et par S, un nombre reel 
sufftsamment grand par rapport a c. 
Pour S 2 S, et G’ un sous-groupe algtbrique connexe de G distinct de G, 
on pose: 
A(S, G’) = 
d! deg G, 
c 
card(r(sFG’) 
H(G,, y (log s) - I, pi’” ~ 1, px - 2) l/(dlm G/G’) 
x H(G, S”‘(logS)-‘, SF’-‘, S’“-2) > 
Nous allons minorer convenablement cette quantite. 
On a: card((T(S) + G’)/G’) > SrangzTIrrrG’ et on dtduit du $3 de [P3] 
que: 
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cd , fd , deg G2(SPf(log S)-1)“” S(P’-~)~I$P~-*)~~ 
0. 1. 2. 
et H(G’, F’“(log S)-‘, S‘-‘, S’-*)>(d-r)!/(do-ro)!(d, -r,)! d2-r,)! 
(SP” (log S)-l)do-W S(PY-l)(dl-rl) &‘(Pd-*)(dZ2--12) oh rO=dim G?/n,(G’), 
or = dim G$/n, (G’), r2 = dim G/G’ - r. - rr, no (resp. rr, ) etant les projec- 
tions canoniques de G sur G, (resp. G sur Gz). 
D’oti A(S, G’) > (- l/~~‘“~‘~‘)) S (rangz(f/fn G’ + II + 2r2)/(dimG/G’)- f16! 
x (log S)ro/Wm G/G’) 
Or, par definition, on a p* = min,,,, (rang,(I’/Tn G’) + rl + 2r2)/ 
(dim G/G’), d’oti 
A(& G’) 2 (c- Mdim G/G’))(log s)ro/(dim G/G’) (1.1) 
pour tout sow-groupe G’ 5 G. 
Posons A(S) = min,.,, A(S, G’) oti G’ dtcrit les sous-groupes algebri- 
ques connexes de G et distincts de G et B(S) = min {A(S), (l/c) (log S)do’d}. 
Remarque. Soit G’ tel que A(S, G’) = A(S). Si n,(G’) = (01, on a ro= do 
et on dtduit de I’inCgalitC (1.1) que A(S, G’) > (l/c) (log S)do’d et, par suite, 
on a B(S) = (l/c)(log S)4’d. 
On definit les parametres suivants: 
Do(S)= l 
i 




‘-‘B(S) si d, #O 
sinon, 
‘-*B(S) si d, #O 
sinon, 
Do(S) = CD,(S)1 
01(S)= Cull 
D*(S) = C~2(S)l~ 
oti [DJ designe la partie entiere de Di. 
D’aprb l’inegalitt (1.1 ), on a E(S) > (l/c), on en deduit que si pL# > i, 
pour i = 0, 1 ou 2, alors pour tout S > So, Oi(S) est un entier > 1, puisque 
So est suffisamment grand par rapport a c. 
Pour h = (h,, . . . . hm)~Zm, on pose h.y=h,y,+ ... +h,y, et, pour S 
reel >O, on pose: 
Y’(S)= {h-y, (h,, . . . . hm)~Zm, lhil <S, 1 <i<m} 
Y(S) = (h . Y, (A,, . . . . h,)EZm,O<hi<S, l<i<m} 
m) = d Y(S)). 
Dans toute la suite, on identifie G a x(G) atin d’alltger ies notations. 
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Pour la demonstration du thtoreme principal, on utilise une hypothese 
(H) appelee habituellement hypothese technique. Cette hypothese Porte sur 
la repartition des points de Z dans certains sous-groupes algtbriques de G. 
G Ctant K-plonge dans P =: P, x P,, x PN, on dira qu’une sous-groupe 
connexe G’ de G est incompletement dtfini dans G par des equations de 
multi-degres <(D,, D,, D2) si G’ est une composante irreductible de 
G n 9’(Z), ou S(Z) c P designe l’ensemble des zeros dun ideal Z de K[P] 
engendrt par des polynbmes de multi-degres < (Do, D, , D2). 
On choisit une norme I(. // sur T,(C). 
L’hypothese (H) est la suivante: 
(H) 11 existe cb > 0 et S, > 0 tels que pour tout S 3 S, et pour tout sous- 
groupe algebrique connexe G’ s G c P, x P, x P, incompletement defini 
par des equations multi-homogenes de multi-degrts d (d,(S), D1 (S), 
26, (S)) et tout p E Y’(S), on ait les proprittes suivantes: 
(1) siy#O, (y)aexp(-cbSlogS) 
(2) ou bien cp(v)~G’(C), ou bien pour tout UE To(C) tel que 
exp,(u) E G’(C), 11 u - Liecp(y)lJ > exp( -+!7’* log S) 
0 2. &ton&s des resultats 
TI&ORI~ME PRINCIPAL. On suppose l’hypothese (H) vPrt@e et K > 1, si G 
est non lineaire on suppose de plus ,u# > 2. 
Soit k un entier 2 0 tel que K b k + 1. Alors, il exists deux nombres reels 
cL=cl(G,x,~, CK:Q1,xl,...,~d,,~l,...,ym,k)>Oet 
c2 = c,(G, x, 4p, [K : Q], xl, . . . . xd,, y,, . . . . ym, k) > 0 vCrt$ant: 
(i) si rc = k + 1 la fonction a1 (T) = exp(c, TdJdeKdo) (resp. 
Y, (T) = exp( c2 TKdld- Kdo )) est une mesure dindependence algebrique (resp. 
une mesure d’approximation simultanee) de w en dimension k. 
(ii) si ~>k+ 1, la fonction @2(T)=c,(T/(log T)(d-Kdo)‘lid)K’(K--k-l’ 
(resp. !P* ( T) = c2 ( T/( log T) Cd- KdO)lKd)K(k + 1)/(K - k - 1)) est une mesure &in&- 
pendance algebrique (resp. une mesure d’approximation simultanee) de 0 en 
dimension k. 
Remarque. La condition pL# > 2 (resp. ,u# > 1) si G est non lineaire 
(resp. G est lintaire) est necessaire pour la construction de la fonction 
auxiliaire (cf. definitions des parametres au II. $1). 
On montre facilement que l’hypothese K > 1 entraine la condition 
prectdente dans certains cas, notamment dans les cas ou le groupe est 
lineaire ou une variete abelienne. 
L’analogue qualitatif du theoreme principal est le resultat suivant. 
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COROLLAIRE 1. Sous les hypotheses du thtoreme principal, on a: 
degtrQ Q(w) 2 II4 
Dans les corollaires qui suivent, pL# est maximal c’est-a-dire que p# = 
(m - 1 -t d, + 2d,)/d et par suite K = md/(m - I + d, + 2d2). Ce theoreme 
ameliore done un resultat dans le cas d’un sow-groupe a un parametre de 
M. Waldschmidt (cf. [Wa,], th. 1.4) qui obtenait comme minoration 
md/(m - Z+ p(d, + d, + d2)) - 1 ou p = 1 si G est lineaire et p = 2 sinon. 
A propos des mesures d’approximation en dimension 0 
En dimension 0, on dispose dune notion de taille intrinseque (“size”) (cf. 
[Wa,], I 0 1.2) dun nombre algebrique a non nul; s(a) = max(log d(a), 
log tl), oti d(a) est le plus petit entier d > 0 tel que da soit entier algebrique 
et Or est le maximum des valeurs absolues des conjugues de a. 
L’equivalence entre cette taille et la taille relative a un entier algebrique 
de la definition 1 fait apparaitre le discrimant du module engendrt par 
l’entier algebrique considirt. 
En dimension 0, l’utilisation de la taille s est mieux adaptte pour l’ttude 
des mesures d’approximation, on a alors le theoreme suivant. 
On note 0 = (wl, . . . . w,). 
THBOR~~ME 1. Sous les hypotheses du theoreme principal, il existe C = 
C(G, x, CP, CK : QI, XI, . . . . xd,, ~1, . . . . y,) > 0 vertfiant la propriete suivante: 
pour tout n-uplet de nombres algebriques non nuls (a,, .,., a,) tel que 




log max lOi-ai\> -C 
lii<?l 
(log ~#d- 4)lKd 
En particulier, on retrouve le corollaire 1 de [Mi-Wa] sur les mesures 
d’approximation des 6 exponentielles. 
On dtduit du theoreme principal les resultats suivants, concernant la 
fonction exponentielle. 
Independance algebrique de valeurs de la fonction exponentielle 
Soient x1, . . . . x, (resp.y,, . . . . y,) des nombres complexes Q-lineairement 
independants. Posons tcl = mn/(m + n), uL1# = (m + n)/n, p, = 1, PC’) = 
( exlyl, ,.., ex” -“m), KZ=m(n+l)/(m+n), nf =(m+n)/(n+ I), pz=(m+n)/n, 
q(” = ( yl, . . . . y,, exly’, . . . . exnym). 
Pour v = 1 ou 2, on considere l’hypothese (H,) suivante: 
(H,) I1 existe CL > 0, Sk > 0 tels que pour tout S> 5’: et pour tout 
n. =: (A,) . ..) A,,) non nul dans Z” veritiant ( ;1I =: max, = ,, __,, n 1 li( < S 
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(resp. pour tout b =: (h,, . . . . h,) non nul dans Z” verihant I h I =: 
maXj=1,...,, lhjl G S) on ait: ) C;= 1 &xi/ 2 exp( - S”‘C2flJ+ - I’) 
(c,?!, h, rjl 2 max(exp( -c:S log S), exp( -S”“Fa + ‘I))). 
(resp. 
COROLLAIRE 2. Soit v = 1 ou 2. On suppose tc, > 1 et l’hypothese (H,) 
vertjiee. Soit k un entier 2 0 tel que K, B k + 1. Alors il existe deux nombres 
rkels cl = cl(xI, . . . . x,, y,, . . . . ym, k) > 0 et c2 = cz(x,, . . . . x,, yl, . . . . y,, k) > 0 
tels que: 
(i) si k,=k+l la fonction Q1(T)=exp(c,TPv) (resp. !PI(T)= 
exp(c2T”VPv)) est une mesure d’independance algebrique (resp. une mesure 
d’approximation simultanee) de o(“’ en dimension k. 
(ii) si tc,>k+ 1, la fonction G2(T)=cl(T/(log T)“KVPV)Kd(Kv--k-‘) 
(resp. ul, (T) = c2 (T/(log T) llxvpv)Kv(k+ Ol(Kv--k- 1)) ept une mesure &in&- 
pendance algebrique (resp. une mesure d’approximation simultante) de ,(“’ 
en dimension k. 
Si on prend xi = x’, pour (1~ id d’), yj = zj- ’ 1 6 j < d’, on deduit du 
corollaire 2 le resultat suivant sur les mesures d’approximation simultanees 
de (e”, . . . . eXzd’-’ ) en dimension 1. 
COROLLAIRE 3. Soit 8 un nombre transcendant. Si d’ = 4 (resp. d’ > 4), il 
existe c = c(d’, 0) > 0 tel que pour tout uplet (P, , . . . . P,,,- ,) de polynomes de 
Z[X] de tailles,< T avec T > 1, on ait: 






Ie”‘-Pi(e)l 2 -c (log T)4/(d’-4) 
On peut remplacer dans le corollaire 3, rc par e ou par un nombre 
transcendant w  verifiant l’hypothtse suivante: il existe H, > 0 tel que pour 
tout Ha H, et tout uplet (h,, . . . . hd’) d’entiers non tous nuls verifiant 
maxoGjsdf lhjl <f~!, On a: 
I I 
g hjw’ >exp(-cHlogH) oh c = c(w, d’). 
j=O 
Rappelons que a et e veritient une hypothtse plus forte avec 
exp( -c log H) comme minorant dans l’inegalid prtcedente (voir par 
exemple CC,]). 
COROLLAIRE 4. Soient y un nombre complexe non nul de logarithme non 
nul, B un nombre algebrique de degre 6 3 2, et k un entier 20. Alors il existe 
c, = c1 (y, /I, k) > 0 et c2 = c2 (y, /?, k) > 0 ayant la propriete suivante: 
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(i) si 6=2k+ 1, la fonction @,(T)=exp(c,T’) (resp. Y,(T)= 
exp(c,T’+‘)) t es une mesure d’independance algebrique (resp. une mesure 
d’approximation simultanee) en dimension k de (y, yp, . . . . yp*-‘). 
(ii) si 6 > 2k + 1, Zafonction G,(T) = c, (T/(log T)‘i(s+“)cs+“‘cs-2k- ” 
l/(6+1) ca+I)(k+1)/(6-2k-Il (rev. y2(T)=c2(T/(log T) 1 1 est une mesure 
d’independance algebrique (resp. une mesure d’approximation simultante) en 
dimension k de (y, yp, . . . . yB”-‘). 
En particuher, on retrouve le rcsultat qualitatif suivant, dkmontre par 
G. Diaz CD]. 
Sow les hypothkses du corollaire 4, on a: degtroQ(y, yp, . . . . yb6-‘) > 
C(S + 1)/21. 
Independance algebrique de valeurs de la fonction elliptique de Weierstrass 
On dCduit aussi du thkorkme principal l’analogue elliptique des rtsultats 
prkkdents. 
Soient 9 une fonction elliptique de Weierstrass d’invariants g, et g, 
algkbriques, Q le rbeau des pkriodes, F le corps des multiplications de 9 
et G(F) l’anneau des entiers de F. 
Soient x, , . . . . x, (resp. y, , . . . . y,) des nombres F-lintairement indkpen- 
dants. On pose tc3=[I’:Q]mn/([F:Q]m+2n), ur=([F:Q]m+2n)/n, 
P3 = 1, wC3’ = (9qXi y,), l<i<n, ‘. 
[F:Q]m(n+l)/[F:Q]m+2n), uf =(~~:‘Q~mm’+2~$fn?)), 5:: 
([F : Q] m + 2n)/2n, g(4) = (y,, 9(xi y,), 1 < i < n, 1 <j d m, xi yj 4 52). 
Soit v = 3 ou 4, on considere l’hypothese (H,) suivante: 
(H,) 11 existe cl > 0 tels que pour tout S 2 5’; et pour tout 4 =: (A,, . . . . A,) 
non nul dans (O(F))” vkifiant I& 1 =: maxi= 1, ___, n 1 Ai] < S (resp. pour tout 
& =: (h,, . ..) h,) non nul dans (I~(F))~ vkriliant ( b ( =: maxi = i, _,,, m ( hj I< S) 
on ait: ICY=, &xi1 ~exp(-SCF’Q1m’(6(~:-2)+1’) (resp. ]~~zl hjyjl > 
max(exp( - c\S log S), exp( - SCF’Q1m’(4(P: -‘I+ 3)))). 
COROLLAIRE 5. Soit v = 3 ou 4. On suppose K, > 1 et l’hypothbe (H,) 
vtrtjiee. Soit k un entier 2 0 tel que K, > k + 1. Alors il existe deux nombres 
reelsc,=c,(x, ,..., xn,yl ,..., y,,k)>Oetc2=cZ(x1 ,..., x,,yl ,..., y,,k)>O 
tels que: 
(i) si K,= k+ 1 la fonction ~P~(T)=exp(c, TPV) (resp. Y,(T)= 
exp(c, T“+)) est une mesure d’independance algebrique (resp. une mesure 
d’approximation simultanee) de o(“’ en dimension k. 
(ii) si K, > k + 1, la fonction cD*( T) = cl( T/(log T)““vPV)“v”“v’-k- ‘) 
(resp. Y2(T) = c,(T/(log T)l’KvPV)Kv(k+ ‘M+~- ‘)) est une mesure d’inde- 
pendance algebrique (resp. une mesure d’approximation simultante) de g(“) 
en dimension k. 
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L’analogue qualitatif de ce corollaire est le rtsultat suivant: 
COROLLAIRE 6. Soit v = 3 ou 4. On suppose que tc, > 1 et /‘hypo&~e 
(HY) uPrzj?ee. Alors 
degtro (r$‘)) 3 [tiY] . 
COROLLAIRE 7. Soient /I un nombre algtbrique de degre 6 2 2 sur F, et 
u un nombre complexe tel que P(u), 9(/k), . . . . S(/?‘~ ‘u) soient definis. On 
suppose que 6 > 2/[F : Q], alors: 
(i) si 9 est sans multiplication complexe (F = Q) et 6 > 2, on a 
degtr, Q(P(u), I, . . . . PW-‘u))> C(d+ I)/31 
(ii) si B admet des multiplications complexes ([F : Q] = 2) et 6 > 2, 
on a degtro Q(.P(u), P(fiu), . . . . .!Y(ps-‘u))3 [(S + 1)/2]. 
Independance algebrique et varietes abeliennes 
Soient A une variete abilienne, definie sur Q, de dimension g > 1 et 
satisfaisant End A N Z; fi, . . ..fp les fonctions abtliennes associees, Sz le 
reseau des p&odes; A N C?/sZ. Soient x,, . . . . x, des elements de Cg, 
Q-lineairement independants et y, , . . . . y, des nombres complexes 
Q-lineairement independants. On choisit une norme /I . I/ sur Cg et pour 
UEC~, on pose dist(cl,SZ)=min,,, jIc1---wII. 
L’hypothbe technique est la suivante: 
(H,) On suppose qu’il existe c; > 0, S; > 0 tels que pour tout Sa S5 et 
pour tout uplet (A,, . . . . A,) E Z”, veriliant maxi GiGn 1 liJ Q S” et tout uplet 
(h , , . . . . h,) non nul de Z” verifiant max, 1 hiI < S, on ait : I cj”= i h, yj I > 
exp( - c;S log S) et si c1= (Cy=, &x,)(~,Y! I h, y,) $ Q alors dist(a, Sz) > 
exp( - Szm). 
COROLLAIRE 8. On pose K = gmn/(m + 2ng). On suppose f’hypothtkse 
(H,) vtrifiPe et tc> 1. Alors au moms [gmn/(m+2ng)] des gmn nombres 
fy(xi y,) 16 v <g, 1 < i< n, 1 <j< m, sont d&finis et algebriquement 
independants SW Q, 
Si mn/(m + 2ng) > 1, l’hypothese technique se rkduit a une hypothese plus 
faible que (H,); on demande comme dans le cas elliptique seulement une 
mesure d’independance lineaire des xi et des yj. 
II. PROPOSITION PRINCIPALE 
L’outil essentiel de la demonstration du theoreme principal est le critere 
d’independance algebrique suivant; ce critere englobe un critere pour 
des mesures d’approximation simultanee et un critere pour des mesures 
d’independance algebrique qu’on dtduit de [A,] et [Ji] respectivement. 
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CRIT~RE POUR DES MESURES. Soient 0’ = (co;, . . . . co:) E C”, k E { 0, ..,, n - 1 }, 
K un corps de nombres, u: R + + R + une fonction continue et strictement 
croissante. On suppose qu’il existe c,, > 1 et N, > 0 tels que pour tout reel 
N3 No, il existe un ideal I,= (G,.,, . . . . G,,(,,) de K[X,, . . . . X,] verfiant: 
(1) l’ensemble des zeros de I,,, dans la boule de C” de centre 0’ et de 
rayon exp( - c0 Nk + ’ . u(N)) de C” est vide, 
(2) max lGjGm(N, I GN.j(w’)l Gexp(-Nkfl .u(N)), 
(3) maxi G,Gm(Nj t(GN.j) d N. 
Alors, si v designe la fonction inverse de u, on a les proprietes suivantes: 
(i) il existe c1 =cl(cO, n, k, [K: Q])>O telle que lafonction definie 
par @(T)=c,T.(v(c,T))~+’ soit une mesure d’independance algebrique en 
dimension k de 0’ (au sens de la definition 3 du ch. I, 0 1). 
(ii) il existe c2 = cZ(cO, n, k, [K : Q]) > 0 telle que la fonction definie 
par !P(T)=c,P+~~(v(c~P+~))~+~ soit une mesure &approximation 
simultanee en dimension k de w’ (au sens de la definition 2 du ch. I, 6 1). 
Demonstration du critere. 
(i) On pose ~‘=(l+(k+2)log(n+1))(4[K:Q]+k+2)27~+~. 
On demontre precisement que pour tout ideal 9 de codimension n-k tel 
que T(Y) 2c’+‘~;~+‘u(Ni) ou N, = c~+‘(N~+‘u(N,) + 1) 2 N,, on a: 
log 119 Ilo,> -c’C~+lT(S)(v(c’c~+’ T(Y)))k+ l. 
En effet, soit 3 un ideal de codimension n-k satisfaisant T($) > 
c r-1 CO -k+‘u(Nl). 
On pose N= v(c’ct+’ T(4)), s=N,r=N(l+(k+l)log(n+l)), cr=co, 
U=c’c;+‘T(c%) Nk+l. On applique le critere de Jabbouri (cf. [Ji]), les 
conditions T”~+’ 2 CT > 1, r 2 6(k + 1) log(n + 1) et U2 6(4[K : Q] + k) z 
apparaissant dans ce critere sont satisfaites pour les parametres defmis 
ci-dessus. 
On a de plus: T/cT~+’ 2 N/c:+’ 2 N,/ct+’ > N$+iu(N,) et U/ok+’ 6 
cT(~)N~+~<N~+‘(u(N)/c:,+~). 
Soit S un entier veriliant r/crk” < S< U/ok+ ’ et soit N’ le nombre reel 
defini par Nlk + ‘u(N’)/ci+ ’ = S; on a N’ 2 No. 
Posons Q, j = G,,, j pour 1 < j d m(N’), alors la famille des polynomes 
Q Ss,m(wj s, 1, . . . . vtrilie les conditions (b), (c), (d), (e) du critke de 
Jabbouri. Enfin, la condition (f) de ce m&me critbe est satisfaite pour les 
parametres d&is plus haut et la conclusion est done que log 11 Y 11 o, 2 - U. 
(ii) L’enonce du critere (ii) est une version legtrement differente du 
critere principal de [Al]; en effet, dans cette reference, la dtpendance de co 
en fonction des donntes du probleme nest pas p&i&e. Neanmoins, la 
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demonstration se recopie; on reprend la demonstration du critere principal 
de [Al] avec tj= 1, cr =cO, cl= 1 et c3= 1; on montre que pour tout 
systeme (x1, . . . . xk, <} avec x,, . . . . xk k nombres Q-algebriquement 
independants, i entier sur Z[x,, . . . . xk] et tout (fir, . . . . /?,)E 
(ZCX, 9 ..., xk, {] - (0))” veritiant max, GiGn t(fli) 6 T, on a: 
max Iw;--piI >exp[-c”Tkfl(u(c”Tk+l))k+l] 
l<i<n 
(2.1) 
od c” est un nombre reel > 0 veritiant certaines conditions; pour preciser 
la dependance de c” en fonction des donntes initiales, tcrivons toutes ces 
conditions qui apparaissent dans la demonstration du critere de [Al]. 
Rappelons quelques notations de [AI]: R(x, , . . . . xk, X) dtsigne le poly- 
nome minimal de [ sur Z[x,, . . . . x,], 6 = deg,R et C’ = c”/2(c, + c2) = 
c”/2( cg + 1). 
c’ doit verifier les conditions suivantes: 
(Cl) Cfl/(k+ 1) > 8c, (cl + log 2) (cf. [AI], p. 281), ou c,=&,+ 1 
et ck = 7(4k + n + 8)(k + [K: Q] + log(2 + Ii I) + 5)* t(R). 
(C,) Crl’ck+l)> (4c;,)k+’ (cf. [AI], p. 282), od c;r =20(k+ 1) 
x log(k + 1) c6 et c6 = (4k + n + 8)(3k + 10) t(R). 
(C,) C’l”k+l’ > c;;* + c;,cy + log 2 (cf. [AI], p, 285), ou 
c’,* = 32(k + 1) log(k + 1) c6 et c2* = 8(k + 2) log(k + 1) c6. 
(G) c ‘l”k+ l’c5 > c;: 2 + c;,c;+ 1 + log 2 (cf. [AI], p. 285), ou 
c5 = c,/2 = 112. 
Les conditions (C,), (C,), (C,) et (C,) permettent de trouver un nombre 
reel c1 = c1 (c,, k, n, [K : Q] ) effectivement calculable tel que l’idgalite 
(2.1) soit verifite pour 
c”>/c,(c,,, k, n, [K: Q])((log(2+ IiI))2’k+1) 
x (t(R)) kfl gk+‘+(f(R))(k+‘)(k+*)) 
or, 6 d t(R) et, d’autre part, on a: 
1 i 1 < fW(x,, . . . . xk, x)) + 1 
< H(R)( 1 + ,ma:, I xi1 )deg ’ (deg R)k + 1 
. . 
< 2deg R M( R)( 1 + ,ma:k I xi 1 )deg R (deg R)k + 1 
. . 
oti H(R) (resp. M(R)) disigne la hauteur naive (resp. la mesure de Mahler) 
de R. D’oh, log(2+ I[l)<(log(l +maxIGiGk IxiI)+k+2+log2) t(R). 
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En resume, il existe un nombre reel c2 = c2(c0, k, n, [K: Q]) effective- 
ment calculable tel que l’inegalite (2.1) soit satisfaite d&s que C” verifie 
c”2~2(co, k n, CK: Ql)((log(l + ,:yk I~jl)))*(~+~) . . 
x (t(R))4(k+l)+ (t(R))(k+l)(k+*‘). 
D’ou, a la vue de la definition 2, la propriett (ii). 
$j 1. Proposition principale 
On pose: S,=C~+~(S~+~)~‘~~#, d(S)=SPx(logS)do’d, r(S)=S”*” (logs). 
Le but de la proposition suivante est de montrer que w  v&tie les 
hypotheses du critere precedent. 
Soient 8,, . . . . 8,, 8,+ 1 des nombres complexes tels que ~9,) . . . . 19, soient 
algebriquement kid&pendant sur Q, 0,+, entier sur Z[e,, . . . . e,] et K(w) = 
cm . . . . et+,). 
La demonstration du theoreme repose sur la proposition suivante. 
Rappelons la constante c introduite aprb la definition de B(S) au I. 5 1. 
ENON& DE LA PROPOSITION PRINCIPALE. On suppose l’hypoth&e (H) 
vh@e et K > 1. On suppose de plus p# > 2 si G est non linkaire. Alors, pour 
tout S 2 S,, il existe un ideal Ys = (Ps,, , . . . . Ps,m(s,) dans K[X, , . . . . X,] tel 
que : 
(1) l’ensembe des zeros de 9s dans la boule de C’, de centre 
g = (e,, . . . . 0,) et de rayon exp( -cr(S)) est vide, 
(2) max I<i$m(S) IPs,i@)l GexP(-c2r(S)L 
(3) max I Qi<m(S) t(PS,i) 6 c3d(s). 
Pour ddmontrer cette proposition, nous aurons besoin de plusieurs lemmes. 
0 2. Lemmes auxiliaires 
Nous utiliserons souvent le lemme suivant: 
LEMME 2.1. Soit PEK[X~ ,..., X,,,], soit (z ,,..., z,+~)EC’+’ tel que 
max,,,_c,+l ]zi-Oi] GE< 1. Alors on a: 
Iph, . . . . ~,+~)-p(e~, . . . . e,+,)i d~~.p(c,t(P)) 
022 cq=c((?, t) 
Dkmonstration. (cf: [A,], lemme 1). 1 
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Le resultat suivant, demontre essentiellement par D. Bertrand Porte sur 
les formules d’addition dans Gz en tant que sous-variete quasi-projective 
de P,. 
LEMME 2.2. II existe une constante c5, ne dependant que de G,, xz et m’ 
verifian t la proposition suivan te. 
Pour tout h=(h,,...,h,,)EZm’, Ihl=:maxlGic,, jhil<S, il existe un 
. . recouvrement fini ( Va)PEtih de Gy’ par des ouverts de Zariski et une 
famille de polyndmes ( U{),, ah, 0 s i G N en les variables (X,,,; r = 0, . . . . N; 
s = 1, . . . . m’), homogenes par rapport a chaque groupe de (N + 1 )-variables 
(X0.,, ..‘, X,,,) (s = 1, . . . . ml) a coefficients entiers sur K, de tailles majorees 
par c5S2, telle que pour tout element p = (pl, . . . . p,,) de GT’, avec p, de 
systeme de coordonnees projectives (x,,~, . . . . xN.*) (s= 1, . . . . ml), et tout 
BE,!%,,, on a, en notant X=(X,,~; r=O ,..., N, s= I,..., m’). 
(U{(X), . . . . U$(X)) est ou bien un systeme de coordonnees projectives de 
h. p =: h,p, + ‘. + h,, .p,, dans P,,,, ou bien le systeme nul. 
De plus si (p, , . . . . p,,) E V, alors (U{(X), . . . . UP,(X)) n’est pas nul. 
Demonstration. D’apres le lemme 7 de [Be] et la quasi-compacid de 
G2, il existe pour tout h E Z”‘, 1 h 1 <S un recouvrement !ini ( VB)PEBa de 
Gy’ par des ouverts de Zariski et une famille de polynomes ( Uf)s E d,, ,, < i ~ N 
veritiant les conditions du lemme et telle que pour tout PEG-;‘, si 
PE v,, ~qm, *.., UC(X)) est un systeme de coordonnees projectives de 
h .p. 
Soient (fi, /?‘) E ai, /3 # /I’; 
(U{(X), . . . . U$(X)) et (U{‘(X), . . . . U%(X)) sont des systemes de coor- 
donnees projectives dans P, du point h . p quand p E Vfl n V,. . On a, par 
consequent, pour i, jE (0, . . . . 
done sur Gy’. 
N}, U~‘.U~-U~.U~‘=O sur VBn Vs, et 





ou bien Ug (X) = 0, alors on a U!‘(X) = 0, Vi, 0 < i < N 
ou bien U:(X) #O, et alors, (U{‘(X), . . . . UC(X) est un systeme de 
coordonntes projectives de h. p dans P,. i 
Dans le lemme suivant, poir U et R deux polynbmes de C[X], on 
dtsigne par r(U, R) le semi-resultant de Chudnovsky (cf. CC]) de U et R. 
LEMME 2.3. Soient U et R deux polyn6mes de K[X,, . . . . X,, 1] non nuls. 
Soient (zl, . . . . z,) E C’ et A un nombre reel tel que maxr c iG I 1 zi 1 < A. On 
suppose que R(z, , . . . . z,, X) est non constant; soit [EC une racine de 
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W 1, . . . . zI, X) de multiplicitt! s. Si U(z,, . . . . z,, c) # 0, le semi-r&&ant par 
rapport ~2 X, P(z,, . . . . z,) = r( U(z,, . . . . z,, X), R(z,, . . . . zI, X)), vkrz$e 
(i) I P(z, , . . . . z,)l 6 I U(z,, . . . . zt, i)l” exp(d, t(U) t(R)). 
(ii) t(P)<c;t(U) t(R) 
oticb=6(log2A+t+l+[K:Q])‘etc;=4t+9. 
Dkmonstration. (cf. [A,], Lemme7). 1 
$3. Petites perturbations de M. Waldschmidt 
Puisque K(o) = Q(e,, . . . . 8,+ r ), les composantes de w  peuvent s’ecrire de 
la facon suivante : yj = Aj(8,, . . . . 8,+ r)/Q(fJr , . . . . 0,) (j= 1, . . . . m -I), 
e-~~‘,=Bi,~(el”“‘e”l’(i= 1, ..., d,;j= 1, ,‘., m-l), 
ece , , . . . . 0,) 
o,(Lie~(y,))=C,j(e,,...,e,+~)(s=l 
&We Icl(Yj)) ece 1, . . . . 0,) 
3 . . . . N;j = 1, . . . . m - I). 
oh Aj, Bi,j, CsUj et Q sont des polynbmes a coefficients dans Q. 
On pose L = K(w). 
Soit R(e,, . . . . e,, x) E z[e,, . . . . e,] [X] le polynome minimal (unitaire) de 
8 ,+, sur zh . . . . e,i. 
Soit S>S,. Soit (8,,...,8,)~C’ tel que max,,,<,lej-?Jjl <exp(-cr(S)). 
A l’aide du semi-resultant de Chudnovsky, onexhibe une racine simple 
B ,+, de R@,, . . . . g,,X) tel we I~r+I - e,+ I I < evC - (43) 491 
(cf. [Brr ] ). De cette facon, a chaque element 0 = (8,) . . . . g,) de la boule de 
C’ de centre (e,, . . . . 0,) et de rayon exp( - cr(S)), on associe l’eltment 
(B 1, . . . . 8,+ 1) note encore 0. 
Puisque max,,,<, ( Bi - Bi 1 ,< exp( - cr(S)) ou r(S) B r(S,) est sufhsam- 
ment grand en fonction de Q(e), en en deduit que Q(e) #O. 
Soit j, 1 <<j < m - I, le point y, = cp( yj) = exp, (Lie cp( vi)) de G(L) a pour 
systtme de coordonnies dans P,(L) x Pd,(L) x P,(L), 
(Q(O), Aj(Q)v Q(@), Bl,j(@)v -.v Ba,j(B), Q(@), C,.j(O), *..) C,j(i!)), 
Considtrons le point Tj de Ph(C) x P,,(C) x PN(C) qui a pour systbme de 
coordonnb (Q<ZIL Aj(O), Q(g), B,,j<Oh . . . . B,,,j(O), Q@h C,,j(fl), . . . . C,j(&). 
On verifie que yje G(C) (cf. [Wa,], 5 5). 
Comme exp, est un diffeomorphisme local, il existe yje T&C) tel que 
exPG(.?j) =*yj et 11 Lie q(Yj) -Jj 11 GexP( - tc/_2) ds)). 
Posons Y= Zjl + ~~~+ZJ,_,,~=exp,(Y)etpourh=:(h,,...,h,)~Z”, 
on pose h.y=h,y,+ ... +h,y,~C et h +=h,J,+ -.. +hm-lj,,-,~TG(C). 
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On identifie T,(C) a C”O@ Cd’ @ Cd2 et pour i = 0, 1, 2, on note pi 
la projection de TG (C) sur Cd,, de sorte que 9 E TG(C) s’ecrit 
9 ‘p,,(Y) +pr (i) +pz(j+). Avec les projections rc,, et rr, de G sur G? et Gi 
deja introduites, on a: ~~,~exp,(y) = exp,, op,(y). 
Nous allons exprimer un systeme de coordonnees, en tant que 
polynbmes en 8 (resp. en 8), dans P,(L) x P,, (L) x P,(L) (resp. 
Pdo(C) x Pd,(C) x PN(C)) d’un point de r (resp. p). 
Les formules d’addition dans G? entrainent que (Q(o), z,m=;r h,Aj(@)) 
(rev. (Q(8), C~ZI’ hjA,(i?))) t es un systbme de coordonnees dans P,,(L) 
(resp. Pd,,(C)) de h.y (resp. Po(h.y)). 
Les formules d’addition dans G; entrainect , que ((Q(@))xEr’h~, 
Il~YY:(gl,j(@))h'3 -~~~I~(~d,,j(~)P) !rfw ((Q(P-)F1’ hJ, Il~~~(gl,j(~))h,~ -., 
ny--l’ mf,,,mh 1 t 1 es un systeme de coordonnees dans P,, (L) (resp. P,,(C)) 
de x,oq(h.y)=: (exp(x,h.y), . . ..exp(x.,h.y)) (resp. expd:(p,(h.y))). 
D’autre part, pour tout h E Z”, ( h 1 < S, d’apres le lemme 2.2, on obtient 
un recouvrement fini de CT-’ 
famille de polynbmes ( Uf ), E lb 
par des ouverts de Zariski ( VB)BEab et une 
verifiant les proprittes du lemme 2.2. 
Pour flyby et O<i<N, on pose: 
~~(_Y)=~~(Q(~,,C,,,C~,,...,C,.,C~,, . . . . Q(I-1, C,.,,-,(_Y), . . . . C,,-,(I’)). 
D’apres le lemme 2.2, (u{(o), . . . . UP,(@)) (resp. (u{(g), . . . . US,($))) est 
soit un systeme de coordonntes projectives de x201C/(h .y) (resp. 
x2 0 exp,,(p,(h . y))), soit le systeme nul. 
Si (t4yl), . . . . W,-J)E VP (rev. exp&4.k)), . . . . evo,(p2(.F,-J)~ VP) 
alors (u{(0), . . . . &!2)) (rev. (u!(D), . . . . L&(O))) est un sysdme de coor- 
donnees projectives de xz 0 +(h . y) (resp. x1 0 exp,,(p, (h . 9))). 
5 4. DPmonstration de la proposition principale 
Soit S> S,, on reprend les notations des paragraphes precedents. 
La demonstration fait intervenir la quantite maxSEOb,PGiGN, ,,, <s 1 $(@)I. 
On ne sait pas estimer a priori cette quantitt; on distmge alors deux cas 
selon qu’elle est “convenablement” minoree ou non. 
1” cas 
3hEZ”, Ihl<S tel que maxB,ah,,,GiGN 14 WI 6 exp( - (c/lOMW 
(D,(S) - 1 ))I. 
Soient (8,) . . . . B,)EC’ tel que maxrGjQ, lf?,--gjl <exp(-cr(S)) et 
Y1cr9 
J, -,) un (m - I) uplet de nombres de T,(C), d&i en fonction de 
ans le paragraphe 3; il existe fi’ E a,, tel que (exp,,(p2(J1)), . . . . 
exp,,(p,(f,-,)))E VP.. Alors (u{‘(B), . . . . UC@)) est un systeme de coor- 
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don&es projectives de exp,,(p,(h . y)) et, par suite, on a l’inegalite ( * ) 
suivante: 
(*I 
Posons Pi,p(O,, . . . . B,)= [r(uf(B,, . . . . 8,, X), R(B,, . . . . B,, X))]@(‘)-‘, (ou r 
dtsigne le semi-resultant de Chudnovsky) et 
L’inegaliti (*) Ctant verifiee, on deduit du lemme 2.3i) que 9s n’a pas de 
zeros dans la boule de C’ de centre (0,, . . . . 0,) et de rayon exp( --U(S)). 
D’autre part, comme par hypothese on a maxgEBh,oGi6,, luf(@)l d 
exp( - (c/10) r(S)/(D,(S) - l)), on deduit encore du lemme 2.3ii) que 
max pEIb,O<i<N I Pi,p(@)I Q exp( -c6r(S)). Enlin, comme d’apres le 
lemme 2.2, on a maxg,pb,OdiGN t(uf) < c7S2, le lemme 2.3(iii) entraine que 
maXpc,,,0.i.,t(Pi.p)~C,S2D2(S)~C,d(S). 
L’ideal & vtrifie alors les conditions de la proposition principale. 
2 eme cas 
VhEZm, jhl <S, max luf(@)l>exp 
O%% . . 
Dans ce cas, le schema de demonstration, en 3 pas, de la proposition est 
classique en transcendance; dans le 1”’ pas, on construit une fonction 
auxiliare a une variable s’annulant sur Y(M), (A4 < S) grace a un lemme de 
Siegel et a l’estimation du rang de [P- W]. Dans le 26me pas, on reprend 
une id&e de G. Diaz [D] et, grace a une formule d’extrapolation, on 
construit un ideal 9s qui prend des valeurs “petites” en 0. Dans le 3tme pas, 
on utilise un lemme de zero SW les groupes algebriques de P. Philippon 
[P3], pour montrer que la variete des zeros de 9s est “localement vide.” 
1” pas: Consfruction de la fonction auxiliaire. Rappelons que pour 
h = (h,, . . . . h,)eZm; on pose lhl =maxiIhiI et h.y=h, y, + ... +h,y,. 
On note M(S) = [(l/cd+ ‘) SKp’im], 
Remarquons que M(S) > So puisque S 2 S, et rep # > 0 et d’autre part 
que M(S) < S puisque rcp# <rn et c est assez grand. 
Les parametres D,(S), D, (S), A(S), B(S). . . etc dtfinies au I. Q 1 seront 
notes pour simplifier Do, D, , A, B, . . . . 
Soit E un systeme de monomes unitaires homogenes en z de degre D2 
lineairement independants sur K(e) modulo l’idtal homogtne Z de K(@)[z] 
des polyndmes qui s’annulent sur G z ; comme le K(e)-espace vectoriel des 
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elements de K(e)[ZJZ de degre D, - 1 est de dimension > clOD~, on peut 
prendre E tel que card E 3 c,,, D$. 
Posons : P(X _r, Z) = c a~no-~l,I~~~o,~l.zrtE P .JJ8) BUYS’ ... 
Y$$Z$.Z$ oh p=(b ,,..., Pd,L Mno, . . . . xv); Ipi=a,+ .” +Bd, 
Z&=Z$. ... .ZF, P,,, ,EZ[X ,,..., X,] et P,,8,h(~)=:P,,8,i(0 ,,..., 8,). 
On pose: F(z) = PO f:+(z). On a: 
F(z) = P(z, exp(x, z), . . . . expfx,,;), O,(Lie $(z)), . . . . O,(Lie +(z))). 
Soit h ENS tel que 1 hi <S. Soient j,,, OQ,< N, /$,EB,, tel que 
maxpG,,,,G,G, I @@)I = I ut(Q)l. Alors (z.@(e), . . . . z@(e)) est un systeme 
de coordonnees projectives de xz 0 t&h. y) (cf. 8 3). 
D’autre part, en exprimant un systeme de coordonntes en tant que frac- 
tions rationnelles en 0 de (h . y, exp(x, h . y), . . . . exp(x,, h . y) dans A,, d, (L) 






@,,(L: $(h . y)) 
I;(h .y) 
(4.1) 
oli H I,B, 1, ,,(X1, . . . . X,, r) est un polynome a coefficients entiers sur K tel 
que: G&?, &. d ~c,,(D,logS+D,S+D,S2)~c13d. 
Cornme- tIr + r est entier sur K[B,, . . . . Q,], H,p,4,h(e) s’ecrit sous la 
forme H,8,?,h(@=X~b,,1 Hr,p,l,h,j(ol, . . . . Q,)e:+,, oti d’= CK(@,, . . . . e,+,): 
K(e 1, . . . . e;n 
Posons: 1:= (Xl, . . . . X,+,1, pl.B.J(X) = P,,,,(X,, . . . . X,) 
6’- 1 
H .,p.,dX)= c Hu,~,~,b.,(~17 ...) K)~:+,. 
j=O 




et ni = maxideg, Hx,s,4,h. a<D,-1, IbI<D1-l, Z”EE, lhl<M}+l 
(l<i<t). 
Le but de ce premier pas est de trouver des polynomes P,,, non tous 
nuls a coefficients entiers rationnels de degrt par rapport a Xi inferieur a 
ni tels qu’on ait: H,(X) = 0 pour tout h E N”, 1 h 1 < M. 
On considere le systeme (Y; ) : {H,(X) = 0, h E N”, I h 1 -e M} avec 
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comme inconnues ies coefficients des polynbmes P,,,, (0~ ,< D, - 1, 
) /I? ) ,< D, - 1, z” E E), et comme coefficients, les coefficients des polynomes 
ESa,~.&.b,jv (o!<D,-1, j_BI<IIl-l,z”~E, Ihl<Met O<j<#--1). 
Montrons que (Y;) a une solution non triviale. 
Le systeme d’equations lineaires (Yz) {F(h . y) = 0, h E N”, (h ( = Mj, en 
les inconnues x, avec (xv, v> = (p,.p,l(8), a,<&- 1, lpl GD, - 1, 
Z4 E E} est de rang inferieur ou tgal a gdim G’ card((r(M) + G’)/G’) x 
H(G’, D,, D, , Dz), pour tout sous-groupe algebrique connexe G’ s G. (cf. 
Lemme 6.7 de [P-W], avec .Z = r(m), T,,, + 1 = . . . = T,, = 1). 
D’aprb (4.1), (Y;) est equivalent au systeme &equations lineaires (yj) 
(H, (0) = 0, h E N”, 1 h I < M} en les inconnues x,. 
Or Hh(@)=OoC a~Do-l,I~I~D,-I,Z~EE 
=O, Vj,O<j,<j,<'- 1. 
_ p,&&(elY “‘3 ‘tlHa,&,h, j(‘l 5 ‘-3 et) 
Dans le systeme (Y;), on kit les inconnues P,,,,(8,, . . . . 0,) dans 
zce1 > . . . . e,l, les coefficients Ha,_B,h.h(Ol, . . . . 0,) dans o(K)[t?,, . . . . e,], (O(K) 
etant l’anneau des entiers de K). Comme (0,) ,.., 0,) sont K alg&riquement 
independants, on obtient un systeme Iiniaire dont les inconnues sont les 
coefficients de P, B 1 et dont les coefficients sont les coeffkients de . 7. 
Ce systeme est exactement le systbme (8). 
H, B ). ,, j. t ,.l . 
Comme deg,P,+<n, et degX,H,,_B,A,h<n,(l di<t), on en dtduit que le 
rang L’ de (q) verifie: L' < 2'(nf= 1 n,) 6' rang(Y*). Comme 6’ ,< deg,+, R et 
rang(Y;) < SdimG’ card ((T(M) + G’)/G’) H(G', D,, D,, &), on obtient 
degx,+, (R)8dimG card ( r(“A,’ “) WG’, Do, D,, &I, (4.2) 
pour tout sow-groupe algebrique connexe G’s G. Le nombre d’inconnues 
N de (8) est superieur ou Cgal A c14(nf=, ni) D$D$Dp. 
Montrons que L' < N. 
Rappelons (cf. I, $1) que D,, D1, D2 sont definis en fonction de B ou 
B=min(A, (l/c)(logS)do’d) avec A=min,.,. A($ G'). 
1” car. B= (l/c) (log S)&/4 En prenant G’ = (0) dans (4.2), on obtient 
L'<2' fi n,deg x,+, (RI carW(W) H@L Do, 4, D2) 
i=l 
<2’ fi nidegX,+, (R)M"-'. 
i= 1 
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Comme M= [(l/cd+‘) SKp#‘m ] et c assez grand, on peut supposer que 
c > V+ %4 deg,,+, (R)[K: Q] et, par suite, on a N> 2[K: Q] L’. 
2’“‘cas. B= A; soit Gb un sous-groupe algebrique de G tel que 
A = A(S, Gb). On tire des definitions de A(S, Gb) et des parametres 6,, D, , 
D,, que: 
Or, le quotient des fonctions H est homogene de degrt - dim G/G;, d’ou 
H(G, 6,, D,, B,) AdimG’Gk 
Comme dans ce cas, A = B, on en dtduit que: 
H(G, Do, 6,, D7)=fcard 
D’autre part, d’apres le lemme 3.4 de [P3], on a: 
do!d,!dz! 
Df?Df’D? = d! deg G2 H(G, Do, D1, DJ. 
Comme H(G,D,,D,,D,)~H(G,~,/2,~,/2, ~,/2)~(1/2d’“G)H(G,B,,d,,D,), 
on a: 
do!d,!d,! 
D~D?Dp>2dd!deg(G,).c card (“‘g G”> WC,, &, 41, &). 
Or, on a M= [(l/cd+ ‘) SKr*im] et Kp*/m < 1, &Oil 
od T(T) est l’ensemble des points de torsion de r. 
Puisque c est assez grand, on a: 
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D$DdoD2 > - 1 ’ 2’+l deg,,+, R8dimGb[K: Q] 
c14 
xcard(Z(“h+Gb) H(G& D,,D,, D,), 
et en prenant G’= Gb dans (4.2) on obtient N>2[K: Q] L’. 
Dans les deux cas, on a la mCme majoration et par suite, le lemme de 
Siegel (cf. Lemme 1.31 de [Wa, J ) montre qu’il existe une solution non 
triviale du systeme (Y;) telle que max t(PE+ &) < c,,d. 
Dans toute la suite, on considere les polynomes H, detinis a partir de 
cette solution. 
2Pmepas. Derivation des coefficients et extrapolation. Les polyn6mes 
H, pouvant s’annuler dans un voisinage de @, nous allons les modifier afm 
d’obtenir les polynomes qui verifient les conditions de la proposition prin- 
cipale. Pour cela, nous allons utiliser une idee de Chudnovsky, developpee 
par G. Diaz dans [D]. 
Soient 0 = (8,) . . . . g,) dans la boule de C’ de centre (0,) ,.., 0,) et de rayon 
exp( - cr(S)) et (8,) . . . . iTr,, 8,+,) l’tlement de C’+’ associt (cf. 4 3) note 
encore $. 
Pour i = (i,, . . . . i,) E N’, on note: 1 i ( = i, + . . . + i, et D’ I’optrateur de 
derivation ( l/i, ! . . . i, ! )(8/8X, )il . . . ( J/c?~,)‘~. 
On considere l’ensemble 
Z(o)= {ieN’I3(c(,@, J.), a<&,- 1, 
I~I~D~-~,Z”EE,D’P,.~,~(~)#O}. 
Puisque les polynbmes P, aq i. (ct~D,-l,(pI~D,-l,zi~E ne sont 
pas tous nuls et de degres major& par A, l’ensemble Z(g) est non vide, fini. 
La fonction i = (i,, . . . . i,) -+ I i I = i, + . . . + i, atteint done son minimum sur 
Z(g); choisissons un multi-indice i(g) tel que ( i(g)\ = minie ,,$) ( i I. 
Posons Z={i(TJ), oh 8=(8,,...,8,+,) avec max,,j,,10j-8jIexp(-cr(S))} 
et pour i E Z, H,.i (X) = C a<DO-l,(JLIcD,-l.z46E D’P .,gm ff, ~,,l,dX). 
LEMME 4.1. Pour tout hENm, (h( <S et touf ieZ, on a: IHb,i(Q)( < 
exp( -c31r(S)). 
DPmonstration. Considerons d’abord le cas oh I h 1 < M. Soient i E Z et fl 
tel que i(l) = i; tixons-les pour toute la suite de la demonstration. On a: 
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Or i=i(& done on a 
et, comme par construction H, ~0 pour tout hE N”; Jh( <M, on en 
dkduit 




D’autre part, comme r(H,,,,,h) < c,,d(S) et t(DiP,,8,i) < c,,d(S), le 








On dbduit des in&alit& prkckdentes, que: 
(Hb,i(B)( <C&$D;‘LDf$eXp ( --g r(S)) 
x 
( 
max I H,,p.l,bWl + max ID’P,,,@)l q, 4. h a.8.n > 
Gexp ( -i r(S)) *exp (cI7d(W), 
D’INDBPENDANCE ALGkBRIQUE 219 
&Oh 
lHb,i(B)l GexP (4.3) 
Extrapolation. Nous allons extrapoler cette majoration a tout h E N”, 
) h ( -C S. Pour cela, on considere le polynome et la fonction analytique (qui 
dependent de i et 8) suivants: 
On pose: R,(S)=c,Savec c,=maxjlyj( etR,(S)=S”+‘“-“‘*‘“‘. 
En notant M, R,, RZ, les parametres M(S), R,(S), R*(S) et 6(M) un 
minorant < 1 de la distance de deux points distincts de Y(M), on applique 
une formule d’extrapolation (cf. Lemme 4.5 de [R] et [D], page lo), on 
obtient: 
Or, puisque M> S,, on dtduit de l’hypothbe (H) que, log 6(M) > 
- &A4 log M. En tenant compte de la definition de R, et R, en fonction de 
S, on deduit de la formule prectdente que: 
IfIR, < iflR2exp(-c18M” log S)+exp(c19Mm log s, ,,,.c,,) If(h.Y)l* 
(4.4) 
Pour majorer If(h . y)l pour h .y E Y(M), nous allons d’abord majorer 
IC aCDO-ll.IpIcD,-l.g~EE D’&,,,(8) H +,,(@)l. On deduit du lemme 2.1 
que: 




D’autre part, on a: x ~~SD~-~,I/.IGD,-LZ?EE DiQt3@) H~,B,~,&‘) = 
641/42/2-B 
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Hb,i(B) et d’apres (4.3) on a: I Hh.i(0)I < exp( -c/4 r(S)) pour tout hr: N”, 
1 h I <AL Par consequent, on obtient: 
l<exp( -ir(S)). (4.5) 




(Q(R) (Rl+mDIS) o,(L; &h .y)) f(h.y) 
Or, par hypothbse, puisqu’on est dans le deuxieme cas, on a: 
(4.6) 
jut(fl)I >exp 
c 4s) --~ 
> 10(Dz-1) ’ 
D’autre part, puisque ej3 est d’ordre inferieur ou egal a 2, on a: 
I Qj,,W W.Y))I <ew(c20S 1, enfin puisque ( Q(e)/ 3 c2, > 0 et 
D,+D,S<2A(S), on a: (Q(e)(~lI(Do+ols)~exp(-c,,d(S)). 
Par suite, de l’egalite (4.6), on dtduit pour tout h EN”, 1 h ( < A4, 
If@.yN<exp( -ir(S)).exp(Gr(S))-exp((c,,+c,,)&S)) 
dexp (-&r(S)), 
Majoration de 1 Hh,i(@)I pour h E N”, 1 h I < S. 
On a: If IR2<exp(c,,(D, log R, + D,R, + D,Ri)) et on tire des 
inegalites (4.4), (4.7) et des definitions des parametres (cf. II, 0 1) que: 
If IR, dex~(c~~(& 1% & +D,R, +&R:)- c,,M” 1% S) 
+exp(c,,M”logS).exp( -$r(S))., 
<exp(-c,,M”logS)+exp( --&r(S)), 
puisque (Do log R, + D, R, + D,R:) -+ S”“‘(log S)&jd < M” log S et 
M” log S B < r(S). 
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Doti IfI R, < exp( -cz5r(S)). Or, pour tout h E N”, 1 h ( < S, on a 
Ih.y( 6R,,d’oh 
lfW~)l <exp(-wCW. (4.8) 
Comme maxOGiGN 1 Oi(Lie +(h . y))l > exp( -c,,S*) d’aprb les proprietb 
de la fonction th&ta (cf. [Wa,]), et comme rnaxoGiGN (@(@)l <exp(c,,S*) 
et I QWI r”‘Do+D’s’~exp(c,,d(S)), les inegalites (4.8) et (4.6) entrainent: 




9 ew( -cd(S)), 






on en dtduit que: Ix 3<D~-l,IpIdD,-l,ziEE D’q3,,@) fb,/?,~,h(~)I G 
exp(-c,,r(S)), pour tout hoNm, IhI <S, d’ou le lemme4.1. 
3”““’ pas. Le lemme de ztros. 
LEMME 4.2. La famille { H,,i h E N”, ( h I < S, i E I} %‘a pas de z&o? 
dans la boule de C’ de centre @ = (e,, . . . . 0,) et de rayon exp( -cr(S)). 
La famille { H,,i h E N”, ) h I < S, i E Z> “n’a pas de zeros” dans une boule 
veut dire que pour tout (g,, . . . . B,) dans cette boule, il existe h E N” h < S 
et i E Z tel que H, i(ij,, . . . . g,, 8,+ 1) # 0 ou g,+ 1 designe le nombre complexe 
associt a (21,, . . . . ‘e,) (cf. II 0 3). 
Dtmonstration. On pro&de par l’absurde. Soit (-8,, . . . . g,) dans la boule 
de C’ de centre @ tel que H, j @) = 0, pour tout h # N”, I h I < S et tout j E I. 
On a en particulier pour i L i(o), Hb.i(@ = 0 pour tout h E N”, I h I < S. 
Soit (jji, . . . . y,,-,) l’eltment de T,(C)“-’ delini a partir de 8 (cf. II. 0 3). 
Soient h E N”, 1 h I < S, /.I,, E a,, et j,,, 0 < j, < N tels que: 
myihzlGzajci b%l= l@@l. 
l<i<t+l lgi- eil < exp( -(c/3) r(S)) et t(ut) < c,S*, on 
dtduit du lemme 2.1 que: 
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Or, par hypothbe, on a Iut(@)aexp( - (c/lO)(r(S)/(D, - 1))). On en 
deduit que ]ujS,ll(@] >O et, par suite, (L@(#), . . . . UP,“@)) est un systeme de 
coordonntes projectives de x1 0 exp,, (pz (h . j)) dans P,(C) (cf. 5 3). 
Connaissant un systeme de coordonnees de (p,(h . y ), exp,? (pl (h . y)) ) 
dans A do+&2 (cf. 6 3), on obtient comme dans la formule (4.1): 
uia,bce, D?- 1 
(Qt& 1 (Do+~DIW 
@j, (Pl (h ’ Y)) 
poXoexp,(h.y) 
= H,,i (0) = 0. 
Comme Q(g) # 0 et u:(@ # 0, on en dtduit que P s’annule sur p(S). 
Or, par construction ij est non identiquement nul sur G, par suite le 
lemme de zero de P. Philippon (cf. th. 2.1 de [P3]) montre qu’il existe un 
sous-groupe algebrique connexe G’ de G, distinct de G incomplbtement 
defmi par des equations de multidegres <(Do, 6,, 28,) tel que: 
card(‘(‘gG’) H(G’, &,, 6,, &)<H(G, &, D,, 2D,). 
Or, card((p(S) + G’)/G’) 2 card( (T(S) + G’)/G’) car l’application qui 
associe a la classe d’un element cp(h .f) (mod G’), la classe exp,(h . y) 
(mod G’) est surjective par construction de F(S). (Elle est bien definie grace 
a l’hypothbe (H); en effet, supposons que exp, (h . y) z exp, (h’ . y) 
(mod G’) avec ) h I< S et 1 h’ ( < S, on a alors exp,((h -h’) . f) E G’. Or, 
on a: 







- $ SK@ log s 
> 
-c exp( - SKp* log S), puisque c > 4). 
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On deduit de l’hypothese (H) que cp((h - h’) . y) E G’ et par suite 
cp(h . y) 3 q(h’ . y) (mod G’). D’od 
card (““g “I) H(G’, D,,, D1, D,)<H(G, Do, D,, 26,) 
ou encore 
car le quotient des fonctions H est homogene de degre -dim G/G’. 
De cette intgalite et de la definition de A(S, G’), on tire 
c(A(S, G’))dim ‘/” < d! deg(G,)2dzBdi”G’G’, 
comme A < A(S, G’) et B d A, on en dtduit que: cAdi”’ GiG’ d d!2’*Adim ‘I”, 
or, c est assez grand, done en particulier c > d! deg G,2” et comme A # 0, 
on obtient la contradiction qui entraine le lemme 4.2. 
DPmonstration de la proposition principale (dans le 2eme cas). 
Pour hENm; Ihl <S et icZ, on pose: 
Hzi(el, .*.> 0,) = r(H,, i(O,, . . . . 8,, X), R(B,, . . . . 8,, X)). 
od r dtsigne le semi-resultant de Chudnovsky. 
En utilisant le lemme 2.3 et le lemme 4.1, on obtient 
I%,i(e,, . . . . 4)l <exp(--c,,r(S)) et t(Hb*,i)<~33d(S). 
On dtduit des lemmes 2.3 et 4.2 que la famille { Hh*, i, h E N”, ) h 1 < S, i E Z} 
n’a pas de zero dans la boule de C’ de centre fl et de rayon exp( -cr(S)). 
Si on note {P,,,, . . . . Ps,mCsj }, la famille de polynomes constituee par 
{H&, hEN” lhl es, iEZ} pour SaS, et Y~=((Ps,j)r~j6,cs,, l’ideal Ys 
verifie les conditions de la proposition principale. 
Remarque. Remarquons que dans la demonstration, on utilise une 
hypothbe technique plus faible que l’hypothese (H) du ch. I, 0 1. En effet, 
on demande que cette hypothbse (H) soit vtriliee seulement pour les sous- 
groupes algebriques G’ incompletement d&i dans G par des equations de 
multi-degres < (6, (S), B, (S), 24, (S)) et tels qu’il existe un perturbe p de 
Z vtritiant: 
card(‘(‘FG’)< ff(G %(S), 6(S), 2&(S)) 
WG’, &(S), D, (S),&(S))’ 
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III. DEMONSTRATION DU THBOR~ME ET 
DEDUCTION DES COROLLAIRES 
0 1. Dt!monstration du thPorPme principal et du corollaire 1 
On peut supposer saris restreindre la gknCralitC: que ej~ KC@], pour 
tout j, 1 <j< t. 
Posons:8,=F,(o), oti F,~K[_Yl(l<j<t) et 
Q&‘) = Ps~(F, (J’), . . . . F,(_Y)), (1 6 iGmm(W). 
On a, bvidemment, I Qs,i(o)l = I Ps,i(@)I <exp( -c,,r(S)) et t(Qs,i) < 
cMt(~S,i) G cd(S). 
D’autre part, on dtduit du lemme 2.1 que: I$ - w  ( < exp( -2cr(S)) =E- 
IF,(g)-Fj(Q)I<exp(-cr(S)) pour toutj, l<j<t. Si onpose’=Fj(j), 
on a ) fl - 0) d exp( - cr(S)) et la proposition principale montre que 
max IGiGm(S) IPs,,(@l)+O 0~ encore max,.i.,c,, IQ.d@I ZO. 
On en dkduit, alors, que pour tout S> S,: 
(1) La famik (QS,i)l<r<-m(s) n’a pas de zeros dans la boule de centre 
0 et de rayon exp( -2cr(S)). 
(2) max IsiGm(S, lQs,AwN ~w(-cdW. 
(3) max 1s i<m(S) t(Q,.i) G CXS’(‘). 
Rappelons que r(S) = SK@ log S et d(S) = S#‘* (log S)4’d avec IC = 
(p#d-d,-2d,)/(l-l/m)p#. 
Pour f et g: R, -+R+ deux fonctions. On notera f(s) $4 g(S) s’il 
existe c, >O et c2 >O (ne d&pendant que des donntes du probleme G, 
CK: Ql, Cp, X, XI, . . . . Xc,,, YI, . . . . y,) et Sb > 0 tels que pour tout S > &, on 
ait cl g(S) <f(S) < c,g(S). 
Posons N= c,,d(S); A est strictement croissante car p # > 0 par hypo- 
these. Designons alors par cr la fonction inverse de COLA. 
On dtfinit la fonction U: R + + R, par u(N) = cs2r(cr(N)) N-“+I’, 
comme o(N) = S, on a u(N) = (c,,/c&+ ‘) S(K--k-‘)lr* (log S)’ p(k+ ‘Ido/ 
Si IC > k + 1, la fonction u est strictement croissante. En effet, 0 est 
une fonction strictement croissante et d’autre part 1 - (k + 1) d,/d > 0, 
car si d,,#O, on a ker q={(o) d’oti I=0 et Ic=d-(d,+2dz)/p#. On a 
alors d>rca(k+l) et dans les deux cas: d,=O et d,=l, on a 
1 - (k + 1) do/d> 0. 
Pour N tel que a(N)a posons GN,i=QaCNj,i, 1 <i<m(a(N)). On 
deduit des proprietes (I), (2), (3) prtctdentes que pour tout N tel que 
o(N) 2 s,, 
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0) la famille (GM Al gi<m(a(N)) n’a pas de z&ros dans la boule de 
centre w  et de rayon exp( - (2c/c3,) hJk + ‘u(N)); 
(ii) max lsicm(o(N)) IG,v,i(~)l 6exp(-Nk+14W) 
(iii) max 1 <i<m(o(,v)) f(Gw) G N. 
0 verilie alors le critere pour les mesures du chapitre II. 
Or, u(N) $6 S(K--k-‘)j‘* (log S)‘-(k+‘JCdo’d) od N= c~~,Y* (log S)&‘“, 
d’& u(N) $T><< N”-k-‘(]ogN)l~~(dO’d). 
Si K = k + 1, la fonction inverse u de u verifie alors log u( 7’) 94 
Tdl(d- xdo) 
Si K > k + 1, la fonction inverse u de u verifie dans ce cas 
T l/lK-k-l) 
o(T) %< (log T)’ - 4dold) ’ 
Par suite, le critere pour les mesures du chapitre II montre qu’il existe 
cl = c,(G, CK:Ql, cp, x, xl, . . . . xd,? Y,, . . . . y,, k) > 0 et c2 =c2(G [K: Ql, 
cp, x, Xl 7 . . . . Xd, 2 Yl 9 . ..> ym, k) > 0 tels que: 
l si K = k + 1, la fonction Q1 ( T) = exp( c1 Tdjcd- “do)) (resp. Yy, (T) = 
ev(c, T Kd’(d- “do’)) soit une mesure d’indtpendence algkbrique (resp. une 
mesure d’approximation simultante) de 0 en dimension k. 
. si K > k + 1, la fonction 
T K/(Kpk- 1) 





!J’l(T)=c, (log T)(d-h-do)/h-d 
> 
soit une mesure d’independance algebrique (resp. une mesure d’approxima- 
tion simultan6.e) de 0 en dimension k. 
Ainsi, le cridre entraine le thtoreme principal et le corollaire 1 en est la 
consequence qualitative. 
Remarque. Soient o,, . . . . o, des coordonnees de 0 telles que K(o) soit 
algebrique sur K(o,, . . . . w,). On peut supposer par consequent que 
QK[o,, . ..) w,] pour tout j, 1 <j < t, et, par suite, on obtient de la mCme 
facon que dans la demonstration precedente des mesures de (w , , . . . . w,). De 
plus, si f (resp. g) dtsigne la mesure obtenue de w  (resp. (ol, . . . . w,) en 
dimension k, on a: 
si K=k+l,logf%G logg 
si tc>k+l,f >)Gg. 
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@ 2. Dt?monstration du thPorPme 1 
On suppose les hypotheses du theoreme principal verifites. On reprend 
les notations du paragraphe precedent, nous avons dtmontre dans ce 
paragraphe, en particulier pour k = 0, que pour tout N> N,,, il existe une 
famille de polynames (GN.Jl G iGm(o,N)) de K[X,, . . . . X,] (a coefficients 
entiers sur K) verifiant: 
0) (GN,~)I <i<m(o(N)) n’a pas de zeros dans la boule de C” de centre 
0 et de rayon exp( - (2c/c,,) A%,(N)). 
(ii) max IGiG+( IGN,i(O)I ~exp(-N~dW. 
(iii) max I <ism(o(~)) t(GN.i) 6 4 
ou, avec les notations du paragraphe precedent, N, = d - ‘(S, ) et 
u,(N) = cj2r(o(N)) N-‘. 
Dtsignons par u0 la fonction inverse de uO. Pour demontrer le 
theoreme 2, nous allons proctder par l’absurde; 
soit c’ un nombre reel suffisamment grand en fonction de G, x, cp, [K: Q], 
xl, ..*, xd,, yl , .a., YV7. 
Soient D,>O, sO> 1 tels que u,(DOsO)~ No, a,, . . . . a,, n nombres 
algebriquestelsque [Q(al,...,a,):Q]=D~DO,max,.i..s(a,)=sBs,et 
log ,rr~a;~ /wj--ai1 < -(~‘)~Dsv,(c’Ds). 
. . (1) 
Posons N = v0 (~‘0s). Puisque v0 (D,s0) 3 No et o0 est une fonction 
croissante, ona N> N,; considtrons alors la famille de polynomes 
v%,i)l~iCm(u(N)) vtrifiant les proprittts (i), (ii), et (iii) prectdentes. 
Le lemme 2.1 joint aux inegalites (ii) et l’inegalite (1) entrainent que: 
max 
1 <i<m(o(N)) I GN,i (cr)l G max I Gw(o)I + w( - $%AW) n 
,< exp( - $Nu, (N)). 
D’autre part, puisque c’ > 2c/c,,, la propriete (i) entraine que 
max,GiG,(,(N)) I G,,i(B)l ZO. Or, pour tout i, 1 < i<m(a(N)), G,i(B) est 
un nombre algebrique de degree sur Q inferieur od tgal a [K: Q] D et 
puisque les polyn6mes GN,i sont a coefficients entiers sur K par construc- 
tion, un denominateur de GN,i(~) est d(G,i(g)) < (max, siG” d(aj))d”BGNJ. 
D’autre part, si on dbigne. par r le degre de K(a,, .,., a,,) sur Q et par 
fi, . . . . f, les r Q-plongements distincts de K(a,, . . . . a,) dans C, la maison de 
G,ib) est GN,i(CL) = maxI sicr I fi(G,i(a))l. 
Soit H(fi(G,i)) la hauteur naive defj(G,,), on a: 
log Wfj(G,v,i)) G CK : Ql h(G,,i) + deg(G,.i) log 2 
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!z(G,~) dtsigne la hauteur de G,,; dtfini dans I. D’ou, si G,V,i(cc) # 0, 
log GN,itg) G n logtdeg G,,i) + CK : Ql h(G,i) + deg(G,i) log 2 
+deg(G,,i) max s(aj) 
I<i<n 
et par suite on a: 
oti cg = (n+[K:Q]+l+iog2). 
Comme max I c iG m(o(N)) 1 GN,i(~)j # 0, on deduit de l’inegaliti de la taille 
(cf. CWaJ, § 1.2.) we: max,.iGm(o(N)) I GN,i(E)I >ev(-c,,DNA oh 
c3* = 2[K : Q] Cam. 
et puisque c’ > 3cj8, cette derniere inegalite contredit l’inegalite (2). On en 
dtduit que l’inegalite (1) est fausse. 
Or, la fonction u,, verilie uO(x) p< xK- ‘(log x)‘-‘@@) (cf. III, Q 1) d’ou 
u0 vtritie uO(x) $-+ (x/(log x)’ -K(do’d))“(K- I). On a, par consequent: 
Ds d(K- 1) 
log IT;& I wi - ‘iI ’ - ’ (log Ds)(d- rcdo)/Kd 
des que D > DO et s 2 s0 et comme ies nombres algebriques a,, . . . . a, tels 
we CQta,, . . . . a,) : Ql <DO et maxlGiGn s(a,) < so sont en nombre tini, on 
en deduit le thtoreme 1. a 
Cas exponential 
5 3. Dkduction des corollaires 
Dkmonstration du corollaire 2. Pour v = 1 (resp. v = 2), on prend K= Q, 
G=GL, (resp. G=G,xGz), o=(zl”‘=: (exp(xiyj), 1 <i<n, 1 <j<m), 
(resp. w  = g(2) =: (Yj, exp(x, Yj), 1 < i < n, 1 <j < m), 
cp:C-,G(C), 
(resp. 
z + (exptx, z), . . . . exptx,z)) 
cp : C --, G(C), 
z--r kexpb,z),..., exp(x,z)) 
Y= zy, + ... + Zym et r= cp( Y)). 
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Remarquons d’abord que, si v = 1, on a ker cp = {Oj puisque xl, . . . . x,, 
sont Q-lineairement indtpendants. Si v = 2, on a tvidemment ker cp = { 0 ) 
D’ou, dans les deux cas, v= 1 et v=2, on a I=: (rang, Ynkercp)=O. 
Siv=l (resp.v=2),onap#= (m + n)/n (resp. p# = (m + n)/(n + 1)); en 
effet, en prenant G’= (0) dans la definition de p#, on constate que 
,uL# < (m + n)/n (resp. p# d (m + n/(n + 1)). D’autre part pour tout sous- 
groupe algtbrique G’s G, on a I-n G’ = {0}, car sinon puisque exp, est 
surjectif, on en deduit que Lie(cp)( Y) n T,.(C) # (0). Or, l’espace vectoriel 
engendre par Lie(cp)( Y) dans C” est un espace vectoriel de dimension 1, 
d’ou Lie (cp)( Y) c TG,(C) et, par suite, Tc G’(C). D’ou la contradiction 
puisque r est Zariski-dense dans G(C) et G’(C) s G(C). 
D’ou, si v = 1 (resp. v = 2), on a ,u # = (m + n)/n et, par suite, 
~=mn/(m+n) (resp. p#=(m+n)/(n+ l), rc=m(n+ l)/(m+n)). 
L’hypothese (H), dans le cas v = 1 (resp. v = 2) rtsulte de l’hypothese 
(H,) et de la description des sous-groupes algebriques connexes de G; 
(resp. l’hypothese (H,) et de la description des sous-groupes algtbriques 
connexes de G, x GL) (cf. [Wa,]). 
Le thtortme principal entraine done le corollaire 2. 
DPmonstration du corollaire 3. On le deduit du corollaire 2, cas v = 1; 
on prend x,=n’, 1 <i<d’, );=7c’--‘, 1 <j<d’. 
L’hypothese (H,) est verifiee dans ce cas; en effet, on a: log ICY:, Airr’( B 
-log 141 (cf. (5.2) de CC,]). 
On a K =d’/2. Si d’=4 (resp. d’>4), on a zc=2 (resp. K> 2), et le 
corollaire 2 avec v = 1 dans le cas particulier k = 1 donne les mesures 
d’approximation simultanees annonctes dans le corollaire 3. 
Dbmonstration du corollaire 4. On deduit ce resultat du corollaire 2, cas 
v = 2 et de la remarque 1.2. On prend 
.v,=B’~’ (j= 1, . . . . 6), xi=j?‘-‘logy (i=l,..., 6), 
g(2)= (/P’, f, (j= 1, . ..) 6), (s=O, . . . . (6- 1)2)), 
@’ = (yb: (s = 0, . ..) 6 - 1)). 
L’hypothbe ((Hz) est vtritite grace a I’intgalitt de la taille; on a en effet: 
log IXfI: &fiil >> -log I dI (cf. [Wa,]). 
OnadanscecasIc,=(6+1)/2etpz=2. 
Si 6 2 2, on a K~ > 1, on dtduit du corollaire 2, cas v = 2, des mesures de 
w(‘) Comme Q(o”‘) est algebrique sur Q(&), en utilisant la remarque 1.2, - . 
on obtient les mesures annoncees dans le corollaire 2 pour w’. 
Cas elliptique 
Soit E(C) la courbe elliptique associee a 9 et Sz le r-beau des periodes 
de 9. K= Q(g2, g3) oti g, et g, sont les invariants (algtbriques) de 9. 
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L’application exponentielle de E est don&e par C expE + E(C) c Pz (C) 
‘+ (O,O, l)sizE52 i 
(1, P(z), S’(z)) si ~$52 
DPmonstration des corollaires 5 et 6. Si v = 3 (resp. v = 4) on prend 
G = E” (resp. G = G, x E”)) 
cp:C+G 
z + (exp,(x,z), . . . . exp,(x,z)). 
(resp. 
z -+ (z, exp&,z), . . . . exp,(w))). 
le’cu~. F=Q, on prend Y=Zy,+ ... +Zy,. 
Si v = 3 (resp. v = 4), on prend: 
o=(1,9(xjyj),9’(xiyj), (xiyi$sZ, (i= 1, . . . . n;j= 1, . . . . m))), 
(resp. o=(yj, 1,~(xiyj),9’(xiyj), (xivj#a, (i= 1, . . . . n;j= 1, . . . . m))). 
aPme cas. F # Q ; F = Q(r). 
On prend Y=Zy,+ ... +Zy,+Z7yl+ ... +Zry,; 
w= Cl, 9(xi.Vj)> 9’(xi.Yj), l, s(xiVj7), 9’(xiYj7), 
(xiy,$B(i= 1, . . . . n;j= 1, . . . . m))), 
(rew. 0 = (Yj, 7Yj2 13 g(Xi .Yj), y'(Xi Yj), 13 s(xi Yj7)9 9'(xj Yj7), 
(xiyifjQ(i= 1, . . . . n;j= 1, . . . . m)))). 
Rappelons que oc3)=: (9(xjyj) (i= 1, . . . . n; j= 1, . . . . m), 
g(*)=: (yj,S(x,yj), (i= 1, . . . . n;j= 1, . . . . m), xiyj&Q. 
xiyj#D 
De la m$me facon que dans le cas exponentiel, on montre que si 
v = 3, (resp. v =4), on a p# = ([F:Q]m + 2n)/n =:pf et K= 
[F:Q]mn/[F:Q]m+2n)=: ICY (resp. p#=([F:Q]m+2n)/(n+l)=:& 
et IC = [F : Q J m(n + l)/[F : Q] m + 2n) =: tc4). 
L’hypothbe (H) dans le cas v = 3 (resp. v = 4) resulte de l’hypothese 
(H,) (resp. (H4)) et de la description des sous-groupes algebriques de E” 
(resp. G, x E”) A l’aide du thtoreme de Kolchin effectif (cf. [Ma-W]). 
Enfin, comme K(o) est algebrique sur K(o”)), le thtortme principal et 
la remarque 1.2 entrainent le corollaire 5. 
Le corollaire 6 est l’analogue qualitatif du corollaire 5. 
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Dtmonstration du corollaire 7. On le deduit du corollaire 6, cas v = 4 en 
prenant : yj=pJ-’ (j= 1, . . . . 6) xi=p’-’ .24 (i= 1, . . . . 6). 
L’hypothese (H4) est veritiee, darts ce cas, grace a l’inegalite de la taille. 
On pose: gc4’ = (/I-‘, 9qB’z.d) (i<j<,<,O<s<@-1)2)) 
@‘=(L?q?“u) (1 ,<j<s, 1 <sd(6- 1))). 
On a degtro Q(w’) = degtro Q(w’“‘). 
Si 9 est saris multiplication complexe, on a F = Q, d’oti K = (6 + 1)/3. Si 
6 > 2, on a IC> 1 et, d’apres le corollaire 6, on a degtro Q(o’“‘) > 
[(S + 1)/3]. Si 9 admet des multiplications complexes, on a [F : Q] = 2, 
d’oti K = (6 + 1)/2. Si 6 > 2, on a K > 1 et, d’aprb le corollaire 6, on a 
degtro Q(oc4’) > [(S + 1)/2]. 
Dkmonstration du corollaire 8. On prend G = A”, Y = Zy, + . . . + Zy, 
et q:C+A” 
z --) (exp, (xlz), . . . . exp, (x,z)). 
LecorpsK(fV(xjyi)xiyi$SZ(16v<g, l<i<n, l<j<m))estuncorps 
de definition de rp( Y). 
Onap#= (m + 2ng)/ng et K = gmn/(m + 2ng). 
Comme dans le cas elliptique, l’hypothese (H) dans ce cas se deduit de 
l’hypothbe (H,) et de la description des sous-groupes algebriques de A”. 
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