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BI-PARAMETER TRILINEAR FOURIER MULTIPLIERS AND
PSEUDO-DIFFERENTIAL OPERATORS WITH FLAG SYMBOLS
GUOZHEN LU, JILL PIPHER, AND LU ZHANG
Abstract. The main purpose of this paper is to study Lp Ho¨lder type estimates
for a bi-parameter trilinear Fourier multiplier with flag singularity, and the anal-
ogous pseudo-differential operator, when the symbols are in a certain product
form. More precisely, for f, g, h ∈ S(R2), the bi-parameter trilinear flag Fourier
multiplier operators we consider are defined by
Tm1,m2(f, g, h)(x) :=
∫
R6
m1(ξ, η, ζ)m2(η, ζ)fˆ (ξ)gˆ(η)hˆ(ζ)e
2pii(ξ+η+ζ)·xdξdηdζ,
when m1,m2 are two bi-parameter symbols. We prove that Tm1,m2 is bounded
from Lp1 ×Lp2 ×Lp3 to Lr for 1 < p1, p2, p3 <∞ with 1/p1 +1/p2 +1/p3 = 1/r,
and 0 < r <∞ (see Theorem 1.7).
We also establish these Lp estimates for the corresponding bi-parameter trilin-
ear pseudo-differential operators defined by
Tab(f, g, h)(x) :=
∫
R6
a(x, ξ, η, ζ)b(x, η, ζ)fˆ (ξ)gˆ(η)hˆ(ζ)e2piix(ξ+η+ζ)dξdηdζ,
where the smooth symbols a, b satisfy certain bi-parameter Ho¨rmander conditions
(see Theorem 1.8).
The bi-parameter and trilinear flag Fourier multipliers considered in this paper
do not satisfy the conditions of the classical bi-parameter trilinear Fourier multi-
pliers considered by Muscalu, Tao, Thiele and the second author [16,17] and thus
our Lp estimates generalize those established in [16,17]. They may also be viewed
as the bi-parameter trilinear variants of estimates obtained for the one-parameter
flag paraproducts by Muscalu [13].
1. Introduction
For n ≥ 1 we denote by M(Rn) the set of all bounded symbols m ∈ L∞(Rn),
smooth away from the origin and satisfying the classical Marcinkiewcz-Mikhlin-
Ho¨rmander condition
|∂αm(ξ)| .
1
|ξ|α
(1.1)
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for every ξ ∈ Rn\{0} and sufficiently many multi-indices α. Denote by Tm the
n-linear operator
Tm(f1, . . . , fn)(x) :=
∫
Rn
m(ξ)fˆ1(ξ1) · · · fˆn(ξn)e
2πi(ξ1+···+ξn)·xdξ, (1.2)
where ξ = (ξ1, . . . , ξn) ∈ R
n and f1, . . . , fn are Schwartz functions on R, denoted by
S(R). From the classical Coifman-Meyer theorem we know T extends to a bounded
n-linear operator from Lp1(R)× · · · × Lpn(R) to Lr(R) for 1 < p1, . . . , pn ≤ ∞ and
1/p1 + · · ·+ 1/pn = 1/r > 0. In fact this property holds in higher dimensions when
fi ∈ L
pi(Rd), i = 1, . . . , n and m ∈M(Rnd), see [4,9,10]. The case p ≥ 1 was proved
by Coifman and Meyer [4] and was extended to p < 1 by Grafakos and Torres [9],
and Kenig and Stein [10].
For the corresponding pseudo-differential variant of the classical Coifman-Meyer
theorem, suppose that the symbol σ(x, ξ) belongs to the Ho¨rmander symbol class
S01,0(R× R
n); that is, σ satisfies the condition
|∂lx∂
α
ξ σ(x, ξ)| .
1
(1 + |ξ|)|α|
(1.3)
for any x ∈ R, ξ = (ξ1, . . . , ξn) ∈ R
n and all indices l, α . For these symbols, the
following multi-linear, single parameter case has been studied.
Theorem 1.1 ( [9, 15]). The operator
Tσ(f1, . . . , fn)(x) :=
∫
Rn
σ(x, ξ)fˆ1(ξ1) · · ·fn(ξn)e
2πi(ξ1+···+ξn)·xdξ
is bounded from Lp1(R)× · · · ×Lpn(R) to Lr(R) for 1 < p1, . . . , pn ≤ ∞ and 1/p1 +
· · · + 1/pn = 1/r > 0, where f1, . . . , fn ∈ S(R) and σ satisfies (1.3). Again, this
result still hold if the functions are defined on Rd.
We now consider the multi-parameter setting of the above operators, introduced
and studied via time-frequency analysis in [15–17]. For simplicity, we just state
the bi-linear, bi-parameter case when f, g are defined on R2. The results extend to
the n-linear, d-parameter case where f1, . . . , fn are defined on R
d. We denote by
m ∈ BM(R4) the set of smooth bi-parameter symbols satisfying
|∂α1,α2ξ1,ξ2 ∂
β1,β2
η1,η2
m(ξ, η)| .
2∏
i=1
1
(|ξi|+ |ηi|)αi+βi
, (1.4)
for any ξ = (ξ1, ξ2), η = (η1, η2) ∈ R
2 \ {0} and sufficiently many multi-indices
α = (α1, α2), β = (β1, β2)
Theorem 1.2 ( [15–17]). Let 1 < p, q ≤ ∞, 1/p + 1/q = 1/r, 0 < r < ∞ and
m ∈ BM(R4), then the operator
Tm(f, g)(x) =
∫
R4
m(ξ1, ξ2, η1, η2)e
2πix(ξ+η+ζ)fˆ(ξ1, ξ2)gˆ(η1, η2)dξdη (1.5)
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is bounded from Lp(R2)× Lq(R2)→ Lr(R2).
A Ho¨rmander type multiplier theorem with limited smoothness on the multi-
parameter and multilinear multipliers was obtained in [2].
Theorem 1.3 ( [2]). Let m ∈ C2d+1(R2d \ {0} × R2d \ {0}) satisfy (1.4) for all
|α1|+|β1| ≤ d+1, |α2|+|β2| ≤ d+1 and (ξ1, ξ2, η1, η2) ∈ (R
2d\{0}×R2d\{0}). Then
Tm defined in (1.5) is bounded from L
p(R2d)×Lq(R2d)→ Lr(R2d) for 1 < p, q <∞,
1/p+ 1/q = 1/r, 0 < r <∞.
The corresponding bi-parameter pseudo-differential operator was studied in [6].
Theorem 1.4 ( [6]). Define
Ta(f, g)(x) :=
∫
R4
a(x, ξ, η)fˆ(ξ1, ξ2)gˆ(η1, η2)e
2πix·(ξ+η)dξdη
where
|∂l1x1∂
l2
x2
∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
a(x, ξ, η)| .
1
(1 + |ξ1|+ |η1|)α1+β1
1
(1 + |ξ2|+ |η2|)α2+β2
.
Then Ta is bounded on L
p1 × Lp2 → Lrprovided that 1 < p1, p2 ≤ ∞ and
1
r
=
1
p1
+ 1
p2
> 0.
In particular, in the proof of trilinear bi-parameter version of Theorem 1.4 above,
the following localized Lp estimates hold and these estimates will also play a role in
our current paper.
Theorem 1.5 ( [6]). Let m(ξ, η, ζ) be a smooth symbol satisfying
|∂α1,α2ξ1,ξ2 ∂
β1,β2
η1,η2
∂γ1,γ2ζ1,ζ2 m(ξ, η, ζ)| .
2∏
i=1
1
(1 + |ξi|+ |ηi|+ |ζi|)αi+βi+γi
for any ξ = (ξ1, ξ2), η = (η1, η2), ζ = (ζ1, ζ2) ∈ R
2 and sufficiently many multi-indices
α = (α1, α2), β = (β1, β2), γ = (γ1, γ2). And define the operator
T 0m(f, g, h)(x1, x2) :=
(∫
R6
m(ξ, η, ζ)e2πix(ξ+η+ζ)fˆ(ξ)gˆ(η)hˆ(ζ)dξdηdζ
)
ϕ0(x1)ϕ
′
0(x2),
where ϕ0, ϕ
′
0 ∈ S(R) are supported on I
0 = [−1, 1]. Then for 1 < p1, p2, p3 ≤ ∞ and
1/p1 + 1/p2 + 1/p3 = 1/r > 0 there holds
‖T 0m(f, g, h)(x1, x2)‖Lr . ‖fχ˜0 ⊗ χ˜0‖p1‖gχ˜0 ⊗ χ˜0‖p2‖hχ˜0 ⊗ χ˜0‖p3,
where χ˜0 := χ˜I0 is defined as (2.1).
We now return to the discussion of the classical single-parameter Coifman-Meyer
type operator (1.2) under the condition (1.1). Note that in (1.1) the only singularity
for the symbol m is at the origin. In [13], Muscalu considered some types of symbols
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having flag singularities. More precisely, in the trilinear case, the symbol m(ξ, η, ζ)
is a product of two symbols in M(R3) and M(R2) respectively, i.e, m(ξ, η, ζ) =
m1(ξ, η, ζ)m2(η, ζ) for m1 ∈M(R
3), m2 ∈M(R
2) satisfying
|∂αξ ∂
β
η ∂
γ
ζm1(ξ, η, ζ)| .
1
(|ξ|+ |η|+ |ζ |)α+β+γ
|∂βη ∂
γ
ζm2(η, ζ)| .
1
(|η|+ |ζ |)β+γ
for every ξ, η, ζ ∈ R and sufficiently many indices α, β and γ. Define
Tm1,m2(f, g, h)(x) :=
∫
R3
m1(ξ, η, ζ)m2(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πi(ξ+η+ζ)·xdξdηdζ, (1.6)
where f, g, h ∈ S(R). Then there holds
Theorem 1.6. ( [13]) The operator defined in (1.6) maps Lp1 ×Lp2 ×Lp3 → Lr for
1 < p1, p2, p3 <∞ with 1/p1 + 1/p2 + 1/p3 = 1/r, and 0 < r <∞.
Moreover, for the above theorem, the estimates like Lt × L∞ × L∞ → Lt or
L∞ × L∞ × L∞ → L∞ are false, and these can be checked if we set one of the
symbols to be identically 1. Also, when 0 < p1, p2, p3 ≤ ∞, Miyachi and Tomita
in [12] proved the boundedness of (1.6) on Hardy spaces. The Lp estimates for the
one-parameter trilinear pseudo-differential operators of flag type symbols have also
been established in [11].
The main purpose of this paper is to establish the Lp estimates for the bi-
parameter trilinear Fourier multipliers with flag singularity as defined in 1.6, as well
as the corresponding bi-parameter trilinear pseudo-differential variants. We consider
the multipliers m1 ∈ BM(R
6) and m2 ∈ BM(R
4) satisfying the following condi-
tions:
|∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
m1(ξ, η, ζ)|
.
1
(|ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(|ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
,
|∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
m2(η, ζ)| .
1
(|η1|+ |ζ1|)β1+γ1
1
(|η2|+ |ζ2|)β2+γ2
,
for every ξ = (ξ1, ξ2), η = (η1, η2), ζ = (ζ1, ζ2) ∈ R × R and all multi-indices α =
(α1, α2), β = (β1, β2) and γ = (γ1, γ2).
Our main theorems are as follows.
Theorem 1.7. For f, g, h ∈ S(R2), the bi-parameter operators
Tm1,m2(f, g, h)(x) :=
∫
R6
m1(ξ, η, ζ)m2(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πi(ξ+η+ζ)·xdξdηdζ (1.7)
map Lp1 ×Lp2 ×Lp3 → Lr for 1 < p1, p2, p3 <∞ with 1/p1+1/p2+1/p3 = 1/r and
0 < r <∞.
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Now we state the result for the corresponding bi-parameter trilinear pseudo-
differential operators. Let
Tab(f, g, h)(x) :=
∫
R6
a(x, ξ, η, ζ)b(x, η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e2πix(ξ+η+ζ)dξdηdζ, (1.8)
where f, g, h ∈ S(R2), and the bi-parameter smooth symbols a, b ∈ BS01,0 satisfy the
following conditions
|∂l1x1∂
l2
x2
∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
a(x, ξ, η, ζ)|
.
1
(1 + |ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(1 + |ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
,
|∂l1x1∂
l2
x2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
b(x, η, ζ)| .
1
(1 + |η1|+ |ζ1|)β1+γ1
1
(1 + |η2|+ |ζ2|)β2+γ2
. (1.9)
for every x = (x1, x2), ξ = (ξ1, ξ2), η = (η1, η2), ζ = (ζ1, ζ2) ∈ R × R and all multi-
indices α = (α1, α2), β = (β1, β2) and γ = (γ1, γ2). We will prove the following
estimate.
Theorem 1.8. The operators Tab defined as (1.8) map L
p1 × Lp2 × Lp3 → Lr for
1 < p1, p2, p3 <∞ with 1/p1 + 1/p2 + 1/p3 = 1/r and 0 < r <∞.
The proof of the Lp estimates for the bi-parameter trilinear flag Fourier multipliers
of Theorem 1.7 proceeds by reducing to a decomposition into multipliers based on
the support on the frequency variables, then proving the Ho¨lder type Lp estimates
for each. Such a reduction is partly inspired by earlier work in both the single-
parameter and bi-parameter settings, for instance, [12,14,16,17]. To prove Theorem
1.8, we reduce the bi-parameter trilinear pseudo-differential operator to a localized
version. Then by taking advantage of the paraproducts studied in [13,15], but with
all dyadic intervals having lengths at most 1, and Theorem 1.7, we prove the Ho¨lder
estimates for the localized operator. This is Theorem 5.1.
The rest of the paper is organized as follows. In Section 2, we collect some nota-
tion and definitions used in the paper. In Section 3, we will discuss briefly how our
Theorem 1.7 is related to the Leibniz rule. Section 4 contains the proof of Theorem
1.7. In Section 5, we show that the main Theorem 1.8 can be reduced to an estimate
for a localized operator (Theorem 5.1). In Section 6, we give the proof of Theorem
5.1. In fact, the localized operator will be written as certain bi-parameter paraprod-
ucts, where all the involved dyadic intervals have lengths at most 1. This allows us
to avoid the more complicated “size” and “energy” estimates used in [14, 16, 17] to
deal with paraproducts. In the final Section 7, we give a more thorough discussion
on how our Theorem 1.7 will play a role in the derivation of the Leibniz rule and
why a stronger bi-parameter and trilinear flag Fourier multiplier theorem than our
Theorem 1.7 is needed to complete the proof of the Leibniz rule.
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2. notations and preliminaries
Let S(Rn) denote the Schwartz space of rapidly decreasing, C∞ functions in Rn.
Define the Fourier transform of a function f in S(Rn) as
F (f)(ξ) = fˆ(ξ) =
∫
Rn
f(x)e−2πix·ξdx
extended in the usual way to the space of tempered distribution S ′(Rn), which is
the dual space of S(Rn). The use F−1(f) to denote the inverse Fourier transform of
f .
Throughout the paper, expressions of the form A . B are used to mean that
there exists a universal constant C > 1 so that A ≤ CB, and the notation A ∼ B
denotes that both A . B and B . A.
Intervals in the form of [2kn, 2k(n + 1)] in R, where k, n ∈ Z, are called dyadic
intervals; and D is the set of all such dyadic intervals. Moreover, the occurrence of
any of these expressions in this paper means the following: I0 := [−1, 1], In = Jn =
I ′n = J
′
n := [n, n + 1] for n ∈ Z.
Definition 1. For I ∈ D, we define the approximate cutoff function as
χ˜I(x) := (1 +
dist(x, I)
|I|
)−100 (2.1)
Definition 2. Let I ⊆ R be an arbitrary interval. A smooth function ϕ is said to
be a bump adapted to I if and only if one has
|ϕ(l)| ≤ ClCM
1
|I|l
1
(1 + |x− xI |/|I|)M
for every integer M ∈ N and sufficiently many derivatives l ∈ N, where xI denotes
the center of I and |I| is the length of I.
If ϕI is a bump adapted to I, we say that |I|
−1/pϕI is an L
p-normalized bump
adapted to I, for 1 ≤ p ≤ ∞.
Definition 3. A sequence of L2-normalized bumps (ΦI)I∈D adapted to dyadic in-
tervals I ∈ D is called a non-lacunary sequence if and only if for each I ∈ D there
exists an interval ωI = ω|I| symmetric with respect to the origin so that supp Φ̂I ⊆ ωI
and |ωI | ∼ |I|
−1.
Definition 4. A sequence of L2-normalized bumps (ΦI)I∈D adapted to dyadic inter-
vals I ∈ D is called a lacunary sequence if and only if for each I ∈ D there exists an
interval ωI = ω|I| so that supp Φ̂I ⊆ ωI , |ωI | ∼ |I|
−1 ∼ dist(0, ωI) and 0 /∈ 5ωI.
Definition 5. Let I,J ⊆ D be two families of dyadic intervals that have lengths at
most 1. Suppose that (φjI)I∈I for j = 1, 2, 3 are three families of L
2-normalized bump
functions such that the family (φ2I)I∈I is non-lacunary while the families (φ
j
I)I∈I
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for j 6= 2 are both lacunary, and (φjJ)J∈J for j = 1, 2, 3 are three families of L
2-
normalized bump functions, where at least two of the three are lacunary.
We define as in [13] the discrete model operators T1 and T1,k0 for a positive integer
k0 by
T1(f, g, h) =
∑
I∈I
1
|I|
1
2
〈f, φ1I〉〈B
1
I (g, h), φ
2
I〉φ
3
I (2.2)
where B1I (g, h) =
∑
J∈J
|ω3
J
|≤|ω2
I
|
1
|J |
1
2
〈g, φ1J〉〈h, φ
2
J〉φ
3
J (2.3)
T1,k0(f, g, h) =
∑
I∈I
1
|I|
1
2
〈f, φ1I〉〈B
1
I,k0(g, h), φ
2
I〉φ
3
I (2.4)
where B1I,k0(g, h) =
∑
J∈J
2k0 |ω3J |≃|ω
2
I |
1
|J |
1
2
〈g, φ1J〉〈h, φ
2
J〉φ
3
J (2.5)
3. A Leibniz rule
Before giving the proof of Theorem 1.7, we give an example where the operator
we consider plays a role. This is one of the possible motivations for the study of such
operators. The details are included in the appendix.
Let f, g, h ∈ S(R2), and for α1, α2 > 0 define
D̂α11 h(u) = (2π|u1|)
α1 hˆ(u), D̂α22 h(u) = (2π|u2|)
α2 hˆ(u), u = (u1, u2) ∈ R
2.
In [15–17], it was proved that the boundedness of the bi-parameter bilinear Fourier
multiplier in Theorem 1.2 implies the following Leibniz rule.
‖Dα11 D
α2
2 (fg)‖Lr . ‖D
α1
1 D
α2
2 f‖Lp1‖g‖Lq1 + ‖D
α1
1 f‖Lp2‖D
α2
2 g‖Lq2
+‖Dα22 f‖Lp3‖D
α1
1 g‖Lq3 + ‖f‖Lp4‖D
α1
1 D
α2
2 g‖Lq4 , (3.1)
where 1/pi+1/qi = 1/r, 1 < pi, qi ≤ ∞ for i = 1, 2, 3, 4 and max
(
1
1+α1
, 1
1+α2
)
< r <
∞ (one can refer to [15–17] to see how such restrictions appear).
Then it’s very natural and interesting to ask if such bi-parameter Leibniz rule
holds when there is higher complexity of the differentiation. In particular, a Leibniz
estimate for an expression like the following relies on our theorem:
‖Dα11 D
α2
2
(
f ·Dβ11 D
β2
2 (gh)
)
‖Lr ,
where max
(
1
1+α1
, 1
1+α2
, 1
1+β1
, 1
1+β2
)
< r < ∞. First note that an iteration of (3.1)
results in the inequality
‖Dα11 D
α2
2
(
f ·Dβ11 D
β2
2 (gh)
)
‖Lr
. ‖Dα11 D
α2
2 f‖Lp1‖D
β1
1 D
β2
2 (gh)‖Lq1 + ‖D
α1
1 f‖Lp2‖D
β1
1 D
α2+β2
2 (gh)‖Lq2
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+‖Dα22 f‖Lp3‖D
α1+β1
1 D
β2
2 (gh)‖Lq3 + ‖f‖Lp4‖D
α1+β1
1 D
α2+β2
2 (gh)‖Lq4 , (3.2)
where 1/r = 1/pi+1/qi for i = 1, 2, 3, 4. However, this argument using (3.1) requires
qi > 1, while the ideal restriction is qi >
1
2
, since we expect to further expand the
differentiation on gh. Thus, it’s a non-trivial question to get a general Leibniz rule
for (3.2), that is
‖Dα11 D
α2
2
(
f ·Dβ11 D
β2
2 (gh)
)
‖Lr
. ‖Dα11 D
α2
2 f‖Lp1 · ‖D
β1
1 D
β2
2 g‖Lq1 · ‖h‖Ls1 + ‖D
α1
1 D
α2
2 f‖Lp2 · ‖D
β1
1 g‖Lq2 · ‖D
β2
2 h‖Ls2
+‖Dα11 D
α2
2 f‖Lp3 · ‖D
β2
2 g‖Lq3 · ‖D
β1
1 h‖Ls3 + ‖D
α1
1 D
α2
2 f‖Lp4 · ‖g‖Lq4 · ‖D
β1
1 D
β2
2 h‖Ls4
+‖Dα11 f‖Lp5 · ‖D
β1
1 D
α2+β2
2 g‖Lq5 · ‖h‖Ls5 + ‖D
α1
1 f‖Lp6 · ‖D
β1
1 g‖Lq6 · ‖D
α2+β2
2 h‖Ls6
+‖Dα11 f‖Lp7 · ‖D
α2+β2
2 g‖Lq7 · ‖D
β1
1 h‖Ls7 + ‖D
α1
1 f‖Lp8 · ‖g‖Lq8 · ‖D
β1
1 D
α2+β2
2 h‖Ls8
+‖Dα22 f‖Lp9 · ‖D
α1+β1
1 D
β2
2 g‖Lq9 · ‖h‖Ls9 + ‖D
α2
2 f‖Lp10 · ‖D
α1+β1
1 g‖Lq10 · ‖D
β2
2 h‖Ls10
+‖Dα22 f‖Lp11 · ‖D
β2
2 g‖Lq11 · ‖D
α1+β1
1 h‖Ls11 + ‖D
α2
2 f‖Lp12 · ‖g‖Lq12 · ‖D
α1+β1
1 D
β2
2 h‖Ls12
+‖f‖Lp13 · ‖D
α1+β1
1 D
α2+β2
2 g‖Lq13 · ‖h‖Ls13 + ‖f‖Lp14 · ‖D
α1+β1
1 g‖Lq14 · ‖D
α2+β2
2 h‖Ls14
+‖f‖Lp15 · ‖D
α2+β2
2 g‖Lq15 · ‖D
α1+β1
1 h‖Ls15 + ‖f‖Lp16 · ‖g‖Lq16‖D
α1+β1
1 D
α2+β2
2 h‖Ls16 ,
(3.3)
where 1/pi+1/qi+1/si = 1/r, 1 < pi, qi ≤ ∞ for i = 1, . . . , 16 and max
(
1
1+α1
, 1
1+α2
, 1
1+β1
, 1
1+β2
)
<
r <∞.
It turns out, we can write Dα11 D
α2
2
(
f · Dβ11 D
β2
2 (gh)
)
as a sum of essentially two
types of Fourier multipliers. More precisely, we can write
Dα11 D
α2
2
(
f ·Dβ11 D
β2
2 (gh)
)
= Tm1,m2(f, g, h) + Tm3,m4(f, g, h),
where Tm1,m2 is the operator in Theorem 1.7, and
Tm3,m4(f, g, h) =
∫
R6
m3(ξ, η)m4(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)dξdηdζ,
with m3, m4 ∈ BM(R
4). Thus, in order to get the Leibniz estimate, we just need
to show the Ho¨lder Lr estimate for each of the above two operators implies those
pieces in (3.3).
Now let’s take a quick look at how the estimate in Theorem 1.7 is associated with
the 16 terms appearing in (3.3). We indicate some key steps here, and more details
can be found in the appendix. Let ψ ∈ S(R) be a Schwartz function satisfying
supp ψˆ ⊆ {1/2 ≤ |u| ≤ 2} and
1 =
∑
k∈Z
ψ̂k(u), u 6= 0.
Now f · g · h can be rewritten by using
fˆ(ξ)gˆ(η)hˆ(ζ) =
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j1,j2
ψ̂j1(ξ1)ψ̂j2(ξ2)fˆ(ξ)
)(∑
k1,k2
ψ̂k1(η1)ψ̂k2(η2)gˆ(η)
)(∑
l1,l2
ψ̂l1(ζ1)ψ̂l2(ζ2)hˆ(ζ)
)
.
(3.4)
Then by using a sequence of appropriate reductions, it turns out that our goal
Dα11 D
α2
2
(
f ·Dβ11 D
β2
2 (gh)
)
can be written as a summation of terms that includes,
for example,
Dα11 D
α2
2
(∑
j1,j2
(
(f ∗ (ψj1 ⊗ ψj2))
(
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗ (ψj1 ⊗ ψj2)
)
=
∑
j1,j2
( (
Dα11 D
α2
2 f ∗
(
ψ′′j1 ⊗ ψ
′′
j2
)) (
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
.
(3.5)
where Dβ11 D
β2
2 Π1(g, h) has the form∑
k1≪j1
∑
k2≪j2
((
Dβ11 D
β2
2 g ∗
(
ψ′′k1 ⊗ ψ
′′
k2
))
· (h ∗ (ϕk1 ⊗ ϕk2))
)
∗
(
ψ′k1 ⊗ ψ
′
k2
)
.
Here for i = 1, 2, ki ≪ ji means ki < ji − 100, ϕki =
∑
li≪ki
ψli , and ψki may
actually represent
∑
ki−100≤li≤ki+100
ψli . Moreover, ψ̂
′
ki
(u) = ψ̂ki(u)|
u
2ki
|βi, ψ̂′′ki(u) =
ψ̂ki(u)|
2ki
u
|βi, and ⊗ represents the tensor product.
In fact, the expression (3.5) is a Fourier multiplier with symbol having the form
m1(ξ, η, ζ)m2(η, ζ), where m1 ∈ BM(R
6) and m2 ∈ BM(R
4) respectively. Then one
can see that Theorem (1.7) implies the bound
‖Dα11 D
α2
2 f‖Lp1 · ‖D
β1
1 D
β2
2 g‖Lq1 · ‖h‖Ls1 ,
which appears on the right hand side of (3.3). To see how to get the other terms
in (3.3) from our theorem, we need to look at the terms that are similar to (3.5),
which appear in the process of reduction. Here we just give one more example,
Dα11 D
α2
2
(∑
j1,j2
(
(f ∗ (ψj1 ⊗ ϕj2))
(
Dβ11 D
β2
2 Π2(g, h) ∗ (ϕj1 ⊗ ψj2)
) )
∗ (ψj1 ⊗ ψj2)
)
=
∑
j1,j2
( (
Dα11 f ∗
(
ψ′′j1 ⊗ ϕj2
)) (
Dβ11 D
α2+β2
2 Π2(g, h) ∗
(
ϕj1 ⊗ ψ
′′
j2
)) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
.
(3.6)
where Dβ11 D
α2+β2
2 Π2(g, h) has the form∑
k1≪j1
∑
k2≪j2
((
Dβ2+α22 g ∗
(
ϕk1 ⊗ ψ
′′
k2
))
·
(
Dβ11 h ∗
(
ϕk1 ⊗ ψ
′′
k2
)))
∗
(
ψ′k1 ⊗ ψ
′
k2
)
.
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As before, (3.6) corresponds to an operator with the symbol m1(ξ, η, ζ)m2(η, ζ), and
our theorem implies the bound
‖Dα11 f‖Lp7 · ‖D
α2+β2
2 g‖Lq7 · ‖D
β1
1 h‖Ls7 .
However, there are still terms in the reduction that can not be covered by our
theorem. Such terms appear when, for example, j1 ≫ k1 ≫ l1, j2 ≪ k2 ≪ l2 in
(3.4), and they actually correspond to the operator Tm3,m4 . Thus, in order to obtain
our final goal (3.3), it remains to prove the Ho¨lder type Lr estimate for Tm3,m4 .
Note that the bi-parameter symbol m3(ξ, η)m4(η, ζ) is more singular than the one
in Tm1,m2, and thus it is a more challenging task to obtain Ho¨lder type estimates for
the associated operator. Overcoming this obstacle is an issue for future research in
this subject.
4. Proof of Theorem 1.7
4.1. Reduction of the symbols. To prove this theorem, we start with the decom-
position and reduction of the symbols
m(ξ, η, ζ) := m1(ξ, η, ζ)m2(η, ζ).
We take smooth homogeneous functions φ0 and φ1 on R
3\{0} such that φ0(u, v, w)+
φ1(u, v, w) = 1 and
supp φ0 ⊂ {(u, v, w)||v|+ |w| ≤ ǫ|u|}, suppφ1 ⊂ {(u, v, w)||v|+ |w| ≥
1
2
ǫ|u|}
for some small ǫ. Then we decompose m as
m1 = m1(φ0(ξ1, η1, ζ1) + φ1(ξ1, η1, ζ1))(φ0(ξ2, η2, ζ2) + φ1(ξ2, η2, ζ2))
= m1φ0(ξ1, η1, ζ1)φ0(ξ2, η2, ζ2) +m1φ0(ξ1, η1, ζ1)φ1(ξ2, η2, ζ2)
+m1φ1(ξ1, η1, ζ1)φ0(ξ2, η2, ζ2) +m1φ1(ξ1, η1, ζ1)φ1(ξ2, η2, ζ2)
:= m0,0 +m0,1 +m1,0 +m1,1
Obviously m1,1 satisfies the condition
|∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
m1,1(ξ, η, ζ)|
.
1
(|ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(|ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
,
and the desired estimate follows from the multilinear version of Theorem 1.2.
Note that the symbol m0,0 has the weakest condition, since both of m0,1 and m1,0
satisfy the classical stronger restriction in the second and first parameter respec-
tively. Thus, we only need to treat m0,0.
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We choose ψ̂(u) ∈ S(R) such that supp ψ̂ ⊆ {u ∈ R : 1/2 ≤ |u| ≤ 2}, and∑
j∈Z
ψ̂j(u) :=
∑
j∈Z
ψ̂(
u
2j
) = 1 for u 6= 0. (4.1)
We define ϕ by
ϕ̂(u) =
−3∑
k=−∞
ψ̂(2−ku) for u 6= 0, ϕ̂(0) = 1, (4.2)
which implies
supp ϕ̂ ⊂ {u ∈ R : |u| ≤ 2−2}, and ϕ̂(u) = 1 for |u| ≤ 2−3.
We also set
χ(u, v, w) =
∑
j∈Z
ψ̂(2−ju)ϕ̂(2−j+10v)ϕ̂(2−j+10w).
Note that χ ∈M(R3) and χ(ξ1, η1, ζ1) = 1 , χ(ξ2, η2, ζ2) = 1 on suppm0,0.
Since it is sufficient to consider m0,0, we now use m1 to represent m0,0. From
Taylor’s theorem, we have:
m1(ξ, η, ζ) =
∑
β′
2
+γ′
2
<N
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∂β
′
2
η2 ∂
γ′
2
ζ2
m1(ξ, η1, 0, ζ1, 0)
+N
∑
β′
2
+γ′
2
=N
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∫ 1
0
(1− t)N−1∂β
′
2
η2 ∂
γ′
2
ζ2
m1(ξ, η1, tη2, ζ1, tζ2)dt,
and
m1(ξ, η, ζ) =
∑
β′
1
+γ′
1
<N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
∂β
′
1
η1
∂
γ′
1
ζ1
m1(ξ, 0, η2, 0, ζ2)
+N
∑
β′
1
+γ′
1
=N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
∫ 1
0
(1− s)N−1∂β
′
1
η1
∂
γ′
1
ζ1
m1(ξ, sη1, η2, sζ1, ζ2)ds.
This gives the expression
m1(ξ, η, ζ)
=
∑
β′
1
+γ′
1
<N
∑
β′
2
+γ′
2
<N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∂β
′
1
η1
∂β
′
2
η2
∂
γ′
1
ζ1
∂
γ′
2
ζ2
m1(ξ, 0, 0)
+N
∑
β′
1
+γ′
1
<N
∑
β′
2
+γ′
2
=N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∫ 1
0
(1− t)N−1∂β
′
1
η1
∂β
′
2
η2
∂
γ′
1
ζ1
∂
γ′
2
ζ2
m1(ξ, 0, tη2, 0, tζ2)dt
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+N
∑
β′
1
+γ′
1
=N
∑
β′
2
+γ′
2
<N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∫ 1
0
(1− s)N−1∂β
′
1
η1 ∂
β′
2
η2 ∂
γ′
1
ζ1
∂
γ′
2
ζ2
m1(ξ, sη1, 0, sζ1, 0)dt
+N2
∑
β′
1
+γ′
1
=N
∑
β′
2
+γ′
2
=N
η
β′
1
1 ζ
γ′
1
1
β ′1!γ
′
1!
η
β′
2
2 ζ
γ′
2
2
β ′2!γ
′
2!
∫ 1
0
∫ 1
0
(1− s)N−1(1− t)N−1
∂β
′
1
η1
∂β
′
2
η2
∂
γ′
1
ζ1
∂
γ′
2
ζ2
m1(ξ, sη1, tη2, sζ1, tζ2)dsdt
:= m1,11 (ξ, η, ζ) +m
1,2
1 (ξ, η, ζ) +m
2,1
1 (ξ, η, ζ) +m
2,2
1 (ξ, η, ζ) (4.3)
These computations imply that our original symbol m1(ξ, η, ζ)m2(η, ζ) can actu-
ally be reduced to(
m1,11 (ξ, η, ζ) +m
1,2
1 (ξ, η, ζ) +m
2,1
1 (ξ, η, ζ) +m
2,2
1 (ξ, η, ζ)
)
m2(η, ζ).
In the following subsections, we deal with each of these four types of symbols.
4.1.1. The symbol m2,21 (ξ, η, ζ)m2(η, ζ).
A straightforward calculation shows that
|∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
m2,21 (ξ, η, ζ)m2(η, ζ)| .
(|η1|+ |ζ1|)
N−β1−γ1
|ξ1|N+α1
(|η2|+ |ζ2|)
N−β2−γ2
|ξ2|N+α2
,
which means that
|∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2 ∂
γ1
ζ1
∂γ2ζ2m
2,2
1 (ξ, η, ζ)m2(η, ζ)χ(ξ1, η1, ζ1)χ(ξ2, η2, ζ2)|
.
1
(|ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(|ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
for β1+ γ1 ≤ N and β2+ γ2 ≤ N for N sufficiently large. Therefore this symbol also
falls within the scope of Theorem 1.2.
4.1.2. The symbol m1,21 (ξ, η, ζ)m2(η, ζ), m
2,1
1 (ξ, η, ζ)m2(η, ζ).
As in the argument for m1,11 (ξ, η, ζ), one can see that m
1,2
1 (ξ, η, ζ)m2(η, ζ) and
m2,11 (ξ, η, ζ)m2(η, ζ) satisfy the classical restriction on the second and first parame-
ter respectively, which is stronger than the condition that m1,11 (ξ, η, ζ)m2(η, ζ) sat-
isfies. Thus the computations below will show that one only needs to deal with
m1,11 (ξ, η, ζ)m2(η, ζ).
4.1.3. The symbol m1,11 (ξ, η, ζ)m2(η, ζ).
To handle the symbol m1,11 (ξ, η, ζ)m2(η, ζ), we use the standard decomposition for
m2(η, ζ). We denote by ψ̂
′(u) :=
∑2
k=−2 ψ̂(2
−ku), so that ψ̂′ ∈ S(R) and supp ψ̂′ ⊂
{u ∈ R : 2−3 ≤ |u| ≤ 23}. Then we can write
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1 =
∑
k1,k1
′∈Z
∑
k2,k2
′∈Z
ψ̂(2−k1η1)ψ̂(2
−k′
1ζ1)ψ̂(2
−k2η2)ψ̂(2
−k2
′
ζ2)
=
( ∑
|k1−k1
′|≤2
+
∑
k1−k1
′>2
+
∑
k1−k1
′<−2
)( ∑
|k2−k2
′|≤2
+
∑
k2−k2
′>2
+
∑
k2−k2
′<−2
)
ψ̂(2−k1η1)ψ̂(2
−k′
1ζ1)ψ̂(2
−k2η2)ψ̂(2
−k2
′
ζ2)
=
∑
k1,k2∈Z
(
ψ̂(2−k1η1)ψ̂
′(2−k1ζ1) + ψ̂(2
−k1η1)ϕ̂(2
−k1ζ1) + ϕ̂(2
−k1η1)ψ̂(2
−k1ζ1)
)
·
(
ψ̂(2−k2η2)ψ̂
′(2−k2ζ2) + ψ̂(2
−k2η2)ϕ̂(2
−k2ζ2) + ϕ̂(2
−k2η2)ψ̂(2
−k2ζ2)
)
Applying the above decomposition to m2(η, ζ), by symmetry it suffices to consider
the following cases:
m1,12 (η, ζ) =
∑
k1,k2∈Z
m2(η, ζ)ψ̂(2
−k1η1)ψ̂
′(2−k1ζ1)ψ̂(2
−k2η2)ψ̂
′(2−k2ζ2)
m1,22 (η, ζ) =
∑
k1,k2∈Z
m2(η, ζ)ψ̂(2
−k1η1)ψ̂
′(2−k1ζ1)ψ̂(2
−k2η2)ϕ̂(2
−k2ζ2)
m2,22 (η, ζ) =
∑
k1,k2∈Z
m2(η, ζ)ψ̂(2
−k1η1)ϕ̂(2
−k1ζ1)ψ̂(2
−k2η2)ϕ̂(2
−k2ζ2)
m2,32 (η, ζ) =
∑
k1,k2∈Z
m2(η, ζ)ψ̂(2
−k1η1)ϕ̂(2
−k1ζ1)ϕ̂(2
−k2η2)ψ̂(2
−k2ζ2).
We now rewrite these using their Fourier expansions. For example,
m1,12 (η, ζ) =
∑
k1,k2∈Z
∑
n1,n2∈Z
∑
n′
1
,n′
2
∈Z
c1,1k1,k2,n1,n′1,n2,n′2
e
in1
η1
2
k1 e
i
n2
4
ζ1
2
k1 e
in′
1
η2
2
k2 e
i
n′
2
4
ζ2
2
k2
·ψ̂k1(η1)ψ̂
′
k1(ζ1)ψ̂k2(η2)ψ̂
′
k2(ζ2),
where
sup
k1,k2∈Z
|c1,1k1,k2,n1,n′1,n2,n′2
| . (1 + |n1|+ |n2|)
−M(1 + |n′1|+ |n
′
2|)
−M
for sufficiently large M > 0.
Moreover,for any index β ∈ N and n ∈ Z we denote by
ψ̂β,n(u) = u
βeinuψ̂(u), ψ̂′β,n(u) = u
βei
n
4
uψ̂′(u), ϕ̂β,n(u) = u
βeinuϕ̂(u).
Then we have
η
β′
1
1 η
β′
2
2 ζ
γ′
1
1 ζ
γ′
2
2 m
1,1
2 (η, ζ) =
∑
k1,k2∈Z
∑
n1,n2∈Z
∑
n′
1
,n′
2
∈Z
c1,1k1,k2,n1,n′1,n2,n′2
2k1(β
′
1
+γ′
1
)2k2(β
′
2
+γ′
2
)
·ψ̂β′
1
,n1(2
−k1η1)ψ̂
′
γ′
1
,n2
(2−k1ζ1)ψ̂β′
2
,n′
1
(2−k2η2)ψ̂
′
γ′
2
,n′
2
(2−k2ζ2)
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η
β′
1
1 η
β′
2
2 ζ
γ′
1
1 ζ
γ′
2
2 m
1,2
2 (η, ζ) =
∑
k1,k2∈Z
∑
n1,n2∈Z
∑
n′
1
,n′
2
∈Z
c1,2k1,k2,n1,n′1,n2,n′2
2k1(β
′
1
+γ′
1
)2k2(β
′
2
+γ′
2
)
·ψ̂β′
1
,n1(2
−k1η1)ψ̂
′
γ′
1
,n2
(2−k1ζ1)ψ̂β′
2
,n′
1
(2−k2η2)ϕ̂γ′
2
,n′
2
(2−k2ζ2)
η
β′
1
1 η
β′
2
2 ζ
γ′
1
1 ζ
γ′
2
2 m
2,2
2 (η, ζ) =
∑
k1,k2∈Z
∑
n1,n2∈Z
∑
n′
1
,n′
2
∈Z
c2,2k1,k2,n1,n′1,n2,n′2
2k1(β
′
1
+γ′
1
)2k2(β
′
2
+γ′
2
)
·ψ̂β′
1
,n1(2
−k1η1)ϕ̂γ′
1
,n2(2
−k1ζ1)ψ̂β′
2
,n′
1
(2−k2η2)ϕ̂γ′
2
,n′
2
(2−k2ζ2)
η
β′
1
1 η
β′
2
2 ζ
γ′
1
1 ζ
γ′
2
2 m
2,3
2 (η, ζ) =
∑
k1,k2∈Z
∑
n1,n2∈Z
∑
n′
1
,n′
2
∈Z
c2,3k1,k2,n1,n′1,n2,n′2
2k1(β
′
1
+γ′
1
)2k2(β
′
2
+γ′
2
)
·ψ̂β′
1
,n1(2
−k1η1)ϕ̂γ′
1
,n2(2
−k1ζ1)ϕ̂β′
2
,n′
1
(2−k2η2)ψ̂γ′
2
,n′
2
(2−k2ζ2),
where the coefficients, for all four pairs (i1, i2) above, satisfy supk1,k2∈Z |c
i1,i2
k1,k2,n1,n′1,n2,n
′
2
| .
(1 + |n1|+ |n2|)
−M(1 + |n′1|+ |n
′
2|)
−M .
In similar fashion, for m1,11 (ξ, η, ζ) in (4.3), we denote
Mβ′
1
,β′
2
,γ′
1
,γ′
2
(ξ) :=
1
β ′1!β
′
2!γ
′
1!γ
′
2!
∂β
′
1
η1 ∂
β′
2
η2 ∂
γ′
1
ζ1
∂
γ′
2
ζ2
m1(ξ, 0, 0, 0, 0).
Note that for any indices α1, α2 there holds
|∂α1ξ1 ∂
α2
ξ2
Mβ′
1
,β′
2
,γ′
1
,γ′
2
(ξ)| . |ξ1|
−(α1+β′1+γ
′
1
)|ξ2|
−(α2+β′2+γ
′
2
),
which means we can expand in Fourier series to write as:
Mβ′
1
,β′
2
,γ′
1
,γ′
2
(ξ)ψ̂(2−j1ξ1)ψ̂(2
−j2ξ2)
=
∑
l1,l2∈Z
c
β′
1
,β′
2
,γ′
1
,γ′
2
j1,j2,l1,l2
2−j1(β
′
1
+γ′
1
)2−j2(β
′
2
+γ′
2
)ψ̂0,l1(2
−j1ξ1)ψ̂0,l2(2
−j2ξ2),
where ψ̂0,l1(u) = e
inuψ̂(u), ψ̂0,l2(v) = e
inuψ̂(v) for u, v ∈ R are defined as before, and
sup
j1,j2
|cβ1,β2,γ1,γ2j1,j2,l1,l2 | . (1 + |l1|)
−M(1 + |l2|)
−M .
Then if we denote by d1 = β
′
1+ γ
′
1 and d2 = β
′
2+ γ
′
2, and put everything together,
we have that
m1,11 (ξ, η, ζ)m2(η, ζ)χ(ξ1, η1, ζ1)χ(ξ2, η2, ζ2)
=
∑
c1,12−(j1−k1)d12−(j2−k2)d2ψ̂0,l1(
ξ1
2j1
)ψ̂0,l2(
ξ2
2j2
)ϕ̂(
η1
2j1−10
)ϕ̂(
η2
2j2−10
)
·ϕ̂(
ζ1
2j1−10
)ϕ̂(
ζ2
2j2−10
)ψ̂β′
1
,n1(
η1
2k1
)ψ̂′γ′
1
,n2
(
ζ1
2k1
)ψ̂β′
2
,n′
1
(
η2
2k2
)ψ̂′γ′
2
,n′
2
(
ζ2
2k2
)
+
∑
c1,22−(j1−k1)d12−(j2−k2)d2 ψ̂0,l1(
ξ1
2j1
)ψ̂0,l2(
ξ2
2j2
)ϕ̂(
η1
2j1−10
)ϕ̂(
η2
2j2−10
)
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·ϕ̂(
ζ1
2j1−10
)ϕ̂(
ζ2
2j2−10
)ψ̂β′
1
,n1(
η1
2k1
)ψ̂′γ′
1
,n2
(
ζ1
2k1
)ψ̂β′
2
,n′
1
(
η2
2k2
)ϕ̂γ′
2
,n′
2
(
ζ2
2k2
)
+
∑
c2,22−(j1−k1)d12−(j2−k2)d2 ψ̂0,l1(
ξ1
2j1
)ψ̂0,l2(
ξ2
2j2
)ϕ̂(
η1
2j1−10
)ϕ̂(
η2
2j2−10
)
·ϕ̂(
ζ1
2j1−10
)ϕ̂(
ζ2
2j2−10
)ψ̂β′
1
,n1(
η1
2k1
)ϕ̂γ′
1
,n2(
ζ1
2k1
)ψ̂β′
2
,n′
1
(
η2
2k2
)ϕ̂γ′
2
,n′
2
(
ζ2
2k2
)
+
∑
c2,32−(j1−k1)d12−(j2−k2)d2 ψ̂0,l1(
ξ1
2j1
)ψ̂0,l2(
ξ2
2j2
)ϕ̂(
η1
2j1−10
)ϕ̂(
η2
2j2−10
)
·ϕ̂(
ζ1
2j1−10
)ϕ̂(
ζ2
2j2−10
)ψ̂β′
1
,n1(
η1
2k1
)ϕ̂γ′
1
,n2(
ζ1
2k1
)ϕ̂β′
2
,n′
1
(
η2
2k2
)ψ̂′γ′
2
,n′
2
(
ζ2
2k2
),(4.4)
where the summation is taken over j1, j2, k1, k2, l1, l2, n1, n2, n
′
1, n
′
2 and
ci1,i2 = c
β′
1
,β′
2
,γ′
1
,γ′
2
j1,j2,l1,l2
ci1,i2k1,k2,n1,n′1,n2,n′2
for all the four pairs (i1, i2) as above.
Note that when j1 − k1 < 10 or j2 − k2 < 10, each of the four parts in (4.4) must
be zero. Actually, if we take a look at the expressions in (4.4), for example,∑
c2,32−(j1−k1)d12−(j2−k2)d2ψ̂0,l1(
ξ1
2j1
)ψ̂0,l2(
ξ2
2j2
)ϕ̂(
η1
2j1−10
)ϕ̂(
η2
2j2−10
)
·ϕ̂(
ζ1
2j1−10
)ϕ̂(
ζ2
2j2−10
)ψ̂β′
1
,n1(
η1
2k1
)ϕ̂γ′
1
,n2(
ζ1
2k1
)ϕ̂β′
2
,n′
1
(
η2
2k2
)ψ̂′γ′
2
,n′
2
(
ζ2
2k2
),
we can see actually ϕ̂( η1
2j1−10
)ψ̂β′
1
,n1(
η1
2k1
) = 0, since they have disjoint supports. More
precisely,
supp ϕ̂(
η1
2j1−10
) ⊂ {η1 : |η1| ≤ 2
j1−12},
ψ̂β′
1
,n1(
η1
2k1
) ⊂ {η1 : 2
k1−1 ≤ |η1| ≤ 2
k1+1},
supp ϕ̂(
η1
2j1−10
) ∩ supp ψ̂β′
1
,n1(
η1
2k1
) = ∅ if j1 − k1 < 10.
Other terms are handled similarly.
Therefore, we just need to consider the case j1 − k1 ≥ 10 and j2 − k2 ≥ 10.
Moreover, when j1−k1 ≥ 20, ϕ̂(
η1
2j1−10
) = 1 on supp ψ̂β′
1
,n1(
η1
2k1
)∪supp ϕ̂β′
1
,n1(
η1
2k1
) and
ϕ̂( ζ1
2j1−10
) = 1 on supp ψ̂γ′
1
,n2(
ζ1
2k1
)∪ supp ϕ̂γ′
1
,n2(
ζ1
2k1
). Further, when 10 < j1−k1 < 20,
one can see that the summation of the terms involving ξ1, η1, ζ1 gives a multiplier
in M(R3). The same argument works for the other half of variables ξ2, η2, ζ2 as well
based on the similar choice of k2, j2.
Due to the decay in the coefficients aj1,j2 := c
β′
1
,β′
2
,γ′
1
,γ′
2
j1,j2,l1,l2
, bk1,k2 := c
i1,i2
k1,k2,n1,n′1,n2,n
′
2
,
we can fix l1, l2, n1, n2, n
′
1, n
′
2 and only take the summation over j1, j2, k1, k2. And
without loss of generality we can assume |aj1,j2| ≤ 1, |bk1,k2| ≤ 1.
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Thus, when 10 ≤ j1−k1 ≤ 20 and 10 ≤ j2−k2 ≤ 20, the above multipliers belong
to BM(R6) and Theorem 1.2 gives us the desired estimate. So we only need to con-
sider the case j1−k1 ≥ 20, j2−k2 ≥ 20, and the cases j1−k1 ≥ 20, 10 ≤ j2−k2 ≤ 20
and 10 ≤ j1 − k1 ≤ 20, j2 − k2 ≥ 20 will follow similarly.
For the reduction in (4.4), one will see later what really matters there is the “type”
of those ψ̂ and ϕ̂ functions, i.e, whether 0 is contained in the supports of functions.
We call these functions Ψ type and Φ type functions respectively. Because of that,
we can simplify the notations for operators in (4.4) as below, where we also denote
by di = β
′
i + γ
′
i < N for i = 1, 2.
m1d1,d2(ξ, η, ζ) =∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2ψ̂0(
ξ1
2j1
)
̂˜
ψ0(
ξ2
2j2
)ψ̂1(
η1
2k1
)ψ̂2(
ζ1
2k1
)
̂˜
ψ1(
η2
2k2
)
̂˜
ψ2(
ζ2
2k2
),
m2d1,d2(ξ, η, ζ) =∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2ψ̂0(
ξ1
2j1
)
̂˜
ψ0(
ξ2
2j2
)ψ̂1(
η1
2k1
)ψ̂2(
ζ1
2k1
)
̂˜
ψ1(
η2
2k2
)̂˜ϕ0( ζ2
2k2
),
m3d1,d2(ξ, η, ζ) =∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2ψ̂0(
ξ1
2j1
)
̂˜
ψ0(
ξ2
2j2
)ψ̂1(
η1
2k1
)ϕ̂0(
ζ1
2k1
)
̂˜
ψ1(
η2
2k2
)̂˜ϕ0( ζ2
2k2
),
m4d1,d2(ξ, η, ζ) =∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2ψ̂0(
ξ1
2j1
)
̂˜
ψ0(
ξ2
2j2
)ψ̂1(
η1
2k1
)ϕ̂0(
ζ1
2k1
)̂˜ϕ0( η2
2k2
)
̂˜
ψ1(
ζ2
2k2
).
Here ψ̂i, ϕ̂0,
̂˜
ψi, ̂˜ϕ0 satisfy
supp ψ̂i, supp
̂˜
ψi ⊂ {u | 2−1 ≤ |u| ≤ 2}, i = 0, 1,
supp ψ̂2, supp
̂˜
ψ2 ⊂ {u | 2−3 ≤ |u| ≤ 23},
supp ϕ̂0, supp ̂˜ϕ0 ⊂ {u | |u| ≤ 2−2}.
BI-PARAMETER TRILINEAR FOURIER MULTIPLIERS WITH FLAG SYMBOL 17
As previously mentioned, because of the “type” of the functions, we do not dis-
tinguish between ψ̂i and
̂˜
ψi (i = 0, 1, 2), between ϕ̂0 and ̂˜ϕ0, and we denote them to
be ψ̂ and ϕ̂ respectively. But note that ψ̂, ϕ̂ are different from the ones in (4.1) and
(4.2). And we use the notations
∆̂jf(ξ) = ψ̂(
ξ
2j
)fˆ(ξ), Ŝkf(ξ) = ϕ̂(
ξ
2k
)fˆ(ξ).
Then finally we reduce our original problem to the study of the following cases
T 1d1,d2 =
∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2∆j1∆j2f ∆k1∆k2g ∆k1∆k2h
T 2d1,d2 =
∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2∆j1∆j2f ∆k1∆k2g ∆k1Sk2h
T 3d1,d2 =
∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2∆j1∆j2f ∆k1∆k2g Sk1Sk2h
T 4d1,d2 =
∑
j1−k1≥20
j2−k2≥20
aj1,j2bk1,k22
−(j1−k1)d12−(j2−k2)d2∆j1∆j2f ∆k1Sk2g Sk1∆k2h
Note the fact that in T id1,d2 (i = 1, 2, 3, 4), the support for each of the Fourier trans-
forms of (∆k1∆k2g∆k1Sk2h)(x1, x2), (∆k1∆k2gSk1Sk2h)(x1, x2), (∆k1Sk2gSk1∆k2h)(x1, x2)
is contained in {|u1| . 2
k1, |u2| . 2
k2}. Thus the Fourier transform of T id1,d2 (i =
1, 2, 3, 4) is supported in {|u1| ≈ 2
j1, |u2| ≈ 2
j2} for fixed j1, j2. Moreover, from the
argument below, one can see it suffices to consider the case for d1 = d2 = 0 since
j1 − k1 ≥ 20, j2 − k2 ≥ 20.
4.2. The Lp boundedness of Ho¨lder type.
In this subsection we prove the Lp1×Lp2×Lp3 → Lr estimate for 1 < p1, p2, p3 <∞
for the operators T id1,d2 (i = 1, 2, 3, 4).
4.2.1. d1, d2 > 0.
The approach for the case d1, d2 > 0 works for all T
i
d1,d2
, (1 ≤ i ≤ 4). Consider
T 2d1,d2 for example, with other cases treated similarly. Since the support of the Fourier
transform of T 2d1,d2 for fixed j1, j2 is included in {|u1| ≈ 2
j1, |u2| ≈ 2
j2}, there holds
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‖T 2d1,d2(f, g, h)‖Lr .
∥∥{ ∑
j1,j2∈Z
∣∣aj1,j2∆j1∆j2f( j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k22
−(j1−k1)d12−(j2−k2)d2
∆k1∆k2g∆k1Sk2h
)∣∣2} 12∥∥
Lr
.
∥∥{ ∑
j1,j2∈Z
∣∣aj1,j2∆j1∆j2f ∣∣2} 12 ( sup
k1,k2
|∆k1∆k2g|
)(
sup
k1,k2
|∆k1Sk2h|
)∥∥
Lr
. ‖{
∑
j1,j2∈Z
∣∣aj1,j2∆j1∆j2f ∣∣2} 12‖Lp1‖ sup
k1,k2
|∆k1∆k2g|‖Lp2‖ sup
k1,k2
|∆k1Sk2h|‖Lp3
. ‖{
∑
j1,j2∈Z
∣∣∆j1∆j2f ∣∣2} 12‖Lp1‖Msg‖Lp2‖Msh‖Lp3
. ‖f‖Lp1‖g‖Lp2‖h‖Lp3 ,
where 0 < 1/r = 1/p1 + 1/p2 + 1/p3 with 1 < p1, p2, p3 < ∞, Ms is the strong
maximal operator.
4.2.2. d1 = d2 = 0.
For the case d1 = d2 = 0, in (4.3) we have β
′
1 = γ
′
1 = β
′
2 = γ
′
2 = 0. Again, consider
T 2d1,d2 , and the following argument for d1 = d2 = 0 will work in the general case.
‖T 20,0(f, g, h)‖Lr = ‖
∑
j1,j2∈Z
aj1,j2∆j1∆j2f
( j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k2∆k1∆k2g∆k1Sk2h
)
‖Lr
. ‖
{ ∑
j1,j2∈Z
(
aj1,j2∆j1∆j2f
( j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k2∆k1∆k2g∆k1Sk2h
))2} 12
‖Lr
. ‖
( ∑
j1,j2∈Z
|aj1,j2∆j1∆j2f |
2
) 1
2 sup
j1,j2
(
|
j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k2∆k1∆k2g∆k1Sk2h|
)
‖Lr
. ‖
( ∑
j1,j2∈Z
|∆j1∆j2f |
2
) 1
2‖Lp1 · ‖ sup
j1,j2
( j1−20∑
k1=−∞
j2−20∑
k2=−∞
|bk1,k2||∆k1∆k2g| |∆k1Sk2h|
)
‖Lt
. ‖
( ∑
j1,j2∈Z
|∆j1∆j2f |
2
) 1
2‖Lp1 · ‖
( ∞∑
k1=−∞
∞∑
k2=−∞
|bk1,k2||∆k1∆k2g| |∆k1Sk2h|
)
‖Lt
. ‖
( ∑
j1,j2∈Z
|∆j1∆j2f |
2
) 1
2‖Lp1 · ‖g‖Lp2 · ‖h‖Lp3 (4.5)
. ‖f‖Lp1‖g‖Lp2‖h‖Lp3 ,
BI-PARAMETER TRILINEAR FOURIER MULTIPLIERS WITH FLAG SYMBOL 19
where 1/r = 1/p1 + 1/p2 + 1/p3 and 1/t = 1/p2 + 1/p3 with 0 < t, r < ∞ and
1 < p1, p2, p3 <∞. And (4.5) holds from the argument in the proof of Theorem 1.2
by using paraproducts, since in that argument only the absolute values of the terms
like |∆k1∆k2g|, |∆k1Sk2h| matter.
In particular,
‖T 10,0(f, g, h)‖Lr = ‖
∑
j1,j2∈Z
aj1,j2∆j1∆j2f
( j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k2∆k1∆k2g∆k1∆k2h
)
‖Lr
. ‖
{ ∑
j1,j2∈Z
(
aj1,j2∆j1∆j2f
( j1−20∑
k1=−∞
j2−20∑
k2=−∞
bk1,k2∆k1∆k2g∆k1∆k2h
))2} 12
‖Lr
. ‖
( ∑
j1,j2∈Z
|aj1,j2∆j1∆j2f |
2
) 1
2
∞∑
k1=−∞
∞∑
k2=−∞
|∆k1∆k2g| |∆k1∆k2h|‖Lr
. ‖
( ∑
j1,j2∈Z
|∆j1∆j2f |
2
) 1
2‖Lp1 · ‖
∞∑
k1=−∞
∞∑
k2=−∞
|∆k1∆k2g| |∆k1∆k2h|‖Lt
. ‖
( ∑
j1,j2∈Z
|∆j1∆j2f |
2
) 1
2‖Lp1 · ‖
( ∑
k1,k2∈Z
|∆k1∆k2g|
2
) 1
2‖Lp2 · ‖
( ∑
k1,k2∈Z
|∆k1∆k2h|
2
) 1
2‖Lp3
. ‖f‖Lp1‖g‖Lp2‖h‖Lp3 ,
where 1/r = 1/p1 + 1/p2 + 1/p3 and 1/t = 1/p2 + 1/p3 with 0 < t, r < ∞ and
1 < p1, p2, p3 <∞
5. Reduction of Theorem 1.8
In this section we give the idea to prove Theorem 1.8; the strategy is to reduce
the pseudo-differential operator to a localized version. From now on we will redefine
the functions that were used in the previous sections: ψ, ϕ, and φ.
First pick two sequences of smooth functions (ϕn)n∈Z , (ϕ
′
m)m∈Z such that suppϕn ⊆
[n− 1, n+ 1] and suppϕ′m ⊆ [m− 1, m+ 1] satisfying∑
n∈Z
ϕn(x1) = 1,
∑
m∈Z
ϕ′m(x2) = 1, where (x1, x2) ∈ R
2.
Then we can decompose the operator Tab in (1.8) as
Tab =
∑
n,m∈Z
T n,mab
where
T n,mab (f, g, h)(x) := Tab(f, g, h)(x)ϕn(x1)ϕ
′
m(x2).
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Suppose we can prove the estimate
‖T n,mab (f, g, h)‖r . ‖fχ˜Rnm‖p1‖gχ˜Rnm‖p2‖hχ˜Rnm‖p3, (5.1)
where Rnm = In×Jm, In = [n, n+1], Jm = [m,m+1] and χ˜Rnm = χ˜In(x1)× χ˜Jm(x2)
as defined in (2.1).
Then our main Theorem 1.8 can be proved by the following estimate
‖Tab(f, g, h)‖r . (
∑
n,m∈Z
‖T n,mab (f, g, h)‖
r
r)
1/r
. (
∑
n,m∈Z
‖fχ˜Rnm‖
r
p1
‖gχ˜Rnm‖
r
p2
‖hχ˜Rnm‖
r
p3
)1/r
. (
∑
n,m∈Z
‖fχ˜Rnm‖
p1
p1
)1/p1(
∑
n,m∈Z
‖gχ˜Rn,m‖
p2
p2
)1/p2(
∑
n,m∈Z
‖hχ˜Rnm‖
p3
p3
)1/p3
. ‖f‖p1‖g‖p2‖h‖p3.
Thus, we only need to prove (5.1).
Consider that for a fixed n0, m0 ∈ Z, we have
T n0,m0ab (f, g, h)(x) =
∫
R6
a(x, ξ, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2)b(x, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2)
·ϕn0(x1)ϕ
′
m0
(x2)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ,
where ϕ˜n0 , ϕ˜
′
m0 are smooth functions supported on the intervals [n0 − 2, n0 + 2],
[m0 − 2, m0 + 2], which equal 1 on the supports of ϕn0, ϕ
′
m0
respectively. Then we
rewrite the symbols a(x, ξ, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2) and b(x, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2) by using
Fourier series with respect to the x variable
a(x, ξ, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0(x2) =
∑
l1,l2∈Z
al1,l2(ξ, η, ζ, ζ)e
2πi(x1l1+x2l2)
b(x, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2) =
∑
l′
1
,l′
2
∈Z
bl′
1
,l′
2
(η, ζ)e2πi(x1l
′
1
+x2l′2),
where
al1,l2(ξ, η, ζ) =
∫
R2
a(x, ξ, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2)e
−2πi(x1l1+x2l2)dx,
bl′
1
,l′
2
(η, ζ) =
∫
R2
b(x, η, ζ)ϕ˜n0(x1)ϕ˜
′
m0
(x2)e
−2πi(x1l′1+x2l
′
2
)dx.
By taking advantage of conditions (1.9) we have
|∂α1,β1,γ1ξ1,η1,ζ1 ∂
α2,β2,γ2
ξ2,η2,ζ2
al1,l2(ξ, η, ζ)|
.
1
(1 + |(l1, l2)|)M
1
(1 + |ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(1 + |ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
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|∂β1,γ1η1,ζ1 ∂
β2,γ2
η2,ζ2
bl′
1
,l′
2
(η, ζ)| .
1
(1 + |(l′1, l
′
2)|)
M
1
(1 + |η1|+ |ζ1|)β1+γ1
1
(1 + |η2|+ |ζ2|)β2+γ2
for a large number M and all indices α1, α2, β1, β2, γ1, γ2. Note that the decay in
l1, l2, l
′
1, l
′
2 allows one to take summation T
n0,m0
ab =
∑
l1,l2,l′1,l
′
2
T
n0,m0,l1,l2,l′1,l
′
2
ab , where
T
n0,m0,l1,l2,l′1,l
′
2
ab (f, g, h)(x) =
(
∫
R6
al1,l2(ξ, η, ζ)bl′1,l′2(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ)ϕn0(x1)ϕ
′
m0
(x2).
That means we only need to consider the case for l1, l2, l
′
1, l
′
2 = 0. For simplicity, we
denote it by
T n0,m0,0,0ab (f, g, h)(x) =
(
∫
R6
a0(ξ, η, ζ)b0(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ)ϕn0(x1)ϕ
′
m0(x2),
where the symbols a0, b0 satisfy the following conditions
|∂α1,β1,γ1ξ1,η1,ζ1 ∂
α2,β2,γ2
ξ2,η2,ζ2
a0(ξ, η, ζ)|
.
1
(1 + |ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(1 + |ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
|∂β1,γ1η1,ζ1 ∂
β2,γ2
η2,ζ2
b0(η, ζ)| .
1
(1 + |η1|+ |ζ1|)β1+γ1
1
(1 + |η2|+ |ζ2|)β2+γ2
(5.2)
for all indices α1, α2, β1, β2, γ1, γ2.
By translation invariance, we only need to prove the following localized result for
n0, m0 = 0.
Theorem 5.1. For 1 < p1, p2, p3 <∞, and 1/p1 + 1/p2 + 1/p3 = 1/r the operator
T 0ab := T
0,0,0,0
ab (f, g, h)(x) =
(
∫
R6
a0(ξ, η, ζ)b0(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ)ϕ0(x1)ϕ
′
0(x2) (5.3)
has the following boundedness property
‖T 0ab(f, g, h)‖r . ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3,
where ϕ0, ϕ
′
0 are smooth functions supported within I
0 = [−1, 1], χ˜R00(x) = χ˜I0(x1) ·
χ˜I0(x2) and a0, b0 satisfy the conditions (5.2).
In short, the proof of Theorem 1.8 can be reduced to the above theorem, and in
the next section we will show how to deal with the operator in (5.3).
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6. Proof of Theorem 5.1
In this section we prove Theorem 5.1. The first step is to use Fourier series as before
and rewrite the operator (5.3). Here we make use of the fact that the conditions
(5.2) do not involve any singularity. That means that there is no problem when the
variables ξ, η, ζ are close to zero. More precisely, we can modify the Littlewood-Paley
decomposition as follows.
Let ϕ be a Schwartz function such that supp ϕˆ ⊆ [−1, 1] and ϕˆ(u) = 1 on
[−1/2, 1/2], and let ψ be the Schwartz function satisfying
ψˆ(u) := ϕˆ(u/2)− ϕˆ(u),
and let
ψ̂k(·) = ψ̂(·/2
k) and ψ̂−1(·) = ϕˆ(·).
Note that
1 =
∑
k≥−1
ψ̂k, where supp ψˆ ⊆ [−2
k+1,−2k−1] ∪ [2k−1, 2k+1] for k ≥ 0.
The key thing here is that one does not have to decompose the identity near 0.
Moreover, for any smooth function φ supported on a closed interval, we write φ˜ to
denote a smooth function that is supported on a slightly larger interval and equal
to 1 on the support of φ. Actually, we will use φ to represent either a ϕ function
or a ψ function. For simplicity, let us consider the single-parameter case first, i.e.
temporarily assume ξ, η, ζ ∈ R. By expanding in Fourier series as before, it can be
seen to be sufficient to replace the symbols a0(ξ, η, ζ) and b0(ξ, η, ζ) with
a0(ξ, η, ζ) =
∑
k≥0
φ̂1k(ξ)φ̂
2
k(η)φ̂
3
k(ζ) + ϕˆ(ξ)ϕˆ(η)ϕˆ(ζ),
where at least one of the families (φ̂1k(ξ))k, (φ̂
2
k(η))k, and (φ̂
3
k(ζ))k is supported away
from the origin. Similarly,
b0(η, ζ) =
∑
k≥0
φ̂2k(η)φ̂
3
k(ζ) + ϕˆ(η)ϕˆ(ζ),
where at least one of the families (φ̂2k(η))k, (φ̂
3
k(ζ))k is supported away from the
origin. Now we can replace the symbol a0(ξ, η, ζ)b0(η, ζ) by
a0(ξ, η, ζ)b0(η, ζ)
=
(∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ) + ϕˆ(ξ)ϕˆ(η)ϕˆ(ζ)
)(∑
k2≥0
φ̂2k2(η)φ̂
3
k2
(ζ) + ϕˆ(η)ϕˆ(ζ)
)
≈ (
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ)
∑
k2≥0
φ̂1k2(η)φ̂
2
k2
(ζ)) + (
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ))ϕˆ(η)ϕˆ(ζ)
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+(
∑
k2≥0
φ̂1k2(η)φ̂
2
k2
(ζ))ϕˆ(ξ)ϕˆ(η)ϕ(ζ) + ϕˆ(ξ)ϕˆ(η)ϕˆ(ζ)ϕˆ(η)ϕˆ(ζ)
= (
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ)
∑
k2≪k1
φ̂1k2(η)φ̂
2
k2
(ζ))
+(
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ)
∑
k2≫k1
φ̂1k2(η)φ̂
2
k2
(ζ))
+(
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ)
∑
k2≃k1
φ̂1k2(η)φ̂
2
k2
(ζ))
+(
∑
k1≥0
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ))ϕˆ(η)ϕˆ(ζ)
+(
∑
k2≥0
φ̂1k2(η)φ̂
2
k2
(ζ))ϕˆ(ξ)ϕˆ(η)ϕˆ(ζ) + ϕˆ(ξ)ϕˆ(η)ϕˆ(η)ϕ(ζ)ϕˆ(ζ)
:= (E + F +G+H +K + L)(ξ, η, ζ), (6.1)
First note that it is not possible that k2 ≫ k1, which implies that F = 0, since at
least one of (φ̂2k(η))k, (φ̂
3
k(ζ))k is supported away from the origin.
To take care of other terms, the essential idea here is to compare the sizes of the
supports of ξ, η, ζ , as we have done before. Roughly speaking, one can consider the
following two cases:
• Case I: When {|ξ| ≤ c(|η|+ |ζ |)} for some constant c, i.e. the terms G,K,L,
such terms correspond to the following estimate of the symbol
|∂αξ ∂
β
η ∂
γ
ζ a0(ξ, η, ζ)b0(η, ζ)| .
1
(|ξ|+ |η|+ |γ|)α+β+γ
.
• Case II: When {|ξ| ≥ 1
2
c(|η| + |ζ |)}, i.e. the terms E,G correspond to the
operators in Definition 5 - see [13, 14] for more details.
With the above argument, we can simplify (6.1) to
E + F +G+H +K + L ≈ E +G,
where we use E to represent Case II, and G to represent Case I.
Now we come back to the bi-parameter case. By doing the decomposition as
above in each parameter , i.e. (ξ1, η1, ζ1) and (ξ2, η2, ζ2), one should have four cases
to estimate. More precisely, we can replace a0(ξ, η, ζ)b0(η, ζ) by
a0(ξ, η, ζ)b0(η, ζ) ≈ (E +G)(ξ1, η1, ζ1)(E
′ +G′)(ξ2, η2, ζ2)
Correspondingly, the localized operator is changed to
T 0ab(f, g, h)(x)
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=
( ∫
R6
a0(ξ, η, ζ)b0(η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ
)
ϕ0(x1)ϕ
′
0(x2)
=
( ∫
R6
(E +G)(E ′ +G′)fˆ(ξ)gˆ(η)hˆ(ζ)e2πix(ξ+η+ζ)dξdηdζ
)
ϕ0(x)ϕ
′
0(x2)
:= TE,E
′,0
ab + T
E,G′,0
ab + T
G,E′,0
ab + T
G,G′,0
ab .
6.1. Estimates for TG,G
′,0
ab .
First consider TG,G
′,0
ab , recall
TG,G
′,0
ab (f, g, h)(x)
=
( ∫
R6
m0G,G′(ξ, η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e
2πix(ξ+η+ζ)dξdηdζ
)
ϕ0(x1)ϕ
′
0(x2),
where m0G,G′(ξ, η, ζ) := GG
′ satisfies
|∂α1,α2ξ1,ξ2 ∂
β1,β2
η1,η2
∂γ1,γ2ζ1,ζ2 m
0
G,G′(ξ, η, ζ)|
.
1
(1 + |ξ1|+ |η1|+ |ζ1|)α1+β1+γ1
1
(1 + |ξ2|+ |η2|+ |ζ2|)α2+β2+γ2
for sufficiently many indices α1, α2, β1, β2, γ1, γ2. Then our desired localized estimate
‖TG,G
′,0
ab (f, g, h)‖r . ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3
follows from the proof of Theorem 1.5, see [6, 15].
6.2. Estimates for TE,E
′,0
ab .
Recall
E ·E ′ =
(∑
k1
φ̂1k1(ξ1)φ̂
2
k1
(η1)φ̂3k1(ζ1)
∑
k2≪k1
φ̂1k2(η1)φ̂
2
k2
(ζ1)
)
·
(∑
k′
1
φ̂1k′
1
(ξ2)φ̂2k′
1
(η2)φ̂3k′
1
(ζ2)
∑
k′
2
≪k′
1
φ̂1k′
2
(η2)φ̂2k′
2
(ζ2)
)
,
where for each l = k1, k2, k
′
1, k
′
2, at least one of the families (φ̂
1
l )l and (φ̂
2
l )l is Ψ type.
And
TE,E
′,0
ab (f, g, h)(x) =
(∫
R6
(E · E ′)e2πix(ξ+η+ζ)fˆ(ξ)gˆ(η)hˆ(ζ)dξdηdζ
)
ϕ0(x1)ϕ
′
0(x2),
where we have removed multipliers a0, b0 by using Fourier series as before.
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We now give two lemmas for single parameter operators when x, ξ, η, ζ ∈ R, which
will be used later.
TE(f, g, h)(x) · ϕ0(x) =: T
E,0
ab (f, g, h)(x) :=
(
∫
R3
(
∑
k1
φ̂1k1(ξ)φ̂
2
k1
(η)φ̂3k1(ζ))(
∑
k2≪k1
φ̂1k2(η)φ̂
2
k2
(ζ))fˆ(ξ)gˆ(η)hˆ(ζ)e2πix(ξ+η+ζ)dξdηdζ)ϕ0(x),
(6.2)
where x, ξ, η, ζ ∈ R. From [13,15], we know TE can be written by using paraproducts,
which are the following lemmas.
Lemma 6.1. Define TE as in (6.2), then we can write
TE(f, g, h)(x) =
T1(f, g, h)(x) +
M−1∑
l=1
∞∑
k0=100
(2−k0)lT 1l,k0(f, g, h)(x) +
∞∑
k0=100
(2−k0)MT 1M,k0(f, g, h)(x)
where
T1(f, g, h) =
∑
I∈I
1
|I|
1
2
〈f, φ1I〉〈B
1
I (g, h), φ
2
I〉φ
3
I
with B1I (g, h) =
∑
J∈J
|ω3J |≤|ω
2
I |
1
|J |
1
2
〈g, φ1J〉〈h, φ
2
J〉φ
3
J
T 1l,k0(f, g, h) =
∑
I∈I
1
|I|
1
2
〈f, φ1I〉〈B
1,l
I,k0
(g, h), φ2I〉φ
3
I
with B1,lI,k0(g, h) =
∑
J∈J
2k0 |ω3
J
|≃|ω2
I
|
1
|J |
1
2
〈g, φ1J〉〈h, φ
2
J〉φ
3
J (6.3)
In the above,
(a) T1(f, g, h) and B
1
I (g, h) are defined as (2.2) and (2.3) in Definition 5.
(b) For each l, T 1l,k0(f, g, h) and B
1,l
I,k0
(g, h) are defined by (2.4) and (2.5) in
Definition 5, where the only difference is the dependence on l. l appears as
a parameter in the functions (φ2I)I and (φ
2
J)J in (6.3), for example, φ
2
I(x)
might actually be (φ̂2I(ξ)ξ
l)∨. Fortunately, it does not change the “types” of
those functions (either a lacunary function or a non-lacunary function), so
l will not play an important role in the estimate. For simplification, we omit
this dependence on l for (φ2I)I and (φ
2
J)J in (6.3).
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(c) M is a large positive integer, and T 1M,k0 is a Fourier multiplier operator with
multiplier m1M,k0(ξ, η, ζ) satisfying the condition
|∂αξ ∂
β
η ∂
γ
ζm
1
M,k0(ξ, η, ζ)| . (2
k0)α+β+γ
1
(1 + |ξ|+ |η|+ |ζ |)α+β+γ
(6.4)
for sufficiently many indices α, β, γ,
(d) All the dyadic intervals in T1 and T
1
l,k0
have lengths at most 1 for all k0 ≥
100, 1 ≤ l ≤M − 1.
Proof. One can follow the work [13] closely, where the Taylor expansions of proper
functions are used to get such forms of paraproducts. The only two statements we
need to show are that all the dyadic intervals there have lengths at most one and
the decay number 1 in the denominator from (6.4). In fact both of them follow from
the fact k1, k2 ≥ 0. 
Remark 1.
(a) T 1l,k0: For each k0, one can see T
1
l,k0
and T1 are defined in very similar forms,
and that means T 1l,k0 can be treated is the same way as T1, since what really
matters in the proof is the forms of paraproducts. More precisely, the bound
of T 1l,k0 is actually independent of k0, and then the factor 2
−k0l allows us to
take the summation over k0. Thus, we will only deal with T1 in our work,
and one can easily get a similar argument for the T 1l,k0 part.
(b) T 1M,k0: the condition (6.4) actually guarantees the estimate
‖T 1M,k0(f, g, h)‖r . 2
100k0‖f‖p1‖g‖p2‖h‖p3,
see [15]. By picking M to be sufficiently large, we are able to take the sum-
mation over k0 for (2
−k0)MT 1M,k0(f, g, h)(x).
Now we return to the bi-parameter case. First consider TE,E
′,0
ab . Combining the
ideas and the proof in those two lemmas (see [6, 13, 15] for details), one can check
TE,E
′,0
ab (f, g, h)(x)
≈ TE,E
′,0
1,1 (f, g, h)(x) + T
E,E′,0
1,m′,1
M,k0
(f, g, h)(x)
+TE,E
′,0
m1
M,k0
,1
(f, g, h)(x) + TE,E
′,0
m1
M,k0
,m′,1
M,k0
(f, g, h)(x),
where the definitions of the four operators will be given below.
First let’s see the simplest case, which is
TE,E
′,0
m1
M,k0
,m′,1
M,k0
(f, g, h)(x) =
(
∫
R6
m1M,k0(ξ1, η1, ζ1)m
′,1
M,k0
(ξ2, η2, ζ2)e
2πix(ξ+η+ζ)fˆ(ξ)gˆ(η)hˆ(ζ)dξdηdζ)ϕ0(x1)ϕ
′
0(x2),
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where the symbols m1M,k0, m
′,1
M,k0
are defined as in Lemma 6.1. In this case we can
ignore k0 as discussed in Remark 1 and clearly the desired estimate follows from
Theorem 1.5.
Then we consider TE,E
′,0
1,1 (f, g, h).
TE,E
′,0
1,1 (f, g, h) :=
(
∑
I∈I
I′∈I′
1
|I|
1
2
1
|I ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉〈B
1
I,I′(g, h), φ
2
I ⊗ φ
2
I′〉φ
3
I ⊗ φ
3
I′)ϕ0(x1)ϕ
′
0(x2)
with
B1I,I′(g, h) =
∑
J∈J ,J∈J ′
|ω3
J
|≤|ω2
I
|
|ω3
J′
|≤|ω2
I′
|
1
|J |
1
2
1
|J ′|
1
2
〈g, φ1J ⊗ φ
1
J ′〉〈h, φ
2
J ⊗ φ
2
J ′〉φ
3
J ⊗ φ
3
J ′,
where the families (φjI)I∈I , (φ
j
I′)I′∈I′ (j = 1, 2, 3) are defined as (φ
j
I)I∈I , and the
families (φjJ)I∈J , (φ
j
J ′)J ′∈J ′ are defined as (φ
j
J)J∈J in Definition 5. Taking advantage
of that |I|, |I ′| ≤ 1, we can split
TE,E
′,0
1,1 (f, g, h) = {(
∑
I⊆5I0
I′⊆5I0
+
∑
I⊆(5I0)c
I′⊆5I0
+
∑
I⊆5I0
I′⊆(5I0)c
+
∑
I⊆(5I0)c
I′⊆(5I0)c
)
1
|I|
1
2
1
|I ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉〈B
1
I,I′(g, h), φ
2
I ⊗ φ
2
I′〉φ
3
I ⊗ φ
3
I′}ϕ0(x1)ϕ
′
0(x2)
= T
E1,E′1,0
1,1 (f, g, h) + T
E2,E′1,0
1,1 (f, g, h) + T
E1,E′2,0
1,1 (f, g, h) + T
E2,E′2,0
1,1 (f, g, h). (6.5)
We start with T
E1,E′1,0
1,1 (f, g, h). Consider the following decompositions
f(x) =
∑
n1,n′1∈Z
fχIn1 (x1)χIn′
1
(x2), g(x) =
∑
n2,n′2∈Z
gχIn2 (x1)χIn′
2
(x2),
h(x) =
∑
n3,n′3∈Z
hχIn3 (x1)χIn′
3
(x2). (6.6)
Then we can write
T
E1,E′1,0
1,1 (f, g, h)(x) =∑
n1,n′1
∑
n2,n′2
∑
n3,n′3
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x).
When |n1|, |n
′
1| > 10, we write
‖T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
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= ‖
∑
I∈I,I′∈I′
∑
J∈J ,J ′∈J ′
|ω3J |≤|ω
2
I |
|ω3
J′
|≤|ω2
I′
|
1
|I|
1
2
1
|J |
1
2
1
|I ′|
1
2
1
|J ′|
1
2
·〈fχIn1 ⊗ χIn′
1
, φ1I ⊗ φ
1
I′〉〈gχIn2 ⊗ χIn′
2
, φ1J ⊗ φ
1
J ′〉〈hχIn3 ⊗ χIn′
3
, φ2J ⊗ φ
2
J ′〉
·〈φ2I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉φ
3
I(x1)φ
3
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖r.
Then we use Ho¨lder’s inequality to get
‖
1
|I|
1
2
1
|J |
1
2
1
|I ′|
1
2
1
|J ′|
1
2
〈fχIn1 ⊗ χIn′
1
, φ1I ⊗ φ
1
I′〉〈gχIn2 ⊗ χIn′
2
, φ1J ⊗ φ
1
J ′〉
·〈hχIn3 ⊗ χIn′
3
, φ2J ⊗ φ
2
J ′〉〈φ
2
I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉φ
3
I(x1)φ
3
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖r
.
1
|I|2
1
|J |2
1
|I ′|2
1
|J ′|2
·(1 +
dist(In1 , I)
|I|
)−M1(1 +
dist(In′
1
, I ′)
|I ′|
)−M
′
1(‖fχIn1 ⊗ χIn′
1
‖p1(|I||I
′|)
p1−1
p1 )
·(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In′
2
, J ′)
|J ′|
)−N
′
1(‖gχIn2 ⊗ χI′n2‖p2(|J ||J
′|)
p2−1
p2 )
·(1 +
dist(In3 , J)
|J |
)−N2(1 +
dist(In′
3
, J ′)
|J ′|
)−N
′
2(‖hχIn3 ⊗ χIn′
3
‖p3(|J ||J
′|)
p3−1
p3 )
·(|I||I ′|)
1
r
∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3
·(1 +
dist(x2, I
′)
|I ′|
)−M
′
2(1 +
dist(x2, J
′)
|J ′|
)−N
′
3dx
.
1
|I||I ′|
(
|I||I ′|
|J ||J ′|
)
1
p2
+ 1
p3 (1 +
dist(In1 , I)
|I|
)−M1(1 +
dist(In′
1
, I ′)
|I ′|
)−M
′
1
·(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In′
2
, J ′)
|J ′|
)−N
′
1
·(1 +
dist(In3 , J)
|J |
)−N2(1 +
dist(In′
3
, J ′)
|J ′|
)−N
′
2
·
∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3
·(1 +
dist(x2, I
′)
|I ′|
)−M
′
2(1 +
dist(x2, J
′)
|J ′|
)−N
′
3dx
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3, (6.7)
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whereMj ,M
′
j, Nj , N
′
j are sufficiently large integers and φ
j
I , φ
j
J , φ
j
I′, φ
j
J ′ are L
2-normalized
bump functions adapted to I, I ′, J, J ′ for j = 1, 2, 3.
Then we use the fact that |ω3J | ≤ |ω
2
I |, |ω
3
J ′| ≤ |ω
2
I′|, which implies |I| . |J |, |I
′| .
|J ′| and take advantage of the locations of dyadic intervals J as well. Using the
notation Jm = [m,m + 1], m ∈ Z and (6.7) we can get for 0 < r < 1 (r > 1 will be
similar, and from now on we always assume 0 < r < 1)
‖T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖rr
.
∑
i,i′≥0
j,j′≥0
∑
I,I′⊆5I0
|I|=2−i
|I′|=2−i
′
∑
m,m′∈Z
∑
J⊆Jm,|J |=2−j
J ′⊆Jm′ ,|J
′|=2−j
′
( 1
|I||I ′|
(1 +
dist(In1, I)
|I|
)−M1(1 +
dist(In′
1
, I)
|I|
)−M
′
1
(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In′
2
, J ′)
|J ′|
)−N
′
1
·(1 +
dist(In3, J)
|J |
)−N2(1 +
dist(In′
3
, J ′)
|J ′|
)−N
′
2
·
∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x2, I
′)
|I ′|
)−M
′
2
·(1 +
dist(x1, J)
|J |
)−N3(1 +
dist(x2, J
′)
|J ′|
)−N
′
3dx
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3
)r
.
∑
i,i′≥0
j,j′≥0
∑
I,I′⊆5I0
|I|=2−i
|I′|=2−i
′
∑
m,m′∈Z
∑
J⊆Jm,|J |=2−j
J ′⊆Jm′ ,|J
′|=2−j
′
(2i+i
′
(1 + 2i(|n1| − 6))
−M1(1 + 2i
′
(|n′1| − 6))
−M ′
1
·(1 + 2j|m− n2|)
−N1(1 + 2j
′
|m′ − n′2|)
−N ′
1(1 + 2j |m− n3|)
−N2
·(1 + 2j
′
|m′ − n′3|)
−N ′
2(1 + |m|)−N0(1 + |m′|)−N
′
0
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
.
∑
m,m′∈Z
((|n1| − 6)
−
M1
2 (|n′1| − 6)
−
M′
1
2 (1 + |n2|)
−L(1 + |n′2|)
−L
·(1 + |n3|)
−L(1 + |n′3|)
−L(1 + |m|)−
N0
2 (1 + |m′|)−
N′
0
2
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
where the positive integers N0 = min{M2, N3}, N
′
0 = min{M
′
2, N
′
3}, L are suffi-
ciently large and the last inequality holds since for any l, m ∈ Z and any large
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integer M , there exists a large integer M ′ such that
(1 + |l −m|)−M(1 + |m|)−
N0
4 . (1 + |l|)−M
′
. (6.8)
And also note that in the above calculation we can take summation over i, j, i′, j′
because when |n1 − 6|, |n
′
1 − 6| > 0 the power M1,M
′
1 can give a decay for i, i
′, and
consequently a decay for j, j′ as well since i & j ≥ 0, i′ & j′ ≥ 0.
Now we take the summation
‖
∑
|n1|>10
|n′
1
|>10
∑
n2,n3,n′2,n
′
3
∈Z
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖rr
.
∑
|n1|>10,|n′1|>10
∑
n2,n3,n′2,n
′
3
∈Z
((|n1| − 6)
−
M1
2 (|n′1| − 6)
−
M′
1
2 (1 + |n2|)
−L(1 + |n′2|)
−L
·(1 + |n3|)
−L(1 + |n′3|)
−L‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
.
∑
|n1|>10,|n′1|>10
∑
n2,n3,n′2,n
′
3
∈Z
((|n1| − 6)
−
M1
4 (|n′1| − 6)
−
M′
1
4 (1 + |n2|)
−L
2 (1 + |n′2|)
−L
2
·(1 + |n3|)
−L
2 (1 + |n′3|)
−L
2 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r,
where we use the fact for any n ∈ Z and large integer L, there holds
(1 + |n|)−
L
2 · χIn . χ˜I0.
When |n1| ≤ 10 or |n
′
1| ≤ 10 things are different. Say |n1| ≤ 10, in this situation,
the terms like (1 +
dist(In1 ,I)
|I|
)−M1 in (6.7) won’t give us a decay factor on i, which
means we will have trouble taking the summation over dyadic intervals I. Actually
the decay factors from other terms are with respect to j which can’t help since
i & j. And the same problem exists for i′, j′ as well. This is actually where such
paraproducts behave differently from the classical ones. In the classical case only one
class of dyadic intervals is involved, but here we have I and J , I ′ and J ′, where the
decay factors coming from either class might not be used for the other one. We will
make use of Theorem 1.7 here. Without loss of generality, we assume both |n1| ≤ 10
and |n′1| ≤ 10. Now the goal is
‖
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
. ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3. (6.9)
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Recall that when I, I ′ ⊆ 5I0 and J ∈ Jm, J
′ ∈ Jm′ , in (6.7) we can write
〈φ2I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉 ≈ (1 + |m|)
−L(1 + |m′|)−L〈φ2I ⊗ φ
2
I′, φ˜
3
J ⊗ φ˜
3
J ′〉,
〈gχIn2 ⊗χIn′
2
, φ1J ⊗φ
1
J ′〉 ≈ (1+ |n2−m|)
−M (1+ |n′2−m
′|)−M〈gχIn2 ⊗χIn′
2
, φ˜1J ⊗ φ˜
1
J ′〉,
〈hχIn3 ⊗χIn′
3
, φ2J ⊗φ
2
J ′〉 ≈ (1+ |n3−m|)
−M (1+ |n′3−m
′|)−M〈hχIn3 ⊗χIn′
3
, φ˜2J ⊗ φ˜
2
J ′〉,
where φ˜lJ , φ˜
l
J ′ are properly chosen bump functions adapted to J, J
′ that have the same
type as φlJ , φ
l
J ′ (l = 1, 2, 3) respectively, and L,M are sufficiently large integers. Also,
by (6.8)
(1+|n2−m|)
−M(1+|n′2−m
′|)−M(1+|m|)−L/2(1+|m′|)−L/2 ≈ (1+|n2|)
−M ′·(1+|n′2|)
−M ′,
(1+|n3−m|)
−M(1+|n′3−m
′|)−M(1+|m|)−L/2(1+|m′|)−L/2 ≈ (1+|n3|)
−M ′·(1+|n′3|)
−M ′,
where M ′ can be sufficiently large.
That means when dealing with the paraproducts, we can go back to the original
form of operators in Theorem 1.7, with additional decay factors (1 + |n2|)
−M ′(1 +
|n′2|)
−M ′ · (1 + |n3|)
−M ′(1 + |n′3|)
−M ′. Thus,
‖
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
.
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
(1 + |n2|)
−M ′(1 + |n′2|)
−M ′ · (1 + |n3|)
−M ′(1 + |n′3|)
−M ′
·‖f · χIn1 ⊗ χIn′
1
‖p1‖g · χIn2 ⊗ χIn′
2
‖p2‖h · χIn3 ⊗ χIn′
3
‖p3
. ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3.
For the cases n1 ≤ 10, n
′
1 > 10 or n1 > 10, n
′
1 ≤ 10, one just needs to combine
the ideas in the above two situations together and use Theorem 1.7. We omit the
details and the case T
E1,E′1,0
ab has been done, where I, I
′ ⊆ 5I0.
Now we turn to the study of the operators T
E2,E′2,0
1,1 .
‖T
E2,E′2,0
1,1 (f, g, h)(x)‖
r
r
= ‖
∑
I⊆(5I0)c
I′⊆(5I′0)c
1
|I|
1
2
1
|I ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉〈B
1
I,I′(g, h), φ
2
I ⊗ φ
2
I′〉φ
3
I ⊗ φ
3
I′ϕ0(x1)ϕ
′
0(x2)‖
r
r
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= ‖
∑
I∈I
I′∈I′
∑
J∈J ,J ′∈J ′
|ω3J |≤|ω
2
I |
|ω3
J′
|≤|ω2
I′
|
1
|I|
1
2
1
|J |
1
2
1
|I ′|
1
2
1
|J ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
1
J ′〉
·〈h, φ2J ⊗ φ
2
J ′〉〈φ
2
I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉φ
3
I(x1)φ
3
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖
r
r
.
∑
|n|,|n′|≥5
m,m′∈Z
∑
I⊆In
I′⊆In′
∑
J⊆Jm
|ω3J |≤|ω
2
I |
∑
J ′⊆Jm′
|ω3
J′
|≤|ω2
I′
|
‖
1
|I|
1
2
1
|J |
1
2
1
|I ′|
1
2
1
|J ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉
〈g, φ1J ⊗ φ
1
J ′〉〈h, φ
2
J ⊗ φ
2
J ′〉〈φ
2
I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉φ
3
I(x1)φ
3
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖
r
r.
We use Ho¨lder’s inequality and take advantage of the decay factors as before∑
|n|,|n′|≥5
m,m′∈Z
∑
i,j≥0
i′,j′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′ ,J
′⊆Jm′
|I′|=2−i
′
,|J ′|=2−j
′
‖
1
|I|
1
2
1
|J |
1
2
1
|I ′|
1
2
1
|J ′|
1
2
〈f, φ1I ⊗ φ
1
I′〉
〈g, φ1J ⊗ φ
1
J ′〉〈h, φ
2
J ⊗ φ
2
J ′〉〈φ
2
I ⊗ φ
2
I′, φ
3
J ⊗ φ
3
J ′〉φ
3
I(x1)φ
3
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖
r
r
.
∑
|n|,|n′|≥5
m,m′∈Z
∑
i,j≥0
i′,j′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′ ,J
′⊆Jm′
|I′|=2−i
′
,|J ′|=2−j
′
( 1
|I|2
1
|J |2
1
|I ′|2
1
|J ′|2
·(‖fχIn ⊗ χIn′‖p1(|I||I
′|)
p1−1
p1 )(‖gχJm ⊗ χJm′‖p2(|J ||J
′|)
p2−1
p2 )
·(‖hχJm ⊗ χJm′‖p3(|J ||J
′)|
p3−1
p3 )(|I||I ′|)
1
r (1 +
dist(I, I0)
|I|
)−M3
·(1 +
dist(I ′, I0)
|I ′|
)−M
′
3
∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x2, I
′)
|I ′|
)−M
′
2
·(1 +
dist(x1, J)
|J |
)−N3(1 +
dist(x2, J
′)
|J ′|
)−N
′
3dx
)r
.
∑
|n|,|n′|≥5
m,m′∈Z
∑
i,j≥0
i′,j′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′ ,J
′⊆Jm′
|I′|=2−i
′
,|J ′|=2−j
′
(
2i+i
′
(1 + 2i(|n| − 2))−M3
·(1 + 2i
′
(|n′| − 2))−M
′
3(1 + |n−m|)−N0(1 + |n′ −m′|)−N
′
0
·‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χJm′‖p2‖hχJm ⊗ χJm′‖p3
)r
,
.
∑
|n|,|n′|≥5
m,m′∈Z
(
(|n| − 2)
−M3
2 (|n′| − 2)
−M′
3
2 (1 + |n−m|)−N0(1 + |n′ −m′|)−N
′
0
·‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χJm′‖p2‖hχJm ⊗ χJm′‖p3
)r
, (6.10)
where again Mj , Nj,M
′
j , N
′
j, j = 1, 2, 3 are sufficiently large integers. The last in-
equality holds since |n|, |n′| ≥ 5 and i ≥ j, i′ ≥ j′, from which we can get a decay
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for i, i′ and consequently for j, j′ as well. Similar to (6.8), there exist large integers
L, L′
(|n| − 2)−
M3
6 (1 + |n−m|)−N0 . (1 + |m|)−L,
(|n′| − 2)−
M′
3
6 (1 + |n′ −m′|)−N
′
0 . (1 + |m′|)−L
′
,
and also
(|n| − 2)−
M
6 χ˜In . χ˜I0 and (|n
′| − 2)−
M′
6 χ˜In′ . χ˜I0 ,
(1 + |m|)−
L
3 χ˜Jm . χ˜I0 and (1 + |m
′|)−
L′
3 χ˜Jm′ . χ˜I0.
Then (6.10) can be estimated by
.
∑
|n|,|n′|≥5
∑
m,m′∈Z
((|n− 2|−
M3
3 )(|n′ − 2|−
M′
3
3 )(1 + |m|)−L(1 + |m′|)−L
′
·‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χJm′‖p2‖hχJm ⊗ χJm′‖p3)
r
.
∑
|n|,|n′|≥5
∑
m,m′∈Z
(|n− 2|−
M3
6 |n′ − 2|−
M′
3
6 (1 + |m|)−
L
3 (1 + |m′|)−
L′
3
·‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r,
Now we have proved the desired estimate for T
E2,E′2,0
1,1 (f, g, h)(x).
For T
E1,E′2,0
1,1 (f, g, h)(x), we just need to combine the ideas for T
E1,E′1,0
1,1 (f, g, h)(x)
and T
E2,E′2,0
1,1 (f, g, h)(x) together. More precisely, since we have I ⊆ 5I
0 and I ′ ⊆
(5I0)c, we can do the decomposition
f(x) =
∑
n1∈Z
f(x) · χIn1 (x1), g(x) =
∑
n2∈Z
g(x) · χIn2 (x1), h(x) =
∑
n3∈Z
h(x) · χIn3 (x1).
As before, first consider |n1| ≥ 10.
‖T
E1,E′2,0
1,1 (fχIn1 , gχIn2 , hχIn3 )(x)‖
r
r
.
∑
|n′|≥5
m,m′∈Z
∑
i,i′≥0
j,j′≥0
∑
I⊆5I0
|I|=2−i
∑
I′⊆In′
|I′|=2−i
′
∑
J⊆Jm,|J |=2−j
J ′⊆Jm′ ,|J
′|=2−j
′
( 1
|I||I ′|
(1 +
dist(In1 , I)
|I|
)−M1
(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In3, J)
|J |
)−N2(1 +
dist(I ′, I0)
|I ′|
)−M
′
3∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x2, I
′)
|I ′|
)−M
′
2
·(1 +
dist(x1, J)
|J |
)−N3(1 +
dist(x2, J
′)
|J ′|
)−N
′
3dx
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·‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIn′‖p2‖hχIn3 ⊗ χIn′‖p3
)r
.
∑
|n′|≥5
m,m′∈Z
∑
i,i′≥0
j,j′≥0
∑
I⊆5I0
|I|=2−i
∑
I′⊆In′
|I′|=2−i
′
∑
J⊆Jm,|J |=2−j
J ′⊆Jm′ ,|J
′|=2−j
′
(2i+i
′
(1 + 2i(|n1| − 6))
−M1
·(1 + 2i
′
(|n′| − 2))−M
′
3(1 + 2j |m− n2|)
−N1
·(1 + 2j|m− n3|)
−N2(1 + |m|)−N0(1 + |m′ − n′|)−N
′
0
·‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIm′‖p2‖hχIn3 ⊗ χIm′‖p3)
r
.
∑
|n′|≥5
m,m′∈Z
((|n1| − 6)
−
M1
2 (|n′| − 2)−
M′
3
2 (1 + |n2|)
−L(1 + |n3|)
−L(1 + |n′3|)
−L
·(1 + |m|)−
N0
2 (1 + |n′ −m′|)−N
′
0
·‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIm′‖p2‖hχIn3 ⊗ χIm′‖p3)
r
.
∑
|n′|≥5
∑
m′∈Z
((|n1| − 6)
−
M1
4 (|n′| − 2)−
M′
1
6 (1 + |n2|)
−L
2
·(1 + |n3|)
−L
2 · (1 + |m′|)−
L
3 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. ((|n1| − 6)
−
M1
4 (1 + |n2|)
−L
2 (1 + |n3|)
−L
2 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r,
Thus,
‖
∑
|n1|>10
∑
n2,n3∈Z
T
E1,E′2,0
1,1 (fχIn1 , gχIn2 , hχIn3 )(x)‖
r
r
.
∑
|n1|>10
∑
n2,n3∈Z
((|n1| − 6)
−
M1
4 (1 + |n2|)
−L
2 (1 + |n3|)
−L
2
·‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r.
When |n1| < 10, as before we can get some decay factors by using (6.8), and with
Theorem 1.7 one can get
‖
∑
|n1|<10
n2,n3∈Z
T
E1,E′2,0
1,1 (fχIn1 , gχIn2 , hχIn3 )(x)‖
r
r
.
∑
|n′|≥5
∑
m′∈Z
∑
|n1|<10
n2,n3∈Z
(
(1 + |n2|)
−M ′(1 + |n3|)
−M ′(|n′| − 2)−M
′
(1 + |m′|)−M
′
‖T
E1,E′2,0
1,1 (f · χIn1 ⊗ χIn′ , g · χIn2 ⊗ χIm′ , h · χIn3 ⊗ χIm′ )(x)‖r
)r
BI-PARAMETER TRILINEAR FOURIER MULTIPLIERS WITH FLAG SYMBOL 35
.
∑
|n′|≥5
∑
|n1|<10
n2,n3∈Z
(
(1 + |n2|)
−M ′(1 + |n3|)
−M ′(|n′| − 2)−M
′
·‖f · χIn1 ⊗ χIn′‖p1‖g · χIn2 ⊗ χIn′‖p2‖h · χIn3 ⊗ χIn′‖p3
)r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r.
for some sufficiently large integer M ′.
We omit the remaining details, and we are done with TE,E
′,0
1,1 (f, g, h)(x).
Then we turn to the study of TE,E
′,0
1,mM,k0
(f, g, h)(x). From the condition that mM,k0
satisfies, we see TE,E
′,0
1,mM,k0
(f, g, h)(x) corresponds to a classical trilinear paraproduct
(see [6, 15]) in the second parameter, while in the first parameter the form is like
what happens for TE,E
′,0
1,1 (f, g, h)(x). We have
‖TE,E
′,0
1,mM,k0
(f, g, h)(x)‖rr . ‖
∑
I∈I,I′∈I′
∑
J∈J
|ω3
J
|≤|ω2
I
|
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
2
I′〉
·〈h, φ2J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖r,
where the families (φjI)I∈I , (φ
j
J)I∈J are defined as (φ
j
J)J∈J in Definition 5, and two
of (φlI′)I′∈I′ (l = 1, 2, 3, 4) are lacunary functions. Actually this is an easier case
than TE,E
′,0
1,1 (f, g, h)(x), since the implicit symbol in the second parameter satisfies
a stronger condition than the one in TE,E
′,0
1,1 (f, g, h)(x) and there is only one class
of dyadic intervals on the second parameter in the above paraproducts. That means
one can mimic the proof for TE,E
′,0
1,1 (f, g, h)(x) to get the desired estimate, where
the following theorem is needed, which plays a similar role as Theorem 1.7 for
TE,E
′,0
1,1 (f, g, h)(x).
Theorem 6.2. For f, g, h ∈ S(R2), the bi-parameter operators
Tm′(f, g, h)(x) :=
∫
R6
m′(ξ, η, ζ)fˆ(ξ)gˆ(η)hˆ(ζ)e2πi(ξ+η+ζ)·xdξdηdζ
map Lp1 ×Lp2 ×Lp3 → Lr for 1 < p1, p2, p3 <∞ with 1/p1+1/p2+1/p3 = 1/r and
0 < r <∞, as long as the smooth symbol m′ satisfies
|∂α1ξ1 ∂
α2
ξ2
∂β1η1 ∂
β2
η2
∂γ1ζ1 ∂
γ2
ζ2
m′(ξ, η, ζ)|
.
∑
β′
1
+β′′
1
=β1
γ′
1
+γ′′
1
=γ1
(1 + |ξ1|+ |η1|+ |ζ1|)
−(α1+β′1+γ
′
1
)(1 + |η1|+ |ζ1|)
−(β′′
1
+γ′′
1
)
·(1 + |ξ2|+ |η2|+ |ζ2|)
−(α2+β2+γ2)
for sufficiently many multi-indices α1, β1, γ1 and α2, β2, γ2.
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Proof. This is essentially a corollary of Theorem 1.7, since the symbol m′ satisfies
a stronger condition in the second parameter than m1(ξ, η, ζ)m2(η, ζ). To get the
result, one just needs to keep the argument in [2] on the second parameter, and do
the necessary modification as in Theorem 1.7 on the first parameter. We omit the
details here. 
Now we are ready to prove the estimate for TE,E
′,0
1,mM,k0
(f, g, h)(x).
Taking advantage of the fact that |I|, |I ′| ≤ 1, we can split
TE,E
′,0
1,mM,k0
(f, g, h) = {(
∑
I⊆5I0
I′⊆5I0
+
∑
I⊆(5I0)c
I′⊆5I0
+
∑
I⊆5I0
I′⊆(5I0)c
+
∑
I⊆(5I0)c
I′⊆(5I0)c
)
∑
J∈J
|ω3
J
|≤|ω2
I
|
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
2
I′〉〈h, φ
2
J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)
= T
E1,E′1,0
1,mM,k0
(f, g, h) + T
E2,E′1,0
1,mM,k0
(f, g, h) + T
E1,E′2,0
1,mM,k0
(f, g, h) + T
E2,E′2,0
1,mM,k0
(f, g, h).
We start with T
E1,E′1,0
1,mM,k0
(f, g, h). We still consider the decomposition (6.6), and we
can write
T
E1,E′1,0
1,mM,k0
(f, g, h)(x) =∑
n1,n′1
∑
n2,n′2
∑
n3,n′3
T
E1,E′1,0
1,mM,k0
(f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x).
When |n1|, |n
′
1| > 10, we write
‖T
E1,E′1,0
1,mM,k0
(f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
= ‖
∑
I∈I,I′∈I′
∑
J∈J
|ω3J |≤|ω
2
I |
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈fχIn1 ⊗ χIn′
1
, φ1I ⊗ φ
1
I′〉〈gχIn2 ⊗ χIn′
2
, φ1J ⊗ φ
2
I′〉
·〈hχIn3 ⊗ χIn′
3
, φ2J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖r.
Then we use Ho¨lder’s inequality to get
‖
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈fχIn1 ⊗ χIn′
1
, φ1I ⊗ φ
1
I′〉〈gχIn2 ⊗ χIn′
2
, φ1J ⊗ φ
2
I′〉
·〈hχIn3 ⊗ χIn′
3
, φ2J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖r
.
1
|I|2
1
|J |2
1
|I ′|3
·(1 +
dist(In1 , I)
|I|
)−M1(1 +
dist(In′
1
, I ′)
|I ′|
)−M
′
1(‖fχIn1 ⊗ χIn′
1
‖p1(|I||I
′|)
p1−1
p1 )
·(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In′
2
, I ′)
|I ′|
)−M
′
2(‖gχIn2 ⊗ χI′n2‖p2(|J ||I|
′)
p2−1
p2 )
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(1 +
dist(In3 , J)
|J |
)−N2(1 +
dist(In′
3
, I ′)
|I ′|
)−M
′
3(‖hχIn3 ⊗ χIn′
3
‖p3(|J ||I
′|)
p3−1
p3 )
·(|I||I ′|)
1
r
∫
R2
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3dx
.
1
|I|
(
|I|
|J |
)
1
p2
+ 1
p3 (1 +
dist(In1, I)
|I|
)−M1(1 +
dist(In′
1
, I ′)
|I ′|
)−M
′
1(1 +
dist(In2, J)
|J |
)−N1
·(1 +
dist(In′
2
, I ′)
|I ′|
)−M
′
2(1 +
dist(In3 , J)
|J |
)−N2(1 +
dist(In′
3
, I ′)
|I ′|
)−M
′
3
·
∫
R
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3dx1
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3, (6.11)
where Mj ,M
′
j , Nj are sufficiently large integers and φ
j
I , φ
j
J , φ
k
I′ are L
2-normalized
bump functions adapted to I, J, I ′ for j = 1, 2, 3 and k = 1, 2, 3, 4. Taking advantage
of |ω3J | ≤ |ω
2
I | and |I|, |J |, |I
′| ≤ 1, one can get
‖T
E1,E′1,0
1,mM,k0
(f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖rr
.
∑
i,i′≥0
j≥0
∑
I,I′⊆5I0
|I|=2−i
|I′|=2−i
′
∑
m∈Z
∑
J⊆Jm
|J |=2−j
( 1
|I|
(1 +
dist(In1 , I)
|I|
)−M1(1 +
dist(In′
1
, I ′)
|I ′|
)−M
′
1
·(1 +
dist(In2, J)
|J |
)−N1(1 +
dist(In′
2
, I ′)
|I ′|
)−M
′
2(1 +
dist(In3 , J)
|J |
)−N2
·(1 +
dist(In′
3
, I ′)
|I ′|
)−M
′
3
∫
R
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3dx1
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3
)r
.
∑
i,i′≥0
j≥0
∑
I,I′⊆5I0
|I|=2−i
|I′|=2−i
′
∑
m∈Z
∑
J⊆Jm
|J |=2−j
(2i(1 + 2i(|n1| − 6))
−M1(1 + 2i
′
(|n′1| − 6))
−M ′
1
·(1 + 2j|m− n2|)
−N1(1 + 2j|m− n3|)
−N2(1 + 2i
′
|n′2|)
−M ′
2(1 + 2i
′
|n′3|)
−M ′
3
·(1 + |m|)−N0‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
.
∑
m∈Z
((|n1| − 6)
−
M1
2 (|n′1| − 6)
−
M′
1
2 (1 + |n2|)
−L(1 + |n3|)
−L
·(1 + |n′2|)
−M ′
2(1 + |n′3|)
−M ′
3(1 + |m|)−
N0
2
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
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. ((1 + |n1|)
−
M1
2 |n′1|
−
M′
1
2 (1 + |n2|)
−L(1 + |n3|)
−L(1 + |n′2|)
−M ′
2(1 + |n′3|)
−M ′
3
·‖fχIn1 ⊗ χIn′
1
‖p1‖gχIn2 ⊗ χIn′
2
‖p2‖hχIn3 ⊗ χIn′
3
‖p3)
r
. ((|n1| − 6)
−
M1
4 (|n′1| − 6)
−
M′
1
4 (1 + |n2|)
−L
2 (1 + |n′2|)
−
M′
2
2
·(1 + |n3|)
−L
2 (1 + |n′3|)
−
M′
3
2 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
where the positive integers N0 = min{M2, N3}, L are sufficiently large, and the
summation over i′ is allowed since |n′1| ≥ 10. Thus,
‖
∑
|n1|>10
|n′
1
|>10
∑
n2,n3,n′2,n
′
3
∈Z
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖rr
.
∑
|n1|>10,|n′1|>10
∑
n2,n3,n′2,n
′
3
∈Z
((|n1| − 6)
−
M1
4 (|n′1| − 6)
−
M′
1
4 (1 + |n2|)
−L
2 (1 + |n′2|)
−
M′
2
2
·(1 + |n3|)
−L
2 (1 + |n′3|)
−
M′
3
2 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r,
As before when |n1| ≤ 10 or |n
′
1| ≤ 10 things are different, since we cannot take
the summation over i or i′. Without loss of generality, we assume both |n1| ≤ 10
and |n′1| ≤ 10.
‖
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
T
E1,E′1,0
1,mM,k0
(f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
. ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3.
Recall that when I, I ′ ⊆ 5I0 and J ∈ Jm, in (6.11) we can write
〈φ2I , φ
3
J〉 ≈ (1 + |m|)
−L〈φ2I , φ˜
3
J〉,
〈gχIn2 ⊗ χIn′
2
, φ1J ⊗ φ
2
I′〉 ≈ (1 + |n2 −m|)
−M(1 + |n′2|)
−M ′〈gχIn2 ⊗ χIn′
2
, φ˜1J ⊗ φ˜
2
I′〉,
〈hχIn3 ⊗ χIn′
3
, φ2J ⊗ φ
3
I′〉 ≈ (1 + |n3 −m|)
−M(1 + |n′3|)
−M ′〈hχIn3 ⊗ χIn′
3
, φ˜2J ⊗ φ˜
3
I′〉,
(1 + |n2 −m|)
−M(1 + |m|)−L/3 ≈ (1 + |n2|)
−M ′,
(1 + |n3 −m|)
−M(1 + |m|)−L/3 ≈ (1 + |n3|)
−M ′,
where M ′ can be sufficiently large.
That means we can use Theorem 6.2 with additional decay factors (1+|n2|)
−M ′(1+
|n3|)
−M ′(1 + |n′2|)
−M ′(1 + |n′3|)
−M ′. Thus,
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‖
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
T
E1,E′1,0
1,1 (f · χIn1 ⊗ χIn′
1
, g · χIn2 ⊗ χIn′
2
, h · χIn3 ⊗ χIn′
3
)(x)‖r
.
∑
|n1|,|n′1|≤10
n2,n′2,n3,n
′
3
∈Z
(1 + |n2|)
−M ′(1 + |n′2|)
−M ′ · (1 + |n3|)
−M ′(1 + |n′3|)
−M ′
·‖f · χIn1 ⊗ χIn′
1
‖p1‖g · χIn2 ⊗ χIn′
2
‖p2‖h · χIn3 ⊗ χIn′
3
‖p3
. ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3.
For the cases n1 ≤ 10, n
′
1 > 10 or n1 > 10, n
′
1 ≤ 10, one just needs to combine
the ideas in the above two situations together and use Theorem 6.2. Then we are
done with T
E1,E′1,0
1,mM,k0
(f, g, h).
Now we turn to the study of the operators T
E2,E′2,0
1,mM,k0
.
‖T
E2,E′2,0
1,mM,k0
(f, g, h)(x)‖rr
= ‖
∑
I⊆(5I0)c
I′⊆(5I′0)c
∑
J∈J
|ω3
J
|≤|ω2
I
|
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
2
I′〉
·〈h, φ2J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖
r
r
. ‖
∑
|n|,|n′|≥5
m∈Z
∑
i,j≥0
i′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′
|I′|=2−i
′
1
|I|
1
2
1
|J |
1
2
1
|I ′|
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
2
I′〉
·〈h, φ2J ⊗ φ
3
I′〉〈φ
2
I , φ
3
J〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)‖
r
r
.
∑
|n|,|n′|≥5
m∈Z
∑
i,j≥0
i′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′
|I′|=2−i
′
( 1
|I|
(1 +
dist(I, I0)
|I|
)−M3
·(1 +
dist(I ′, I0)
|I ′|
)−M
′
4
∫
R
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3dx1
‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χIn′‖p2‖hχJm ⊗ χIn′‖p3
)r
.
∑
|n|,|n′|≥5
m∈Z
∑
i,j≥0
i′≥0
∑
I⊆In,J⊆Jm
|I|=2−i,|J |=2−j
∑
I′⊆In′
|I′|=2−i
′
(
2i(1 + 2i(|n| − 2))−M3(1 + 2i
′
(|n′| − 2))−M
′
4
·(1 + |n−m|)−N0‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χIn′‖p2‖hχJm ⊗ χIn′‖p3
)r
.
∑
|n|,|n′|≥5
m∈Z
(
(|n| − 2)
−M3
2 (|n′| − 2)
−M′
4
2 (1 + |n−m|)−N0
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·‖fχIn ⊗ χIn′‖p1‖gχJm ⊗ χIn′‖p2‖hχJm ⊗ χIn′‖p3
)r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r.
For T
E1,E′2,0
1,mM,k0
(f, g, h)(x), we just need to combine the ideas for T
E1,E′1,0
1,mM,k0
(f, g, h)(x)
and T
E2,E′2,0
1,mM,k0
(f, g, h)(x) together. More precisely, since we have I ⊆ 5I0 and I ′ ⊆
(5I0)c, we can do the decomposition
f(x) =
∑
n1∈Z
f · χIn1 (x1), g(x) =
∑
n2∈Z
g · χIn2 (x1), h(x) =
∑
n3∈Z
h · χIn3 (x1).
As before first consider when |n1| ≥ 10.
‖T
E1,E′2,0
1,mM,k0
(fχIn1 , gχIn2 , hχIn3 )(x)‖
r
r
.
∑
|n′|≥5
m∈Z
∑
i,i′≥0
j≥0
∑
I⊆5I0
|I|=2−i
∑
I′⊆In′
|I′|=2−i
′
∑
J⊆Jm
|J |=2−j
( 1
|I|
(1 +
dist(In1, I)
|I|
)−M1
(1 +
dist(In2 , J)
|J |
)−N1(1 +
dist(In3 , J)
|J |
)−N2(1 +
dist(I ′, I0)
|I ′|
)−M
′
4
·
∫
R
(1 +
dist(x1, I)
|I|
)−M2(1 +
dist(x1, J)
|J |
)−N3dx1
·‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIn′‖p2‖hχIn3 ⊗ χIn′‖p3
)r
.
∑
|n′|≥5
m∈Z
∑
i,i′≥0
j≥0
∑
I⊆5I0
|I|=2−i
∑
I′⊆In′
|I′|=2−i
′
∑
J⊆Jm
|J |=2−j
(2i(1 + 2i(|n1| − 6))
−M1(1 + 2i
′
(|n′| − 2))−M
′
4
·(1 + 2j|m− n2|)
−N1(1 + 2j|m− n3|)
−N2(1 + |m|)−N0
·‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIn′‖p2‖hχIn3 ⊗ χIn′‖p3)
r
.
∑
|n′|≥5
m∈Z
((|n1| − 6)
−
M1
2 (|n′| − 2)−
M′
1
2 (1 + |n2|)
−L(1 + |n3|)
−L
·(1 + |m|)−
N0
2 ‖fχIn1 ⊗ χIn′‖p1‖gχIn2 ⊗ χIn′‖p2‖hχIn3 ⊗ χIn′‖p3)
r
.
∑
|n′|≥5
((|n1| − 6)
−
M1
4 (|n′| − 2)−
M′
1
6 (1 + |n2|)
−L
2 (1 + |n3|)
−L
2
·‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. ((|n1| − 6)
−
M1
4 (1 + |n2|)
−L
2 (1 + |n3|)
−L
2 ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r.
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Thus,
‖
∑
|n1|>10
∑
n2,n3∈Z
T
E1,E′2,0
1,mM,k0
(f · χIn1 , g · χIn2 , h · χIn3 )(x)‖
r
r
.
∑
|n1|>10
∑
n2,n3∈Z
((|n1| − 6)
−
M1
4 (1 + |n2|)
−L
2 (1 + |n3|)
−L
2
·‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r
. (‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3)
r.
When |n1| < 10, as before we need Theorem 6.2 and some decay factors by (6.8),
and the following holds
‖
∑
|n1|<10
n2,n3∈Z
T
E1,E′2,0
1,mM,k0
(f · χIn1 , g · χIn2 , h · χIn3 )(x)‖
r
r
.
∑
|n′|≥5
∑
|n1|<10
n2,n3∈Z
(1 + |n2|)
−M ′(1 + |n3|)
−M ′(|n′| − 2)−M
′
·‖T
E1,E′2,0
1,1 (f · χIn1 ⊗ χIn′ , g · χIn2 ⊗ χIn′ , h · χIn3 ⊗ χIn′ )(x)‖
r
r
.
∑
|n′|≥5
∑
|n1|<10
n2,n3∈Z
(1 + |n2|)
−M ′ · (1 + |n3|)
−M ′(|n′| − 2)−M
′
·‖f · χIn1 ⊗ χIn′‖p1‖g · χIn2 ⊗ χIn′‖p2‖h · χIn3 ⊗ χIn′‖p3
. ‖fχ˜R00‖p1‖gχ˜R00‖p2‖hχ˜R00‖p3.
where M ′ is sufficiently large. Then we are done with T
E1,E′1,0
1,mM,k0
.
Moreover, it is obvious that T
E2,E′1,0
1,mM,k0
can be treated similarly. We omit the details
here. Now we are done with TE,E
′,0
1,mM,k0
(f, g, h)(x). Now we have proved the desired
estimate for the operators TE,E
′,0
ab (f, g, h)(x).
6.3. TE,G
′,0
ab , T
G,E′,0
ab .
Consider
TE,G
′,0
ab (f, g, h)(x)
≈
∑
I∈I
∑
I′∈I′
∑
J∈J
|ω3
J
|≤|ω2
I
|
1
|J |
1
2
1
|I|
1
2
1
|I ′|
〈f, φ1I ⊗ φ
1
I′〉〈g, φ
1
J ⊗ φ
2
I′〉〈h, φ
2
I ⊗ φ
3
I′〉
·〈φ3J , φ
2
I〉φ
3
I(x1)φ
4
I′(x2)ϕ0(x1)ϕ
′
0(x2)
+(
∫
R6
m1M,k0(ξ1, η1, ζ1)(
∑
k≥0
φ1k(ξ2)φ
2
k(η2)φ
3
k(ζ2))
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·fˆ(ξ)gˆ(η)hˆ(ζ)dξdηdζ)ϕ0(x1)ϕ
′
0(x2)
:= TE,G
′,0,1
ab + T
E,G′,0,2
ab ,
where m1M,k0 is as described in Lemma 6.1. Also note
|∂αξ2∂
β
η2
∂γζ2(
∑
k≥0
φ1k(ξ2)φ
2
k(η2)φ
3
k(ζ2))| .
1
(1 + |ξ2|+ |η2|+ |ζ2|)α+β+γ
for sufficiently many indices. Then the desired estimate for TE,G
′,0,1
ab follows from the
same argument as for TE,E
′,0
1,m1
M,k0
, and the estimate for TE,G
′,0,2
ab follows from Theorem
1.5.
Having treated all the cases in Theorem 5.1, the proof of Theorem 1.8 is concluded.
7. Appendix
Here we give some details about the reductions used in the Leibniz rule. Here we
will still use the notations introduced in Section 3. We start from the reduction of
Dβ11 D
β2
2 (gh), and this part has appeared in [15–17]. We recall some arguments here.
Let
1(η1, η2, ζ1, ζ2)
=
(∑
k1
ψ̂k1 (η1)
∑
l1
ψ̂l1 (ζ1)
)(∑
k2
ψ̂k2 (η2)
∑
l2
ψ̂l2 (ζ2)
)
=
(∑
k1
ϕ̂k1 (η1) ψ̂k1 (ζ1) +
∑
k1
ψ̂k1 (η1) ψ̂k1 (ζ1) +
∑
k1
ψ̂k1 (η1) ϕ̂k1 (ζ1)
)
,
·
(∑
k2
ϕ̂k2 (η2) ψ̂k2 (ζ2) +
∑
k2
ψ̂k2 (η2) ψ̂k2 (ζ2) +
∑
k2
ψ̂k2 (η2) ϕ̂k2 (ζ2)
)
,(7.1)
where ϕ̂ki =
∑
li≤ki−100
ψ̂li , and as we have abused notations in previous sections,
ψ̂ki here may actually represent a function
∑
ki−100≤li≤ki+100
ψ̂li (we don’t distinguish
them since their supports are comparable and both away from 0) for i = 1, 2. Then
g · h can be written as a summation of the terms like, for example,
g · h =
∑
k1,k2
(g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ϕk1 ⊗ ϕk2)) . (7.2)
Moreover, it can actually be rewritten as the following bi-parameter paraproduct
Π(g, h) =
∑
k1,k2
((
(g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ϕk1 ⊗ ϕk2))
)
∗ ψ˜k1 ⊗ ψ˜k2
)
,
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where ψk1 ⊗ ψk2 = ψk1(x1)ψk2(x2), and
̂˜
ψki is an inserted Schwartz function whose
support is away from 0 and satisfyinĝ˜ψki = 1 on supp ψ̂ki + supp ϕ̂ki , i = 1, 2.
Note that in Section 3, we simply use ψk instead of ψ˜k, since they are of the same
type, i.e, they are supported on {u : c2k−1 ≤ |u| ≤ c2k+1} for appropriate constants
c, which are away from 0.
Now the differentiation Dβ11 D
β2
2 (g, h) can be written as a summation of the terms
like Dβ11 D
β2
2 Π(g, h), which can be written as
Dβ11 D
β2
2 Π(g, h)
=
∑
k1,k2
((
(g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ϕk1 ⊗ ϕk2))
)
∗Dβ11 D
β2
2
(
ψ˜k1 ⊗ ψ˜k2
))
=
∑
k1,k2
((
(g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ϕk1 ⊗ ϕk2))
)
∗ 2k1β12k2β2
(
ψ˜′k1 ⊗ ψ˜
′
k2
))
=
∑
k1,k2
(( (
g ∗
(
2k1β1ψk1 ⊗ 2
k2β2ψk2
))
· (h ∗ (ϕk1 ⊗ ϕk2))
)
∗
(
ψ˜′k1 ⊗ ψ˜
′
k2
))
=
∑
k1,k2
(((
g ∗
(
Dβ11 ψ
′′
k1
⊗Dβ22 ψ
′′
k2
))
· (h ∗ (ϕk1 ⊗ ϕk2))
)
∗
(
ψ˜′k1 ⊗ ψ˜
′
k2
))
=
∑
k1,k2
(((
Dβ11 D
β2
2 g ∗
(
ψ′′k1 ⊗ ψ
′′
k2
))
· (h ∗ (ϕk1 ⊗ ϕk2))
)
∗
(
ψ˜′k1 ⊗ ψ˜
′
k2
))
:= Π(Dβ11 D
β2
2 g, h), (7.3)
where
̂˜
ψ′ki(u) :=
̂˜
ψki(u)
∣∣ u
2ki
∣∣βi, ψ̂′′ki(u) := ψ̂ki(u)(2ki|u| )βi for i = 1, 2.
Note that the idea is to “move” the differential operator to appropriate functions.
In the above expressions we finally apply the differential operators to g because
the associated convolution has both ψ type functions involved. That allows us to
multiply or divide them by functions |u|βi as we need, i.e, we can always make ψ′′
smooth.
Using a similar idea, we decompose f as
f =
∑
j1
∑
j2
(f ∗ (ψj1 ⊗ ψj2)) ,
then f · g · h can be written as a summation of the terms like, for example,∑
j1
∑
j2
(f ∗ (ψj1 ⊗ ψj2))
∑
l1≪k1
∑
l2≪k2
(g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ψl1 ⊗ ψℓ2))
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=
(∑
j1≪k1
+
∑
j1≃k1
+
∑
j1≫k1
)(∑
j2≪k2
+
∑
j2≃k2
+
∑
j2≫k2
) ∑
l1≪k1
∑
l2≪k2
· (f ∗ (ψj1 ⊗ ψj2)) (g ∗ (ψk1 ⊗ ψk2)) · (h ∗ (ψl1 ⊗ ψℓ2)) . (7.4)
In the above summation, let’s take a look at the following part with
∑
k1≪j1
∑
k2≪j2
,∫
R6
∑
l1≪k1≪j1
∑
l2≪k2≪j2
(
ψ̂j1(ξ1)ψ̂j2(ξ2)ψ̂k1(η1)ψ̂k2(η2)ψ̂l1(ζ1)ψ̂l2(ζ2)
)
·fˆ(ξ1, ξ2)gˆ(η1, η2)hˆ(ζ1, ζ2)e
2πi(ξ+η+ζ)xdξdηdζ
:=
∫
R6
m(ξ, η, ζ)fˆ(ξ1, ξ2)gˆ(η1, η2)hˆ(ζ1, ζ2)e
2πi(ξ+η+ζ)xdξdηdζ, (7.5)
where the symbol can be rewritten as
m(ξ, η, ζ)
=
(∑
j1
∑
j2
ψ̂j1(ξ1)ψ̂j2(ξ2)ϕ̂j1(η1 + ζ1)ϕ̂j2(η2 + ζ2)ψ̂j1(ξ1 + η1 + ζ1)ψ̂j2(ξ2 + η2 + ζ2)
)
·
(∑
k1≪j1
∑
k2≪j2
ψ̂k1(η1)ψ̂k2(η2)ϕ̂k1(ζ1)ϕ̂k2(ζ2)ψ̂k1(η1 + ζ1)ψ̂k2(η2 + ζ2)
)
, (7.6)
where some appropriate ϕ type functions and ψ type functions are inserted as before,
based on the supports of the functions. With the above, (7.5) becomes∑
j1,j2
(
(f ∗ (ψj1 ⊗ ψj2)) (Π1(g, h) ∗ (ϕj1 ⊗ ϕj2))
)
∗ (ψj1 ⊗ ψj2) , (7.7)
where
Π1(g, h) =
∑
k1≪j1
∑
k2≪j2
((g ∗ (ψk1 ⊗ ψk2)) (h ∗ (ϕk1 ⊗ ϕk2))) ∗ (ψk1 ⊗ ψk2) .
Recall by (7.3), Dβ11 D
β2
2 Π1(g, h) can be written as a summation of the terms like,
for example,∑
k1≪j1
∑
k2≪j2
((
Dβ11 D
β2
2 g ∗
(
ψ′′k1 ⊗ ψ
′′
k2
))
· (h ∗ (ϕk1 ⊗ ϕk2))
)
∗
(
ψ′k1 ⊗ ψ
′
k2
)
Then when we apply the differential operator Dα11 D
α2
2 to f ·D
β1
1 D
β2
2 Π1(g, h),
Dα11 D
α2
2
(∑
j1,j2
(
(f ∗ (ψj1 ⊗ ψj2))
(
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗ (ψj1 ⊗ ψj2)
)
=
∑
j1,j2
(
(f ∗ (ψj1 ⊗ ψj2))
(
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗Dα11 D
α2
2 (ψj1 ⊗ ψj2)
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=
∑
j1,j2
(
(f ∗ (ψj1 ⊗ ψj2))
(
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗ 2j1α12j2α2
(
ψ′j1 ⊗ ψ
′
j2
)
=
∑
j1,j2
( (
f ∗
(
2j1α1ψj1 ⊗ 2
j2α2ψj2
)) (
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
=
∑
j1,j2
( (
f ∗
(
Dα11 ψ
′′
j1
⊗Dα22 ψ
′′
j2
)) (
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
=
∑
j1,j2
( (
Dα11 D
α2
2 f ∗
(
ψ′′j1 ⊗ ψ
′′
j2
)) (
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
:=
∑
j1,j2
( (
Dα11 D
α2
2 f ∗
(
ψ′′j1 ⊗ ψ
′′
j2
)) (
Dβ11 D
β2
2 Π1(g, h) ∗ (ϕj1 ⊗ ϕj2)
) )
∗
(
ψ′j1 ⊗ ψ
′
j2
)
.
Based on the above form, and by removing some inserted and reinserting appropriate
functions as before, we can write the associated symbol as(∑
j1
∑
j2
ψ̂′′j1(ξ1)ψ̂
′′
j2
(ξ2)ψ̂
′
j1
(ξ1 + η1 + ζ1)ψ̂
′
j2
(ξ2 + η2 + ζ2)
)
·
(∑
k1≪j1
∑
k2≪j2
ψ̂′′k1(η1)ψ̂
′′
k2
(η2)ϕ̂k1(ζ1)ϕ̂k2(ζ2)ψ̂
′
k1
(η1 + ζ1)ψ̂
′
k2
(η2 + ζ2)
)
=
(∑
j1
∑
j2
ψ̂′′j1(ξ1)ψ̂
′′
j2
(ξ2)ϕ̂j1(η1)ϕ̂j2(η2)ψ̂
′
j1
(ξ1 + η1 + ζ1)ψ̂
′
j2
(ξ2 + η2 + ζ2)
)
·
(∑
k1≪j1
∑
k2≪j2
ψ̂′′k1(η1)ψ̂
′′
k2
(η2)ϕ̂k1(ζ1)ϕ̂k2(ζ2)
)
=
(∑
j1
∑
j2
ψ̂′′j1(ξ1)ψ̂
′′
j2
(ξ2)ϕ̂j1(η1)ϕ̂j2(η2)ψ̂
′
j1
(ξ1 + η1 + ζ1)ψ̂
′
j2
(ξ2 + η2 + ζ2)
)
·
(∑
k1
∑
k2
ψ̂′′k1(η1)ψ̂
′′
k2
(η2)ϕ̂k1(ζ1)ϕ̂k2(ζ2)
)
= m1(ξ, η, ζ)m2(η, ζ),
where in the last estimate we are able to ignore the restriction ki ≪ ji when taking
the summation, because ϕji is a properly chosen function such that ϕ̂ji(ηi)ψ̂
′′
ki
(ηi) = 0
if the restriction is not satisfied (i = 1, 2).
Note that m1 and m2 belong to the classical symbols BM(R
6) and BM(R4)
respectively. Then the bound
‖Dα11 D
α2
2 f‖Lp1 · ‖D
β1
1 D
β2
2 g‖Lq1 · ‖h‖Ls1
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follows from Theorem 1.7. In fact, the other terms in the Leibniz estimate (3.3) can
be obtained in the similar way. Taking the decomposition g · h for example, recall
that the above argument is based on one of the terms in the decomposition of g · h,
i.e. (7.2). However, the are actually 9 terms in the decomposition, as indicated by
(7.1). The similar thing happens after f is introduced. In short, among the rest of
these terms, parts of them are covered by Theorem 1.7. The other parts can take
different forms, based on the “positions” of the ψ functions ϕ functions, and the
Lr estimate of them gives the other 15 pieces in (3.3). An example has been given
earlier.
However, the other part of those remaining terms cannot be treated as the oper-
ator Tm1,m2. As we mentioned in Section 3, these terms actually correspond to the
multiplier Tm3,m4. More precisely, if we check following term in the decomposition
of f · g · h,∑
l1≪k1≪j1
∑
j2≪k2≪l2
(f ∗ (ψj1 ⊗ ψj2)) (g ∗ (ψk1 ⊗ ψk2)) (h ∗ (ψl1 ⊗ ψℓ2)) ,
we can see it is actually a Fourier multiplier:∫
R6
∑
l1≪k1≪j1
∑
l2≫k2≫j2
(
ψ̂j1(ξ1)ψ̂j2(ξ2)ψ̂k1(η1)ψ̂k2(η2)ψ̂l1(ζ1)ψ̂l2(ζ2)
)
·fˆ(ξ1, ξ2)gˆ(η1, η2)hˆ(ζ1, ζ2)e
2πi(ξ+η+ζ)xdξdηdζ
:=
∫
R6
m′(ξ, η, ζ)fˆ(ξ1, ξ2)gˆ(η1, η2)hˆ(ζ1, ζ2)e
2πi(ξ+η+ζ)xdξdηdζ. (7.8)
Using the trick of inserting terms as before, we can write
m′(ξ, η, ζ)
=
(∑
j1
∑
k2
ψ̂j1(ξ1)ϕ̂k2(ξ2)ϕ̂j1(η1 + ζ1)ψ̂k2(η2)ψ̂j1(ξ1 + η1 + ζ1)ψ̂k2(ξ2 + η2)
)
·
(∑
k1≪j1
∑
l2≫k2
ψ̂k1(η1)ϕ̂l2(ξ2 + η2)ϕ̂k1(ζ1)ψ̂l2(ζ2)ψ̂k1(η1 + ζ1)ψ̂l2(ξ2 + η2 + ζ2)
)
=
(∑
j1
∑
l2
ψ̂j1(ξ1)ϕ̂j1(η1 + ζ1)ψ̂j1(ξ1 + η1 + ζ1)ϕ̂l2(ξ2 + η2)ψ̂l2(ζ2)ψ̂l2(ξ2 + η2 + ζ2)
)
·
(∑
k1≪j1
∑
k2≪l2
ψ̂k1(η1)ϕ̂k1(ζ1)ψ̂k1(η1 + ζ1)ϕ̂k2(ξ2)ψ̂k2(η2)ψ̂k2(ξ2 + η2)
)
.
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Note that in this case m′ is essentially a symbol
m′(ξ, η, ζ) =
(
m′,1(ξ1, η1, ζ1)m
′,2(η1, ζ1)
) (
m′,3(ξ2, η2, ζ2)m
′,4(ξ2, η2)
)
,
with m′,1, m′,3 ∈M(R3) and m′,2, m′,4 ∈M(R2). Strictly speaking, m′ is not exactly
a symbol having the formm4(η, ζ)m3(ξ, η), with m3, m4 in BM(R
4). However, it is a
fact that these two symbols share the same difficulty in obtaining their Ho¨lder-type
estimates. Thus, without loss of generality, we treat them as if they were the same.
As before, after we apply those differential operators, since the “types” of those ψ
and ϕ functions do not change, the form of the associated symbol won’t change,
either. This means that the Leibniz rule for these terms will follow from the Ho¨lder
type Lr estimate of Tm3,m4 . Another difficulty in this case is that an analogue of
(7.7) will have a more complicated form, another challenge in obtaining the desired
estimate.
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