Consider jump-type stochastic differential equations with the drift, diffusion and jump terms. Logarithmic derivatives of densities for the solution process are studied, and the BismutElworthy-Li type formulae can be obtained under the uniformly elliptic condition on the coefficients of the diffusion and jump terms. Our approach is based upon the Kolmogorov backward equation by making full use of the Markovian property of the process.
Introduction
The Malliavin calculus has played an important role in many fields, as one of powerful tools in infinite dimensional analysis. That has also given us an attractive solution to the hypoelliptic problem for the differential operator associated with a stochastic differential equation, by means of probabilistic methods. It is well known that the Hörmander condition on the coefficients of the equation, which is the condition about the Lie algebra generated by the vector fields associated with the coefficients, yields the existence of the smooth density function. See [3, 18] and references therein. Bismut [4] also studied the logarithmic derivatives of the density function with respect to the initial point of a stochastic differential equation on Riemannian manifolds. His approach is based upon the Girsanov transform on Brownian motions. The formula has a nice flavour with the precise estimate of heat kernels or large deviation principles. Elworthy and Li [8] also tackled the
Preliminaries
At the beginning, we shall introduce some general notations. For α, β ∈ N, denote by C k R α ; R Remark 2.1 Lévy processes such as tempered stable processes, inverse Gaussian processes, etc. satsify Assumption 1.
Remark 2.2
In order to study the existence of a smooth density for jump processes, Ishikawa and Kunita [13] , and Picard [19] impose the following two conditions to the measure dν instead of Assumption 1:
(iv) there exists 0 < β < 2 such that lim inf Let T > 0 be fixed, and (Ω, F , P) the underlying probability space. Denote an m-dimensional with the intensity dμ = dt dν. Let {F t ; t ∈ [0, T ]} be the augmented filtration generated by W and dµ with respect to P. Define dμ = dµ − dμ and dµ = I (|z|≤1) dμ+ I (|z|>1) dµ.
Since the coefficients satisfy the Lipschitz and linear growth conditions under Assumption 2, there exists a unique solution x t = x x,ε and its Jacobi matrix Z t := ∇ x x t satisfies the linear stochastic differential equation:
Let {U t ; t ∈ [0, T ]} be the solution to the linear stochastic differential equation: U 0 = I d and
by the Itô product formula. Under Assumption 1 on the measure dν, and Assumption 2 on the coefficients, the upper estimate
holds for any p > 1. See [10] . Moreover, we have
the derivative H t := ∂ ε x t satisfies the equation:
Moreover, it holds that, for any p > 1 and any compact subset K in R l ,
Proof. We shall write x t = x ε t , in order to emphasize the dependence on ε ∈ R l throughout the
we can get
for any p > 1, from Assumption 1 and 2. Thus, the Kolmogorov continuity criterion tells us that
Next, we shall study the differentiability of x ε t in ε ∈ R l . Let 0 ξ, ζ ∈ R, and e k ∈ R l the k-th unit vector. Since
we can get the upper estimate
has a C 1 -modification with respect to the parameter ε ∈ R l for each t ≥ 0 and x ∈ R d , via the Kolmogorov continuity criterion, again.
Furthermore, Assumption 2 enables us to justify that the derivative ∂ ε x ε t satisfies the equation (2.4). It is an easy work to check the upper estimate of ∂ ε x t in the assertion.
Corollary 2.1
The derivative H t = ∂ ε x t can be computed as follows:
Proof. Obvious by Proposition 2.1 and the Itô product formula.
Main theorems
Let us present an assumption on the coefficients of the equation (2.1), which is crucial for discussions in what follows.
Assumption 3
There exist constants c 6,ε , c 7,
Then, we shall introduce the well-known criterion on the existence of the smooth density. 
, we see that
under Assumption 2 and 3. Then we have
from Assumption 1 (ii), for sufficiently small 0 < ρ < 1.
We are now in a position to present main results. To avoid lengthy expressions, let us prepare some auxiliary notations. Define
We first derive the sensitivity formula with respect to x ∈ R d .
Theorem 1 Let
Next, we shall study the sensitivity in ε ∈ R l . For the sake of simplicity on notations, define 
Theorem 2 Let
Finally, we next study the second order derivative in x ∈ R d . To keep the presentation as concise as possible, writeT = T/2, and define
, and
for σ = 2, 3. Then we have
Then, the equality
holds, where
τ,t < +∞ holds for any p > 1, since the condition (ii) in Assumption 1 on the measure dν yields that
Denote by U the family of bounded domains and their complements in R d . Define the class F of R-valued functions by
Corollary 3.1 Let ϕ ∈ F, and Γ (i)
T (i = 1, 2, 3) be random variables defined in Theorem 1, 2 and 3. Then, the following equalities hold.
T .
Remark 3.3
The class F is smaller than that of measurable functions ϕ satisfying E |ϕ (x T )| 2 < +∞. But, the class F is rich enough from a practical point in mathematical finance, because various payoff functions for asset price dynamics such as call options, put options, digital options, and so on, are included in F.
Remark 3.4 Consider the case where the
and z ∈ R m 0 . Although Assumption 3 is not satisfied, this case can be also discussed in our position by ignoring any jump effects. Then, the sensitivity formulae are given as follows (cf. [5] ):
Moreover, remark that Assumption 1 on the measure dν is not necessary. In case of b z (ε, y) ≡ 0, these are exactly the Bismut-Elworthy-Li formulae. See [4] and [8] .
Remark 3.5 Consider the case where the
, while the function a (ε, y) a (ε, y) * is not always uniformly elliptic in y ∈ R d . Although Assumption 3 is not satisfied, this case can be also discussed in our position by ignoring any diffusion effects. Then, the process can be of pure-jump type and of infinite-activity type, and Assumption 1 on dν is essential. The sensitivity formulae are
where
Remark 3. 6 Bismut [3] obtained the integration by parts formula for jump processes via the Girsanov transform, and studied the existence of smooth densities. Then, it is crucial to study the invertibility on the non-negative definite, symmetric matrices valued random variable, which is called the Malliavin covariance matrix. The Hörmander type condition on the coefficients of the equation (2.1), instead of Assumption 3, enables us to check the invertibility of the Malliavin covariance matrix (cf. [15] and [16] ). Then, it would be possible to compute the concrete representations as stated in Corollary 3.1 in the hypoelliptic situation via a similar manner to the one in the uniformly elliptic situation, which will be studied elsewhere (cf. [20] ).
Proofs
We shall devote this section to prove our main results.
The following lemma can be regarded as the martingale representation on ϕ (x T ), and plays a crucial role in what follows.
[12]). It can be easily checked from Assumption 2 that stochastic integrals in the right hand side of the equality (4.2) converge to the ones in (4.1) as t ր T , respectively.
Taking the differential of (4.1) in Lemma 4.1, we have
Proof. We shall write x t = x x t , in order to emphasize the dependence on x ∈ R d throughout the proof. Taking the derivative of the equality (4.1) in Lemma 4.1, we have
Let 0 < δ < 1, and e k ∈ R d be the k-th unit vector. Then, we have
which tends to 0 as
. Hence, we get
On the other hand, since u ∈ C
which tends to 0 as δ ց 0. Thus, we get
Similarly to the above, it holds that
Proof. We shall only prove the second assertion, because the first assertion can be proved in a
the equality (4.1) in Lemma 4.1 enables us to see that
Proofs of Theorem 1 and 2
We shall reveal each terms in Theorem 1 and 2 in what follows.
Lemma 4.4 Let
Proof. We shall only prove the second assertion, because the first one can be done in a similar manner. Since Lemma 4.1 tells us that the process {u (t, x t ) ; t ∈ [0, T )} is (F t )-martingale, so is {∇ x (u (t, x t )) ; t ∈ [0, T )}, similarly to the proof of Lemma 4.2. Then, for t < τ < T , we have
Hence, taking the limit as τ ր T yields that E ∇ x (u (t,
Therefore, the Fubini theorem and Lemma 4.1 yield that
because of Assumption 3 and U t ∈ L 2 (Ω, P).
The following lemma is the application of the integration by parts formula on the Wiener space.
Lemma 4.5 Let
T ] from the chain rule on the operator D, the integration by parts formula implies that
where D * is the Skorokhod integral operator. Remark that
(cf. [18] ). Then, we see that
from Proposition I-1.3.3 in [18] .
Lemma 4.6 Let
Proof. We shall prove the second assertion only, because the first assertion can be obtained in
On the other hand, it holds that
from the Fubini theorem. Thus, we have
Here, the second equality can be justified, similarly to the proof of Lemma 4.2. Furthermore, multiplying J ε T by the equality (4.1) in Lemma 4.1, it holds that
Here we have used the integration by parts for the second equality, from the condition (iii) in Assumption 1. Therefore, Assumption 2 and ϕ ∈ C 2 K R d ; R enables us to obtain that
Proof of Theorem 1. Our goal is to get rid of A 0,T from the left hand side of the equality in Corollary 4.1. The Fubini theorem leads to
Define a new probability measure P λ via the Girsanov transform
and denote by E λ [ · ] the expectation with respect to the measure P λ . Then, under the measure P λ , dµ is the Poisson random measure with the intensity dμ λ := exp −λ |z| 2 dμ, and dμ λ := dµ − dμ λ is a martingale measure. See [17] for details.
We shall rewrite the equation (2.1) as follows:
In a similar manner to Corollary 4.1, we can get
Since dμ λ = dμ + 1 − e −λ|z| 2 dμ and
,
τ,t = J τ,t − λK τ,t from the condition (iii) in Assumption 1. Hence, we can get
from the Fubini theorem. The proof of Theorem 1 is complete.
Proof of Theorem 2. By summing up the equalities in Lemma 4.4, 4.5 and 4.6, the assertion of Theorem 2 holds.
Proof of Theorem 3
We shall reveal each terms in Theorem 3. Concerning the continuous part, it holds that
. Similarly to the proof of Lemma 4.2,
taking the limit as t ր T leads to
Thus, we see that
Denote by {P t ; t ∈ [0, T ]} the (C 0 )-semigroup associated with the process {x t ; t ∈ [0, T ]}. We shall replace T and ϕ in the equality (4.6) byT and PT ϕ, respectively. Then, it holds that
In a similar manner to Theorem 1, the first term of the right hand side of (4.6) is equal to
Replacing T and ϕ in Lemma 4.1 byT and PT ϕ, respectively, we have
s by the equality (4.7), we have
Therefore we can get
Concerning the jump part, it holds that
Proof. Since
multiplying J k 0,T by the equality (4.3) in Lemma 4.2 yields that
where Assumption 1 is used for the second equality.
Replace T byT and ϕ by PT ϕ, respectively. In a similar manner to Theorem 1, we have
R and Lemma 4.3. On the other hand, Assumption 1 implies that
from (4.7) in the proof of Lemma 4.7. Similarly, we have
from Assumption 1 and (4.7) in the proof of Lemma 4.7. The proof of Lemma 4.8 is complete.
Corollary 4.2 For
Proof of Theorem 3. Our goal is to remove A 0,T in the left hand side of the equality in Corollary 4.2. In order to do that, we shall adopt the same strategy as in Theorem 1. Define a new probability measureP λ by dP
is the expectation with respect to the measureP λ , where
As stated in the proof of Theorem 1, we have
and, under the measureP λ , dµ is the Poisson random measure with intensity dμ λ := e −λ|z| 2 dμ.
Moreover, dμ λ := dµ − dμ λ is a martingale measure (cf. [17] ). Define Γ 
where J
τ,t = J τ,t − λK τ,t as seen in the proof of Theorem 1, we have
Thus, it holds that 
The proof of Theorem 3 is complete.
Proof of Corollary 3.1
For ϕ ∈ C 2 K R d ; R , all sensitivity formulae are the direct consequences of Theorem 1, 2 and 3.
The strategy to remove the regularity conditions, and to extend to the class F, is almost parallel to the one studied in [14] .
First, we shall extend from C
Since ϕ ∈ C K R d ; R can be approximated uniformly and boundedly by a sequence {ϕ n ; n ∈ N}, we see that, for each compact set
ϕ n − ϕ ∞ , which tends to 0 as n → +∞. Thus, the sensitivity formula ∇ x E ϕ (x T ) = E ϕ (x T ) Γ As stated in Remark 3.4 and 3.5, the case of either σ 1 0 or σ 2 0 is also in our position. In the case of σ 1 0, since
we have
In the case of σ 2 0, since Let x > 0, and {x t ; t ∈ [0, T ]} the R-valued process defined by x t = xe X t , which is called the geometric Lévy process. Let ϕ ∈ F be bounded. Since
