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TOWARDS PRACTICAL GENERIC CONIC OPTIMIZATION∗
CHRIS COEY† , LEA KAPELEVICH† , AND JUAN PABLO VIELMA‡
Abstract. Many convex problems can be represented through conic extended formulations
with auxiliary variables and constraints using only the small number of standard cones recognized
by advanced conic solvers such as MOSEK 9. Such extended formulations are often significantly
larger and more complex than equivalent conic natural formulations, which can use a much larger
class of exotic cones. We define an exotic cone as a proper cone for which we can implement
efficient logarithmically homogeneous self-concordant barrier oracles for the cone or its dual. Our
goal is to establish whether a generic conic interior point method supporting natural formulations
can outperform an advanced conic solver specialized for standard cones. We introduce Hypatia, a
highly-configurable open-source conic primal-dual interior point solver with a generic interface for
exotic cones. Hypatia is written in Julia and accessible through a native interface or the modeling
language JuMP, and currently implements over two dozen predefined cones of interest. Using six
example problems, we demonstrate significant advantages in terms of solve time, memory usage, and
numerical robustness from solving natural formulations with Hypatia, compared to solving extended
formulations with Hypatia or MOSEK.
Key words. conic optimization, extended formulations, interior point methods, logarithmically
homogeneous self-concordant barrier functions
AMS subject classifications. 90-04, 90-08, 90C06, 90C22, 90C23, 90C25, 90C51
1. Introduction. Any convex optimization problem may be represented as a
conic problem that minimizes a linear function over the intersection of an affine sub-
space with a Cartesian product of primitive proper cones (i.e. irreducible, closed,
convex, pointed, and full-dimensional conic sets). An advantage of writing a problem
in conic form is that a conic solver can usually find a simple and easily checkable certifi-
cate of optimality, primal infeasibility, or dual infeasibility. Although advanced conic
solvers currently recognize at most only a handful of standard cones, these cones are
sufficient for representing many problems of interest [21, 22].1 However, the process
of transforming a problem into conic form using only standard cones often generates
a conic extended formulation (EF) with many auxiliary variables and constraints.
If conic solvers could recognize a larger class of cones beyond the standard cones,
they could directly solve simpler and smaller conic natural formulations (NFs). This
raises the question of whether it can be more efficient to solve NFs using a generic
conic algorithm than to solve equivalent standard EFs using an advanced conic solver
that implements many specializations for the standard cones. To answer this question,
we develop a performant generic conic primal-dual interior point solver, which we call
Hypatia. On a variety of examples, we demonstrate significant computational advan-
tages from solving NFs with Hypatia compared to solving EFs with either Hypatia or
the state-of-the-art specialized conic solver MOSEK 9.
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1 Modeling tools such as Disciplined Convex Programming packages (see CVX [15], CVXPY
[12], and Convex.jl [41]) and MathOptInterface’s bridges [20] facilitate transformations of convex
problems into conic forms with standard cones to enable access to powerful specialized conic solvers.
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1.1. Conic primal-dual interior point methods. Most successful commer-
cial and open-source conic solvers (such as CSDP [8], CVXOPT [2], ECOS [38],
MOSEK [22], SDPA [44]) implement primal-dual interior point methods (PDIPMs).
Complexity analysis of PDIPMs, which relies on properties of logarithmically homoge-
neous self-concordant barrier (LHSCB) functions, shows they require fewer iterations
to converge but exhibit higher per-iteration cost compared to first order conic meth-
ods (see [30] on SCS solver). Computational evidence accords with this result and
demonstrates the superior numerical robustness of PDIPMs.
Historically, PDIPM solvers were based on efficient algorithms specialized for
symmetric cones, in particular, the nonnegative, second-order, and positive semidef-
inite (PSD) cones. However, many useful non-symmetric conic constraints (such as
u ≤ log (w), representable with an exponential cone constraint) are not representable
with symmetric cones. Early non-symmetric conic PDIPMs such as [29, 26] had
several disadvantages compared to the specialized symmetric methods, for example
requiring a strictly feasible initial iterate, the solution of larger linear systems, and
efficient oracles for LHSCBs of both primal and dual cones.
To address these issues, [39] introduced a PDIPM that requires only a few primal
cone oracles: an initial interior point, feasibility check, and first and second derivatives
of an LHSCB. Starting from an initial iterate for the homogeneous self-dual embed-
ding (HSDE) [1, 43], this algorithm approximately traces the central path through a
series of iterations converging to a feasible solution for the HSDE, from which conic
certificates may be obtained. Central path proximity is key to the polynomial-time
convergence analysis presented by [39] and later revised by [33], and is similarly im-
portant in the PDIPMs by [38] and [5] that followed.
After [39] demonstrated the practicality of their method on example formulations
with non-symmetric three-dimensional exponential and power cones, several advanced
conic solvers implemented support for one or both of these. We refer to the cones
that MOSEK 9 (the current latest version) recognizes as the standard cones, i.e. the
common symmetric cones and these two non-symmetric cones.
1.2. Natural and extended formulations. Compared to NFs that can use
a much broader class of exotic cones, standard cone EFs often require introducing
artificial variables, linear equalities, or higher-dimensional conic constraints.2 For ex-
ample, in our density estimation problem in subsection 6.5, the EFs typically have
orders of magnitude more variables and constraints than the NFs. By increasing the
dimension of problem data, EFs require larger linear systems to be solved through-
out a PDIPM, worsening the per-iteration bottleneck. Furthermore, EFs are often
associated with larger values of the LHSCB parameter ν, which impacts the number
of iterations O(√ν log ε−1) needed to obtain a solution within ε tolerance [28]. For
example, in our matrix completion problem in subsection 6.1, the NF uses a spectral
norm cone with parameter 1+d1 and the EF uses a PSD cone with parameter d1+d2,
where d1 ≤ d2 are the side dimensions of a rectangular matrix.
The computational advantage of NFs in the particular context of polynomial
weighted sum-of-squares (SOS) optimization is illustrated by [34]. The authors de-
scribe efficiently-computable LHSCBs for dual SOS cones (noting that useful LHSCBs
are not available for the primal SOS cones), and formulate dual SOS NFs directly.
2 EFs can be beneficial for accelerating outer approximation algorithms for mixed-integer conic
optimization, such as the method implemented in Pajarito solver [10]. However, folklore says that
the EF for the second-order cone likely slows down the conic solver, which is why Pajarito manages
the EF in the outer approximation model and only solves NFs for the conic subproblems.
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After implementing the basic PDIPM from [39] in a MATLAB solver called Alfonso,
they observe improved solve times, numerics, and scaleability from solving these NFs
with Alfonso compared to solving the much larger EFs using PSD cones with MOSEK.
1.3. A generic conic solver. Our goal of broadening the computational ar-
gument for NFs with exotic cones motivates Hypatia’s generic cone interface. This
interface allows users to define new primitive proper cones, requiring only the im-
plementation of the few primal cone oracles needed by [39]. Defining a new cone in
Hypatia makes the cone and its dual cone available for use in conic formulations.
Since for many cones of interest, useful LHSCBs are only known for either the primal
cone or the dual cone but not both (for example, a primal LHSCB for the spectral
norm cone [17], and a dual LHSCB for the SOS cone [34]), Hypatia is able to solve
a broader class of conic formulations than [39], which can only handle cones with
efficient primal oracles.3 In section 3 we describe sixteen cone types (and associated
LHSCBs) already implemented in Hypatia, for a total of 28 different primal or dual
predefined cone types (counting each of the four symmetric self-dual cones only once).
Hypatia is written in the Julia language [7] and has several notable algorith-
mic and software features that make it competitive and highly extensible. Hypatia
is accessible through a powerful native interface or the convenient open-source opti-
mization modeling tools JuMP [14] and Convex.jl [41]. The native interface defines
a primal-dual form (described in section 4 and based on CVXOPT’s cone LP form
[2]) that does not force the user to introduce slack variables, and allows linear opera-
tors to be represented with Julia’s sparse, dense, or structured abstract matrix types.
Furthermore, Hypatia allows conic formulations to be represented and solved using
any real floating point type (including arbitrary precision floats).
In section 5 we describe a generic conic PDIPM with three major subroutines:
initial interior point finding, convergence checking, and stepping to a new interior
point. Each routine has a default method available in Hypatia that can be customized
or replaced. Unlike the PDIPM by [39], which alternates between prediction and
correction steps, Hypatia’s default stepper routine uses a combined direction method
inspired by techniques from performant PDIPMs such as [2, 11, 13]. Furthermore,
Hypatia allows the user to choose from many predefined methods for solving the
structured linear systems or to implement their own fast formulation-specific method.
1.4. Computational comparisons. In section 6 we present six example prob-
lems from applications such as matrix completion, experiment design, and polynomial
optimization. For each problem, we describe a simple NF using some of Hypatia’s
predefined exotic cones and a standard EF that follows best practices. On a wide
variety of sizes of randomly generated instances of these problems, we observe sig-
nificant improvements in solve time, memory usage, and numerical robustness from
solving the NFs with Hypatia compared to solving the EFs with Hypatia or MOSEK.
2. Notation. For sets, cl denotes the closure and int denotes the interior. R is
the scalar reals, R≥ is the nonnegative reals, and R> = intR≥ is the positive reals,
R≤ is the nonpositive reals, and R< = intR≤ is the negative reals. The set of d-
dimensional real vectors is Rd, and the set of d1-by-d2-dimensional real matrices is
R
d1×d2 . Sd is the set of symmetric matrices of side dimension d, Sd ⊂ Sd is the
3 For example, consider constraining a variable to the intersection of ℓ1-norm and ℓ∞-norm
balls. We can implement efficient LHSCB oracles for the ℓ∞-norm cone but not for its dual cone,
the ℓ1-norm cone (see subsection 3.2). Hypatia can solve this formulation, but the PDIPM by [39]
cannot.
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positive semidefinite matrices, and Sd≻ = intS
d
 is the positive definite matrices. For
some natural number d, JdK is the index set {1, 2, . . . , d}.
If a, b, c are scalars or vectors, the notation (a, b, c) usually denotes concatenation
into a vector. If a, b, c, d are scalars, vectors, or matrices (of appropriate dimensions),
the notation
[
a b
c d
]
usually denotes concatenation into a matrix. For a vector or matrix
A, the transpose is A′. I(d) is the identity matrix in Rd×d. For dimensions implied by
context, 0 may represent vectors or matrices of 0s, e is a vector of 1s, and ei is the ith
unit vector. Diag represents the diagonal matrix of a given vector, and diag represents
the diagonal vector of a given square matrix. The inner product of vectors u,w ∈ Rd
is u′w =
∑
i∈JdKuiwi. log is the natural logarithm, ‖·‖p is the ℓp-norm (for p ≥ 1) of a
vector, det is the determinant of a symmetric matrix, tr is the matrix trace, and σi(·)
is the ith largest singular value of a matrix. For a function f : Rd → R, ∇f ∈ Rd is
its gradient, and ∇2f ∈ Sd is its Hessian.
The operator vec maps Rd1×d2 (matrices) to Rd1d2 (vectors) by stacking columns.
The inverse operator matd1,d2 maps R
d1d2 to Rd1×d2 . For symmetric matrices, vec
maps Sd to Rsd(d), where sd(d) = d(d+ 1)/2, by rescaling off-diagonal elements by
√
2
and stacking the columns of the upper triangle (or equivalently, stacking the rows
of the lower triangle). For example, for S ∈ S3 we have sd(3) = 6 and vec(S) =(
S1,1,
√
2S1,2, S2,2,
√
2S1,3,
√
2S2,3, S3,3
) ∈ Rsd(3). The inverse mapping mat from
R
sd(d) to Sd is well-defined. The linear operators vec and mat preserve inner products,
ensuring for example that vec(S)′ vec(Z) = tr(S′Z) for S,Z ∈ Rd1×d2 or S,Z ∈ Sd.
3. Primitive proper cones. Let K be a proper cone in Rq, i.e. a conic subset
of Rq that is closed, convex, pointed, and full-dimensional (see [39]). We call K a
primitive (or irreducible) cone if it cannot be written as a Cartesian product of two
or more lower-dimensional cones. We define K∗ ⊂ Rq as the dual cone of K, i.e. the
set of points in Rq that have nonnegative inner product with all points in K:
(3.1) K∗ = {z ∈ Rq : s′z ≥ 0, ∀s ∈ K}.
K∗ is a primitive proper cone if and only if K is a primitive proper cone. K is called
self-dual if K = K∗.
Hypatia’s cone interface allows the user to specify any primitive proper cone K
of interest as a Julia object, by defining a small list of oracles, in particular: an
initial interior point t ∈ intK, a feasibility check for intK, and gradients and Hessians
of a logarithmically homogeneous self-concordant barrier (LHSCB) function f for K
(defined on intK). Following [27, sections 2.3.1,2.3.3], a three times continuously
differentiable convex function f , defined on intK, is a LHSCB for K ⊂ Rq if f(wi)→
∞ along every sequence wi ∈ intK converging to the boundary of K, and:∣∣∇3f(w)[h, h, h]∣∣ ≤ 2 ∣∣∇2f(w)[h, h]∣∣ 32 ∀w ∈ K, h ∈ Rq,(3.2a)
f(θw) = f(w)− ν log(θ) ∀w ∈ K, θ ∈ R,(3.2b)
where the square parentheses in (3.2a) are used to denote directional derivatives, and
ν ∈ R in (3.2b) is called the barrier parameter of f . Conditions (3.2a) and (3.2b)
correspond to self-concordance and logarithmic homogeneity, respectively.
Below, we introduce sixteen of Hypatia’s predefined primitive proper cone types
and their dual cones, as well as associated LHSCBs, barrier parameters, and initial in-
terior points. Since four of these cones (the symmetric cones) are self-dual, we describe
a total of 28 different predefined cone types, which can be used in any combination
to define a conic model in Hypatia (section 4 describes conic standard form). For the
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initial interior point oracle, we use the central point when possible. The central point
of a primitive proper cone K with LHSCB f satisfies t ∈ intK∩intK∗ and t = −∇f(t)
[11]. Alternatively, it is the unique solution to the strictly convex problem:
(3.3) t = argmins∈intK
(
f(s) + 12 ‖s‖
2 )
.
For some cones, (3.3) does not have a simple closed form solution. In this case, if K is
parametrized only by its dimension, the central point depends only on the dimension,
so we find an approximate central point by interpolating using a nonlinear fit on a
range of solutions obtained numerically offline. If we cannot find an approximate
central point, we use an initial interior point that may not be close to a central point.
3.1. Nonnegative cone. The self-dual nonnegative cone is KR≥ = K∗R≥ = R≥.4
We use f(w) = − log(w) [28, section 2.1] with ν = 1 and central point t = e.
3.2. Infinity norm cone. The ℓ∞-norm cone is the epigraph of ℓ∞, and its
dual cone is the ℓ1-norm cone:
Kℓ∞ =
{
(u,w) ∈ R≥ × Rd : u ≥ ‖w‖∞
}
,(3.4a)
K∗ℓ∞ =
{
(u,w) ∈ R≥ × Rd : u ≥ ‖w‖1
}
.(3.4b)
We are not aware of a useful LHSCB for K∗ℓ∞ , but for Kℓ∞ we use the LHSCB from
[17, section 7.5] with ν = 1 + d and central point t =
√
νe1:
(3.5) f(u,w) = (d− 1) log(u)−∑i∈JdK log (u2 − w2i ) .
3.3. Euclidean norm cone. The self-dual Euclidean norm cone (second-order
cone) is the epigraph of the ℓ2-norm:
(3.6) Kℓ2 = K∗ℓ2 =
{
(u,w) ∈ R≥ × Rd : u ≥ ‖w‖2
}
.
We use the LHSCB from [28, section 2.3] with ν = 2 and central point t =
√
νe1:
(3.7) f(u,w) = − log (u2 − ‖w‖22 ).
3.4. Euclidean norm-squared cone. The self-dual Euclidean norm-squared
cone (rotated second-order cone) is the epigraph of the perspective of g(w) = 12 ‖w‖22:
(3.8) Kℓ2
2
= K∗ℓ2
2
=
{
(u, v, w) ∈ R≥ × R≥ × Rd : 2uv ≥ ‖w‖22
}
.
We use the LHSCB from [28, section 2.3] with ν = 2 and central point t = e1 + e2:
(3.9) f(u, v, w) = − log (2uv − ‖w‖22 ).
3.5. Relative entropy cone. The relative entropy cone is the epigraph of vector
relative entropy:5
Kentr = cl
{
(u, v, w) ∈ R× Rd≥ × Rd> : u ≥
∑
i∈JdKwi log (wi/vi)
}
,(3.10a)
K∗entr = cl
{
(u, v, w) ∈ R< × Rd × Rd≥ : wi ≤ u (log ( − vi/u) + 1) , ∀i ∈ JdK
}
.(3.10b)
We use the LHSCB for Kentr from [19] with ν = 2d+1 and t from interpolation on d:
(3.11) f(u, v, w) = −∑i∈JdK (log(vi) + log(wi))− log (u−∑i∈JdKwi log (wi/vi) ).
4 For efficiency, Hypatia allows specifying non-primitive d-dimensional nonnegative cones Rd
≥
.
5 The standard exponential cone can be modeled with Kentr in R3.
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3.6. Geometric mean cone. The geometric mean cone is parametrized by
powers α ∈ Rd>, e′α = 1:
Kgeom(α) =
{
(u,w) ∈ R× Rd≥ : u ≤
∏
i∈JdKw
αi
i
}
,(3.12a)
K∗geom(α) =
{
(u,w) ∈ R≤ × Rd≥ : −u ≤
∏
i∈JdK (wi/αi)
αi
}
.(3.12b)
We use the LHSCB from [25, section 4] with ν = 1 + d:
(3.13) f(u,w) = − log (∏i∈JdKwαii − u)−∑i∈JdK log(wi).
In the special case α = d−1e, we use the central point t =
(−( a2(d+1)) 12 , b−d+22a√d+1e),
where a = 3d− b+ 1 and b = √5d2 + 2d+ 1. Otherwise we obtain t by interpolating
on central points obtained offline for different values of α and d.
3.7. Power cone. The power cone is parametrized by α ∈ Rd1> , e′α = 1:6
Kpower(α) =
{
(u,w) ∈ Rd1+ × Rd2 :
∏
i∈Jd1Ku
αi
i ≥ ‖w‖
}
,(3.14a)
K∗power(α) =
{
(u,w) ∈ Rd1+ × Rd2 :
∏
i∈Jd1K (
ui/αi)
αi ≥ ‖w‖}.(3.14b)
We use the LHSCB from [37] with ν = d1+1 and central point t = ((
√
1 + αi)i∈Jd1K, 0):
(3.15) f(u,w) = − log (∏i∈Jd1Ku2αii − ‖w‖2 )−∑i∈Jd1K(1− αi) log(ui).
3.8. Spectral norm cone. The spectral norm cone is the epigraph of the matrix
spectral norm, and its dual cone is the epigraph of the matrix nuclear norm:
Kspec(d1,d2) =
{
(u,w) ∈ R≥ × Rd1d2 : u ≥ σ1(W )
}
,(3.16a)
K∗spec(d1,d2) =
{
(u,w) ∈ R≥ × Rd1d2 : u ≥
∑
i∈Jd1Kσi(W )
}
,(3.16b)
whereW = matd1,d2(w) ∈ Rd1×d2 and d1 ≤ d2 (this is nonrestrictive since the singular
values are the same for W and W ′). We are not aware of a useful LHSCB for K∗spec,
but for Kspec we use the LHSCB from [27] with ν = 1+d1 and central point t =
√
νe1:
(3.17) f(u,w) = − log(u)− logdet (uI(d1)−WW ′/u).
3.9. Positive semidefinite cone. The self-dual positive semidefinite cone is:
(3.18) KS = K∗S =
{
w ∈ Rsd(d) : mat(w) ∈ Sd
}
.
We use the LHSCB from [28, section 2.2] with ν = d and central point t = vec(I(d)):
(3.19) f(w) = − logdet (mat(w)) .
3.10. Sparse positive semidefinite cone. Suppose S = ((il, jl))l∈Jd1K is a
collection of row-column index pairs defining the sparsity pattern of the lower triangle
of a symmetric matrix of side dimension d2, including all d2 diagonal elements. Note
d2 ≤ d1 ≤ sd(d2). Unlike [4], we do not restrict S to be a chordal sparsity pattern.
We define the linear operator matS : Rd1 → Sd2 satisfying for all i, j ∈ Jd2K : i ≥ j:
(matS(w))i,j =


wl if i = il = j = jl,
wl/
√
2 if i = il 6= j = jl,
0 otherwise.
(3.20)
6 The standard power cone in R3 is a special case of Kpower(α).
6
We define the sparse PSD cone and its dual cone of PSD-completable matrices as:
KspPSD(S) =
{
w ∈ Rd1 : matS(w) ∈ Sd2
}
,(3.21a)
K∗spPSD(S) =
{
w ∈ Rd1 : ∃v ∈ Rsd(d2)−d1 ,matS(w) + matS¯(v) ∈ Sd2
}
,(3.21b)
where S¯ is the lower triangle inverse sparsity pattern of S (with dimension sd(d2)−d1).
We use the LHSCB with ν = d2 and central point tl = 1(il = jl), ∀l ∈ Jd1K (where 1
is the 0-1 indicator function):
(3.22) f(w) = − logdet (matS(w)) .
3.11. Linear matrix inequality cone. The linear matrix inequality cone is
parametrized by d1 symmetric matrices Ai ∈ Sd2 , ∀i ∈ Jd1K of side dimension d2:
KLMI(A) =
{
w ∈ Rd1 :∑i∈Jd1KwiAi ∈ Sd2 },(3.23a)
K∗LMI(A) =
{
w ∈ Rd1 : ∃Z ∈ Sd2 , tr(Ai, Z) = wi, ∀i ∈ Jd1K
}
.(3.23b)
We use the LHSCB from [6] with ν = d2:
(3.24) f(w) = − logdet (∑i∈Jd1KwiAi).
In our implementation we assume A1 = I(d2) (WLOG) so that t = e1 is a central
point.
3.12. Matrix square cone. The matrix square cone (or Siegel cone) is the
matrix epigraph of the perspective of a matrix outer product [40]:
Kmatsqr(d1,d2) =
{
(u, v, w) ∈ Rsd(d1) × R≥ × Rd1d2 : U ∈ Sd1 ,
2vU −WW ′ ∈ Sd1
}
,(3.25a)
K∗matsqr(d1,d2) =
{
(u, v, w) ∈ Rsd(d1) × R≥ × Rd1d2 : U ∈ Sd1 ,
2v ≥ tr(W ′U−1W )
}
,(3.25b)
where U = mat(u) ∈ Sd1 , W = matd1,d2(w) ∈ Rd1×d2 and d1 ≤ d2. We use the
LHSCB from [40] with ν = d1 + 1 and central point t = (vec(I(d1)), 1, 0):
(3.26) f(u, v, w) = (d1 − 1) log(v)− logdet (2vU −WW ′) .
3.13. Root-determinant cone. The root-determinant cone is the hypograph
of rootdet for PSD matrices:
Krootdet =
{
(u,w) ∈ R× Rsd(d) : W ∈ Sd, ud ≤ det(W )
}
,(3.27a)
K∗rootdet =
{
(u,w) ∈ R≤ × Rsd(d) : W ∈ Sd, (−u/d)d ≤ det(W )
}
,(3.27b)
where W = mat(w). We use the LHSCB suggested by A. Nemirovski [24] with
ν =
(
5
3
)2
(d + 1) and central point t =
(−c2, (d+1−c12d ) c2 vec(I(d))), where c1 =
(5d2 + 2d+ 1)
1
2 , c2 =
5
3
(
3d+1−c1
2(d+1)
) 1
2 :
(3.28) f(u,w) = − ( 53)2 ( log ( det(W ) 1d − u)+ logdet(W )).
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3.14. Log-determinant cone. The log-determinant cone is the hypograph of
the perspective of logdet for PSD matrices:
Klogdet = cl
{
(u, v, w) ∈ R× R> × Rsd(d) : W ∈ Sd≻, u ≤ v logdet (W/v)
}
,(3.29a)
K∗logdet = cl
{
(u, v, w) ∈ R< × R× Rsd(d) : W ∈ Sd≻,
v ≥ u (logdet (−W/u) + d)
}
,(3.29b)
where W = mat(w). We use an LHSCB derived using [27, Lemma 5.1.4] as suggested
by A. Nemirovski [24], with ν = 162(2d+ 2), and t obtained with interpolation on d:
(3.30) f(u, v, w) = 162 (− log (v logdet (W/v)− u)− logdet (W )− (d+ 1) log (v)) .
3.15. Polynomial weighted sum-of-squares cone. Given matrices Pr ∈
R
d×sr , ∀r ∈ JNK, which are derived from basis polynomials evaluated at d interpo-
lation points as described by [34], the polynomial weighted sum-of-squares (WSOS)
cone in the interpolant basis is:
KSOS(P ) =
{
w ∈ Rd : ∃Sr ∈ Ssr , ∀r ∈ JNK, w =
∑
r∈JNK diag
(
PrSrP
′
r
)}
,(3.31a)
K∗SOS(P ) =
{
w ∈ Rd : P ′r Diag(w)Pr ∈ Ssr , ∀r ∈ JNK
}
.(3.31b)
According to [34], a useful LHSCB is not known forKSOS(P ), but a LHSCB forK∗SOS(P )
with ν =
∑
r∈JNK sr is:
(3.32) f(w) = −∑r∈JNK logdet (P ′r Diag(w)Pr) .
The interpolation points are chosen such that t = e is strictly feasible.
3.16. Polynomial weighted sum-of-squares matrix cone. Given matrices
Pr ∈ Rd2×sr , ∀r ∈ JNK defined as previously for KSOS(P ), and given a side dimension
d1 of a symmetric matrix of polynomials (all using the same interpolant basis, for
simplicity), the WSOS matrix cone is:
KSOSmat(P ) =
{
w ∈ Rsd(d1)d2 : ∃Sr ∈ Sd1sr , ∀r ∈ JNK,
Wi,j,: =
∑
r∈JNK diag (Pr(Sr)i,jP
′
r) , ∀i, j ∈ Jd1K : i ≥ j
}
,(3.33a)
K∗SOSmat(P ) =
{
w ∈ Rsd(d1)d2 :
[P ′r Diag(Wi,j,:)Pr ]i,j∈Jd1K ∈ S
d1sr
 , ∀r ∈ JNK
}
,(3.33b)
where Wi,j,: ∈ Rd2 is the contiguous slice of w (scaled to account for symmetry of the
polynomial matrix) corresponding to the interpolant basis values for the polynomial
in the (i, j)th position of the lower triangle of the polynomial matrix, (S)i,j is the
(i, j)th block in a symmetric block matrix S with square blocks of equal dimensions,
and [g(Wi,j,:)]i,j∈Jd1K is the symmetric block matrix with square matrix g(Wi,j,:) in
the (i, j)th block. We are not aware of a useful LHSCB for KSOSmat(P ) (indeed, for
d1 = 1, KSOSmat(P ) reduces to KSOS(P )). For K∗SOSmat(P ), we propose an LHSCB
using results derived from [31], with ν = d1
∑
r∈JNK sr:
(3.34) f(w) = −∑r∈JNK logdet ([P ′r Diag(Wi,j,:)Pr ]i,j∈Jd1K) .
The d2 interpolation points are chosen in the same way as for KSOS(P ), ensuring strict
feasibility of t = w with Wi,i,: = e, ∀i and Wi,j,: = 0, ∀i 6= j.
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4. Conic standard form and certificates. Hypatia defines a convenient gen-
eral conic form. The primal problem over variable x ∈ Rn is:
infx c
′x :(4.1a)
b−Ax = 0,(4.1b)
h−Gx ∈ K,(4.1c)
where c ∈ Rn, b ∈ Rp, and h ∈ Rq are vectors, A : Rn → Rp and G : Rn → Rq are
linear maps, and K is a Cartesian product K = K1 × · · · × KK of primitive proper
cones. The corresponding conic dual problem over variable y ∈ Rp associated with
(4.1b), and z ∈ Rq associated with (4.1c), is:
supy,z −b′y − h′z :(4.2a)
c+A′y +G′z = 0,(4.2b)
z ∈ K∗,(4.2c)
where (4.2b) is associated with primal variable x ∈ Rn, and K∗ ⊂ Rq is the dual
cone of K, defined in (3.1). Like K, K∗ is a proper cone, and if K = K1 × · · · × KK is
a product of primitive proper cones, then K∗ = K∗1 × · · · × K∗K is the product of the
primitive proper dual cones.
If the conic primal-dual pair (4.1)–(4.2) is well-posed, there exist simple conic cer-
tificates providing easily verifiable proofs of infeasibility of the primal or dual problems
or optimality of a given primal-dual solution [42, 35]. A primal improving ray x is a
feasible direction for the primal along which the primal objective improves:
c′x < 0,(4.3a)
−Ax = 0,(4.3b)
−Gx ∈ K,(4.3c)
and hence it certifies dual infeasibility (via the conic generalization of Farkas’ lemma).
Similarly, a dual improving ray (y, z) certifies primal infeasibility:
−b′y − h′z > 0,(4.4a)
A′y +G′z = 0,(4.4b)
z ∈ K∗.(4.4c)
Finally, a complementary solution (x, y, z) satisfies the primal-dual feasibility con-
ditions (4.1b)–(4.1c) and (4.2b)–(4.2c), and has equal and attained primal and dual
objective values:
(4.5) c′x = −b′y − h′z,
and hence certifies optimality of (x, y, z) via conic weak duality. Upon successful
termination of the algorithm, Hypatia provides a problem status specifying which
approximate certificate is found, and allows querying the associated values of x, y, z.
5. Algorithm. In subsection 5.1 we describe how to obtain conic certificates for
the standard form conic primal-dual pair (4.1)–(4.2) from a solution to the homoge-
neous self-dual embedding (HSDE) conic feasibility problem. Then in subsection 5.2
we define the central path of the HSDE and a generic algorithm for finding a solution
to the HSDE. In subsections 5.3 and 5.4 we outline a specific implementation of the
generic algorithm in Hypatia that we run for our experiments in section 6.
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5.1. Homogeneous self-dual embedding. As defined by [42, section 6], the
HSDE is a self-dual conic feasibility problem in variables x ∈ Rn, y ∈ Rp, z ∈ Rq, τ ∈
R, s ∈ Rq, κ ∈ R and is derived from a homogenization of the primal-dual optimality
conditions (4.1b)–(4.1c) and (4.2b)–(4.2c) and (4.5):

0
0
s
κ

 =


0 A′ G′ c
−A 0 0 b
−G 0 0 h
−c′ −b′ −h′ 0




x
y
z
τ

 ,(5.1a)
(z, τ, s, κ) ∈ (K∗ × R≥ ×K × R≥) .(5.1b)
For convenience we represent a point (x, y, z, τ, s, κ) as w ∈ Rn+p+2q+2, and we define
the structured square 6× 6 block matrix E such that (5.1a) is equivalent to:
(5.2) Ew = 0.
Note that the point w = 0 satisfies (5.1), so the HSDE is always feasible. We define an
interior point of the HSDE as any w that is strictly feasible for the conic constraints
(5.1b), i.e. w satisfies (z, τ, s, κ) ∈ int (K∗ × R≥ ×K × R≥).
Suppose a point w is feasible for the HSDE (5.1). From skew-symmetry of the
matrix in (5.1a), we have s′z + κτ = 0. From the conic constraints (5.1b) and the
dual cone inequality (3.1) we have s′z ≥ 0 and κτ ≥ 0. Hence s′z = κτ = 0, and we
consider several possible cases below.
Optimality. If τ > 0, κ = 0, then 1
τ
(x, y, z) is a certificate of optimality satisfying
(4.1b)–(4.1c), (4.2b)–(4.2c), and (4.5).
Infeasibility. If τ = 0, κ > 0, then c′x+ b′y+h′z < 0 and we consider two sub-cases.
Primal. If b′y+h′z < 0, (y, z) is a primal infeasibility certificate satisfying (4.4).
Dual. If c′x < 0, x is a dual infeasibility certificate satisfying (4.3).
Ill-posedness. If κ = τ = 0, we have no information about primal or dual feasibility.7
5.2. High-level generic algorithm. Suppose we have an initial interior point
w0 = (x0, y0, z0, τ0, s0, κ0) for the HSDE (5.1) (we describe a procedure for obtaining
a w0 in subsection 5.3.1). For each primitive cone k ∈ JKK, we define the gradient
oracle of the LHSCB fk for Kk or K∗k as gk = ∇fk. We partition the primitive cone
indices JKK into two sets: Kpr for cones with primal oracles and Kdu for cones with
only dual oracles, hence we have oracles for Kk, ∀k ∈ Kpr and K∗k, ∀k ∈ Kdu. We
define the central path of the HSDE as the trajectory of solutions w, parametrized by
µ > 0, satisfying:
Ew = µEw0(5.3a)
zk = −µgk(sk) ∀k ∈ Kpr,(5.3b)
sk = −µgk(zk) ∀k ∈ Kdu,(5.3c)
κτ = µ,(5.3d)
(z, τ, s, κ) ∈ int (K∗ × R≥ ×K × R≥) .(5.3e)
If all primitive cones have primal oracles (Kdu is empty) then our definition (5.3)
exactly matches the central path defined in [42, equation 32], and only differs from the
definition in [39, equations 7-8] in the affine form used (i.e. the variable names and
7 This is a known shortcoming of the HSDE and can be rectified by using the complete conic
algorithm described by [35].
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linear constraint structure). Our generalization in (5.3b)–(5.3c) that allows primitive
cones with dual oracles (Kdu may be nonempty; see footnote 3 for a motivating
example) simply relies on a fact about LHSCBs that follows from [33, Theorem 8]:
for k ∈ Kdu, if zk ∈ intK∗k and sk = −gk(zk), then zk = −g∗k(sk), where g∗k is the
gradient oracle for the conjugate barrier f∗k of fk, which is a LHSCB for Kk (note g∗k
is not necessarily computable in closed form even if gk is).
A generic interior point method for solving the HSDE starts from an initial interior
point w0 with a (large) parameter µ0 > 0. It iteratively linearizes the central path
equations (5.3) around a current interior point wˆ = (xˆ, yˆ, zˆ, τˆ , sˆ, κˆ) with µˆ > 0 to
compute a search direction that allows µˆ to decrease. The method then steps along
the search direction to a new interior point, while remaining ‘close’ to the central
path (i.e. approximately satisfying (5.3)). As µˆ decreases to zero, the RHS of (5.3a)
approaches zero, so the interior point wˆ approaches a solution of the HSDE (5.1).
A high-level summary of the generic algorithm follows. Each of the three major
subroutines - initial interior point finding, convergence checking (to detect an approxi-
mate solution to (5.1a)), and stepping to a new interior point - can be implemented in
many ways. For each subroutine, Hypatia allows the user to define a custom method
or to use a default method already implemented (which we describe in subsection 5.3).
1. Find initial interior point (e.g. using subsection 5.3.1).
2. Repeat.
(a) If any termination conditions are satisfied, return appropriate problem
status and approximate certificate (e.g. using subsection 5.3.2).
(b) Compute search direction and step length and update interior point (e.g.
using subsection 5.3.3).
Correctness of the generic algorithm for approximately solving the HSDE follows
from interiority of the initial point and every subsequent point found by the step func-
tion, and from the guarantees on violations of HSDE linear equalities (5.1a) provided
by the convergence checks. Polynomial time convergence of the generic algorithm de-
pends on the specific implementation, particularly for the convergence checking and
stepping routines. For example, we could plug in subroutines analogous to those de-
scribed by [39, 33] (but using the different affine form and allowing for Kdu to be
nonempty) and extend the polynomial time convergence proof.
5.3. A specific version of the generic algorithm. For each of the three ma-
jor subroutines of the generic algorithm in subsection 5.2, we give a stylized description
of one of the implementations available in Hypatia.
5.3.1. Initial interior point. Recall from section 3 that tk represents an initial
interior point oracle for primitive cone k ∈ JKK, satisfying tk ∈ intKk, ∀k ∈ Kpr and
tk ∈ intK∗k, ∀k ∈ Kdu. We construct an initial interior point w0 for the HSDE using
the following series of computations:
κ0 = τ0 = 1,(5.4a)
(
s0k, z
0
k
)
=
{
(tk,−gk(tk)) if k ∈ Kpr,
(−gk(tk), tk) if k ∈ Kdu,
(5.4b)
x0 = argminx∈Rn
{∥∥−Ax+ bτ0∥∥2 + ∥∥−Gx+ hτ0 − s0∥∥2 + ‖x‖2 },(5.4c)
y0 = argminy∈Rp
{∥∥A′y +G′z0 + cτ0∥∥2 + ‖y‖2 }.(5.4d)
By construction, this w0 satisfies the central path conditions (5.3) exactly for µ = 1.
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5.3.2. Convergence checks. Given the current interior point wˆ and parameter
µˆ, and given feasibility tolerance εf ≥ 0 and absolute and relative optimality gap
tolerances εa ≥ 0 and εr ≥ 0, we perform the following numerical convergence checks.
Optimality. We terminate with a complementary solution 1
τˆ
(xˆ, yˆ, zˆ) approximately
satisfying the constraints of the primal-dual pair (4.1)–(4.2) and the complementarity
condition (4.5) if:
(5.5) max
(
‖A′yˆ+G′zˆ+cτˆ‖
max(1,‖c‖) ,
‖−Axˆ+bτˆ‖
max(1,‖b‖) ,
‖−Gxˆ+hτˆ−sˆ‖
max(1,‖h‖)
)
≤ εf τˆ ,
and any of the following three conditions is satisfied:
sˆ′zˆ ≤ εa,(5.6a)
c′xˆ < 0, sˆ′zˆ ≤ −εr (c′xˆ/τˆ) ,(5.6b)
b′yˆ + h′zˆ < 0, sˆ′zˆ ≤ −εr (b′yˆ + h′zˆ/τˆ) .(5.6c)
Primal infeasibility. We terminate with a dual improving ray (yˆ, zˆ) approximately
satisfying conditions (4.4) if:
(5.7) b′yˆ + h′zˆ < 0, ‖A
′yˆ+G′zˆ‖
max(1,‖c‖) ≤ −εf (b′yˆ + h′zˆ) .
Dual infeasibility. We terminate with a primal improving ray xˆ approximately sat-
isfying conditions (4.3) if:
(5.8) c′xˆ < 0, max
(
‖−Axˆ‖
max(1,‖b‖) ,
‖−Gxˆ−sˆ‖
max(1,‖h‖)
)
≤ −εf (c′xˆ) .
Ill-posedness. If τˆ and κˆ are approximately 0, the primal and dual problem statuses
cannot be determined. The numerical conditions are:
(5.9) µˆ ≤ 0.01εf , τˆ ≤ 0.01εf min(1, κˆ).
5.3.3. Stepping. Before describing the step procedure, we introduce some useful
concepts and notation. Like [39], we call the parameter µ in (5.3) the complementarity
gap and define the update function:
(5.10) µ(w) =
s′z + κτ∑
k∈JKK νk + 1
,
where for k ∈ JKK, νk is the LHSCB barrier parameter (see (3.2b)). Note that
µ(w) > 0 if w is an interior point, by (a strict version of) the dual cone inequality
(3.1). We define the Hessian oracle of the LHSCB fk for Kk, ∀k ∈ Kpr or K∗k, ∀k ∈ Kdu
as Hk = ∇2fk. For a primitive cone k ∈ JKK, we define the Hessian norm proximity
of a point w to the central path as:
(5.11) πk(w) =


‖H−
1
2
k (sk) (
zk/µ(w)+ gk(sk))‖ if µ(w) > 0, k ∈ Kpr, sk ∈ intKk,
‖H−
1
2
k (zk) (
sk/µ(w) + gk(zk))‖ if µ(w) > 0, k ∈ Kdu, zk ∈ intK∗k,
∞ otherwise,
where H
− 1
2
k denotes the inverse squareroot of the Hessian (obtainable from a Cholesky
factorization of Hk). We define the aggregate proximity of a point w to the central
path as:
(5.12) π(w) =
{
max (|κτ/µ(w)− 1| , maxk∈K πk(w)) if µ(w) > 0, κ > 0, τ > 0,
∞ otherwise.
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Our proximity measure (5.12) differs from that of [39, equation 9] in two ways: we al-
low Kdu to be nonempty, and instead of summing over the primitive cone proximities
we take the maximum (worst case) proximity value. Given a central path neighbor-
hood parameter η ∈ (0, 1), an interior point w, and a direction δ ∈ Rn+p+2q+2, we
define the maximum step length function:
(5.13) α(η, w, δ) = max {α ∈ (0, 1) : π(w + αδ) ≤ η} .
In Lemma 5.1, we show that stepping no further than the step length (5.13) preserves
interiority (strict cone feasibility) of a point.
Lemma 5.1. For any interior point w, direction δ, and neighborhood parameter
η ∈ (0, 1), the point w + α(η, w, δ)δ is an interior point.
Proof. Let w+ = w+α(η, w, δ)δ and µ+ = µ(w+). Then π(w+) ≤ η < 1 by (5.13).
Hence by (5.12), µ+ > 0, τ+ > 0 and κ+ > 0, and by (5.11), s+k ∈ intKk, ∀k ∈ Kpr
and z+k ∈ intK∗k, ∀k ∈ Kdu. It remains to be shown that z+k ∈ intK∗k, ∀k ∈ Kpr
and s+k ∈ intKk, ∀k ∈ Kdu, for which we adapt the end of [33, Lemma 15]. By
[33, Theorem 8(ii)], for k ∈ Kpr we have s+k ∈ intKk implies −gk(s+k ) ∈ intK∗k,
and similarly for k ∈ Kdu we have z+k ∈ intK∗k implies −gk(z+k ) ∈ intKk. We
let v+k =
z
+
k
µ+
+ gk(s
+
k ), and define (H
∗
k )
1
2 as the Hessian squareroot oracle for the
conjugate LHSCB function f∗k of fk. Then by [33, equation 13], for k ∈ Kpr we have:
(5.14) ‖(H∗k )
1
2 (−gk(s+k ))v+k ‖ = ‖H
− 1
2
k (s
+
k )v
+
k ‖ = πk(w+) ≤ η < 1.
So by [33, Definition 1],
z
+
k
µ+
∈ intK∗k, hence z+k ∈ intK∗k because µ+ > 0 and K∗k
is a cone. Using the same reasoning with sk and zk swapped, we can show s
+
k ∈
intKk, ∀k ∈ Kdu.
Given an interior point w with complementarity gap µ = µ(w), and given a pa-
rameter φ ∈ {0, 1}, we define the direction δ(φ,w) as the solution (δx, δy, δz, δτ , δs, δκ)
to the linear system:
Eδ = −φEw,(5.15a)
µHk(sk)δs,k + δz,k = −zk − (1− φ)µgk(sk) ∀k ∈ Kpr,(5.15b)
δs,k + µHk(zk)δz,k = −sk − (1− φ)µgk(zk) ∀k ∈ Kdu,(5.15c)
δκ +
µ
τ2
δτ = −κ+ (1− φ)µτ .(5.15d)
The left hand side (LHS) of (5.15) is a structured square 6× 6 block matrix product
with the variable δ, and the right hand side (RHS) is a vector in Rn+p+2q+2. Note that
only the RHS depends on φ. Direction δ(1, w) is analogous to the affine/prediction
direction defined in [39, section 3.1]; it is approximately tangent (with respect to
µ) to the central path at w, intuitively leading to a large rate of decrease in µ and
hence a large rate of decrease in the residual norms for the HSDE linear equalities
(5.1a). Direction δ(0, w) is analogous to the correction direction defined in [39, section
3.2]; intuitively, it points towards the central path from w, reducing the residual
on the nonlinear equalities (5.3b)–(5.3d) while keeping the linear equality residuals
constant. Although [39] use separate affine/prediction and correction step phases,
most performant conic PDIPM implementations (such as [11]) step in a combined
direction obtained from a convex combination of the affine and correction directions.
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Using these definitions, we now describe the procedure for stepping from a current
interior point wˆ. First, we calculate the affine direction δa in (5.16a) and the correction
direction δc in (5.16b) by solving the square linear system (5.15) with RHS given by
φ = 1 and φ = 0 respectively. Then we calculate the affine step length αa ∈ (0, 1) in
(5.16c) as the distance we can move from the current interior point wˆ along the affine
direction δa while maintaining interiority (guaranteed by Lemma 5.1) and remaining
sufficiently close to the central path. Next, we use αa to compute a heuristic correction
factor γ ∈ (0, 1) in (5.16d), which we use to obtain the combined direction δm in
(5.16e) as a convex combination of the affine and correction directions. If the affine
step length is small (i.e. we cannot step far in the affine direction), then the correction
factor is large, which makes the combined direction closer to the correction direction
than to the affine direction. Next, we calculate the combined step length αm ∈ (0, 1)
in (5.16f). This series of computations is summarized as:
δa = δ(1, wˆ), affine direction(5.16a)
δc = δ(0, wˆ), correction direction(5.16b)
αa = 0.9999α(η, wˆ, δa), affine step length(5.16c)
γ = (1− αa)2, correction factor(5.16d)
δm = γδc + (1− γ)δa, combined direction(5.16e)
αm = 0.9999α(η, wˆ, δm). combined step length(5.16f)
Finally, we step distance αm in the combined direction δm, updating the interior point
wˆ to a new point that is still interior (by Lemma 5.1), and updating the complemen-
tarity gap µˆ:
(5.17) wˆ ← wˆ + αmδm, µˆ← µ(wˆ) > 0.
5.4. Numerical implementations. In our implementation of the basic algo-
rithm from subsection 5.3 that we run for computational experiments in section 6, we
use various numerical enhancements.
5.4.1. Preprocessing of linear equalities. Hypatia (optionally) uses a QR
factorization of the primal equality matrix to eliminate all p primal equalities and
reduce the number of primal variables from n to n−p, before using a QR factorization
of the (new) dual equality matrix to eliminate redundant dual equalities.
5.4.2. Linear algebra for direction-finding. Rather than directly factorizing
the large structured square 6 × 6 block LHS matrix for the linear system (5.15),
Hypatia (optionally) uses a series of eliminations to reduce the system so that the
only factorization required is a Cholesky for a symmetric positive definite matrix of
side dimension n− p (CVXOPT uses a similar technique [42, section 10.3]).
5.4.3. Advanced Hessian oracles. Optional oracles for left multiplication by
the Hessian, its inverse, its squareroot, or its inverse squareroot may be implemented
for Hypatia’s cones. To improve numerics and speed, we have implemented these four
oracles for the symmetric cones and Kℓ∞ , and the Hessian product oracle for more
predefined cones from section 3. When advanced oracles are not available, Hypatia
relies on explicit Hessian computation and Cholesky factorization as fallbacks.
5.4.4. Calculation of step lengths. Similar to the algorithm by [39], our im-
plementation finds a near-maximal step length (instead of the exact maximal step
length (5.13)) by performing cheap backtracking line searches.
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5.4.5. Heuristic central path proximity measures. Inspired by the prox-
imity measure proposed by [36, section 5.7.2], we define a heuristic proximity measure
that requires gradient but not Hessian oracles and is hence cheaper to compute during
line searches. For a primitive cone k ∈ JKK, we define the central path gradient norm
proximity of a point w as:
(5.18) πk(w) =


‖gk(sk)‖−1∞ ‖zk/µ(w)+ gk(sk)‖∞ if k ∈ Kpr, sk ∈ intKk,
‖gk(zk)‖−1∞ ‖sk/µ(w)+ gk(zk)‖∞ if k ∈ Kdu, zk ∈ intK∗k,
∞ otherwise.
Optionally, for primitive cones without fast Hessian inverse squareroot oracles, we use
(5.18) instead of (5.11) in the aggregate proximity measure (5.12).
5.4.6. Slow progress checks. Following the convergence checks in subsec-
tion 5.3.2, Hypatia checks whether sufficient progress towards a solution for the HSDE
has been made in recent iterations (according to an optional tolerance for relative
residual improvement), and terminates with a slow progress status if not.
6. Numerical examples. In subsections 6.1 to 6.6, we present six example
problems with NFs using Hypatia’s predefined cones in section 3 and EFs using the
standard cones recognized by MOSEK 9: the four symmetric cones KR≥ , Kℓ2 , Kℓ22 ,
KS , the exponential cone in R3 (a special case of Kentr), and the power cone in
R
3 (though we did not use the power cone in any of our EFs). The EFs we describe
follow best practices from implementations in Disciplined Convex Programming pack-
ages such as Convex.jl [41], modeling tools such as MathOptInterface bridges [20], or
standard descriptions such as [6, chapter 4].
We use JuMP 0.21.1 to build models for the example problems in subsections 6.1
to 6.3 and 6.6. For the problems in subsections 6.1 and 6.3, the EFs are automatically
generated with MathOptInterface bridges, and for the problems in subsections 6.2
and 6.6, we build the EFs manually. For the problems in subsections 6.4 and 6.5, we
use Hypatia’s native model interface directly, to avoid the time and memory overhead
of model generation in JuMP.
For each example problem, we generate random instances of varying size, and for
each instance we compare the dimensions of its NF and EF (in our general conic form
(4.1)), observing larger sizes for EFs. In Tables 6.1 to 6.6, columns n, p, and q refer
to the dimensions of the primal variables, linear equalities, and cone inequalities for
NFs, and columns n¯, p¯, and q¯ refer to the corresponding dimensions for EFs. We also
compare termination statuses (columns st), PDIPM iteration counts (columns it),
and solve times in seconds (columns time) for three solver/formulation combinations:
Hypatia with NFs (Hypatia-NF ), Hypatia with EFs (Hypatia-EF ), and MOSEK with
EFs (MOSEK-EF ).
We perform all experiments on hardware with a four-core Intel i7-3770 CPU
(eight threads) and 32GB of RAM, running Ubuntu 19.10, and Julia 1.5-dev. We
set Hypatia’s convergence tolerances (εf , εa, εr) and similar tolerances in MOSEK to
10−8. The termination status (st) columns of the tables use the following codes to
classify solve runs: co - the solver claims the primal-dual certificate returned is optimal
given its numerical tolerances, tl - a limit of 1800 seconds is reached, rl - a limit of 27
gigabytes of RAM is reached, sp - the solver terminates due to slow progress during
iterations, er - the solver reports a different numerical error, sk - we skip the instance
because the solver reached a time or RAM limit on a smaller instance with the same
formulation type.
15
For each solve run that yields a primal-dual solution, we check the following
numerical condition:
(6.1) max
(
‖A′y+G′z+c‖∞
1+‖c‖∞ ,
‖−Ax+b‖∞
1+‖b‖∞ ,
‖−Gx+h−s‖∞
1+‖h‖∞ ,
|c′x+b′y+h′z|
1+|b′y+h′z|
)
≤ 10−6.
This condition is inspired by MOSEK’s convergence conditions from [11, section 8.3]
and [23, section 13.3.2], and differs from Hypatia’s internal convergence conditions in
subsection 5.3.2. If (6.1) is satisfied, we underline the corresponding st code. Note
that our solve time plots in Figure 6.1 only include solve runs satisfying (6.1). For EFs
constructed using MathOptInterface’s bridges, we check (6.1) after the EF solutions
are converted to the original space of the NF. Finally, for each instance and each pair
of solve runs with status co, we verify that the optimal primal objective values g1 and
g2 of the pair satisfy the condition |g1 − g2| < 10−6(1 + max(|g1|, |g2|)).
We observe that NFs generally allow larger instances to be solved within memory
and time limits, and Hypatia-NF usually attains faster solve times and converges more
reliably than Hypatia-EF and MOSEK-EF, particularly for larger instances. Further-
more, Hypatia-NF typically requires fewer iterations to converge than Hypatia-EF,
though MOSEK-EF almost always takes the fewest iterations to converge.
6.1. Matrix completion. Suppose there exists a matrix A ∈ Rd1×d2 and we
know the entries (Ai,j)(i,j)∈S in the sparsity pattern S. In the matrix completion
problem, we seek to estimate the missing components (Ai,j)(i,j) 6∈S . We modify the for-
mulation in [16, section 4.3] by replacing the spectral radius in the objective function
with the spectral norm (allowing rectangular matrices) and using a convex relaxation
of the geometric mean equality constraint:
mint∈R,X∈Rd1×d2 t :(6.2a)
Xi,j = Ai,j ∀(i, j) ∈ S,(6.2b)
(1, (Xi,j)(i,j) 6∈S) ∈ Kgeom(|S|−1e),(6.2c)
(t, vec(X)) ∈ Kspec(d1,d2).(6.2d)
We construct a standard EF for NF (6.2) as follows. For (6.2c), we introduce auxiliary
variables and constraints using R≥ and Kℓ2
2
, following [6, section 2.3.5]. We replace
(6.2d) with a higher-dimensional PSD constraint, since:
(u,w) ∈ Kspec(d1,d2) ⇐⇒
[
uI(d1) W
W ′ uI(d2)
]
∈ Sd1+d2 ,(6.3)
where W = matd1,d2(w) ∈ Rd1×d2 (see [6, section 4.2]).
To build random instances of (6.2), we generate matrices A with approximately
10% non-sparsity and independent Gaussian entries, for varying values of d1 and
matrix dimension ratio d2
d1
equal to 5 or 10. Our results are summarized in Table 6.1
and Figure 6.1a. The NF and EF have the same number of primal variables (n = n¯)
and linear constraints (p = p¯), but the cone dimension is much larger for the EF
(q¯ > q = n). Hypatia-NF exhibits faster solve times than Hypatia-EF and MOSEK-
EF, with a starker difference for the larger ratio d2
d1
= 10. MOSEK requires notably
fewer iterations to converge than Hypatia, and Hypatia-NF requires fewer iterations
than Hypatia-EF. For each solver/formulation combination, the iteration count does
not vary significantly across different instance sizes.
6.2. Sparse/completable PSD matrix. Given a symmetric indefinite matrix
A ∈ Sd with sparsity pattern S, we consider two problem variants that seek a sym-
metric matrix X with sparsity pattern S that maximizes the inner product with A
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dimensions Hypatia-NF Hypatia-EF MOSEK-EF
d1 d2 n p q¯ st it time st it time st it time
10 50 501 64 1830 co 18 .3 co 26 2.2 co 6 .8
10 100 1001 95 6105 co 17 1.4 co 26 9.3 co 6 14.
15 75 1126 84 4095 co 18 1.8 co 26 8.1 co 5 4.6
15 150 2251 195 13695 co 18 12. co 30 64. co 7 115.
20 100 2001 201 7260 co 19 8.9 co 31 31. co 7 24.
20 200 4001 422 24310 co 18 54. co 28 265. co 6 460.
25 125 3126 328 11325 co 18 27. co 34 95. co 10 101.
25 250 6251 642 37950 co 19 191. rl ∗ ∗ co 6 1564.
30 150 4501 446 16290 co 19 74. co 28 217. co 6 155.
30 300 9001 942 54615 co 19 572. sk ∗ ∗ rl ∗ ∗
35 175 6126 613 22155 co 20 195. co 28 491. co 6 366.
35 350 12251 1213 74305 co 19 1304. sk ∗ ∗ sk ∗ ∗
40 200 8001 832 28920 co 16 349. co 30 1078. co 7 822.
40 400 16001 1532 97020 tl 8 1820. sk ∗ ∗ sk ∗ ∗
45 225 10126 958 36585 co 20 778. rl ∗ ∗ co 7 1651.
50 250 12501 1256 45150 co 21 1522. sk ∗ ∗ tl 5 2117.
55 275 15126 1434 54615 tl 13 1842. sk ∗ ∗ sk ∗ ∗
Table 6.1: Matrix completion. Note n = q = n¯, p = p¯.
subject to a normalization constraint. In the sparse PSD variant, X must be PSD,
and in the PSD completion problem, X must have a positive semidefinite completion
(see [3]). Using the operator matS defined in (3.20), we formulate these problems as:
maxx∈R|S| tr (AmatS(x)) :(6.4a)
tr (matS(x)) = 1,(6.4b)
x ∈ K,(6.4c)
where K in (6.4c) is either KspPSD(S) for the sparse PSD variant or K∗spPSD(S) for the
PSD completion variant. To build standard EFs for (6.4), we use the equivalent rep-
resentations of KspPSD(S) and K∗spPSD(S) in terms of KS that are implicit in the cone
definitions (3.21a)–(3.21b). Note that the PSD completion variant requires auxiliary
variables in the EF, unlike the sparse PSD variant.
To build random instances of (6.4), we generate matrices A with non-sparsity ap-
proximately min(3d−1, 1) and independent Gaussian entries, for varying values of d.
Our results are summarized in Table 6.2 and Figure 6.1b. Interestingly, for MOSEK-
EF and Hypatia-NF, the solve times for each instance seem independent of the prob-
lem variant, but Hypatia-EF solves PSD completion much slower than sparse PSD.
On larger instances of the variants, Hypatia-NF is faster than MOSEK-EF when both
converge, and Hypatia-EF and MOSEK-EF reach RAM limits on smaller instances
than Hypatia-NF.
6.3. D-optimal experiment design. In a continuous relaxation of the D-
optimal experiment design problem (see [9, section 7.5]), the variable x ∈ Rm is
the number of trials to run for each of m experiments, and our goal is to minimize
the determinant of the error covariance matrix (V Diag(x)V ′)−1, given a menu of
experiments V ∈ Rk×m useful for estimating a vector in Rk. We require that a total
of t experiments are performed and that each experiment can be performed at most
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dimensions Hypatia NF Hypatia-EF MOSEK-EF
variant d n q¯ st it time st it time st it time
sparse
50 126 1275 co 21 5.4 co 26 .3 co 6 .4
100 261 5050 co 23 11. co 26 1.6 co 5 8.5
150 370 11325 co 24 17. co 25 5.3 co 5 60.
200 511 20100 co 24 83. co 30 16. co 6 292.
250 627 31375 co 25 117. co 29 34. co 6 939.
300 747 45150 co 30 250. rl ∗ ∗ tl 4 1827.
350 880 61425 co 27 320. sk ∗ ∗ sk ∗ ∗
400 1011 80200 co 26 476. sk ∗ ∗ sk ∗ ∗
450 1130 101475 co 26 607. sk ∗ ∗ sk ∗ ∗
500 1248 125250 er 7 221. sk ∗ ∗ sk ∗ ∗
compl
50 126 1275 co 22 5.1 co 23 3.3 co 5 .4
100 261 5050 co 24 10. co 25 99. co 5 8.3
150 370 11325 co 25 17. co 26 946. co 5 59.
200 511 20100 co 28 89. rl ∗ ∗ co 5 251.
250 627 31375 co 30 138. sk ∗ ∗ co 5 807.
300 747 45150 sp 9 70. sk ∗ ∗ tl 4 1821.
350 880 61425 co 26 266. sk ∗ ∗ sk ∗ ∗
400 1011 80200 er 7 137. sk ∗ ∗ sk ∗ ∗
Table 6.2: Sparse/completable PSD matrix. Note p = p¯ = 1, and for sparse PSD,
n = q = n¯, and for PSD completion, n = q, n¯ = q¯.
l times. We formulate this problem as:
maxλ∈R,x∈Rm λ :(6.5a)
e′x = t,(6.5b)
(l/2, x− l/2e) ∈ Kℓ∞ ,(6.5c)
(λ, vec (V Diag(x)V ′)) ∈ Krootdet.(6.5d)
We construct a standard EF for NF (6.5) as follows. For (6.5c) we use the equivalency:
(u,w) ∈ Kℓ∞ ⊂ R1+d ⇐⇒ (ue− w, ue+ w) ∈ R2d≥ .(6.6)
Letting Ld be the set of square lower triangular real matrices of side dimension d, for
(6.5d) we use the equivalency from [6, section 4.2]:
(u,w) ∈ Krootdet ⊂ R1+sd(d) ⇐⇒
∃∆ ∈ Ld, (u, diag(∆)) ∈ Kgeom(d−1e),[
mat(w) ∆
∆′ Diag(diag(∆))
]
∈ S2d ,
(6.7)
and additionally for the Kgeom(d−1e) constraint in (6.7), we use the extended represen-
tation in terms of auxiliary variables and standard cones referenced in subsection 6.1.
To build random instances of (6.5), we generate dense matrices V ∈ Rk×m with
independent Gaussian entries, for varying values of k with m = t = 2k and l = 5. Our
results are given in Table 6.3 and Figure 6.1c. Hypatia-NF is faster than MOSEK-EF,
which is faster than Hypatia-EF.
6.4. Polynomial minimization. Following [34], we use an interpolant basis
weighted sum of squares (WSOS) dual formulation to find a lower bound for a mul-
tivariate polynomial function f of maximum degree 2d in m variables over the basic
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dimensions Hypatia-NF Hypatia-EF MOSEK-EF
k n q q¯ st it time st it time st it time
20 41 252 921 co 33 .1 co 44 3.6 co 12 .3
40 81 902 3441 co 37 .8 co 49 11. co 13 6.3
60 121 1952 7561 co 39 4.4 co 53 56. co 11 44.
80 161 3402 13281 co 43 16. co 57 222. co 11 180.
100 201 5252 20601 co 42 45. co 59 736. co 11 560.
120 241 7502 29521 co 46 122. tl 55 1821. co 11 1420.
140 281 10152 40041 co 44 242. sk ∗ ∗ tl 5 1810.
160 321 13202 52161 co 49 569. sk ∗ ∗ sk ∗ ∗
180 361 16652 65881 co 48 1120. sk ∗ ∗ sk ∗ ∗
200 401 20502 81201 tl 42 1805. sk ∗ ∗ sk ∗ ∗
Table 6.3: D-optimal experiment design. Note q = n¯+ 1, p = p¯ = 1.
semialgebraic set D = [−1, 1]m (the unit hypercube). We let U = (m+2d
m
)
, L =
(
m+d
m
)
,
L˜ =
(
m+d−1
m
)
, select multivariate Chebyshev basis polynomials cl, ∀l ∈ JLK of in-
creasing degree up to maximum degree d, and select suitable interpolation points
tu ∈ D, ∀u ∈ JUK. To parametrize K∗SOS(P ), we set up the collection of matrices P by
evaluating functions of basis polynomials at interpolation points:
(P1)u,l = cl(tu) ∀u ∈ JUK, l ∈ JLK,(6.8a)
(P1+r)u,l = cl(tu) (1− e′rtu) (1 + e′rtu) ∀u ∈ JUK, r ∈ JmK, l ∈ JL˜K.(6.8b)
Letting f¯ = (f(tu))u∈U ∈ RU be the vector of evaluations of f at the interpolation
points, the formulation is:
minx∈RU f¯ ′x :(6.9a)
e′x = 1,(6.9b)
x ∈ K∗SOS(P ).(6.9c)
To construct an EF for NF (6.9), we replace (6.9c) with the extended representation
implicit in (3.31b), which requires KS constraints.
To build random instances of (6.9), we generate f¯ ∈ RU (which implicitly defines
a random polynomial) with independent Gaussian entries, for various values of m and
d. Our results are summarized in Table 6.4 and Figure 6.1d. We opt to plot results
only for Hypatia-NF on instances with m ≤ 4, since few solve runs of Hypatia-EF
and MOSEK-EF satisfy the convergence check (6.1). Note that the cone dimension
is larger for the EF (q¯ > q = n = n¯ = U) and grows much faster for the EF than for
the NF as the degree d increases (for fixed m). Hypatia-NF converges on instances
with higher d than Hypatia-EF and MOSEK-EF, which reach memory restrictions
for moderate d. Except for instances with high m and low d, Hypatia-NF attains
faster solve times than Hypatia-EF and MOSEK-EF, and requires fewer iterations
than Hypatia-EF. Hypatia-NF encounters convergence issues with some high m and
low d instances, though the certificates found still satisfy (6.1). However, if we run
Hypatia with the Hessian norm proximity measure (5.11) instead of the heuristic
gradient norm proximity measure (5.18), Hypatia-NF converges within the time limit
on each of these instances that it previously failed on.
6.5. Smooth density estimation. We seek a polynomial density function f of
maximum degree 2d in m variables over the basic semialgebraic set D = [−1, 1]m that
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dimensions Hypatia-NF Hypatia-EF MOSEK-EF
m d n q¯ st it time st it time st it time
1 100 201 10201 co 25 1.3 co 69 9.5 co 13 47.
1 200 401 40401 co 27 1.8 co 96 85. tl 17 1827.
1 500 1001 251001 co 29 6.6 er ∗ ∗ sk ∗ ∗
1 1000 2001 1002001 co 33 45. er ∗ ∗ sk ∗ ∗
1 1500 3001 2253001 co 36 142. rl ∗ ∗ sk ∗ ∗
1 2500 5001 6255001 co 38 581. sk ∗ ∗ sk ∗ ∗
1 3500 7001 12257001 co 36 1472. sk ∗ ∗ sk ∗ ∗
2 15 496 23836 co 31 .9 co 48 31. co 12 232.
2 30 1891 339946 co 34 28. er ∗ ∗ rl ∗ ∗
2 45 4186 1657081 co 35 242. rl ∗ ∗ sk ∗ ∗
2 60 7381 5139616 co 45 1576. sk ∗ ∗ sk ∗ ∗
3 6 455 8358 co 31 .7 co 33 7.3 co 8 16.
3 9 1330 65395 co 35 12. co 43 257. rl ∗ ∗
3 12 2925 303030 co 46 120. er ∗ ∗ sk ∗ ∗
3 15 5456 1027956 co 41 467. rl ∗ ∗ sk ∗ ∗
4 4 495 5005 co 40 1.1 co 32 5.2 co 7 6.0
4 6 1820 54159 co 47 34. co 33 254. rl ∗ ∗
4 8 4845 341220 sp 51 441. er ∗ ∗ sk ∗ ∗
8 2 495 1395 sp 222 7.9 co 33 1.9 co 7 1.2
8 3 3003 21975 sp 53 133. co 35 228. co 9 342.
16 1 153 169 co 30 .1 co 25 1.0 co 7 0.0
16 2 4845 14229 sp 105 915. co 40 359. co 10 490.
32 1 561 593 co 32 2.0 co 26 1.6 co 8 .3
64 1 2145 2209 er 150 502. co 32 16. co 9 5.6
Table 6.4: Polynomial minimization. Note p = p¯ = 1, n = q = n¯.
maximizes the likelihood of M observations zi ∈ D, ∀i ∈ JMK. In order for f to be a
valid density function it must be nonnegative on D and integrate to one over D, so
we aim to solve:
maxf∈Rm,2d[x]
∏
i∈JMK (f(zi))
1
M :(6.10a) ∫
D f(x) dx = 1,(6.10b)
f(x) ≥ 0 ∀x ∈ D,(6.10c)
where Rm,2d[x] is the ring of polynomials of maximum degree 2d in m variables. This
formulation is similar to the description in [32, section 4.3]. To find a feasible solution
for (6.10), we build a WSOS formulation. We obtain basis polynomials, interpolation
points, and a vector P of matrices parametrizing KSOS(P ), using the techniques from
subsection 6.4. From the interpolation points and the domain D, we compute a vector
of quadrature weights µ ∈ RU . If bu ∈ Rm,2d[x], ∀u ∈ JUK are the basis polynomials,
we compute the matrix V = (bu(zi))i∈JMK,u∈JUK. We let variable y ∈ RU denote the
coefficients of the basis b of f , yielding the conic formulation:
maxt∈R,y∈RU t :(6.11a)
µ′y = 1,(6.11b)
(t, V y) ∈ Kgeom(M−1e),(6.11c)
y ∈ KSOS(P ).(6.11d)
We construct a standard EF for NF (6.11) as follows. For (6.11c), we use an econom-
ical extended representation in terms of auxiliary variables and exponential cones (or
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Kentr cones in R3):
(u,w) ∈ Kgeom(d−1e) ⊂ R1+d ⇐⇒
∃r ∈ R, ∃t ∈ Rd, (r − u, e′t) ∈ R2≥,
(−ti, wi, r) ∈ Kentr, ∀i ∈ JdK.
(6.12)
For (6.11d), we use the extended representation implicit in (3.31a), which requires
auxiliary variables, linear constraints, and KS constraints.
To build random instances of (6.5) for various values ofm and d, we generateM =
⌈1.1U⌉ independent Gaussian samples, then we rescale these to be within the domain
[−1, 1]m, giving the observations zi ∈ D, ∀i ∈ JMK. Our results are summarized in
Table 6.5 and Figure 6.1e (as in Figure 6.1d, we only plot Hypatia-NF for m ≤ 4).
The instances appear to be numerically challenging, as MOSEK-EF experiences slow
progress and a relatively high number of iterations on instances with high m, and
Hypatia-NF takes a very large number of iterations on instances with high d (more
than Hypatia-EF). Hypatia-NF generally converges faster and more reliably than
Hypatia-EF and MOSEK-EF, and solves many more instances due to EFs causing
RAM limits for moderate d.
dimensions Hypatia-NF Hypatia-EF MOSEK-EF
m d n n¯ st it time st it time st it time
1 75 152 6096 co 89 .56 sp 74 538. co 16 11.
1 150 302 23436 co 103 2.0 tl 0 1929. co 17 459.
1 300 602 91866 co 136 13. sk ∗ ∗ rl ∗ ∗
1 600 1202 363726 co 193 98. sk ∗ ∗ sk ∗ ∗
1 900 1802 815586 co 231 326. sk ∗ ∗ sk ∗ ∗
1 1200 2402 1447446 co 269 799. sk ∗ ∗ sk ∗ ∗
1 1500 3002 2259306 co 302 1583. sk ∗ ∗ sk ∗ ∗
2 10 232 5779 co 55 .70 co 39 222. co 13 5.7
2 20 862 72917 co 93 18. rl ∗ ∗ rl ∗ ∗
2 30 1892 343920 co 136 178. sk ∗ ∗ sk ∗ ∗
2 40 3322 1051288 co 170 955. sk ∗ ∗ sk ∗ ∗
3 3 85 554 co 39 .09 co 32 .95 co 12 .11
3 6 456 9316 co 79 3.5 co 45 854. co 17 23.
3 9 1331 68191 co 125 71. rl ∗ ∗ rl ∗ ∗
3 12 2926 309175 co 182 740. sk ∗ ∗ sk ∗ ∗
4 2 71 329 co 37 .07 co 30 .37 co 12 .06
4 4 496 6047 co 74 4.5 co 63 378. sp 33 20.
4 6 1821 57984 co 127 168. rl ∗ ∗ rl ∗ ∗
8 2 496 2437 co 49 2.8 co 73 43. co 18 3.4
8 3 3004 28284 co 86 581. tl ∗ ∗ sp 30 1362.
16 1 154 493 co 35 .22 co 47 .86 co 16 .13
16 2 4846 24406 tl 80 1815. rl ∗ ∗ sp 25 1411.
32 1 562 1774 co 53 5.1 co 59 13. co 11 1.3
64 1 2146 6716 co 19 77. co 52 273. co 12 26.
Table 6.5: Smooth density estimation. Note p = 1, q ≈ 2.1n, p¯ = n, q¯ ≈ n¯+ 1.2n.
6.6. Shape constrained regression. A common type of shape constraint im-
poses monotonicity or convexity of a polynomial over a basic semialgebraic set [18,
section 6]. Given a domain D = [−1, 1]m, an m-dimensional feature variable x, and a
response variable r, we aim to fit a polynomial f ∈ Rm,2d[x] that is convex over D to
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M observations (xi, ri)i∈JMK with xi ∈ D, ∀i ∈ JMK:
minf∈Rm,2d[x]
∑
i∈JMK(ri − f(xi))2 :(6.13a)
z′(∇2f(x))z ≥ 0 ∀x ∈ D, z ∈ Rm.(6.13b)
Constraint (6.13b) expresses positive semidefiniteness of the Hessian matrix ∇2f
evaluated at every point x ∈ D, which is equivalent to convexity of f over D. To
find a feasible solution for (6.13), we build a WSOS formulation. The polynomial
variable, represented in an interpolant basis with the optimization variable y ∈ RU ,
has degree 2d and U =
(
m+2d
m
)
coefficients. Each polynomial entry of ∇2f has degree
2d − 2 and U¯ = (m+2d−2
m
)
coefficients. Following the descriptions in subsections 6.4
to 6.5, we obtain basis polynomials and interpolation points for these U -dimensional
and U¯ -dimensional spaces, and we define the matrix V containing evaluations of the
U dimensional polynomial basis at the feature observations (xi)i∈JMK. Finally, we
let A ∈ Rsd(m)U¯×U be such that Ay is a vectorization of the tensor H ∈ Rm×m×U¯
(scaled to account for symmetry) with Hi,j,u equal to the uth coefficient of the (i, j)th
polynomial in ∇2f for i, j ∈ JmK and u ∈ JU¯K. This yields the formulation:
mint∈R,y∈RU t :(6.14a)
(t, r − V y) ∈ Kℓ2 ,(6.14b)
Ay ∈ KSOSmat(P ).(6.14c)
If m = 1, we use KSOS(P ) in place of KSOSmat(P ) in (6.14c). Note that when M > U ,
we use a QR factorization to reduce the dimension of Kℓ2 in (6.14b) from 1 +M to
2 + U .8 To construct an EF for NF (6.14), we replace (6.14c) with the extended rep-
resentation implicit in (3.33a), which requires auxiliary variables, linear constraints,
and KS constraints.
To build random instances of (6.14) for various values of m and d, we generate
M = ⌈1.1U⌉ observations xi ∈ D, ∀i ∈ JMK and responses ri = exp
(
1
m
‖x‖2) − 1 +
εi, ∀i ∈ JMK, where εi is a Gaussian sample yielding a signal to noise ratio of 10.
Our results are summarized in Table 6.6 and Figure 6.1f (as in Figure 6.1d, we only
plot Hypatia-NF for m ≤ 4). The instances appear to be numerically challenging, as
MOSEK-EF usually encounters slow progress, and Hypatia-NF takes a large number
of iterations on instances with high d. Hypatia-NF generally converges faster and
more reliably than Hypatia-EF and MOSEK-EF.
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