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Abstract
The non-storability of electricity makes it unique among commodity assets, and
it is an important driver of its price behaviour in secondary financial markets.
The instantaneous and continuous matching of power supply with demand is
a key factor explaining its volatility. During periods of high demand, costlier
generation capabilities are utilised since electricity cannot be stored and this has
the impact of driving prices up very quickly. Furthermore, the non-storability
also complicates physical hedging. Owing to these, the problem of joint price-
quantity risk in electricity markets is a commonly studied theme.
We propose using Gaussian Processes (GPs) to tackle this problem since GPs
provide a versatile and elegant non-parametric approach for regression and time-
series modelling. However, GPs scale poorly with the amount of training data
due to a cubic complexity. These considerations suggest that knowledge transfer
between price and load is vital for effective hedging, and that a computationally
efficient method is required. To this end, we use the coregionalized (or multi-
task) sparse GPs which addresses the aforementioned issues.
To gauge the performance of our model, we use an average-load strategy as
comparator. The latter is a robust approach commonly used by industry. If the
spot and load are uncorrelated and Gaussian, then hedging with the expected
load will result in the minimum variance position.
Our main contributions are twofold. Firstly, in developing a coregionalized
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sparse GP-based approach for hedging. Secondly, in demonstrating that our
model-based strategy outperforms the comparator, and can thus be employed
for effective hedging in electricity markets.
Keywords: Machine Learning, Gaussian Processes, Energy Risk Management,
Electricity Markets
1 Introduction
1.1 Motivation
The de-regulation of electricity markets has led to increased transparency and
the widespread use of risk management products. On top of playing a vital
role balancing demand and supply, power markets fulfil an important func-
tion in managing and distributing risk (Bessembinder and Lemmon (2002) and
Botterud, Kristiansen, and Ilic (2010)). Unlike other commodity assets, the
non-storability of electricity is a unique feature that has an impact on the term
structure since unlike other commodities, the spot and forward prices is no
longer linked via the cost of storage. This feature is thus a key factor not
only complicating the fundamentals of hedging and pricing, but also in con-
tributing to volatile spot-markets with structural price jumps (see Botterud,
Kristiansen, and Ilic (2010) and Benth, Benth, and Koekebakker (2008) for ex-
ample). While market participants hedge with derivatives such as futures or
forwards to minimise portfolio risk, the hedging itself may not be executed in
an effective fashion.
We propose a hedging approach that flexibly incorporates the dependency be-
tween electricity price and consumption load as well as temporal correlation.
We apply our method to data from the UK power market and demonstrate its
empirical performance.
1.2 Related work
One studied theme within the literature on electricity markets is the coupling of
risks arising from quantity and price. This joint risk underscores the importance
of modelling the covariation between price and quantity. For instance, Bessem-
binder and Lemmon (2002) construct an equilibrium-based market model in
which correlation plays a significant part on the optimal hedging strategies in
the forward markets.
Oum, Oren, and Deng (2006) adopt the position of an agent with access to ex-
ogenous spot and forward markets. Using this perspective as a starting point,
the authors derive optimal hedging strategies from a utility maximisation ap-
proach. These strategies take advantage of correlation between price and load to
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manage joint risk in a single period. Boroumand et al. (2015) tackle the problem
of managing joint risk on an intraday scale. By employing a simulation-based
approach, they demonstrate that hedging with shorter time-frequencies can out-
perform portfolios with long-term focus.
Close to our work is Tegne´r et al. (2017) who assume the retailer’s perspective
for risk management, which is a similar position adopted by Oum, Oren, and
Deng (2006). The former jointly model the electricity spot price and consump-
tion load with a two-dimensional Ornstein-Uhlenbeck process and a seasonality
component.
There are more sophisticated approaches such as the three-factor model of
Coulon, Powell, and Sircar (2013). This involves load-based regime switch-
ing and options that are evaluated with closed form expressions. Here we focus
on an operational risk management strategy and use exogenous data from the
OTC forward markets.
GPs are not new to electricity markets, although their focus has primarily been
on producing single-output forecasts, usually either consumption load or price.
As mentioned earlier in this section, incorporating correlation between variables
is among some of the most important aspects in price and risk models for elec-
tricity. The coregionalized or multi-task GP framework provides a natural way
of going about this task. Interestingly enough, it has yet to be addressed in the
literature on GP-based models applied to the power markets.
1.3 Structure
The remainder of the paper is structured as follows: Section 2 begins with
necessary information on the UK electricity market and then goes on to cover
the hedging problem as well as a background on GPs. In Section 3 we describe
tools and data used, explain the methodology and experimental setup. Following
this, Sections 4 and 5 present the results of the model construction and the
hedging experiment respectively. Finally, Section 6 recaps and summarises key
insights, and highlight possible directions for future work.
2 Background
2.1 The UK electricity sector
The power market in the UK can be broadly thought of as having two layers:
the wholesale market and the retail market. In the wholesale market, power is
produced by generators and sold to suppliers (or retailers). The retail market
is the next layer where suppliers then resell electricity to end-users.
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The wholesale electricity market can be further divided into three ‘sub-markets’
that have a temporal ordering. The future and forward markets typically occupy
the longer end of this spectrum, dealing with deliveries over a longer span of
time such as a month or a quarter. These contracts obligate participants to
either consume or deliver a fixed amount of electricity during a specific time
period in the future based on some mutually agreed price at inception. The
day-ahead market has a shorter horizon. Electricity in this market is transacted
one day prior to actual delivery. Additionally, the term ‘spot-price’ used in most
electricity markets (in addition to the UK’s) refers to the price in the day-ahead
market. The intra-day market and/or the balancing mechanism has an even
shorter time horizon. Electricity traded on these markets are delivered on the
same day itself. Trading activities within these sub-markets usually take place
either over-the-counter (OTC) or on exchanges.
2.2 Hedging problem
While there exist numerous financial products that can be used to manage power
risk, we consider only the use of two in this paper: the base load and the peak
load forward contract for UK power. Both are OTC instruments that require
settling the price difference between spot and some agreed amount, over some
period of time (a month in our context). While the base contract pays this
difference for every hour of the month, the peak contract applies only for “peak
hours”, which is from 7 a.m. to 7 p.m. on weekdays only. By constructing a
portfolio of base and peak load contracts, we are able to create a portfolio that
resembles the load profile.
The setup of the following hedging problem where the aim is to accurately repli-
cate an uncertain future financial obligation is similar to Tegne´r et al. (2017).
This is usually achieved by using financial derivatives such as futures and for-
wards. Specifically, we attempt to minimize the expected loss by determining
the portfolio of base and peak load forwards to hold.
To this end, let the (positive) payoff of the hedged portfolio at time T be piT .
Thus, the loss is given by −piT . Additionally, for some loss function u(·), a
measure of its risk (See Artzner et al. (1999) for more details of risk measures)
is given by E[u(−piT )], where E(·) is the expectation operator. There are many
options for picking the loss metric u(·) and some of these are the maximum
loss, quadratic loss and the ‘hockey-stick’ loss (also known as the rectified linear
unit). In order to penalize losses more, we use the exponential loss u(·) = exp(·).
Suppose that at time t0, we enter an agreement to deliver at some future time
T > t0 an unspecified amount LT of some commodity at a (constant) price C
contracted by a fixed price agreement. If we take a naked position, this would
mean having to purchase the commodity from the market at the prevailing price
ST and volume LT . The payoff at time T is thus
piT = (C − ST )LT
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In order to reduce the exposure to price fluctuations, we initiate a static hedge
at t0. This can be achieved by purchasing a forward contract at price F with
expiry T , although the volume V needs to be established at the time of purchase.
If the fixed price agreement differs from the futures by some margin δ ≥ 0 such
that C = F + δ, then the hedged position has payoff
piT = (ST − F )(V − LT ) + δLT (1)
where we would need to determine the optimal V at the point when we set up
our hedge. For this purpose, we use the exponential loss function and minimize
the expected loss with respect to V . In other words, we want to find the optimal
V ∗ that minimizes
f(V ) = E
[
u
(
−(ST − F )(V − LT ) + δLT
)]
Bringing the UK power markets back in to focus, suppose we are contracted to
deliver based on the terms of some fixed price agreement for the month M . We
denote with Ti the i
th hour from the point of initiating the hedge to delivery.
Additionally, for a given month M we refer to the set of peak hours as Mp,
and the set of off-peak hours as Mo. Hence from equation (1), we can write the
off-peak payoff for Ti ∈Mo as
piTi = (STi − F b)(V b − LTi) + δbLT
= (STi − F b)(V b − LTi), Ti ∈Mo (2)
where V b is understood to be the base load forward position with price F b. For
convenience, we set the differential between the fixed price agreement and base
load forward δb to 0.
To obtain the payoff for a peak hour, we would combine the peak load forward
position V p and price F p with a base load forward position. It is usually safe
to assume that F p ≥ F b. The peak payoff for a hedged position is then
piTi = (STi − F b)V b + (STi − F p)V p+
(F p-fpa − STi)LTi , Ti ∈Mp
where, similar to the off-peak case, we set the margin δp = 0. If we define
F˜ ≡ F p − V
b
V b + V p
(F p − F b)
such that F b ≤ F˜ ≤ F p, we can compact the expression for the peak payoffs as
piTi = (STi − F˜ )(V b + V P − LTi)
where Ti ∈Mp.
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If the goal is to hedge in an optimal fashion for the month M , this means having
to determine V b∗ and V p∗ that minimizes the combined loss function
f(V b, V p) =
∑
Ti∈Mo
E
[
u
(
−(STi − F b)(V b − LTi)
)]
+
∑
Ti∈Mp
E
[
u
(
−(STi − F˜ )(V b + V p − LTi)
)]
(3)
where, similar to equation (2), both differentials δb and δp of the respective
forwards to the fixed price agreement are set to 0 for convenience. A terser
formulation of the above problem is
argmin
V b,V p
f(V b, V p)
There are two approaches to solve this minimization problem: We can either
determine an expression for the expectation given by (3) where δLTi = 0 for
simplicity, or we can arrive at an approximate value via Monte-Carlo simulation.
We adopt the latter approach.
2.3 Gaussian Processes
Gaussian processes are an extension of multivariate Gaussian distributions. We
briefly go through the underlying fundamentals in this section. A detailed treat-
ment can be found in Rasmussen and Williams (2006).
A GP defines a probability distribution over functions. For a given input space
X , a GP is defined by a mean function m(x) and a covariance function κ(x,x′)
as
f(x) ∼ GP(m(x), κ(x,x′))
where
m(x) = E[f(x)]
κ(x,x′) = E
[(
f(x)−m(x)
)(
f(x′)−m(x′)
)>]
The mean function m(x) is often set to zero since the GP is flexible enough to
model the mean arbitrarily well.
Suppose we now have a training dataset (X,y) as well as a test dataset (X∗,y∗),
whereX ∈ RN×D, y ∈ RN , X∗ ∈ RN∗×D and y∗ ∈ RN∗. Denoting the function
outputs of the training and test data by f(X) and f(X∗), which we shorten
to f and f∗ for brevity, we can make use of the training observations to make
predictions on the test set by the following joint distribution(
f
f∗
)
∼ N
(
0,
(
K(X,X) K(X,X∗)
K(X∗,X) K(X∗,X∗)
))
(4)
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where K(X,X) is a covariance matrix where the (i, j)th element is is κ(xi,xj).
The posterior then has the form
p(f∗|X∗,X,f) = N(f∗|µ∗,Σ∗)
µ∗ = K>∗ K
−1f (5)
Σ∗ = K∗∗ −K>∗ K−1K∗ (6)
2.3.1 Covariance Functions
The GP’s covariance functions can be used to encode prior domain knowledge
about f . Intuitively, these functions allow for generalization of the model by
correlating new inputs to existing observations.
For this subsection, we let r ≡ |x − x′|. The most commonly used covariance
function is the squared exponential (SE) or radial basis function, which has the
form
κSE(r) = σ
2 exp
(
−r
2
`2
)
The parameters σ and ` control the amplitude and characteristic length scale
respectively. The continuous, differentiable and stationary properties of the SE
kernel make it a popular choice for generic modelling.
As the SE is infinitely differentiable, it yields smooth sample paths which might
be unsuitable for real-world phenomena. An alternative to the SE kernel is the
Mate´rn family, for which the general form is
κMate´rn(r) =
21−ν
Γ(ν)
(√2νr
`
)ν
Kν
(√2νr
`
)
where σ and ` are both positive parameters, while Kν is a modified Bessel
function. The form for the Mate´rn class simplifies if it is half integer, that is,
ν = p + 1/2 where p is a non-negative integer. For most machine learning
applications, values of ν = 3/2 and ν = 5/2 are commonly encountered. We
make use of the latter configuration in this paper.
The periodic covariance function is used to model functions that are associated
with some characteristic periodicity. It has the form
κPeriodic(r) = σ
2 exp
(
−2 sin
2(pi(r)/p)
`2
)
where σ , p and ` are parameters for the amplitude, period and length scale
respectively. It is a well-known that electricity price and load exhibit period-
icity on multiple levels. As we explain later, a combination of these kernels
parameterized with different periods will be used to capture these seasonalities.
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The rational quadratic is the last covariance considered for our model. It has
the form
κRQ(r) = σ
(
1 +
r2
2α`2
)−α
where the parameters σ, α and ` are respectively the amplitude, shape parameter
and length scale. The shape parameter determines the diffuseness of the length
scales. The rational quadratic is generally used to model small to medium term
irregularities.
One way of constructing new kernels is by affine transformations. We restrict
the scope of our study to composite kernels formed by addition. A wider list of
stationary and non-stationary covariance functions can be found in Rasmussen
and Williams (2006).
2.4 Sparse Gaussian Processes
GPs are flexible but perform poorly on larger data sets due to the matrix inver-
sion operation (see Equations (5) and (6)) which scales as O(n3). This limitation
has motivated work in various computationally efficient approaches that aim to
approximate the precise GP solution (Gal, Wilk, and Rasmussen (2014) and
Hensman, Fusi, and Lawrence (2013)). The comprehensive review by Liu et
al. (2018) classifies scalable GPs by first grouping them into those that produce
global approximations and those that produce local approximations. Methods
falling within global approximations can be further sub-divided into those that
(i) operate on a subset of the training data, (ii) use sparse kernels, and (iii) em-
ploy sparse approximations. Our GP model uses a variant of the latter known as
the Deterministic Training Conditional (DTC). The rest of this section outlines
the general idea of sparse approximations, and readers are encouraged to refer
to Quinonero-Candela and Rasmussen (2005) for details.
We start by modifying the joint distribution given by Equation (4) to reduce the
computational load due to matrix inversion in the posterior distribution. This
step involves introducing latent or inducing variables u = (u1, u2, . . . , um)
>.
These inducing variables correspond to a set of input locations, hence they
are also known as inducing inputs. Sparse algorithms vary in their approach
of selecting inducing variables. By the consistency property of GPs, we can
recover p(f ,f∗) from p(f ,f∗,u) by integrating out u in the latter
p(f ,f∗) =
∫
p(f ,f∗|u)p(u) du
where u ∼ N(0,Ku,u). By assuming that both f and f∗ are conditionally
independent given u, the joint of the prior is approximated as
p(f ,f∗) ≈ q(f ,f∗)
=
∫
q(f |u)q(f∗|u)p(u) du
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This approximation is the basis upon which many sparse approximation tech-
niques are built. Additionally, different assumptions on the approximate train-
ing conditional q(f |u) and approximate test conditional q(f∗|u) give rise to
different algorithms. The exact train and test conditionals are given respec-
tively as
p(f |u) = N
(
Kf ,uK
−1
u,uu, Ku,u −Qf ,f
)
p(f∗|u) = N
(
Kf∗,uK
−1
u,uu, Kf∗,f∗ −Qf∗,f∗
)
where Qa,b ≡Ka,uK−1u,uKu,b.
Another approach to sparse approximation by Seeger, Williams, and Lawrence
(2003) makes use of an estimation of the likelihood via the projection f =
Kf ,uK
−1
u,uu which gives
p(y|f) ≈ q(y|u)
= N
(
Kf ,uK
−1
u,uu, σ
2
noiseI
)
The DTC achieves an equivalent model but makes use of a deterministic training
conditional and exact test conditional which are given as
qDTC(f |u) = N
(
Kf ,uK
−1
u,uu, 0
)
qDTC(f∗|u) = p(f∗|u)
The posterior or predictive distribution under the DTC is
qDTC = N
(
Qf∗,f (Qf ,f + σ
2
noiseI)
−1y,
Kf∗,f∗ −Qf∗,f (Qf ,f + σ2noiseI
)−1
Qf ,f∗
)
= N
(
σ−2noiseKf∗,uψKu,fy,
Kf∗,f∗ −Qf∗,f∗ +Kf∗,uψK>f∗,u
)
where ψ ≡
(
σ−2noiseKu,fKf ,u +Ku,u
)−1
.
2.5 Coregionalized Gaussian Proceses
Coregionalized GPs, also known as multi-task GPs, essentially extend the con-
cept of correlating data to GPs. It suggests that the information gained from one
process can be generalized to another; in other words, knowledge is transferred
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from one process to another. We cover the main ideas underlying coregional-
ization in this section, further details can be found in Alvarez, Rosasco, and
Lawrence (2011).
We can motivate this idea by first supposing a set of models, M. Let the
corresponding dataset used by some model m ∈ M be denoted by the scalar
vector x containing P elements. For simplicity, assume that all datasets are
of size P . We can then denote a model and its dataset by a tuple (x,m). To
allow knowledge transfer among models, we introduce some covariance kernel K
that describes the correlation between the models m and m′ using some matrix
Bm,m′ . This can be formulated as
K((x,m), (x′,m′)) = Bm,m′ ×K(x,x′) (7)
where it is understood that K also encodes the parameters of K(·, ·). The kernel
matrix corresponding to (7) can be written as
K(x,x′) =
B1,1 ×K(x,x
′) . . . B1,D ×K(x,x′)
...
. . .
...
BD,1 ×K(x,x′) . . . BD,D ×K(x,x′)

= B ⊗K(x,x′)
where D is the number of elements inM, and B ∈ RD×D is a coregionalization
matrix. K is DP ×DP .
In order that the multiple output kernel K qualifies as a valid kernel, we require
that both K andB are valid covariance matrices. However, if K is already valid,
then we only require that B be positive definite.
3 Empirical study
This section details a hedging approach with the GP model. We first introduce
and describe the datasets and the tools used. We then describe how we construct
the kernel. Following that, we explain how model estimation is carried out and
conclude by detailing the setup of the hedging problem.
3.1 Data and implementation tools
Hourly datasets for the UK day-ahead electricity spot price are obtained from
Nord Pool (n.d.). Prices for the OTC base and peak load forward contracts are
obtained from Bloomberg LP (n.d.).
To the best of our knowledge, there is no publicly available hourly consumption
load data for the UK from 2016 to 2018. We worked around this issue by esti-
mating consumption load from power demand data sourced from the National
10
SD <1 1 <SD <2 2 <SD <3 3 <SD <4 4 <SD <5 SD >5
Off-peak price 13190 1121 53 11 7 13
Off-peak price (%) 91.63 7.79 0.37 0.08 0.05 0.09
Peak price 12755 1484 116 16 4 16
Peak price (%) 88.61 10.31 0.81 0.11 0.03 0.11
Norm. Off-peak load 9455 4455 485 0 0 0
Norm. Off-peak load (%) 65.68 30.95 3.37 0.00 0.00 0.00
Norm. Peak load 9753 3917 658 63 0 0
Norm. Peak load (%) 67.75 27.22 4.57 0.44 0.00 0.00
Table 1: Distribution of next day spot-price and power load (19 September 2015
to 31 December 2018)
Grid ESO (n.d.). In order to do this, we use the facts that load is a flow of
power over some period while demand is a snapshot at a single point in time
with units of measurements MWh (Megawatt hour) and MW (Megawatt) re-
spectively. The available demand data from National Grid ESO are snapshots
recorded at thirty minute intervals. By averaging two thirty-minute readings
(with the first starting exactly on the hour) and then assuming that this mean
is constant over the hour, we obtain an approximate measure of consumption
load.
3.2 Exploratory data analysis and pre-processing
Both electricity demand and consumption load within the UK exhibit repetitive
behaviors on multiple time-scales: on a yearly/seasonal basis, across the week
and over a day (Gavin (2014)). While price generally moves in tandem with
load, its jumps makes it far more volatile. This is evident from Table. 11,
where we can see a number of peak and off-peak prices going further than three
standard deviations from their respective means. While there also appears to
be a fair number of load points between two and three deviations, this should
be expected given the seasonality of the data.
For data pre-processing, we smooth the spikes in price by setting them to be
no more than three standard deviations from the mean. When this condition
is met for price, we also apply this operation to load. This is an important
step to ensure that the optimization produce posteriors that reasonably fit the
data. An alternative would have been to fix the length scale parameter in each
of the covariance functions, although this would be both cumbersome and less
intuitive.
1. The window starts from 19 September 2015 because the some of the hedging models for
January 2016 (i.e. the CSGP-3M variants) were trained on 3 months’ of earlier data.
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3.3 Kernel construction
We assembled the composite kernel by summing four types of kernels: the square
exponential (SE), Mate´rn with ν = 5/2, periodic and rational quadratic kernels.
The SE is included to capture the broader trend underlying the data sets, while
the Mate´rn kernel incorporates the non-smooth nature of both price and load.
We model the repetitive nature of the dataset over various time frequencies with
three separate periodic kernels with periods of 12, 24 and 168 hours. These
settings are based on domain knowledge and are confirmed in the plots and
discussions in Section 3.2. Finally, the rational quadratic kernel is added to
model the noise term in the datasets. Taking these together, the final composite
kernel is
κcomposite = κSE + κMat52 + κPer12 + κPer24 + κPer168 + κRQ (8)
We restrict ourselves to adding simple kernel components to maintain a high
degree of explainability. While not explicit, note that a white noise kernel is
added to Equation (8) to account for observations variance.
3.4 Hyper-parameter tuning and model search
We define our primary model to be the coregionalized sparse GP (CSGP) with
kernel given by (8) trained on 30 days’ (approximately 1 month) of hourly data
with 10% sparsity (10% of training data). While we recognize that sparsity
could be a tunable hyper-parameter, we fix it here to control the computational
complexity of the algorithm. We tune the hyper-parameters for the respective
covariance functions listed in Section 2.4. Note that there are only six such vari-
ables in total for the three periodic functions since we have fixed periodicities.
In order to find the optimal set of parameters for each hedging month, we run
the optimization a few times to avoid running into local optima. We do this for
each month.
3.5 Hedging problem setup
For a particular hedging month, the portfolio delivering the optimal hedge with
respect to our model is
argmin
V b,V p
f(V b, V p|θ) s.t. 0 < F b ≤ F˜ ≤ F p
where F˜ ≡ F p − V
b
V b + V p
(F p − F b) (9)
where θ is the vector of optimized parameters of the fitted CSGP, while F b
and F p are the prices of the peak load and base load forward contract for that
month.
12
To hedge a given month, we purchase some combination of base and peak load
contracts around two weeks before the start of the month for liquidity consid-
erations. Therefore, to hedge an exposure for the whole of January in 2018,
we would buy the appropriate amount of contracts on the 18th December 2018
with the model trained on the hourly data from the previous thirty days. We
assume that the base and peak load forward contracts are purchased at the
closing price on the hedging initialization date. To ensure numerical stability,
each hourly load data for the training month is rebased against the maximum
load for the length of entire study. This has the effect of converting the absolute
optimum base and peak positions to percentages of the overall maximum load.
The actual payoff for Ti or for the i
th hour is given as
piti =
{
(Sti − F b)(V b∗ − Lti) for ti ∈Mo
(Sti − F˜ )(V b∗ + V p∗ − Lti) for ti ∈Mp
piti = (Sti − F b)(V b∗ − Lti) for ti ∈Mo (10)
piti = (Sti − F˜ )(V b∗ + V p∗ − Lti) for ti ∈MP (11)
The table in Appendix A lists the various dates at which we initiated our
monthly positions for the entire period of our study.
4 Comparing performance across GP configura-
tions
In the following set of studies, we refer to CSGPs trained on one month of data
as the CSGP-1M, on two months as CSGP-2M, and so on. We compare our
primary model, which is the CSGP-1M on 10% sparsity using the full kernel
given by Equation (8), in three different settings.
4.1 Coregionalized GPs using the full kernel and trained
on one month of data with different sparsity levels
Fig. 1 shows the posterior predictions on price and load at different degrees of
sparsity while fixing all other features of the model. These models are trained
on 720 hours (one month) of hourly data for hedging on December 2018, and
prediction takes place from the 720th hour onwards, i.e., 1st December 2018
midnight onwards. The dashed vertical line marks the point beyond which we
start generating forecasts for the hedging month of December itself.
13
(a) Price forecast with 10% of 1M data (b) Load forecast with 10% of 1M data
(c) Price forecast with 1% of 1M data (d) Load forecast with 1% of 1M data
(e) Price forecast with 100% of 1M data (f) Load forecast with 100% of 1M data
Figure 1: Examining the resulting price and load forecasts for December 2018
arising from models trained on 1M of data with different degrees of sparsity. The
top pair shows the posterior on spot price (left) and consumption load (right)
using a sparsity of 10% sparsity. The middle pair uses 1% sparsity while the
bottom pair is trained on the full data set and does not use sparsity at all.
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As seen in Fig. 1, the posterior mean (the dark blue line) becomes less smooth
as more points are used for training2. Using fewer points and ensuring that they
are sufficiently far apart from one another produces longer correlation lengths
between points. This allows us to learn a stable longer term trend while avoiding
over-fitting to the short term noise contained in the data. For example, the mean
does not attempt to fit the price spikes in Fig. 1c (using 1% of training data)
unlike Fig. 1e (100% of data). This has important implications for hedging
performance as we shall see later in the paper.
4.2 CSGP-1M fixed at 10% sparsity with different kernel
components removed
We find that the set of periodic functions are the largest contributor to forecast
performance. Models incorporating these components but lack any of the other
components in Equation (8) generates predictions that are similar to the base
model. Among these models, it is difficult to definitively say which is better
since their differences are marginal.
4.3 CSGP fixed at 10% sparsity using the full kernel but
trained on different lengths of time
Fig. 2 compares models trained on longer periods of two and three months.
Upon inspection, it appears that the CSGP-1M with 10% sparsity (the primary
model) produces posterior predictions that are superior to the CSGP-2M and
CSGP-3M that are both trained on 10% sparsity. This is likely due to the
recurrent nature of the data, so introducing more data from the past has only
marginal benefits. Additionally, the repetitive nature of the data means that
its truly unique segment is actually a subset that is ‘replicated’ many times.
This has the effect of cramming more points (144 and 216 for CSGP-2M and
CSGP-3M respectively) into the unique segment of the data, which shortens
the correlation length across points. The model consequently learns less of the
broader trend but more of the random noise (See Section 4.1). For instance, the
posterior means in both Fig. 2a and Fig. 2c have missed the cluster of points
at around the 1480th and 2200th hour respectively. As shown in Fig. 1a, the
primary model does not have this problem.
2. To clarify the use of sparsity in the context of this paper, for two models trained on the
same data, the model with 1% sparsity uses less data than the model using say, 10% of the
data
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(a) Price forecast with 10% of 2M data (b) Load forecast with 10% of 2M data
(c) Price forecast with 10% of 3M data (d) Load forecast with 10% of 3M data
Figure 2: Examining the effects of training on different lengths of data while
keeping all other features fixed. The top pair trains on two months of hourly
data while the bottom pair trains on three. Both are trained with 10% sparsity.
5 Empirical hedging with the GP model
5.1 Hedging results
For the average load model, we assume an oracle that is able to look forward in
time to know the exact load for the hedging month. To this end, V b∗ is obtained
by taking the mean of actual hourly load during off-peak hours. V p∗ is obtained
in a similar manner with a slight modification: first by taking the mean of
hourly load for peak hours and then subtracting V b∗ from the result. Assuming
spot-price and consumption load is uncorrelated, hedging at the expected load
results in the minimum variance position; this is a robust approach used by
industry (Tegne´r et al. (2017)). While it is entirely plausible that non-public,
proprietary models exist that perform better than this benchmark, we do not
concern ourselves with what those might be.
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The coregionalized sparse GP models outperforms the average load comparator
across the duration of the hedging program. Appendix B provides a monthly
breakdown with the corresponding optimal V b and V p (scaled by the average
load for the comparator, and the maximum load across the data for the model).
Fig. 3 illustrates the result – the chart on the left compares absolute monthly
performance while the right shows the cumulative performance over the average
load hedge. Both charts are plotted over the duration of the experiment.
(a) Absolute payoffs across models (b) Cumulative payoffs across models
Figure 3: Comparing hedging performance of various GP models against the
average load hedge. Left compares absolute monthly payoff, right shows the
cumulative payoff in excess of the comparator. Both charts are plotted over the
span of the empirical hedging experiment (January 2016 to December 2018).
(a) Load forecast made with 1% of data (b) Load forecast made with 100% of data
Figure 4: Comparing the posterior on normalized load across different levels of
sparsity. The model on the left uses 1% of the data, the right uses the entire
training set.
On a monthly basis, the CSGP-1M with 10% sparsity (which is our primary
model) outperforms the average load hedge on the majority of the months over
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the three year period from January 2016 to December 2018. The relative per-
formances of the various GP models in Fig. 3a are difficult to discern, but the
cumulative plot on the right makes things clear. From Fig. 3b, it appears that
hedging performance is correlated with sparsity since it is the CSGP-1M with
1% sparsity that delivers the highest payoff in excess of the average load. Over
the 3 years spanning 2016-2018, the CSGP-1M with 1% and 10% sparsity re-
spectively has payoffs of 5.42 and -2.91 mio GBP, both higher than the average
load’s -3.61 mio GBP (See the ’Total payoffs’ row in Appendix B).
As explained in Section 4.1, decreasing the number of data points increases
the length scale; this focuses the learning on longer term trends rather than the
noise in the data. We use the forecasts made by the CSGP-1M with 1% sparsity
(using 1% of data) and CGP-1M (using the full data set) for September 2018
as an example. The results are shown in Fig. 4. Both forecasts appear to be
reasonably similar, although we argue that the CSGP-1M is superior since its
posterior mean is closer to the actual data points. Furthermore, most if not all
points are well-enclosed in its confidence interval. The CGP-1M uses all 720
hours for training. This produces a shorter length scale, which ends up fitting
noise. This has the effect of generating overly confident predictions, as can be
seen by the cluster of points around the 950th hour and the upper cluster of
points in the 975-1040 hour range not contained within the confidence interval
in Fig. 4b.
5.2 Caveats and weaknesses
There are some caveats to keep in mind. Firstly, we recognize the myriad of
intricacies pertaining to the actual hedging of electricity. However, we had
to simplify certain aspects due to the lack of public data and to also balance
between real life applicability and keeping to a reasonable scope of work. Some
examples are our approach of deriving consumption load from demand, as well
as the pre-processing step of smoothing out price spikes by capping them to
be at most three standard deviations away from the mean. As we had no
access to the typical level of load that retailers aim to meet, another crucial
set of simplifications we make in order to calculate payoffs is the following:
(i) we adopt the position of a firm supplying 1.5% of the market (Assuming
around 70 domestic suppliers (Ofgem (2018)) as well as equal market share
across participants, this is approximately a share of about 1.42% per retailer.
We round this figure up to 1.5% for convenience), (ii) the area that this retailer
is supplying has a similar load profile to the national-level load profile, and thus
(iii) the profile that this retailer is supply to is a constant 1.5% ‘strip’ of the
national-level load.
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6 Conclusion
We demonstrate that GPs can play a significant role in the risk management
pipeline for the power markets. Additionally, coregionalization also shows that
there is knowledge transfer between the GPs trained on spot price and load.
Lastly, sparsity allows us to, with a smaller computational load, produce fore-
casts that are comparable to similar models that are trained on far much more
data. We highlight some potentially interesting directions that future research
we can take.
A straightforward extension would be to further pre-process the data in order
to improve accuracy. For instance, we can further segment and fit additional
separate models for different days (holidays, weekends) and then combining their
respective predictions. It is likely that this approach will improve the fit for the
GP model and hence hedging efficacy.
Another possible extension would be to re-cast the problem as a dynamic hedg-
ing program. In other words, V b and V p are no longer fixed at the start of
the month but are instead adjusted over the course of hedging period. This
approach requires a dynamic model of the various price and load variables, as
well as other modifications to the existing framework.
Regarding kernel design, our approach in this paper is not exhaustive. It is en-
tirely likely that other sophisticated high-performing compositions exist. With
the recent focus on AI explainability, there is a risk that these ‘black box’ ker-
nels may be challenging to interpret. To this end, Duvenaud et al. (2013) offers
a method that might serve as a helpful starting point.
Lastly, another avenue for further work is modifying the kernel parameter es-
timation task to give it a more Bayesian flavor. In this form, we move from
estimating a posterior for the processes to also estimating posteriors for pa-
rameters. We can do this by first introducing some prior belief on what each
parameter estimate should take. Subsequently and by updating based on ob-
served data, we obtain a joint posterior distribution for each estimate. Our final
maximum likelihood ’guess’ of the true value for a parameter’s estimate can be
obtained by summing over the posterior.
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A Dates at which the hedging for the month was
initiated
Contract Init. Date Contract Init. Date
Jan-16 18-Dec-15 Jul-17 16-Jun-17
Feb-16 18-Jan-16 Aug-17 18-Jul-17
Mar-16 16-Feb-16 Sep-17 18-Aug-17
Apr-16 21-Mar-16 Oct-17 15-Sep-17
May-16 18-Apr-16 Nov-17 18-Oct-17
Jun-16 19-May-16 Dec-17 17-Nov-17
Jul-16 20-Jun-16 Jan-18 18-Dec-17
Aug-16 18-Jul-16 Mar-18 15-Feb-18
Sep-16 18-Aug-16 Apr-18 16-Mar-18
Oct-16 19-Sep-16 May-18 17-Apr-18
Nov-16 18-Oct-16 May-18 17-Apr-18
Dec-16 17-Nov-16 Jun-18 18-May-18
Jan-17 19-Dec-16 Jul-18 18-Jun-18
Feb-17 18-Jan-17 Aug-18 18-Jul-18
Mar-17 15-Feb-17 Sep-18 17-Aug-18
Apr-17 20-Mar-17 Oct-18 17-Sep-18
May-17 18-Apr-17 Nov-18 18-Oct-18
Jun-17 18-May-17 Dec-18 16-Nov-18
To hedge for a particular month, we hold the appropriate amount of base and
peak load contracts approximately 2 weeks before the start of that month given
by the above dates. The base and peak load prices used for a particular month
are the closing price for each respective forward contract.
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