the radiometer, the RF correlator detector [5] , and the AR decision rule I with M = 1, 7 and X = 0.1, 0.5. The sensitivity of the periodogram detector to frequency offset is evident, in contrast to the robustness of the other detectors. The performance of the AR decision rule I improves significantly as X increases.
CD versus C 2 D: Table I1 summarizes the input SNR y in & S/N o B required in order to achieve the indicated (P o , P FA = lo-' ) level as well as the corresponding number of multiplications. The latter is important because it can serve as a yardstick of computational complexity associated with each detector. 1) There is approximately 6 dB improvement for a constant P D if the AR detector is utilized in C 2 D instead of CD.
2) The number of complex multiplications required in C 2 D is much larger than that required in CD if discrete transformation is assumed during preprocessing of the data, as expected.
3) The AR detector in C 2 D with M = 1, X = 0.5 or M = 3, 7 performs better than the spectral-maximum FFT ruler operating in CD.
The above illustrate the potential of appropriate parametric (AR) modeling and correlation detection versus spectral detection rules in the present problem. However, further analytical results are required to substantiate the findings.
Improved ARMA Spectral Estimation Using the Canonical Variate Method SURENDRA PRASAD AND K. V. S. HARI Abstract-The canonical variate method of rational system identification is investigated here for its performance in a high-resolution spectral analysis environment. A computationally simple version of the method, due to White [9] , is briefly reviewed and applied to several standard examples. It is found that, at the cost of some computational complexity, the method is capable of yielding significantly improved resolution and SNR performance for multiple sinusoids in noise as compared to the computationally efficient high-performance method of Cadzow [SI, which can also yield a negative power spectral density estimate under certain conditions. Another interesting feature of this method is that it directly applies to the problem of spectral matrix estimation of a multidimensional time
The maximum likelihood or pseudomaximum likelihood methods of ARMA spectral estimation, although known to be asymptotically consistent and statistically efficient, are generally very Manuscript received October 7, 1985 complex to implement. Usually, iterative solution of a highly nonlinear set of equations is required [1]- [6] . This optimum class of methods for spectral estimation uses the raw or the so-called unreduced data as its input [111. There are a host of suboptimum techniques which take the sample autocorrelation function (ACF) as their starting point or basis. An important subclass of these methods which achieve phenomenal computational simplifications is based on the modified (or extended) YuleWalker equations. In this class of methods, the estimation of the AR and MA parameters is separated out and the estimation equations are rendered linear or quadratic [7] , [8] .
Almost all variations of this class of methods first compute an estimate of the AR parameters, and then use these to estimate some function of the MA parameters. It is important to note. that as a result of this nonsimultaneous estimation of the parameters, these estimators are suboptimum even with respect to the sample ACF on which they are based. One of the methods recently proposed by Cadzow [7] , [8] belonging to this class, however, has been shown to yield remarkably high-quality rational power spectral estimates from short data lengths via low-order models. The method partially circumvents the Qsual hypersensitivity of the estimated AR parameters due to the use of the so-called ' 'minimal set" of extended Yule-Walker equations by setting up a much larger number of these. The singular-value decomposition is then invoked to set up a family of more robust minimal order extended Yule-Walker equations, from which the required AR parameters are obtained by solving an appropriately formulated constrained least squares probtern.
The more recent works in the system identification literature seem to be giving increasing emphasis to the class of methods based on the so-called ' 'canonical variate (CV) analysis" of Akaike [3] for the representation and identification of ARM A processes. This class of methods has the following desirable features: 1) they are based on raw empirical data, and 2) they do not split the estimation of AR and MA parameters. Because of these features, it is felt that they may also be potentially useful for high-resolution spectral analysis applications. This correspondence is motivated mainly by a desire to explore this potential through simulation studies. For the sake of comparison, we have selected here Cadzow's abovementioned high-performance method as a benchmark [8] .
BRIEF OVERVIEW OF THE CV AND CADZOWT METHOD

A. Re Canonical Variate Method
The canonical variate method proposed by Akaike [3] and developed by Larimore [lo] is based on a state-space or Markovian modeling approach for a multivariable time series. More recently, White [9] gave a reformulation of the approach using the singularvalue decomposition (SVDj of an appropriately formulated Hankel matrix of the sample autocorrelations. The canonical variate analysis is used here to generate a sequence of n-dimensional state vectors (the so-called canonical variates) which best describe the given data. This is done by computing a sequence of predictors for simultaneously predicting several, so-called "future" vectors of the given vector times series from several "past" vectors. The state vector in this formalism is expressed as a linear combination of the local past, with the individual states forming the so-called " canonical" variates. These may also be regarded as a good approximation to the best n -dimensional "sufficient statistic" of the entire past for optimally predicting the entire future. The state vectors so found are then used to generate the least squares estimates of the parameters a, H, B, etc. (see Table I ) of the Markovian model. The algorithm is summarized in Table I and further details are available in [9] .
B. Cadzow's Singular Value Decomposition Method [SI
As discussed earlier, this method is based on an overdetermined rational equation approach and uses the SVD for estimation of the (0 autocorrelation matrix. By virtue of the modifications introduced in this method for setting up the extended Yule-Walker equations, the method has been claimed to provide remarkably accurate and stable spectral estimates. The method is briefly summarized in Table I1 for ready reference.
III. SIMULATIONS AND RESULTS
The example chosen for our studies is the linear sum of two sinusoids in additive white Gaussian noise, similar to that used by Cadzow [7] , [8] and several other workers:
for various values offi and f, and the noise variance u t . The length of data for the various experiments reported below was selected to be N = 128 and 64, respectively. In both cases, the term signalto-noise ratio used below refers to the SNR of each individual sinusoid -with respect to the total noise power, i.e., 1/2u t .
A. ARMA Spectral Estimates via the CV Method: Choice of Parameters
For the CV method, the values of p andfwere parametrized to study the effects of these values. Various cases, viz. p = f, p > f, etc., for a fixed order n were taken up for study. The model orders chosen for study are n =4 and n = 5 following the examples of Cadzow [8] for easy comparison. Fig. l(a) shows that two fairly widely spaced sinusoids can be resolved easily forp = 15,f = 10 at an SNR of 0 dB (each), but become unresolved forp = 50,f = 14. Similarly, in Fig l(b) , for two even closer sinusoids, the (15, 10) combination is seen to be better than the (10, 10) combination for the parameter set (p,f). The general behavior observed in a larger number of such experiments was found to follow the following pattern: while the ability to resolve two sinusoids generally increases as the value of (p -f) increases with p > f, there exists an optimum value of the set (p, f) for which the performance is the best for a given number of data points N. The combination (15, 10) was generally found to be a reasonable one for most example values of N studied by us. Large values of p orf( >20 say), however, can cause considerable deterioration in the performance for the case ofN= 128 as illustrated in Fig. l(a) . Fig. l(c) illustrates that the choice of the model order n = 4 is nearly optimum for the two-sinusoid case since increasing its value does not significantly improve performance. This also represents the lowest order rational model which is compatible with two sinusoids in white noise. Fig. l(d) shows the expected performance degradation when the number of observed samples is decreased to 64. Fig. 2 shows the performance of the CV method with two very closely spaced sinusoids withf, =0.2 andf 2 = 0.215. With N = 128, the two frequencies could not be resolved at an SNR of 5 dB, whereas resolution became possible at 12 dB.
B. Comparison to Cadzow s Method
For simulating Cadzow's method, the parameters t and pe were chosen as in [SI to have the values of 50 and 14, respectively, for N = 128. A straightforward implementation of (22)-(27) surprisingly led to a number of power spectral estimates to have negative values, which we considered to be clearly unreasonable. It is not clear from Cadzow's works whether such problems were encountered in their experiments. In order to avoid this problem with the method, several alternatives were tried as follows. 1) As suggested by Kay [121, the numerator estimate of S yy (w) of (27) was modified using his alternative procedure. However, some of the power spectral estimates still turned out to be negative.
2) The rank-p approximation R ( e p) of R e was forced to be Toeplitz.
3) The matrix S @ ' of (25) was forced to be Toeplitz. Both of the latter methods produced positive spectral density estimates. However, in our experiments, method 3) performed consistently better than 2). It is this modification of Cadzow's method, therefore, which has been used here for comparison purposes. Fig. 3 shows the comparative performance of the CV and the Cadzow's ARM A spectral estimates under various conditions. Fig.  3(a)-(d) shows the results for a data length of 128. At an SNR of0 dB, the CV method is just about able to resolve two sinusoids separated by 0.0325 Hz (viz. fi = 0.2 Hz and & = 0.2325 HZ), whereas Cadzow's method is able only to detect the general presence of some spectral energy in the general neighborhood of the two components [ Fig. 3(b) ]. It starts to resolve the two tonal components only after a separation of 0.04 Hz or so [ Fig. 3(a) ]. At a higher SNR of 12 dB, the CV method can be seen to resolve two close tones at 0.2 and 0.215 Hz [ Fig. 3(c) ], whereas an SNR of about 20 dB was found to be needed for resolving the same sinusoids via Cadzow's method [ Fig. 3(d) ]. It needs to be emphasized here that the results obtained by us for Cadzow's method differ significantly from those reported in [7] and [8] . The only way we found the results similar to those of [8] was when the matrix S (p) is not Toeplitzized. In more than 50-60 percent of our experiments when this was not done, the power spectral estimates would turn out to be negative, sometimes even at one of the tonal components present in the signal. Due to this lacuna, it was considered more pertinent by us to work with a Toeplitz S (p) which ensured a positive power spectral density estimate while still yielding a reasonably good performance. This imposed modification of Cadzow's method perhaps compromises its performance. It is also not clear as to what is the least compromising modification of this method to make it yield positive power spectrum. That, however, is a separate issue. Our primary objective here has been to show that the canonical variate analysis is a potentially useful, high-resolution (ARMA) spectrum analysis technique, without the disadvantage of producing negative spectral estimates.
IV. CONCLUSION
The canonical variate method is shown to yield good power spectral estimates and compares favorably to one of the leading high-performance ARMA spectral estimates of Cadzow for sinusoidal signals in white Gaussian noise. Computational effort required is somewhat larger than that of Cadzow's methods, but this is adequately compensated by the significant performance improvements possible.
