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NOVEL SPECTRAL-TIMING METHODS FOR X-RAY BINARY VARIABILITY STUDIES
by Pablo M. Cassatella
ThisworkexplorestheconnectionbetweenthespectralpropertiesoftheX-rayemissionpro-
duced by black hole X-ray binaries (BHXRBs) and the variability properties of these sources
that are embedded in lightcurves. While BHXRBs are mostly studied using ‘static observ-
ables‘ such as the average energy spectrum, a variability timescale-resolved study (in terms
of Fourier-frequencies) provides a much stronger and more reliable tool for understanding
the intricate physics and geometrical properties of accretion ﬂows around stellar-mass black
holes.
In the present Thesis, we ﬁrst show how the geometrical properties of the accretion disc can
bemappedbycombiningspectraandfrequency-resolvedtime-lags. Atime-scale-dependent
reﬂectionmodelisdevelopedintermsofFourier-frequenciesandcomparedtoobservational
hard-statedataofGX339–4obtainedwithXMM-Newton. Secondly,weexplorethevariability
propertiesoftheaccretiondiscinSWIFTJ1753.5–0127usingacombinationofnovelspectral-
timing methods and the soft X-ray coverage of XMM-Newton. Finally, we show the develop-
ment of a novel technique for ﬁtting correlated signals in the Fourier domain as a function
of energy and Fourier-frequency that can prove particularly useful with high signal-to-noise
datasets from future X-ray missions.Contents
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Introduction
This introductory chapter is aimed at presenting a review of the current understanding of
black hole X-ray binaries, what they are, why outbursts in these systems occur and how their
emission is affected. I also introduce the properties of their spectral emission, a common
model for explaining the emission variations and discuss their time variability. Finally, I in-
troduce the Fourier methods that will be used throughout the present Thesis.
1.1 Black Hole X-ray Binaries
1.1.1 Accretion
Black hole X-ray binaries are formed by a stellar-mass black hole (M » 3 – 10 M¯) that lives
in a gravitationally-bound system together with a companion star. The gravitational (Roche)
potential in binary systems was derived by Edouard Roche inthe 19th Century and is deﬁned
as (Frank et al., 2002):
©R(r)Æ¡
GM
jr¡r1j
¡
GM2
jr¡r2j
¡
1
2
(!e£r)2 , (1.1)
wherer1 andr2 arethevectorstowardsthecentreofthetwoobjects,eisaunityvectornormal
to the orbital plane, and ! is the angular velocity of the binary system with respect to an
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Figure1.1: EquipotentialsurfacesandLagrangianpointsinthecaseofaRochepotentialwith
a mass ratio M2/M Æ0.25, from Frank et al. (2002).
inertial frame, ! Æ
³
G(MÅM2)
a3
´1/2
(a is the binary separation, M and M2 are the masses of the
black hole and companion star).
The production of X-rays in these systems is caused by accretion of matter that leaves the
companion star and is attracted towards the black hole, as we shall see. The Roche potential
has two imaginary volumes centred at the position of the two objects called Roche lobes,
where matter is gravitationally bound to the respective object. Linking the two Roche lobes
there is the Lagrangian point L1 that corresponds to a saddle point, or point of meta-stable
equilibrium, intheRochepotential. Intotal, thereareﬁveLagrangianpointsthatcorrespond
to saddle points in the Roche potential (see Fig. 1.1).
The potential in Eqn. 1.1 follows the Euler equation for conservation of momentum for each
gas element in the co-rotating frame, taking into account the centrifugal and Coriolis forces:
@v
@t
Å(v¢r)vÆ¡rÁR ¡2!e£v¡
1
½
rP . (1.2)
In this equation, v is the velocity ﬁeld of the accreting gas of density ½ and rP is the pressure
gradient that produces the transfer of momentum from the companion star to the accretion
disc that forms around the black hole.
Masstransferfromthecompanionstartotheblackholecanbeproducedviatwomainmech-
anisms (Frank et al., 2002):
• Wind accretion, in which case the companion star is an early-type, red giant or AGB
star with a strong stellar wind that is transferred to the black hole via L1 or L2. The
typical mass loss is »10¡6 – 10¡5M¯/yr.Chapter 1 Introduction 3
• Roche overﬂow. This happens when the companion star ﬁlls the Roche lobe, transfer-
ring mass via L1, with a typical mass transfer rate »10¡11 – 10¡8M¯/yr.
The mass that enters the Roche lobe of the black hole has too high an angular momentum
to be accreted directly onto the black hole. Instead, it spirals around it until its trajectory
becomes quasi-circular and a ﬂattened structure, the accretion disc, is formed. Angular mo-
mentum has to be conserved, hence there has to be a transfer of angular momentum out-
wards caused by internal torques. The disc can then be approximated as the sum of concen-
tric disc annuli, each of which has a Keplerian angular velocity
­K(R)Æ
µ
GM
R3
¶1/2
(1.3)
ataradiusR forablackholemass M. ThegravitationalconstantG ¼6.674£10¡8 cm3 g¡1 s¡2.
The gravitational potential energy of a test mass ¢M orbiting around the black hole is
EGR(R)Æ¡
GM¢M
R
. (1.4)
When the mass travels from inﬁnity to a distance R from the black hole, it releases an energy
¢EGR Æ GM¢M
R , half of which is converted to rotational kinetic energy, the other half being
radiatedawayintheformofablack-body(thegasisopticallythick). Iftheblackholeaccretes
steadily at a rate ˙ M, the luminosity produced by accretion is:
Lacc Æ
1
2
GM ˙ M
R
. (1.5)
Lacc can be parameterised as Lacc Æ ´ ˙ Mc2 (c speed of light), in which case it is easy to show
thataccretionisthesecondmostefﬁcientwayofconvertingmassintoenergy(afterannihila-
tion), even beyond nuclear fusion of hydrogen into helium (´» 0.057 – 0.42 for the ﬁrst case,
depending on the spin of the black hole, compared with a poor ´»0.007 for the second).
Inthecase(andrathercommonapproximation)ofsphericalaccretionoffullyionisedhydro-
gen, the maximum luminosity that can be reached is given by the balance between radiation
pressure and gravity:
GMmp
r2 ÆLEdd
¾T
4¼cr2 . (1.6)
Solving for LEdd gives
4¼GMmp
¾T
¼1.3£1038 M
M¯
erg/s , (1.7)4 Chapter 1 Introduction
where¾T Æ6.652£10¡25 cm2 istheThomsoncross-sectionandmp Æ1.67£10¡24 g=938.27MeV /c2
is the proton mass. The corresponding Eddington mass-accretion rate can be written as
˙ MEdd Æ
LEdd
´c2 .
Under the predictions of General Relativity, black holes modify the metric of the space-time
around them. The event horizon around the black hole is called the Schwarzschild radius Rs:
Rs Æ2
GM
c2 ¼2953
M
M¯
mÆ295300
M
M¯
cm . (1.8)
(At the speed of light, a photon can travel a Schwarzschild radius in 9.9M/M¯ ¹s.) Accret-
ing matter inside the Schwarzschild radius for non-rotating black holes (and inside half a
Schwarzschild radius for rotating, Kerr black holes) cannot interact with the outside, there-
fore radiating matter beyond this point cannot be observed. The GR metric starts deviating
fromNewtonianatafewRs, and3Rs islastradiuswhereaccretioncanbecircular(thisradius
is also called the Innermost Stable Circular Orbit, or ISCO) for a non-rotating Schwarzschild
blackhole. Matteratradiibelow3Rs reachesRs afteronly»(R3
s/GM)1/2 »10¡4 s(Franketal.,
2002).
The emitted luminosity per unit area of the optically-thick accretion disc equals the energy
lost via black-body radiation, giving:
T(R)¼
µ
GM ˙ M
8¼¾R3
¶1/4
/
µ ˙ M
˙ ME
¶1/4µ
M
M¯
¶¡1/4µ
R
Rs
¶¡3/4
. (1.9)
Theinternaltorquesthatconservethetotalangularmomentumwhilekeepingthesteadyac-
cretion responsible for the production of luminosity as in Eqn. 1.5 are called viscous torques.
Eqn. 1.3 implies that inner radii rotate faster than outer radii. This will inevitably produce
shear viscosity, resulting in heat –radiation– being produced, while driving angular momen-
tum outwards.
The origin of viscosity is unclear, yet it should allow the following conditions to be satisﬁed
(King, 2012):
@
@R
(R2­)È0, and
@­
@R
Ç0 . (1.10)
(The increase of angular momentum for larger radii corresponds to a decrease of angular ve-
locity.) A potential candidate model for explaining shear viscosity that obeys Eqn. 1.10 and
is stable against axisymmetric perturbations resides in the magnetic dragging model pro-
posed by Balbus and Hawley (1991). In this model, the disc is threaded by a weak vertical
magnetic ﬁeld that simultaneously acts towards reaching rigid rotation and towards return-
ing elements of the disc to their original locations. Much progress has been made in recentChapter 1 Introduction 5
years thanks to 3D magnetohydrodynamic simulations (both local and global), and conver-
gence tests are now being done (see e.g. Shiokawa et al. 2012; Sorathia et al. 2012 for more
information).
Historically, the uncertainty in the exact physics of viscous stresses has been condensed in
theparameter®thatiswidelypresentincontemporaryliterature. ShakuraandSunyaev1973
(see also Novikov, I. D. and Thorne, K. S. 1973) proposed the ®-prescription,
ºvisc Æ®Hcs , (1.11)
where cs is the sound speed, H is the disc thickness, ºvisc is the kinematic viscosity, and ® is
a unitless parameter, typically ® Ç 1 (Frank et al., 2002). In the case of Keplerian motion, the
torque exerted by an outer ring on an immediately inner ring by viscous stress in a disc of
constant surface density § equals (Kolb, 2010):
¿visc Æ¡3¼ºvisc§(GMR)1/2 . (1.12)
The torque of the inner ring on the outer ring has the same magnitude but opposite sign.
The disc is often assumed to be geometrically thin (i.e. its height z at a radius R satisﬁes
z/R ¿1). The vertical gravitational acceleration at a radius R is
g Æ
GM
r2 cosµ Æ
GM
r2
z
r
¼
GM
R3 z (z¿R) , (1.13)
where r is the distance between the black hole and the element of the disc at radius R and
height z above the midplane, and cosµ Æ z/r. The vertical pressure gradient dP
dz in a disc of
density ½ balances the gravitational force in the vertical direction,
dP
dz
Æ¡½g . (1.14)
If the disc is isothermal in the vertical direction, then the pressure is given by P Æ ½c2
s (cs is
the sound speed). In the approximation of a thin disc, it can be found that h
R ¼
cs
vÁ (where h is
the disc scale-height). Thin discs are therefore highly supersonic.
1.1.2 Outbursts and states
Black hole X-ray binaries show outbursts that last weeks, months or even years (Chen et al.,
1997) (see Fig. 1.2 for the lightcurve showing some of the most recent outburst of GX 339–4).6 Chapter 1 Introduction
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Figure 1.2: Historical lightcurve of GX 339–4 taken with Swift/BAT showing the most recent
outbursts of the source.
These cycles show a rapid increase of X-ray luminosity produced by the trigger of the hydro-
gen ionisation instability (Smak, 1984; Dubus et al., 2001; Lasota, 2001). When the process of
accretion builds up a sufﬁcient mass, the disc reaches a temperature of 104 – 105 K at a local
radius in the disc. At these temperatures1, the hydrogen in the disc starts ionising, increasing
sharply an otherwise low opacity. The high opacity means that the photons are less likely to
escape the gas. The higher-energy photons (in the Wien tail of the black-body distribution)
ionise the medium even further, producing a runaway ionisation, until most of the hydrogen
is ionised. As the viscous stress is linearly proportional to temperature in the ®-prescription,
the increase in temperature triggers an increase in the mass-accretion rate, and the mate-
rial is eaten away. This process continues until the outer disc temperature drops below the
hydrogen ionisation temperature, and the disc is cooled inwards, returning back into quies-
cence.
The rise and later decay of an outburst imply a rise and a fall in luminosity, yet the overall X-
ray luminosity is unevenly distributed among all energies, but redistributed among different
spectral components that dominate the soft and hard bands at each stage of the outburst.
Generally-speaking in the XMM-Newton era, these bands correspond roughly to 0.5 – 2.0 keV
and 2.0 – 10.0 keV, respectively. This behaviour gives rise to a well-known hysteresis cycle
in the hardness-intensity plane, that can be plotted in a hardness-intensity diagram (HID)
(Fig. 1.3).
For such a hysteresis to take place, there needs to be (at least) one other spectral component.
Thisadditionalcomponentisinfactapower-lawwithacut-offathighenergies(atleastinthe
hard state) E » 50 – 150 keV whose relative intensity and slope vary throughout the outburst
(Motta et al., 2009). At low fractions of the Eddington luminosity, a hard power-law (¡ » 1.4
– 2.0) dominates the spectrum and the thermal component may be absent or weak in the X-
rays. At higher luminosities, as the disc emission becomes stronger, the power-law becomes
1 If the disc is in thermal equilibrium at a given radius, a rough estimate of the temperature at which a certain
fraction of ionised hydrogen can be inferred from Saha’s equation for a given hydrogen number density.Chapter 1 Introduction 7
Figure 1.3: Schematic example of a hardness-intensity diagram (LS = low/hard state, HS =
high/soft state, VHS = very high state, IS = intermediate state), shown in Fender et al. (2004),
and its connection with the appearance of jets.
Figure 1.4: Spectra of hard, intermediate and soft states of GRO 1655–40 (left) and their rela-
tive power spectral densities (right), from Done et al. (2007). The soft state (HS, or high/soft)
is characterised by a strong disc black-body component and a soft power-law at higher ener-
gies, whereas the hard state (LH, or low/hard) shows little disc emission, and a much harder
power-law. Intermediate states, not discussed in this Chapter, are also shown. An important
characteristic of the transition from the hard to the soft state is a reduction of the variability
amplitude and a shift of the characteristic frequencies of variability. The latter effect is seen
better in Fig. 1.9.
softer (¡ & 2), see Fig. 1.4. The relative amplitudes of the spectral components give rise to
different states (e.g. Homan et al. 2001).
The change in relative aplitude of these two spectral components can be understood in the
context of two different ﬂows, an outer optically-thick accretion ﬂow (the accretion disc) and
an inner optically-thin inner ﬂow. This optically-thin, geometrically-thick inner ﬂow (H/R »8 Chapter 1 Introduction
Figure1.5: Spectrumresultingfromthesuperpositionofblack-bodycomponentsoriginating
from individual rings in the optically-thick accretion disc, following a T(R) / R¡3/4 relation
(see Eqn. 1.9). Taken from Hanke (2011).
0.3 – 0.4) appears only at low luminosities and may responsible for the power-law emission
(see Done et al. 2007 and references therein).
1.1.3 Spectral components
1.1.3.1 Thermal emission
An optically-thick medium where photons are in thermodynamic equilibrium at a tempera-
ture T Subsec. 1.1.1 emits a black-body spectrum. The intensity of the emission produced by
a black-body follows Planck’s law:2
B(º,T)Æ
2hº3
c2
1
e
hº
kT ¡1
, (1.15)
where k Æ 1.38£10¡16 erg/K is Boltzmann’s constant. The optically-thick accretion disc can
be approximated as a sum of concentric rings, each of which has a local equilibrium temper-
ature T(R) and an area 2¼RdR. The sum of the black-body distributions at each ring pro-
duces a characteristic distribution, often referred to as the ‘multicolour disc black-body‘, see
Lynden-Bell (1969) for its derivation. The resulting spectral shape can be found in Fig. 1.5.
1.1.3.2 Power-law emission
The power-law component is likely produced by Compton up-scattering by hot electrons of
seed photons that originate in the accretion disc. In the case of hard states (¡ . 2.0), the
2The Cosmic Microwave Background is a perfect example of such dependence.Chapter 1 Introduction 9
Comptonising medium is a plasma of electrons in thermal equilibrium with a temperature
kTe »50 – 150 keV, often referred to as the ‘corona’ (for softer states, the lack of a high energy
cut-off suggests a non-thermal, power-law distribution of electrons).
If the electrons were at rest, the relative change in photon energy after one scattering, in the
isotropic case, would be given by:
¢E
E
¼¡
E
mec2 , (1.16)
where me Æ 9.10£10¡28g Æ 0.511MeV/c2 is the mass of the electron. In the case of non-
relativistic thermal Comptonisation expected in the hard state, the electrons are expected
to follow a Maxwellian distribution with a temperature much smaller than their rest-mass
energy, kTe ¿mec2, or £Æ
kTe
mec2 ¿1. In this case, the relative energy change of the electrons
is:
¢E
E
¼¡
4kTe ¡E
mec2 , (1.17)
(Rybicki and Lightman, 1979), and the average ampliﬁcation of the photon energy is A Æ
1Å4£. The probability of scattering depends on the number of electrons in the scattering
volume (optical depth), ¿ Æ nR¾T, where n is the electron number density, ¾T is the Thom-
sonscatteringcross-sectionandR¾T isthevolumewherethescatteringmaytakeplace,with
a probability e¡¿. The average energy increase of a photon travelling in a cloud of electrons
is given by the total number of scatterings max(¿,¿2) (which depends on the random walk
that the photons follow in the medium) times the average energy increase per scattering
A Æ1Å4£, and is given by the Compton parameter y:
y Æ
4kTe
mec2 max(¿,¿2) . (1.18)
Whenthephotonenergyismuchsmallerthantheelectrontemperatureandoccursinanop-
tically thin cloud, Compton upscattering gives an intensity with a power-law slope that de-
rives from multiplying the seed photon intensity times the probability of the photons reach-
ing energy E after k Ælog(E/E0)/log(A) scatterings.
1.1.3.3 Reﬂection spectrum
A good fraction of the photons that undergo Compton up-scattering in the ‘corona’ are inter-
cepted by the much colder accretion disc. The exact fraction is difﬁcult to quantify, but in an
Euclidean metric and assuming isotropic scattering, the number of photons that reach the
disc is proportional to the solid angle subtended by the disc as seen by the ‘corona’. While10 Chapter 1 Introduction
about 60 – 70 per cent of the illuminating ﬂux is absorbed and contributes to heating the
disc (Wilkinson and Uttley, 2009), the rest is observed in the form of a characteristic reﬂec-
tion spectrum. For photon energies below » 10 keV, the cross-section for photo-absorption
(/ Z5E¡3) is larger than the cross-section for Comptonisation, hence most of the photons
at these energies are absorbed in the disc (Done, 2010). Photons with higher energies are
Compton down-scattered a number of times until they leave the medium or reach the above
energies below which photo-absorption becomes much more probable. Compton down-
scatteringproducesthe‘Comptonhump‘,ﬁrstpredictedbyLightmanandWhite(1988),usu-
ally between 20 and 50 keV.
Thephoto-absorbedphotonscanbere-emittedintheformofﬂuorescentlines. IronK®lines
areoftenobserved,andrangeinenergybetween6.4(FeI)and6.97keV(FeXXVI)dependingon
the ionisation state3. Fluorescent lines are produced when the incoming photon is absorbed
by an electron in an inner shell (e.g. K). The vacant ‘Pauli slot’ can be ﬁlled by an electron
from an outer shell (e.g. L), emitting a photon. The emission of a photon following the tran-
sition L ! K happens with a probability given by the ‘ﬂuorescent yield’ which depends on
the ionisation state of the iron (for K®, it is almost constant up to FeXVII). The combination
of photo-electric absorption, Compton down-scattering and ﬂuorescent line emission gives
rise to the so-called reﬂection spectrum.
Theionisationstateofthedisccanbeparameterisedwith»Æ 4¼F
n whereF istheincidentﬂux,
andn isthehydrogennumberdensity. Forhigh»,thereﬂectionspectrumresemblesapower-
law, not easily distinguishable from the power-law responsible for the primary Comptonised
emission. Collisional ionisation can also contribute to an increased ionisation state (Masai,
1997).
1.2 Fourier methods applied to BHXRBs
Fourier4 methods are the fundamental tool to study variability of black hole X-ray binaries
as a function of variability frequency, providing an important advantage over the study of
variability in the time domain, especially when two or more sources in the same state have
to be compared, or e.g. in the case where a new variability model has to be validated by
comparing it to observational data. In both cases, it will be considerably easier to compare
variabilityamplitudesandphasesasafunctionoffrequencythanmatchingnoisylightcurves
with arbitrary phases.
3K¯ lines may be observed too, although these may blend with K® lines due to relativistic blurring that is
discussed in this Subsection.
4Named after the French mathematician and physicist Jean Baptiste Joseph Fourier (1768 – 1930).Chapter 1 Introduction 11
A very important assumption for lightcurves in the context of BHXRBs is that of stationarity.
This means that, given two arbitrary lightcurve segments, the statistical moments of the in-
dividual segments are equal. As shown in this Introduction, BHXRBs can have very different
spectral properties, hence this condition can only be applied when considering lightcurves
of a length comparable to the typical observation time (» few hours).
In the following, I shall introduce the Discrete Fourier Transform, its properties and applica-
tions.
1.2.1 The Discrete Fourier Transform
In the X-ray domain, a lightcurve xh,k is a discrete quantity that equals the number of counts
ch,k that are recorded by a detector within the semi-open time interval [tk,tkÅ1) whose en-
ergy falls within the detector channel h,5 divided by the element of time resolution that is
used for the analysis in seconds, hence xh,k Æch,k/¢t. For an ideal detector6 and in absence
of background, a detector count in a channel h corresponds to a source photon hitting the
detector with an energy in the range [Emin
h , Emax
h ], where Emin
h , Emax
h are the lower and upper
boundaries of channel h, respectively, deﬁned in the instrumental Ancillary Response File
provided with each observation.
The Discrete Fourier Transform (DFT) F(¢) of the signal xh,k can be computed thus (Press,
1992):7
ˆ Xh,l ÆF[xh,k]l Æ
N¡1 X
kÆ0
ei 2¼kl
N xh,k Æ
N¡1 X
kÆ0
xh,k
·
cos
µ
2¼kl
N
¶
Åi sin
µ
2¼kl
N
¶¸
, (1.19)
where k 2 [0,N ¡1] is the partition of the time interval T used for the analysis, such that
T Æ N¢t. Inaddition,l 2[¡N
2 , N
2 ]andthereforethecorrespondingdiscreteFourierfrequency
ºl Æ l
N¢t with a step ±º Æ 1
N¢t . The value ºN/2 Æ ºNyq is called the Nyquist frequency, and
corresponds to the maximum frequency that can be sampled for the above values of N and
¢t.
A property of the DFT with many applications is linearity: given the constants a and b and
two signals u and v,
F(auÅbv)Æ aF(u)ÅbF(v) . (1.20)
5This discussion can be generalised to a binned set of channels, see Chapter 4 for more details.
6In an ideal world, detectors would have a response R(E,h)/±(E ¡(Emin
h ÅEmax
h )/2)
7A very detailed and comprehensive overview of Fourier transforms by Alan V. Oppenheim
can be found as a collection of MIT video lectures at: http://ocw.mit.edu/resources/
res-6-008-digital-signal-processing-spring-2011/.12 Chapter 1 Introduction
The important Parseval’s theorem states that the power contained in a signal is invariant to
the Fourier transform. In discrete terms,
N¡1 X
kÆ0
jxh,kj2 Æ
1
N
N/2 X
lÆ¡N/2
j ˆ Xh,lj2 . (1.21)
An appropriate choice of the time bin size ¢t is necessary to avoid leakage/aliasing; in par-
ticular ¢t must be an integer multiple of the detector time resolution or frame time.
The DFT then allows discrete, time-dependent signals to be studied as a function of the in-
verse of time, frequency, and is therefore very important for the analysis of stationary signals
wheresignalfrequenciesaredirectlyrelatedtothephysicsoftheobjectsunderstudy andthe
variability time-scales.
In general, because of the nature of X-ray detectors, an observed signal xh,k will be formed
by the ‘true’, underlying physical signal sh,k plus a counting noise Poissonian deviation nh,k
such that
xh,k Æ sh,k Ånh,k . (1.22)
Thanks to the linearity property in Eqn. 1.20, the separation between signal and noise is also
possible in the Fourier-frequency domain: ˆ Xh,l Æ ˆ Sh,l Å ˆ Nh,l.
1.2.2 Power spectral density
For any given detector channel, the variability amplitude carried by astronomical signals at
each Fourier frequency is often quantiﬁed in the form of the power spectral density
P(ºl)Æ A
2¢t
N
j ˆ X(ºl)j2 , (1.23)
where A isanormalisationconstant,asweshallsee. Examplesofpowerspectraldensitiesex-
tracted in this Thesis can be found in Figs. 2.9, 3.4 and 4.8. Because astronomical lightcurves
are real-valued, their Fourier transform is complex and antisymmetric around 0 ( ˆ Xl Æ ˆ X¡l).
Hence values corresponding to negative Fourier frequencies provide no information and can
be dropped. The zero-frequency transform ˆ X0 is often referred to as the DC component as
it represents the non-variable part of the signal, and is of no practical interest for variability
studies. In addition, the presence of a constant signal at 0 frequency may leak to neighbour-
ingfrequencybins(º1,º2,etc). Therefore,themeanhxkiissubstractedfromthesignalbefore
the DFT is computed to avoid this effect.Chapter 1 Introduction 13
Thefactor2abovethereforeensuresthatalltheoriginalsignalpowerisconserved(j ˆ X(ºl)j2 Æ
j ˆ X(º¡l)j2)andAisanormalisationconstant. IfA=1/hxki,thesumRa¡b Æ
Pb
lÆaP(ºl)¢ºgives
the total rms amplitude between ºa and ºb (the Leahy normalisation), whereas A = 1/hxki2,
Ra¡b gives the fractional rms amplitude for the same range. The latter normalisation is used
throughout this thesis and is referred to as the Miyamoto or Belloni normalisation.
Foranoiseprocess, eachoftherealandimaginarypartsoftheFouriertransforminEqn.1.19
is independent and identically distributed following a Normal distribution centred at 0. The
power density P(ºl) is then Â2-distributed with 2 degrees of freedom (an exponential distri-
bution with ¸Æ1/2) and therefore, for a given mean M, the variance is M2.
The above signiﬁes that the standard deviation of the power spectrum is not sensitive to the
length of the observation, hence it is not a reliable measure of the ‘true’ underlying power
spectrum caused by the physical process that is taking place (i.e. the observed power spec-
trum is not a consistent estimator of the ‘true’ power spectrum). In order to overcome this
limitation and decrease the variance, lightcurves are usually split into m consecutive seg-
ments of the same length, and then averaged, so that the new standard deviation will de-
crease as 1/
p
m. This is called the Bartlett method (Bartlett, 1948). An additional method for
decreasing the variance is to rebin ˆ Xh,l in frequency. This can be done e.g. logarithmically in
frequency (see e.g. Nowak et al. (1999)).
The presence of Poisson counting noise in the Fourier transform of a lightcurve was men-
tioned in Sec. 1.2. The variance of the noise contribution due to the counting nature of a
lightcurve is simply ck/¢t2 (where ck Æ xk¢t) and is power is independent of frequency, and
equals 2/hxkik in the case of the Miyamoto normalisation.
1.2.3 Coherence
Giventwoidealsignalsu(t)and v(t)observedindifferentenergychannelsorrangesofchan-
nels and assuming that they are continuous, it is possible to ﬁnd a function h(t) that relates
the two signals via (Vaughan and Nowak, 1997):
v(t)Æ
Z Å1
¡1
h(t ¡³)u(³)d³ . (1.24)
By virtue of the convolution theorem, the Fourier transform of the convolution of two func-
tions equals the product of the Fourier transforms, hence
ˆ V (º)Æ ˆ H(º) ˆ U(º) . (1.25)
Ifthequantity ˆ H(º)isindependentofthesegmentusedtosampleit, thentheprocesssignals
ˆ U(t) and ˆ V (t) are said to be fully coherent at frequency º (Vaughan and Nowak, 1997).14 Chapter 1 Introduction
The coherence can be quantiﬁed in the Fourier-frequency domain thus:
°2(º)Æ
jhC(º)ij2
hjU(º)j2ihjV (º)j2i
, (1.26)
where the averages are to be taken over a number of segments m. The quantity C(º) Æ
U¤(º)V (º)isthecross-spectrumthatisusedbelow,andhasanuncertainty±°2(º)Æ
p
2/m°2(º)(1¡
°2(º))/j°(º)j if no observational noise is present (Bendat and Piersol, 2010).
When °2(º) Æ 1, the two signals are said to be fully coherent at frequency º, in which case
H(º) is a constant complex number independent of segment (i.e. the two signals are linearly
correlated).
In real applications, signals are noisy due to Poisson additive noise. Hence, the coherence
function in Eqn. 1.26 has to be corrected for the extra noise term.
The observed signal in Fourier domain in the bands h and h0 will be:8
ˆ Xh,l Æ ˆ Sh,l Å ˆ Nh,l (1.27)
and
ˆ Xh0,l Æ ˆ Sh0,l Å ˆ Nh0,l . (1.28)
Using this notation, the term at the numerator in Eqn. 1.26 can be rewritten thus:
jhChh0,l(º)imj2 Æjh(Sh,l ÅNh,l)¤(Sh0,l ÅNh0,l)imj2
ÆjhS¤
h,lSh0,lim ÅhS¤
h,lNh0,lim ÅhN¤
h,lSh0,lim ÅhN¤
h,lNh0,limj2 ,
(1.29)
where the averages h¢im are taken over m contiguous segments. The subscript m will be
omitted in the following.
In this treatment, the quantity shh0,l Æ hS¤
h,lSh0,li can be understood as the intrinsic signal
component to the observed cross-spectrum hChh0,l(º)i. The remaining terms can be con-
sidered together as the noise contribution to the true underlying signal, nhh0,l Æ hS¤
h,lNh0,l Å
N¤
h,lSh0,l ÅN¤
h,lNh0,li. Given that the signal in each band is uncorrelated with the noise in ei-
ther band, the averages h<(nhh0,l)i Æ h=(nhh0,l)i Æ 0 for sufﬁciently large m, and its variance
will be given by
8Thanks to the linearity property of the Fourier transform, for a set of channels h00 2 S, F(
P
h002S xh00,l) Æ P
h002S F(xh00,l) and therefore the concept of energy channels and bands can be used interchangeably in this
context.Chapter 1 Introduction 15
hjnhh0,lj2iÆ
1
m
¡
hjSh,lj2imhjNh0,lj2im ÅhjNh,lj2imhjSh0,lj2im ÅhjNh,lj2imhjNh0,lj2im
¢
(1.30)
equally distributed between its real and imaginary components.
In the general (and not restricted to cross-spectra) case where a weak signal of amplitude s is
observed in the presence of observational noise with rms-amplitude d, it it known from the
literature (Thomas, 1969; Goodman, 1985) that the observed squared amplitude a2 follows a
probability density function given by (Vaughan and Nowak, 1997; Groth, 1975):
p(a2js2,d2)Æ
1
d2 exp
µ
¡
a2Ås2
d2
¶
I0
µ
2as
d2
¶
, (1.31)
where I0(¢) is the zero-th order modiﬁed Bessel function of the ﬁrst kind (Abramowitz and
Stegun, 1965). This relation can be inverted to give the probability of s2 given a2 and d2
(Chakrabarty, 1996):
p(s2ja2,d2)Æ
1
ds
p
¼
exp
µ
¡
a2Å2s2
2d2
¶
I0(2as/d2)
I0(a2/2d2)
. (1.32)
In the case where a À d, Eqn. 1.32 can be approximated by a Gaussian, and follows that
ha2iÆhs2iÅhd2i.
In our treatment, the squared amplitude of the cross-spectrum, in the case of high measured
coherence and high powers can be found to be (Vaughan and Nowak, 1997): jhChh0,lij2 Æ
jhS¤
h,lSh0,lij2Ån2
hh0,l. Taking Eqn. 1.32 into account, the noise-corrected coherence becomes
(Vaughan and Nowak, 1997):
°2
cor,hh0,l Æ
jhChh0,lij2¡n2
hh0,l
hjSh,lj2¡jNh,lj2ihjSh0,lj2¡jNh0,lj2i
. (1.33)
1.2.4 Lags
The phase-delay (or phase-lag) between the signal in two bands U(º) and V (º) can be ob-
tained from the phase of the cross-spectrumC(º) that is averaged over an ensemble of mea-
surements (in our case, segments), and can be therefore obtained as:
'(º)Æarctan
=(hC(º)i)
<(hC(º)i)
. (1.34)16 Chapter 1 Introduction
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Figure 1.6: Amplitude and real and imaginary parts of the cross-spectrum C Æ R Å iI Æ p
R2ÅI2ei'.
The time-lag then equals:
¿(º)Æ
'(º)
2¼º
. (1.35)
The uncertainty in the estimation of the phase-lag ' from a cross-spectrumC (assumingC Æ
R ÅiI and dropping the dependence on frequency) can be obtained from tan'Æ I
R (Fig. 1.6)
by taking differential increments :
sec2(')¢'¼
R¢I ¡I¢R
R2 (1.36)
where
sec2(')Æ
jCj2
R2 , (1.37)
so that
¢'¼
R¢I ¡I¢R
jCj2 . (1.38)
The variance of the phase-estimates can be obtained from Eqn. 1.38 (see Bendat and Piersol
2010, Eqn. 9.51), from which follows that the error on the phase-lag equals the standard de-
viation of the best estimates of the phase-lag after carrying out m measurements (Eqn. 1.39)
like so:
±'Æ¾' Æ
(1¡°2
raw)1/2
°raw
p
2m
(1.39)
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Figure 1.7: Dependence of the uncertainty of the phase lag on raw (i.e. non-noise-corrected)
coherence, using both the method described in Bendat and Piersol (2010) (see Eqn. 1.39,
dotted lines) and simulated data using different numbers of segments to estimate the cross-
spectra (see text for details). The colours orange, green, cyan and red correspond to 100, 363,
544 and 1000 segments used to average the cross-spectra.
°2
raw Æ
jhC(º)ij2
hjU(º)j2ihjV (º)j2i
. (1.40)
The quantity °2
raw in Eqn. 1.40 differs from °2
cor in Eqn. 1.33 in that no noise subtraction is
performed, and follows directly from the mathematical manipulation in Bendat and Piersol
(2010).
It follows naturally that the error on the time-lag, for a given frequency º, equals
±¿(º)Æ
±'(º)
2¼º
. (1.41)
The validity of Eqn. 1.39 to estimate the uncertainty on the observed phase-lags is tested
here with simulations. 1000 combinations of signal and noise amplitudes are extracted (see
Eqn. 1.27 and Eqn. 1.28) for both energy bands, given different intrinsic signal phase-lags be-
tweenthetwobands. Eachcombinationofamplitudesisusedtoaveragethecross-spectrum
m times, where m Æ100, 363, 544 and 1000. The values m Æ 363 and m Æ 544 correspond to
the number of segments used to extract the phase-lags for the 2006 and 2009 observations
of SWIFT J1753.5–0127 in Chapter 3, respectively. The phase-lag is then extracted from the
averaged cross-spectrum. Finally, the standard deviation of the phase-lag best-estimates as
a function of resulting coherence is plotted in Fig. 1.7 and compared to the theoretical es-
timates in Bendat and Piersol (2010). As it can be seen, Eqn. 1.39 the theoretical estimates
match the simulated data perfectly for m È 100 for values of the raw coherence above 0.1.18 Chapter 1 Introduction
For m Æ 100, the simulated errors diverge clearly from the expected curve. This behaviour is
caused by the fact that, at low coherence, the phase-lags are more likely to wrap around and
produce additional scatter. In this Thesis, the errors on the phase-lags and time-lags have
been derived from Eqns. 1.39 and 1.41. The amplitude resulting from the above equations
matches well the simulated amplitude in the case of the observations of SWIFT J1753.5–0127
andGX339-4intherangesstudied, wheretherawcoherenceÈ0.015dependingonthecom-
bination of bands (the analysis of GX 339–4 has been performed with a much larger number
of segments). It is worth noting that the error-bars in Fig. 1.7 are for a single frequency, while
the phase-lags shown in the following chapters have been rebinned in frequency, thus the
values in Fig. 1.7 should be decreased by a factor 1/
p
kl, where kl is the number of frequen-
cies that contribute to a given frequency bin.
1.2.5 Variability of black hole X-ray binaries
Variability in black hole X-ray binaries is most easily studied using power spectral densities,
extracted using the method outlined above.
In the hard state, power spectral densities were initially modelled as a doubly-broken power-
law, showing a ﬂat-top (in ºPº), or band-limited ﬂicker noise9, with P(º) / º¡1 (Done et al.,
2007). This band-limited noise is limited by two characteristic frequencies, ºb and ºl, that
correspond to two breaks in the power-law distribution, P(ºÇºb)/º0 and P(ºÈºl)/º¡2.
Variability in power density spectra is observed over a broad range of frequencies. Addi-
tive shot models where shots of different widths appear independently of one another are
able to reproduce virtually any noise continuum, yet it has been difﬁcult to ascribe them
to a physical process that takes place in the source. An explanation for the large dynamic
range of frequencies where variability power is observed was proposed by Lyubarskii (1997).
The model proposed in this work assumes that the variations in luminosity are produced by
variations in mass-accretion rate at inner radii, where most of the energy is released. These
variations would result from the contribution of independent ﬂuctuations in mass-accretion
rate at larger radii on the local viscous time-scale10, via a multiplicative process. The result-
ing power spectrum would have a º¡1 power-law shape. From this model, it follows that the
frequencies between which variability is observed could be inversely proportional to the vis-
cous time-scale at the inner and outer radii of the accretion ﬂow. Uttley and McHardy (2001)
9In the following, we will refer to ‘noise’ as the effect of a stochastic process that, for inﬁnite realisations, has
a particular average distribution of powers as a function of frequency or higher-order properties, e.g. in terms of
expected cross-correlations between different bands, as opposed to simple shot noise models, e.g. Doi (1978);
Terrell (1972).
10The viscous time-scale at a radius R in an accretion ﬂow with a viscosity parameter ® and disc half-thickness
H is tvisc Æ 2
3
1
(H/R)2®
1
­(R) (Shakura and Sunyaev, 1973), where ­(R) Æ
³
GM
R3
´1/2
is the Keplerian angular ve-
locity for a black hole mass M. The viscous time-scale corresponds to the time-scale on which the material
(of surface density §) drifts inwards with a radial drift velocity vr(R), giving rise to a local mass-accretion rate
˙ M Æ2¼Rvr(R)§.Chapter 1 Introduction 19
Figure 1.8: Hard-state PSD of GX 339–4 in ºPº units, showing the Lorentzian components
described in the text. From Done et al. (2007).
showed that the absolute rms amplitude of small segments of a BHXRB lightcurve scales lin-
early with the segment mean ﬂux, and predicted that Lyubarskii’s model would reproduce
the data. Uttley et al. (2005) deﬁned the non-linear underpinnings of the processes that pro-
ducetherms-ﬂuxrelationandconﬁrmedthatthemultiplicativenatureofLyubarskii’smodel
wouldreproducethelog-normalityseenintheobservedlightcurves. Thespectral-timingim-
plications of the multiplicative nature of Lyubarskii’s model in Kotov et al. (2001) and Arévalo
and Uttley (2006) show that mass-accretion rate ﬂuctuations can, in principle, reproduce the
observed data beyond power spectra alone.
With better data, the PSDs show deviations away from simple broken power-laws and can be
betterﬁttedbyasuperpositionofseveral(»4–5)Lorentziancomponents, where2–3typically
form the band-limited noise11 (Done et al. 2007 and references therein). Between ºb and
ºl there is another Lorentzian component peaking at ºh that is linked to a quasi-periodic
oscillation (QPO) at ºLF and may replace it when the QPO is not clear.
As the transition between the hard and soft states takes place, the Lorentzian components
are seen to move together (Figs. 1.4 and 1.9), leading to important correlations, ºLF » 5ºb
(Wijnands and van der Klis, 1999) and ºl » 10ºLF (Psaltis et al., 1999; Belloni et al., 2002).
The amplitude and width of these components show additional characteristics as they shift
in frequency (see Done et al. 2007 and references therein). The low-frequency break ºb is
consistentwithbeingproducedattheinneredgeofthegeometrically-thinaccretiondisc,the
disc damping most of the variability produced on time-scales shorter than the local viscous
time-scale,whilethevariabilityathigherfrequenciescouldbeproducedinaninnerﬂow(see
e.g. Churazov et al. 2001; Wilkinson and Uttley 2009). If ºb moves towards higher frequencies
11A Lorentzian proﬁle has the form L(ºjº0) Æ 1
¼
2R2
0Q0º0
º2
0Å4Q2
0(º¡º0)2 , where º0 is the centroid frequency, Q0 »
º0/¢º0,FWHM is the quality factor, and R0 is the normalisation (Belloni et al., 2002; Pottschmidt et al., 2003).
See Pottschmidt et al. (2003) for more details.20 Chapter 1 Introduction
Figure1.9: EvolutionofpowerspectraldensitiesasCygnusX–1transitionsfromthehard(top
left) to the soft (bottom right) state, from Axelsson et al. (2005). It is worth noting that the soft
state variability in persistent sources such as Cygnus X–1 (e.g. bottom right panel) is stronger
than in transient sources.
as the source transitions from the soft to the hard state, then this suggests that the disc may
be less truncated for increasing ºb, supporting the disc truncation scenario.
There are independent arguments that support the picture of a centrally-located source of
power-law photons. These include the amount of reﬂected emission argument. If the source
of power-law photons were more extended, too large a solid angle would produce too large
a fraction of reﬂected emission compared to observed spectra. From spectral-timing studies
with RXTE, it has been shown that the strength of the reﬂection spectrum depends on the
Fourier-frequencies probed in frequency-resolved rms spectra, thus on the radial extent of
the accretion disc (Revnivtsev et al., 1999). In this case, the illuminating power-law compo-
nent must be central, too. Some authors argue that these Comptonised photons must orig-
inate from an optically-thin inner region (Thorne and Price, 1975; Esin et al., 1997), perhaps
Advection-DominatedAccretionFlow(NarayanandYi,1994)thatresultsfromevaporationof
the accretion disc at low luminosities. The low density of this gas results in the electrons not
Comptonising much of the seed disc photons. The ADAF automatically results in the stan-
dard accretion disc being truncated, the truncation radius depending on the mass-accretion
rate (higher accretion rate, as expected, results in less truncation). Notwithstanding the ac-
tual model for the inner ﬂow, there exist additional correlations in the timing domain be-
tween the source hardness, reﬂection fraction and break frequency in power density spectra
(Gilfanov et al., 1999), supporting this picture. In addition, it is also possible that, closer to
the black hole, the optically-thin accretion ﬂow condenses in the form of an ‘inner’ disc (Liu
et al., 2007; Chiang et al., 2010). Other sources of power-law emission that have been studiedChapter 1 Introduction 21
in the literature include a hot corona (Malzac and Belmont, 2009) or even the base of a jet
(Markoff et al., 2005).
The understanding of variability power as a function of source luminosity and spectral shape
has resulted in tighter constraints on the possible geometries and physics of the accreting
ﬂows, with a formidable contribution from the observations obtained with the timing satel-
lite RXTE. Most of the variability studies done were based on power density spectra to infer
physical parameters from the distribution of variability power as a function of Fourier fre-
quency. Yet variability ‘signals’ in different bands can be used to map the geometry of these
systems via the cross-spectrum and its phase.
Using RXTE, which did not cover energies below » 2 keV, it was thought that the variability
observed originated in the optically-thin inner ﬂow, while the disc remained stable (Chura-
zov et al., 2001). This evidence was compatible with the anti-correlation of rms variability
amplitude during the hard-soft transition, hence the disc was seen as stable (Belloni et al.,
2005).
However, recent work with XMM-Newton using covariance spectra and energy-dependent
time-lags (Wilkinson and Uttley, 2009; Uttley et al., 2011) shows that the disc is intrinsically
variable on viscous time-scales and leads the harder, power-law emission with a delay that
is consistent with the scenario described above where mass-accretion rate ﬂuctuations pro-
ducetheobservedvariability. Fluctuationsproducedintheaccretiondiscmaybepropagated
towards smaller radii via a multiplicative process until they reach the source of power-law
photons. In fact, at low frequencies, the energy-dependent time-lags show that the emission
where the power-law dominates lags the soft emission. At higher frequencies (º& 1 Hz), an
up-turn at low energies appears, consistent with the power-law now leading the disc emis-
sion via reprocessing of power-law photons in the disc. This model underlies most of the
work in this Thesis, and will be discussed further in the following Chapters.
In any case, the above results show that joint spectral-timing studies provide a much broader
picture than spectral or timing studies separately. This Thesis will address some of the open
questions in the study of black hole X-ray binaries as follows.
1.3 Purpose of this work
The work presented in this Thesis is aimed towards understanding some of the basic prop-
erties of the geometry of accretion discs in black hole X-ray binaries and its emission, via a
powerful combination of spectral and timing technniques that have resulted in interesting
discoveries in the past regarding disc variability and causality links between spectral compo-
nents (Wilkinson and Uttley, 2009; Uttley et al., 2011). In the present Thesis, it is our scope22 Chapter 1 Introduction
to study stellar-mass black hole systems with a special focus on the link between emission
variability properties in the Fourier domain and their multi-channel cross-correlation prop-
erties. This is because each emission component may vary with different amplitudes, and
their variable emission be delayed with respect to the emission from other components. A
careful examination and modelling of such relationships between different variable spectral
components is able to put very strong constraints on the geometry of black hole systems as
well as the location of the X-ray emitting regions and relative solid angles. These constraints
are much stronger than the best-ﬁt parameters that can result from ‘standard’ spectral ﬁtting
alone, where energy resolution and calibration, as well as model degeneracy make it almost
impossible to conﬁrm many of the scenarios predicted so far.
In Chapter 2, we explore the possibility that the hard-to-intermediate energy (4.0 – 10.0 keV
vs 2.0 – 3.5 keV) time-lags in black hole X-ray binaries be produced by reﬂection of coronal
photons off a ﬂared accretion disc. We model a parameter-dependent transfer function for
reﬂectionthatresultsintwodifferentoutputs, aresultingreﬂectionspectrum, andatime-lag
vs. Fourier-frequency dependence. Due to the limited energy resolution of the instrument,
energy spectra are poorly sensitive to large-scale reﬂection to constrain the outer radius of
the disc, yet they can constrain the inner radius of the accretion disc (where Doppler shifts
are most important). Time-lags, on the other hand, increase for increasing size-scale of the
reﬂector, but are very small for small-scale reﬂection. We ﬁt the model simultaneously to en-
ergy spectra and time-lags of GX 339–4 in the 2004 and 2009 in order to set limits to the solid
angle subtended by the accretion disc and understand the cause of the hard-to-intermediate
time-lags.
Chapter 3 is devoted to the understanding of the variability properties of the accretion disc
in high-luminosity hard states, as compared to fainter hard states. Previous observations
of hard-state black hole X-ray binaries with soft X-ray coverage below » 2 keV showed that
the disc variability leads the power-law variability on time-scales comparable to the disc vis-
cous time-scale, and likely drives the power-law variability (Uttley et al., 2011). We compare
the 2009 hard-state observation of SWIFT J1753.5–0127 to the 2006 hard state, and compare
interesting different properties in the disc amplitude of variability, coherence of its ﬂuctua-
tions, as well as time-lags.
Anoveltwo-dimensional ﬁttingtechniqueisshowninChapter4forconstrainingthelinkbe-
tween spectral and variability properties of emission using a self-consistent approach. Best-
ﬁt model values obtained with this method should reproduce observational variability am-
plitudesaswellasphase-/time-lagsdependenciesacrosstheenergyandfrequencydomains.
This technique opens up an exploratory space in a deeper understanding of the connection
between different spectral components and the geometry of black hole systems.CHAPTER 2
Joint spectral-timing modelling of the hard lags
in GX 339–4: constraints on reﬂection models
The X-ray variations of hard state black hole X-ray binaries above 2 keV show ‘hard lags’, in
that the variations at harder energies follow variations at softer energies, with a time-lag ¿
depending on Fourier-frequency º approximately as ¿ / º¡0.7. Several models have so far
been proposed to explain this time delay, including ﬂuctuations propagating through an ac-
cretion ﬂow, spectral variations during coronal ﬂares, Comptonisation in the extended hot
corona or a jet, or time-delays due to large-scale reﬂection from the accretion disc. In prin-
ciple these models can be used to predict the shape of the energy spectrum as well as the
frequency-dependence of the time-lags, through the construction of energy-dependent re-
sponse functions which map the emission as a function of time-delay in the system. Here we
use this approach to test a simple reﬂection model for the frequency-dependent lags seen in
the hard state of GX 339–4, by simultaneously ﬁtting the model to the frequency-dependent
lags and energy spectrum measured by XMM-Newton in 2004 and 2009. Our model cannot
simultaneously ﬁt both the lag and spectral data, since the relatively large lags require an
extremely ﬂared disc which subtends a large solid angle to the continuum at large radii, in
disagreement with the observed Fe K® emission. Therefore, we consider it more likely that
the lags È 2 keV are caused by propagation effects in the accretion ﬂow, possibly related to
the accretion disc ﬂuctuations which have been observed previously.
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2.1 Introduction
BlackholeX-raybinaries(BHXRBs)haveextensivelybeenstudiedbothintermsoftheirspec-
tra (where a soft, multi-colour disc black-body and a harder power-law component play the
main role) and in terms of their variability, which can be straightforwardly quantiﬁed us-
ing the common approach of computing the Power Spectral Density (PSD) of their signal. In
combinationwiththetime-averagedX-rayspectrum,thisapproachhasenabledthevariabil-
ity to be studied as a function of spectral state, so that the hard power-law-dominated states
canbeassociatedwithlargevariabilityamplitudes(tensofpercentfractionalrms)andband-
limited PSD shapes, while the soft disc-dominated states show much weaker variability and
broadband power-law like PSD shapes.
Although they provide information on the global connection between the emitting compo-
nents and the variability process, the PSD and mean energy spectra alone carry no informa-
tion about the complex pattern of interlinkage between diverse regions in the accreting sys-
tem that lead to transfer of variability from one physical component to another over a range
of time-scales. In order to understand the causal connection between emission processes
that show different relative strengths in two different energy bands, the time-lags between
these two bands can be extracted as a function of Fourier frequency. To date, frequency-
dependent lags have been studied mostly in the hard state of BHXRBs. There the lags (¿) are
’hard’, in the sense that variations in harder bands lag behind variations in softer bands and
depend on frequency as ¿/º¡0.7, albeit with some sharper ’steps’ in the lag-frequency rela-
tion(Miyamotoetal.,1988;Cuietal.,1997;Nowaketal.,1999). Thegeneralformoftheselags
hasbeenexplainedbyavarietyofmodels, includingComptonisationintheextendedcorona
(Kazanas et al., 1997) or a jet (Reig et al., 2003; Kylaﬁs et al., 2008), spectral variability dur-
ingcoronalﬂares(PoutanenandFabian,1999), accretionﬂuctuationspropagatingthrougha
power-law emitting region (e.g. a corona) with an energy-dependent radial emissivity proﬁle
(Kotov et al., 2001; Arévalo and Uttley, 2006), or light-travel times to an extended reﬂecting
region(Kotovetal.,2001;Poutanen,2002). ModelsinvokingComptonisationintheextended
regions predict broader auto-correlation function for photons at higher energies, which suf-
fer more scattering, which is opposite to what is observed (Maccarone et al., 2000; Poutanen,
2001), although more complex models of Comptonisation by the jet may be considered (see
e.g. Giannios (2005)).
Recent measurements of the lag (Uttley et al., 2011) between variations of the accretion disc
blackbody emission and the power-law component strongly indicate that the variations are
drivenbyﬂuctuationspropagatingthroughthedisc(Lyubarskii,1997)tothepower-lawemit-
ting region, however this model cannot simply explain the hard lags between bands where
the power-law dominates.Chapter 2 Modelling of the hard lags in GX 339–4 25
Models to generate frequency-dependent lags work by determining the response to an input
signalofanemittingregionwhichproducesahardspectralcomponent, e.g. acompactcoro-
nal region sandwiching the disc, the upscattering region in the jet or an extended reﬂector.
Theinputsignalmaybechangesinthegeometry,aﬂuctuationinaccretionrate,seedphoton
illumination or illuminating primary continuum. The hard emitting region can only respond
after a delay which, broadly speaking, is set by the time taken for the signal to propagate to
and across the region. The delay time is determined by the signal speed (viscous time-scale
or light-travel time) and the size scale of the hard emitting region. If the delay is large com-
pared to the variability time-scale, the variations of the hard emitting region are smeared out
and so the amplitude of variations of the lagging component is reduced. Thus the observed
drop in lags with Fourier frequency can be reproduced.
In principle, models for the emitting regions which can reproduce the lags should also be
able to reproduce the energy spectrum. Therefore, the combination of lag information with
information on the X-ray spectral shape should provide much greater constraints on mod-
els for the emitting regions than either the commonly used spectral-ﬁtting methods or the
rarely-attempted ﬁts to timing data. As a good proof-of-principle, the simplest models to
attempt this joint lag and spectral-ﬁtting are those where the lags are produced by reﬂec-
tion, i.e. so-called ‘reverberation’ lags. Evidence for small (few to tens of Rg light-crossing
time) reverberation lags generated by reﬂection close to the black hole has been seen in Ac-
tive Galactic Nuclei (Fabian and Ross, 2010; Zoghbi et al., 2010; de Marco et al., 2011; Em-
manoulopoulos et al., 2011) and BHXRBs (Uttley et al., 2011), however the much larger lags
we consider here require a larger scale reﬂector, perhaps from a warped or ﬂaring outer-disc,
which was originally considered by Poutanen (2002). Reﬂection of hard photons from a cen-
tral corona off an accretion disc should produce both a reﬂection signature in the spectrum
and a frequency-dependent time-lag, the shapes of which should depend on the exact ge-
ometry of the reﬂector as well as on the location of the corona itself (for a central, point-like
corona, this would be the height above the disc). It has to be stressed that only non-ﬂat disc
geometries are expected to contribute a signiﬁcant lag at low frequencies (Poutanen, 2002).
The CCD technology of the EPIC-pn camera onboard XMM-Newton provides a time reso-
lution of 5.965 ms (frame readout time) in Timing mode with a 99.7% livetime and an en-
ergy resolution » 125 eV at 6 keV that combined, offer great potential for developing models
thattakeintoaccountenergyandvariabilityinformationtogetherdowntomillisecondtime-
scales. Our aim in the present Chapter is to ﬁt the spectra and time lags from an EPIC-pn
Timing mode observation of a BHXRB simultaneously to discern whether reﬂection is the
main driver of the observed hard-to-medium lags. In order to achieve this, we have devel-
oped REFLAGS, a reﬂection model that assumes a ﬂared accretion disc acting as reﬂector (as-
suming the constant density ionised disc reﬂection spectrum of Ballantyne et al. 2001), and
is able to output for a given geometry either the resulting spectrum, or the expected lags as
a function of frequency. We use this model to ﬁt simultaneously the spectra and time-lags of
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in 2004 and 2009, and so determine whether the reﬂection model can explain the hard lags
observed in these observations while also remaining consistent with the X-ray spectrum. In
principle, this combined approach could yield much greater constraints on the outer disc
geometry than can be obtained with spectral-ﬁtting alone, since low velocities of the outer
regions of the disc cannot be resolved with CCD detectors, although these regions should
contribute signiﬁcantly to the lags if they subtend a large solid angle as seen from the source.
We describe our model in Section 2.2 and the data reduction and extraction of spectra and
time-lags in Section 2.3. In Section 2.4 we discuss the results from ﬁtting the energy spectra
and frequency-dependent time-lags of GX 339–4 together with our model, and also compare
theexpectedoptical/UVreprocessingsignatureoftheinferredgeometrieswithdatafromthe
Swift satellite. We discuss our results and the wider implications of our combined spectral-
timing model-ﬁtting approach in Section 2.5.
2.2 A ﬂared accretion disc model
2.2.1 Model parameters
We consider a simple reﬂection model where the hard lags are produced by the light travel
times from a variable power-law continuum source to the surface of a ﬂared accretion disc
which absorbs and reprocesses the incident radiation or scatters it producing a hard reﬂec-
tion spectrum (George and Fabian, 1991). Following the geometry described by Poutanen
(2002), we have written REFLAGS, an XSPEC model that can describe both the lags as a func-
tionoffrequencyandthemeanspectrum,allowingsimultaneousﬁttingbytyingtogetherthe
parameters from the spectral and lag ﬁts. We assume that the accretion disc is axially sym-
metric but has a height of the disc surface above the mid-plane which depends on radius r
as a power-law
z(r)Æ Hout
µ
r
Rout
¶°
, (2.1)
where Hout is the height of the disc surface at the outermost radius Rout and ° is the ‘ﬂaring
index’.
We place a point-like source of Comptonised photons at a certain height Hsrc above the disc,
located in the axis of symmetry of the system, and assume that the disc is truncated at some
inner radius Rin. Because the lags are proportional to the distances, while the spectral distor-
tionsduetorapidrotationsareafunctionofradiiinunitsofgravitationalradiusRg ÆGM/c2,
we have to specify the black hole mass, which we assume to be MBH Æ10M¯.Chapter 2 Modelling of the hard lags in GX 339–4 27
TheamountofreﬂectionofComptonisedphotonsthatisexpectedtocomefromeachregion
ofthediscstronglydependsonthevalue°,andtheonlycasewherethecontributionofouter
radiitospectraandlagscanbesigniﬁcantisforconcave(°È1)geometries(Poutanen,2002).
Themodelalsodependsonthetwoparametersthatdescribethespectralshape: theincident
power-lawphotonindex¡andtheionisationparameter». Duetocomputationalconstraints
in the model evaluation, the latter is approximated to be constant throughout the disc. For
computational purposes, the disc is also divided into 100 equally spaced azimuthal angles
and 300 logarithmically spaced radii, to produce of a total of 30 000 cells.
The total energy-dependent power-law plus reﬂection luminosity per unit solid angle at a
time t thatisemittedbyasystemwhosegeometryisdescribedbytheparametersabove(rep-
resented by the set ®) and seen at an inclination angle i with respect to the axis of symmetry,
equals:
Ltot(E,tj®,i)ÆLPL(E,t)Åa(E)
­eff
2¼
X
l
LPL(E,t ¡¿l)·®,l(E,i) , (2.2)
where the sum is performed over the index l that represents a single disc cell, LPL(E,t) is
the luminosity per unit solid angle produced by power-law emission and a(E) is the albedo
function.
The factor ·®,l(E,i) contains the several projection terms and solid angle corrections re-
quired for the l-th cell for the geometry described by ® (see Poutanen 2002), as well as rel-
ativistic Doppler and gravitational redshift corrections (following the same simpliﬁed ap-
proach as the DISKLINE model, Fabian et al. 1989), and is normalised so that
P
l ·®,l(E,i)Æ1.
For a given geometry ® and inclination angle i, ­eff then equals the solid angle subtended by
the disc, corrected for the source inclination as seen by the observer. Finally, ¿l represents
the time delay between observed direct power-law emission and reﬂected emission coming
from the l-th cell.
2.2.2 System response and time-lags
For a direct power-law emission pulse (a delta-function) equation (2.2) can be rewritten as:
Ltot(E,tj®,i)ÆLPL(E)
£
³
±(t)Åa(E)
­eff
2¼
X
l
·®,l(E,i)±(t ¡¿l)
´
,
(2.3)
and can be factorised as
Ltot(E,tj®,i)ÆLPL(E)T(E,tj®,i) , (2.4)28 Chapter 2 Modelling of the hard lags in GX 339–4
where
T(E,tj®,i)Æ±(t)Åa(E)
­eff
2¼
X
l
·®,l(E,i)±(t ¡¿l) . (2.5)
ThesystemresponsefunctionT(E,tj®,i)containstheenergy-dependenttimeredistribution
of an input power-law luminosity as a function of time in a geometry ®, as observed at an
inclination i. Provided that the energy spectrum is averaged over a time signiﬁcantly longer
than the largest ¿l, ¿max (which in this case is of order 10 s), the spectrum is given simply
given by: const.£
R ¿max
0 T(E,t0j®,i)dt0. By taking the Fourier transform of equation (2.4):
˜ Ltot(E,º,i)ÆF
©
LPL(E)T(E,tj®,i)
ª
ÆLPL(E) ˜ T(E,ºj®,i) .
(2.6)
Ingeneral,thetime-lagsbetweentwolightcurves s(t)andh(t)inthesoftandhardbandscan
be calculated by computing their Fourier transforms ˜ S(º) Æ F[s(t)] and ˜ H(º) Æ F[h(t)] and
forming the complex-valued quantity C(º) Æ ˜ S¤(º) ˜ H(º), called the cross-spectrum (where
the asterisk denotes complex conjugation). Its argument is the phase lag or phase difference
between ˜ S(º) and ˜ H(º) (Nowak et al., 1999):
Á(º)Æarg
£
C(º)
¤
Æarg
£
h ˜ S¤(º) ˜ H(º)i
¤
(2.7)
and therefore
¿(º)Æ
Á(º)
2¼º
(2.8)
equals the frequency-dependent time-lag.
The transfer function ˜ T(E,ºj®,i) is equivalent to the response function T(E,tj®,i) in the
Fourier-frequency domain. It is then possible to take the expression above to compute the
cross-spectrum that will give the time-lags caused by reﬂection between two broad energy
bands s and h and obtain the lags as above (the notation has been simpliﬁed):
C(º)ÆLPL(Es)LPL(Eh) ˜ T ¤(Es,º) ˜ T(Eh,º) , (2.9)
¿(º)Æ
arg
h
˜ T ¤(Es,º) ˜ T(Eh,º)
i
2¼º
. (2.10)Chapter 2 Modelling of the hard lags in GX 339–4 29
2.3 Data reduction
2.3.1 Extraction of spectra, event ﬁles and instrumental response
ﬁles
GX 339–4 was observed using the XMM-Newton X-ray satellite on 2004 March 16 and 2009
March 26 (ObsIds 0204730201 and 0605610201, respectively). In the present work, we will
concentrate on the data taken using the EPIC-pn camera in Timing Mode, which allows for a
fastreadoutspeed,asopposedtoimagingmodes. Thisisdonebycollapsingallthepositional
information into one dimension and shifting the electrons towards the readout nodes, one
macropixel row at a time, thus allowing a fast readout with a frame time of 5.965 ms.1
TherawObservationDataFiles(ODFs)wereobtainedfromtheXMM-NewtonScienceArchive
(XSA)andreducedusingtheXMM-NewtonScienceAnalysisSystemversion10.0.0toolepproc
using the most recent Current Calibration Files (CCFs).
With the aid of EVSELECT, the source event information was then ﬁltered by column (RAWX
in [31:45]),andpattern(PATTERN <= 4,correspondingtoonlysingleanddoubleevents),
and only time intervals with a low, quiet background (where PI in [10000:12000])
were selected for the subsequent data analysis. The total exposure times are » 164 ks and
» 39 ks for the 2004 and 2009 observations, respectively. The background spectrum was ob-
tained from ObsId 0085680501 between columns 10 – 18 when the source was fainter so that
the background is not contaminated by the source (see Done and Diaz Trigo (2010) for fur-
ther details). rmfgen and arfgen were used to obtain the instrumental response ﬁles. To
account for the effects of systematic uncertainties in the instrumentation, an additional 1%
was added to the error bars.
In the present work, uncertainties in the estimation of the parameters are quoted at the 90%
conﬁdence level for one parameter of interest.
2.3.2 Extraction of the time-lags
When measuring the lags for real, noisy data one needs to ﬁrst take the average of the cross-
spectrum over many independent light curve segments (and also adjacent frequency bins).
1The frame time is the time required to read all the events detected in the 200 RAWY rows of the CCD. In this
observing mode, the spatial information is preserved in only one dimension (RAWX columns), while the RAWY
rows act as a de facto time axis. Every 29.56 ¹s the charge deposited by the events in the CCD is transferred
from one RAWY row to the next towards the reading nodes, which are then read and time-tagged every 5.965
ms. The use of a 29.56 ¹s time resolution for the analysis could lead to deadtime effects and the detection of a
spurious feature at 166.67 Hz (1/0.005965 Hz) caused by a bright row in RAWY = 19. See Kuster et al. (2002) and
the XMM-Newton Users Handbook.30 Chapter 2 Modelling of the hard lags in GX 339–4
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Figure 2.1: Time-lags between 4.0–10.0 and 2.0–3.5 keV energy bands as a function of fre-
quency for the 2004 (black) and 2009 (red) observations.
This is because observational noise adds a component to the cross-spectrum which has a
phase randomly drawn from a uniform distribution (see e.g. Nowak et al. 1999). By averag-
ing over many independent measures of the cross-spectrum, the contribution of these noise
components can be largely cancelled out (the residual error provides the uncertainty in the
lag). Therefore, the time-lags ¿(º) were extracted from the argument of the cross spectrum
averagedovermanysegmentsofthelightcurveastheexposuretimeandthedropoutsdueto
telemetry saturation permit. Throughout this work we will take as the soft band the interval
2.0–3.5 keV and as a hard band the interval 4.0–10.0 keV.
We choose to have 8192 bins/segment for a total duration of » 24.43 seconds per segment,
giving 6690 segments for 2004 and 1582 segments for 2009. This will also constrain the fre-
quency ranges over which lags can be obtained. These frequencies have also been rebinned
geometricallywithabinningfactor1.15inordertoimprovethesignal-to-noiseperfrequency
bin.
The uncertainties on the lag measurements follow from the technique in Nowak et al. (1999)
(see also Bendat and Piersol 2010). These scale as (NM)¡1/2 where N is the number of seg-
ments used to average the cross-spectrum and M is the number of frequencies averaged per
bin. ThelagsareplottedonFig.2.1. Giventhefactthat,withintheerrors,thetime-lagdepen-
dence on Fourier frequency is consistent between the two observations, we will sometimes
assume that the time-lags for the two observations are equivalent and do not vary between
the two observations as their shapes cannot be distinguished within the errors. This ‘substi-
tution’ should in principle give us tighter constraints for our study in Section 2.4.Chapter 2 Modelling of the hard lags in GX 339–4 31
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Figure 2.2: Ratio to a powerlaw after ﬁtting the 2.0–5.0 keV and 7.0–10.0 keV continuum
(black: 2004, red: 2009). The presence of the iron line is clear.
2.4 Results
WetestthemodeldescribedinSection2.2usingthe2004and2009observationsofGX339–4,
in order to understand the validity of the model and infer the geometrical parameters of the
reﬂecting disc that is required to explain both the spectrum and the lags. To do this, the same
model is concurrently ﬁtted to the spectrum as well as the lag versus frequency data. Using
this approach, it is possible to discern the importance of reﬂection to explain the observed
lags, and whether or not an extra variability component to produce the lags is required.
In Fig. 2.2 we plot the ratio of the 2004 and 2009 spectra to a power-law ﬁtted to the 2.0–10.0
keV interval excluding the region 5.0–7.0 keV. The iron line shape appears clearly different,
with the 2004 dataset showing a more broadened proﬁle that is skewed towards higher ener-
gies, while the 2009 line appears narrower and peaked at about 6.4 keV, the value expected
for neutral or weakly-ionised emission.
We perform ﬁts using the 2004 and 2009 spectra in the 3.0–10.0 keV band as well as their
respective lags (we name these model ﬁts A and B, respectively). These energy intervals are
chosen in order to avoid contamination from the band dominated by the disc blackbody
emission. Duetothesmalluncertaintiesonthespectraldata,theweaksteepeninginspectral
shape seen below 3 keV can skew the ﬁt to the spectrum, hence we cut off the spectral ﬁt at
3 keV. However, as shown by Uttley et al. (2011), the lags are not signiﬁcantly affected by
the disc at energies down to 2 keV, hence we include photons down to this energy in the lag
determination, in order to increase signal-to-noise.32 Chapter 2 Modelling of the hard lags in GX 339–4
Table 2.1: Spectral and lag ﬁt parameters using the model REFLAGS in the band 3–10 keV.
Hereinafter, we quote the total Â2 as well as the contribution of the Â2 that corresponds to
both the spectrum and lags, separately.
Parameter Obs. A Obs. B
Rin/Rg Ç130 Ç220
Rout/Rg (16.8Å2.4
¡2.7)£103 (20Å50
¡8 )£103
Hout/Rout È0.83 È0.46
Hsrc/Rg È380 È330
° 2.18Å0.19
¡0.24 È1.69
i 39.7Å0.4
¡0.5 29.8Å1.8
¡4.3
¡ 1.481Å0.003
¡0.002 1.468Å0.004
¡0.006
log» 2.05Å0.03
¡0.02 2.03Å0.02
¡0.01
­eff/(2¼) 1.13 1.28
Â2 (spectrum) 1405 1305
Â2 (time-lags) 152 32
Â2/dof 1557 / 1417 1337 / 1416
The best-ﬁtting parameters for ﬁts A and B are shown in Table 2.1. The corresponding model
comparisons to the data, including the data-to-model ratios are plotted in Figs 2.3 and 2.4.
These initial ﬁts suggest that the model can represent the 2009 (B) data better. The upper
limit on the disc inner radius is below 220 Rg in both cases. This value does not give us any
information on whether the accretion disc in GX 339–4 is truncated or not (for discussions
about disc truncation, see e.g. Tomsick et al. 2009).
As for the values of the outer radius, its value could reach up to »8£104 Rg in B, much larger
than what is found in A, indicating a larger contribution to the narrow iron line in this case.
This is inagreementwiththe stronger core ofthe line inBas seeninthe ratio plot(Fig. 2.2) as
well as the difference between the solid angles. An extremely high value for the source height
Hsrc and a high value for the Hout/Rout ratio suggest that the ﬁts are being driven by the lags,
whose amplitude is strongly dependent on the distances to the furthest regions of the reﬂec-
tor, even if their contribution is small. The ionisation parameter remains consistent between
the observations, although a visual inspection of the residuals and a clear difference in Â2 are
indicative of a disc that can be described with a line of ionised iron, and whose contribution
wouldlikelycomefromtheinnerdiscregionsoftheaccretiondiscwheretheionisationcould
plausibly be larger. The blue wing of a relativistically broadened disc line could conceivably
also contribute to the residuals which we ﬁt with a narrow line, however since the inner disc
radius is not strongly constrained by the lags, the model is already relatively free to ﬁt this
feature with relativistic emission, by being driven by the spectral data alone. The fact that it
does not ﬁt these residuals suggests that a more complex ionisation structure of the disc is
likely (also see Wilkinson (2011)).
However, as seen in the right panel of Fig. 2.3, the model is clearly under-predicting the lags
that are observed by a factor of » 2, mainly at low frequencies that would correspond to a
light-crossing time expected from distant reﬂection. Given that our focus is on the lags and
our aim is to understand whether they are compatible with being caused by reﬂection, weChapter 2 Modelling of the hard lags in GX 339–4 33
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Figure 2.3: Obs. A (2004) spectrum (top) and lags vs frequency (bottom). The thick solid
linerepresentsthemodel REFLAGS forthebest-ﬁttingparameters(seeTable2.1, leftcolumn).
In the spectrum, the thin solid line represents the direct continuum power-law. The lower
panels show the ratio data/model.34 Chapter 2 Modelling of the hard lags in GX 339–4
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Figure 2.4: Obs. B (2009) spectrum (top) and lags vs frequency (bottom). The thick solid line
represent the model REFLAGS for the best-ﬁtting parameters (see Table 2.1, right column).
test whether the lags are being constrained by the line shape by adding an extra Gaussian
componentofvariablewidthtothespectralmodelforthe2004dataonly,thatcorrespondsto
the dataset with higher signal-to-noise. In this way, we improve the ﬁt ‘artiﬁcially’ so that the
modelcanﬁndthebest-ﬁttingcontributiontothenarrow6.4keVcorewhichmightoriginate
atlargerradii, andthusweallowthemodelmorefreedomtoproducelargerlagswhichbetter
ﬁt the data.
The best-ﬁtting parameters after this procedure can be found in the ﬁrst column of Table 2.2,
and an improvement in Â2 is clear. The centroid energy for the additional emission line does
not correspond to any ionised iron ﬂuorescence transition, hence its value may come from a
weighted mean of lines with a complex ionisation.Chapter 2 Modelling of the hard lags in GX 339–4 35
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Figure 2.5: Obs. A (2004) spectrum (top) and lags vs frequency (bottom). The thick solid lines
represent the model REFLAGS (including a Gaussian component in the case of the spectrum)
for the best-ﬁtting parameters (see Table 2.2, left column).
The decrease in the REFLAGS solid angle is compatible with the addition of the extra line, i.e.
the main model does not need to ﬁt it anymore. Despite the attempt to artiﬁcially improve
the spectral ﬁt to allow the model to better ﬁt the large scale reﬂection, the lags from the
model are still too low (Fig. 2.5).
Giventhefactthatthelagsin2004and2009areverysimilardespiteafactorof2smallererror
barsin2004,wealsotrytoﬁtthe2009spectrumswapping2009and2004lags(B’,hereinafter).
This worsens the ﬁt with respect to ﬁt B (Fig. 2.6, second column in Table 2.2), as the smaller
errorbarsinthe2004lagspushthegeometricalparameterstomoreextremevalues,resulting
in an increase of the residuals around the iron line and a slightly larger width of the line36 Chapter 2 Modelling of the hard lags in GX 339–4
Table 2.2: Spectral and lag ﬁt parameters using the model REFLAGS plus an extra Gaussian
ﬁttedto2004 spectrumand lags (obs. A), and mixingthe2009 observationspectrumwiththe
2004 observation lags (obs. B’).
Parameter Obs. A + extra line Obs. B’
Rin/Rg Ç90 Ç120
Rout/Rg (8.8Å3.8
¡1.6)£103 (11.0Å2.6
¡1.9)£103
Hout/Rout 0.84§0.04 0.95Å0.08
¡0.14
Hsrc/Rg 430Å90
¡80 È380
° 2.22Å0.21
¡0.33 2.62Å0.36
¡0.43
i 48.9Å1.0
¡0.6 42.3Å1.3
¡0.8
¡ 1.479§0.003 1.46§0.05
log» 1.50Å0.12
¡0.24 1.65Å0.08
¡0.17
Ec [keV] 6.92§0.02 ¡
¾c [keV] 0.17Å0.03
¡0.02 ¡
­eff/(2¼) 0.78 1.03
Â2 (spectrum) 1132 1335
Â2 (time-lags) 107 77
Â2/dof 1239 / 1414 1412 / 1417
Table 2.3: Spectral and lag ﬁt parameters using the model REFLAGS plus an extra Gaussian,
and mixing the 2009 observation spectrum with the 2004 observation lags in the range 1–10
Hz
Parameter Obs. A + extra line Obs. B’
Rin/Rg Ç60 Ç22
Rout/Rg (8.2Å14.2
¡3.6 )£103 (9.1Å12.2
¡3.5 )£103
Hout/Rout È0.06 Ç0.05
Hsrc/Rg È80 È80
° È1.1 È1.0
i Ç31.0 Ç30.2
¡ 1.459§0.003 1.4398Å0.003
¡0.009
log» Ç1.34 Ç1.31
Ec [keV] 6.85§0.02 ¡
¾c [keV] 0.25§0.03 ¡
­eff/(2¼) 0.81 0.86
Â2 (spectrum) 1108 1449
Â2 (time-lags) 74 78
Â2/dof 1182 / 1402 1527 / 1405Chapter 2 Modelling of the hard lags in GX 339–4 37
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Figure 2.6: Obs. B’ (2009 spectrum, 2004 lags) spectrum (top) and lags vs frequency (bot-
tom). The thick solid lines represent the model REFLAGS for the best-ﬁtting parameters (see
Table 2.2, right column).
due to the increase of the ﬂaring parameter accompanied by a decrease of the outer radius.
Thesechangesalsoincreasesthefrequencyatwhichthelag-frequencydependencebecomes
constant,whichcorrespondstothelongesttime-scaleofvariationsintheresponsefunction).
Thediscparametersinalltheseﬁtsleadtoageometrywherethesourceheight,discﬂaringas
well as the Hout/Rout ratio at the outer radius are extreme. This is due to the fact that the lags
are driving the ﬁts towards increased outer reﬂection to increase their amplitude, however
the spectral model is not necessarily sensitive to small X-ray ﬂux contributions from outer
radii or the change in iron line shape that results (since the different line widths contributed
by radii beyond a few thousand Rg cannot be resolved by the EPIC-pn detector).38 Chapter 2 Modelling of the hard lags in GX 339–4
6
5 2 10 1
4
3
2
1
0
T
i
m
e
l
a
g
[
s
]
E
2
×
F
l
u
x
[
k
e
V
2
p
h
o
t
o
n
s
c
m
−
2
s
−
1
k
e
V
−
1
]
Frequency [Hz]
r
a
t
i
o
8
r
a
t
i
o
Energy [keV]
0.4
0.5
4
1.1
1
0.9
10
0.1
0.01
10-3
10-4
Figure 2.7: Obs. A (2004 spectrum (top) and lags vs frequency (bottom). The thick solid lines
represent the model REFLAGS (including a Gaussian component in the case of the spectrum)
for the best-ﬁtting parameters (see Table 2.3, left column), in the frequency range 1–10 Hz.
In a scenario where the lags are caused by reﬂection only at higher frequencies (e.g. with
a propagation model explaining the lower-frequency lags) the lags would correspond to re-
ﬂecting regions close to the central source of direct emission. If this is the case, excluding the
lagsbelowacertainfrequencywouldleadtoalowerandmoreplausible Hout/Rout. Wethere-
foreexcludelagsbelow1Hzfromtheﬁt(Table2.3),sincethisfrequencyroughlycorresponds
tothethresholdfrequencybelowwhichthelagsrelativetosofterenergiesareconsistentwith
being due to propagation of disc ﬂuctuations (Uttley et al., 2011). In addition, this range
approximately corresponds to a range in frequency of the PSD (Fig. 2.9) where the PSD has a
similarshapeinbothobservations. Figs2.7and2.8showthatwhenlagsatfrequenciesÇ1Hz
are excluded, the model cannot successfully reproduce either the lag shape or amplitude.Chapter 2 Modelling of the hard lags in GX 339–4 39
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Figure 2.8: Obs. B’ (2009 spectrum, 2004 lags) spectrum (top) and lags vs frequency (bot-
tom). The thick solid lines represent the model REFLAGS for the best-ﬁtting parameters (see
Table 2.3, right column), in the frequency range 1–10 Hz.
2.4.1 Consistency of the reﬂection lags model with optical/UV data
The parameters inferred for the best-ﬁtting reﬂection model, which are quite extreme and
still do not provide a good ﬁt to the lags, can also be checked for the implied effect on optical
and UV emission from GX 339–4. X-ray heating of the outer disc could in principle produce
a large optical/UV ﬂux if there is a large solid angle illuminated by the continuum, as is the
case for the geometry inferred from our lag model ﬁts. We can assume that each illuminated
cell in the disc absorbs a fraction of the illuminating continuum equal to 1¡a(E), so that the40 Chapter 2 Modelling of the hard lags in GX 339–4
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Figure 2.9: Power spectral densities for the 2004 (A, black) and 2009 (B, red) observations, in
the energy range 2.0 – 10.0 keV
incident luminosity absorbed by each cell can be calculated for the best-ﬁtting given con-
tinuum shape and model ionisation parameter. If we make the simplifying assumption that
the absorbed luminosity dominates over any intrinsic blackbody emission, we can equate
the luminosity that is re-emitted by the cell to the absorbed luminosity and so determine
the temperature of blackbody radiation emitted by each cell, and hence determine the total
reprocessed contribution to the Spectral Energy Distribution (SED).
To compare the predicted contribution to the optical/UV SED from the geometry required
by the lags model, we have extracted Swift/UVOT (bands ubb, um2, uuu, uvv, uw1, uw2,
uwh) spectra from a 1760 s observation of GX 339–4 made on 29 March 2009, two days after
XMM-Newton observed the source. uvot2pha was used to extract spectra for source and
background using a 6 arcsec radius, as well as extract response ﬁles. No additional aspect
correction was required.
From the best-ﬁtting spectral parameters found in ﬁt B’ and assuming a high-energy cut-off
at 100 keV (Motta et al., 2009), we derive an X-ray luminosity of 3.5£1037 erg s¡1 (assuming
d Æ8 kpc; Zdziarski et al. 2004). This value can be used to predict the reprocessed ﬂuxes that
areconsistentwiththegeometriesinferredfromtheﬁts,accountingforinterstellarextinction
using the XSPEC model redden.
Fig. 2.10 shows the expected reprocessed spectra for the two ﬁts to the 2009 X-ray data (or-
ange for B, red for B’, black is the 2009 X-ray spectrum). The photon index ¡ of the power-law
that characterises the reprocessed spectra at the energies covered by the UVOT data is -0.97.Chapter 2 Modelling of the hard lags in GX 339–4 41
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Figure 2.10: Comparison between expected reprocessed emission using 2009 spectrum with
2004 lags (red) and 2009 lags (orange) and power-law ﬁts to the data with photon indices
¡0.97 (same as low energy tail of reprocessed spectra, in blue) and 1.0 (as expected from
synchrotron emission coming from a jet, in light blue) after removing extinction. The data
points from UVOT are shown in green.
In these energy ranges, dust extinction needs to be taken into account using the multiplica-
tive model redden (Cardelli et al., 1989). E(B-V) = 0.933 is the value for the extinction cal-
culated from IR dust maps along the line of sight towards our source2. By ﬁtting a power-law
with a photon index of -0.97 to the UVOT data, one ﬁnds the unabsorbed intrinsic power-law
depictedinblue, whichhasanormalisationintheUVOTenergyrangethatisseveraldecades
larger than that expected from reprocessing, and requires E(B-V) = 1.587 for Â2/dof=0.8/4.
Therefore the model severely underpredicts the observed ﬂux. A more likely explanation for
the optical/UV emission is ﬂat-spectrum synchrotron emission from a compact jet (Maitra
et al., 2009), or magnetised hot accretion ﬂow (Veledina et al., 2011). Assuming a power-law
photon index of 1.0 (spectral energy index of 0), one also obtains a good ﬁt (Â2/dof=0.64/4)
and a lower extinction than in the previous case, E(B-V) = 1.089 (light blue line). This is con-
sistent with the results found by Maitra et al. (2009) for the same object, ﬁtting broadband
data using only synchrotron and inverse-Compton models. Therefore, the UVOT data can-
not be explained solely by reprocessing in the ﬂared disc envisaged by the lags model and
is more likely to be produced by a synchrotron process. However, a small contribution from
reprocessing cannot be ruled out.
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2.5 Discussion
2.5.1 Physical implications
The analysis shown in Section 2.4 shows that extreme disc geometries are preferred for the
model to reproduce the observed lags as closely as possible within the constraints given by
the overall spectral shape, including the strength of the iron feature at 6.4 keV. There are sev-
eral effects of the reprocessing geometry on the spectral and lag data that need to be high-
lighted to understand why the spectrum can be ﬁtted well, whereas the lags cannot.
Firstly, while the amount of ﬂux in the iron line is proportional to the solid angle subtended
by the disc, the ability to determine how much of it is produced in the outer radii of the disc
(where Doppler effects are weak) is limited by the resolution of the XMM-Newton EPIC-pn
detector. Therefore, the description of the geometry that could be inferred by the spectral
modelling alone is degenerate, since line emission from the largest radii (e.g. » 105 Rg) can-
not be resolved from that at more modest (but still large) radii (e.g. » 104 Rg). The result
of this effect is that the spectral ﬁts are not sensitive to variations in the outer radius of the
reﬂector at large radii.
On the other hand, the lags are very sensitive to the geometry at large radii. Firstly, the lags
at low frequencies increase with both the solid angle and light-travel time to the reﬂector
at large radii. A larger outer radius and more ﬂared disc therefore corresponds to larger
lags. However, the size-scale of the largest radius also corresponds to a characteristic low-
frequency ﬂattening in the lag versus frequency dependence. This is because the frequency-
dependent drop in lags seen at higher frequencies is caused by smearing of the reﬂection
variability on time-scales shorter than the light-travel size-scale of the reﬂector. The reﬂec-
tion variability amplitude is not smeared out for variability time-scales signiﬁcantly longer
than the light-travel time to the largest disc radii, and the lag at low frequencies quickly ap-
proaches the average light-travel delay from the reﬂector (diluted by the direct continuum
emission which has zero intrinsic lag). The frequency of this characteristic ﬂattening in the
lag-frequency dependence is therefore a sensitive indicator of the size-scale of the reﬂector.
However, it is not possible to reconcile the position of this ﬂattening at frequencies » 0.2 Hz
with the large amplitude of the lags at low frequencies, which imply an even larger reﬂector
subtending an even greater solid angle to the continuum at large radii.
The result of these effects is that despite the already extreme inferred geometries the model
is clearly underpredicting the lags. At this point, the maximum value of the lags is now con-
strained by the spectral modelling, which cannot place a tight constraint on the disc outer
radius but does limit the solid angle of the reﬂector. It is instructive to consider the ef-
fects on the predicted spectral shape when the model is ﬁtted to the 2004 lags alone (ﬁxing
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Â2/dof=66.4/16=4.15 for the ﬁt to the lags and yields an apparent solid angle ­eff/2¼ Æ 1.51
subtended by the disc. The resulting spectral shape is compared to the data in Fig. 2.11.
Therefore, even ﬁtting the lag data alone with the model cannot produce a good ﬁt, and the
ﬁt that is obtained shows that much larger solid angles of large-scale reﬂection are required
than are permitted by the spectrum.
The lags cannot be explained solely by reﬂection, it is therefore necessary to invoke an addi-
tionalmechanismtoexplainthem. Thisresultisperhapsnotsurprising, sincewehaveprevi-
ously found evidence that in hard state BHXRBs, ﬂuctuations in the accretion disc blackbody
emission are correlated with and precede the variations in power-law emission (Uttley et al.,
2011). Although the disc variations seem to drive the power-law variations, this does not in
itself explain the lags within the power-law band, which we consider in this Chapter, since
the disc emission only extends up to » 2 keV. However, as we noted in Uttley et al. (2011), at
frequencies Ç 1 Hz, the lags of the power-law emission relative to the disc-dominated 0.5–
0.9 keV band show a similar frequency-dependence to the lags seen within the power-law
band (i.e. ¿/º¡0.7). This strongly suggests that the lags intrinsic to the power-law are some-
how connected to the mechanism which causes the power-law to lag the disc, most probably
due to the propagation of accretion ﬂuctuations through the disc before reaching the power-
law emitting hot ﬂow.
One possibility is that the disc is sandwiched by the hot-ﬂow/corona which produces power-
law emission which becomes harder towards smaller radii, leading to hard lags as ﬂuctua-
tions propagate inwards (e.g. Kotov et al. 2001; Arévalo and Uttley 2006). This model can
explain the hard lags in terms of propagation times in the ﬂow, which are much larger than
light-crossingtimesandsocanproducerelativelylargelagswhichthereﬂectionmodelstrug-
gles to produce without leading to solid angles of large-scale reﬂection. Reﬂection may also
contribute to the lags at some level, but is not the dominant mechanism, at least at frequen-
cies Ç1 Hz.
A more detailed analysis of the contribution of reﬂection to the observed lags could be per-
formed using datasets with higher signal-to-noise, by e.g. searching for reﬂection signatures
around the iron line investigated by Kotov et al. (2001). Lags vs. energy spectra for GX 339–
4 are shown in Uttley et al. (2011) for the 2004 XMM-Newton observation, and demonstrate
that the current quality of the data is not sufﬁcient to detect these features.
Itisalsopossiblethatmultipledistinctcomponentscontributetothelag,e.g. associatedwith
thedifferentLorentzianfeaturesthatcontributetothePSD.Thispossibilitycouldexplainthe
apparent‘stepping’ofthelagvs. frequencythatappearstobelinkedtothefrequencieswhere
the dominant contribution to the PSD changes from one Lorentzian component to another
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2.5.2 Wider implications of combined spectral-timing models
Inthisworkwehaveconsidered(andruledout)arelativelysimplemodelforthelagsinterms
ofthelight-traveltimesfromalargescalereﬂector. However, itisimportanttostressthegen-
eralisability of our approach to other models. In particular, we have shown how it is possible
to combine timing and spectral information to ﬁt models for the geometry and spatial scale
of the emitting regions of compact objects. Previous approaches to use the information from
time-lagstoﬁtmodelsfortheemittingregionhavefocussedonﬁttingthelagdata(e.g. Kotov
et al. 2001; Poutanen 2002). However, since these models also make predictions for the spec-
tral behaviour, it is possible to achieve stronger constraints on the models by ﬁtting the lags
together with the time-averaged energy spectrum, as done here, or with spectral-variability
products such as the frequency-resolved rms and covariance spectra (Revnivtsev et al., 1999;
Wilkinson and Uttley, 2009; Uttley et al., 2011).
Inordertousethesetechniquesmoregenerally,oneneedstocalculatetheenergy-dependent
response function for the emitting region, i.e. determine the emission as a function of time
delay and energy. This approach can be used to test reverberation models for the small
soft lags seen at high frequencies in AGN (Fabian et al., 2009; Zoghbi et al., 2010; de Marco
et al., 2011; Emmanoulopoulos et al., 2011) and BHXRBs (Uttley et al., 2011), which offers the
potential to map the emitting region on scales within a few gravitational radii of the black
hole. Other models can also be considered, e.g. to test the propagation models for the low-
frequency lags with the time-delay expressed in terms of propagation time through the ac-
cretionﬂow. Future, large-areaX-raydetectorswithhightimeandenergy-resolution, suchas
the proposed ATHENA and LOFT missions, will allow much more precise measurements of
the lags in combination with good spectral measurements, so that ﬁtting of combined mod-
els for spectral and timing data could become a default approach for studying the innermost
regions of compact objects. Future research in this direction is strongly encouraged.Chapter 2 Modelling of the hard lags in GX 339–4 45
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Accretion ﬂow diagnostics with X-ray
spectral-timing: the hard state of
SWIFT J1753.5–0127
RecentXMM-NewtonstudiesofX-rayvariabilityinthehardstatesofblackholeX-raybinaries
(BHXRBs) imply that the variability is generated in the ‘standard’ optically-thick accretion
disc that is responsible for the multicolour black-body emission. The variability originates
in the disc as mass-accretion ﬂuctuations and propagates through the disc to ‘light up’ in-
ner disc regions, eventually modulating the power-law emission that is produced relatively
centrally. Both the covariance spectra and time lags that cover the soft band strongly support
this scenario.
Here we present a comparative spectral-timing study of XMM-Newton data from the BHXRB
SWIFT J1753.5–0127 in a bright 2009 hard state with that from the signiﬁcantly fainter 2006
hard state, to show for the ﬁrst time the change in disc spectral-timing properties associ-
ated with a global increase in both the accretion rate and the relative contribution of the disc
emission to the bolometric luminosity.
We show that, although there is strong evidence for intrinsic disc variability in the more lu-
minous hard state, the disc variability amplitude is suppressed relative to that of the power-
law emission, which contrasts with the behaviour at lower luminosities where the disc vari-
ability is slightly enhanced when compared with the power-law variations. Furthermore, in
the higher-luminosity data the disc variability below 0.6 keV becomes incoherent with the
power-law and higher-energy disc emission at frequencies below 0.5 Hz, in contrast with the
coherent variations seen in the 2006 data. We explain these differences and the associated
complex lags in the 2009 data in terms of the ﬂuctuating disc model, where the increase in
accretion rate seen in 2009 leads to more pronounced and extended disc emission. If the
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variable signals are generated at small radii in the disc, the variability of disc emission can be
naturally suppressed by the fraction of unmodulated disc emission arising from larger radii.
Furthermore the drop in coherence can be produced by disc accretion ﬂuctuations arising at
larger radii which are viscously damped and hence unable to propagate to the inner, power-
law emitting region.
3.1 Introduction
Variability on a broad range of time-scales, ranging from milliseconds to hours, is a well-
knowncharacteristicofblackholeX-raybinaries(BHXRBs). Theshort-termvariability(time-
scales up to a few hundred seconds) is strongly dependent on the spectral state of the object,
being particularly enhanced in the so-called hard state, with rms amplitudes up to » 40 per
cent of the average ﬂux (Belloni et al., 2005; Remillard and McClintock, 2006; Muñoz-Darias
et al., 2011).
In the hard state, the X-ray emission is dominated by a hard power-law component (typ-
ically, ¡ » 1.4 – 2.1) accompanied by weaker multi-colour black-body emission associated
with the accretion disc, with kTin Ç 0.5 keV (Miller et al., 2006; Reis et al., 2010). While the
source of black-body photons is strongly suspected to be the accretion disc, there is some
controversy as to the origin and physical location of the power-law component, which could
be produced by Compton scattering in a hot corona (Malzac and Belmont, 2009), in a hot
inner ﬂow (Zdziarski et al., 1998) resulting from the evaporation of the inner radii of the ac-
cretion disc (thus truncating the disc, see e.g. Narayan and Yi 1994), or at the base of the
radio-emitting jet that is observed during this state (Markoff et al., 2005). Notwithstanding
the actual physical source of hard photons (i.e. E & 2 keV), there is general agreement that
the hard photon-emitting region must be relatively central, within tens of gravitational radii
from the central object in the bright hard state.
Previously, most X-ray variability studies of the hard state were conducted using instruments
with hard X-ray sensitivity, e.g. the Proportional Counter Array (PCA) on the Rossi X-ray
Timing Explorer (RXTE), which limited the study of the variability to the hard, power-law
component. Due to the anti-correlation of rms variability amplitude with spectral hardness
as a source transitions to the disc-dominated soft state (e.g. Belloni et al. 2005), a picture
arose where the disc itself was intrinsically stable and variability is generated in the power-
law emitting region, usually envisioned as an unstable hot inner ﬂow (Churazov et al., 2001;
Done et al., 2007).
However, recent work (Wilkinson and Uttley, 2009; Uttley et al., 2011) has used the soft X-ray
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out the ﬁrst spectral-timing studies of the disc in the hard state. This work has shown strong
evidence, in the form of variability (‘covariance’) spectra and time-lags, that the disc is in-
trinsically variable, and that disc variations in fact precede (and likely drive) the power-law
variations, at least on time-scales of seconds and longer. The role of the disc as the driver of
variabilitycanbeexplainedbyinvokingthepresenceofmass-accretionrateﬂuctuationsthat
originate in the disc at particular radii and propagate inwards. Such ﬂuctuations vary at the
local viscous time-scale corresponding to the radius where they are produced (Lyubarskii,
1997; Kotov et al., 2001; Arévalo and Uttley, 2006). Because the ˙ m variations at inner radii are
modulated by the outer ˙ m via a multiplicative process in the context of this model, variabil-
ity is seen at all frequencies that correspond to the viscous time-scales of the radii generating
the propagating signals. Once the perturbations reach the inner regions of the system, these
modulate the power-law emission that accounts for most of the hard X-ray ﬂux. A direct im-
plication of this model is that the variations in power-law X-ray emission must be observed
after the disc black-body variations with a time-delay scaling with the viscous travel-time
between the radii where the ﬂuctuations originate and the power-law emitting region.
So far, evidence for disc-driven variability has been seen in XMM-Newton EPIC-pn observa-
tions of three hard state sources: GX 339-4, Cyg X-1 and SWIFT J1753.5–0127 (Uttley et al.,
2011). These data were obtained during relatively long-lived hard states at moderate lumi-
nosities,around1percentoftheEddingtonlimit(withsomeuncertaintygiventheuncertain
distances to GX 339-4 and SWIFT J1753.5–0127 as well as some uncertainty on their masses).
More luminous hard states, corresponding to outburst rises or ‘failed’ state transitions, have
previously not been studied with detailed spectral-timing into the soft X-ray band, but could
contain important information about changes in the disc variability as the accretion rate in-
creases and the disc emission strengthens. In this chapter, we carry out the ﬁrst detailed
spectral-timing study of a luminous hard state of SWIFT J1753.5–0127, a transient black hole
candidate which was discovered on 2005 May 30 (Palmer et al., 2005). Its » 3.2 hr period
derived from optical lightcurves (Zurita et al., 2008; Durant et al., 2009) makes it the BHXRB
with the second-shortest period known to date (Kuulkers et al., 2012). Since the start of the
outburst, it has undergone a transition to and from the hard-intermediate state. It has never
completed the outburst cycle toward softer states nor has it gone into quiescence. The long-
termSwift/BATlightcurveofSWIFTJ1753.5–0127isshowninFigure3.1andshowstheepochs
ofthetwoXMM-NewtonEPIC-pnobservations. Theﬁrst,obtainedearlyin2006,corresponds
to a relatively faint hard state and shows clear evidence for disc-driven variability (Wilkinson
and Uttley, 2009; Uttley et al., 2011). The second observation was triggered by us in response
to a brightening of the hard state in September 2009, and enables a comparison of a more
luminous hard state with the lower-luminosity states studied to date.
In Section 3.2 we describe our data reduction, and in Section 3.3 we carry out a detailed
spectral-timing study of the 2009 data and compare our results with the 2006 observation. In
Section 3.4 we summarise our key results and interpret them in terms of the disc ﬂuctuation
model which can explain the data obtained at lower luminosities.50 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.1: Swift/BAT lightcurve of SWIFT J1753.5–0127. The 2006 (#1) and 2009 (#2) XMM-
Newton observations of the source are marked in red and orange, respectively.
3.2 Data reduction
SWIFTJ1753.5–0127wasobservedwithXMM-Newtonon2009September29(ObsID0605610301)
andisshownasObs#2onFig.3.1,togetherwiththe2006observation(Obs#1,ObsID0311590901)
that we use later for comparison. We have extracted the data from the EPIC-pn camera in
Timing Mode (Kuster et al., 2002) using the SAS 10.0.0 tool epproc and the most recent
Current Calibration Files (CCFs). We have used evselect for ﬁltering and extracted only
single and double events (PATTERN <= 4) during intervals of low, quiet background. The
column ﬁlters RAWX in [27:50] was chosen for the 2006 observation, and the selection
RAWX in [27:35] || RAWX in [38:50]wasadoptedforthe2009,thusexcisingthe
central two columns to mitigate pile-up effects. Although an excision of further columns re-
sults in a further decrease of pile-up, this effect does not change any of the results shown in
this chapter. Due to telemetry drop-outs, the total useful exposure are » 35.5 ks (2006) and
»13.3 ks (2009).
The tool evselect was used to extract the spectrum and the response ﬁles were extracted
with rmfgen and arfgen. Power spectra, cross-coherences, phase- and time-lags were ex-
tracted using data within the GTI intervals following Nowak et al. (1999) and Vaughan and
Nowak (1997). We use a time bin of 0.005965 s and segment size of 16384 and 4096 bins/seg-
ment (for the 2006 and 2009 observations, respectively).
We omit any segments with gaps between successive events longer than 0.1 s. These gaps
are likely to be due to telemetry drop-outs that are not always included in the GTI ﬁles. Co-
variance (Wilkinson and Uttley, 2009) and rms spectra (Revnivtsev et al., 1999) as well as the
energy-dependent phase- and time-lags were also extracted for different frequency ranges as
discussed in Section 3.3.3.Chapter 3 Spectral-timing of SWIFT J1753.5–0127 51
Given the Fourier transform of the signal in the i-th energy channel (or energy band) Si(ºl),
the cross-spectrum between two bands 1 and 2 is deﬁned as:
hC1,2(ºl)iÆhS¤
1(ºl)S2(ºl)i , (3.1)
where the averages are performed over a number of independent segments and frequency
bins m. Energy-dependent products such as phase- and time-lags as well as covariance
spectra can be obtained from the above quantity by deﬁning a reference band for each chan-
nel/bandS¯ i(ºl)Æ
P
i06Æi Si0(ºl). Inreality,thereferencebandcanbeﬁne-tunedtoincorporate
agivensetofchannels(e.g. asoftorahardband),aswewillshowintheResultssection. With
this deﬁnition, the cross-spectrum for the i-th channel becomes:
hCi(ºl)iÆhS¤
¯ i (ºl)Si(ºl)iÆ
*
X
i06Æi
S¤
i0(ºl)Si(ºl)
+
. (3.2)
The energy-dependent phase-lag is then given by Ái(ºl) Æ arg
£
hCi(ºl)i
¤
and its time-lag is
¿i(ºl)ÆÁi(ºl)/2¼ºl.
The covariance spectrum in the frequency range ºl1 to ºl2 can be deﬁned as (Wilkinson,
2011):
Ni,l1!l2 Æ
r
Pl2
lÆl1
³
hjCi(ºl)j2i¡Bi(ºl)
´
¢ºl
qPl2
lÆl1hjS¯ i(ºl)j2i¢ºl
, (3.3)
where ¢ºl is the width of the l-th frequency bin and Bi(ºl) denotes the bias caused by the
contribution of Poisson power Ni, which is subtracted from the modulus-squared value of
the observed cross-spectrum (see e.g. Vaughan and Nowak 1997):
Bi(ºl)Æ(hjS¯ i(ºl)j2ihjSi(ºl)j2iÅhjS¯ i(ºl)j2ihNi(ºl)i
ÅhN¯ i(ºl)ihNi(ºl)i)/ml ,
(3.4)
where ml equals the product of the number of segments used for the averages, times the
number of frequency bins that contribute to the sums over frequency bins in Eqn. 3.3. With
the deﬁnition above, the amplitude of the covariance spectrum equals the value of the rms
spectrum (Revnivtsev et al., 1999) when the coherence between each energy channel and
their respective reference bands equals unity, and its value decreases according to the value
of the coherence otherwise. The units are the same as those of the rms and mean spectra,
therefore the covariance spectrum can be divided by the mean spectrum to show the ampli-
tudeoffractionalcorrelatedvariabilityasafunctionofvariabilityfrequency(seee.g. Fig.3.6).52 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
Covariance spectra can be used to study the properties of the spectral components as they
vary on different time-scales, as we shall see.
ThespectralanalysiswasperformedinISIS1.6.2-1(HouckandDenicola,2000),usingaspec-
trum where a minimum of 3 channels per bin are grouped together, after adding 1% sys-
tematic error to account for instrumental uncertainties in the calibration of the instrument
(Wilkinson and Uttley, 2009).
3.3 Spectral-timing analysis and results
3.3.1 Spectral analysis
We ﬁrst apply a simple phenomenological model to the energy spectrum in order to under-
stand qualitatively the contributions of the key continuum components, which will inform
our choice of energy-bands for spectral-timing analysis. A cursory examination of the un-
foldedspectrumrevealsaclearsoftX-rayexcessabovetheusualpower-lawemission,consis-
tentwithastrongerdiscblack-bodycomponentthanisseenatlowerluminositiesinthehard
state. Therefore we consider a model consisting of a multi-colour disc black-body emission
component plus a thermal-Comptonisation component (nthcomp, hereinafter the ‘power-
law’ component given the similarity in shape at the hard energies), both absorbed by neu-
tral Galactic absorption with the model tbnew (Wilms et al., in prep.).1 In ISIS, the model
corresponds to tbnew(1)*(diskbb(1)+nthcomp(1)). In addition, we ﬁx the neutral
hydrogen column density NH value to 0.194£1022 cm¡2 (Wilkinson and Uttley, 2009) and
the thermal-Comptonisation electron temperature kTe to 53 keV (Reynolds et al., 2010). The
seed photon temperature for Comptonisation is tied to the disc black-body inner disc tem-
perature. The model is ﬁtted only to the 0.7–10 keV energy range, following the recommen-
dations of the EPIC Consortium not to consider the data below 0.6 keV (Guainazzi, M., 2011),
however we plot the entire useful energy range covered by the data for completeness and to
show clearly the predicted disc contribution.
The best-ﬁtting parameters for the model are shown in the ﬁrst column of Table 3.1 and the
spectrum together with the best-ﬁtting model is shown in Figure 3.2. Although the ﬁtting
procedure yields a high Â2/d.o.f. » 2.6 (possibly because of underestimated instrumental
systematic errors), our aim is not to provide an accurate spectral ﬁt but rather to understand
what emission components are the fundamental spectral sources of photons. Therefore, we
do not include the non-primary spectral components in the ﬁt, such as the disc reﬂection
component.
1http://pulsar.sternwarte.uni-erlangen.de/wilms/research/tbabs/Chapter 3 Spectral-timing of SWIFT J1753.5–0127 53
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Figure 3.2: 2009 spectrum (black) and best-ﬁtting model (red) using
tbnew(1)*(diskbb(1)+nthcomp(1)). The Â2 and ratio residuals are shown in
the lower panels. The absorbed (solid line) and unabsorbed (dashed dotted line) contri-
butions of the disc black-body and Comptonisation components are depicted in blue and
green, respectively. The spectrum below 0.7 keV (left side of the vertical line) is shown but
not used for the ﬁt.
We use the same model to re-ﬁt the EPIC-pn spectrum of the 2006 hard-state observation
presented in Miller et al. (2006) and Wilkinson and Uttley (2009), which we will later use for a
comparison with the 2009 data. The ﬁtted parameters are shown in Table 3.1 and the model
ﬁt is plotted in Fig. 3.3. In this case we ﬁnd a harder power-law (¡ Æ 1.620§0.005) and a
much weaker disc black-body component with a lower temperature (kTin Æ0.212Å0.020
¡0.018) and
normalisation only »3 percent of the value from 2009.
3.3.2 2009 data: frequency-dependent spectral-timing properties
The presence of both a disc black-body component and a Comptonisation component that
dominate different energy bands covered by EPIC-pn, as seen in Figure 3.2, suggests that
the variability properties of the source may differ where the photon ﬂux is dominated by ei-
ther the disc black-body or the power-law components. Hence it is convenient to extract
light curves for the energy ranges 0.3 – 0.6 keV, 0.6 – 1.0 keV, 2.5 – 4.0 keV and 4.0 – 10.0 keV,54 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.3: 2006 spectrum (black) and best-ﬁtting model (red) using
tbnew(1)*(diskbb(1) +nthcomp(1)). The Â2 and ratio residuals are shown in
the lower panels. The absorbed (solid line) and unabsorbed (dashed dotted line) contri-
butions of the disc black-body and Comptonisation components are depicted in blue and
green, respectively. The spectrum below 0.7 keV (left side of the vertical line) is shown but
not used for the ﬁt.
Table 3.1: Best-ﬁtting values for the model tbnew(1)*(diskbb(1)+nthcomp(1)) ﬁt-
ted over the range 0.7 – 10.0 keV. The disc black-body normalisation Ndbb is in units of
[(rin/km)/(D/10kpc)]2cosµ (where rin is the ‘apparent’ disc inner radius that is also depen-
dent on the inclination µ of the disc, see Kubota et al. (1998)), whereas the Comptonisation
normalisation is in units of photons cm¡2s¡1keV¡1 at 1 keV.
Parameter Value (2009) Value (2006)
NH [1022 cm¡2] 0.194 (ﬁxed) 0.194 (ﬁxed)
kTin [keV] 0.248§0.001 0.212Å0.020
¡0.018
kTe [keV] 53 (ﬁxed) 53 (ﬁxed)
Ndbb 31490Å810
¡940 1050Å270
¡50
¡ 1.961Å0.004
¡0.005 1.620§0.005
Nnth 0.429§0.003 0.052§0.003
Â2/d.o.f. 1638/617 600/623Chapter 3 Spectral-timing of SWIFT J1753.5–0127 55
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Figure 3.4: Power spectral densities (PSDs) for the 2009 observation in the energy bands 0.3
– 0.6 keV (black), 0.6 – 1.0 keV (red), 1.0 – 2.5 keV (blue), 2.5 – 4.0 keV (green) and 4.0 – 10.0
keV (magenta) showing two broad peaks whose relative amplitude varies as a function of the
energy band chosen.
hereinafter ultrasoft (black), soft (red), intermediate (green) and hard (magenta) bands, re-
spectively. For completeness we also extracted data from the the 1.0 – 2.5 keV band (blue),
although since this band shows no unique properties compared to the other bands, we do
not show it in our later spectral-timing results, but we do include it in showing the energy-
dependentpower-spectral densities(PSDs), whichare showninFig. 3.4. Asshownin Fig. 3.2,
the ultrasoft and soft bands are dominated by the disc black-body component, whereas the
intermediateandhardbandscoverthepower-lawcomponent. Therange1.0–2.5keVrepre-
sents the variability power for the photons emitted by a combination of the black-body and
power-law components.
In addition, the ultrasoft, soft, intermediate and hard bands are also used to extract the co-
herence, phase-andtime-lags, usingthecombinationsultrasoft-soft, ultrasoft-intermediate,
ultrasoft-hard, soft-intermediate, soft-hard and intermediate-hard, shown in Fig. 3.5. The
properties of coherence and lags with respect to the 1.0 – 2.5 keV band show an intermediate
behaviour compared to other bands and are not shown here.
3.3.2.1 Amplitude of variability
The power spectral densities in Fig. 3.4 show evidence for two broad noise components,
peaking at » 0.4 and » 2 Hz (hereinafter, the ‘low-frequency’ and ‘high-frequency’ peaks
respectively). The relative amplitude between the two peaks changes, depending on the
energy band considered. At the soft and ultrasoft energies where the disc black-body emis-
siondominates,thelow-frequencypeakshowsalargerpeak-amplitudeofvariabilitythanthe
high-frequencypeak. Conversely, forthepower-law-dominatedintermediateandhardener-
giesthehigh-frequencypeak-amplitudebecomesstrongerwithrespecttothelow-frequency56 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.5: Coherence, time- and phase-lags for the 2009 observation, using different com-
binations of the bands 0.3 – 0.6 keV, 0.6 – 1.0 keV and 4.0 – 10.0 keV. A positive lag indicates
thattheemissionintheharderbandlagstheemissioninthesofterband. Theshadedregions
indicate the frequency intervals used to average the energy-dependent products studied in
Section 3.3.3.
peak and is consistent between the two bands, while the 1.0 – 2.5 keV band shows an in-
termediate behaviour between the softer and the higher-energy bands. Besides the energy-
dependenceofthePSDshape,thereisalsoaclearchangeinnormalisation,withtheultrasoft
band showing the weakest variability at all frequencies, followed by the soft band and then
the higher-energy bands. This behaviour contrasts with that seen in the 2006 data by Wilkin-
son and Uttley (2009), where the softer 0.5-1 keV band showed larger-amplitude variability
than the 2-10 keV band at low frequencies.
3.3.2.2 Coherence
The coherence is an indicator of the degree of linear correlation between variations in the
emission in two different bands (Vaughan and Nowak, 1997) at a particular frequency. Full
coherence (when the coherence equals unity at the given frequency) is reached when the
variations in emission in one band can be reconstructed linearly from the variations in emis-
sion in the other band. The upper panels in Fig. 3.5 show the coherence computed for all
possible combinations of the above bands. For all plots in the ﬁgure (including time- andChapter 3 Spectral-timing of SWIFT J1753.5–0127 57
phase-lags), the left panels show the frequency-dependent products computed between the
pair of bands that cover the disc black-body region (black) or the pair of bands which cover
the power-law region (red), i.e. the disc vs. disc behaviour and the power-law vs. power-law
behaviour. The remaining panels show the same products made from intercombinations
of the disc and power-law bands, combining the intermediate and hard bands (middle and
right panels, respectively) together with the ultrasoft (black) and soft (red) bands that are
dominated by the disc black-body emission.
In a simple case where all of the emission in one spectral component varies linearly together
at all energies, the coherence between the observed emission in two bands where that com-
ponent dominates should approach unity. This is similar to the case observed with the co-
herence between the intermediate and hard bands that sample the power-law (C.I), as well
as between the intermediate (C.II) and hard bands (C.III) with respect to the soft band (red),
up to » 0.6 Hz. This frequency roughly corresponds to the point where the low and high-
frequency peaks in the PSD intersect (Fig. 3.4). The coherence deviates slightly from unity
for frequencies below »0.1 Hz between the hard and soft bands.
A very different behaviour is observed between the ultrasoft and the soft, intermediate and
hard bands. In this case, unity coherence is reached at »0.6 Hz, and decreases towards both
lower and higher frequencies, reaching values of » 0.5 in some cases. Interestingly, the ul-
trasoft variations at low frequencies are just as incoherent with the soft variations as they are
with the hard or intermediate variations. Thus, at low frequencies, while the variations in the
two power-law bands are coherent with each other, a signiﬁcant fraction of the variations in
the two disc bands are incoherent with each other.
3.3.2.3 Time and phase lags
Previousobservationsoftime-lagsinthehardstateshowthattheyroughlyfollowafrequency-
dependence ¿(º)/º¡0.7 (Miyamoto and Kitamoto, 1989; Miyamoto et al., 1992; Crary et al.,
1998; Nowak et al., 1999), albeit with detectable ‘steps’ in the lag vs. frequency dependence
wherethedataaregoodenoughtodiscernthem(Nowaketal.,1999). Fortheobservationthat
we are studying, the frequency dependence does clearly vary as a function of energy bands
chosen. For lags between the two disc-dominated bands (ultrasoft and soft) or between the
intermediateandhardpower-lawbands, arelativelysmallamplitudeisseenwithaweakand
smooth evolution of phase lag with Fourier-frequency. However, the lags between power-law
and disc bands show a much more pronounced change with a signiﬁcant ‘step’ (most clearly
visible in the phase lags) above 1 Hz. Thus the strongest evolution of lags with frequency
occurs when comparing the lags between the power-law and disc bands, with the power-law
lagging the disc variations, as seen in other observations of hard state BHXRBs (Uttley et al.,
2011).58 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
3.3.3 2009 data: energy-dependent lags and covariance spectra
Given the complex behaviour in the coherence and lags shown in Fig. 3.5, we next pursue an
energy-resolved analysis that can more clearly relate this behaviour to the different spectral
components that contribute to the variability of the source.
We extract cross-spectra in the frequency ranges 0.04 – 0.20 Hz, 0.2 – 0.6 Hz, 0.6 – 1.0 Hz and
1.0–2.0Hz(orange-,blue-,grey-andgreen-shadedregionsinFig.3.5)thatcorrespondtofre-
quencyrangeswithcomparablebehaviourintermsoflagsandcoherence. Thecross-spectra
are computed between a broad, high signal-to-noise reference energy band, and each of 30
rebinned energy channels. Following Wilkinson and Uttley (2009) and Uttley et al. (2011),
the reference band light curve is determined separately for each channel since it must have
the signal in the channel of interest subtracted in order to avoid correlated Poisson noise ef-
fects. In these previous works, the data were largely coherent at all frequencies, so the results
were not sensitive to the choice of reference band. In the observation presented here, our
spectral-timing products could vary with the choice of reference band, because the lags and
covariance spectra are effectively weighted by the coherence of each channel with the refer-
enceband. Therefore,toaccountforanyeffectsduetothechoiceofreferenceband,wemake
cross-spectra for two reference bands: 0.5 – 2.5 keV and 3.1 – 10.0 keV. Following Uttley et al.
(2011), we make energy-dependent lag and covariance spectra for each of these two bands,
plotted as the left and right columns in Fig. 3.6.
3.3.3.1 Lag-energy spectra
The time and phase-lag versus energy are shown in the top two sets of panels in Fig. 3.6.
Because the lag difference between two separate energy channels is relative to the choice of
reference band, the offset on the y-axis is not meaningful in this case. The main considera-
tion is the relative lag between channels, which is plotted here so that more positive values
of lag are lagging smaller/more-negative values. We do not plot the time lags for the lowest-
frequency range, since their large values would make it difﬁcult to read the data for the other
frequency ranges (these data can be seen in the phase lag plots, however).
The dependence of the lags on energy can be approximated as a ‘broken’ log-linear law, with
a steeper slope below » 1.0 keV and a ﬂatter dependence above that energy. This turning
pointisclosetotheenergywherethephotonﬂuxfromtheComptonisationcomponentover-
comes the disc black-body photon ﬂux (Fig. 3.2). In the frequency range 0.2 – 0.6 Hz, the lag
between the power-law and disc components reaches values up to » 0.2 s, reaching values
close to zero as the frequency increases. This behaviour was also shown in Uttley et al. (2011)
andisconsistentwiththediscvariationsleading(andprobablydriving)thepower-lawvaria-
tions on time-scales of seconds. At frequencies of 1 – 2 Hz, the low-energy down-turn in lags
is replaced by a small up-turn, also similar to what was observed for other observations of
BHXRBs at similar frequencies (Uttley et al., 2011). However, it is interesting to note that inChapter 3 Spectral-timing of SWIFT J1753.5–0127 59
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Figure 3.6: Time- and phase-lag spectra, covariance spectrum divided by average spectrum
and covariance spectrum divided by covariance spectrum computed in the range 0.2 – 0.6
Hz for 2009 observation, using the soft (0.5 – 2.5 keV, left) and the hard (3.1 – 10.0 keV, right)
reference bands. The frequency ranges used are 0.04 – 0.20 Hz (black), 0.2 – 0.6 Hz (red), 0.6
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this frequency range, the log-linear shape appears also to break downwards at around 2 keV
(this behaviour is seen most clearly in the phase lag plot), suggesting that there is a compos-
ite shape, perhaps consisting of leading higher-energy disc emission together with lagging
lower-energy disc emission. It should be noted that the general behaviour in the lags is repli-
cated using both choices of reference band, albeit with small differences between them.
3.3.3.2 Covariance spectra
In addition to the causal information shown above, we extract covariance spectra from the
cross-spectra (Wilkinson and Uttley, 2009; Uttley et al., 2011) in order to quantify, as a func-
tion of energy, the amplitude of variable emission that is linearly-correlated with the refer-
ence band of choice (see Section 3.2). The covariance spectrum depends on the coherence
between the reference band of choice and each energy channel. In the limit where the co-
herence is unity, the covariance spectrum is equal to the rms spectrum (e.g. Revnivtsev et al.
1999), although with considerably smaller error-bars due to the effect of the broad reference
band acting as a matched ﬁlter on the ﬂux variations in individual channels.
The panels in the third row of Fig. 3.6 show the corresponding covariance spectra divided
by the mean spectrum, which enables us to estimate the contribution of each component
to the overall variability, analogous to the fractional rms spectrum. For energies above » 2
keV, the fractional covariance spectra show a roughly power-law slope that becomes harder
for increasing frequencies. At the lowest frequencies, the power-law slope is softer than the
mean, while it reaches the slope of the average spectrum at the highest frequencies, 1.0 – 2.0
Hz. This effect is mild if only the ﬁrst three frequency ranges are considered, and becomes
more obvious for the 1.0 – 2.0 Hz range.
Such an effect can also be seen in the lowest panels of Fig. 3.6, by computing the ratio be-
tween the covariance in the frequency bands 0.04 – 0.20 Hz, 0.6 – 1.0 Hz and 1.0 – 2.0 Hz
and the covariance in the range 0.2 – 0.6 Hz. In this case, the variation in power-law slope
is plotted independently of any constant component, which would not contribute to the co-
variance spectra used to normalise the data. Thus the effect cannot be due to any simple
change in the ratio of a variable to constant spectral component which have different spec-
tral slopes. Instead, the hardening of the power-law variations at higher frequencies is intrin-
sic to the variable power-law itself. Similar behaviour has been seen in frequency-dependent
rms spectra of hard state BHXRBs obtained from RXTE data (e.g. Revnivtsev et al. 1999).
At the disc-dominated energies (i.e. below »1 keV), the fractional covariance is up to a factor
» 5 weaker than at the power-law-dominated energies, suggesting that, although the disc
variability is apparently driving the power-law variability (as seen in the causality argument
provided with the lags above, and in Uttley et al. 2011), the disc emission is less variable than
the power-law emission.Chapter 3 Spectral-timing of SWIFT J1753.5–0127 61
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Figure 3.7: Fractional covariance (black) and fractional rms (red) in the 2009 observation for
the frequency ranges 0.04 – 0.20 Hz, 0.2 – 0.6 Hz, 0.6 – 1.0 Hz and 1.0 – 2.0 Hz
In Fig. 3.5 we showed that the coherence clearly drops below unity at low frequencies in any
of the combinations of energy bands studied where the ultrasoft band was considered. As in
the previous cases shown above, this drop can be quantiﬁed in an energy-dependent man-
ner by comparing the rms and covariance spectra. The fractional covariance spectra shown
in Fig. 3.6 appear to ﬂatten off at the lowest energies in the intermediate frequency bands,
while in the lowest-frequency band (where coherence is low) it continues to drop. We can
show that this effect is due to the low coherence of variations of the softest photons by com-
paring the fractional covariance spectra with the fractional rms spectra, shown in Fig. 3.7.
Where the fractional covariance (black) and rms (red) are the same, the coherence is consis-
tent with unity. However, at low frequencies, the fractional covariance is clearly lower than
the fractional rms below »0.5 keV, indicating sub-unity coherence at these energies, consis-
tent with our ﬁndings from the frequency-dependent coherence.
On the other hand, above 0.5 keV the fractional rms and covariance are similar for the three
lowest frequency ranges, indicating that the higher-energy part of the disc emission varies
coherently with the power-law emission on time-scales longer than a second. However, as
also expected from the frequency-dependent coherence measurements, the coherence of
this soft-band emission with the higher energy emission also drops in the 1–2 Hz frequency
bin. This drop manifests itself as a drop in fractional covariance compared to fractional rms,62 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.8: Power spectral densities for the 2006 observation
which is seen at low energies for the 3.1–10 keV reference band, and at high energies for the
0.5–2.0 keV reference band (since this band contains the disc emission).
3.3.4 Comparison with the spectral-timing properties in the 2006
hard state
The 2006 observation was obtained during a hard state that was a factor of »3.4 fainter than
the2009observationintheSwift/BAT lightcurve(redarrowinFig.3.1). Theluminositydiffer-
ence is even greater at the lower energies covered by XMM-Newton, since the 2006 data show
amuchharderpower-lawcomponent(¡Æ1.620§0.005)whichdominatestheSED,sincethe
disccomponentismuchweaker(seeFigs.3.2and3.3andTable3.1foracomparison). Dueto
therelativelylowsignal-to-noiseinthe2006datacomparedto2009,welimitourcomparison
ofthedatatoafew keyaspects(suchasthePSDandcoherence)andthetwolowerfrequency
ranges for the energy-dependent comparison of lags and covariance.
The power spectral densities for the 2006 observation are shown in Fig. 3.8. In this observa-
tion,thedatacanbeapproximatedbyapower-lawdownto»0.04Hzwithasimilarslopeand
amplitude for all energy ranges considered, as opposed to the much clearer energy depen-
dence of the power amplitude of the two peaks observed in 2009, whose relative amplitudes
also changed with energy. The lower-frequency peak in the PSD seen in 2006 is consistent
with the correlation of PSD changes with spectral evolution seen in moderate to high lumi-
nosity hard states of other BHXRBs, with lower-frequency features seen when the spectrum
is harder (e.g. Belloni et al. 2005).
In the 2009 observation, an important property of the coherence at frequencies below » 0.6
Hz is a drop down to coherence values » 0.5 for each combination of bands that involvedChapter 3 Spectral-timing of SWIFT J1753.5–0127 63
4.0 – 10.0 keV vs 2.5 – 4.0 keV
0
0.2
0.4
0.6
0.8
1
1.2
0.01 0.1 1
C.i)
0.6 – 1.0 keV vs 0.3 – 0.6 keV
Frequency [Hz] Frequency [Hz]
C
o
h
e
r
e
n
c
e
Frequency [Hz]
0.01 0.1 1
C.iii)
4.0 – 10.0 keV vs 0.3 – 0.6 keV
4.0 – 10.0 keV vs 0.6 – 1.0 keV
0.01 0.1 1
C.ii)
2.5 – 4.0 keV vs 0.3 – 0.6 keV
2.5 – 4.0 keV vs 0.6 – 1.0 keV
Figure 3.9: Coherence values for the 2006 observation, using the same energy bands as in
Fig. 3.5
the ultrasoft band. The corresponding coherence plot for 2006 (Fig. 3.9) shows a value much
closer to unity down to the lowest-frequencies probed.
Fig.3.10showstheenergy-dependentlagsandfractionalcovariancespectraforthe2006data
for the ﬁrst two frequency-ranges (0.04 – 0.20 and 0.2 – 0.6 Hz), using the reference band 0.5 –
2.5 keV. The harder reference band gives consistent but noisier results (as expected, since the
coherenceishighatthesefrequencies). Theseplotsshowbehaviourconsistentwiththatpre-
viously reported for this observation by Wilkinson and Uttley (2009) and Uttley et al. (2011).
The lowest-frequency lags show the characteristic drop below 1 keV that can be associated
with the disc driving the variability at harder energies, consistent with the behaviour also
seen in 2009 (and implying that there is intrinsic disc variability in both observations). How-
ever, the covariance spectrashow a‘soft excess’ atthe lowestfrequencies, implyingthatthere
is extra disc variability relative to the power-law variations at these frequencies. This be-
haviour contrasts with that seen in 2009 where the disc variations at all frequencies appear
to be suppressed when compared with the power-law variations.
3.4 Discussion
To summarise, our main observational ﬁndings are:
1. The2009XMM-NewtonobservationofSWIFTJ1753.5–0127tookplacewhenthesource
was in a signiﬁcantly more luminous hard state (» 6 times more luminous in the 0.5–
10.0 keV band) than in 2006. Correspondingly, the power-law spectral component is
softer than in 2006, and importantly the soft excess associated with the disc black-
body is signiﬁcantly stronger. The inferred black-body temperature in 2009 is only
marginally higher than in 2006, but the 2009 disc black-body normalisation is a fac-
tor »30 larger than in 2006.64 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.10: Time- and phase-lag spectra and covariance spectrum divided by average spec-
trum for 2006 observation. The frequency ranges used are 0.04 – 0.20 Hz (black) and 0.2 – 0.6
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2. The PSDs in 2009 are band-limited, and can be interpreted in terms of two broad fre-
quency components which peak around 0.4 Hz and 2 Hz respectively.
3. The 2009 PSD shape and amplitude evolves with energy. The lowest-amplitude vari-
ability over all frequencies is seen in the softest 0.3–0.6 keV band, followed by the 0.6–
1.0 keV band. The amplitude of the lowest-frequency component is largest in the 1.0–
2.5 keV band before dropping slightly at higher energies, while the amplitude of the
high frequency component increases with energy.
4. The covariance and rms spectra suggest that the energy-dependent PSD behaviour is
linked to two effects. Firstly, there is a fall-off in fractional rms (seen in all frequency
ranges) at low-energies where the disc black-body dominates the emission. Secondly,
the variable power-law emission component becomes harder at higher temporal fre-
quencies. Neitheroftheseeffectsareseeninthe2006data. Infact,in2006theopposite
is seen at low energies, where the fractional rms increases in the energy range where
the disc contributes to the spectrum.
5. Frequency-dependent lag measurements show that in general, the harder photons lag
softer ones. Within the energy bands dominated by the power-law (2.5–4 keV and 4–
10 keV) and the disc (0.3–0.6 keV and 0.6–1 keV) the lags are relatively short and the
phase-lags evolve only smoothly and weakly (if at all) with frequency. However, the
lags between power-law and disc bands are larger and show signiﬁcant structure in the
form of ’steps’, with a signiﬁcant increase in phase lag with frequency.
6. Lag-energy spectra show similar behaviour to that reported by us (Uttley et al., 2011) in
other hard state observations of BHXRBs (including SWIFT J1753.5–0127 in 2006). The
sharpest change in the lags is seen at low energies where the disc dominates the spec-
trum. The low-energy shape of the lag spectrum depends on the frequency probed:
the highest frequencies show evidence for a shift in the break in the lag spectrum to
higher energies, together with an upturn in the lowest energy bins (similar to that seen
in GX 339-4, Uttley et al. 2011).
7. The coherence between the bands dominated by the power-law remains high over a
broad frequency range. However, between the power-law and disc-dominated bands,
and between the two disc-dominated bands, coherence drops signiﬁcantly at frequen-
ciesbelow0.5Hz (wherethesoftestdiscbandshowstheleastcoherencewiththeother
bands) as well as above 1 Hz (where both disc bands show low coherence with respect
to the power-law bands). Comparison of the covariance and rms spectra conﬁrm that
low-frequency variations of the softest photons, below 0.5 keV, are only weakly corre-
lated with variations at higher energies. In contrast, the 2006 data are relatively coher-
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The spectral-timing behaviour of SWIFT J1753.5–0127 in 2009 is complex but we will attempt
to interpret it here in terms of the physical picture of mass-accretion rate ﬂuctuations aris-
ing in and propagating through the accretion disc, suggested by Wilkinson and Uttley (2009)
and Uttley et al. (2011) in order to explain the covariance and time-lag behaviour of hard
state BHXRBs. Since we see similar lag behaviour in the SWIFT J1753.5–0127 2009 data, it
is useful to understand whether this model can be extended to explore the more complex
spectral-timing behaviour seen in this dataset. In doing so, we will focus primarily on ex-
plaining the differences between the spectral-timing properties of the 2009 data we present
here and those from 2006 and observations of other BHXRBs reported in Wilkinson and Ut-
tley (2009) and Uttley et al. (2011). Comprehensive testing of the propagating ﬂuctuations
model against these data is beyond the scope of this work, so here we simply sketch how the
key observational results might be explained by the model.
The key feature of the propagating ﬂuctuations model used to explain the soft X-ray be-
haviour of other hard state BHXRBs is that the disc plays an important role in generating
and carrying the ﬂuctuations (at least on ﬂuctuation time-scales È 1 s). The 2009 data show
much stronger disc emission than is seen in 2006. This difference is puzzling because the
inferred disc temperatures are relatively similar, while the normalisations are very different.
Taken at face value, the disc black-body normalisation in 2009 implies an inner disc radius
5–6 times larger than that in 2006, which is at odds with the standard interpretation of the
other phenomenological changes between the two data sets, which assumes that the disc
becomes less truncated as PSD characteristic frequencies increase and the disc emission be-
comes stronger. However, to interpret changes in disc black-body normalisation in terms
of changes in inner disc radius, we must assume in that both data sets the disc emissivity
proﬁle is the same. Since the X-ray luminosity in 2006 is dominated by the power-law emis-
sion, it is likely that much of the disc emission is produced by X-ray heating of the disc by the
power-law, which could produce a much more centrally peaked (and apparently ‘smaller’)
disc black-body component (e.g. see Gierli´ nski et al. 2008). In 2009, the disc emission is
comparable to or even exceeds that from the power-law and most of the emission is likely to
be intrinsic to the disc, leading to a more ‘standard’ emissivity proﬁle. Since the peak energy
ofthediscblack-bodyemissioniscomparabletotheminimumenergyincludedintheﬁt(0.7
keV), distinguishing among differentemissivity proﬁles fromthe spectral ﬁts would be an ar-
duous task. Systematic errors deriving from spectral calibration do not, however, impact on
the variability analysis performed here.
Assumingthatthediscemissivityproﬁlein2009hasthestandardR¡3 form(intermsofbolo-
metric emission) and hence the disc temperature scales with radius as R¡3/4, we can con-
sider the dependence of cumulative disc emission on radius. For comparison and allowing
for the likely possibility of substantial disc-heating by the power-law in 2006, we ﬁtted the
2006 spectrum with a combined single black-body (representing a hot inner ring heated by
the central power-law emission) and a standard disc black-body component. We forced the
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disc in 2009 (note that due to degeneracy in the model the inner radius in 2006 may be even
larger, as expected if the disc is more truncated). For this composite model the disc black-
body temperature drops to 0.11 keV while the inner single black-body temperature is high
at 0.31 keV, but corresponds to only a small emitting area at the inner edge of the disc. The
best-ﬁttingmodelparametersgiveÂ2/d.o.f.Æ565/623,providinganevenbetterﬁttothedata
thanthe single discblack-body model. The resulting cumulative emission proﬁles are shown
in Fig. 3.11 for the soft and ultrasoft energy bands (after allowing for the effects of the in-
strumental response on each band). Due to the lower disc temperature and the relatively
hot inner ring, the disc emission in 2006 is much more centrally concentrated than in 2009.
Furthermore, the ultrasoft emission is signiﬁcantly more extended across the disc than the
softemission. Wecanusethesedifferencestoexplainsomeoftheinterestingspectral-timing
behaviour in the data. Note that the arguments that follow apply independently of the actual
inner disc radius rin, since the emission proﬁle in each band is set by the disc temperature at
rin (which is set by the spectral ﬁt results) and the relative change in radius.
First, let us consider the 2009 data and suppose that a ﬂuctuation in the disc arises at a rela-
tive small radius R »1.5 rin, and modulates the disc emission as it propagates inwards. Since
only »40 per cent of the ultrasoft ﬂux is contained within this radius, the observed variability
amplitude will be suppressed by a factor » 2.5 compared to the amplitude of the intrinsic
ﬂuctuation. In contrast, the soft band ﬂuctuation will be suppressed by only a factor » 1.5,
while the power-law emission, if it originates within the disc truncation radius, will not be
suppressed at all. This simple picture can explain the energy dependence of the PSD ampli-
tude in 2009 and the corresponding drop in rms and covariance spectra at low energies. In
this scenario, the same behaviour may not seen in other hard-state XMM-Newton observa-
tions of BHXRBs or in the 2006 data because of two effects. Firstly, since the PSDs show lower
characteristic frequencies in these other observations, the ﬂuctuations in accretion rate may
ariseatalargerradius,sothatasigniﬁcantlylargerfractionofthediscemissioncanbemodu-
lated. Secondly,ascanbeseeninthe2006emissionproﬁle,thecombinationofX-rayheating
of an inner ring with a cooler disc at larger radii will lead to more concentrated emission in
both disc bands, so that all or most of the ﬂux will be modulated by a ﬂuctuation arising
at R » 1.5 rin or larger. Thus we do not see suppression of the PSD amplitude at soft X-ray
energies.
We next consider the drop in coherence at low frequencies. The natural explanation for
this behaviour is that there is some component of accretion ﬂuctuations in the disc which
are unable to propagate very far inwards and therefore appear as variations in the extended
disc emission (in the ultrasoft band and to a lesser extent the soft band) but do not produce
correlated variations in the power-law emission. One possibility is that these variations are
generated at larger radii than the spectrally-coherent ﬂuctuations, so that they are viscously
dampedbeforetheyareabletopropagatetotheinnermostpartofthedisc. Again,wemaysee
this effect in the 2009 data because of the strong intrinsic disc emission and extended emis-
sivity proﬁle. Disc emission variations driven by power-law heating of the disc will be much68 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
more coherent with the power-law variations. Furthermore, the lower-frequencies seen in
the PSD of the 2006 data could imply that signals can effectively propagate from larger radii
in the disc and thus modulate a signiﬁcant fraction of the intrinsic disc emission coherently.
Thehigher-frequencydropincoherencecorrespondsroughlytotheoverlapbetweenthelow
and high-frequency PSD components, and could be produced by a similar effect to that de-
scribed above. For example, if the higher-frequency signal corresponds to a second, even
smaller radius in the disc which generates propagating accretion ﬂuctuations, the signals
generated at the same frequencies at larger radii may not propagate effectively through the
disc, again producing ﬂuctuations that are not seen in the power-law component. It is im-
portant to note however that the relatively small radii which we suggest as the origin of ﬂuc-
tuations (e.g. within 1.5 rin) also imply that the power-law emitting region must be compact.
Otherwise, seed photons from the varying regions in the disc would upscatter to produce
variations of the power-law that are coherent with the disc variations. Similarly, we expect
some component of disc emission to be produced by X-ray heating by the power-law and
hence be coherent with the power-law variations. These components are likely to exist at
some level in the variable X-ray signal, but they must be relatively weak, at least on the time-
scales where the coherence is low.
Somelevelofinteractionbetweenthediscphotonvariationsandthecentralpower-lawemit-
tingregioncouldpotentiallyexplaintheobservedhardeningofthecovarianceandrmsspec-
tra at higher frequencies (and correspondingly, the peak in low-frequency power in the 1–
2.5keVenergyrange). Theamplitudeofsoft-photonvariationsislargestinthelow-frequency
peak of the PSD. Compton cooling of the power-law emitting region by these soft photons
could lead to a signiﬁcant pivoting of the power-law in response to these variations, such
that at low frequencies the fractional amplitude of power-law variations increases towards
lower energies. This effect then has the converse implication that at high frequencies the
variable power-law appears to harden.
Finally, we consider the lag behaviour. The relatively small lags and smooth dependence
on frequency seen between the two power-law bands and also the two disc bands can be
simply explained because here we are seeing the same spectral components. Fluctuations
propagating through the disc will primarily modulate the ultrasoft emission ﬁrst, but there
is signiﬁcant overlap between soft and ultrasoft emission across the disc, so we expect lags
to be relatively small. The same is true for the power-law component – lags should be small
between energies where the power-law component dominates. The largest lags are then ex-
pected between the disc and the power-law components, assuming that these are physically
separated, i.e. the power-law emission primarily originates withinthe disctruncationradius.
Wemuststillexplaintheclearstructureinthelagvs. frequencydependenceofthepower-law
relative to the disc-dominated bands, i.e. the apparent ‘steps’. Similar steps can be seen in
other hard state data from RXTE, but between power-law dominated energies (Nowak et al.,
1999). In the SWIFT J1753.5–0127 2009 data, the effect is particularly strong: the time lagsChapter 3 Spectral-timing of SWIFT J1753.5–0127 69
actually increase with frequency above » 0.5 Hz before dropping above » 1.5 Hz. Nowak
(2000) and Kotov et al. (2001) have suggested that steps in lag vs. frequency could be related
to the transition between two variability components, since the steps seem to occur in be-
tween the ‘bumps’ or broad Lorentzians in the PSD. If each component shows a different
lag, one would expect a stepped lag vs. frequency dependence consisting of discrete lags
with relatively weak lag vs. frequency dependence where a single component dominates the
variability, but with sharp steps occuring in the transition region between components. This
picture may ﬁt with the SWIFT J1753.5–0127 2009 data, but the signal-to-noise is such that it
is difﬁcult to ﬁnd a precise match between the step in the lag and the transition between the
low and high-frequency components in the PSD (which seems to occur around 1 Hz). It is
important to note however that the rise in the time lag seems to coincide with the frequency
range where the coherence peaks around unity. Incoherent signals which are caused by a
mixture of uncorrelated variable components will show lags which are a mixture of the lags
of each separate component. Thus, the rise in lag could be explained if the component caus-
ing the low-frequency drop in coherence contributes a small lag, reducing the total observed
lag, but at higher frequencies of »0.5 Hz this component disappears from the variable signal
and the lag suddenly increases as a result. One possibility is that the incoherent ﬂuctuations
in the disc also modulate a small disc-corona component which is physically separate (and
also spectrally distinct from) the inner power-law emitting region, which may be linked to
a hot inner ﬂow or the base of a jet. The interband lags of such a component would then
be relatively small, and would give way to the larger lags (due to propagation effects) once
the coherent signal becomes dominant. If the lags of the coherent signal themselves show a
dependence on frequency, (e.g. a weak increase in phase lag with frequency as observed in
other hard state BHXRBs) a complex pattern of rises and falls could be produced.
3.5 Conclusions
ThesoftX-raycoverageoftheEPIC-pncameraonboardXMM-Newtonhasallowedustocarry
out a comprehensive study of the spectral-timing properties of the BHXRB SWIFT J1753.5–
0127intheluminous2009hardstate,andtoperformacomparisonwiththefainter2006hard
state.
In our previous study of a sample of hard-state BHXRBs (Uttley et al., 2011), we showed that
(i) soft (disc) X-ray variations lead hard (power-law) variations up to frequencies of about 1
Hz, and (ii) at the same low frequencies, the fractional variability in the disc is larger than
the variability observed in the power-law component. Mass-accretion rate ﬂuctuations that
propagate through the disc would produce variability on frequencies corresponding to the
viscous time-scale where they are generated, and eventually reach a centrally-concentrated70 Chapter 3 Spectral-timing of SWIFT J1753.5–0127
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Figure 3.11: Normalised cumulative emission function in the ultrasoft (solid black) and soft
bands (dashed red) as a function of disc radius. The top panel corresponds to the 2006 data,
assuming a composite disc black-body and inner hotter black-body associated with X-ray
heating by the power-law emission (see text for details). The bottom panel corresponds to
the 2009 data, assuming a dominant intrinsic disc black-body proﬁle.
sourceofpower-lawphotons. Thisbasicpicturewouldbothexplainthehard-to-softlagsand
giveareasonableexplanationfortheexcessfractionalvariabilityseeninthediscascompared
to the power-law.
The 2009 observation shows a breadth of previously unknown observational features, which
we summarise as follows.
Firstly, the variability amplitudes in the PSD are strongly dependent on energy, with the
harder band varying more than the softer bands. The explanation for this effect is seen in the
fractional covariance spectrum, where the bright disc black-body component that is seen
in the spectrum now appears suppressed in fractional-variability terms with respect to the
power-law, at all frequencies considered. This is opposite to what found in less-luminous
hard states by Uttley et al. (2011), where the disc was more variable than the power-law com-
ponent. Thehigherluminosity(andthus,accretionrate)seeninthisobservationcouldimplyChapter 3 Spectral-timing of SWIFT J1753.5–0127 71
that the disc emissivity in the observed bands is less centrally peaked than in less-luminous
hard states. In this case, a ﬂuctuation that is produced at an inner disc radius (e.g. within
1.5 rin) will not modulate the emission from outer radii and this will effectively reduce the
observed fractional variability of the disc as a whole. This is consistent with the shape of the
energy-dependent lags.
Secondly,wehavefoundthatthelowfrequency(.0.5Hz)discvariabilitybelowÇ0.6keVap-
pears partly uncorrelated with the rest of the emission produced by both the disc and power-
law components. An explanation for this could exist if this incoherent accretion variability
is produced at larger radii than the coherent variability, affecting the softest emission that
is more extended while being unable to propagate to the innermost part of the disc and the
power-law emitting region due to viscous damping.
Finally, the last feature to highlight is an up-turn in the frequency-resolved time lags above
» 0.5 Hz. This could be produced if, e.g. a relatively central secondary extended corona
that sandwiches the disc – and thus reduces the observed hard-to-soft lags caused by disc
propagation variations – becomes swamped by a coherent source of variations associated
with the high-frequency peak in the PSD (perhaps an even smaller unstable radius in the
disc).
By identifying a number of spectral-timing signatures with the accretion disc, this work sug-
gests that a wealth of information regarding the properties of accretion ﬂows can be discov-
ered by extending spectral-timing measurements to softer X-rays and using techniques that
allowbetterspectral-resolution. Bycombiningthesepowerfultechniqueswithmoredetailed
modelling, a comprehensive understanding of the variability may help to unravel many of
the mysteries underlying accretion physics and associated phenomena such as the nature
of state transitions and the production of the jets seen in the hard states of accreting black
holes.CHAPTER 4
Energy- and Frequency-Resolved
Characterisation of Correlated Variability: The
2D Cross-Spectral Fitting Method
4.1 Introduction
The future understanding of the extreme physics that govern black hole X-ray binaries de-
pendsonboththedevelopmentofmoresensitiveinstrumentsandthedevelopmentofnovel
techniques that are adequate for the capabilities of such detectors. Spectral-timing studies
are at the forefront of scientiﬁc analysis of these sources. These studies require three impor-
tant characteristics in detector capabilities, namely a large collecting area, high time resolu-
tion and CCD-quality energy resolution or better. A combination of these factors will yield
high signal-to-noise observations where photons can be time-tagged accurately and their
energy reconstructed to within a per cent or two.
The Timing mode for the EPIC-pn instrument onboard XMM-Newton is the only current in-
strument that provides all three characteristics, setting an example for upcoming detectors
devotedto this kindof analysis, suchas the Large Area Detector (LAD) onboard the proposed
mission LOFT. Examples of the scientiﬁc work that can be done with the capabilities of EPIC-
pn are shown in Chapters 2 and 3.
Standard spectral-timing methods include the study of power spectral densities, coherence,
phase- and time-lags, rms (Revnivtsev et al., 1999) and covariance spectra (Wilkinson and
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Uttley, 2009). These products are the result of collapsing Fourier-frequency- and energy-
dependent variability information from multi-channel time-series onto either the energy or
the Fourier-frequency plane. These products are either used for displaying results or for sub-
sequent ﬁtting, usually using Lorentzians in the case of power spectra, and spectral models
forrmsandcovariancespectra. Inthecaseofrmsandcovariancespectra(thus, intheenergy
domain), ﬁtting will provide an estimate of the parameters that describe the variable part of
the spectral components. Covariance and rms spectra will be equal for unit coherence, with
covariance spectra having much smaller error-bars thanks to the reference band used to in-
crease the signal-to-noise (Wilkinson and Uttley, 2009; Wilkinson, 2011).
The extension of the analysis of energy-dependent products to the Fourier-frequency do-
main is fundamental for our understanding of the physics around black holes. Where spec-
tral ﬁtting leads to model degeneracies and calibration is inaccurate, timing information can
provide causal and correlation information, helping to physically locate the sources of X-ray
emission as well as constrain the causality relations between them. On the other hand, tim-
ing information alone gives very little information about energetics, and has to be treated
carefully. We aim to provide a self-consistent method for using energy and time information
simultaneously.
Multi-channel phase information, also known as the lag spectrum, is of very difﬁcult treat-
ment in the context of ‘traditional’ ﬁtting in the X-ray domain. Because phase models are
in units of radians and not photons/s/cm2, there is no straightforward way to ﬁt energy-
dependentphasedatawhileconsideringtheinstrumentalresponsethatredistributesincom-
ing photons among different energies and privileges the detection of photons where the ef-
fective area and quantum efﬁciency are larger. The instrumental response, therefore, needs
to be taken into account to weight phase lags according to photon ﬂux while following the
properties of the redistribution matrix.
It is possible to imagine a situation where an emission line appears superimposed on a con-
tinuum in the spectrum, but its emission is delayed with respect to the continuum by a cer-
tain phase delay. Such an example can be seen in Fig. 4.1 for different line centroid energies.
Thisﬁgureshowsthattheinstrumentalresponseis,alsointhecaseofphaselags,responsible
for the appearance of wiggles and wings that appear around the centroid energy of the lines.
These effects need to be considered when the analysis requires a high degree of accuracy,
e.g. when studying the effects of reﬂection on the lags to carry out disc reverberation map-
ping studies, possibly to understand the effect of General Relativity on the regions around
black holes. A second improvement to the current analysis techniques would be to ﬁt the
energy and Fourier-frequency (time-scale) dependence of variability simultaneously, over-
coming the deﬁciency of covariance and rms spectra when it comes to ﬁtting these products
in different frequency ranges self-consistently.Chapter 4 The 2D Cross-Spectral Fitting Method 75
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Figure 4.1: Example of the effect of the instrumental response of EPIC-pn onboard XMM-
Newton on the shape of the lags. Top panel: Spectrum consisting of a power-law with ¡ Æ
1.8 and a choice of ﬁve variable Gaussian lines centred at 0.67 keV, 1.23 keV, 2.24 keV, 4.07
keV and 7.4 keV, all of which have a full-width at half maximum set to 0.5 eV. The Gaussians
are delayed by 1 radian with respect to the power-law emission. Bottom panel: resulting
energy-dependence of the lags, showing excess phase lags corresponding to the wings of the
emission lines produced by the instrumental response.76 Chapter 4 The 2D Cross-Spectral Fitting Method
The technique proposed here overcomes the limitations mentioned above and is based on
theextensionofspectralﬁttingtocorrelatedvariabilityintwodimensions,energyandFourier-
frequency, simultaneously. This work expands the work conducted by Vaughan et al. (1994)
to take into account variability information at each Fourier-frequency separately, as well as
the instrumental response, the effect of which is important as shown earlier. The spectral-
timing product to be ﬁtted is the cross-spectrum, as we will see.
For this method to work, new 2D models can be constructed in a two-step process. Firstly,
a time- and energy-dependent response function1, Ã(t), can be built from a desired process
that produces variability (e.g. reﬂection, Comptonisation, jets...). Secondly, a Fourier trans-
form of the response function is performed to produce a transfer function ( ˆ Ã(º)) that maps
variability at each energy onto the Fourier-frequency space. This quantity is used to produce
a cross-spectrum (Vaughan and Nowak, 1997), which is used in Chapter 2 to produce the
frequency-dependent lag model.
In the time domain, one could imagine that a physical process x(t) is a source of variability
in a black hole X-ray binary, for example if it produces a mass-accretion rate ﬂuctuation at a
given radius in the accretion disc (e.g. Arévalo and Uttley 2006). One such process is ‘latent’,
inthesensethatitsexistencecannotbeobserveddirectly, butitcausesaneffect onaphysical
mechanism (characterised by its response function, Ã(t)) that is responsible for a particular
spectral shape (e.g. power-law variability or disc reﬂection). The latter physical mechanism
alters the variability properties of the incoming signal, and results in a third time series, y(t),
resulting from a convolution of x(t) through Ã(t). In the case of one single energy range,
this corresponds to the one input – one output paradigm in signal theory (see e.g. Bendat
and Piersol 2010). A real life equivalent of such paradigm can be found in the study of power
spectral densities (PSDs) in one energy band, where the input cannot be distinguished from
the output. In this case, modelling of PSDs cannot, by their own nature, constrain any of the
spectral properties of the source.
As an example, we now assume that the signal y(t) can be observed at two different energies,
A and B. In the approximation of fully correlated variability, the time series yA(t) and yB(t)
result from the convolution of one single input signal x(t) through the response functions
ÃA(t) and ÃB(t):
yA(t)Æ
Z
x(t0)ÃA(t ¡t0)dt0
yB(t)Æ
Z
x(t0)ÃB(t ¡t0)dt0
(4.1)
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In Fourier-frequency space, a convolution translates to a multiplication, hence the above
reduces to:2
ˆ yA(º)Æ ˆ x(º) ˆ ÃA(º)
ˆ yB(º)Æ ˆ x(º) ˆ ÃB(º)
(4.2)
where ˆ x(º)istheFouriertransformof x(t)and ˆ ÃA(º)and ˆ ÃB(º)aretheFouriertransformsof
ÃA(t)andÃB(t), respectively. Themethodthatwewillconsiderhereherecanbeunderstood
asanextensionofthestandardX-rayﬁttingmethodtotheamplitudesofvariabilityofthereal
and imaginary components of the observed signal in the Fourier domain. The energy- and
frequency-dependent variability model is initially produced from a transfer function ˆ Ã(º)
based on a set of parameters. For any given frequency, the complex-valued model is con-
volvedthroughtheresponse, andthisisthenusedtoformacross-spectrumthatisthenused
for a standard Â2 minimisation from which the best-ﬁtting values are obtained.
Viatheminimisationtechnique, notonlywilltheresultingbest-ﬁttingmodeltrytoapproach
theamplitudesofcorrelatedvariability,butitwillalsoshowtheproperphasedependenceon
energy and Fourier-frequency. This is of fundamental importance for constraining causality
in ‘stationary‘3 systems such as BHXRBs, that cannot be done with standard spectral ﬁtting.
4.2 Method
4.2.1 Source spectrum to detector counts
Given a source spectrum S(E,t) (units: [photons/s/keV/cm2]) and a constant detector re-
sponse R(E,h) during the integration time, the observed lightcurve at a time tk in detector
energy channel h 2 H equals:
xh(tk)Æ
Z
dE R(E,h)A(E)S(E,tk)ÅB(h,tk) , (4.3)
where A(E) is the detector effective area at energy E and B(h,tk) accounts for the contribu-
tion of the background counts.
2 For N points in the time domain, the total computation time for convolution is / N2. By performing a
Discrete Fourier Transform » O(N log2N), although it has recently been reduced to » O(34
9 N log2N), see e.g.
Johnson and Frigo 2007), and a subsquent multiplication (»O(N)), the complexity decreases to » N log2N.
3Stationarity over a time-scale similar to the length of an observation is a common approximation in spectral-
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The Fourier transform ˜ Xh(ºl) is deﬁned as
˜ Xh(ºl)Æ
N¡1 X
kÆ0
xh(tk)e2¼tkºli , (4.4)
where xh(tk) represents the detector counts in the energy channel h per time bin ±t (units:
[counts]). See Chapter 1 (pg. 11) for more details. Given that an integral in energy and the
Fourier transform are interchangeable, the quantity in Eqn. 4.4 equals
˜ Xh(ºl)Æ
Z
dE R(h,E)A(E) ˜ S(E,ºl)ÅB(h,ºl) , (4.5)
where ˜ S(E,ºl) is the Fourier transform of S(E,tk). In the following we will assume B(h,ºl) Æ
0.4
4.2.2 Cross-spectrum
From the quantity in Eqn. 4.5, the cross-spectrum (XSP) between channels h and h0 can be
deﬁned as
˜ Gh0h(ºl)Æ ˜ X ¤
h0(ºl) ˜ Xh(ºl) . (4.6)
(seee.g. VaughanandNowak1997),where(¢)¤ denotescomplexconjugation(AeiÁ ¤
! Ae¡iÁ).
The cross-spectrum in Eqn. 4.6, if calculated for each pair of channels, yields a low signal-to-
noise. A much better signal-to-noise ratio can be obtained by calculating the cross-spectrum
between a channel h and its complement, Hc
h Æ {h0 2 Hjh0 6Æ h}. The subset Hc
h contains all
the detector channels excluding the channel of interest h. Each channel will therefore have
its own complement, also called ‘reference band’. Thanks to the linearity of Fourier trans-
forms and additivity of counts, the Fourier transform for the reference band of channel h can
be constructed like so: ˜ X c
h(ºl)Æ
P
h06Æh ˜ Xh0(º0
l). The cross-spectrum of channel h with respect
to its complement Hc
h (its reference band) is then:
˜ Gh(ºl)Æ ˜ X c¤
h (ºl) ˜ Xh(ºl)Æ
Ã
X
h06Æh
˜ Xh0(ºl)
!¤
˜ Xh(ºl)Æ
X
h0
˜ X ¤
h0(ºl) ˜ Xh(ºl)¡j ˜ Xh(ºl)j2 . (4.7)
4Background counts, if not contaminated or caused indirectly by the source, are uncorrelated with the source
counts, although they can produce unwanted energy-dependent correlated variability, which is not addressed
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Aside from having a larger signal-to-noise, the cross-spectrum calculated as above has the
advantage that it retains all the variability information contained in the reference band while
avoiding the correlated Poisson noise that would appear if the reference band included the
hth channel.5 The amplitude of the cross-spectrum gives the amplitude of correlated vari-
ability of the model at a given frequency in a given energy channel with respect to its refer-
ence band. In the case where the variability process is fully coherent in each energy channel
andforsufﬁcientlynarrowenergychannels, theresultingcross-spectrumwouldbeindepen-
dent of the reference band chosen.
For real data, cross-spectra need to be averaged over a number of observation segments (e.g.
following the Bartlett method as in Subsection 1.2.2) for the effect of Poisson-induced noise
to vanish.
Therelativeamplitudesoftherealandimaginarycomponentsoftheaveragedcross-spectrum
give the phase-lag (Chapter 1):
'h(ºl)Æarctan
=(h ˜ Gh(ºl)i)
<(h ˜ Gh(ºl)i)
. (4.8)
The time-lag then equals:
¿h(ºl)Æ
'h(ºl)
2¼ºl
. (4.9)
The deﬁnition of a spectral-timing model via a transfer function can thus be used to con-
strain both correlated variability amplitudes and phase-/time-lags via the transformations
in Eqn. 4.8 and Eqn. 4.9.
4.2.3 Model optimisation
In general and for Normally-distributed data, the model parameters that best describe a par-
ticular set of experimental values can be obtained by minimising a Â2 statistic:
Â2 Æ
X
k
(dk ¡mk)2w2
k , (4.10)
where dk represents the data, mk is the model, and wk is the weight of the kth datum. Gen-
eraly, the weighting is w2
k Æ 1
¾2
k
where ¾k is the error on the kth datum dk.
5Poisson noise between independent channels only manifests itself as a scatter of cross-spectral values that
tend to vanish for a large number of segments, and as an obvious increase of the variance, but does not affect the
cross-spectrum, on average.80 Chapter 4 The 2D Cross-Spectral Fitting Method
The observed, thus segment-averaged, cross-spectrum deﬁned in Eqn. 4.7 is redeﬁned here
as ˜ Dh(ºl). Arebinninginfrequency,e.g. logarithmic,willincreasethesignal-to-noise(Nowak
et al., 1999).
Theobservedcross-spectrum ˜ Dh(ºl)isacomplex-valuedmatrixofL frequenciestimes H de-
tector channels. In practical terms, the same reasoning used in the orthogonality of the sine
and cosine functions in the deﬁnition of the Fourier transform (and in its discrete equivalent
shown in Eqn. 1.19) ensures that the real and imaginary components of the cross-spectrum
be independently-distributed. Thus, ˜ Dh(ºl) Æ ˜ DR,h(ºl)Åi ˜ DI,h(ºl). The Â2 with 2£L £ H
degrees of freedom in Eqn. 4.10 then equals:
Â2 ÆÂ2
R ÅÂ2
I . (4.11)
Theweightsfortherealandimaginarypartsofthecross-spectrumcanbeobtainedindepen-
dently by setting the weights to be equal to the inverse of the variance of the real and imag-
inary parts, ¾2
R,hl Æ h ˜ D2
R,h(ºl)i¡h ˜ DR,h(ºl)i2 and ¾2
I,hl Æ h ˜ D2
I,h(ºl)i¡h ˜ DI,h(ºl)i2, respectively
(see also Vaughan et al. 1994). Because the data are extracted from a set of s independent
segments (following Bartlett’s method) and the frequencies are rebinned with ml original
frequencies per new frequency bin l, these variances should be divided by a factor ml £s.6
The model values mk in Eqn. 4.10 correspond to the cross-spectral model of interest for the
astronomer. Thesevaluesareobtainedbydeﬁningamodel ˜ S(E,ºl)thatisconvolvedthrough
the instrumental response as in Eqn. 4.5. For each energy channel, the cross-spectrum is
then formed as in Eqn. 4.7, and rebinned in frequency to match the frequency grid of the
observational data. The quantity resulting from the model, and useful for performing the
minimisation technique in Eqn. 4.10, is ˜ Gh(ºl) Æ ˜ GR,h(ºl)Åi ˜ GI,h(ºl). The form of the model
˜ S(E,ºl) above will be shown in the next Subsection and in Eqn. 4.13.
Taking into account the considerations above, Eqn. 4.11 becomes:
Â2 Æ
H X
h
L X
l
( ˜ DR,h(ºl)¡ ˜ GR,h(ºl))2
¾2
R,hl
Å
H X
h
L X
l
( ˜ DI,h(ºl)¡ ˜ GI,h(ºl))2
¾2
I,hl
. (4.12)
Minimising the Â2 is equivalent to maximising the likelihood that the model parameters pro-
duce a model that describes well the observed cross-spectrum ˜ Dh(ºl).
6The cross-spectral matrices in a ﬁle format that is suitable for the cross-spectral analysis shown in this Chap-
ter can be obtained from event lists using the nu Timing Suite that was written to extract all observational data in
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4.2.4 Implementation
The above cross-spectral ﬁtting method has been implemented by John Houck (MIT) and
Pablo Cassatella within the module xspectra7 that is being tested for ISIS (Houck and
Denicola, 2000) pre-2.0.08.
The combination of this ISIS module plus ISIS intrinsic capabilities allows the user to load
cross-spectral matrices and instrumental response ﬁles from FITS ﬁles, deﬁne cross-spectral
models, performtheﬁttingproceduretoobtainparametervaluesthatbestdescribethedata,
as well as obtain conﬁdence intervals.
The model ˜ S(E,ºl) that is convolved through the instrumental response to produce ˜ Xh(ºl)
should in general be formed by the product of two components, an input noise process
ˆ x(E,º) (although generally independent of energy) and the transfer function of a variabil-
ity process of interest ˆ Ã(E,º) that modulates the phase and amplitudes of the input noise
process. In this case, the two quantities are multiplied together, ˜ S(E,ºl)Æ ˆ x(E,º) ˆ Ã(E,º). The
folding kernel function in xspectra ensures that the cross-spectra are formed after convo-
lution of ˜ S(E,º) through the instrumental response (Eqn. 4.7).9
Following the simple example in Eqn. 4.2, the cross-spectrum between two bands A and B
(equivalently, between a channel h and its complement, or reference band) results in:
ˆ y¤
A(º)ˆ yB(º)Æˆ x¤(º)ˆ x(º)Ã¤
A(º)ÃB(º)
Æjx(º)j2Ã¤
A(º)ÃB(º) .
(4.13)
The quantity jˆ x(º)j2 represents the power of the noise process ˆ x(º). When performing ﬁts
of cross-spectra, the shape of jˆ x(º)j2 cannot be observed directly because it is modiﬁed by
the transfer functions. In e.g. the disc propagation scenario in black hole X-ray binaries,
the power jˆ x(º)j2 could be, however, very closely related to the power produced by mass-
accretion rate ( ˙ m) perturbations in the accretion disc.
An example listing of commands in a typical cross-spectral ﬁtting session within ISIS would
include:
rsp = load_rmf("data/LOFT_Requirement_v4_rbnA.rsp");
xs = xs_load("data/j1753_sim.xsp");
id = xs_data(xs, rsp);
xs_model("xs_broken_pl(1)*refl(1)")
7Will be available at http://space.mit.edu/cxc/isis/modules.html
8Available via git clone -b pre2 http://space.mit.edu/cxc/isis/isis.git at the time of
writing
9Inrealastrophysicalsystems,thesameordifferentinputprocessesmayexcitethevariabilityproducedbydif-
ferent, independent transfer functions ˆ Ã(º), leading to an observed variability that results in complicated phase
and amplitude dependences on frequency and energy, as well as loss of coherence (see e.g. Vaughan and Nowak
1997). These complicated cases are beyond the scope of this Chapter.82 Chapter 4 The 2D Cross-Spectral Fitting Method
compute_model();
fit();
conf_loop([1:5],1)
Listing 4.1: Sample cross-spectral ﬁtting session in ISIS
In Listing 4.1, the response ﬁle and cross-spectral ﬁle are loaded in lines 1 and 2, respectively.
The combination of cross-spectrum and response are loaded as a new dataset (line 3) before
deﬁning a model (line 4). The models xs_broken_pl(1) and refl(1) are examples of
the functions ˆ x(º) and ˆ Ã(º).
Asmentionedearlier, avariablesignalthatleavesaphysicalsystemis, intheFourierdomain,
the result of the multiplication of an input (unknown) signal by a transfer function of the
variability process in question, for each energy considered.
Thecommandsthatfollowareusedtoevaluatethemodel,ﬁtit, andget90%conﬁdencecon-
toursfortheﬁrst5parametersofthemodel(compute_model(),fit()andconf_loop(),
respectively).10
4.3 Simulations
The above technique can be tested by simulating cross-spectral values for a given set of in-
put parameters and performing cross-spectral ﬁts to recover the input parameter values, as
described in Section 4.2.3.
The simulated cross-spectrum is obtained as follows. Firstly, ﬂicker noise11 obtained using
the method in Timmer and Koenig (1995) is used to generate an input time series x(E,t)
with a fractional rms amplitude of 20% and a 0.3 – 10.0 keV count-rate of 106 counts per
second (so as to emulate the count-rates that could be obtained using LOFT). The counts are
distributed among energies following a black-body spectral distribution with a temperature
parameter kT Æ 0.4 keV. An example lightcurve of such ﬂicker noise process and its power-
spectral distribution can be found in Fig. 4.2.
Secondly,atime-dependentresponsefunctionh(E,t)isdeﬁned. Wechoosearesponsefunc-
tion consisting of two sine functions of equal amplitude amplitude A Æ 30 and frequencies
º1 Æ2.3 Hz (period of 0.434 s) and º2 Æ14.2 Hz (period of 0.07 s). These sinusoids are equal
10The command conf_loop() is executed in parallel, speeding up the parameter-search process by a factor
roughly equal to the number of processors.
11A process whose power spectral density (PSD) has a / º¡1 dependence on frequency, and has the property
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in amplitude for every frequency, however their phases are set to be energy-dependent and
are shifted with a log-linear relation, '(E)Ælog10(kll,E) where kll Æ0.3.
At every energy, the model y(E,t) that is used to calculate the cross-spectrum is obtained
by convolving the input x(E,t) with h(E,t). The resulting y(E,t) values are then convolved
through the instrumental response for every time t and Poisson deviates are drawn to simu-
late the effects of counting noise that are present in real-life observations.12 In practice, the
above is done for 982 segments, which corresponds to 3 kiloseconds of exposure time using
a time bin ¢t Æ 0.005965 s and N Æ 512 time bins per segment. The spectral response used
is that of EPIC-pn onboard XMM-Newton, rebinned to 30 channels that are logarithmically-
spaced (the same used in Chapter 3).
For each segment, cross-spectra are constructed according to Eqn. 4.7. The resulting mean
andvarianceofthedistributionoftherealandimaginarycomponentsofthecross-spectrum
are rebinned geometrically in frequency into 7 bins, using a geometric rebinning factor of
1.15 (Nowak et al., 1999). These parameters yield cross-spectral matrices of size 30£7.
The ﬁtting procedure using ISIS assumes the same model used for the simulations (deﬁned
with xs_model("xs_broken_pl(1)*sinusoids(1)").
The model xs_broken_pl(1) is the square root of a doubly-broken power-law depen-
denceonfrequency,andweﬁxitspower-lawslopeto¡0.5atallfrequencies,sothatitssquare
will give ¡1.0 as desired in a power density spectrum of a ﬂicker noise process.
The ﬁtting procedure recovers the centroid frequencies of the sinusoids to within less than 3
per cent, while the black-body temperature and the log-linear dependence of phase on en-
ergy parameter match the input parameters perfectly (Table 4.1). Figures 4.3, 4.4 and 4.5 and
4.6 show the comparison between simulated and best-ﬁt real and imaginary components, as
well as resulting phase-lags, respectively.
The low reduced Â2 value (» 0.53) is likely caused by the error-bars (which are set here as
the standard deviation of the real and imaginary components for each energy and frequency
bin) being over-estimated. This effect can occur if these errors are correlated, which leads to
a non-diagonal covariance matrix. The cross-spectral components derive from Eqn. 4.13,
where both components of the cross-spectrum depend linearly on the modulus squared
(or power) of the (energy-independent) input noise.13 This component deﬁnes a relation
whereby all the cross-spectral components at a given frequency will be linearly correlated,
producing too large an error-bar, hence a Â2 value lower than unity.
12In practice, it is straightforward to compute the product of the Fourier transform of x(E,t) and h(E,t), ˆ x(E,º)
and ˆ Ã(E,º) respectively, and obtain the time-domain equivalent via an inverse Fourier transform afterwards
(Eqn. 4.2), which is necessary to apply Poisson-induced noise.
13It is worth noting that this dependence affects only the norm of the cross-spectral vector in the complex
plane, leaving its phase unaffected.84 Chapter 4 The 2D Cross-Spectral Fitting Method
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Figure 4.2: Lightcurve (top) and relative power spectral density of one possible realisation of
the input ﬂicker noise before (middle panel) and after (bottom panel) convolving with the
sinusoid modelChapter 4 The 2D Cross-Spectral Fitting Method 85
+8.86 × 108
5.0 3.9 3.1 2.5 2.0 1.6 1.2 1.0 0.8 0.6 0.5 0.4 0.3
69.53
32.34
15.04
7.00
3.25
1.51
0.70
0.33
8.9 7.0 5.6 4.4 3.5 2.8 2.2 1.7 1.4 1.1 0.9 0.7 0.6 0.5 0.4
7.9
+1.33 × 109
+1.18 × 109
+1.03 × 109
6.3
+7.38 × 108
+5.90 × 108
+4.43 × 108
+2.95 × 108
+1.48 × 108
−4.56 × 102
F
r
e
q
u
e
n
c
y
[
H
z
]
Energy [keV]
10.0
8.85 × 108
5.0 3.9 3.1 2.5 2.0 1.6 1.2 1.0 0.8 0.6 0.5 0.4 0.3
69.53
32.34
15.04
7.00
3.25
1.51
0.70
0.33
8.9 7.0 5.6 4.4 3.5 2.8 2.2 1.7 1.4 1.1 0.9 0.7 0.6 0.5 0.4
7.9
1.33 × 109
1.18 × 109
1.03 × 109
6.3
7.38 × 108
5.90 × 108
4.43 × 108
2.95 × 108
1.48 × 108
2.37 × 10−2
F
r
e
q
u
e
n
c
y
[
H
z
]
Energy [keV]
10.0
Figure 4.3: Real component of the simulated cross-spectrum (top) and real component of
best-ﬁt model (bottom)
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Figure 4.5: Phase-lag dependence of simulated cross-spectrum (top) and best-ﬁt phase-lag
dependence (bottom). The same colour scale is used to show the similarity.
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Figure 4.6: Â2 value of best-ﬁt model per real (top) and imaginary (bottom) cross-spectrum
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Table 4.1: Input parameters and recovered parameters from the simulation.
Input parameter Recovered parameter
kT [keV] 0.40 0.400§0.001
º1 [Hz] 2.30 2.264§0.001
º2 [Hz] 14.20 14.500§0.003
kll 0.30 0.301§0.004
Â2/ d.o.f. 207 / 413
4.4 Discussion
The method outlined here represents the ﬁrst step towards constraining the X-ray proper-
ties of black hole X-ray binaries (as well as other objects such as neutron stars and Active
Galactic Nuclei) from a concurrent combination of spectral and variability information. The
simulations ran for this Chapter assume count-rates comparable to those expected from ob-
servationsofbrightblackholeX-raybinarieswiththeproposedLargeAreaDetectoronboard
LOFT and show that the input parameters that link frequency- and energy-dependent infor-
mation can be recovered with a relative error of less than 3 per cent. The extraction of the
overall normalisation of the cross-spectrum as well as a more precise estimation of its error-
bars is beyond the scope of this chapter, but should be addressed in the future (see e.g. Sivia
and Skilling 2006 for a treatment of correlated errors).
This technique can be applied to several problems in the current understanding of X-ray
binary physics where the link between spectral emission and the properties of variability
(power spectral amplitudes, and time-lags) is necessary. In general though, these problems
are extremely difﬁcult to unravel with current techniques and instrumentation. Such prob-
lems include the understanding of disc truncation and its link to General Relativity.
Several methods have been used to understand whether the disc truncates in the low-hard
state or whether it reaches the Innermost Stable Circular Orbit (ISCO). The understanding of
thepositionoftheISCOprovidesaprobeofGeneralRelativitythatcannotbeequalledinlab-
oratory experiments at such large scales. Tests with standard, time-average spectra include
discemission(McClintocketal.,2006;KolehmainenandDone,2010)aswellasdiscreﬂection
(e.g. Reisetal.2010)ﬁttingmethods. Sofarthesemethodshavenotproducedreliableresults,
which are often instrument- and calibration-dependent. Reﬂection does however show im-
prints in time-scale-dependent spectra that can be observed in a model-independent way
(Revnivtsev et al., 1999), as well as a correlation between the break frequency in power spec-
traandtheamountofreﬂection(Gilfanovetal.,1999). Reﬂectionisalsoknownforproducing
time-lag signatures (Fabian et al., 2009) and can therefore be modelled to infer the geometry
of the accretion disc (see Chapter 2 and e.g. Kotov et al. 2001) to complement the deﬁcien-
cies of instrumental energy resolution and calibration. Figure 4.7 shows a smooth example
of reﬂection imprints on the phase-lag dependence on frequency and energy (especially the88 Chapter 4 The 2D Cross-Spectral Fitting Method
iron line at 6.4 keV and the Compton hump above 10–20 keV) of a 10M¯ black hole using a
model similar to that used in Chapter 2.
Another interesting challenge is the study of the timing signatures of the disc, to test both
the propagation scenario (e.g. Arévalo and Uttley 2006) and the quasi-periodic signatures, in
particular with the Lense-Thirring precession model (Ingram and Done, 2012).
The properties of quasi-periodic oscillations (QPOs) are, in fact, known to depend on energy
in a non-trivial way (see e.g. Rodriguez et al. 2002). Figure 4.8 shows the » 2 – 6 keV power-
spectraldensityofa»3.4ksobservationofGRO1655–40takenwiththeProportionalCounter
Array (PCA) onboard RXTE (observation 90704-04-01-00 on 2005 March 10). The count-rate
is »1700 counts/s. The PSD shows a strong QPO that is centred at »2.3 Hz, with a harmonic
component. Standard ﬁtting of the QPO shape and underlying ‘noise continuum’ would be
done with multiple Lorentzian components, whose properties may vary along the outburst
evolution. Yet PSD ﬁtting does not yield information about the energy-dependent properties
of variability –i.e. what spectral components are mostly responsible for the QPO production
andhowthevariabilityintheQPOisdelayedwithrespecttotherestofthevariableemission.
In Fig. 4.8 we show the fractional rms squared amplitude of the cross-spectrum (absolute
magnitude of the cross-spectrum divided by the product of the count-rate in each h channel
with the count-rate of the hth reference band). The QPO clearly shows a dependence on
energy that can be modelled to help understand the origin of this component. The phase-
lags resulting from the model should also match the observed phase-lags (Fig. 4.10), so that
the resulting best-ﬁt model parameters produce a model that self-consistently reproduces
frequency and energy dependence on variability as well as causality in the system.
Finally, the method could also be used with future models that can test the combination of
lags produced by viscous disc propagation and disc reﬂection via a combination of transfer
functions, as well as to understand incoherent variability in the disc (see Chapter 3).Chapter 4 The 2D Cross-Spectral Fitting Method 89
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Figure 4.8: Power Spectral Density of GRO 1655–40 observed on 2005 March 10 in the band
» 2 – 6 keV. It shows a clear, strong QPO component at » 2.3 Hz and a harmonic at twice the
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Figure4.9: Fractionalsquaredrmsvariabilityperfrequency-energybinthatiscorrelatedwith
the reference band (fractional cross-spectrum), using GRO 1655–40 data. The QPO compo-
nent seen in Fig. 4.8 is clearly dominating the contribution to the total fractional variability.
The Figure also shows that the QPO frequency width varies as a function of energy. This en-
ergydependencecanbetestedwiththemethodexplainedinthisChapterandanappropriate
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Figure 4.10: Phase-lag dependence on frequency and energy for the GRO 1655–40 observa-
tionCHAPTER 5
Conclusions
5.1 Introduction
The focus of this Thesis has been on applying state-of-the art techniques in spectral-timing
to the observed emission of black hole X-ray binaries. We have approached the study of
the complex physics of black hole X-ray binary emission from the spectral-timing point of
view, where the time variability seen in lightcurves in different energy ranges (alternatively,
in multi-channel time series) can be studied in the Fourier space. This transform of the data
is able to provide important information regarding some of the mysteries revolving around
the properties of accreting systems.
Fifty years ago we had not even seen a black hole X-ray binary, and it was only thirty years
agothatwesawtheﬁrstcaseofaquasi-periodicoscillation(inCenX–1, Giacconietal.1971),
using nothing but naked-eye inspection of a lightcurve. Since then, X-ray instrumentation
has achieved a much higher degree of complexity and is now pushing the frontiers of human
knowledge in the ﬁeld. Analysis tools and methods have also evolved and X-ray astronomy
has borrowed many analysis techniques from ﬁelds such as acoustics, electronics and geo-
logical sciences.
Despite the improvement in imaging capabilities of focusing telescopes together with CCD
detectors, they will never1 be able to resolve the core of black hole X-ray binaries, e.g. the
innermost regions of the accretion disc that should be in a non-Euclidean space-time such
as the metrics predicted in General Relativity under Strong Gravity. Spectral analysis is next
1Never say never! Let us say highly unlikely given our current knowledge and predicted future technology.
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in the pipeline for studying these regions, and much effort is being put on improving energy
resolution and increasing the collecting area of future instruments, such as the Large Area
Detector onboard LOFT. In X-ray binaries, spectral analysis has made it possible to discover
the three main mechanisms that produce the spectrum seen in the X-rays, namely Comp-
tonisation (or synchrotron emission, which produces a similar power-law in the X-ray band),
disc-blackbody emission and disc reﬂection. In principle, understanding these three com-
ponents in a variety of objects would give a clear picture with regards to their origin, e.g. in
terms of energetics and solid angles.
5.2 Importance of this work
Wehavetreatedthespectral-timingstudyofblackholeX-raybinariesfromallpossiblefronts,
namely spectral-timing modelling, data analysis and development of a novel technique for
inferring physical parameters from multi-channel cross-spectral values. We have shown that
a broad exploratory space is still open for study in the ﬁeld, and most importantly, spectral-
timing helps break the degeneracies that are inherent to spectral modelling when performed
alone. Future X-ray timing missions will provide an unprecedented combination of energy
and timing properties that are optimal for these studies. In the following, we highlight the
most important ﬁndings that have been shown here.
• The reﬂection model discussed in Chapter 2 was developed to provide more precise
measurementsofthegeometricalpropertiesoftheaccretiondiscbycombiningGX339–
4 hard-state energy spectra and frequency-dependent time-lags together. The mod-
elling has shown that, in principle, spectral-timing modelling and ﬁtting can be per-
formed by extracting response functions from processes that transfer variability from
one component to another. The best-ﬁt results show that only extreme and unlikely
discgeometriescouldreproducethelargelagsobservedwhileproducingapicturethat
is consistent with the observed shape of the reﬂected iron line in the spectrum. Al-
though these geometries are extreme, they imply only a small fraction of the emission
observed in the optical/ultra-violet band. In addition, the ﬁtting work done here con-
ﬁrms that there must exist a variability process that produces frequency-dependent
lags that have to sum up to the observed lag amplitudes. The mass-accretion propa-
gation model is a natural candidate, as it can explain already the intermediate-to-soft
and hard-to-soft lags in the context of softer disc perturbations modulating the harder
power-law emission on viscous time-scales.
• In Chapter 3, we have studied the differences in the spectral-timing properties of the
source SWIFT J1753.5–0127 in the hard state at two different luminosities, the 2009Chapter 5 Conclusions 95
observation showing an approximately six times more luminous hard state than the
other observation. This study has been possible thanks to a careful manipulation of
time-tagged events to provide a self-consistent picture of frequency-dependent emis-
sion properties. We have shown that, despite both observations having been obtained
in the same spectral state, clear differences appear beyond simple differences between
the relative amount of emission in the disc and power-law components. A remarkable
difference is that the disc becomes less-variable at higher luminosities and its variabil-
ity appears ‘suppressed’, in clear contrast with the dimmer 2006 observation where the
highest fractional rms variability was seen in the disc emission. We have shown that
the difference in disc variability amplitudes can be reproduced if the same disc emis-
sivity proﬁle is assumend and assuming that »75 per cent of the disc emission in 2006
wasproducedbyreprocessinginaverytinyinnerregionofthedisc. Ifthediscvariabil-
ity originates at the same disc radius, the difference in disc amplitudes can be repro-
duced. By comparing covariance and rms spectra (together with the coherence), we
have shown that the outer, colder disc in 2009 may be producing slow accretion ﬂuctu-
ations that are likely damped before they can reach the region mostly responsible for
the coherent ﬂuctuations that are transferred to the power-law variability. These ob-
served properties may be linked to the shape of power density spectra, where the noise
extends to lower frequencies when only coherent variations are seen. This work opens
up the exploratory space towards the understanding of the ﬁltering properties of the
disc as well as the link between the (non-)linearity of its modulations and properties
such as the energy balance between the disc and power-law emission as well as ˙ m.
• Chapter 4 shows a novel technique that has been developed to take full advantage of
combinedspectralandtiminginformationcontainedinhigh-timeresolutionobserva-
tions. The method allows one to ﬁt complex-valued cross-spectral matrices as a func-
tion of energy and Fourier-frequency using 2D models of variability, and enables the
astronomer to break some of the model degeneracies that appear in time-averaged
spectral ﬁtting. This technique is especially appropiate for high signal-to-noise obser-
vations with satellites such as RXTE, LOFT and NuSTAR.
5.3 Future prospects
Much progress towards the understanding of black hole X-ray binaries has been made in
recent years, with an enormous contribution from RXTE in the spectral-timing world until
the end of 2011 (see e.g. Nowak et al. 1999, Revnivtsev et al. 1999, Kotov et al. 2001).
The launch of XMM-Newton led to the extension and further development of the spectral-
timingtechniquesusedinearlieryearstoenergiesthatcoverthedisc-dominatedbandmuch96 Chapter 5 Conclusions
better than Ginga, see e.g. Vaughan et al. 1994 for a study of phase-lags as a function of
energydownto1keVusingGingainthecaseoftheneutronstarGX5-1. WilkinsonandUttley
(2009) and Uttley et al. (2011), together with the work presented in Chapter 3, are examples
of spectral-timing studies of BHXRBs with soft X-ray coverage, which show that the study of
the properties of accretion ﬂows can beneﬁt greatly from the spectral-timing approach.
There are a few topics that are perfectly in line with the studies presented in this Thesis and
would deserve a careful analysis. These are the following:
1. Spectral-timing modelling of the accretion disc as a function of Fourier-frequency as
well as energy to ﬁt data in packages such as ISIS or XSPEC. This would be a perfect
complement to the reﬂection modelling work shown earlier and could be used to con-
ﬁrm that the drop in the energy-dependent lags at low energies and at low frequencies
isinfactcausedbythediscleadingthepower-lawvariability. Amoreextendedstudyof
the behaviour of these lags could include a treatment of viscosity, density and pressure
beyond the ®-model, depending on computational resources and future technology.
2. Comprehensive study of the coherence function along the hardness-intensity diagram
fordifferentsourcesandenergybands,inordertounderstandwhatrelationlinksdrops
in coherence to the emission and variability properties. The drop in coherence may be
linked to instabilities in the disc (e.g. radiation pressure).
3. Aspectral-timinganalysisoftheenergy-dependenttime-lagscouldexpandthecurrent
knowledge of the behaviour of the boundary layer in neutron stars.
4. The log-linear law governing the time-lags above the disc energies. Future work could
be done towards understanding whether the slope of the log-linear law correlates with
parameters such as viscous time-scale, mass-accretion rate and ® parameter in the
accretion ﬂow.
5. The cross-spectral method shown in this Thesis deserves further development and
new computational tools to decrease the computation time of complex-valued multi-
dimensional matrices. A possibility would be to exploit the capabilities of modern
Graphics Processing Units (GPUs) to perform the Fourier transforms required for this
method, and similar methods for fast instrumental response convolution.
6. The cross-spectral method should be used in conjunction with QPO models such as
the Lense-Thirring precession model shown in Ingram and Done (2012) to constrain
the origin of the QPO variability.APPENDIX A
The causal connection between disc and
power-law variability in hard state black hole
X-ray binaries
ThepresentChapterhasbeenpublishedasUttleyetal.(2011)andhasbeenaddedtothisThesis
in its integrity. The contribution of the author of this Thesis to this Chapter is limited to the
reduction of the data presented here.
We use the XMM-Newton EPIC-pn instrument in timing mode to extend spectral time-lag
studies of hard state black hole X-ray binaries into the soft X-ray band. We show that varia-
tions of the disc blackbody emission substantially lead variations in the power-law emission,
by tenths of a second on variability time-scales of seconds or longer. The large lags cannot be
explained by Compton scattering but are consistent with time-delays due to viscous propa-
gation of mass accretion ﬂuctuations in the disc. However, on time-scales less than a second
the disc lags the power-law variations by a few ms, consistent with the disc variations being
dominated by X-ray heating by the power-law, with the short lag corresponding to the light-
travel time between the power-law emitting region and the disc. Our results indicate that
instabilities in the accretion disc are responsible for continuum variability on time-scales of
seconds or longer and probably also on shorter time-scales.
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A.1 Introduction
Rapid X-ray variability on time-scales of seconds to milliseconds is a key characteristic of X-
ray binaries (XRBs) which has been studied almost since their discovery. It was suggested
quite early on that the rapid variability observed in XRBs and on much longer time-scales in
active galaxies, was produced by instabilities in the ‘standard’ accretion disc (Lightman and
Eardley, 1974; Shakura and Sunyaev, 1976). Such a model is attractive because the disc can
produce variations over a broad range of time-scales, corresponding to the range of unstable
disc radii, to match well with the observed variability (Lyubarskii, 1997).
However, for many years the variability has been associated with the still-mysterious hard X-
ray power-law emitting component (e.g. Galeev et al. 1979; Poutanen and Fabian 1999; Chu-
razov et al. 2001; Done et al. 2007 and references therein). This is because, although strong
variations in the luminosity of the disc blackbody component are seen on long time-scales
corresponding to transitions between the soft and hard spectral states, the disc-dominated
softstatesshowverylittlerapidvariability(fractionalrms»1percent,e.g. Bellonietal.2005).
In contrast, rms of several tens of per cent is seen in the hard spectral states which are ener-
getically dominated by the power-law emission thought to be associated with ahotoptically-
thin ﬂow, magnetised corona, or even the base of the persistent radio-emitting jets seen in
these states (e.g. Zdziarski et al. 1998; Droulans et al. 2010; Markoff et al. 2005). In addition,
the strong QPOs observed during the state-transitions of black hole XRBs (BHXRBs), when
both disc and power-law emission are strong, show hard rms-spectra consistent with an ori-
gin predominantly in the power-law emitting component (Sobolewska and ˙ Zycki, 2006).
In the hard states our understanding of the origin of the variability has been limited by a lack
of spectral coverage of the disc, which emits at kT Ç 0.5 keV and so is not covered by the
bandpass of detectors such as the Proportional Counter Array (PCA) on the Rossi X-ray Tim-
ing Explorer, which is the prime workhorse of X-ray timing studies to date. Recently we ad-
dressed this problem by studying the X-ray variability ‘covariance spectra’1 of the hard state
of the black hole candidate GX 339¡4 (Wilkinson and Uttley, 2009) using the soft X-ray re-
sponse of the EPIC-pn CCD detector on board the XMM-Newton satellite. In that work, we
found that the disc blackbody emission does vary with an rms amplitude of tens of per cent
and that the blackbody variability amplitude is greater relative to the correlated power-law
variations on longer time-scales (È 1 s). We used these results to argue that, although on
time-scales Ç 1 s disc blackbody variability could be explained by X-ray heating of the disc
by the varying power-law emission, on longer time-scales the disc is intrinsically variable.
A natural physical interpretation is that instabilities in the standard disc are responsible for
1The covariance spectrum measures the spectral shape of variations which are correlated with a given refer-
ence band, and so is ideal to search for correlated disc and power-law variability, see Wilkinson and Uttley (2009)
for details.Appendix A Connection between disc and power-law variability 99
drivingtheobservedpower-lawvariabilityontime-scalesatleastdowntoafewseconds,per-
haps through mass-accretion variations which propagate through the disc (Lyubarskii, 1997;
Arévalo and Uttley, 2006), before reaching the power-law emitting region.
An even stronger argument can be made for disc-driven variability if we can establish the
causal relationship between correlated variations in the disc and power-law components,
through the detection of X-ray time-lags between variations in different energy bands. Pre-
vious work to measure time-lags in BHXRBs has used proportional counter instruments to
measure lags between variations at harder energies, above 2 keV (e.g. Miyamoto and Kita-
moto 1989; Nowak et al. 1999), however we can also do this analysis using the same XMM-
Newton EPIC-pn timing mode data that we use to study the covariance spectrum. In this
Letterweusethesedatatopresenttheﬁrsttime-lagstudyofthehardstatewhichisextended
to soft X-rays to cover the disc component. We conﬁrm that there is indeed a clear signature
in the lags at soft energies which shows that variations on time-scales of seconds or longer in
the disc blackbody emission lead correlated variations in the power-law emission. We also
show that the sign of the lag changes on time-scales Ç 1 s, so that the disc component lags
behind the power-law variations by a few milliseconds. These lags are consistent with light-
travel time-lags expected by disc thermal ‘reverberation’, caused by X-ray heating of the disc
bythepower-lawwhichdominatesovertheintrinsicdiscblackbodyvariabilityontheseshort
time-scales.
A.2 Observations and Data Reduction
We analysed EPIC-pn (Strüder et al., 2001) timing mode data from the 2004 March 16-19
XMM-Newton observations of GX-339 in a stable hard state. The data were reduced in the
standard manner using SAS 10.0.0, processing the raw data products using the SAS tools
epsplitprocandepfast,takingaccountofbackgroundﬂaringandextractingonlyevents
withRAWXfromcolumns31to45usingthe SAS toolevselect. Althoughthetoolepfast
was used on the events ﬁle, the Charge Transfer Inefﬁciency (CTI) corrections were insufﬁ-
cient to remove features at 1.8 and 2.2 keV (Si and Au edges) in the 2004 spectrum. Although
the source is relatively bright, previous analyses have shown that the EPIC-pn data are not
signiﬁcantly piledup(DoneandDiazTrigo,2010). The SAS toolsarfgenandrmfgen were
used to generate the ancillary response ﬁle (ARF) and redistribution matrix ﬁle (RMF) for the
15 columns used for source extraction. Background was not accounted for as it is very small
comparedtothesourceandinanycasebackgroundvariationsareuncorrelatedwiththoseof
thechosenreferenceenergybandsandsodonotcontributetothelagsorcovariancespectra.
The total exposure time for the combined 2004 data was 155 ks.100 Appendix A Connection between disc and power-law variability
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Figure A.1: Top panel: GX 339¡4 2004 hard state lag versus frequency dependence for the
medium-soft and hard-medium energy bands. Positive values correspond to harder photons
lagging softer photons. The inset shows the lags on a linear y-axis in the frequency range
where the medium-soft lags drop below the hard-medium lags (the x-scale is matched to the
scale on the main ﬁgure). Bottom panel: Power spectra for the soft, medium and hard energy
bands.
A.3 Analysis and Results
A.3.1 Power and time-lags versus frequency
Weusedtheeventlists,togetherwithGoodTimeIntervals(GTIs)excludingtelemetrydropouts,
to extract light curves in three geometrically-spaced energy bands (soft 0.5–0.9 keV, medium
2–3 keV and hard 6–9 keV)2 in order to measure the cross-spectra and determine lags be-
tween bands which are separated by equal steps in log(E). Cross-spectra for pairs of these
energy bands were measured in the standard way (Nowak et al., 1999) for contiguous seg-
mentsofdataoflength59s(thesegment-lengthnecessitatedexcludingdatacontainingshort
2There is a factor » 3 separation in average event energy between each band, with values of 750 eV, 2420 eV
and 7140 eV for soft, medium and hard bands respectively.Appendix A Connection between disc and power-law variability 101
gaps due to telemetry drop-outs). The cross-spectra were averaged over segments and in ge-
ometricallyspacedfrequencybinswithfrequencyseparationº!1.15º. Wemeasuredphase
lags from the argument of the average cross-spectrum in each bin and divided by 2¼ times
the average frequency of the bin to give the time-lag. The resulting lag-frequency spectra are
shown in Fig. A.1, together with the power spectra of the measured energy bands.
From the lag-frequency spectra, we note two striking differences between the lag behaviour
in the soft band and the behaviour at harder energies which has already been well-studied
by RXTE. First, although we chose the energy bands to be separated by roughly-equal steps
in log(E), at low frequencies the medium-soft lags are a factor »6 times larger than the hard-
medium lags. Therefore, by extending the measurement of lags into the soft band we have
uncovered a signiﬁcant increase in the lags compared with the values expected from extrap-
olation of the log-linear scaling with energy observed by RXTE above 3 keV (e.g. Nowak
et al. 1999), which would give similar lags between pairs of bands separated by the same
log(E). It is also interesting to note that although at low frequencies the medium-soft and
hard-medium lag-frequency relations show similar power-law shapes (time-lag ¿/º¡0.7, as
previously observed), at frequencies approaching 1 Hz the medium-soft lags start to drop
rapidly, to the point (above 3 Hz) where they drop below the hard-medium lags. This drop
in medium-soft lags seems to correspond roughly to a drop in the soft band power relative
to other bands at frequencies approaching and above »1 Hz. In Wilkinson and Uttley (2009)
we used the covariance spectra measured on different time-scales to associate this drop in
soft band power at high frequencies with a drop in the amplitude of variability intrinsic to
the blackbody-emitting disc, so we might expect the disc to play a similar role in explaining
the medium-soft lag behaviour.
A.3.2 Lag versus energy and covariance spectra
Tobetterunderstandtheoriginofthelagbehaviourassociatedwiththesoftband, wecarried
out a Fourier-frequency-resolved study of lag versus energy. To optimise signal-to-noise we
measured the cross-spectra for many narrow energy bins with respect to a ﬁxed broad ref-
erence band covering the range 0.54–10.08 keV (the reference energies are selected to match
the start and end of energy bins). In order to remove the correlated Poisson noise part of the
variability from the cross-spectrum we must remove the energy bin light curve from the ref-
erence band light curve before measuring the cross-spectrum. Strictly-speaking this means
that the reference band is slightly different for each energy bin, but due to the narrow bin
widths, the effects on the relative lags are negligible compared to the errors (see also the dis-
cussion by Zoghbi et al. 2010).
After measuring the cross-spectrum for each channel with respect to the reference band, we
can determine the relative lag versus energy for a selected frequency-range by averaging the
cross-spectrum over that range (e.g. see Nowak et al. 1999; Kotov et al. 2001). We can use the102 Appendix A Connection between disc and power-law variability
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Figure A.2: Lag-energy spectra for four temporal frequency ranges. The lags are all measured
relative to the same 0.54-10.08 keV reference band and plotted so that energies with more-
positive values of lag are lagging behind energies with less-positive values of lag. The insets
show the covariance spectra for the same energy range and frequencies, plotted as a ratio to
a power-law with photon index ﬁxed at ¡Æ1.55, absorbed by a 6£1021 cm¡2 neutral Galactic
column and ﬁtted to the 3–10 keV range. Note that the scales for the covariance plots are the
same,showingthattheswitchinsoftlagbehaviourathighfrequenciescorrespondstoadrop
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frequency-averaged cross-spectra to determine phase lags and hence time-lags in the usual
way. We can also use the averaged cross-spectrum to make frequency-resolved covariance
spectra, which can be obtained by dividing the square-root of the modulus-squared of the
cross-spectrumbythermsofthereferenceband, inamanneranalogoustothewaythetime-
domain covariance spectrum is measured using the cross-correlation function (Wilkinson
and Uttley, 2009).
Fig. A.2 shows the frequency-resolved lag-energy spectra for four frequency ranges, each cor-
responding to an approximately factor 4 increase in frequency starting with 0.034 Hz and
ending at 8 Hz. Covariance spectra for the same frequency ranges are shown as insets and
are plotted as ratio plots with respect to a simple absorbed power-law model (see Figure cap-
tion for more details).
The frequency-resolved lag-energy spectra show clearly that the soft excess emission associ-
atedwiththediscblackbodyisresponsibleforthecomplexsoftlagbehaviourseeninFig.A.1.
The increased amplitude of the low-frequency medium-soft lags results from a signiﬁcant
downturn in the lag-energy relation, away from the log-linear law which applies above 2 keV.
The covariance spectra show that this downturn is associated with energies where variable
disc blackbody emission starts to become signiﬁcant. Therefore, the disc blackbody varia-
tions are signiﬁcantly leading the variations of the power-law emission which dominate at
harder energies.
The covariance spectra show that at high frequencies the disc blackbody variability is still
present but drops in amplitude. The same result was found in the time-domain covariance
spectra (Wilkinson and Uttley, 2009), our interpretation being that at these frequencies, in-
trinsic disc variability is small compared to blackbody variations driven by X-ray heating of
the disc by the power-law emission. This interpretation appears to be conﬁrmed by the lag-
energy spectra. The downturn in low-frequency lag-energy spectra becomes an upturn at
high frequencies, so that now the soft photons lag the medium-energy photons (which ex-
plains the sharp change in medium-soft lags seen above 1 Hz in Fig. A.1). This behaviour can
be simply explained if the mechanism for disc blackbody variability is switching from being
dominated by variable viscous heating intrinsic to the disc on time-scales below 1 s, to be-
ing dominated by X-ray heating by the illuminating power-law on shorter time-scales. The
high-frequency soft lags, which correspond to tens of RG light-crossing time, can be associ-
atedwiththelighttraveltimefromthepower-lawemittingregionstotheblackbody-emitting
regions of the disc.
A.3.3 Lags in other hard state systems
Toshowthatotherhardstatesystemsshowthesamelow-frequencylagbehaviourasGX339¡4,
we plot in Fig. A.3 lag versus energy for the 0.125-0.5 Hz range for EPIC-pn timing mode104 Appendix A Connection between disc and power-law variability
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Figure A.3: Lag-energy spectra of 0.125–0.5 Hz variations for several hard state systems
data from XMM-Newton observations of hard states in GX 339¡4, Swift J1753.5¡0127 and
Cyg X-1 as well as for GX 339¡4 in a lower-ﬂux state than observed in 20043. The lags at
higher frequencies cannot be compared with the GX 339¡4 2004 data due to larger error
bars caused by the shorter exposure times of these observations (40 ks, 16 ks and 31 ks for
Swift J1753.5¡0127, Cyg X-1 and GX 339¡4 2009 respectively). However, in the 0.125-0.5 Hz
range the other systems, as well as the GX 339¡4 2009 data, show a downturn in lag versus
energy in soft X-rays which is similar to that seen in the GX 339¡4 2004 data.
A.4 Discussion
By extending the measurement of energy-dependent lags to soft energies, we have shown
that on time-scales of seconds or longer, disc blackbody variations lead variations in the
power-law component. The natural implication of this result is that the disc variations drive
3Swift J1753.5¡0127 was observed on 2006 March 24, GX 339¡4 and Cyg X-1 were observed on 2009 March 26
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the power-law variations, so we now consider the physical origin of this causal connection.
The medium-soft lags of 0.1 s or longer seen in variations on time-scales of seconds cor-
respond to light-travel times of thousands of gravitational radii. Coronal Comptonisation
models have been invoked to explain the log-linear form of the lags seen at harder energies
(Payne, 1980; Kazanas and Hua, 1999), but they struggle to explain even the more moderate
hard-medium lags seen at low frequencies without invoking an unfeasibly large Comptonis-
ing region (Nowak et al., 1999). A recent more energetically-feasible model invokes Comp-
tonisation by the persistent hard state jet to produce the hard lags (Reig et al., 2003; Kylaﬁs
et al., 2008). In this model, seed photons are fed into the base of the jet (e.g. from the disc),
and the anisotropy of Compton scattering along the jet axis means that upscattered photons
can traverse large distances in the jet before escaping to the observer, to produce large lags
relative to the photons undergoing fewer upscatterings. However, in such a model we would
expect the medium-soft lags to be reduced relative to the hard-medium lags, not increased
as observed here, since the direct seed photons from the disc at soft energies will dilute the
log-linear lags introduced by the upscattered continuum. The medium-soft lag would only
increase relative to the hard-medium lag if the medium-soft lag represents the actual travel
timefromtheseedphotonsourcetothescatteringelectronpopulation, i.e. theseedphotons
must ﬁrst interact with the jet not at its base but thousands of gravitational radii above the
disc. This geometry raises signiﬁcant problems for explaining the energetics and variability
of the emission (since the jet at that height would subtend only a small solid angle as seen
from the disc), not to mention the shape and strength of the iron K® line, which due to geo-
metric and beaming effects would be much narrower and weaker than observed, if the disc
were illuminated by the jet from such a great height (e.g. Markoff and Nowak 2004).
A likely explanation of the large medium-soft lags observed on time-scales of seconds is
that the lags are associated with the generation of and propagation of accretion ﬂuctuations
within the inner regions of the disc before they reach the corona (Lyubarskii, 1997; Kotov
et al., 2001; Arévalo and Uttley, 2006). In fact, the observed lag behaviour on these and sub-
second time-scales is exactly that expected from our earlier disc-variability interpretation of
the covariance spectrum (Wilkinson and Uttley, 2009). In the present work, we have used
causal information to greatly strengthen that interpretation, so that accretion instabilities
can be ﬁrmly identiﬁed as the source of X-ray variability, at least on time-scales of seconds.
Furthermore, the unstable accretion ﬂow is now shown to be the standard disc, with all the
attendant physical implications (see discussion in Wilkinson and Uttley 2009), and not a hot
optically thin ﬂow.
The disc propagation model can explain the medium-soft lags, however the hard-medium
lags - produced where the disc blackbody does not contribute to the X-ray spectrum - still re-
quire explanation. These lags may still be related to Compton upscattering of seed photons
as the accretion ﬂuctuations reach the base of the jet, e.g. in a hybrid model of disc prop-
agation and the model of Reig et al. (2003). However, given the common º¡0.7 frequency-
dependence of the low-frequency lags which seems to be independent of the energy-bands106 Appendix A Connection between disc and power-law variability
chosen, it seems likely that the lags at hard energies are directly related to the same under-
lying propagation mechanism which produces the medium-soft lags. For example, lags at
harder energies can be simply produced if the mass-accretion ﬂuctuations in the disc prefer-
entiallygeneratesofterandthenharderpower-lawemissionastheypropagateinwards. Such
effects could be produced if there is a soft coronal component above the disc while the hard
emission is produced centrally (e.g. Kotov et al. 2001; Arévalo and Uttley 2006).
The switch in lag behaviour on short time-scales suggests that the disc lags the power-law
variations by a few ms on these time-scales, consistent with the light-travel lags expected
from a power-law component separated from the disc by only tens of gravitational radii at
most. This lag signature represents the ﬁrst evidence in BHXRBs for a disc thermal reverber-
ationlag. Thisisthetime-lagduetothelighttravel-timefromthecentralpower-lawemitting
region to the disc where the hard X-rays are reprocessed into blackbody emission. In order
to use these lags to map the disc, e.g. to constrain the inner radius, we would need to make
assumptions about the geometry of the power-law emitting region and the emissivity proﬁle
of the disc blackbody. This modelling effort is beyond the scope of this work.
Finally, itisimportanttonotethatalthoughthelagsobservedforvariationsontime-scalesof
less than a second appear to be caused by X-ray heating of the disc, this does not necessarily
imply that the variability on these shorter time-scales is not also generated in the disc. An
accretion instability at small disc radii will modulate only disc emission inside that radius
(e.g. Arévalo and Uttley 2006), so the intrinsic variability in disc emission will be small and
likely to be dominated by X-ray heating effects when the mass ﬂuctuations reach the central
power-law emitting region.
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Reﬂection transfer functions: further
considerations
In Chapter 2 it was shown that, under certain assumptions, the total luminosity that is ob-
served in the presence of a source of direct continuum and a reﬂector is:
Ltot(E,tj®,i)ÆLPL(E)£
³
±(t)Åa(E)
­eff
2¼
X
l
·®,l(E,i)±(t ¡¿l)
´
. (B.1)
The above equation can be rewritten as:
Ltot(E,tj®,i)ÆLPL(E)T(E,tj®,i) , (B.2)
where
˜ Ltot(E,º,i)ÆF
©
LPL(E)T(E,tj®,i)
ª
ÆLPL(E) ˜ T(E,ºj®,i) .
(B.3)
Equation B.3 is the sum of two terms, a frequency-independent term (because F[±(t)] Æ 1)
and a term that depends on both energy and Fourier-frequency:
˜ Ltot(E,º,i)ÆLPL(E)
µ
1Åa(E)
­eff
2¼
R(º)eiÁr(º)
¶
ÆLPL(E)Åa(E)LPL(E)R(º)eiÁr(º) .
(B.4)
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FigureB.1: Examplesoftime-dependentresponseofthedisctoanincidentpulseofemission
producedatacertainheightabovethedisc(Rin Æ20rg,Rout Æ2£104rg, Hout/Rout Æ0.2,hsrc Æ
10rg, i Æ 45 degrees, for a 10 M¯ black hole). As the disc ﬂaring increases, a secondary peak
appears at » 0.2 s, corresponding to large-scale reﬂection produced where the combination
of the solid angle of the disc as seen by the observer, as well as the disc as seen by the source
of incident continuum emission reaches a maximum. The inset shows the radial distribution
of the reﬂected emission, which is proportional to the solid angle subtended by each cell of
the disc as seen by the source. This does not take into account corrections due to inclination
angle, which modify the azimuthal structure of the reﬂected component.
The function R(º)eiÁr(º) equals the Fourier transform of the reﬂection geometry-dependent
term
­eff
2¼
P
l ·®,l(E,i)±(t ¡¿l) in Eqn.B.1. Both terms are, by assumption, independent of en-
ergy, all the energy-dependent information being subsumed in a(E) (the albedo) and the
strength of the illuminating continuum LPL(E). The shape of R(º)eÁr(º) depends on the ge-
ometry of the reﬂecting accretion disc, as well as on the height of the source of illuminating
power-law photons above the disc. Fig. B.1 shows examples of the disc time-dependent re-
sponse for disc ﬂaring indices ranging from 0 (ﬂat disc) to 3.
The direct continuum term in Eqn. B.4, which is independent of Fourier-frequency, has a
null projection on the imaginary axis, hence the frequent statement that this component
has 0 intrinsic lag (or, more appropriately, 0 intrinsic phase). The effect of adding the direct
continuum emission to the frequency-dependent reﬂected emission (that carries frequency-
dependent phase information that depends on the geometry of the reﬂecting medium as
well as on projection effects) is an effective reduction of the observed phase-lags that are
obtained from the cross-spectrum, i.e. an increase of the real part of the cross-spectrum
does not carry a commensurate increase of its imaginary part. This can be seen by taking
two energies, 1 and 2 (where E2 È E1), as the cross-spectrum will equal: C(º) Æ L¤
1(º)L2(º) Æ
Ld,1Ld,2
¡
1Åa1R(º)e¡iÁr(º)Åa2R(º)eiÁr Åa1a2R2(º)
¢
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Figure B.2: Real and imaginary components of the cross-spectrum resulting from reﬂection
using the parameters in Fig. B.1, as well as the phase- and time-lag resulting from it. The
energy bands used here are 2.0 – 3.5 keV and 4.0 – 10.0 keV (as in Chapter 2). A positive lag
indicates that hard photons lag soft photons.110 Appendix B Reﬂection transfer functions: further considerations
The corresponding phase-lag Á(º) will be:
tan[Á(º)]Æ
R(º)(a2¡a1)sinÁr
1Åa1a2R2(º)Å(a1Åa2)R(º)cosÁr
. (B.5)
Note that the above phase-lags are independent of the direct input luminosity. If a1 ¿ a2 (as
is the case in Chapter 2),
tan[Á(º)]¼
sinÁr
1
a2R(º) ÅcosÁr
. (B.6)
The equation above shows that observing the direct incident continuum produces a reduc-
tion in the lags, but also that the lags increase as the amount of reﬂected emission and the
albedo in the second energy range increase.
It can be seen from Fig. B.1 that concave discs produce a secondary peak of emission at large
lags. This is possible in the case where a range of cells have solid angles with respect to the
source and the observer that produce reﬂected emission that is seen by the observer almost
simultaneously. It is important to stress that the cells responsible for this emission need not
be contiguous.
The Fourier transform of the disc response functions shown in Fig. B.1 that include the direct
continuum term are shown in Fig. B.2.
Between 50 and 100 Hz, the phase-lags reach a maximum in all cases, meaning that it is on
these time-scales that most of the reﬂected component is produced. A feature is however not
present in the time-lags –these are of the order of the light-travel path difference betweenthe
observed reﬂected emission and the observed direct emission which, on average, increase
slowly as a function of disc radius.
Ontime-scalesmuchshorterthanthethelighttravel-timefromthesourceofpower-lawpho-
tons to the reﬂector, the disc reﬂection does not modulate the observed variability. For this
reason, the observed phase-lags approach the phase of the direct continuum for increasing
frequencies. However, the imaginary part of the Fourier transform of the incident emission
is zero, therefore the phase-lags approach this value.
Below »1 Hz, concave geometries produce a secondary peak that corresponds to the excess
reﬂection at large lags (and radii) as seen in Fig. B.1. The value of the time-lag at these fre-
quencies approaches the light travel-time time-lag to the outermost regions. The amount of
reﬂection at these large radii has to be comparably signiﬁcant to be seen, otherwise these
lags are completely diluted by the direct continuum (see Eqns. B.5 and B.6).Bibliography
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