Computational Complexity over thep-adic Numbers  by Maller, Michael & Whitehead, Jennifer
JOURNAL OF COMPLEXITY 13, 195–207 (1997)
ARTICLE NO. CM970441
Computational Complexity over the p-adic Numbers
Michael Maller*
Department of Mathematics, Queens College, Flushing, New York 11367
and
Jennifer Whitehead†
Department of Computer Science, Queens College and Graduate Center of CUNY,
Flushing, New York 11367
Received July 1995
A model of computation over the p-adic numbers, for odd primes p, is defined
following the approach of Blum, Shub, and Smale. This model employs branching on the
property of being a square in Qp and unit height. The feasibility of systems of quadratic
polynomials is shown to be NP-complete in this model. A polynomial time algorithm is
given for feasibility of a single quadratic polynomial over Qp. © 1997 Academic Press
1. INTRODUCTION
Blum, Shub, and Smale introduced a theory of computational complexity over
arbitrary fields and rings, in particular over the real numbers R, generalizing the
discrete theory, which in this context can be regarded as a theory over the
integers Z (Blum, Shub, and Smale (BSS), 1989). In this section we outline
the BSS model and record some basic facts about the p-adic numbers Qp.
Another account of computational complexity over the p-adics was given by
Bishop (1991). Our model differs in some details from his. Related topics were
investigated by Dubhashi (1992) and Egidi (1993). We thank Michael Shub for
very helpful discussions.
*E-mail: maller@qcvaxa.acc.qc.edu.
†E-mail: whitehea@godel.cs.qc.edu.
195
0885-064X/97 $25.00
Copyright © 1997 by Academic Press
All rights of reproduction in any form reserved.
196 MALLER AND WHITEHEAD
A BSS–Turing machine over a ring is a 5-tuple , , , , .
Here is a connected directed graph with set of nodes , , ,
, and each node has at most two next nodes. is
the state space for computation; given ( , , ) , will denote the th
coordinate in . is the computing endomorphism to
be defined below. is a characteristic function which controls
branching, and ht: is a height function, representing the cost of
computing with .
There are five types of nodes in : input, output, branch, computation,
and access nodes. There is a single input node, with no incoming edge,
assumed to be node 1, and a single output node, assumed to be node . Let
be the set of branch nodes, i.e., the set of nodes with
two possible next nodes, and ; if let be the
unique next node. The next node function is defined
by , , ,
for , and . At a computation node , an input ( )
is replaced by where or 1, or 1, and
is a polynomial (or rational function, in case is a field)
in which only a finite number of coordinates of is active. Access nodes
(“5th nodes” in Blum et al., 1989) bring higher coordinates of into the
domain of active computation. Given an input ( ), is replaced by .
The computing endomorphism H has the form
A computation by is a sequence in ,
where , is the input, and , that is,
a computation is the orbit of under the computing endomorphism . This
leads to the register equations of Blum et al. (1989):
A computation is said to be halting if , the out-
put node. The least such for an input is the halting time . ,
the set of such is the halting set of , and computes the transformation
.
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The length of is the largest such that , and the height
of is max ht( ). Then size( ) = length + height( ), and for
, the cost of the computation is defined by max
ht( ) where are the state variables occurring in the computation. The
complexity classes P and NP are then defined as in the standard theory. Thus a
machine over a ring is in class P if there exist constants , such
that, for all inputs ,
In this context, a model of computation over a ring requires a choice of
a branch function and a height function ht : . We will
use unit height for elements of . For , define
and for , if , else . (When = 2, detecting
relies on detecting , so two types of branch nodes are required.
Machines over the 2-adics are described separately in Maller and Whitehead,
1996).
The real Turing machines of Blum et al. (1989), branched on , ,
also with unit height. Blum et al. reduced the register equations (1a), (1b), (1c)
to a system of quadratic polynomials and observed that over , such a system
is equivalent to a single 4th degree polynomial. This led to their basic result
that the 4-feasibility problem is NP-complete over .
In Section 2, we prove that, in our model, quadratic system feasibility is
NP-complete. In his thesis Bishop (1991) proved an equivalent result in a
slightly different model. We also show that feasibility of a single polynomial of
polynomially bounded degree is NP-complete. In Section 3, we prove our main
result, that over Qp, feasibility of a single quadratic polynomial in n variables
can be decided in polynomial time, for p an odd prime. A similar result is given
in Maller and Whitehead (1996) when p = 2.
Next we record some elementary facts about the -adic numbers (Koblitz,
1977). Let be a prime, and for let be the highest power of
that divides , while . For , in lowest terms, let
. The valuation, , satisfies
with equality holding in case
The -adic norm is defined by , , and
= 0. The field of -adic numbers is the metric completion of under
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the norm . The -adic integers . Each
has a unique -adic expansion
where , , and .
A fundamental fact is the Hensel Lemma and its generalization (see Koblitz,
1977).
LEMMA 1.1 (Hensel). Let be a polynomial with coefficients in , and
be its formal derivative. Suppose there exists such that
and . Then there exists a unique -adic integer
a such that and . More generally, if
but , and then
there exists a unique such that and .
It is easy to show that, if then, for , ,
(see for example Dubhashi, 1992, or the discussion of below). There-
fore, for ,
Similarly, for
Therefore our branching detects and = 0 in . We will need the
following fact which follows from the inequality on :
2. MACHINES OVER
For a machine over the time halting equations are the system of
register equations 1a, 1 , 1 , , plus 1d = 0. Following
Blum et al. (1989) we transform this to a system of quadratic polynomials. First
observe that for rational computing functions , the register
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equations 1 , can be replaced by the coordinate polynomial
equations = 0 as in Blum et al. (1989, p. 18).
Because of access nodes, the resulting system is not finite, but for each can
be replaced by an essentially finite system such as in Blum et al. (1989, p. 22).
The next step is to eliminate the characteristic function .
Recall that the group of units in is a cyclic group of order ( );
squares in are even powers of a generator. It follows by the Hensel
Lemma that for , , is even and if ,
= 0, then is congruent to a square in ( . Therefore, for
there exist (non-uniquely) four elements , , , such that for all ,
, is true for exactly one . For example, if is a
nonsquare one may take the four elements .
Let be such a set, and assume that = 1. For each register
equation (1b ),
following Blum et al. (1989), we introduce a new variable over and
an equation:
For all exactly one of these factors has a root , and
Define to be a polynomial of degree less than or equal to four,
such that = + 1 and , and replace
register equation (1b ) by the equation (1b ) and
Following Blum et al.(1989), interpolate to a polynomial
of degree + 1. The time halting equations can now be written as a
system of polynomials. As in Blum et al. (1989, Proposition 1), this system
is equivalent to a quadratic system, with number of variables polynomial in the
size of the original system (1a), (1d). As in Blum et al. (1989, p. 20), this
leads to:
THEOREM 2.1. Over feasibility of quadratic systems is NP-complete.
LEMMA 2.2. Given let be a prime . Then
if and only if .
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Proof. Recall that if = 0 in then either
for some , or all the are zero. But ( ), so no
two distinct terms in can have the same valuation. Observe that by Hardy
and Wright (1960, p. 343) we may choose , .
COROLLARY 2.3. Over , feasibility of a single polynomial, of degree poly-
nomial in the size of the input, is NP-complete.
Cohen (1969) proved the decidability of the theory of the -adics, Th ,
using a quantifier elimination procedure. The best upper bound known on the
complexity of Th was given by Egidi (1993), who obtained a double-
exponential space decision procedure for Th . The complexity of Th
is also discussed in Dubhashi (1992). Since our -adic BSS machines can
simulate a standard Turing machine, it follows that over , the class NP is
contained in the class of decidable problems.
Although we do not store a -adic number as a -adic expansion, we show
that a -machine can retrieve the first terms of a -adic integer in time
.
LEMMA 2.4. If , , a -machine can compute a in
steps.
Proof. Let be the -adic expansion.
Then the following algorithm computes :
to
finish false; b 0;
exit when finish
finish true
Note that if and only if = 0 or . Hence, each iteration of the
for loop takes steps. Therefore one can obtain in
steps.
For the next section we will need to test the parity of , . We
show that this can be done in constant time.
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LEMMA 2.5. A -machine, for an odd prime , can detect even, in
at most two steps.
Proof. is even if and only if or where is a non-square
in .
LEMMA 2.6. A -machine can compute , for , in
steps.
Proof. Our machines can branch on , , and
, likewise . Therefore we can imitate binary
search on a real Turing Machine to compute the greatest integer in , for
(see Blum et al., 1989, p. 9).
We now compare our model of computation over the -adics with the model
developed by Bishop (1991). The main difference lies in the method of
branching. Bishop allows two types of branch nodes, 0-branch nodes, which
branch on = 0, and -branch nodes, which branch on .
Clearly both models define the same class of computable functions, but our
model may be stronger than Bishop’s. As noted above, for , = 0
and , and , so our machines can
perform either of Bishop’s branch steps in at most two operations. Therefore
our machines can simulate Bishop’s machines in polynomially related time.
In the other direction we do not know a good bound on the time for a Bishop
machine to detect . Recall that for , ,
is even and if , = 0, then is congruent to a square
in . Therefore a Bishop machine can detect in
steps, as above, but we do not know if this bound is tight.
We observe that branching on has the advantage of embedding well
in the Macintyre language for the theory of the -adics, which employs for
the predicates (Macintyre, 1976). Much
algebraic work on the -adics has been done in this context. Note that over
the reals, , so BSS machines over in effect also branch on
.
3. PROOF OF THE MAIN THEOREM
We now state our main result. Throughout this section, we assume that is
an odd prime.
THEOREM 3.1 (Feasibility of a Quadratic Polynomial). There exists a -
machine which can decide the feasibility of polynomials in time
, where is a quadratic polynomial in variables with co-
efficients in .
202 MALLER AND WHITEHEAD
We will prove the theorem using a sequence of lemmas. (Readers familiar
with the cell decomposition in Cohen (1969) will recognize that our proof
follows his approach.) We first discuss the encoding of the polynomial into a
machine. Following Blum et al. (1989), we use a powerfree representation
for encoding a polynomial. Let be a field. A polynomial of
degree is powerfreely represented in as (2, followed by a sequence
of , where , , , and .
The pair , represents the monomial , with = 1 to allow
for terms of degree less than 2. We assume that , are ordered by the
lexicographic order on the . The encoding of consists of (2,
followed by at most pairs of the form , . We assume
our representation is sparse in the sense that we exclude pairs where = 0.
Consider a quadratic polynomial in variables,
with coefficients in a field , char . Furthermore, assume that
is powerfreely represented in . It will be convenient to produce an equiva-
lent polynomial of the form
i.e., such that
We achieve this by repeatedly attempting to complete the square (see Jenner,
1963). This will not always succeed, but where it fails, it yields an immediate
root. At the th stage, , suppose we have an equivalent polynomial
where . If some in , , we
switch variables and if necessary, and complete the square in . If,
on the other hand, all = 0, then necessarily has a root, un-
less only the constant term, , remains: if , for some , let
, and = 0, . Otherwise, if = 0, for all , then
if for some , where , let = 1 and , and
all other = 0. It is clear that in each case where has a root, so also does .
We summarize our procedure in the following algorithm:
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ALGORITHM 3.2 (Completing the Square).
Input: Polynomial over field with char .
Output: Existence of a root of , or an equivalent polynomial
for .
Computation:
1. Set = 1.
2. If for some then switch variables and so and
complete the square using the transformation:
. Otherwise go to Step 5.
3. If or such that , for some , or such that
, where then let and go to Step 2. Otherwise,
continue.
4. If = 0 then go to Step 5; otherwise, let ; output
polynomial and stop.
5. Output: ROOT and stop.
If we obtain the following bound:
LEMMA 3.3. Algorithm 3.2 (completing the square) executes in time
on a -machine.
Proof. Each iteration of the loop requires at most coefficients of
the polynomial to be scanned. The transformation requires at most
coefficients to be updated, and each update may be performed in steps.
Finally, there are at most iterations of the loop.
We have reduced the feasibility problem of quadratic polynomials to examin-
ing polynomials of the form . This is equivalent
to the question of deciding whether a quadratic form in -variables over has
a solution in , when the form is set equal to 1. Conditions for the existence
of a solution were known classically in another formulation (see e.g. Jones,
1950). We include a proof for completeness, which will be compatible with the
branching capabilities of our -machines.
We will need the following fact:
LEMMA 3.4. Suppose , is a nonsquare. For
Proof. In general, min , with equality in the
case where the two terms on the right differ. Suppose that .
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Then implies so and
= 0. Similarly, implies , so
.
Suppose then = 0. Let
and suppose first that = 0. Let . If = 0,
= 0, so by the Hensel Lemma
implies a root , = 0, which is impossible since is a nonsquare.
Therefore, if = 0, , i.e., = 0 as required.
In the case is not zero, let , so = 0,
and let , = 0, and proceed as above.
Suppose so our polynomial has the form:
Observe that if any coefficient, say , is a (nonzero) square in then there is
a root of the form , 0, 0), where . Therefore, we assume hence-
forth that all coefficients are nonsquares, and consider cases by the parities of
the valuations of the coefficients.
LEMMA 3.5. If any two of the valuations of the coefficients are even, then a
root exists.
Proof. Suppose w.l.o.g. that and are even; we find a root of the
form , 0). Suppose first that in fact = 0. We claim there
must exist a solution to , with
and , i.e., a solution in . In fact, and
each take on distinct values which force a solution (see
Jones, 1950, p. 28). If then and
= 0 imply , contrary to hypothesis. Similarly, .
Let . Then and
= 0. By the Hensel Lemma, there exists
so that = 0, and , as required.
If or introduces new variables
, , then is equivalent to
and proceed as before.
LEMMA 3.6. If all the valuations of the coefficients are odd then a root ex-
ists.
Proof. Assume that where
= 0, changing variables if necessary, as in the previous lemma.
Observe that = 0. By Lemma 3.5 there exists a root
of = 0, with = 0. Hence
. Let , so
. Observe that and . By
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the Hensel Lemma, there exists a root of . Let ,
, and . Then = 0,
i.e., = 0, and is a root of .
COROLLARY 3.7. If = then al-
ways has a root.
Proof. This result is known classically (Jones, 1950, p. 47), but follows
immediately from our lemmas by counting the number of even and odd
valuations of the coefficients.
We are left with two special cases which are considered in the following
lemma:
LEMMA 3.8. Consider .
(1) If and is odd, and is even, then no root exists.
(2) If is odd, is odd, and is even or , then a root
exists iff .
Proof.
Case 1. If = 0, necessarily . But
is odd, and by Lemma 3.4 is even.
Case 2. As before, assume where
= 0, and = 0 or = 0, using a change of variable if
necessary. If then it is a nonsquare, and it follows from Lemma 3.4
that is even. Thus for all values of , including = 0, and all ,
is even.
Suppose = 0. As usual,
with equality holding when the terms differ. Since both are odd, and
is even, we must have and . Let ,
then . Let , where
= 0 and , which implies that .
Hence and , and we obtain
. Since = 0 we have
.
Conversely, suppose and , = 0. Let
be given by . Then
and . It follows by the Hensel Lemma that
there exists , such that and = 0. Let
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and we have = 0 and so
= 0. Hence is a root of .
We summarize our decision method in the following algorithm:
ALGORITHM 3.9 (Feasibility of a Quadratic Polynomial over ). Given
a quadratic polynomial over decide if there is a root in .
1. Transform by completing the square using Algorithm 3.2. If no root is
found, then .
2. If then a root exists, otherwise .
3. If for any then a root exists, otherwise not for all .
4. If any two coefficients have even valuation then a root exists.
5. If all three coefficients have odd valuation then a root exists.
6. If exactly two coefficients have odd valuation then a root exists iff
.
7. If there are exactly two non-zero coefficients, and one has even valuation,
one odd valuation, then no root exists.
We note that all cases are covered by the above algorithm. Since the algorithm
runs in time on a -machine, the main theorem follows.
As a final remark, we note that our methods also yield an algorithm for
testing the feasibility of a quadratic polynomial over the reals, alternative to the
one given in Triesch (1990). We apply Algorithm 3.2 (completing the square)
which yields either the existence of a root or an equivalent polynomial of the
form , where . Clearly
there exists a root iff at least one of the .
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