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We present a numerical study on the thermal activated avalanche dynamics in granular materials
composed of ferromagnetic clusters embedded in a non-magnetic matrix. A microscopic dynami-
cal simulation based on the reaction-diffusion process is developed to modeling the magnetization
process of such systems. The large-scale simulations presented here explicitly demonstrate inter-
granular collective behavior induced by thermal activation of spin tunneling. In particular, we
observe an intriguing criticality controlled by the rate of energy dissipation. We show that ther-
mal activated avalanches can be understood in the framework of continuum percolation and the
emergent dissipation induced criticality is in the universality class of three-dimensional percolation
transition. Implications of these results to the phase-separated states of colossal magnetoresistance
materials and other artificial granular magnetic systems are also discussed.
1. Introduction
Avalanche phenomena are ubiquitous in Nature [1].
When systems are driven by external forces, their re-
sponses are often in the form of intermittent bursts of
activities or avalanches. One well-studied example is the
Barkhausen noise in magnetic system which corresponds
to avalanches of domain movements. As avalanche be-
haviors often extend over a huge range of sizes, It has
been suggested that avalanche phenomena can be clas-
sified into universality classes that are independent of
the microscopic details. A canonical example is the ran-
dom field Ising model (RFIM) which describes a system
of interacting Ising spins subject to site-dependent ran-
dom fields [2–4]. When this Ising system is driven by a
magnetic field, it responds in the form of sporadic large-
scale spin reconfigurations. These spin avalanches de-
pend strongly on the level of disorder: while the magne-
tization dynamics is controlled by large system-spanning
events at low disorder, small avalanche clusters dominate
the magnetic behavior when disorder is increased. Re-
markably, the system exhibits a power-law distribution
of avalanche sizes at a critical disorder. This nonequilib-
rium criticality induced by quenched disorder is charac-
terized by a unique set of critical exponents as in equilib-
rium phase transitions [3, 4]. The RFIM has since been
applied to a number of other systems beyond spins.
Conventional wisdom also suggests that the avalanche
behaviors are unaffected by thermal fluctuations and are
governed by a deterministic dynamics that depends on
the static, quenched disorder in the system [1, 2]. In this
regard, avalanche is an intrinsic many-body phenomenon
in which spin-spin interactions play an indispensable role.
In many systems, thermal effects are indeed negligible as
the energy barriers of spin-flips are often too large for
thermal activation to be effective. On the other hand,
recent experimental and theoretical studies on magnetic
avalanches in molecular magnets have shown that ther-
mal activation is the dominant factor [5–9]. In partic-
ular, in the process known as the magnetic deflagra-
tion, the spin dynamics is dominated by single-site spin
tunneling assisted by thermal activation. Consequently
the avalanche behavior is mostly controlled by the diffu-
sion and dissipation of thermal energy. Fundamentally,
magnetic deflagration can be understood in the frame-
work of reaction-diffusion process [10–12] which also de-
scribes avalanche phenomena, ranging from phase tran-
sition dynamics to pattern formation and propagation of
epidemic waves.
A key component of thermal activated avalanches is
the self-sustainability of excess thermal energies that can
be used to overcome the energy barriers. When a system
is trapped in a meta-stable state, a small perturbation
or a quick variation of the external conditions can induce
relaxation of a portion of the system through thermal
activated tunneling. The energy released from this initial
relaxation can be reabsorbed by the rest of the system
and used to overcome the barrier again. An avalanche
is then ignited when the relaxation process becomes self-
sustained. In this scenario, the rate of energy dissipation
naturally plays an important factor as thermal activation
becomes negligible if a significant amount of the released
energy is removed from the system.
Thermal coupling has also been shown to affect the
magnetization dynamics of an important class of materi-
als known to exhibit a colossal magentoresistence (CMR),
including perovskite manganites and cobaltites [13–16].
Temperature-dependent ultrasharp magnetization steps
have been observed in several doped Pr0.5Ca0.5MnO3
manganites. Moreover, magnetic deflagration induced
by surface acoustic waves has been reported in La-based
manganites [17]. Recent experiments have also observed
unusual sweep-rate dependence of the avalanche behav-
ior in CMR materials [18, 19]. These observations all
point to the important role of thermal activations in the
avalanche dynamics of these perovskite oxides. Moti-
vated by these experiments, the goal of this paper is to
present a theoretical investigation of thermal activated
collective behaviors in CMR-related compounds.
A crucial realization in the study of CMR materials is
the key role of heterogeneity in understanding the CMR
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2phenomena [20]. For example, doped cobaltites such as
La1−xSrxCoO3 have been shown to exhibit a particu-
larly clear form of this inhomogeneity by electron mi-
croscopy [21] and nuclear magnetic resonance [22]. Rele-
vant to our study here is the small doping regime, where
the ground state can be viewed as consisting of nano-
scale ferromagnetic metallic clusters embedded in a non-
magnetic insulating matrix. Such phase-separated state
thus leads to a natural formation of a granular ferro-
magnet, analogous to the artificial granular systems that
exhibits a giant magneto-resistance (GMR) behavior [23–
26]. These GMR meta-materials are composed of ferro-
magentic clusters deposited in a non-magnetic metallic
or insulating matrix. Indeed, lightly doped perovskite
cobaltites exhibit a hysteretic magnetoresistance behav-
ior with temperature and field dependence similar to the
artificial GMR materials [27].
In the present work we perform microscopic dynamical
simulations to investigate the intrinsic effects of thermal
activation in the avalanche dynamics of granular ferro-
magnets. The model of magnetic clusters used in this
work is specifically designed such that inter-granular co-
operative phenomena are absent in the zero-temperature
athermal dynamics. We develop a numerical scheme
based on a microscopic implementation of the reaction-
diffusion process modified for the granular systems. The
large-scale simulations on lattice of N ∼ 108 sites clearly
demonstrate thermal activated collective phenomena in
the magnetization dynamics of such materials. In ad-
dition, we observe an intriguing non-monotonic depen-
dence of the avalanche behaviors on the dissipation co-
efficient, indicating the existence of emergent criticality
controlled by the rate of energy dissipations in granular
ferromagnets. A continuum percolation model is then de-
veloped to understand the numerical results. In partic-
ular, the emergent out-of-equilibrium critical avalanche
corresponds to the percolation transition in this picture.
2. Model of magnetic clusters
The granular ferromagnets considered in this work
are composed of magnetic clusters embedded in a non-
magnetic matrix. In order to perform microscopic simu-
lations, we define the granular model on a simple cubic
lattice. A schematic diagram of the granular magnet is
shown in Fig. 1(a). To be more specific, here we will use
the case of La1−xSrxCoO3 as the example [21], although
our analysis and conclusion to be discussed in the next
section does not depend on details of how the clusters
are generated. The parent compound LaCoO3 itself has
attracted considerable attention because of an intriguing
thermal induced insulator-metal crossover that is accom-
panied by a spin-state transition of Co ions [28]. At low
temperatures and small fields, the trivalent Co ions are
in the non-magnetic low-spin (LS) state with a filled t2g
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FIG. 1: (a) Schematic diagram of magnetic clusters embed-
ded in a non-magnetic matrix. The gray cells denote mag-
netic ions, while white cells represent non-magnetic sites.
The arrows correspond to the Ising variable σ = ±1 of the
magnetic ions. (b) Distribution of magnetic clusters gener-
ated through a site-percolation process with probability p =
0.05. The distribution at large s follows a exponential decay
P (s) ∼ exp(−s/sm) with sm ≈ 36.
shell. This LS state is energetically close to two other
spin-state configurations [28, 29]: an intermediate-spin
(IS) state with partially filled eg and t2g orbitals and
spin degree of freedom S = 1, and a high-spin (HS) state
with active t2g orbitals and S = 2. Spin-state crossover
can be induced either by enhanced temperatures or the
application of a magnetic field.
A large magnetoresistance observed in hole doped
cobaltites La1−xSrxCoO3 has reinvigorated the research
of this perovskite system [31]. The Co ions in the parent
compound LaCoO3 occupy the B-sites of the perovskite
structure and form a cubic lattice. The La atoms sit at
the A-sites that correspond to the body centers of indi-
vidual Co cubes. Substitution of Sr2+ for La3+ intro-
duces holes into the CoO3 array and locally distorts the
lattice such that the neighboring eight Co ions are ele-
vated to the IS state with magnetic moment S = 1 [30].
As the holes are confined to the IS clusters, the itinerant
3electrons interact with the localized spins of IS ions via
the Hund’s coupling. The metallic IS clusters can thus
be thought of as nanoscale ferromagnets stabilized by the
double exchange mechanism [32, 33].
In our simulations, the metallic clusters are generated
through a site percolation process [34] as follows. The
body-centers of the Co cubic lattice are randomly se-
lected with a probability p; a selected body center cor-
responds to a substituted Sr atom. If the body cen-
ter of a cube is selected, the surrounding eight Co ions
become magnetic. The resultant magnetic clusters are
then identified using, e.g. the Hoshen-Kopelman algo-
rithm [35]. Fig. 1(b) shows the probability distribution
P (s) of the cluster size averaged over 500 percolation
simulations with p = 0.05. The distribution shows an ex-
ponential decay at large s, indicating that the clusters are
below the percolation threshold [34], which is the regime
of our main interest as our goal is to study magnetic
avalanches assisted by thermal diffusion. For magnetic
clusters above the site-percolation transition point, e.g.
generated with a large value of p, their avalanche dynam-
ics will be dominated by intra-cluster spin-spin interac-
tions. It is worth noting that although we use the case
of La1−xSrxCoO3 as the example, our analysis below can
be applied to general granular ferromagnets.
For simplicity, we consider Ising spins in this work. An
Ising variable σi = ±1 is used to denote the spin state of
a lattice site that belongs to a magnetic cluster. This is a
reasonable approximation for several systems exhibiting
easy-axis single-ion anisotropy. Although more realistic
models such as Heisenberg spins are possible, the Ising
spin approximation allows us to simulate large-scale lat-
tices while capturing the essential physics.
The most important magnetic property of the clus-
ters is the coercive or threshold field Hc. It represents a
measure of the external field that is required to demag-
netize a fully polarized cluster. While intrinsic single-ion
anisotropy is the common source of coercivity, spin-spin
interactions also contribute to the coercive field. Spins in
magnetic clusters interact with each other through sev-
eral mechanisms. First, there is short-range exchange in-
teractions between neighboring spins. For metallic mag-
netic clusters, the double-exchange mechanism gives rise
to a non-local spin interaction that is mediated by the
conduction electrons, similar to the well known RKKY
interactions. There is also the long-range dipolar inter-
action for spins of large moment. Importantly, signif-
icant variation of the coercive field often results from
long-range spin-spin interactions, even in the absence of
quenched disorder. For example, coercivity due to mag-
netostatic shape anisotropy depends on the geometry of
the nano-cluster.
Metallic magnetic clusters in which electron interact
with spins through the double-exchange (DE) mechanism
also exhibit a coercive field that depends on the cluster
geometry. To demonstrate this property, we simulate the
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FIG. 2: (a) Normalized magnetization versus applied field
obtained from different random clusters. A coercive field is
defined as the field value at which the magnetization shows
the largest jump. (b) Distribution of the coercive field ob-
tained from 1000 independent realizations of DE cluster of
180 lattice sites.
zero temperature magnetization curve of a randomly gen-
erated cluster based on the DE mechanism. Our model-
ing here is particularly relevant for LSCO and other GMR
systems containing metallic magnetic clusters. Specifi-
cally, we consider a Hamiltonian that corresponds to the
strong coupling limit of DE model [32, 33]:
H = − t
2
∑
〈ij〉
(1 + σiσj) (c
†
i cj + h.c.)−H
∑
i
σi. (1)
Here 〈ij〉 denotes nearest-neighbor pairs in the clus-
ter, and c†i creates an electron with spin parallel to
the local Ising moment. The effective hopping constant
tij = t(1 +σiσj)/2 depends on the relative orientation of
spins at the neighboring sites and vanishes when the two
spins are antiparallel to each other. The magnetic en-
ergy has two contributions: the double-exchange energy
and the Zeeman energy corresponding to the two terms
in Eq. (1). The DE part is the sum of all filled electron
energies EDE({σi}) =
∑
filled m, where the eigenener-
gies m are obtained by directly diagonalizing the tight-
binding Hamiltonian for a given spin configuration {σi}.
For a given external field, the ground state is obtained
by minimizing the total energy, EDE +EZeeman, with re-
spect to Ising variables. Starting from a polarized state
with all σi = −1, the magnetization curve of a single
cluster is shown in Fig. 2(a) for different random realiza-
tions. While the demagnetization of such DE clusters is
a complex process, the m(H) curves show one or more
magnetization jumps at certain field values. We define
a coercive field Hc as the value corresponding to the
largest magnetization jump. Fig. 2(b) shows the prob-
ability distribution pi(Hc) of the coercive field obtained
from 1000 independent simulations. A significant vari-
ation of the coercive field for DE clusters can be seen
from the numerical pi(Hc). Interesting, the distribution
4is slightly asymmetric, indicating a non-Gaussian nature
of the process.
The above analysis shows that the coercive field of
nanoscale clusters in granular magnets depends in gen-
eral on the size and shape of the cluster. For simplicity,
we assume in our simulations that each magnetic cluster
is characterized by a single coercive field Hc. The micro-
scopic mechanism for the coercive field varies from one
system to another. We also assume that there is an in-
trinsic disorder in the cluster coercive fields, described by
a Gaussian distribution with a mean Hc and a variance
σ2Hc . Again, the microscopic origin of the distribution
varies, but most likely involves some long-range interac-
tions. We expect the general conclusion of our analysis
does not depend on details of the coercivity distribution.
Since our primary interest in this study is to investigate
the intrinsic collective behaviors induced by thermal wave
propagation, we will employ the simplest model for the
Ising spin dynamics, namely, magnetic behavior of a Ising
spin is solely characterized by the coercive field Hc of the
cluster to which it belongs. Specifically, this means that
at zero temperature an Ising spin will be flipped by an
opposite external field only when |H| > Hc.
3. Magnetization dynamics
Most of the magnetic avalanches, such as Barkhausen
and crackling noises, are intrinsically non-equilibrium
processes, and are often described by athermal and pure
relaxational dynamics. Within this framework, spin in-
version takes place whenever the energy of the system can
be decreased. The excess energy released during the in-
version process is assumed to be quickly transferred out
of the magnetic subsystem. The athermal dynamics is
often valid at low temperatures and especially when the
energy barrier of spin inversion is large enough such that
thermal activation can be ignored. Indeed, this approach
has been successfully applied to a wide range of magnetic
systems.
However, for systems with small or moderate dissipa-
tion, the released energy from spin flip can significantly
heat up the lattice locally. When this excess energy
spreads over the lattice, further spin inversions might be
thermally activated due to the elevated local tempera-
tures. Such scenarios have been discussed recently in
the context of magnetic deflagration, in which the spin
avalanches are modeled by the highly nonlinear reaction-
diffusion process. Mathematically it is described by the
following nonlinear partial differential equations [10–12]:
∂T
∂t
= κ∇2T + ∆E
C
∂m
∂t
− γ(T − T0), (2)
∂m
∂t
= −Γ0 e−U/T (m−m0). (3)
Here T is the local temperature, κ is the thermal diffusiv-
ity, C is the heat capacity, ∆E is the energy released by
spin inversion, γ is the dissipation coefficient, T0 is the en-
vironmental temperature, m is the magnetization density
with equilibrium value m0, and Γ0 is the intrinsic relax-
ation rate of the material. The effective relaxation rate
is temperature dependent and follows the Arrhenius rela-
tion: Γ(T ) = Γ0 exp(−U/T ) where U is a barrier energy
related to the anisotropy, applied field and other exter-
nal conditions. It has been shown that a self-sustained
propagating spin-reversal front can be generated under
appropriate conditions.
Such self-sustained spin reversal could occur within in-
dividual nano-clusters of the granular magnet. Here we
are interested in the intergranular collective dynamics as-
sisted by thermal energy diffusion. To this end, we in-
troduce a local temperature Ti for each lattice site in
addition to the Ising variables (which are defined only
for sites belonging to magnetic clusters). Similar to the
reaction-diffusion Eqs. (2) and (3), there are two basic
processes in our dynamical simulations, corresponding to
the updates of Ising spins σi and local temperatures Ti.
We first discuss the dynamics of Ising spins. In the
presence of an external field H, the Ising state that cor-
responds to spin antiparallel to H becomes meta-stable.
The transition from the meta-stable state to the ground-
state (with σi parallel to H) is controlled by the energy
barrier which is given by U = Hc − |H|, where Hc is the
coercive field of the cluster. We then assume that the in-
version of Ising spin σi ‖ −H is governed by a Arrhenius
dynamics with a transition probability:
w(σi → −σi) = min
{
1, exp
( |H| −Hc
Ti
)}
. (4)
As T → 0, this Metropolis-like dynamics gives rise to a
step-like behavior m ∼ θ(|H|−Hc) discussed in the previ-
ous section. It is worth noting that despite the seemingly
similarity, the Ising dynamics here is not the Metropo-
lis update; once the spin is in the ground state, thermal
fluctuations are ignored due to the relatively large en-
ergy barrier. Instead, our Ising dynamics is a modified
relaxational dynamics which includes thermal activation
of the meta-stable state, in much the same spirit as the
dynamical equation for m in Eq. (2).
Importantly, when the Ising spin σi is inverted, the re-
leased Zeeman energy 2H is deposited at the i-th site,
which will increase the local temperature by an amount
of 2H/C, where C is the heat capacity. While the spin
updates are only performed on sites belonging to mag-
netic clusters, the local temperature is updated at every
site of the cubic lattice. The update of the temperature
variables Ti is governed by the discrete diffusion equation
with damping:
T newi = αTi +K
∑
j
′ (Tj − Ti) + Θ δi, (5)
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FIG. 3: Normalized magnetization versus applied field obtained with varying dissipation measure η. Different curves in each
panel are obtained from independent runs with different realizations of the random clusters and their coercive fields. Here
m =
∑
i σi/Mmax is the normalized magnetization. A large η means more energy is dissipated in each field step.
where α = e−γ δt ≈ 1 − γ δt is the attenuation coeffi-
cient, K = κ δt/δx2 is the effective diffusivity constant,
Θ = 2Hδt/C is the temperature increase due to spin flip
per time step. We have also set the background tem-
perature T0 = 0. The summation over j only runs over
the six nearest neighbors of site-i. In the last term, the
notation δi = 1 or 0 is used to indicate whether the Ising
spin σi is inverted or not during the time-step. Conse-
quently, inverted spins act as sources of thermal energy,
which then spreads to other lattice sites through the dif-
fusion process. The dissipation of the thermal energy is
controlled by the attenuation coefficient α, which plays
a crucial role in the thermal activated collective behav-
ior to be described below. Since our simulation starts
with the initial condition Ti = 0, the α → 0 limit corre-
sponds to the zero-temperature athermal dynamics dis-
cussed above; all excess energy is quickly removed from
the magnetic subsystem.
The dynamical simulation described in Eqs. (4) and (5)
thus explicitly takes into account thermal diffusion and
dissipation in the magnetization dynamics. We note that
within the framework of Monte Carlo simulations, a gen-
eralized micro-canonical scheme that incorporates similar
thermal effects has been proposed for Ising systems [36].
It can be viewed as the Ising equivalent of Langevin dy-
namics. Our dynamical simulation, on the other hand,
should be viewed as a discretized or lattice implementa-
tion of the phenomenological reaction-diffusion dynamics
modified for the granular ferromagnets.
4. Simulation results
We perform the dynamical simulations on a cubic lat-
tice containing N = 5003 ∼ 108 sites. At the beginning
of each run, all clusters are initially polarized to the neg-
ative direction, i.e. σi = −1 for all Ising variables. An
external magnetic field H along the positive direction is
then slowly ramped up with a constant rate. Numer-
ically, the field-ramping is done by increasing the field
with small steps ∆H. This field step corresponds to a
time interval ∆t = ∆H/(dH/dt) ≡ N δt, where dH/dt is
the field ramping rate. At each field step, a fixed num-
ber N of Metropolis sweeps over spins in all magnetic
clusters are carried out. Following each spin sweep, all
temperatures are then updated according to Eq. (5). For
convenience, we characterize the different simulations by
the percentage of energy dissipation at each field step:
η = 1− exp(−γ∆t), (6)
where the second term is the attenuation of thermal en-
ergy due to dissipation γ. This parameter can be written
as η = 1 − exp(−γδtN) ≈ 1 − αN. Experimentally, the
rate of field ramp is related to the number of sweeps used
in our microscopic simulations: a larger N corresponds to
a slower ramping.
In our simulations, we used parameters N = 20 Monte
Carlo and finite-difference updates per field step in our
simulations, ∆H = 0.002Hc, where Hc is the average
cluster coercive field, the heat capacity C = 1, and the
thermal conductivity K = 0.1. Finally, the cluster co-
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FIG. 4: (a) Average temperature T =
∑
i Ti/N and (b) the
number of inverted clusters per field step, N , as functions of
applied field for varying degrees of energy dissipation. The
peak value of N shows an intriguing non-monotonic depen-
dence on the dissipation parameter, and the largest avalanche
super-cluster appears when η = 0.1. The inset in (a) shows
the linear dependence of average trigger field H∗ on the dis-
sipation parameter η.
ercive field is assumed to obey a Gaussian distribution
with a standard deviation σHc = 0.375Hc.
Fig. 3 shows examples of magnetization curves ob-
tained from our dynamical simulations with varying de-
gree of dissipation. The curves exhibit step-like features
corresponding to magnetic avalanches at small dissipa-
tion. The magnetization curves become smoother with
increasing η. In the extreme large dissipation limit α→ 0
and η → 1, local temperatures Ti remain close to zero
throughout the ramping process, indicating the absence
of thermal assisted spin tunneling; c.f. Eq. (4) . Spin-flips
occur only when H reaches the coercive field of the cor-
responding cluster. Consequently, inversion of individual
magnetic clusters takes place independently of each other
and no cooperative behavior is expected. The magnetiza-
tion simply corresponds to the accumulation of the coer-
cive field distribution, i.e. m(H) + 1 ∼ ∫H
0
pi(Hc)dHc.
Since here we assume a Gaussian distribution of the
random coercive field Hc, the resultant magnetization
curves resemble a Gauss error function, consistent with
the trend shown in Fig. 3.
It is worth noting that our model is designed in such a
way that the system shows no collective behavior in the
athermal α → 0 limit. This is in stark contrast to the
RFIM and many other systems where the avalanche phe-
nomena are governed by athermal or pure relaxational
dynamics. In our model, magnetization jumps that are
associated with spin avalanches only occur in the regime
of small energy dissipation, indicating that the collec-
tive magnetization dynamics is triggered by thermal ef-
fects. This thermal activated avalanche phenomenon
can be understood as follows. As the field is slowly
ramped up, magnetic clusters with smaller coercive field
are flipped first. The inversion of these clusters con-
tributes to the smooth shoulder preceding the step-like
features, as shown in all panels of Fig. 3. The diffu-
sion of Zeeman energy released from these leading clus-
ters heats up the system and triggers further spin-flips
through thermal activation. Importantly, most of the
spins participating in the avalanches belong to subthresh-
old clusters of which the applied field has yet reached the
coercivity. This scenario is also consistent with the fact
that the observed magnetization jumps mostly occur at
field values well below the average coercive field Hc.
On the other hand, whether a thermal activated mag-
netic relaxation can become self-sustained depends cru-
cially on the rate of energy dissipation. As the energy
released by the inverted clusters diffuse to neighboring
ones, a significant percentage of this energy has to sur-
vive the dissipation in order to continue the process. The
avalanche behavior of granular magnets thus depends on
the efficiency of the matrix serving as a medium to trans-
mit thermal energy.
To gain more insight into the thermal effects on mag-
netic avalanches, Fig. 4(a) shows the field dependence of
the average temperature T = (1/N)
∑
i Ti. For the ex-
tremely small dissipation case with η = 10−5, the average
temperature increases abruptly at H ∼ 0.5Hc, and then
slowly decays for the rest of the field ramping. All mag-
netic clusters are inverted during the step-like increase
of T , again corroborating the thermal activated nature
of the magnetic avalanche. For larger dissipations, the
average temperature exhibits spikes that correspond to
incidents of spin avalanche. Moreover, as the rate of
energy dissipation is increased, occurrence of the spikes
also shifts toward larger values of the applied field. By
averaging the trigger field obtained from tens of inde-
pendent ramping simulations, we find that the trigger
field increases linearly with the dissipation coefficient:
H∗ = H∗0 +Aη; see the inset of Fig. 4(a).
While the magnetic avalanche corresponds to a spike in
the average temperature T , the spatial distribution of lo-
cal temperatures shows a rather complex pattern. Fig. 5
shows the temperature profile T (xi, yi) at a randomly
chosen cross section of the cubic lattice at different field
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FIG. 5: Snapshots of the temperature field T (x, y) in a randomly chosen cross section at (a) H = 0.52H∗, (b) H = 0.989H∗,
(c) H = 0.996H∗, (d) H = 1.004H∗, and (e) H = 1.022H∗. Here H∗ is the trigger field of the avalanche in this simulation
with a dissipation parameter η = 0.027.
strengths. At smallH compared to the trigger field, there
are a few sparsely distributed spots with elevated tem-
peratures. These hot spots correspond to inverted mag-
netic clusters. The Zeeman energy released from these
clusters only heats up the lattice locally. As tempera-
ture at these hot spots decays to background T0 with a
time constant 1/γ, the excess energy is not enough to
trigger further inversion of clusters. On the other hand,
as H approaches the trigger field H∗, see Fig. 5(b)–(d),
the number of hot spots increases dramatically. The lo-
cal temperature rise also increases by an order of magni-
tude. The significant overlapping of regions with elevated
temperatures effectively heats up the whole lattice and
triggers a system-size avalanches. It is worth noting that
regions with elevated temperatures at H ∼ H∗ form a
complex fractal network which resembles those observed
in percolation transitions [37].
Interestingly, detailed examination shows that the
largest avalanche event happens at intermediate dissipa-
tion parameter η ≈ 0.1, instead of the zero dissipation
limit. This is demonstrated in Fig. 4(b) which shows the
number of inverted clusters per field step, defined as N ,
as a function of H for various dissipation parameters.
Although the peak value of N decreases initially as η
is increased from zero, a non-monotonic behavior is ob-
served and the largest avalanche super-cluster occurs in
the case of η = 0.1. This unusual dependence on energy
dissipation can be attributed to the intricate interplay
between the energy dissipation and the random distri-
bution of cluster coercive field. In the next section, we
discuss this non-monotonic behavior and the existence of
a dissipation induced cirticality based on the picture of
continuum percolation networks.
5. Percolation transition
Before we present the percolation scenario for ther-
mally activated avalanches, we first discuss the linear de-
pendence of the triggering field H∗ on the dissipation
parameter [inset of Fig. 4(a)], which is crucial to the per-
colation mechanism. In the continuum limit, the temper-
ature rise due to an inverted cluster can be obtained from
solution of the thermal diffusion equation (2). For sim-
plicity, we assume the cluster is small compared with the
thermal diffusion length, hence approximate the source
term in Eq. (2) with a delta-function. The avalanche
takes place in the field range [H∗−$H , H∗+$H ], where
the width $H is rather small; it is approximately a few
tens of the field steps from Fig. 4. The duration of the
avalanche is then given by t∗ = $H/(dH/dt). The tem-
perature field during this time interval is then
T (r) ≈ 2H
∗
C
exp
(−r2
2κt∗
)
exp (−γ t∗) . (7)
We have assumed the cluster is located at r = 0. As
in standard diffusion phenomena, we can define a length
scale characterizing the range of thermal diffusion:
`κ =
√
2κt∗ =
√
2K t∗/δt, (8)
Here we have used the definition K = κδt/δx2, and set
the spatial discretization δx = 1. The avalanche duration
corresponds to roughly t∗/δt ≈ 1000 Monte Carlo sweeps
in our simulation.
The physical meaning of this length scale can be under-
stood as follows. For a given inverted magnetic cluster,
the released Zeeman energy effectively heats up a sphere
of radius `κ during a avalanche; see Fig. 6. Based on
Eq. (7), the characteristic temperature of the sphere is
estimated to be T ∗ ∼ QH∗e−γt∗ , which the constant Q
accounts for the geometric details of the cluster distribu-
tion. The elevated temperature within this sphere should
be sufficient to thermally induce inversion of other clus-
ters with larger coercive field in order to self-sustain the
avalanche. A simple criterion, a necessary but not a suf-
ficient condition, for the survival of an avalanche is that
the temperature rise must overcome the average energy
barrier U b = Hc − H∗ for the majority of clusters; see
Eq. (4). The condition T ∗ ∼ U b then provides an esti-
mate of the trigger field:
H∗ ∼ Hc/(1 +Q e−γt∗). (9)
8Using the identity exp(−γt∗) = (1 − η)t∗/∆t ≈ 1 −
(t∗/∆t)η, we obtain a linear dependence of the trigger
field on the dissipation parameter
H∗ ∼ Hc
1 +Q +
Q
(1 +Q)2
t∗
∆t
η. (10)
for small η, consistent with the numerical result shown
in the inset of Fig. 4(a). Physically, this dependence can
be understood as follows. In the thermal activation sce-
nario, the avalanche is initiated by some seed clusters
whose coercive field Hc . H∗. On the other hand, the
majority of clusters have a larger coercivity since we as-
sume a normal distribution of the coercive fields. How
efficient these seed clusters can thermally induce inver-
sions of other sub-threshold clusters depends on the aver-
age temperature rise T ∗ with the thermal diffusion length
`κ. This temperature T
∗ is required to overcome the dif-
ference between the coercivity of seed clusters (which is
roughly H∗) and that of the majority of clusters (which
is represented by Hc). Consequently, a larger dissipation
gives rise to a smaller T ∗, leading to a trigger field H∗
that is closer to the average coercivity.
The efficiency of the thermal activation for sustaining
the avalanche also depends on the number of seed clus-
ters. Here we can employ the continuum percolation to
understand this effect. Continuum percolation model has
found numerous applications in disordered systems rang-
ing from porous media, composite materials, polymers
and colloids [37]. The standard model consists of a sys-
tem of spatially uncorrelated, equal-sized spheres, whose
centers are randomly distributed in a three dimensional
bulk. The spheres form clusters when they contact or
overlap with neighboring spheres. In the case of porous
media, these clusters of spheres form the porous paths
through the system. As the density of spheres increases,
some of the clusters start to span the whole system, sig-
naling the percolation transition.
In our case, the percolating spheres can be thought of
as the spherical region which centers at the inverted clus-
ter and has a radius of thermal diffusion length `κ; see
Fig. 6. Since the elevated temperature within the sphere
can induce further inversions of clusters with larger coer-
cive fields, a system-size percolating super-cluster (clus-
ter of magnetic clusters in our case) corresponds to a
magnetic avalanche in which an extensive number of clus-
ters are flipped through thermal tunneling. Whether a
system-size super-cluster can be formed thus depends on
the thermal diffusion length `κ as well as the density of
the seed clusters.
For an avalanche taking place at H∗, the density of
seed clusters nc(Hc) whose coercive field Hc ∼ H∗ follows
a normal distribution. This introduces a new length scale
ξ ∼ 1
[nc(H∗)]1/3
= ξ0 exp
[
(H∗ −Hc)2
6σ2H
]
, (11)
⇠
`
FIG. 6: Schematic diagram showing the percolation scenario
of thermal activated avalanches. The blue circles denote clus-
ters which are inverted by a field H∗, while the red circles
represent magnetic clusters yet to be inverted with a larger
coercive field Hc > H
∗. The inverted clusters act as heat
sources. The diffusion of released thermal energy is charac-
terized by a length scale `κ. The average distance between
inverted clusters is ξ, which is a function of H∗.
which is basically the average distance between seed
clusters. Here ξ0 is related to the average density of
all magnetic clusters. The percolation threshold in the
case of spheres corresponds to a critical ratio (`κ/ξ)c ≈
0.4338 [38, 39]. The radius `κ as given by Eq. (8) only
depends on the thermal conductivity and the duration
of avalanches which is not affected much by dissipation.
On the other hand, as discussed above, a larger dissipa-
tion gives rise to a higher trigger field H∗, which in turn
results in a higher density of seed clusters and shorter
mean distance ξ. Consequently, as dissipation rate is in-
creased, the system will undergo a percolation transition
when the mean distance between seed clusters reaches the
critical value ξc determined by the special H
∗ = H∗(ηc),
signaling a magnetic avalanche transition.
For percolating systems, a correlation length can be de-
fined as the characteristic linear size of clusters. Similar
to equilibrium phase transitions controlled by tempera-
ture, this correlation length diverges at the percolation
transition [37]. The absence of a characteristic length
scale at the critical point ηc also implies a power-law dis-
tribution of super-cluster sizes, which is indeed observed
in our numerical simulations; see Fig. 7. For small dissi-
pation, the distribution D(N ) shown in Fig. 7(a) exhibits
a power-law dependence followed by a spike at largest N ,
resembling the distribution in the super-critical regime of
the RFIM [3, 4]. In conventional supercritical avalanches,
the spike occurs at the same largest value bounded by
the system size. On the other hand, the spike shown
in Fig. 7(a) shifts toward smaller values of N while its
peak also diminishes as η increases. At the critical value
ηc ≈ 0.1, the distribution shows a power-law dependence
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FIG. 7: Distribution of the avalanche super-clusters in (a) the
super-critical regime characterized by weak energy dissipa-
tion, and (b) the sub-critical regime corresponding to strong
energy dissipation.
all the way to the largest sizes. Above the critical ηc,
the largest avalanches are cut off by a characteristic size
that becomes progressively smaller with increasing dissi-
pation; see Fig. 7(b). The distribution in this regime is
again similar to the sub-critical phase of the RFIM [3, 4].
In percolation models, the power-law distribution of
cluster size at the critical point is characterized the so-
called Fisher’s exponent τ :
D(N ) ∼ N 1−τ (12)
Our simulations find a critical distribution D(N ) ∼
N−1.2, as shown by the dashed line in Fig. 7(b), indicat-
ing an exponent τ ≈ 2.2. This value is consistent with the
Fisher exponent obtained from both continuum and lat-
tice percolation transitions in three dimensions [39, 40].
This agreement further corroborates the continuum per-
colation picture for the thermal activated avalanches. It
is worth noting that unlike the disorder-induced critical-
ity in random-field Ising model [3, 4], the appearance of
a critical distribution in our system is controlled by the
rate of energy dissipation.
6. Summary and discussion
To summarize, we have conducted large-scale simula-
tions of avalanche dynamics in granular ferromagnets,
emphasizing the role of thermal activated inter-granular
cooperative behaviors. We have implemented a micro-
scopic simulation scheme based on the reaction-diffusion
dynamics. In this framework, the reaction corresponds to
local spin flipping, from which the released magnetic en-
ergy can diffuse to other lattice sites and trigger further
spin inversions through thermal activation. Our simu-
lations have shown that magnetization jumps in gran-
ular materials correspond to simultaneous inversions of
a huge number of magnetic clusters triggered by such a
self-sustained thermal activated relaxation. It is worth
noting that magnetic interactions among clusters such
as the long-range dipolar force are not included in our
modeling of the granular system, the inter-cluster col-
lective behaviors are completely of thermal origin. The
matrix serves as a medium that transmits the thermal en-
ergy between clusters. We have also systematically stud-
ied the effects of dissipation on the avalanche dynamics
and uncovered an intriguing criticality controlled by the
rate of energy dissipation. The nature of this nonequi-
librium critical behavior can be understood within the
framework of continuum percolation theory. Essentially,
regions with elevated temperatures around the seed clus-
ters overlap with each other and form a percolating net-
work. The emergent criticality thus corresponds to the
percolation transition of these high-temperature regions.
Our work was motivated by recent experiments
showing unusual sweep-rate dependence of magnetic
avalanches in perovskite manganites and cobaltites, es-
pecially a non-monotonic dependence of the avalanche
dynamics on the sweep rate in LaSrCoO3 [19]. Both ma-
terials are known to exhibit the novel CMR effect. The
phase-separated regime of these compounds, which is cru-
cial to their observed novel properties, can be viewed as
granular systems consisting of nano-scale metallic ferro-
magnets embedded in a non-magnetic matrix. Our analy-
sis can also be applied to granaular GMR meta-materials.
Since ferromagnetism in clusters of CMR-related com-
pounds arises from the double-exchange (DE) effect, we
have studied the relaxational magnetization dynamics
of such DE clusters. It is worth noting that magnetic
avalanches in large double-exchange clusters is by itself
an interesting and important topic. In particular, for
metallic granular magnets in the vicinity of or above the
percolation threshold, such as highly doped cobaltites,
the magnetic clusters merge to form extended regions co-
existing with the non-metallic regions. We expect inter-
esting physics to result from the interplay between ther-
mal activation and double-exchange effects.
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