Purpose: An end-to-end deep convolutional neural network (CNN) based on deep residual network (ResNet) was proposed to efficiently reconstruct reliable T2 mapping from single-shot OverLapping-Echo Detachment (OLED) planar imaging.
INTRODUCTION
Though traditional magnetic resonance imaging (MRI) can provide excellent tissue contrast, it is usually qualitative or "weighted" measurement (1) . MR signal is not only influenced by several intrinsic contrast mechanisms, but also affected by different imaging system ( 2 ) . Quantitative MR mapping can provide quantitative information for characterizing specific tissue properties ( 3 ) , and help to remove unrelated influences on disease diagnosis and make the comparison available across different sites, MRI protocols and scanner vendors. Quantitative T2 mapping has drawn more and more attention in clinical MRI (4, 5) . Neurologic and psychiatric diseases demonstrate variations in T2 values in brain, such as stroke (6) , multiple sclerosis (7) and epilepsy (8) . Myocardial T2 mapping is thought to be meaningful in diagnosis of acute myocardial conditions associated with myocardial edema (9) .
However, long data acquisition time usually hinders the practical applications of T2 mapping, especially in the cases that requires high temporal resolution or with irregular motions. In our early work, a novel single-shot T2 mapping sequence based on SE-EPI acquisition scheme (10) was proposed. Two overlapped echo signals with different T2 weighting were obtained simultaneously by using two excitation pulses with small flip-angle and corresponding echo-shifting gradients to shift the echo centers respectively. Detachment algorithm based on structure similarity constraint was proposed to separate the two echo signals. The method called single-shot T2 mapping through overlapping-echo detachment (OLED) planar imaging shows good performance in obtaining reliable T2 mapping efficiently. The total scanning time for OLED sequence only increases by about 10% compared to conventional SE-EPI sequence. However, due to the highly non-linear mapping process of OLED imaging, the efficiency of reconstruction based on priori constraints is still limited and the reconstruction is rather slow (in minutes), which hinders its application in real-time imaging.
Deep learning, a family of algorithms for efficient learning of complicated dependencies between input data and outputs by propagating a training dataset through 4 several layers of hidden units, has shown explosive popularity in recent years with the availability of powerful GPUs (11) . Deep neural network architectures, convolutional neural network (CNN) in particular, are becoming more and more popular in medical imaging analysis for various problems including classification (12) , detection (13) and segmentation (14) . It has already been demonstrated that CNN outperforms sparsitybased methods in super-resolution reconstruction (15) , not only for its quality but also in terms of the reconstruction speed. In this work, we will explore the application of CNN in MR parameter mapping reconstruction and investigate whether it can exploit data redundancy through learned representations. Despite the popularity of CNN, there are still only a little preliminary research on CNN-based MR image reconstruction, hence the applicability of CNN to this problem is yet to be qualitatively and quantitatively assessed in detail.
As an outstanding representative of deep neural network, deep Residual Network (ResNet) can mitigate the vanishing/exploding gradient problem during training for a deep network (16) . Therefore, it can quickly accelerate the training of ultra-deep neural network, and the results of training can be more accurate. In the present work, an endto-end deep convolutional network based on deep residual network was demonstrated to be able to provide better reconstruction of T2 mapping with much faster reconstruction speed and better quality compared to the echo-detachment-based method.
MATERIALS AND METHOD

A. Problem Formulation
The OLED sequence is shown in Fig. 1 . Two excitation pulses with a same small flip angle  are used to sequentially produce two echo signals with different evolution time. However, in practice, three echo signals with different T2 weighting are obtained in the same k-space within a single shot: 
where () r  denotes spin density at position r ,  is the flip angle of excitation pulse, and β is the refocusing pulse. The first spin echo is produced by the second excitation pulse and the second spin echo is produced by the first excitation pulse, while the double-spin-echo is refocused by the last two RF pulses. According to Eq. [1] , the relationship between the overlapped echo signals and the T2 value is nonlinear. An echo-detachment-based method based on the sparsity constraint and structure similarity constraint has been utilized to separate the overlapped echoes and calculate the corresponding T2 mapping according to the T2 relaxation attenuation formula. To separate the overlapped echoes, the following energy function is minimized:
where x0 is the original image including the first and second echo signals, x1 and x2 are separated images from the first and second echo signals, respectively, 1 () norm, which promotes the sparsity of each image, ||· ||2 stands for the ℓ2 norm.  denotes the gradient operator. κ is a scaling factor, and M is an edge-weighting matrix.
Eq. [2] can be solved by using iterative reconstruction method. The detail of the echodetachment-based method can be found in (10).
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In this work, deep learning method adjusts the parameters of a multilayer neural network such that the outputs of the network will approximate the target T2 mapping when the original OLED image is input. After the ResNet is trained, it is applied to reconstruct the real experimental data.
B. Network Architectures
The proposed end-to-end framework for reconstructing the T2 mapping from OLED sequence is illustrated in Fig. 2 . For traditional CNN, with the increasing of neural network depth, the accuracy will rise first and then reach saturation, and finally the accuracy may decrease. It is not about over-fitting, because the training error also increases. Assuming that H(x) is an underlying mapping to be fit by some stacked layers, and x denotes the inputs to the first layer, if the input is passed directly to the output, the stacked nonlinear layers will fit another mapping of The input of our OLED-reconstruction system is an overlapping-echo signal image X and the output is an approximation to the T2 image Y. So we define the following objective function:
where N is the batch number of training images, (•) is the deep residual network, W and b are network parameters that need to be learned. The basic network structure can be expressed as: 
C. Training Dataset
In this work, the training dataset including OLED images and corresponding T2 mapping was obtained from simulation via SPROM software developed by our group 
Human Brain Experiments
The OLED and SE images were acquired from two healthy volunteers (age 26~41 years). The experimental parameters were the same as those used in the simulation.
Four different TEs (35 ms, 50ms, 70 ms, and 90 ms) were utilized for conventional SE sequence with total scan time of 17 min. For OLED, the flip angle of excitation pulses was 50°, and ΔTE ≈ 45 ms was used. The slice thickness was 4 mm for all sequences.
E. Training
The ResNet had 8 parameter layers and stochastic gradient descent (SGD) was used to minimize the objective function in Eq. [3] with the weight decay of 10 -8 , momentum of 0.9 and mini-batch size of 16. We started with a learning rate of 0.1, divided the rate by 10 at 32k and 64k iterations, and terminated training at 100k
iterations. The filter size was 3×3 and filter number was 64. No augmentation was used.
The batch normalization (BN) was adopted right after each convolution and before activation.
As demonstrated in our early work, the original k-space data contain three echoes, while the double-spin-echo should be removed by a simple Gauss filter before the training and testing. We randomly selected 90 images to train our network from which 64×64 patch pairs were randomly cropped and the remaining 10 images were used to test the network. Caffe software package was used to train our network (24) . It took approximately 2.5 hours to train our network.
RESULTS
To evaluate the trained network, the T2 mappings reconstructed from ResNet were compared with those from the echo-detachment-based method for numerical simulation and in vivo human brain.
A. Numerical Simulation
The results of numerical simulation are shown in Fig. 3 . From Fig. 3 
B. In Vivo Human Brain
The results of three different slices from human brain are shown in Fig. 4 . 
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Compared to the echo-detachment-based method, we can see that the deep learning method can provide a result with lower noises and higher resolution. Some small artifacts are still obvious from the echo-detachment-based method even though the total variation (TV) regularization has been applied, while ResNet method can remove the artifacts and preserve details better.
FIG. 4. MR images (2222 cm
2 ) of human brain. Original OLED images contain two echo signals. Fifteen ROIs were marked with red circles and numbered in conventional SE images. The gray scales in 1 st , and 2 nd columns were normalized respectively. Fig. 4 for SE (reference), echo-detachment-based and ResNet methods. 
FIG. 5. Mean T 2 values and standard deviations (shown as vertical bars) for 15 ROIs marked in
DISCUSSION
To reconstruct reliable T2 mapping from single-shot OLED sequence, an echodetachment-based method based on structure similarity constraint has been proposed to separate the two overlapped signals first and then calculate corresponding T2 values according to the signal evolution formula under T2 relaxation attenuation. However, the echo-detachment-based method separates two overlapped echoes using low-level image features. When the structure and orientation of an object are similar to those of modulation streaks, it would be hard for the echo-detachment-based method to simultaneously separate the overlapped signal and preserve the object's structure. From the expanded region in Fig. 3d , we can see that some residual artifacts (lattice-shaped) cannot be removed even though the TV regularization is used. These artifacts are corresponding to the modulation streaks.
The detachment of two overlapped echo signals is not necessary, because only the reconstructed T2 mapping is desired. In this work, an end-to-end reconstruction method Therefore, when we use the images from multi-scan imaging sequence as the training label for single-shot imaging sequence and train the network, the differences between these two sequences may cause serious problem if single-shot data is reconstructed by this network.
In this paper, an 8-layer ResNet was used. A deeper network may have greater fitting capacity due to additional nonlinearities and better quality of local optima (25, 26) . However, it also needs more computation and may increase the risk of overfitting. 
