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Abstract
Thermodynamic properties for a system composed of dipolar molecules are computed. Free
energy is evaluated by means of the thermodynamic integration technique, and it is also estimated
by using a perturbation theory approach, in which every molecule is modeled as a hard sphere
within a square well, with an electric dipole at its center. The hard sphere diameter, the range
and depth of the well, and the dipole moment have been calculated from properties easily ob-
tained in Molecular Dynamics simulations. Connection between entropy and dynamical properties
is explored in the liquid and supercooled states by using instantaneous normal mode calculations.
A model is proposed in order to analyze translation and rotation contributions to entropy sep-
arately. Both contributions decrease upon cooling, and a logarithmic correlation between excess
entropy associated with translation and the corresponding imaginary frequency modes is encoun-
tered. Rosenfeld scaling law between reduced diffusion and excess entropy is tested, and the origin
of its failure at low temperatures is investigated.
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I. INTRODUCTION
Unraveling the role of structure and thermodynamics in the dynamics of a supercooled
liquid is a long standing problem in condensed matter theory [1–4]. Free energy is a central
thermodynamic property of systems in equilibrium which provides a bond between thermo-
dynamics and statistical mechanics, gives information on the stability of a state [5], and
permits the evaluation of entropy. An important connection between structure and thermo-
dynamics is made by considering the excess entropy. Excess entropy can also be connected
to transport properties, namely to the diffusivity, by means of phenomenological scaling re-
lations [6, 7], which were originally motivated by the success of the variational hard-sphere
thermodynamic theory. They are relevant not only to obtain estimates for transport coeffi-
cients but also to provide guidelines for theoretical analysis.
Several approaches have been devised to compute free energies. One of the most widely
used is the thermodynamic integration technique, which allows the evaluation of free energy
differences [8, 9]. Then, the free energy of a state can be obtained, provided that the free
energy of a reference state is known. This methodology requires to perform a series of
simulations of a system within the thermodynamic path between two states. Perturbation
theories have provided useful insights in condensed matter physics for many decades [10],
and they can be used to obtain free energy estimates. They allow to relate thermodynamic
properties of fluids to the ones of simpler systems described by repulsive potentials, usually
hard sphere potentials [11, 12]. Short range and dipole interacions can also be included to
model dipolar molecular systems[13–15].
Seminal work within the framework of the inherent structure approach [16] described glass
transition as a purely configurational one, and a logarithmic relation between configurational
entropy and diffusion was proposed. Excess entropy contains vibrational and configurational
terms, but recent works have demonstated that vibrational entropy is fairly small for metallic
glasses [17]. Excess entropy can be obtained as a multiparticle correlation expansion. Even
though its behavior is well represented by the two-body approximation in some cases, it can
be difficult to evaluate for molecular systems.
The main purpose of this work is to investigate correlations between thermodynamic
properties and dynamics of a molecular liquid when approaching the supercooled state. The
system under study is composed of diatomic molecules with a dipole moment. A pertur-
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bative approach is used to estimate the free energy, which involves a new methodology to
estimate the parameters characterizing perturbation potentials. They are evaluated so that
structural and energetic properties of the system, previously obtained in Molecular Dynamics
simulations, are reproduced. Entropy is also evaluated at different temperatures approach-
ing glass transition. In order to connect entropy and short time dynamics, instantaneous
normal mode (INM) analysis [18, 19] is undertaken. A methodology is proposed in order to
obtain rotational and translational contributions to entropy separately. The validity of the
pair entropy approximation, evaluated from pair radial distribution functions [20] is tested.
Correlation between excess entropy and the proportion of INM imaginary frequency modes
(Im-ω) [21] is investigated. Rosenfeld scaling law is also checked and the origin of its failure
at low temperatures is analyzed.
The paper is composed of five sections and one appendix, where some technical details
concerning the perturbative approach are gathered. In section II the methods used to com-
pute free energy and entropy are described. Details on the molecular model and calculations
are included in section III. Results are discussed in section IV. Some concluding remarks
are gathered in the final section.
II. METHODS
A. Free energy computations
For a system composed of N atoms, with a hamiltonian H(rN ,pN)
H(rN ,pN) =
N∑
i=1
p2i + V (r
N), (1)
the free energy A in the canonical ensemble can be evaluated as
A(N, V, T ) = −kBT ln
[
1
h3NN !
∫ ∫
exp
(−H(rN ,pN)/kBT) dNpdNr] (2)
The evaluation of the integral in eq. (2) is computationally challenging as it requires a
complete sampling of the phase space. Then, alternative approaches have to be considered.
Thermodynamic integration (TI) is one of them. By using this methodology, the free energy
difference between two states can be obtained. Provided that the free energy of one of the
states is known, it is possible to find out the free energy of the other. The methodology
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requires the choice of a thermodynamic path between the initial (A) and the final (B) states.
Any intermediate state with potential energy U is parameterized by a coupling parameter
α, so that
U(α) = αkUA + (1− α)kUB, (3)
where k is an integer, UA and UB are the potential energies of states A and B respectively,
and 1 ≤ α ≤ 0. Free energy difference between states A and B can be calculated as [8, 22]
∆A = AB − AA =
∫ 0
1
〈
∂U(α)
∂α
〉
α
dα, (4)
where 〈· · · 〉α is the Boltzmann average. For a system of diatomic molecules, the reference
state is an ideal gas within the rigid rotor approximation [23]. Then, UB = 0 and
AB = NkBT
[
ln
(
N
V
)
+ ln
(
h2
2pimTkBT
)3/2
− 1 + ln
(
h2
8pi2IkBT
)]
. (5)
Free energy can also be estimated by means of the perturbation theory approach. Accor-
ding to it, a dipolar molecule can be modeled as a hard sphere particle (HS) within a square
well, with an electric dipole embedded at its center. The interacting potential between two
molecules with their centres of mass located at a distance r can be evaluated as
u(r) = uHS(r) + uSW (r) + uDD(r), (6)
where uHS(r) is the HS repulsive potential
uHS(r) =
∞, r < d0, r > d (7)
being d the HS diameter. For uSW (r), the square-well potential,
uSW (r) =
 −, d < r < λd0, r > λd (8)
where λ is the range of attractive forces and  is the square well depth. Dipole-dipole energy
can be evaluated as
uDD(r, nˆ1, nˆ2) = −µ
2
r3
D(r, nˆ1, nˆ2), (9)
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with
D(r, nˆ1, nˆ2) = 3(nˆ1 · rˆ)(nˆ2 · rˆ)− nˆ1 · nˆ2, (10)
where µ is the magnitude of the dipole embedded at the center of the molecule, nˆi is a unit
vector in the direction of dipole i and rˆ is a unit vector in the direction of r = r2− r1, being
r1 and r2 the positions of the centres-of-mass of molecules 1 and 2 respectively.
Within the Barker-Henderson (BH) perturbation theory framework [11, 12], the thermo-
dynamic properties of a real system can be evaluated by means of an expansion around their
values at a reference system. In the modeling of a dipolar system, an ensemble of HS can
be considered as the reference system, while the square well and dipole-dipole interactions
are treated as perturbations. Free energy can be evaluated as
A = AHS + ASW + ADD + AR, (11)
where AHS is the free energy of the HS system, and ASW and ADD are the contributions
associated to the square well and to the dipole-dipole interactions. AR is included to take
into account the contribution of rotational degrees of freedom
AR
NkBT
= ln
(
h2
8pi2IkBT
)
(12)
being I the molecular moment of inertia. By asuming the Carnahan-Starling (CS) equation
of state [24] for the HS system,
AHS
NkBT
= ln
(
h2
2pimkBT
)3/2
+ ln ρ− 1 + 4y − 3y
2
(1− y)2 (13)
where y = pi/6ρd3 is the packing fraction and m is the molecular mass.
ASW and ADD can be evaluated by using Taylor power series expansions of the inverse
of the temperature. For the square-well potential term,
ASW =
(

kBT
)
A1,SW +
(

kBT
)2
A2,SW + . . . . (14)
First-order perturbation term A1,SW can be calculated by means of the two-body distribution
function of the representative HS fluid. Second-order perturbation term A2,SW involves
three- and four-order radial distribution functions. Nevertheless, the so called microscopic
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approximation allows to relate this term to the two-body distribution function, as shown in
the Appendix.
By neglecting third-order contributions in eq. (14), the potential energy associated to
the square-well can be evaluated as
ESW =
(
∂(βASW )
∂β
)
=
(

kBT
)
A1,SW + 2
(

kBT
)2
A2,SW . (15)
For asymmetric molecules, it can be more convenient to model the molecular core as a
hard prolate ellipsoid of semi-axes a and b = c, instead of a HS. The corresponding analytical
formulas for the first- and second-order perturbation terms are given in the Appendix.
By means of a perturbation theory for polar fluids [13, 14] it is possible to evaluate ADD
according to
ADD =
(
µ2
kBT
)
A1,DD +
(
µ2
kBT
)2
A2,DD +
(
µ2
kBT
)3
A3,DD + . . . (16)
where µ is the molecular electric dipole. A1,DD is null because of the symmetry of the inter-
action. The second and third terms can be evaluated analytically from structural parameters
of the reference HS system (see Appendix).
Given that series (16) is slowly convergent, the sum of infinite terms can be written as a
sum of Pade´ [14, 25]
ADD =
(
µ2
kBT
)2
A2,DD
1−
(
µ2
kBT
)
A3,DD
A2,DD
. (17)
The Pade´ approximation is accurate at high temperatures and provides a good description
of thermodynamic properties, such as free energy [25, 26].
Finally, the potential energy associated to the dipole-dipole interaction is related to the
corresponding free energy perturbation terms by means of
EDD = 3ADD −
(
µ2
kBT
)2 A2,DD − 2( µ2kBT )A3,DD[
1−
(
µ2
kBT
)
A3,DD
A2,DD
]2 . (18)
It should be noted that the model requires four ad-hoc parameters, namely the HS dia-
meter d, and the energetic parameters , λ and µ.
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B. Instantaneous Normal Mode Analysis
The potential energy of a system at a given time t can be approximated as a series
expansion around the configuration Ro = {ro}N at time to
U(R) = U(Ro)− F(Ro) · (R−Ro) + 1
2
(R−Ro) ·D(Ro) · (R−Ro) (19)
where R(t) = {r}N is the mass-weighted coordinates vector at time t. For a diatomic
molecule with 5N degrees of freedom, the vector force F is a 5N -dimensional vector whose
components are
[F]jµ = − ∂U
∂rjµ
, (20)
and D is the 5N × 5N dynamical matrix
[D]jµ,kν =
∂2U
∂rjµ∂rkν
. (21)
One approach to specify the mass-weighted rotation coordinates requires the use of Euler
angles[18]. Then, for molecule j,
rjµ =
m1/2xj, m1/2yj, m1/2zj µ = {1, 2, 3}I1/2θj, I1/2 sin θojφj µ = {4, 5} (22)
If U(Ro) is the unitary matrix that diagonalizes D(Ro), then the eigenvalues of the
dynamical matrix are given by
ω2α = [U ·D ·Ut]αα α = {1, . . . , 5N}, (23)
where Ut is the transpose of U. The set of 5N eigenvalues ω2α are the squares of normal
mode frequencies. For a liquid, the first derivative term F does not vanish, and the Hessian
has negative eigenvalues, that is, Im-ω modes. Some of these modes are related to diffusion
[27].
Density of states (DOS) ρ(ω) is obtained after averaging over liquid configurations
ρ(ω) =
1
5N
〈
5N∑
α=1
δ(ω − ωα)
〉
. (24)
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For a spectrum of frequencies normalized to unity, the fraction of real frequencies or
stable modes (k = s) and imaginary frequencies or unstable modes (k = u) can be obtained
as
fk =
∫
k
ρ(ω)dω. (25)
Translational and rotational frequencies within the DOS spectrum can be identified by
considering projectors
[PT ]jµ,kν =
 δjkδµν µ, ν ≤ {3}0 µ, ν = {4, 5} (26)
[PR]jµ,kν =
 δjkδµν µ, ν = {4, 5}0 µ, ν ≤ {3} (27)
Then, PT +PR = 1. Translation and rotation spectra are given by
ρT (ω) =
1
5N
〈
5N∑
α=1
[P′T]ααδ(ω − ωα)
〉
(28)
ρR(ω) =
1
5N
〈
5N∑
α=1
[P′R]ααδ(ω − ωα)
〉
, (29)
where P′T and P
′
R result from the diagonalization of projectors whose components are defined
in eqs.(26) and (27), namely
P′T = U ·PT ·Ut
P′R = U ·PR ·Ut.
C. Excess Entropy
Entropy (S) is related to free energy according to S = (A− E)/T , being E the internal
energy and T the temperature. Excess entropy (Sexc) can be defined by means of
S = Sid + Sexc, (30)
where Sid is the entropy of an ideal gas at the same density and temperature. For a
monoatomic system composed of N particles of mass m in a volume V
8
Sid
NkB
= − ln
(
h2
2pimkBT
)3/2
− ln
(
N
V
)
+
5
2
. (31)
Sexc is the so called excess entropy, which can be expanded as a series [20]
Sexc = S2 + S3 + . . . . (32)
Sn can be obtained from integration of n-particle distribution functions. This approach has
been used to estimate the entropy of simple liquids [20, 28, 29]. Although the convergence
of the series expansion (32) is slow, specially at high densities, sometimes it is possible to
approximate Sexc ≈ S2 because the three body contribution S3 partially cancels four-body
and higher order terms. Indeed, several authors found that S2 accounts for around 85%
of the total excess entropy [20, 29]. For a homogeneus and isotropic liquid, the two-body
contribution S2 can be evaluated as
S2
NkB
= −1
2
ρ
∫
[g(r) ln g(r)− g(r) + 1]dr, (33)
where ρ is the number density and g(r) is the pair radial distribution function.
A new approach is proposed in order to obtain rotational and translational contributions
to the total entropy of a molecular system separately. It assumes that the system is com-
posed by a gas-like subsystem composed of Ng = qN molecules and a solid-like subsystem
containing Ns = (1 − q)N molecules, being N the total number of molecules in the sam-
ple. Then, the total entropy is the superposition of gas-like (Sg(q)) and solid-like (Ss(q))
contributions
S = Sg(q) + Ss(q). (34)
Sg(q) includes low frequency processes which are mainly associated with diffusion. For a
system of diatomic molecules, it is evaluated by using the free rigid rotor approximation
Sg(q)
NkB
= q
[
− ln
(
h2
2pimkBT
)3/2
− ln
(
qN
V
)
− ln
(
h2
8pi2IkBT
)
+
7
2
]
. (35)
Ss(q) is evaluated from the real frequencies branch of spectrum ρ(ω),
Ss(q)
NkB
= 5(1− q)
∫
real
[
xo
exp(xo)− 1 − ln (1− exp(−xo))
]
ρ(ω)dω, (36)
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where ρ(ω) has been normalized to unity, and xo = h¯ω/kBT . For q = 1, the entropy of the
system equals that of a gas, while for q = 0 it is that of a crystal. From eq. (34), and using
results from eqs. (35) and (36), it is possible to obtain the gas-weight parameter q at each
temperature.
This approach is inspired by the 2PT methodology [30], although some differences are
to be noted. First, they obtain spectra after Fourier transforming velocity autocorrelation
functions, whereas DOS spectra evaluated from INM analysis are used in our approach. In
addition, their HS reference system is replaced by the rigid rotor model because the latter
allows to consider one single weight parameter q for both translation and rotation terms.
Finally, the q parameter is defined on purely thermodynamic grounds, whereas a dynamical
definition is used in the 2PT approach.
Total entropy includes a translation (ST ) and a rotation (SR) contribution (S = ST +SR).
They can be obtained by means of
Sα = Sαg (q) + S
α
s (q), (37)
where α = {T,R}. For the gas-like subsystem,
STg (q) = qNkB
[
− ln
(
h2
2pimkBT
)3/2
− ln
(
qN
V
)
+
5
2
]
(38)
SRg (q) = qNkB
[
− ln
(
h2
8pi2IkBT
)
+ 1
]
. (39)
Entropy associated with the solid-like subsystem is evaluated by means of
Sαs (q) = nα(1− q)NkB
∫
real
[
xo
exp(xo)− 1 − ln (1− exp(−xo))
]
ρα(ω)dω, (40)
where nT = 3, nR = 2 and xo = h¯ω/kBT , and only real frequencies branches of ρα(ω) are
used.
III. MOLECULAR MODEL AND DETAILS OF THE CALCULATIONS
The system under investigation (MeO) is composed of rigid neutral molecules, with two
interacting sites whose masses are those of oxygen (O) and of the methyl (Me) group.
Charges have been assigned to both sites so that the molecular dipole equals that of methanol
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molecules (2.22 D). Then, the molecular model is very similar to the one used to simulate
methanol with the exception of the ability to set up hydrogen bonds.
Short range interactions have been evaluated by means of the OPLS potential [31]. Then,
the potential energy for each pair of sites belonging to different molecules consists of a
Lennard-Jones part and a coulombic term
u(rij) = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
rij
. (41)
Potential parameters are gathered in table I. The model was proposed by Hirata and
Levy[32], and it has been investigated at liquid [33] and supercooled conditions [34–36].
Bond lenghts have been kept at their equilibrium values by means of the Shake method [8].
Ewald summation [8] has been used in the calculation of electrostatic interactions.
The system consists of N = 1000 molecules and it has been equilibrated in the canonical
ensemble at T = 298 K with a density of 0.787 g/cm3. Then, the sample has been quenched
at constant pressure in a stepwise manner with ∆T = - 5 K. Every change in temperature
has been followed by a thermalization period in the (N,P, T ) ensemble. Along the cooling
process, some temperatures have been selected. For each of them, additional equilibration
times have been performed, ranging from 250 ps to 1750 ps at the highest and the low-
est temperature respectively. Subsequently, production runs have been carried out in the
(N, V, T ) ensemble, which have been used to evaluate radial distribution functions, diffusion
coefficients and energetic values. Temperature and pressure have been controlled by means
of the algorithm proposed by Berendsen et al.[37].
Free energy has been evaluated with the TI technique and also by using a perturbative
approach. For a model system, convergence of both methodologies is particularly relevant.
As for the TI technique, evaluation of the integrand in eq.(4) requires to perform a series
of MD simulations, where the interacting potentials between sites i and j depend on the α
parameter as follows [38]
u(α, rij) = 4ij
[
1
[αo(1− α)m + (rij/σij)6]2 −
1
αo(1− α)m + (rij/σij)6
]
+
+
qiqj
[αo(1− α)m + r2ij]1/2
(42)
UA =
∑
i<j
u(α, rij).
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We have considered m = 2 and αo = 0.5. In addition, a non-linear scaling with k = 4
has been used in eq.(3). Previous works have proven that these values ensure avoidance of
singularities and reasonable computational times for a variety of liquids [39].
MD simulations with different α values have been performed (∆α = 0.1 when approaching
the ideal state and ∆α = 0.05 otherwise) in order to obtain derivatives of the potential
energy. Twenty simulations starting from independent equilibrated configurations have been
undertaken for each α-point, and each of them has been followed by a 30 ps production run.
A cubic spline fitting has been used to perform numerical integration in eq.(4). No differences
have been obtained when considering a 6-degree polynomial fitting procedure.
In order to undertake INM analysis, smaller samples of N = 216 molecules have been
simulated. For each temperature, we have selected 100 equally spaced independent config-
urations, from which the hessian has been calculated and diagonalized to obtain eigenfre-
quencies. Time intervals between configurations range from 1 ps at room temperature to 20
ps at the lowest analyzed temperature. No significant dependence on molecular coordinates
has been observed for MeO, in agreement with previous findings on linear rigid molecules
[40].
IV. RESULTS
A. Free Energy
Results for the derivative of the potential energy, integrand of eq.(4) are displayed in
figure 1. It is apparent that changes are more abrupt for larger α values, and that no
discontinuity is observed. Free energy difference ∆A obtained by the TI technique is -1.91
kcal/mol, and it is obtained from eq. (5) that AB = -9.24 kcal/mol, which lead to A =
-11.15 kcal/mol for MeO.
In order to analyze perturbation theory predictions, it is necessary to estimate the dia-
meter for the HS model associated with the MeO molecule, which will be evaluated taking
into account the effective hard core diameters for O (dO) and Me (dMe) sites. They can be
obtained from the soft-core diameters σO and σMe [11, 12]
di =
∫ σi
0
[1− exp(−u
(i)
LJ(r)
kBT
)]dr, i = {O,Me}, (43)
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where u
(i)
LJ(r) is the Lennard-Jones potential associated with a fluid of i-sites. By using the
values for the parameters (εi, σi) reported in table I, it is obtained that dO = 2.89A˚ and
dMe = 3.57A˚.
Diatomic molecules can be modeled as fused spheres with their centers located at a
distance equal to the bond length (1.43A˚). The molecular HS effective diameter is evaluated
by considering that its volume should equal that of the fused spheres (V = 29.96A˚3). It
is obtained that d = 3.85A˚ which leads to a packing fraction of y = 0.443. When MeO
molecules are modeled as hard ellipsoids (HE), the length of their major axis is 2a = dO/2+
l + dMe/2 = 4.63 A˚, and that of the minor axis is evaluated so that the packing fraction is
kept constant, leading to 2b = 3.52 A˚.
We have evaluated the range λ for the square-well potential (eq. (8)) by fixing that the
coordination number for the HS system should equal that obtained in MD for the diatomic
fluid. Then,
4piρ
∫ λd
0
r2gCOM(r)dr = 4piρ
∫ λd
d
r2gHS(r)dr, (44)
where gCOM(r) is the molecular center of mass (COM) radial distribution function and
gHS(r) is the HS system radial distribution function evaluated as shown in the Appendix.
It is apparent in figure 2 that gHS(r) is a good approximation for gCOM(r) at distances
beyond the first maximum. It has been obtained that λ = 1.51. In addition, the square-well
potential depth, , has been evaluated by means of eq.(15), by fixing that ESW = ELJ . It has
been obtained in MD simulations that the energy associated to LJ interactions for the MeO
system is ELJ = −2.55 kcal/mol. For the HS model, it turns out that (/kB)HS = 211.5.
When considering the HE model, it is obtained that (/kB)HE = 203.4.
Perturbative coefficients A1,SW , A2,SW are gathered in table II, when considering either
the HS model (eqs. (A1)-(A6)) or the HE one (eqs. (A12)-(A13)). In spite of small
differences between partial terms, both HS and HE models lead to the same square-well
potential contribution to the free energy.
With regard to the dipole-dipole perturbation terms, it results from eq. (A16) that
A2,DD/(kBT )
2 = −0.109 kcal mol−1D−4, and, from eq.(A17), that A3,DD/(kBT )3 = 0.030
kcal mol−1D−6. The electrostatic contribution to the potential energy of MeO amounts
EC = −1.38 kcal/mol according to MD simulation. By fixing that EDD = EC in eq. (18), it
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is possible to evaluate the dipolar moment embedded in the HS model. We have obtained
that µ = 2.10D, which is about 5% lower than that of MeO molecules in MD.
As shown in table II, differences of about 1% have been obtained for the free energy
when modeling molecules as HE instead of HS. It is apparent that the value provided by
perturbation theory is about -10.46 kcal/mol. It deviates from the exact value obtained by
thermodynamic integration only about 6%.
B. Excess Entropy
Entropy has been evaluated by using the thermodynamic relation
S(T ) = S(To) +
∫ T
To
Cp(T
′)
T ′
dT′. (45)
Cp(T ) have been obtained from numerical temperature derivatives of enthalpy, which led
to Cp = 0.04T
−0.2 [41]. The value for S(To) is 29.19 cal mol−1 K−1, being the reference
temperature To = 298 K. It has been evaluated by using the TI free energy value and the
computed total energy at To, as obtained in MD simulations (E = −2.45 kcal/mol), by
following S = (E − A)/T . Entropy values are summarized in table III.
Results for the total DOS spectrum, ρ(ω), at the two limiting temperatures are displayed
in figure 3. Translational ρT (ω) and rotational ρR(ω) contributions are also shown. At room
temperature, the real frequencies lobe is larger than the one associated with imaginary
frequencies for the translational spectrum, whereas the opposite applies to the rotational
one. The fraction of imaginary frequencies is related to the probability of finding the system
on a potential energy surface region with a negative curvature, leading to a larger diffusion.
The relative large size of the unstable modes contribution to the rotational spectrum is
consistent with access to larger regions in the rotational phase space. Upon cooling, the
total spectrum narrows. Nevertheless, the rotational contribution is only weakly temperature
dependent. This is consistent with previous results showing that rotation is less hindered
than translation at the analyzed temperatures [42], even though this contribution probably
includes non-diffusive modes.
By using entropy values, equation (34) has been solved in order to evaluate the gas-like
parameter q at each temperature. As shown in table III, q decreases upon cooling so that
entropy approaches that of a solid. By considering the same q value for both translation
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(ST ) and rotation (SR) contributions, it is possible to evaluate them. ST and SR are also
listed in table III, being ST larger at all temperatures. By using the analogs to eqs.(38) to
(40) for the energy [23], it is also possible to obtain translational and rotational contributions
to the energy of the system. Differences with simulation results are lower than 2% at all
temperatures, which indicates that using the same q parameter for both translation and
rotation contributions is a good approximation.
Excess entropy associated with translation Sexc is defined as the difference between trans-
lational entropy and the ideal gas term at the same density and temperature
Sexc = S
T − STid, (46)
where the index T has been neglected for the sake of simplicity. The two-phase contribution
to entropy underlying eq. (37) allows to connect q and Sexc. Taking into account that
STid = S
T
g (q = 1),
Sexc = S
T
g (q) + S
T
s (q)− STg (1). (47)
We have checked whether it is possible to approximate Sexc by the two-body excess
entropy S2, defined by equation (33) and evaluated by using the COM radial distribution
function. It is obtained that 3-body and higher contributions account for 15% of s∗exc. In
addition, it is apparent in figure 4 that a linear dependence exists between s∗exc = Sexc/NkB
and s∗2 = S2/NkB at all temperatures. Then, the behavior of both quantities is qualitatively
the same, as obtained for different model systems [43, 44], and the trends in s∗exc with T are
well represented by s∗2.
We have tested the empirical scaling law proposed by Rosenfeld [7] which relates the
dimensionless or reduced translational diffusivity D∗ to the reduced excess entropy according
to
D∗ = D
ρ1/3
(kBT/m)1/2
= a exp(bs∗exc), (48)
where D is the diffusion coefficient, and a and b depend on the potential. As shown in
figure 5, the relation is fulfilled for T > 178 K, with a = 0.65 and b = 1.08. It has been
reported that the origin of the Rosenfeld law breakdown in the supercooled region can
result from the appearance of dynamic heterogeneities and cooperative dynamics [1, 45, 46].
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Indeed, this behavior was previously demostrated for the system under investigation [47, 48].
Nevertheless, it would also be possible that the isobaric cooling process could lead to density
dependent a and b parameters [1, 49].
The validity of the Rosenfeld law has been linked to an Arrhenius behavior for the dif-
fusion coefficient of a strong liquid, resulting in a linear dependence between s∗exc and 1/T
[50]. This linearity is apparent in figure 6 for 298K < T < 158K, the temperature range
at which both the Arrhenius and the Rosenfeld law are valid. Then, this connection also
applies for fragile liquids.
The Mori-Zwanzig [51] formalism allows to find a relationship between D and the memory
function K(t)
D =
kBT/m
K˜(0)
=
kBT/m∫∞
0
K(t)dt
(49)
The memory function K(t) can be split into two contributions [52, 53]
K(t) = KB(t) +KMC(t), (50)
where KB(t) is the binary term, which can be related to the uncorrelated collisions between
neighbouring molecules, and describes the short time behavior of K(t). KMC(t) is the so
called mode coupling term. It takes into account contributions associated with multiple
collisions, and describes K(t) properties on intermediate time scales. Accordingly, D can be
split into two contributions DB and DC , associated with KB(t) and KMC(t), respectively,
so that
1
D
=
1
DB
+
1
DC
. (51)
DB can be evaluated by considering a gaussian memory function for the binary term [35],
and, by using D and DB, it is possible to obtain DC . These quantities are gathered in table
IV, and it is apparent that D approaches DB at high temperatures, whereas it is very close
to DC at low temperatures. It is interesting to check whether the range of applicability of
the Rosenfeld scaling law is the same for both contributions.
A Rosenfeld scaling law for D∗B can be written
D∗B = DB
ρ1/3
(kBT/m)1/2
= a1 exp(b1s
∗
B), (52)
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where s∗B is the excess entropy associated with binary, short range interactions. It has been
taken equal to that of a HS system with a CS equation of state [24]
s∗B =
SB
NkB
≈ −4yB − 3y
2
B
(1− yB)2 , (53)
where yB = piρd
3
B/6 is the packing fraction. The HS effective diameter dB has been evaluated
by considering the Ruckenstein-Liu [54] equation for the diffusivity at moderate and high
densities
DB =
3
8
(
kBT
pim
)1/2
1
ρd2B gHS(dB)
f(ρd3B), (54)
where
f(ρd3B) = 1 + 0.94605(ρd
3
B)
1.5 + 1.4022(ρd3B)
3 − 5.6898(ρd3B)5 + 2.6626(ρd3B)7
and gHS(dB) is the HS radial distribution function at the contact distance that results from
the CS equation [24], gHS(dB) = (1 − 0.5yB)/(1 − yB)3. Figure 6 also displays s∗B against
1000/T .
It should be noted that eq.(53) is an approximation to the excess entropy associated with
binary interactions because the latter are instantaneous in HS systems, whereas they occur
on a time range τB ≈ 0.06 ps if a gaussian memory function is considered [35]. Nevertheless,
this time scale is much smaller than the one associated with mode-coupling processes.
D∗B is displayed against s
∗
B in figure 7. It is apparent that the Rosenfeld scaling law
for binary interactions (eq.(52)) is fulfilled at all temperatures. It has been obtained that
a1 = 0.88 and b1 = 0.75, which proves that they do not depend on density. On the contrary,
a Rosenfeld scaling law is not fulfilled by the mode-coupling diffusivity coefficient. Alterna-
tively, D∗C is displayed against s
∗
exc/s
∗
B in figure 8 and a linear behavior is apparent. It is
found that
D∗C = DC
ρ1/3
(kBT/m)1/2
= a2 exp[b2(s
∗
exc/s
∗
B)], (55)
where a2 = 999 and b2 = −12.3, for the temperature range under study. It is interesting
to note that the ratio s∗exc/s
∗
B is an indicator for the Rosenfeld breakdown of the diffusivity.
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Indeed, taking into consideration results shown in figure 6, it is remarkable that the temper-
ature at which s∗exc ≈ s∗B is the crossover temperature associated with the Rosenfeld regime.
That is, the scaling law is not fulfilled when s∗exc/s
∗
B > 1, which coincides with the mode
coupling term being greater than the binary term (see eq.(51)). These findings show that
the breakdown of the Rosenfeld scaling law for the diffusivity D∗ in the deep supercooled
state results from the behavior of the mode-coupling contribution to the diffusion coefficient.
Taking into account eq. (47) and that the harmonic term STs is connected with the fraction
of stable modes fs = 1−fu, it seems reasonable that s∗exc and fu are related. Both quantities
are displayed in figure 9 and a correlation between them is apparent. Specifically, a linear
dependence is obtained between s∗exc and ln(fu) for all analyzed temperatures (see inset of
figure 9). Then, when analyzing translation, the number of available states to the system
is strongly related to the proportion of unstable modes. An analogous relationship was
encountered when considering configurational entropy and overall proportion of imaginary
frequency modes[55]. Then, when the Rosenfeld law (48) is fulfilled, a linear relationship
occurs between lnD∗ and ln fu. Even though not all unstable modes are related to diffusive
processes [27, 56–58], this result implies that the fraction of diffusive modes should be
proportional to the fraction of unstable modes, at the temperatures under study.
V. CONCLUDING REMARKS
A perturbative approach has been used to obtain good estimates of free energy for mole-
cular dipolar systems. Every dipolar molecule is modeled as a hard sphere within a square
well with a dipole moment embedded at its center. The hard sphere diameter can be eva-
luated by fixing the packing fraction. Parameters that characterize the square well can be
obtained by fixing the coordination number and the energy associated to short range inter-
actions. The electric dipole can be estimated by fixing the electrostatic energy. All these
parameters can be obtained using results of a single molecular dynamics simulation, whereas
thermodynamic integration technique requires to perform a series of simulations.
A methodology intended to evaluate translational and rotational contributions to excess
entropy has been proposed. It requires both translational and rotational spectra, which have
been obtained by instantaneous normal modes analysis. It is remarkable that the rotational
density of states is only weakly temperature dependent. As for the translational spectrum,
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the imaginary lobe is strongly diminished and the real part slightly shifts towards larger
frequencies upon cooling, which is consistent with a preferential intrabasin energy landscape
dynamics in the supercooled state. The approach states that both contributions to the en-
tropy contain gas-like and solid-like contributions. It has been found that excess entropy
decreases upon cooling, and that its translational part and the fraction of imaginary fre-
quency modes are correlated. The two-body approximation for the excess entropy accounts
for about 85% of its translational contribution, even in the supercooled state.
The Rosenfeld scaling law between excess entropy and diffusion has been tested, and
its validity within the same temperature range as that of the Arrhenius law for diffusion
has been confirmed. It has also been demonstrated that the breakdown of the law in the
supercooled state stems from mode-coupling terms.
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Appendix A: Square well and dipole-dipole perturbation terms
First-order perturbation term for the square well potential, can be related to the two-body
distribution function of the representative HS fluid [11] by means of
A1,SW
NkBT
= −12yL(λ, y), (A1)
where
L(λ) =
∫ λ
1
gHS(x)dx, (A2)
being x = r/d the reduced distance, and gHS(r) the radial distribution function of the HS
system. The later can be evaluated by means of the semi-empirical equation [59]
gHS(x) =

1 + x−1
∑3
m=1
ym
(1−y)m gm(x), 1 ≤ x < 3
1, x ≥ 3.
(A3)
where gm(x) are polynomials of non linear base functions, which result in a rapidly convergent
expansion
gm(x) =
3∑
n=0
Cmn(s1 − s−41 )n, 1 ≤ x < 2 (A4)
with s1 = exp(x− 1) and
gm(x) =
3∑
n=0
Dmn(s2 − s−72 )n, 2 ≤ x < 3 (A5)
where s2 = exp(x−2). Cmn and Dmn are chosen so that theoretical values of gHS(x = 1) and
gHS(x = 2) given by the CS equation of state [24] are reproduced. Then, L(λ) is basically
a function of the packing fraction y.
Second-order perturbation term A2,SW involves three- and four-order radial distribution
functions. The microscopic approximation by Barker and Henderson [11] leads to
A2,SW
NkBT
= −6QHSy ∂
∂y
[yL(λ, y)] . (A6)
QHS is the compressibility of the HS system, which can be evaluated from the CS equation
of state
PHS
ρkBT
= 1 +
4y − 2y2
(1− y)3 =
1 + y + y2 − y3
(1− y)3 , (A7)
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where PHS is the pressure of the HS system. Then,
QHS = kBT
(
∂ρ
∂P
)
HS
=
(1− y)4
1 + 4y + 4y2 − 4y3 + y4 =
[
1 +
8y − 2y2
(1− y)4
]−1
. (A8)
If molecules are modeled as hard prolate ellipsoids, eqs. (A1)-(A6) should be slightly
modified [60]. Being a and b = c the hard ellipsoid (HE) semi-axes, and χo = a/b and
χ = (χ2o − 1)/(χ2o + 1), the equation of state for the HE system is
PHE
ρkBT
= 1 +
4y − 2y2
(1− y)3 F1(χ), (A9)
where PHE is the pressure, y = 4/3piρab
2 is the packing fraction and
F1(χ) = (1− χ2)−1/2[1− 1
6
χ2 − 1
40
χ4 − 1
112
χ6 + . . .]. (A10)
By integrating PHE over volume, free energy of the HE fluid can be evaluated as
AHE
NkBT
= ln
(
h2
2pimkBT
)3/2
+ ln ρ− 1 + 4y − 3y
2
(1− y)2 F1(χ). (A11)
Perturbation terms can be calculated by following
A1,SW
NkBT
= −12y(1− χ2)−1/2L(λ, y) (A12)
A2,SW
NkBT
= −6QHEy∆(χ) ∂
∂y
[yL(λ, y)] (A13)
with
QHE = kBT
(
∂ρ
∂P
)
HE
=
[
1 +
8y − 2y2
(1− y)4 F1(χ)
]−1
(A14)
∆(χ) = (1− χ2)−1/2[1 + 1
6
χ2 +
3
40
χ4 +
5
112
χ6 + . . .]. (A15)
As for the series expansion of the dipole-dipole potential, its relevant terms are given
by[14]
A2,DD
NkBT
= −ρ
4
∫
D2(12)
r6
gHS(r)dr = −ρ
6
∫
gHS(r)
r6
dr (A16)
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A3,DD
NkBT
=
ρ2
6
∫
D(12)D(13)D(23)
r12r13r23
gHS(123)dr2dr3 =
ρ2
6
IDDD, (A17)
where gHS(123) is the triplet distribution function of the HS fluid, and
IDDD =
∫
1 + 3 cos θ1 cos θ2 cos θ3
(r12r13r23)3
gHS(123)dr2dr3. (A18)
(θ1, θ2, θ3) are the three angles of the triangle formed by (r12, r13, r23). For dipolar HS, it
was found that eq.(A18) depends only on the packed fraction y and that it can be evaluated
by [61]
IDDD =
5pi2d6
3
1 + 2.15344y + 2.04964y2
1− 0.10495y + 0.48629y2 . (A19)
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Site q(e) σ(A˚) ε/(kB)
O -0.323 3.070 85.55
Me 0.323 3.775 104.17
Table I. Potential parameters for the MeO molecule.
Model AH AR A1SW A2SW ASW ADD A S
HS -3.86 -3.12 -3.53 -4.33 ·10−2 -2.53 -0.95 -10.46 26.88
HE -3.80 -3.12 -3.67 -4.20 ·10−2 -2.53 -0.95 -10.34 26.48
Table II. Free energy (in kcal/mol) and entropy (in cal mol−1 K−1) obtained by using a perturbation
theory approach. Molecules are modeled as hard spheres (HS) or hard ellipsoids (HE) at T = 298 K.
Partial terms in eq. (11) are also listed.
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T (K) S ST SR q
298 29.19 18.86 10.33 0.462
268 27.82 17.98 9.84 0.429
238 26.25 16.93 9.32 0.394
218 25.06 16.17 8.89 0.385
208 24.42 15.75 8.67 0.351
198 23.74 15.29 8.45 0.334
178 22.25 14.32 7.93 0.305
158 20.53 13.18 7.35 0.268
138 18.54 11.86 6.68 0.227
123 16.80 10.69 6.11 0.191
Table III. Total entropy (S), translational (ST ) and rotational (SR) contributions in cal mol−1
K−1, and values for the gas-like q parameter at different temperatures.
Figure 1. Integrand in eq. (4) versus α.
Figure 2. COM Radial distribution function of liquid MeO and that of the hard sphere fluid at
the same density and temperature. Hard spheres diameter is d = 3.85A˚.
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T (K) D DB DC
298 5.69 ·10−5 7.67 ·10−5 2.20 ·10−4
268 4.32 ·10−5 6.54 ·10−5 1.27 ·10−4
238 2.94 ·10−5 5.32 ·10−5 6.57 ·10−5
218 2.17 ·10−5 4.74 ·10−5 4.00 ·10−5
208 1.82 ·10−5 4.34 ·10−5 3.13 ·10−5
198 1.45 ·10−5 3.94 ·10−5 2.29 ·10−5
178 9.42 ·10−6 3.36 ·10−5 1.31 ·10−5
158 5.31 ·10−6 2.86 ·10−5 6.52 ·10−6
138 1.98 ·10−6 2.34 ·10−5 2.16 ·10−6
123 8.30 ·10−7 1.99 ·10−5 8.66 ·10−7
Table IV. Center-of-mass diffusion coefficients (D) and binary contributions (DB) from ([35]).
Mode-coupling contributions (DC) as defined in eq. (51) at several temperatures. Diffusion coeffi-
cients are given in cm2/s.
Figure 3. Densities of states obtained by INM anlysis. Total (continuous line), translational
(dotted-dashed line) and rotational (dotted line) DOS for (a) T =298 K and (b) T =123 K.
Imaginary frequencies are shown in the negative ω axis.
Figure 4. Reduced pair correlation entropy s∗2 versus reduced excess entropy s∗exc. The fitting line
is s∗2 = 0.84s∗exc.
Figure 5. Reduced diffusion coefficient (D∗), in logarithmic scale, versus reduced excess entropy
s∗exc. The slope of the fitting line is b = 1.08.
Figure 6. Reduced excess entropy (dots) and reduced binary entropy (squares).
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Figure 7. Reduced binary diffusivity (eq. (52)) against reduced excess entropy s∗B (eq. (53)).
Continuous line is a linear fit with a slope b1 = 0.75.
Figure 8. Reduced coupling diffusivity D∗C against s
∗
exc/s
∗
B. Continuous line is the result of a fit
to eq. (55) with b2 = −12.3.
Figure 9. Reduced excess entropy against the fraction of unstable modes (fu) in the translational
DOS of COM. Inset: Reduced excess entropy versus ln(fu).
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