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Summary
Radio transceivers are the main source of energy consumption in wireless sensor
networks where the sensor nodes are powered by non-rechargeable batteries. One
of the effective approaches to conserve energy of this kind is to switch off the
radio of the sensor nodes whenever possible. The protocols based on this idea are
generally called wakeup scheduling and can be realized in different network layers.
In this thesis, we propose two wakeup schedules for different classes of applications
in wireless sensor networks.
One of the proposed schemes is a wakeup schedule in the data link layer which
is called Informative Preamble Sampling (IPS), MAC. This scheme is based on low
power listening approach that has been shown to outperform other schemes in low
traffic networks. However, in the dense networks, low power listening protocols
vii
Summary viii
such as BMAC lead to a large number of nodes staying awake for each transmis-
sion which consequently results in high levels of energy consumption. Using IPS,
any transmitter implicitly embeds information about its intended receiver via the
power at which the preamble is transmitted. This results in far fewer nodes stay-
ing awake for each preamble. Upon hearing the preamble, a receiver executes a
decision-making algorithm to decide whether to stay awake. If the decision-making
algorithm is too lax, then more nodes stay awake following the preamble. On the
other hand, if the algorithm is too strict, it is likely that the intended receiver
misses the preamble. In this thesis, we derive the optimal operating points for the
IPS protocol. We show analytically that the IPS protocol can achieve a gain in
energy by at least a factor of 2 over BMAC. We also conduct extensive simulations
to show that IPS can achieve significant energy gains compared to BMAC.
The other scheme is a wakeup scheduling called topology control for delay
sensitive applications, TC-DSA. It is designed as a cross layer optimization to be
used for the event driven applications requiring a bound on the latency. TC-DSA
is a distributed wakeup schedule to accomplish a new topology control scheme.
The aim is to increase the longevity of the network for a given upper bound on
the end-to-end delay. In this scheme, neither localization nor synchronization is
required and only local information about the network topology is used. In addition
to its simplicity of implementation, its energy overhead is low and it implicitly
determines the routing paths. To evaluate the performance of the proposed scheme,
Summary ix
the optimal scheduling algorithm given global topology information is used for
comparison. It is shown by simulation that the network lifetime resulting from
the proposed scheme is around 80% when comparing to the optimal scheme but
in a simple and decentralized manner. Our simulation results also verify that this
protocol can achieve significant improvement in the network lifetime compared to
SPAN, an existing topology control mechanism.
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Chapter 1
Introduction
Technical innovations in recent years allow us to deploy a large number of small-
scale, cheap devices to form a so-called wireless sensor network (WSN). This emerg-
ing field of research combines sensing, computation, and communication into a tiny
device called sensor node. Such devices are commercially available although they
are not still cheap enough for dense deployment of a WSN [1].
The limited capabilities of the existing devices in addition to the Ad Hoc na-
ture of these networks have introduced several challenges in design of protocols for
WSNs. While the capabilities of any single device are minimal, the composition
of hundreds of such devices offers radical new technological possibilities. Variety
of applications have been conceived for this kind of networks ranging from impor-
tant societal issues such as environmental and habitat monitoring, traffic control,
and health care, to economical issues such as production control and structure
1
2monitoring [2, 3].
WSNs have also a great potential, as a research tool, in experimental sciences.
For example, they facilitate the acquisition, processing, and interpretation of data
which with the current centralized measurement systems would be very difficult
and expensive. Moreover, WSNs allow data harvesting in scenarios of difficult
access or in adverse environments and at spatial densities which are much finer
than previous approaches.
One of the most straightforward applications for WSNs is to monitor remote
environments for low frequency data trends1. For example, they can be easily used
to monitor the variation of temperature in the environment from a micro scale
viewpoint by hundreds of sensors which automatically form a wireless interconnec-
tion network and immediately report any change in the degree of hotness of their
ambiences.
Unlike traditional wired systems, the cost of deployment would be minimal so
that rather than establishment of sophisticated infrastructure using thousands of
feet of wire routed through protective conduit, we simply place tiny devices. An
example for an existing tiny device is depicted in Fig.1.1 which has been developed
jointly by Intel Research and the University of California, Berkeley.
With such devices, the system is supposed to be capable of monitoring the
anomalies for a couple of years on a single set of typical batteries. Moreover, the
1In chapter 2, we categorize such applications in the class of environmental data logging.
3Figure 1.1: An Intel-Berkeley mote
network can be incrementally extended by adding more devices so that no rework
or complicated configuration is required. In addition to dramatically reducing the
costs of installation, WSNs have the ability of dynamic adaptation to changing
environments. However, for this purpose, some mechanisms must be designed to
respond to changes in the network topologies.
In contrast to the well-known wireless systems such as wireless local area net-
works and cellular networks which normally cost hundreds of dollars, target specific
applications, and need pre-deployment of extensive infrastructure support, WSNs
use small and low-cost2 embedded devices for a wide range of applications and
do not require any existing infrastructure. Dissimilar to the traditional wireless
systems, WSN items do not necessarily communicate directly with a base station,
but only with their neighboring nodes. In other words, WSNs are a kind of Ad
Hoc network where each individual sensor or actuator is part of the overall infras-
tructure.
2The vision is that such devices will cost less a dollar.
4Figure 1.2: In precision agriculture, hundreds of nodes detect the temperature, light
and soil moisture and communicate with a base station on a multi-hop manner.
Precision agriculture deployment is an important application for WSNs which
is depicted in Fig.1.2 as an example to show the Ad Hoc nature of these networks.
It is assumed to have hundreds of nodes placed in the farmland and assembled
together to establish a routing topology and transmit data back to a collection
point.
The application requires a robust, scalable, low-cost, and easy to deploy net-
works which is perfectly realizable by a WSN. By robustness, we mean that in the
case where some of the sensor devices fails, a new topology is selected and the over-
all network continues to deliver data. By scalability, we mean that if more nodes
are placed in the network field, more potential routing opportunities are created
with no performance degradation.
There is extensive research in the development of new algorithms for data ag-
gregation [4], Ad Hoc routing [5, 6], and distributed signal processing in the context
5of wireless sensor networks [7]. In the design of the algorithms and protocols for
WSNs, it must be noted that such schemes must be supported by a low-power,
efficient, and flexible hardware platform.
The main challenge associated with WSNs is to deal with the resource con-
straints placed on the individual devices. Embedded processors with a few kilo-
bytes of memory have to be able to implement complicated and distributed Ad
Hoc networking protocols. Most of the constraints associated with WSN originate
from that these devices are produced in vast quantities and have to be small and
inexpensive.
There are still a number of technical and theoretical challenges which if ad-
dressed, a working large scale WSN is implementable. While the most important
issue associated with these devices is their limited source of energy, the other
challenges such as communication bandwidth, processing capabilities, and storage
capacity have attracted a lot of attention. Using such cheap devices, on the other
hand, causes a high level of unreliability and and information loss as well as tem-
porary failures which are always considered in the design of protocols for WSNs.
Every issue mentioned introduces several new problems for this kind of networks.
In this thesis, we mainly focus on the design of energy efficient protocols for
WSNs in the form of wakeup scheduling of the sensor nodes. We propose two
energy conserving protocols for different applications, one in the data link layer
and the other one as a cross layer. The rest of the thesis is organized as follows.
6In chapter 2, we first describe some of the potential applications for WSNs
and categorize them into three classes. Then, we derive the specifications of each
class which must be considered in the design of the protocols for them. Then,
we discuss some of the system evaluation metrics which are used in this thesis to
assess the performance of the proposed protocols. This chapter also provides a brief
description about the problems that the thesis addresses. In this chapter, we also
explain some of the related research to this thesis and describe their advantages
and disadvantages.
In chapter 3, a new preamble sampling MAC protocol is introduced for WSNs
which is called informative preamble sampling, IPS. This protocol uses transmission
power control of the preamble to embed information about the intended receiver.
We show that energy wasted due to nodes staying awake following preambles not
intended for them is greatly reduced. In this chapter, we investigate the impact of
decision-making algorithm on the performance metrics such as energy consumption
and delay. We also analyze IPS, derive its optimal operating point, and show that
it can reduce the energy consumption by more than 2 times compared to BMAC.
This result is verified by simulation in chapter 5.
Chapter 4 introduces topology control for delay sensitive applications, TC-DSA.
This protocol maximizes the network lifetime for a given upper bound on the end-
to-end delay. We discuss the way this protocol schedules the sensors into active
and inactive states while it guarantees network connectivity using a distributed
7algorithm. In this chapter, we analyze the tradeoff between the average end-to-
end delay and the network lifetime. We also compare TC-DSA with the optimal
scheduling algorithm and show that although it only uses local information their
performance is comparable. Moreover, we show that using this algorithm, there is
no need to use localization and global information.
Extensive simulation results are provided in chapter 5 for both proposed schemes
to verify their performance. For this purpose, IPS is compared with BMAC to in-
dicate an estimation of their energy consumption. It is shown that the amount of
increase in the delay is acceptable with respect to the achievable energy conserva-
tion. In this chapter, the performance of TC-DSA is also compared to SPAN which
is one of the existing protocols for topology control. It is shown that considerably
higher energy conservation is achievable for the same latency when using TC-DSA.
Finally, chapter 6 concludes the entire thesis.
Chapter 2
Wireless Sensor Networks
Wireless sensor networks usually consist of hundreds of nodes which are able to do
sensing, processing, and communication with each other. Variety of applications
spring to mind when considering the capabilities of WSNs. However, the actual
combination of sensors, radios, and CPUs into an effective network requires an in-
depth understanding of both capabilities and limitations of underlying hardware
components. Moreover, a detailed understanding of modern technologies in the
networks and distributed systems theory is required.
The wide range of applications for WSNs results in different characteristics and
possibly contradictory requirements for each one. For this reason, we must focus
on a specific class of application when developing new algorithms and protocols
for WSNs. In the following, we classify the possible applications of WSNs and
characterize each one by their specifications.
8
2.1 Application classes 9
2.1 Application classes
In this part, we introduce three classes of applications. A large number of WSN
deployments falls into one of these categories although one may propose more
sophisticated categorization which spans wider range of applications. These classes
are: environmental data logging, event driven, and target tracking applications. In
the following, we briefly describe these classes and explain their specifications to
be considered in our protocol design. Later in chapter 3 and 4, we propose our
algorithms separately for the first two classes of applications that we describe
below.
2.1.1 Environmental data logging applications
In an environmental data logging application generally the readings of several sen-
sors from a set of points in an environment are collected over a period of time in
order to detect trends and mutuality of the variables. In this thesis, we call this
kind of application data logging for the sake of brevity.
Data is collected from hundreds of points in the entire area and then analysis
is done on the oﬄine data [8, 9]. The duration of such experiments may be several
months or years to provide better views for long-term and seasonal trends. To
acquire meaningful data from the environment, the collection is done at regular
intervals where the locations of the nodes are known as well.
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From the network perspective, data logging applications are characterized by
having a large number of nodes which continually perform sensing to transmit
data back to a number of base stations. The data is stored in the base stations for
further processing. Obviously, such networks usually need very low data rates and
extremely long lifetimes.
In a typical scenario, the nodes are distributed uniformly over an outdoor moni-
toring field. After deployment, the nodes must explore the topology of the network
and find an appropriate routing strategy [10]. When the configuration of the net-
work is done, each node samples its sensors on a regular basis and transmits its
data up to the routing tree and back to the base station.
In many cases, the period of such transmissions is on the order of minutes. The
typical environment parameters such as temperature, light intensity, and humidity,
do not have a quick and dramatic change to require high reporting rates. In
addition to low data generation rate, data logging applications do not have strict
delay requirements. In other words, the data packets including the samples can
be postponed inside the network for some durations of time with no significant
performance degradation. The reason is simply because, the data is collected for
future processing, not for real-time operation.
In short, the most important characteristics of the data logging applications
are long lifetime, possibly synchronization, low data rates and relatively static
network. Additionally, they are delay tolerant so that there is no need to transmit
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the data packets to the base station in a real-time manner. These characteristics
must be considered in the design of the protocols for this application to provide
more energy-efficient networks.
2.1.2 Event driven applications
The second class of applications that we consider for WSNs is event driven cases.
In this kind of applications, the networks are typically composed of several nodes
which are located at fixed places in the monitoring area. The sensors continually
monitor the area to detect an event. For example, most of the security applications
in WSNs such as fire sprinkler system lies on this category.
A key difference between event driven and data logging applications is that in
the former networks no data collection happens. This fact significantly impacts the
protocol design for this kind of applications. In the event driven applications, each
node must frequently check the status of its sensors to find whether the target event
happens. Obviously, transmission is only done whenever such event occurs. One
of the most important requirements of the system is the immediate and reliable
communication of the alarm messages.
The optimal topology of an event-driven network indeed looks different from
that of a data logging network. In the event driven applications, it is often required
to have some actuation responses on the reverse direction from the base stations to
the actuators. In other words, it is required to have bidirectional trees and bound
2.1 Application classes 12
on the delay.
The accepted norm for security systems is to check each sensor for approx-
imately once per hour. The main part of energy consumption in the networks
designed for such applications is assigned to meet the strict latency requirements.
The reason is because of the signaling the alarm in the case where a security vi-
olation occurs. If an event is detected, it must be immediately reported to the
corresponding base station for an appropriate actuation response.
The performance of the application strictly depends on the delay introduced by
multi-hop data communication across the network to the base stations. It is nor-
mally required to report alarm situations within seconds of detection. Therefore,
the nodes have to be able to respond rapidly to the requests from their neighbors
for packet forwarding. In order to reduce the delay of multi-hop transmission, the
nodes on the routing paths must check the radio channel more frequently leading
to higher rate of energy consumption. Finally, in contrast to data logging applica-
tions, this class consumes a small fraction of energy for transmission of data packet
but for listening to the channel.
2.1.3 Target tracking applications
There are many circumstances where we are interested to track the location of
important assets or personnel. For instance, in the inventory control systems it
is of interest to find the last checkpoint that an object passed through. For such
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purposes, the targets are typically tagged and monitored while passing through
the system although with such systems it may not be possible to find the present
location of an object.
A potential solution using WSNs is to tag the objects with small sensor nodes
and track them. By this way, the objects are trackable when they move through a
field of sensor nodes with known locations. In such scenarios, rather than sensing
the environmental signals, the RF messages from the attached node to the objects
are considered. A database may be used to keep the records of target objects with
respect to nodes with known locations. This solution even provides us with the
current locations of the objects [11].
While the topology of the network for data logging and event driven applications
are generally fixed, the network topology in target tracking may change continually
because of the mobile nodes. In addition, the set of the targets being tracked may
vary depending on the leave and entrance of the objects into the system. Therefore,
in such applications, it is required for the network to be able to detect the presence
of new targets entering the network as well as possible leave of the objects from
the network, efficiently.
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2.2 System evaluation metrics
In this section, we introduce some of the metrics that are used in this thesis to
evaluate the performance of the proposed protocols. For example, node energy
consumption, lifetime, and latency are some of the key evaluation metrics. Later,
we discuss that these metrics are interrelated so that by decreasing the performance
in one metric, another one may achieve some improvement. For instance, tolerating
more delay in data delivery can result in longer network lifetime.
2.2.1 Node energy consumption
Irrespective to the application that a WSN is designed for, it is necessary to make
the protocols as energy-efficient as possible. The reason is simply because the
source of energy for typical sensors are limited in the form of non-rechargeable
batteries. Moreover, in many applications, the sensors may be located either de-
terministically or randomly in inaccessible places. In other words, recharging of
their batteries may be costly in contrast to the cheap design of the sensor nodes.
Therefore, for higher longevity of the networks the protocol must be as energy-
efficient as possible.
Node energy consumption is one of the most straight forward metrics that can
be used to evaluate the energy efficiency of a network protocol. This parameter,
however, is not able to directly reflect the network longevity. The reason is because
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the duration in which a network is operable does not depend on the lifetime of all
nodes.
To calculate this metric, we must consider different kinds of energy consumption
that one node may experience in sensing, processing, and radio communication.
Most of the sensor nodes in the field contribute to these tasks at the same time
although the rate of energy consumption for each task is different.
Radio transceivers are the main sources of energy consumption in WSNs. There
are some approaches to deal with this kind of energy consumption. One way is to
decrease the transmission power or change it adaptively for each node. However,
this method causes the system design to be more complex. Another way is to reduce
the duty cycle of the radios since measurements show that energy consumed by a
transceiver in idly listening to the channel is comparable to the power consumed
in receiving packets [12, 13].
Finally, it must be noted that a considerable energy conservation can be achieved
by scheduling the nodes to switch off their radios whenever possible although the
overall delay of data delivery increases as a price. This approach, which is generally
called wakeup scheduling, can be realized in different network layers or in the form
of cross layer schemes. In chapters 3 and 4, we propose our protocols which are
wakeup schedules designed for data logging and event driven applications in data
link and network layers.
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2.2.2 Network lifetime
The network lifetime is one of the critical metrics to evaluate the duration in which
the network is operable. In both data logging and event driven applications, it is
very important to leave the nodes in the monitoring area unattended for months
or years. The main constraint to achieve this goal is the limited energy supply of
sensor nodes.
It may be theoretically possible to replace or recharge the batteries by tapping
into building power or from environmental resources by devices, such as solar cells
or piezoelectric generators [14, 15]. Such schemes, however, contradict the ease of
installation of wireless systems and the cheap expense of sensor nodes. Therefore,
each node must efficiently manage its local energy supply to increase the overall
network lifetime.
In most of the applications reducing the average energy consumption or equiv-
alently the average node lifetime is not very important. Instead, the minimum
lifetime of sensor nodes in the entire network is the most important factor. The
reason is mainly because of the Ad Hoc and multi-hop nature of WSNs. For data
logging applications, if the energy depletion of some nodes results in the network
disconnection, even though other nodes may still have a lot of energy, the network
may be considered inoperable. In security systems which are categorized in the
event driven applications, a single node failure may result in a vulnerability in the
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network.
The time duration in which the network operates prior to become inoperable is
the network lifetime. However, depending on the application the term inoperable
may have different meanings. In the literature, network lifetime has often been
defined as the time for the first node to run out of energy [16, 17] or alternatively,
as the first loss of coverage happens [18, 19]. In the second case, the effective
lifetime of the sensor network is defined based on the time when the network can
no longer monitor some places which were initially covered.
Obviously, the value of the lifetime defined based on the coverage is greater than
or equal to that achieved based on the first node death. In the dense networks the
value achieved by second definition is strictly greater and the equality happens
in the sparse networks. In this thesis, we use both definitions in our problem
formulation and simulation.
2.2.3 Latency
In many applications, latency of data delivery is one of the important factors. In
some of them longer delay may be tolerable and traded off for higher network
longevity although other applications are very strict on delay and require a bound
on it. For the first group, we can exemplify most of the data logging applications
which collect data for oﬄine analysis and for the second group we remark event
driven applications especially the security systems in which any event must be
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reported for proper actuation responses as soon as possible. Therefore, there is a
tradeoff between this metric and other metrics such as node energy consumption
and network lifetime.
In WSNs which is a kind of multi-hop Ad Hoc networks, the end-to-end delay,
can be calculated by summation over the per-hop delays which are experienced
by a packet throughout the forwarding process. Therefore, in addition to per-hop
latency, the number of hops between source and destination affects the overall
delay. These factors are discussed in detail in chapter 4 which introduces a new
topology control for delay sensitive applications.
2.3 Problem statement
In this thesis, we generally work on energy efficient protocols for WSNs. Our
proposed protocols are based on wakeup scheduling of sensor nodes. One of the
schemes is designed for data logging applications in the data link layer and the
other one is a cross-layer for event driven applications especially designed for delay
sensitive usages. In the following, we briefly describe these protocols in the context
of the problems that this thesis addresses.
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2.3.1 Informative preamble sampling MAC protocol
As we know, MAC protocols are used to perform channel access arbitration for
a number of nodes sharing the same bandwidth for transmission and reception
of their data packets. Various MAC protocols have been proposed for WSNs.
Describing different MAC protocols is out of the scope of this thesis although in
this section, we briefly present one of the well-known schemes used as the default
MAC protocol in Berkeley motes called BMAC.
BMAC uses preamble sampling in addition to packet backoffs for channel ar-
bitration. In order to sample the channel, it uses clear channel assessment, CCA,
procedure. BMAC is only a link protocol although it can provide network services
like organization and synchronization. It is just a small core of media access func-
tionality. In some cases, it may also use link layer acknowledgments for reliability
[20].
Using BMAC protocol, every node wakes up periodically by turning its radio
on to check for the channel activity. In the case that activity is detected the node
stays awake by powering up to receive the incoming packet. The node returns to
the sleep state by turning off its radio. If it does not receive any packet, a timeout
imposes it to the sleep state.
As we know, the variation of noise in the channel energy is significant while
receiving a packet has almost a constant channel energy. BMAC benefits this fact
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Figure 2.1: The effectiveness of clear channel assessment (CCA) for a typical wire-
less channel
and searches for outliers in the received signal such that the channel energy is
greatly below the noise floor. The channel is considered clear if an outlier is found
in the channel sampling period. If after taking five samples no outlier exists, the
channel is considered busy.
Figure 2.1 shows the effectiveness of the outlier detection scheme compared to
thresholding on a trace from a CC10001. The top graph is a trace of the received
signal strength indicator (RSSI) from a CC1000 transceiver. A packet arrives
between 22 and 54ms. The middle graph shows the output of a thresholding CCA
algorithm. 1 indicates the channel is clear, 0 indicates it is busy. The bottom
graph shows the output of an outlier detection algorithm.
When CCA is active, an initial channel backoff is used by BMAC for sending
1This figure is taken from reference [20]
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a packet. CCA outlier algorithm is run after initial channel backoff. When the
channel found unclear, the service is signalled for a congestion backoff time. In
the case that no backoff time is given, a small random backoff is run again. The
fairness and available throughput can be controlled via backoff and CCA scheme.
By this way, the radio is duty cycled by periodic channel sampling called low
power listening (LPL). This technique uses preamble sampling similar to that used
in preamble Aloha [21].
The noise floor is used not only to find whether the channel is clear but also to
determine the activity of the channel during LPL. For reliable data transmission,
the length of preamble is selected to be at least equal to the inter-listening interval.
For example, if the period of listening to the channel is 150 ms, the preamble length
must be at least 150 ms. In order to minimize the time spent on sampling the
channel, the inter-listening interval is maximized.
A trace of power level during sampling the channel on a Mica2 mote is shown
in Fig.2.2. When turning on the radio, the node must perform a sequence of
operations. The node first starts in sleep state (a), then wakes up on a timer
interrupt (b). The node initializes the radio configuration and commences the
radios startup phase. The startup phase waits for the radios crystal oscillator
to stabilize (c). Upon stabilization, the radio enters receive mode (d). After
the receive mode switch time, the radio enters receive mode and a sample of the
received signal energy may begin (e). After the ADC starts acquisition, the radio
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Figure 2.2: The sequence of operations that a node must done upon turning on
the radio
is turned off and the ADC value is analyzed (f). With LPL, if there is no activity
on the channel, the node returns to sleep (g).
The process shown in this figure applies to other MAC protocols for WSNs. It
should be noted that the cost of powering up the radio is the same for all protocols.
The only difference is related to the duration in which the radio is active and the
frequency of activation.
In this thesis, we introduce informative preamble sampling, IPS, MAC protocol
to address one of the major drawbacks of LPL protocols which is having a long
preamble with no information included in it. Thus, all nodes within the trans-
mission range of the sender will stay in the listening mode until the data packet
is sent. In a large and dense network this will result in a large number of nodes
staying awake unnecessarily for each transmission, consuming significant amount
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of energy. IPS does power control to insert some information into the preamble and
at the same time conserve some energy by adaptive power level for transmission.
The basic idea underlying IPS is to implicitly embed some coarse receiver in-
formation in the preamble. Consequently, following any preamble only a few nodes
stay awake to receive the packet. For this purpose, this protocol uses two network-
wide thresholds to enable the sensor nodes to distinguish whether they are intended.
Our approach maintains the simplicity of LPL while greatly reducing the number
of nodes which unnecessarily overhear the data transmission.
Loosely speaking, any node for which the received signal strength of the pream-
ble lies within these thresholds stays awake to receive the packet from the sender.
As shown in Fig.2.3, the number of nodes which may stay awake for a given pream-
ble power is only within a ring around the sender instead of all nodes in the trans-
Figure 2.3: IPS reduces the number of nodes which stay awake following a preamble
to a narrow annulus.
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mission range.
The challenge of designing IPS lies in balancing the transmission reliability and
the overhearing probability. Due to the presence of noise, the receivers need to
decide whether to stay awake based on a distorted receiving energy. The interval
between the thresholds must not be too narrow since the intended receiver may
incorrectly decide that the transmission is not meant for it yet it must not be too
wide resulting in more nodes to overhear the preamble. We study this trade-off
and propose the optimal decision-making and threshold selection algorithm which
minimizes the total energy consumption.
In chapter 3, we explain the IPS framework which implicitly embeds receiver
information in the preamble, thereby making the decoding of the preamble unnec-
essary. Moreover, we propose a simple decision-making algorithm at the receivers
to decide whether they should stay awake following a preamble. We also find the
optimal operating point associated with the algorithm in terms of the thresholds
and transmission power. We show by analysis that a gain above 2 in energy con-
sumption is achievable by this scheme. Later in chapter 5, this result is verified by
simulations.
2.3.2 Topology control for delay sensitive applications
There are several reasons to deploy dense WSNs. To have longer network life-
time, fault tolerance, and better coverage are some of the important reasons. As
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the density of the sensors increases, the redundancy of them as relays increases.
Topology control is generally known as a way to guarantee a strongly connected
network while reducing the number of unnecessary communication links between
the sensor nodes.
Several protocols have been proposed based on this idea to realize wakeup
scheduling in the network layer. In some of these protocols the redundancy of the
relays in forwarding the data packets is reduced by making the sensors in the sleep
state as long as a constant level of routing fidelity is achieved. In other words,
as many sensors are turned off as the remanning nodes can provide a connected
backbone for the entire networks.
Another advantage to do topology control is that in the relatively dense net-
works, many inconsiderable issues in normal situations become very severe. For
example, the level of the interference in each neighborhood may become higher.
Moreover, finding a proper path for routing may be more complicated.
A good topology control technique for WSNs should generally satisfy the fol-
lowing requirements. It should coordinate the sensor nodes so that as many nodes
as possible switch their radios off most of the time to prevent relay redundancy in
the network. It should provide an active link possibly consisting of multiple relays
between any source and destination. Consequently, it must activate enough sensors
to form a connected backbone for the network. The activation policy should be
distributed where minimal states must be saved and without the need for global
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information the decisions are locally made. Specifically, for the delay sensitive ap-
plications, it must provide a guarantee on the end to end delay with respect to the
sleep delay imposed by the link layer protocols.
In chapter 4, we propose the topology control for delay sensitive application,
TC-DSA, which is a cross-layer optimization between MAC and network layers.
The schedules used in different network layers are often independent of each other
while this protocol aims to achieve a performance improvement by coordinating
between the schedules of these two layers.
TC-DSA in contrast to the existing protocols like GAF and SPAN takes the
certain characteristics of the sensor networks into consideration to conserve more
energy. For example, SPAN guarantees a direct path between any two clients which
may not be necessary in many applications. To use this protocol, we consider a
network area comprising of a large number of identical static sensor nodes with
several sinks where each node is associated with one of the sink and all sensor
nodes are equally likely to generate data packets. The underlying MAC protocol
is assumed to be duty-cycling which are the widely used approaches.
TC-DSA periodically selects a subset of the sensor to be active as a network
backbone so that only these nodes follow the wakeup schedule of the link layer and
the other sensors turn their radios off until the next round. We show that using
TC-DSA with a properly chosen parameters for the MAC protocol, the network
lifetime can be considerably increased for a given bound on the end-to-end delay.
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Figure 2.4: The basic idea underlying TC-DSA
Our simulation results in chapter 5 show that TC-DSA achieves significantly higher
performance when compared with SPAN.
For further clarification, the basic idea underlying the proposed scheme is de-
scribed using Fig.2.4. In this figure, a simple graph is shown which corresponds
to a WSN consisting of 8 sensors and one sink. Let us assume that all sensors are
equally likely to generate data packets. According to this figure, if the shortest
path is used for routing from all sensors to the sink to decrease the multi hop delay,
nodes A and B must be active as relays. Therefore, irrespective of where a packet
may be generated, the expected hop count to reach the sink is 18/8.
Assume that the period of listening to the channel is 500ms, thus the expected
value of end-to-end delay from any node to the sink becomes 2.25×500=1125ms.
Consider another scenario where the nodes A and B are made inactive to conserve
some energy. Obviously, the network is still connected, however, the expected hop
count becomes 20/8=2.5. Using the second scenario the same delay performance is
achievable if the period of listening to the channel is reduced to 1125/2.5=450ms.







' 0.33 or 33% of energy compared to the
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first scenario in a time unit, however, the paths used for routing are possibly longer.
2.4 Related work
Duty-cycling MAC protocols let the sensors be in the sleep state most of the time
and wake up for a brief duration to listen to the channel. This results in a significant
energy saving although such an improvement comes at the cost of increase in the
sleep delay. These protocols can be generally divided into two groups of schedule-
based duty-cycling protocols and the low power listening (LPL) schemes.
In the protocols of the first group such as SMAC or TMAC, a common wakeup
schedule is assigned to all nodes [12, 13, 22]. Due to imperfect synchronization
and time needed for decoding, the awake duration for such schemes are quite long
(∼ 50ms-200ms) leading to significant energy consumption in these long awake
durations [12].
The second class of MAC protocols, LPL schemes, have been introduced to ad-
dress such problems. This group also can be classified into synchronous and asyn-
chronous MAC protocols. WiseMAC and BMAC were proposed as asynchronous
LPL protocols [23, 20]. In these protocols, sensors periodically wake up for a short
duration, typically a few ms, to sense whether the channel is busy [20]. A node
which intends to send a packet, first transmits a long preamble, whose duration
is longer than the sleep duration of the nodes in the network. All nodes which
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hear the preamble, stay awake to receive the packet. In this case, there is no ex-
plicit synchronization between the sender and the receiver making implementation
simple.
The synchronous MAC protocols can potentially provide better delay bound;
however, some explicit synchronization protocols are required. For instance, DMAC
provides a tight bound on the delay in the forward direction but not in the back-
ward direction [24, 13, 25]. The asynchronous MAC protocols such as WiseMAC
and BMAC, on the other hand, are more popular because they are simpler to imple-
ment [20]. Low power listening schemes generally outperform the schedule-based
schemes in terms of energy consumption in lightly loaded networks. SCP-MAC is
a protocol which tries to combine the advantages of both schemes. It was shown
that this algorithm can achieve high gains when comparing to both scheme [26].
Topology control is usually done by scheduling the sensor nodes in sleep/awake
state and from the routing perspective. Geographic adaptive fidelity (GAF) for Ad
Hoc networks reduces the redundancy of the nodes from the routing perspective
and allows them to go to the sleep mode while providing a constant level of routing
fidelity [27]. It has been shown that GAF improves the efficiency of the existing
Ad Hoc routing protocol from the energy aspect by around 40-60%. In the STEM
protocol, out-of-band signaling is used in order to wake up the next relay in an
on-demand manner [28].
STEM protocol can be added on top of GAF to save more energy for WSNs
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by turning off the nodes while maintaining the networks forwarding capacity [28].
SPAN creates a forwarding backbone in the network so that the same capacity
or connectivity is achievable [29]. Although GAF and SPAN can reduce the node
redundancy, they do not take specific characteristics of sensor networks into ac-
count. For example, SPAN guarantees a direct path between any two clients which
may not be necessary in many applications of WSNs. There are several studies on
optimization of the transmission energy which use power control schemes [30, 31].
Such protocols, however, have complexity of implementation and in some cases
require sophisticated hardware for the sensor nodes.
Another class of schedules, which are called multi-parent protocols, have been
proposed to guarantee a bound on the worst case delay in data delivery for WSNs
[25]. As a cross layer approach, this class of schedules assign multiple parents
(forwarding nodes) with different wakeup schedules to each node in the network
so that the shortest possible path for each node is used. In addition to its NP-
completeness, this protocol can not be implemented in a distributed manner unless
a global information about the network topology is provided for each sensor. It is
also assumed that there is a global synchronization in the network which makes it
difficult for implementation. TC-DSA is similar to the multi-parent protocols in
the sense that both try to solve the same problem by providing a delay bound on
both forward and backward directions [25].
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2.5 Summary
In this chapter, we categorize the applications of wireless sensor networks into three
classes of environmental data logging, event driven, and target tracking applica-
tions. The characteristics of each class which must be considered in design of the
protocols, are described. In this chapter, the evaluation metrics which are used
in this thesis such as node energy consumption, network lifetime, and latency are
introduced. We then state the problems that are addressed in this thesis. Brief
description for informative preamble sampling, IPS, MAC and topology control
for delay sensitive application, TC-DSA, which are the main focus of this thesis is
provided. Finally, we explain some of the related work.
Chapter 3
Informative Preamble Sampling MAC
3.1 Introduction
Energy efficiency is one of the important characteristics of the protocols for WSNs
since the nodes are normally powered by non-rechargeable batteries. As mentioned
earlier, duty-cycling MAC protocols either schedule-based or low power listening
(LPL) schemes aim to reduce the idle listening duration without compromising
significantly on other network performance metrics such as packet delay, network
connectivity and throughput [12, 20].
It has been shown that the LPL schemes generally outperform the schedule-
based schemes in lightly loaded networks. However, one of the major drawbacks of
these protocols such as BMAC is that the preamble does not contain any informa-
tion about the receiver. Thus, all nodes within the transmission range of the sender
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will stay in the listening mode until the data packet is sent. In a large and dense
network this will result in a large number of nodes staying awake unnecessarily for
each transmission, consuming significant amounts of energy.
In this chapter, we introduce Informative Preamble Sampling (IPS) MAC which
is a new energy-efficient MAC protocol [32]. This protocol is optimized for data
logging applications to conserve more energy compared to other existing LPL pro-
tocols at the cost of some increment in the latency. The basic idea is to implicitly
embed some coarse receiver information in the preamble. Consequently following
any preamble only a few nodes stay awake to receive the packet.
In this protocol, there are two network-wide thresholds T1 and T2. Loosely
speaking, any node for which the received signal strength of the preamble lies
within [T1, T2] stays awake to receive the packet from the sender. Our approach
maintains the simplicity of LPL based protocols by not requiring sensors to decode
the preamble, while greatly reducing the number of nodes which stay awake and
overhear the data transmission.
We assume that every node maintains some path loss information between itself
and its neighbors and does transmission power control for the preamble to ensure
that the received power at the receiver lies within the thresholds [T1, T2] with high
probability. The number of nodes which stay awake for a given preamble power is
only within a ring around the sender instead of all nodes in the transmission range
as shown in Fig.2.3.
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As mentioned earlier, the challenge of designing IPS lies in balancing the trans-
mission reliability and the overhearing probability. Due to the presence of noise,
the receivers need to decide whether to stay awake based on a distorted receiving
energy. If we choose the interval of [T1, T2] too narrow, the intended receiver may
incorrectly decide that the transmission is not meant for it. On the other hand,
if the interval is too wide, more nodes will overhear the preamble and unneces-
sarily wake up. In this chapter, we study this trade-off and propose the optimal
decision-making and threshold selection algorithm which minimizes the total en-
ergy consumption.
In this chapter, we introduce the IPS framework which implicitly embeds re-
ceiver information in the preamble, thereby making the decoding of the preamble
unnecessary. A simple decision-making algorithm is proposed at the receivers to
decide whether they should stay awake following a preamble. We also find the
optimal operating points associated with the algorithm in terms of the thresholds
[T1, T2] and transmission power. In chapter 5, it is shown by simulation that IPS
improves the lifetime of a node by at least a factor of 2 over BMAC.
The rest of this chapter is organized as follows: Sec.3.2 introduces the IPS
protocol and energy models. Sec.3.3 shows the decision-making algorithm and
system parameter optimizations for IPS . The protocol performance is further
discussed in Sec.3.4. Finally, Sec.3.5 provides a summary of this chapter.
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3.2 Informative preamble sampling
In this section, we first describe our assumptions and then the detail of IPS protocol
is provided.
3.2.1 Assumptions
We assume that sensor nodes can control their transmission power levels. We
further assume that a node can measure the path loss to its neighbors. These
requirements can be easily met by commercial wireless sensors, such as Berkeley
MICA2 [33]. The CC1000 radio used by MICA2 provides more than 20 different
transmission power levels [34].
To find the path loss between each node and its neighbors an initialization
is done in the entire network. For this purpose, any sensor node sends a packet
at a known transmission power level which is the same for all nodes. A table is
created at each node regarding its neighbors and the corresponding path loss to
them. Once a node receives a packet from one of its neighbors, depending on the
received power level the associated path loss is calculated and saved on the table.
Assuming that channel between two nodes are symmetric, this value is considered
as the path loss between two nodes. Since most sensor networks are static, such
measurements can be quite accurate by averaging over multiple packets.
The noise in the environment is assumed to be Gaussian. We assume that the
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noise level is the same for all the nodes. However, our results can be generalized
to cases where nodes have different noise levels. The path loss between any pair of
nodes is modeled as a function of their distances by:




where r is the distance between two nodes and r0 is a reference distance with the
known path loss of PL(r0). The path loss exponent α normally lies between 3–
4.7. The large scale fading, i.e., shadowing is denoted by Xσ is assumed to be a
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Figure 3.1: Illustration of the IPS protocol for sender, intended receiver and an
overhearing neighbor
3.2 Informative preamble sampling 37
3.2.2 Protocol description
The main difference between the preamble in IPS and other LPL based protocols is
that in IPS, the power level of the preamble is adaptively adjusted with respect to
the receiver to implicitly carry some information about it so that the possibility of
overhearing is restricted to the sensor nodes on the ring shown in Fig.2.3. However,
the sensor nodes which are wrongly awakened by the preamble avoid overhearing
when they find the identity of the intended node, denoted by ID.
Figure 3.1 shows the processes which are done in the receiver and the overhear-
IPS protocol in sender
Carrier Sensing:
if channel idle
back off for τS and sense again
if still channel idle
go to Transmission Procedure
else
a long back off and Carrier Sensing
endif
else
a long back off and Carrier Sensing
endif
Transmission Procedure:
while not receiving Ackd
while not receiving Ackp
send an informative preamble and the
receiver ID
endwhile









update the noise level;
endif
Decision-making Procedure:
make decision wrt T1 and T2
if sleep
turn the radio off until next LPL
else stay awake
check the intended node ID
if intended node
send Ackp and RSSI
receive data packet






Figure 3.2: Description of the IPS protocol in the sender and receiver
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ing nodes. The sender keeps sending the preamble followed by the receiver ID as
long as an acknowledgment of the preamble, ACKp is received. Finally, the data
packet is transmitted by the sender. The details of IPS is shown in Fig.3.2-a and
Fig.3.2-b from the perspectives of sender and receiver, respectively.
As can be seen in Fig.3.2-a, before transmission of the preamble, the sender first
does carrier sensing in order to avoid collision. If the channel is idle, it transmits
the specified preamble at a certain power so that the envelope of the received signal
at the intended receiver will lie in the range of [T1, T2] with high probability.
Figure 3.2-b shows the protocol at the receiver end. The sensor nodes peri-
odically listen to the channel with the period equal to the preamble length, Lpre.
When awake, the sensor samples the received energy strength, which only takes
a few ms and little energy [20]. If a node finds the channel busy, it goes to the
decision-making process which may require additional samples of the preamble.
The sensor uses a decision-making process based on the received signal strength
to decide whether the preamble is intended for it. Detailed decision-making algo-
rithm will be described in later sections. If the envelope of the received signal
strength is within [T1, T2], the node will stay awake until the end of the preamble.
Then it will decodes the intended receiver identity. If it is not the intended receiver
but incorrectly decide to be awake will go to the sleep mode for a duration which
is the expected number of retransmissions times the length of preamble, Lpre.
By this method, the probability of staying awake for the neighbors which have
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already overheard the preamble becomes very low. If it is the intended receiver
according to the received identity, it will transmit an ACKp to the sender. The
RSSI value will be piggy backed in ACKp to update the path loss as well as a
reference for appropriate transmission power to send the data packet. At the end
of successful reception of the data packet, an acknowledgement, Ackd, is sent by
the intended node to finalize the communication.
3.2.3 Energy consumption model
In this part, we present our energy consumption model for the sensor nodes. To
simplify our analysis, we only consider the energy consumed in communication in
this chapter and assume that the sensing energy is constant. The energy used for
communication consists of two parts.
One part is the energy used in transmission and reception of data packets
between the source and destination which is denoted by Edata. This part excludes
the energy for the preamble and its retransmissions. This energy depends only
on the network traffic and not on the MAC protocol. The other part, denoted by
Emac, is the energy consumed for the overhead of a MAC protocol, in terms of
overhearing, idle listening and retransmissions caused by the MAC protocol.
Consider a data logging application. Assume that each sensor generates data
packets according to a Poisson process at a rate of rd packet per second (pps). As-
sume that the nodes are uniformly distributed in the field. Similar to the BMAC
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Table 3.1: Symbol description and typical values used in simulation
(Var. means it is a variable which needs to be determined)
symbol description typical value
θ measurement of signal envelope at a node Var.
τS back off time Var.
PL(r) path loss between two nodes of distance r Var.
Xσ shadowing parameter (log-normal dist.) σ ∈ [3.8, 4.6]
σ standard deviation of the gaussian noise Var.
α power loss exponent 3-4.7
RSSI Received Signal Strength Var.
Rhop Max. communication range 25m
R² distance at which RSSI is ² (negligible) Var.
Mh,MT Exp. hearing per Tx, successful Tx Var.
Qm generalized Marcum Q function
pm probability of missing a preamble Var.
nret, Nret number of retransmission, its expectation Var.
rd data generation rate 416µs, Var.
Lpre preamble time duration Var.
Lpkt data packet duration 50B'20.8ms
x, n optimization parameters Var.
Lcs carrier sensing period 7ms
Ptx, ttx transmitting power and time 31.2 mW
Prx, trx receiving power and time 22.2 mW
Ps, ts sleep power and time 3µW , Var.
Plpl, tlpl average power and time for low power listening 7.4 mW, 3ms
T1, T2 thresholds for decision-making Var.
protocol [20], a node may be in four different modes, viz., transmitting, receiving,
low power listening and sleeping with power levels of Ptx, Prx, Plpl and Ps respec-
tively. Therefore, the expected amount of energy consumption per node can be
calculated as follows:
E = Emac + Edata
= Etx + Erx + Elpl + Esleep
= Ptxttx + Prxtrx + Plpltlpl + Psts (3.2)
In the following, we first calculate the energy consumption terms in (3.2) then
combine them to get Emac and Edata. Table 3.1 shows a complete description for
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the symbols used in chapter in addition to their typical values that are used for
simulation [26, 34, 37]. It should be noted that in the following calculation, the
expected amount of energy in a time unit is considered and minimized.
3.2.4 IPS energy consumption
Transmission energy Etx
This energy consists of three parts: transmission of the preamble, data packet and
acknowledgements namely Ackp and Ackd. The duration of transmission for the
acknowledgements is very short (less than 1/100 times) and negligible compared
to the preamble and the data packet lengths. Since the rate of transmission for
all these parts are the same, for the sake of simplicity, let us neglect the energy
required for the acknowledgements.
Environmental noise may cause the receiver to make an incorrect decision upon
hearing a preamble and not stay awake, thereby requiring retransmission of the
preamble. Let pm be the probability of missing the preamble which is determined
by the decision-making algorithm. Assuming that a sender keeps on retransmit-
ting of the preamble until successful reception, the number of retransmissions is
a geometric random variable denoted by nret with parameter pm and an expected
value of
Nret = E{nret} = pm
1− pm (3.3)
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where Nret is the expected number of retransmissions of the preamble.
Consequently, the expected fraction of time that a node spends in transmission
is given by
ttx = [(Nret + 1)Lpre + Lpkt]rd (3.4)
where Lpre and Lpkt denote the lengths of preamble and data packet respectively.
In order to calculate the average transmission power, let assume that the re-
quired power level in the receiver for error free reception of data packet is Pefr.
Therefore, if the distance between the sender and receiver is r the transmission
power, Ptx(r), can be calculated as follows:
Ptx(r) = Pefr + PL(r) (3.5)
where PL(r) is the path loss between sender and receiver.
In the protocols like BMAC where the transmission power is not adaptively
adjusted, the transmission power is Pmtx = Pefr + PL(Rhop) in which Rhop is the
maximum reachable distance for a sender. Hence, the adaptive transmission power
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which shows that the adaptive adjustment of the transmission power can save the
transmission energy by the factor of α
2
+ 1 compared to non-adaptive schemes.
Accounting for the fact that IPS does transmission power control for the pream-
ble and data, the transmission energy can be calculated as follows:
Etx = Ptx[(Nret + 1)Lpre + Lpkt]rd (3.7)
where α is the decay exponent of the power.
Reception energy Erx
We first calculate the expected fraction of time of being in the receiving mode
to find the expected receiving energy as Erx = Prxtrx where Prx is the receiving
power. A node may be in receiving mode either as an intended or an overhearing
node or for carrier sensing before any transmission. Since the duration of carrier
sensing is very short compared to the other parts, for the sake of simplicity, we
neglect it in our calculation.
We define an overhearing node as one which, based on the preamble stays
awake assuming that it might be the intended recipient of the transmission. A
node consumes energy whenever it stays awake following a preamble, irrespective
of whether it is an intended receiver or an overhearing node. Assuming that any
neighbor of a transmitter is equally likely to be an intended receiver, a node receives
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packets at the rate of rd.
In order to calculate the fraction of time a node overhear the preamble, we define
MT as the expected number of nodes (considering repetition) which wake up per
successful transmission of a data packet. Let assume that the random variable m
denotes the number of nodes stay awake by transmission of one preamble and nret
denotes the number of retransmission of preamble before the intended receiver is





In Sec.3.3, the value of MT is calculated.
It should be noted that the expected number of times a node stay awake to hear
a preamble either as an intended or overhearing node per time unit is MT rd. The
reason is because the expected number of times a node may hear the preamble of
its neighbors per time unit is equal to the expected number of overhearing nodes
per successful transmission in a time unit1. Later, it is shown thatMT is a function
of number of overhearing per transmission namely Mh and pm.
As mentioned, using IPS an overhearing nodes avoids listening to the channel as
soon as it finds the ID of the intended receiver and goes to a long sleep. Let calculate
1The average probability of hearing a preamble for a node in the range of R² from a sender is
MT
piρR2²
per successful transmission. Therefore, it is expected for a node to hear from piρR2² possible
senders in its range by the generation rate of rd. Hence, the expected number of hearing for a
node is (piρR2² )rd × MTpiρR2² = rdMT .
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an upper bound on the energy consumed in receiving by assuming that a node
which overhears a preamble possibly overhears it again in the next retransmission.











is used in the above equation as the expected time for listening to one
preamble because of asynchronous listening by each node. Moreover, Lspkt is length
of a short packet (just for decoding of intended node ID) so that Lspkt ¿ Lpkt thus
it is neglected in the above equation.
Sleeping and LPL energy consumption
Let tlpl be the time required for a low power listening. Obviously, this action occurs
1
Lpre




Therefore the expected fraction of time in sleep mode is:
ts = 1− tlpl
Lpre
− ttx − trx (3.10)
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The expected amount of energy consumed at each node in the sleep mode can be
found by Es = Psts.
Calculation of Edata and Emac
It should be noted that using preamble sampling protocol the overall duty cycle
is of order 10−2 [26]. According to Tab.3.1, the power level in sleeping mode is
around 10−4 times that for the other modes which means that its contribution
to total energy consumption is of the order of 10−2. Therefore, for the sake of
simplicity, we neglect the sleeping energy in our calculation so that Edata can be
calculated as
Edata = (Ptx + Prx)Lpktrd (3.11)
In order to calculate Emac, we divide it into two parts. One part which is
proportional to the preamble length denoted by Epre and the other part which is
inversely proportional to the preamble length and denoted by Elis. It is easy to
show that
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where Elpl = Plpltlpl and
Ppre ≡ [Ptx(Nret + 1) + PrxMT
2
]rd (3.13)
3.3 Decision-making and parameter selection
The performance of the IPS protocol clearly depends on the algorithm used by a
node to decide whether it should stay awake or not upon hearing a preamble. In
this section, we study a decision-making algorithm (DMA) for the receiver which
is applied by any node whenever the channel is busy.
According to the DMA we introduce, the probability of missing the preamble,
pm, and the number of nodes which stay awake according to their decision based
on preamble, MT can be found. These quantities are directly related to the overall
energy consumption. Based on our energy model, we propose an optimization
problem to find the optimal system parameters which can minimize the overall
energy consumption.
In computing the expected number of awake nodes per successful transmission,
MT , we use the conditional probability for the cases where the preamble is missed
or caught. Therefore, according our definition of MT in (3.8), we have
MT = E{nret}E{m|miss preamble}+ E{m|catch preamble} = NretMm +Mc (3.14)
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whereMm andMc are the expected number of the hearing nodes when the preamble
is missed or caught by the intended node respectively. In the following parts, the
values of Mm, Mc and pm are calculated.
3.3.1 Calculation of Mc, Mm and pm
The decision-making algorithm is based on the received signal envelope which is
the square root of received signal strength. The thresholds [T1, T2] are defined
based on the noise level in the environment. Let σ denote the standard deviation
of the noise. We define the thresholds as follows:
T1 = (z − x)σ
T2 = (z + x)σ (3.15)
where x and z are two normalized factors of the thresholds. Loosely speaking, as
can be seen in Fig.3.3, zσ is the center of the decision boundary and 2xσ is the









Figure 3.3: Representation of the thresholds in terms of the x, z and σ
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A sender needs to ensure that the intended receiver has a received preamble
envelope of zσ and x decides the noise tolerance at the receiver. For a given
decision-making algorithm, pm and Mm are functions of x, z and the number of
samples of the preamble taken by the node. Later, we show that x and z can
independently affect the total energy consumption.
Calculation of Mc and Mm
Let Rhop be the transmission range for all nodes. R² is defined as the distance
from a sender which receives a non-negligible signal strength of at most ². We
now calculate the expected number of overhearing nodes in the range of R² per
transmission of the preamble where the sensor nodes are uniformly distributed
by the density of ρ. IPS uses the envelope of the received signal detected by a
NCFSK demodulator 2 for decision-making which is Ricean-distributed and can








) y ≥ 0 (3.16)
where I0 is the zero order Bessel function, s
2 is the received signal energy and σ2
is the Gaussian noise’s variance [38].
A sender controls its transmission power so that its intended node detects its
envelope at s = zσ = T1+T2
2
. For the sake of simplicity, let neglect the shadowing
2This is the demodulator used in MICA2





Figure 3.4: The white area shows the communication range. Nodes in R² may be
woken up by the preamble
effect in the power decay model (3.1). However, we consider its effect is in the
simulation. Consider the ring r of width dr and radius of r centered at the sender
as shown in Fig.3.4. Let s and s
′
denote the expected value of signal envelope for
















where α is the loss exponent. Let di denotes the distance between the sender and
its intended receiver. The probability of hearing for a node on ring r
′
given di = r
is denoted by ph(r
′ |di = r) and can be found as follows:
ph(r
′|di = r) = p(T1 < θr′ < T2|di = r)
= p(|θr′
σ










2 , z + x) (3.18)
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where θr′ is the measurement of the node on ring r
′
and Qm is the first order







Finally, by taking expectation over the rings on [0, Rhop], the expected number






′|di = r)r′dr′ (3.20)
where Mc(r) shows the value of Mc given the intended node is r distant from the
sender.
Assuming that every neighbor is equally likely to be an intended receiver, the











and the neighborhood size is denoted by N = ρpiR2hop. In our
simulation, ² is assumed to be a very small multiple of σ. In order to find Mm, we
divide the integration in (3.21) in two parts, M inm andM
out
m which are the expected
number of hearing nodes inside and outside the hop range respectively.
Obviously, as long as the intended receiver misses the preamble, the number of
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′|di = r)rr′drdr′ (3.22)
It should be noted that when the size of the neighborhood, N, is large enough
compared to 1, for example for N ≥ 10 the following approximation is quite precise.
Mm 'Mc (3.23)
Since for most of the cases, this approximation can be applied, we use (3.23) in our
calculation. It should be noted that the value of Mc can even be reduced to half if
one frequency (in the case of NCFSK) is used for half of the sensor nodes and the
other frequency is used for the rest of the sensor nodes in sending the preamble.
Calculation of pm
An intended receiver misses the preamble if the Gaussian noise causes the sample
to lie outside the thresholds. Thus, this probability can be formulated as follows:
pm = 1− ph(r|di = r) (3.24)
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It should be noted that for a high ratio of s
σ
, the Ricean distribution can be
approximated by the normal distribution so that the probability of missing the
preamble becomes just a function of x and can be found as follows:














3.3.2 Multiple samples decision-making algorithm
In order to benefit the diversity of taking multiple samples, we propose a more
efficient scheme which is called combinatorial DMA. In this algorithm, a node
firstly takes k samples of the preamble. An analysis is performed on all the k
samples instead of individual samples. If fewer than n samples lie within the two
thresholds, then the node goes to sleep, otherwise it stays awake. Therefore, the
probability of hearing the preamble by a node on ring r
′
given that the intended
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node is located on ring r can be found by
ph(r












, r) is defined by
pnk(r
′
, r) = [p(T1 < θr′ < T2|di = r)]n[1− p(T1 < θr′ < T2|di = r)]k−n (3.29)
In order to find the expected number of nodes which stay awake, (3.21) can be
used where ph(r
′|di = r) is calculated by (3.28). The probability of missing the









For the sake of simplicity, we assume k = 8 in what follows and optimize n. The
price in this case is the same for all non-hearing nodes which find the channel busy.
For example, in the case of (k, n) = (8, 6), it takes around 0.5ms for 8 samples (1
byte) and 0.2ms for analysis in receiving mode which is constant for nodes which
go to sleep following the preamble when using combinatorial DMA [20].
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3.3.3 Tradeoff and optimization problem
Clearly, different selections of x and z will greatly impact the system performance.
With a larger z, the sender sends the preamble with higher power, thus the system
is more robust to environmental noise and the overhearing probability will be
reduced. However, a larger z will cause more transmission energy consumption at
the senders. Also, larger value of x will give a wider threshold range and reduce
the probability of the intended receiver to miss the preamble. Yet, a large x means
more nodes will stay awake following the preamble. Therefore, it is important to
find the optimal system operation parameters of x and z to minimize the overall
energy consumption.
According to our definition of the thresholds in (3.15), z is the square root of
received signal to noise ratio in the intended receiver. For the sake of simplicity,
let us assume that the value of z is fixed and equal to the maximum possible value
which can be transmitted by the sender. In order to derive this physical constraint,
we consider a link layer modeling specified for the CC1000 transceiver, which is
used in MICA2 [36]. The maximum communication distance from a sender for
this transceiver is 25m so that the required SNR of 12.5dB can be supported for
the boundary nodes provided the loss exponent is α = 4.7 [37]. If we assume
the preamble transmission range of IPS is same as the maximum communication
distance, z can be at most 4 (≈ 12.5
2
= 6 dB) at the boundary nodes.
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In order to minimize the energy consumption associated with the MAC protocol
overhead in each node which can be calculated by (3.12), the optimal values for
Lpre, n and x must be found given that z = 4. Obviously, the value of n can be
simply optimized by checking the integer numbers between 1 and 8 however, for
Lpre and x we can solve the equations of
∂Emac
∂Lpre
= 0 and ∂Emac
∂x
= 0. According to
the former equation, we have
∂Emac
∂Lpre
= Ppre − Elpl
L2pre








According to (3.31), by maximizing L∗pre, Emac is minimized. It can be easily









Finally, it can be shown that the problem can be formulated as follows:
(x∗, n∗) = arg min
9.45 + 5.55Mc
1− pm (3.33)
where the typical values from Tab.3.1 and the values of Mc and pm can be found
using (3.21), (3.25), (3.28) and (3.30). It should be noted that x is a real positive
number and n is an integer between 1 to 8. In the next section, we solve this
optimization problem and discuss about the results.
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3.4 Performance analysis
In order to find the optimal operating point of the IPS protocol, the optimization
problem we formulated in the last section, can be solved using the general approach
for the unconstraint optimization problems. The scheme we use for this purpose
is the Gradient Descent method to find the optimal value of x. Then we check
different values of the integer variable n to optimize with respect to this parameter.
In this section, we further study the performance of IPS in terms of energy
consumption and delay. We also discuss the trade-offs between packet delay and
energy consumption when selecting the operation point. For purpose of compari-
son, we compare the IPS algorithm with an optimized BMAC protocol.
3.4.1 Energy consumption
Using the Gradient Descent algorithm, we solve the equation of (3.33) where the
data generation rate is assumed to be one packet every 5 minutes. This algorithm
is used 8 times for different values of n and the respective optimal x is calculated
for different size of neighborhood, N. Figure 3.5 shows this lower bound of the
performance improvement of IPS over BMAC for combinatorial DMA at its optimal
points. The loss exponent of α = 3 and 4.7 are considered which correspond with
indoor and outdoor applications respectively [36].
According to Fig.3.5, the higher path loss gives better performance for IPS
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Figure 3.5: The lower bound of the achievable energy gain by IPS compared to
BMAC
protocol. The reason is because IPS benefits the channel gain to characterize the
intended receiver. However, for greater values of path loss exponent the amount
of information which can be carried through the channel gain is higher. In other
words, as the loss exponent becomes higher, the separation of the node location
around a sender in term of their path loss becomes higher which implicitly means
that more information can be embedded into the preamble using IPS.
As an extreme case consider a situation where the loss exponent is very small.
In such a case, the width of vulnerable area which is shaded in Fig.2.3 is increased
causing even the neighbors which are far from the intended receivers not to be able
to distinguish whether they are the intended receiver or not.
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3.4.2 Energy conservation vs. average packet delay
The delay for data delivery consists of two distinct parts which we call physical
and MAC overhead delay, denoted by Dphy and Dmac respectively. Dphy is due to
transmission time of the data packets which is determined by the transmission rate
in the physical layer thus it is constant for the same physical layer, while Dmac is
related to MAC protocol. We just consider Dmac in our comparison.
In lightly loaded situations without congestion, Dmac for IPS and also BMAC is
proportional to the preamble length, Lpre since no sender can send the data packet
until the wakeup time of its intended receiver. Especially in IPS, the intended
receiver may not catch the preamble for the expected number of retransmissions,
Nret, so that
Dmac ∝ (Nret + 1)Lpre = Lpre
1− pm (3.34)
According to (3.12), we can write




which shows a direct relationship between Emac and Lpre. IPS reduces the amount
of overhearing so that Ppre decreases considerably compared to BMAC. There are
two important effects in reducing Ppre which are shown in Fig.3.6.
One is that when compared to that of BMAC, the optimal Lpre for IPS in-
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Figure 3.6: The relationship between delay and energy consumption for IPS (com-
binatorial DMA) with 10% and BMAC with 100% overhearing nodes
creases in proportion to the gain in energy consumption which is around 3 in this
case. The other one is that the variation of Emac for IPS around its optimal point
becomes very small when compared with BMAC. This implies that one can oper-
ate at sub-optimal points, thereby reducing delay due to long preambles, without
compromising much on energy consumption. For example, in Fig.3.6, the opera-
tion point with energy gain of 2.21 instead of 2.87 reduces the preamble length by
a factor of 2.3.
Another factor that affects the average delay is pm. In our optimization, since
the objective is to minimize energy consumption, we do not restrict to small values
of pm. In the case where delay is important, a constraint may be imposed over pm.
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Figure 3.7: The effect of n on the achievable gain vs. delay ratio
Now, let consider the effect of parameter n on the value of pm. Our analysis shows
that the optimal value of n for any size of the neighborhood is 8. In other words,
the nodes should stays awake whenever all samples lie between the thresholds.
This decision-making, however causes the chance of missing the preamble, pm, to
be very high. It can be shown that if we can compromise a bit on the achievable
gain by choosing smaller n the value of pm decreases drastically which improves
the delay performance of the system.
Figure 3.7 shows the achievable gain of IPS for α = 4.7 against Dmac ratio
calculated by (3.34). In this figure, we assume thatDBMAC is equal to the preamble
length of BMAC at its optimal point. It is shown that by choosing n = 7 with
the gain of 2.6 the delay ratio can be less than 4 compared to 6 of the n = 8 with
3.5 Summary 62
the maximum achievable gain of 2.87. Using smaller n can also decrease the delay
ratio however the amount of improvement may not be so high.
This figure also compares the performance of IPS at the sub-optimal point of
L∗pre
2
. According to this graph, the point of (
L∗pre
2
, 8) seems to performs almost
the same as (L∗pre, 6), however, the later one provides better delay performance.
It should be noted that for the point of (
L∗pre
2
, 5) the gain of 1.8 can be achieved
where the delay ratio is around 1.15. Finally, depending on the delay requirement,
we can decide on a proper operating point for IPS. In the case, where there is not
any requirement on delay the gain of more than 2.5 is achievable.
3.5 Summary
In this chapter, we introduce a new preamble sampling based MAC protocol for
sensor networks, named IPS. This protocol uses transmission power control of
the preamble to embed information about the intended receiver so that energy
wasted due to nodes staying awake following preambles not intended for them is
greatly reduced. We investigate the impact of decision-making algorithm on the
performance metrics such as energy consumption and delay.
By analysis, we show that IPS can reduce the energy consumption by more than
2 times compared to BMAC. Although the design of IPS assumes a homogenous
network, our protocol can be extended to networks with non-uniformly distributed
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sensor nodes and traffic. The study of IPS performance in a network with a large
number of sensor nodes communicating to a single sink will be part of our future
work.
Chapter 4
Topology Control for Delay Sensitive
Applications
4.1 Introduction
As mentioned earlier, in most of the event driven applications such as fire alarm
sprinkler or security systems, the sensitivity to latency of the data delivery is high.
In many of these applications, a rare but critical event must be reported to a
decision center, sink, to decide for a proper actuation response. Therefore, an
appropriate bound on the delay in both directions either from sensor nodes to the
sink or from sink to the actuators are required. However, such a requirement must




Radio transceivers are the main sources of energy consumption in WSNs. A
well designed protocol can greatly reduce the unnecessary energy consumption by
scheduling the nodes to switch off their radios whenever possible so that the sensor
nodes are often in the low power state. This approach is generally called wakeup
scheduling and can be realized in different network layers.
The decision for radio inactivation can be generally made depending on the
network situation. For example consider two following cases which can be used
to save more energy. The first case is the lightly loaded networks where there
is often no data to transmit or receive. Therefore, an appropriate schedule can
make the sensors sleep and wake them up whenever necessary. The second case is
the dense networks where a large number of the sensor nodes are located in the
communication range of each other. Obviously, as relays, most of the sensor nodes
can be in the inactive state and be activated alternately to save more energy. The
denser the network is the more saving is possible.
Wakeup scheduling in low traffic networks has been extensively studied in the
link layer. The main idea in these cases is to wake up the sensor nodes for channel
listening on a regular basis so that their radios are mostly off. Scheduling of the
sensor nodes in the dense networks, on the other hand, can be performed from the
routing perspective where as many sensor nodes are made inactive as a desired
level of routing fidelity is achieved. Such a wakeup scheduling generally comes in
the form of topology control algorithms to deal with the relay redundancy.
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Since in many event driven applications with dense deployment of network the
traffic is low, different wakeup schedules in both data link and network layers are
applicable. However, most of the introduced schedules used in different network
layers often work independently from one another. In this chapter, we show that
higher performance is achievable if some coordination among the schedules is taken
into account. For this purpose, we introduce a new topology control algorithm.
Topology control is generally known as a way to guarantee a strongly connected
network while reducing the number of unnecessary communication links between
the sensor nodes. A good topology control technique activates enough sensor nodes
to construct a connected backbone for the network and makes the remaining sensor
nodes turn their radios off to save energy. The activation policy is as distributed
as possible where minimal states are saved and local decisions are made with no
need to have global information. Specifically, for the delay sensitive applications,
it must provide a guarantee on the end-to-end delay.
In this chapter, we introduce the Topology Control for Delay Sensitive Ap-
plication, TC-DSA, as a coordinated wakeup schedule in the network layer built
over the MAC which meets the foregoing requirements [39, 40]. Figure 4.1 shows
this protocol in the protocol stack. For more clarification about the basic idea of
TC-DSA, please refer to chapter 2 of this thesis.
We consider a WSN comprising of a large number of identical static sensor nodes


































Figure 4.1: TC-DSA in the protocol stack
assumed to be duty-cycling, which is the widely used scheme in this layer for WSNs
[24, 20]. We formulate our problem for two cases where global or local topology
information is available. We derive an optimal scheduling algorithm which is the
solution of a non-linear programming given global information is available for all
sensor nodes.
Because of the complexity and difficulty of the optimal algorithm, we propose
our heuristic, TC-DSA, which uses local topology information in a distributed man-
ner and we find its optimal operating point. To distinguish between the schedules
in MAC and TC-DSA, we use the terms of sleep/wake and active/inactive for the
radio state of each node, respectively as shown in Fig.4.1. TC-DSA periodically
constructs the network backbone through activation of a subset of the sensor nodes.
Only the backbone sensor nodes follow the wakeup schedule of MAC protocol and
the other sensor nodes are inactive with their radios off until they become active.
The time scale at which TC-DSA operates is several orders of magnitude larger
than the time scale at which the MAC protocol operates as shown in Fig.4.2. We
show that by properly chosen parameters, the network lifetime is maximized for a
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Figure 4.2: Comparison of different time scales from the radio perspective of one
node
given bound on the end-to-end delay. In chapter 5, we show by simulation that the
achievable lifetime by TC-DSA is around %80 that of the optimal algorithm for
the same end-to-end delay. In the same chapter, we also show that it outperforms
SPAN, an existing protocol, from the lifetime perspective by a ratio ranging from
2.2 to 4.5 when the node density ranges from 25 to 70.
The rest of this chapter is organized as follows: sec.4.2 presents the system
model and a practical way to implement TC-DSA protocol. In Sec.4.3, we derive
the optimal scheduling algorithm to be compared with TC-DSA. In Sec.4.4, we
analyze and discuss the performance of the proposed algorithm and find its optimal
operating point. Sec.4.5 summarize this chapter.
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4.2 Assumptions and system model
We assume that a large number of identical static sensor nodes are uniformly
scattered in the monitoring area. The network topology is represented by a directed
graph, G(V,E), where the set of vertices, V , represents the sensor nodes and the
set of edges, E, represents the links between the sensor nodes. Two sensor nodes
are considered neighbors if they are in the communication range of each other. All
sensor nodes in the field are equally likely to generate data packets.
We consider duty-cycling or low-power listening MAC protocols. In this thesis,
we focus on the asynchronous MAC protocols although the described methods
can be simply generalized for the synchronized cases. We consider an event driven
application where the network traffic is low. Energy conservation is only possible in
such a low traffic situation where two following observations hold. Firstly, between
the sleep delay - the time duration takes until the next hop wakes up - and queuing
delay which both contribute to the per-hop latency, the former is the dominating
term since the queues are often empty. Secondly, in such applications, the main
energy consumption in the network is due to the periodic listening to the channel
justified through the following example.
Consider L as the period of listening to the channel decided by the MAC pro-
tocol which determines the rate of energy consumption in the link layer1. For
example, Chipcon CC1100 used in Mica2 drains 15µA of current under the volt-
1For the complete list of symbols used in this chapter refer to Tab.4.1
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Table 4.1: Symbol description and typical values used in simulation
(Var. means it is a variable which needs to be determined)
symbol description typical value
G(V,E) network graph(its vertices, its edges) N.A.
², e energy consumption per wakeup and time unit 45µw, Var.
L period of listening to the channel Var.
Λ, ti network and sensor lifetime Var., Var.
D
ETE
, D average end-to-end delay Var., Var.
Dm given (upper bound of) end-to-end delay Var.
dh per hop delay U [0, L]
{Si} set of all CDS N.A.
T, Ti activation vector and time for Si Var.
τ , τi normalized activation vector and time for Si Var.,Var.
E0,Ei initial energy and energy of sensor ni 1,Var.
I indicator matrix Var.
H average hop count from all sensor nodes to the sink Var.
∗ denotes optimal value N.A.
`k set of nodes belongs to level k N.A.
ξni equivalent relay set associated with sensor ni N.A.
Tfrm duration of a FAP frame ∼1 week
TAI duration of a AI period ∼1 week
TCD the amount of clock drift 30 ∼ 50 ppm
r normalized distance from the sink Var.
P normalized progress toward the sink Var.





mean and standard deviation for X N.A.
bc, de floor and ceil functions N.A.
age of 3v per wakeup which results in ² = 45µw for any wakeup [41]. Therefore, if
L = 500ms as in Fig.4.2, the nodes wake up twice a second to listen to the channel.
Thus the rate of energy consumption or the power needed for such an operation
is e = ²
L
= 90µw. Hence, the amount of energy required for this operation in one
day is E = e × 86400s = 7.8j. This amount of energy, however, can be used for
transmission of around 42 Mbits of data. In many applications especially event
driven ones, such an enormous data transfer is not required [25]. TC-DSA decides
the state of the radio for each node so that the active sensor nodes consume energy
with the rate of e while the inactive sensor nodes consume no energy.
The definition of the network lifetime can be based on the first node to run out
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of energy or alternatively, the first loss of coverage [18, 16]. In the later case, the
effective lifetime of the network is the duration between the network initialization
till the time when some initially covered place can no longer be monitored. In
this chapter, we formulate our problem based on the first definition and consider
the second one in our simulations in chapter 5. Therefore, the network lifetime
denoted by Λ is defined by Λ = min(ti) where ti denotes the time when sensor ni
stops functioning.
4.2.1 System model
In deployment of dense WSNs, several sensor nodes may be considered equivalent
relays to forward a data packet toward the sink. Significant energy conservation
is possible with no performance degradation if the equivalent relays are activated
alternatively. TC-DSA uses this idea to avoid over-using certain sensor nodes with
the aim of increasing the network lifetime.
This protocol accomplishes topology control by constructing a network back-
bone from the nodes which are in the active state. To provide a clear definition of
the term equivalency, we consider the hop count between the source and destina-
tion. We explain it in the context of the shortest path routing.
Partition the sensor nodes into subsets based on their shortest path hop count.
Suppose this partitioning results inK non-overlapping subsets called levels denoted
by `k, where `k is the subset of the nodes whose minimum hop count to the sink is
4.2 Assumptions and system model 72
k. It is easy to show that for any element of `k, its neighbors must belong to one
of `k−1, `k or `k+1 which are called its parents, siblings and children, respectively.
Moreover, any sensor node which is connected to the sink has at least one parent.
Obviously, if any node uses one of its parents as relay the shortest path is achievable
for all sensor nodes.
For example, as can be seen in Fig.4.3 in which the communication range of
each node is unity, for node N of `k which has two parents of p1 and p2, there is no
difference between them to be chosen to forward its data packet because both can
provide the shortest path for it to the sink. Loosely speaking, all parents of each
node are its equivalent relays since they can relay the packets one hop closer to the
sink. The partitioning of the sensor nodes in this way needs no localization and
can be simply realized by flooding. Moreover, routing is very simple through the
categorized relays. In the following, we describe the details of TC-DSA protocol







Figure 4.3: Distribution of the parents and siblings
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4.2.2 Protocol description
TC-DSA uses a sensor activation policy which aims to maximize the network life-
time through fair distribution of the relaying task among the equivalent sensor
nodes. The implementation of this protocol is simply possible through a fully dis-
tributed approach. This protocol constructs the network backbone by activating
some of the equivalent relays. This process is done periodically where every sensor
selects one of its equivalent relays and contends with its neighbors to activate it.
Each frame of TC-DSA is of fixed duration, Tfrm, and consists of two distinct
slots as shown in Fig.4.4. In the first slot in which Decision-making Process (DP)
is done, an appropriate subset of the sensor nodes is selected for activation in the
second slot. In the second slot called Active/Inactive, AI, the set of activated
nodes constructs the network backbone and follows the wakeup schedule of the






















Figure 4.4: Time scale of of a TC-DSA frame
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the sleep mode. Figure 4.2 shows the state of the radio for a typical node.
Each frame of TC-DSA is of fixed duration, Tfrm, and consists of two distinct
slots as shown in Fig.4.4. The first slot in which Decision-making Process, DP, is
done, an appropriate subset of the sensor nodes is selected for activation in the
second slot. In the second slot called Active/Inactive, AI, the set of activated
nodes constructs the network backbone and follows the wakeup schedule of the
MAC protocol while the other nodes go into the inactive state and consequently
the sleep mode. Figure 4.2 shows the state of the radio for a typical node.
At the beginning of the DP period, all nodes switch their radios on to select
Every node
Back off for (U [0,Wnj ]) and then carrier sensing
if channel idle
if have no activated relay
Tx to the relay candidate (include precedent relays)
else
1) Accept that relay and avoid more contention
2) Update the knowledge of that relay energy
endif
else
Back off for a random short period and carrier sensing
endif
Selected node
Back off and then carrier sense
if channel idle
Tx Ack (including its remaining energy prediction)
else
Back off for a random short period and carrier sensing
endif
Figure 4.5: The procedure of TC-DSA protocol
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the node with the maximum remaining energy among their equivalent relays for
activation. Then they contend to realize their choices using a simple backoff algo-
rithm. In the case where a node finds one of its equivalent relays activated by other
nodes uses it as its relay and avoids any more contention. Suppose, node nj selects
its candidate then it backs off for a random duration chosen from the window size
of Wnj . By the end of its backoff period, it checks for the channel activity. After
a short time if the channel is busy it backs off again by a doubled window size
otherwise it notifies its relay candidate by sending a short packet which includes
some information about its previous hops.
Obviously, the window size for each node, Wnj which is reset at each DP,
determines the priority of relay selection so that higher priority of selection is
given to the nodes with shorter windows. Since the nodes with the smaller number
of potential relays has less alternatives for their selections, the size of the window is
chosen in proportion to the number of equivalent relays so thatWnj = C|ξnj | where
ξnj denotes the equivalent relays associated to node nj and C is an appropriately
chosen constant which is derived later. At this stage, assume that ξnj only consists
of the parents of node nj and every element of ξnj is equivalent in terms of choice
of relay. The foregoing procedure is shown in the every node part of Fig.4.5.
The selected node acknowledges the sender and the other neighbors by an Ack
packet. It also piggy-backs a prediction of its remaining energy to the Ack packet to
be used for the following frames. The sensor nodes which receive this packet check
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whether this node exists in their own relay sets. Among them those which find it
among their potential relays, agree on sharing of that relay and avoid activating
their own candidates.
The last thing for such nodes which share an existing active sensor nodes is to
notify that relay as their servers. For this purpose, the nodes which share that relay
send a short packet to it for notification. Since the rate of energy consumption for
an active sensor is a known value of ²
L
where and also the length of the AI period






node which is selected for activation follows the procedure of selected node shown
in Fig.4.5.
Using this activation policy, it is guaranteed that the network is always con-
nected because each sensor node has at least one active node from its equivalent
relays. It should be noted that, inactive nodes are not included in the network
backbone and their radios are off. Whenever they generate data packets, they just
turn their radios on and it is guaranteed for them to find at least one active node
among their equivalent relays. It can be shown that the set of activated sensor
nodes are a Connected Dominating Set (CDS) - a connected subgraph such that
any vertex of the graph is either in it or adjacent to some vertex of its - of the
network graph at any time instant. Moreover, significant energy conservation is
achieved via activating fewer redundant relays. It also tries to fairly distribute the
relaying task based on the remaining energy criterion to increase network lifetime.
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Analysis of the protocol overhead
Obviously, the short duration of TDP in which all sensor nodes are active is the only
energy overhead of this protocol. It can not be too long to have a large overhead
yet it must not be too short since several data exchanges must be possible in this
duration. For example, we design the duration of TDP such that the overhead of
this protocol becomes less than one percent of total energy consumption.
Suppose the duty cycle of the MAC protocol is 10% and the AI period is one
week thus total awake time for the active sensor nodes in one frame is around
7 × 86400s × 0.1 = 60480s. If we assume that around 10% of the sensor nodes
are active per frame in each neighborhood every sensor node spends 60480× 0.1 =
6048s on average in the awake state per frame. Hence, if TDP < 60.48s, the
overhead of TC-DSA becomes less than 1%.
We now show that such a data exchange is possible when TDP is 60.48s. Con-
sider quite a large neighborhood size of M = 70 where any node needs to transmit
at most 2 short packets of few bytes in order to run TC-DSA. One is for the winner
nodes to notify their candidates or for the loser nodes to acknowledge the selected
relays. The other one is used only by the nodes which are selected for activation.
The packet length can be T = 10ms, for instance, which can include around 20
bytes in a relatively low rate transceiver like CC1100.
Obviously, if faster chips are used the following calculations simply hold. Con-
4.2 Assumptions and system model 78
sidering Aloha as the simplest multiple access scheme, the probability of successful
transmission is e
− 4MT
TDP ' 0.95. In order words, in the real situation by carrier
sensing, the probability of successful DP process is much greater than 95% where




The need for synchronization
In fact, a rough synchronization in quite a long duration of one frame is required.
The need for synchronization is mainly due to the clock drift in the sensor chips.
The main problem happens at the beginning of the DP period when the sensor
nodes have different estimates of the time and they can not ensure whether all
their neighbors are awake.
To come up with this problem, we propose the following mechanism considering
that the only cause of being asynchronous is the clock drift of the sensor nodes.
Assume that all of the sensor nodes fire their timers simultaneously. By the end
of the first frame and right before the DP period of the next frame, the sink sends
a Sync packet to synchronize with the backbone nodes.
Only after the first frame, all sensor nodes turn their radios on and do not
send any thing until 2 × TCD to ensure that all their neighbors are awake where
TCD denoted the clock drift and it is around 30 ∼ 50ppm for CC1000. Then the
backbone nodes of the previous frame which are already synchronized send a Sync
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packet to their own neighbors. In the following frames, all sensor nodes consider
their current time as the frame length so that they can make sure to have their
neighbors awake.
For more accuracy, the Sync packet can be sent by the sink periodically. A
short guard time is considered at the beginning of each DP period to compensate
the propagation delay and possible inaccuracy in reading of the timer. Obviously,
in this duration, no sensor sends packet till it receives the Sync. In conclusion, as
shown in Fig.4.4, only the second DP period lasts for 2 min and the other frames
are around the default value of 1 min.
4.2.3 The issue of finding equivalent relays
The main issue of using only the parents as the equivalent relays is that the number
of the parents is not uniform for all sensor nodes and varies depending on the sensor
location. For example, consider a fairly dense network as shown in Fig.4.3 where
the nodes located in k − 1 < r < k are very likely to be of level k. In such a
situation where node N is close to the boundary of r = k, it is expected to have
a small number of parents while the reverse event occurs when it approaches to
r = k − 1.
This non-uniformity results in unfair energy consumption rates among the
nodes which leads to a short network lifetime. To have a fair distribution of the
equivalent relays, we include some siblings in the equivalent sets. The method for
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choosing appropriate siblings is very important. We consider the siblings which
can guarantee a certain amount of per-hop progress. Later, we describe an analyt-
ical approach to find the equivalent relay sets using the siblings. In other words,
from the network topology perspective, we introduce a scheduling to put the sensor
nodes into the active and inactive states so that the network lifetime is maximized
for a given average end-to-end delay. This problem is formulated as
Λ∗ = max [ min(ti) ] (4.1)
where the average end-to-end delay in the network, D, is smaller than some given
value Dm or we have D ≤ Dm. In the next section, we firstly derive the optimal
scheduling algorithm to address this problem. Then in the following section, we
develop TC-DSA protocol and maximize its performance through appropriately
chosen ratio of the siblings.
4.3 Optimal scheduling algorithm
In this section, we derive the optimal scheduling algorithm to address the lifetime
maximization problem of (4.1). For this purpose, we use the spanning trees asso-
ciated with the network graph. As we know, to guarantee a strongly connected
network, it is sufficient to activate one of its spanning tree. Activation of a tree
is meant that the sensor nodes on the tree excluding those on its leaves are made
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active.
It is easy to show that the active sensor nodes on a spanning tree create a CDS
for the network. Assume that the set of CDSs resulting from all spanning trees of
one network graph is determined and denoted by {Si} where i is a positive integer
less than or equal to the total number of the CDSs, |Si|. In the following, we
explore a schedule by which the lifetime of the network is maximized for a given
average delay.
Let us firstly ignore the delay requirement and maximize the network lifetime
with respect to the energy constraint of each sensor node. Consider a simple scheme
by which the elements of {Si} are activated consecutively for a certain duration
denoted by vector T . For example, Si is activated for the duration of Ti and after
that Si+1 is activated for Ti+1 and so on. Let normalize the vector T by the period
of channel sniffing, L, and define τ = T
L
. For simplicity, suppose that each element
of {Si} is activated once.
Based on the definition, the network lifetime is longer than the summation of
Tis providing no node stops functioning. In other words, L
∑|Si|
i=1 τi ≤ Λ subject
to the constraint that for all nodes 0 < E0 − Ej where E0 and Ej denote the
initial energy and consumed energy for node nj. To calculate Ej, assume nj only




(T1 + T10) = ²(τ1 + τ10).
Obviously, Λ is maximized if f(τ) =
∑|Si|
i=1 τi is maximized. Therefore, without
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considering the delay constraint, the problem is formulated by
τ ∗ = Arg max f(τ) (4.2)
s.t.
{
0 ≤ τ ; I × τ < E0
²
(4.3)
where × represents the matrix product and each element of the resulted matrix
must satisfy the inequality and I is an indicator matrix defined as follows:
Iij =

1 if nj ∈ Si
0 otherwise
(4.4)
This problem is a linear programming and can be efficiently solved in the polyno-
mial time. By solving this equation the maximized network lifetime can be found
by Λ∗ = (τ ∗ · 1)L where ·1 is a dot product to the unit vector of the same size.
To consider the delay constraint, we calculate the average delay from node nj
to the sink when the network backbone is Si by Dij =
∑Hij
h=1 dh where dh is the per-
hop delay and Hij is the number of hops between these two nodes on the tree of Si.
We assume that dh is uniformly distributed in [0, L] because in the asynchronous
cases, any transmitter node has to wait for a random sleep delay till the intended
receiver wakes up.
We also assume that it is independent from Hij since the sleep delay dominates
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the queuing delay and is the major part of per-hop latency. However, the later
assumption is true in low traffic situations, because, when the traffic is high, the
queues of the nodes close to the sink are possibly longer so that the queuing delay




By a time average over all of the trees and then expectation over the delay



















where D is the average delay and Hi is the expected value of hop count from all
sensor nodes to the sink on the tree Si. In order to consider the delay constraint
of D ≤ Dm, let assume that the equality of D = Dm holds. Therefore, the value
of L must be selected by the MAC protocol so that we have L = 2Dm(
τ ·1
τ ·H ). Using
the same approach as before we have (τ · 1)L < Λ so that the objective function
of our new optimization problem is f(τ) = 2Dm
(τ ·1)2
τ ·H .
Since Dm is constant, the optimization problem considering the delay require-
ment can be formulated similar to (4.2) by the new objective function. This prob-
lem although is nonlinear can be solved efficiently. It should be noted that the
sequence of activation of the CDSs is not important since the energy constraint is
guaranteed that no sensor node stops functioning even in the maximized lifetime
although it may happen immediately after that. In the following, we present a
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proposition which is useful in our simulations.
Proposition: The normalized network lifetime, Λ
L
, is upper bounded by the
minimum degree of the nodes times E0
²
.
Proof: Let assume that A is the node with minimum degree of da in the
network. Therefore, it has da neighbors denoted by nj, j = 1, ..., da. According to





for all nodes nj. Summation over


















where for any i the value of
∑da
j=1 Iij is always greater than or equal to one. The
reason is because node A is connected to all trees via one of its neighbors nj. Hence
at least one of its neighbors is always included in any activated CDS. Therefore,








which proves the above statement.
This optimal scheduling algorithm may not be solved in a distributed way and
it also need global information about the network topology. The main complexity
associated with this scheme is to find the spanning trees. One of the well-known
algorithms presented by Reed and Tarjan using a technique called backtracking
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[42]. This algorithm requires O(|E| + |V | + k|V |) time and O(|E| + |V |) space
where the given graph has |V | vertices, |E| edges and k spanning trees. The other
algorithms have been proposed with almost the same complexity. Our problem,
however, is a bit simpler since the required spanning trees in our optimization must
have a fix root in the sink. Nonetheless, finding such trees is a complex problem
but it can be solved in the polynomial time.
As mentioned earlier, the nonlinear programming also can be efficiently solved
in the polynomial time. However, as the number of the constraints which is directly
related to the number of the spanning trees increases, the complexity of this pro-
gramming becomes much higher. In the simulation part, we present some related
number to show that even for small graphs the complexity is very high. To come up
with this highly complex algorithm which needs a centralized implementation, we
propose the TC-DSA heuristics and analyze its performance and find its optimal
operating point in the following.
4.4 Analysis of TC-DSA
In this section, we study the tradeoff between the network lifetime and the average
hop count achieved by TC-DSA to find the optimal operating point of this protocol.
For this purpose, we find an upper bound on the network lifetime by calculating
the node activation probability and then computing the expected hop count from




























Figure 4.6: Classification of nodes in a neighborhood
every node to the sink.
Assume that the network field is circular with a sink located in its center. We
also assume that the network is dense enough so that the geographic location of
sensor nodes represents the levels to which they belong. As can be seen in Fig.4.6
where the communication range of the sensor is unity, the neighborhood of node
N can be divided in different areas. For example, the nodes in the areas of A1 and
A5 are its parents and children respectively and the other nodes are its siblings.
We assume that only the neighbors of a node which are closer to the sink
compared to its own location are used as its potential relays. This assumption
ensures that no loop can be created resulting in a bounded multi-hop delay. For
example, node N constructs it equivalent relays set, ξN , based on the relays located
on A1∪A2. We call this area the relay region of node N. The difference between the
siblings located on A2 and A3 is that the former set can guarantee the minimum
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progress of P per each hop if they are used.
According to this configuration, the greater the value of P , the less hop count
is expected and as a result smaller relay region. On the other hand, we later
show that the area of the relay region roughly determines the rate of the energy
consumption for the nodes located in this area thus the smaller relay region results
in the shorter network lifetime. Therefore, the value of P in the range of [0, 1]
which determines the portion of the siblings used as relays, decides the tradeoff
between the lifetime and the hop count.
In the next part, we study the network lifetime and the average hop count to
analyze this tradeoff and consequently we show that P = 0 is optimal. Note that
in practice for finding the equivalent relays, no localization is required. For this
purpose, the sink floods a hello message to all sensor nodes to find their levels.
Then the equivalent relay set for any sensor node is created by the union of its
parents and its appropriate siblings. The siblings of one node that satisfy P = 0
are those which are closer to the sink compared to its location. Therefore, we
need a distance criterion to discriminate the siblings. For this purpose, we use the
parent number of the siblings since in a fairly dense network, among the nodes of
the same level, one which is closer to the sink is expected to have more parents
and vice versa. In other words, it is not required to have the location of the nodes
to find the appropriate siblings associated with each node.
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4.4.1 An upper bound on the network lifetime
To find an upper bound on the network lifetime, we define the probability of
activation, γ, for one node as the ratio of total activation time of that node in a
duration of T divided by the same duration. Hence,γ =
n×Tfrm
T
where n denotes the
total number of frames that the node is active till time T and Tfrm is the duration
of one frame. The value of T is long enough to have the system in the steady state
situation thus Tfrm ¿ T ≤ Λ. Knowing that the rate of energy consumption for
an active sensor is ²
L
, the overall rate of energy consumption for each node until
time is ²
L
γ. Because of the symmetry, the statistical parameters for the nodes of
the same distances from the sink must be the same in the steady state. For this
reason, we just calculate the parameters of different distances from the sink.
Divide the area around the sink into several rings centered at it with the width
of ∆ as shown in Fig.4.6. ∆ is chosen so that k∆ =
1
∆
is an integer number.
According to the symmetry assumption, γ is approximately the same for the nodes
in each annulus when ∆ becomes very small. Therefore, we just consider the
nodes located at rk = (2k− 1)∆2 from the sink for integer k greater than k∆ as the
prospective nodes to use relay since the other nodes are in the sink range.
To guarantee the network connectivity for node N shown in Fig.4.6, there
must exist at least one active node in its relay region so that the average energy





γi(ρsi), becomes greater than or equal to
²
L
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where ρ and si denote the node density in unit area and the area of the annuli, ai,
within its relay region, respectively and ρsi is the expected number of the nodes
in this area.




the indices of i0 and in are associated with the first, ai0 , and the last, ain , annuli
contributed in this calculation and shown in Fig.4.6. The index of i0 can be simply
found by k − k∆, however, to find in, we must consider two different scenarios
shown in Fig.4.7 which result in in = k − b (1−min(P,r−brc))∆ c.
According to (4.1), the network lifetime is upper bounded by the time when
the node with highest activation probability stops functioning thus for a constant
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Figure 4.7: Different scenarios depending on r and P
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0 ≤ γk ≤ C ∀ k
1 ≤ ρ∑ini=i0 γisi k∆ < k (4.9)
The smaller the value of ∆, the more complex is this problem to solve. Solving
(4.8) for ∆ = 0.01, ρ = 30 and the network radius of r = 5 results in the optimal
activation probability as shown in Fig.4.8 for P = 0, 0.5. According to Fig.4.8, as
the value of P decreases, the activation probability is significantly reduced so that
from C0.5 = 0.074 changes to C0 = 0.027. It also shows that for the smaller values












The activation probability vs. distance from the sink
P = 0
P = 0.5
 max = 0.074 
 max = 0.027 
Figure 4.8: Comparison between the probability of activations for P = 0 and
P = 0.5 against r
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of P , the variations of γ is lower so that for P = 0, it is almost equal for different
distances and it is around 0.027.
General variations of γ is predictable when P = 0.5; because, the rings near
boundaries either in lower or higher levels are parents or siblings with the progress
of P for the other nodes. Therefore, it is expected for such nodes to consume more
energy compared to the nodes in the middle of the boundaries which may neither
be a parent nor a sibling with minimum progress of P for other sensor nodes.
Considering that network lifetime is inversely proportional to max(γ) ²
L
, for a




so that the network lifetime achieved
by different values of P can be compared using their corresponding Cp. In order to
find an approximation of Cp without solving the linear programming, we use (4.9)




−1 ≤ Cp where ρ
∑in
i=i0
si is the expected
number of the nodes in the relay region of node N . By geometry, it is easy to show
(2ρfp)




)2. According to Fig.4.8,
we can verify max(γ∗) = (2ρfp)−1.
Finally, knowing that for a constant density of ρ, by changing L with respect
to P , the network lifetime varies proportional to Lp
Cp
, we have Λ ∝ Lpfp where Lp
is the period of listening to the channel associated with the value of P . Later, we
use this expression to maximize the network lifetime.
4.4 Analysis of TC-DSA 92
4.4.2 The expected hop count
The expected hop count, µr, for the nodes in r < 1 and 1 ≤ r < 1 + P is 1 and 2
respectively, because the first set can directly communicate with the sink and the
second set can use only their parents to guarantee the progress of P . Therefore,





1 ; k < k∆




for the nodes in 1 + P ≤ rk, we use a recursive approach.
For example, for node N in Fig.4.9, there are two possibilities to forward its data
packets. One is to use the nodes in aj and the other one is to use those in the
1 r
Sink















Figure 4.9: Two possibilities of relaying for node N
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annuli within the sink range. Hence

























c ≤ k, i0 and in are calculated as before.
4.4.3 Lifetime maximization
In order to find the optimal value of P which maximizes the network lifetime, we
consider the delay constraint of D ≤ Dm. The end-to-end delay, Dr, for a packet
generated by a sensor located at distance r from the sink is found by Dr =
∑Hr
h=1 dh
where dh and Hr denote the per-hop delay and the actual number of hops from
that node to the sink, respectively.
As discussed, we assume that dh is uniformly distributed in [0, L] and indepen-
dent from Hr. Due to the independence of dh and Hr, we have
µ
Dr







denote the expected values of end-to-end delay, hop count,
and per-hop delay, respectively.




must be found over
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Network lifetime for the same average delay vs. % of the siblings used
 P = 0.9
  P = 0.5
P = 0 
Figure 4.10: Network lifetime resulting from different values of P (percentages of
sibling) for the same average end-to-end delay





≤ Dm. By choosing Lp = 2Dmµ
H
associated with the value of P , the equality of





Therefore, for a constant value of Dm, the network lifetime is maximized by max-
imization of fp/µH with respect to P .
Figure 4.10 shows the evaluation of this objective function vs. P and the
percentage of the siblings used for a node which is quite far from the sink. As
can be seen, the lifetime is maximized for P = 0 or equivalently when almost 50%
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of the siblings are used as relays. It should be noted that the lifetime resulting
from the shortest paths, P = 1, is not shown in this figure, since it is very short
compared to those achieved by the smaller values of P . According to this figure, for
the same amount of average end-to-end delay, Dm, the longer lifetime is achieved
by smaller values of P so that P = 0 is optimal.
4.4.4 Statistical upper bound on the delay
A statistical upper bound on the multi-hop delay can be found by the Chebyshev’s
inequality. Since the expected value of Hr is a small multiple of its minimum
value, shortest path, while its maximum value can be quite a large number, the
distributions of Hr and as a result Dr are asymmetric. Thus using the one-tailed
version of Chebyshev’s inequality, we have Pr(Dr ≥ µD + 3σD) ≤ 1/(1 + 32).





For this upper bound, the standard deviation of the end-to-end delay as well
as its expected value are required. Using Dr =
∑Hr




































denotes the standard deviation of Hr. To find σH , we firstly find E{H2k}
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Considering that the values of E{H2r } for the nodes in the regions r < 1 and
1 ≤ r < 1 + P are 1 and 4 respectively, for b1+P
∆
c < k, it is easy to show that




Figure 4.11 shows the expected value of the end-to-end delay where Dm = 1 and
the average delay is equated for different values of P . As can be seen, there is
not a significant difference in µ
D





as a statistical upper bound on Dr does not vary considerably for
different P s. The most important observation from this figure is that the statistical
properties of the delay are not significantly different from that of the shortest path
achieved by P = 1 as long as the average delay is equated. This observation along






















Figure 4.11: The expected of the delay and its statistical upper bound against r
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with the results of previous part shows that using P = 0 is optimal.
4.5 Summary
To sum up, we introduce a new topology control algorithm called TC-DSA to
maximize the network lifetime for a given upper bound on the end-to-end delay.
This protocol schedules the sensor nodes into active and inactive states while it
guarantees network connectivity using a distributed algorithm. We analyze the
tradeoff between the average end-to-end delay and the network lifetime to find the
optimal operating point of the algorithm. We show that this protocol does not need
localization and global topology information. We also derive the optimal algorithm
which needs a knowledge of global network topology for implementation. Although
the focus of this thesis is mainly on asynchronous duty-cycling MAC protocol as the
underlying layer, the same idea can be easily extended to the synchronous cases.
The study of TC-DSA performance in a network with a global synchronization is
part of our future work.
Chapter 5
Validation and experimental results
In this chapter, we present our experimental results to validate the effectiveness
of the proposed protocols and compare them with some of the existing ones. For
this purpose, we have conducted extensive simulations whose results are discussed
in more details later. In the following, we describe the simulation settings and
assumptions associated with each experiment separately.
Firstly, we compare IPS protocol with BMAC from different aspects such as
node energy consumption and average latency. Secondly, we discuss the perfor-
mance of TC-DSA when comparing to optimal scheduling algorithm. Finally, we
use SPAN, one of the existing algorithms, for comparison with TC-DSA. To re-
call the symbols used in the following and their corresponding values used in the
simulations, the tables of Tab.3.1 and Tab.4.1 can be used.
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5.1 IPS vs. BMAC
In this section, the performance of IPS protocol at its optimal and appropriately
chosen suboptimal points are compared to that of BMAC using simulation. In
the representative simulation results presented here, the simulation setup and the
parameters used are as follows.
In a square area of dimension 2R² ' 6, assuming Rhop = 1, nodes are scattered
uniformly so that the expected number of nodes within one hop range, N is varied
from 10 to 90 in steps of 20. We assume that data is generated according to a
poisson arrival process, so that the total information generation rate per unit area,
rA is constant.








second regardless of the node density. We consider an outdoor application where,
α = 4.7 and σX = 3.8. It is assumed that the destination of a data packet is
randomly chosen from the nodes in the neighborhood. Therefore, we just consider
per-hop delay and energy consumption in our simulations.
For each scenario, the simulation is run 10 times for the duration of 20 min-




Figures 5.1 shows the amount of node energy consumption associated with com-
binatorial DMA at its optimal and suboptimal points. It also shows the energy
5.1 IPS vs. BMAC 100



















Energy consumption using IPS (L*pre , L
*








Figure 5.1: Comparison between BMAC and IPS (in optimal and sub-optimal
points) in terms of energy consumption
consumption of BMAC for the same scenarios. It can be seen that even when using
the sub-optimal IPS protocol, we achieve more than a factor of two gain in energy
consumption over BMAC.
One would expect that for a well designed MAC protocol, for a given total
traffic load, the energy consumption per node should decrease with increase in
density, since each node now generates less traffic. However, this figure shows
that for BMAC, the energy consumption per node remains almost constant with
increasing density. We see that for the optimal IPS protocol, the energy consump-
tion decreases by over 25%. This is primarily because IPS decreases the number
of overhearing nodes which contribute significantly to energy consumption.
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Figure 5.2: Comparison between BMAC and IPS (in optimal and sub-optimal
points) in terms of per-hop delay
Figure 5.2 indicates the average per-hop delay resulting from the combinatorial
DMA at its optimal and suboptimal points when comparing with that of BMAC.
According to this figure, BMAC is faster than combinatorial DMA even in its
suboptimal point. In fact, this result is not a shortcoming for IPS since the design
of this protocol is for data logging which are generally delay tolerant.
The amount of difference between the delays associated with IPS and BMAC
increases by density of the sensor nodes. For the applications in which latency is
an important factor, by choosing a sub-optimal point whose preamble length is
half the optimal value, we see that IPS can achieve good delay performance while
performing significantly better than BMAC in terms of energy. Therefore, in such
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applications, it is recommended to use IPS at its suboptimal point.
5.2 TC-DSA vs. optimal algorithm
In this section, the performance of the TC-DSA protocol is compared with the
optimal scheduling algorithm. We show that the normalized achievable lifetime
by TC-DSA is around 80% of that can be achieved by optimal algorithm. This
result suggests that the performance of TC-DSA is comparable with the optimal
algorithm but it can be implemented in a distributed manner with no need to
knowledge of global network topology in each node.
We assume the network field is a unit square whereN sensor nodes are randomly
scattered in. The sink is located in its left down corner and we only consider
the graphs in which all sensor nodes are connected to it in a multi-hop manner.
As mentioned earlier, the optimal algorithm requires all spanning trees of the
network graph which are rooted at the sink. There are several algorithms that can
be used for this purpose with different complexities in time and memory space.
We use the method proposed by Reed et al. called backtracking which requires
O(|E| + |V | + k|V |) time and O(|E| + |V |) space where the given graph has |V |
vertices, |E| edges and k spanning trees [42].
In our simulation, we assume that N = 10 which means that except the sink,
there are 9 more sensor nodes in the network area. The number of the nodes is
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chosen rather small since it is quite complex to find the proper spanning trees
required for the optimization. We assume Rc = 0.5 and
E0
²
= 1 which means
that the initial energy of each sensor node is as much as if it works continually
its lifetime is unity. This assumption is for simplicity since the network lifetime is
found normalized to the lifetime of one node.
We ran the simulation for 1000 randomly generated topologies and calculate the
average values resulting by TC-DSA. For all scenarios, we solve the optimization
problem of (4.2) where the modified version of f(τ) is used with delay constraint
and E0
²
= 1. Figure 5.3 shows one of the topologies which was used in our simula-
tions.
To clarify the optimal scheme, we consider the detail of this algorithm for
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Figure 5.3: One of the network topologies used in our simulation
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Table 5.1: Activation time and average hop count for some trees of optimal algo.
tree # 1 2 3 4 5 6 7 8 9 10 11 12 13
τ × 102 50 50 25 25 25 25 6.3 6.3 6.3 6.3 6.2 6.2 6.2
H 1.89 1.89 2.00 1.89 1.89 2.00 1.78 1.78 1.78 1.78 1.78 1.78 1.78
spanning trees for the graph is 92625 among them around 175 trees can be used
as proper trees for the optimization. It should be noted that, as the number of
trees increases the parameters of the optimization problem and correspondingly its
complexity increases.
Solving (4.2) for τ vector of length 175 results in 14 non-zero activation time
and average hop count. In other words, only the CDS nodes of 14 trees out of
175 must be activated consecutively to achieve the maximum lifetime for the given
average delay. The activation time as well as the average hop count on 13 trees
associated with each CDS are shown in table 5.1.
The maximized lifetime in this case is
∑
τi = 2.5 with respect to 2D = 1.89.
In other words, the maximized objective function becomes 1.3235. In this specific
topology, TC-DSA can achieve the lifetime of around 2.1 for the same amount of
average delay which is almost 84% of the maximum achievable lifetime.
Figure 5.4 shows some of the selected trees with their corresponding activation
time. In these graphs, the solid lines show the network backbone consisting of
activated nodes. The dotted lines may be used for transmission whenever the
associated sensors generate data packets.
In order to compare the performance of TC-DSA with the optimal algorithm,
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Figure 5.4: Some of the selected trees with their corresponding activation time
we repeated our experiments in the unit square with N = 10. According to the
proposition in chapter 4, the network lifetime is upper-bounded by the lifetime
of the nodes with the minimum degree in the graph. Therefore, we randomly
generated 1000 geographic graphs whose minimum degrees are 3.
Figure 5.5 shows the comparison between TC-DSA and optimal algorithm in
term of the objective function of the optimization problem. In this simulation,
different number or equivalently percentage of the siblings in each neighborhood is
used. For the generated topologies since the expected neighborhood size is around
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Figure 5.5: The ratio of objective function by TC-DSA over the optimal algorithm
7, the performance of TC-DSA when 0,1,2,3 and all neighbors are used as relays
are compared.
This figure shows that the highest performance of TC-DSA is achievable when-
ever 50% of the proper siblings, are used as relays which is around 78% of the
optimal scheme. This figure, also shows that no further improvement is achieved
if more than 50% of the sibling are used.
5.3 TC-DSA vs. SPAN
In this section, we present the results of the simulation which has been conducted
to compare the performance of TC-DSA to SPAN. In this simulation, we assume
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that the sink is located in the in the center of the field to show that TC-DSA
does not depend on the location of the sink. The setup of our simulation and the
parameters as follows.
We assume that in a circular monitoring area of radius 5, enough nodes are
scattered uniformly so that the expected density of the sensors, N ranges from 25
to 70 in steps of 15. In these simulations, different percentages of the siblings (0,
25%, 50%) are included in the equivalent relay set so that the hop count changes
from the shortest path to a multiple of it depending on the percentage of the
siblings involved.
In this scenario, we assume that a rare event is generated in the entire network
where the likelihood of occurrence is the same in all sensor nodes. The lifetime of
the network in the following simulations is based on the coverage criterion which is
definitely longer than the time of the first node to stop functioning and it may be a
fairer definition especially for the dense network. However, if we consider the time
when the first sensor stops functioning, the gain of the TC-DSA will be definitely
higher. For each node density, the simulation is run 100 times and the results are
averaged.
Figure 5.6 shows the average number of active sensor nodes for different node
densities as a function of the percentage of the siblings involved. As can be seen, the
average number of activated sensors for the denser networks is slightly higher which
is expected since to guarantee a strongly connected network in higher densities more
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Figure 5.6: The average number of activated sensors vs. different densities
nodes must be active to construct the network backbone. However, the difference
is not significant specially when the percentage of siblings becomes higher.
This graph also shows that for highly dense networks say N > 50 using more
siblings results in smaller number of activated sensors which is monotonically de-
creasing against the percentage of siblings. This results is not valid for less dense
networks. As can be seen, when N < 50 the curve is not monotonically decreasing.
There are some metrics to evaluate the amount of deviation from the shortest
path routing. One of this factors called network dilation and denoted by γ is
defined as ratio of actual hop count between source and destination to the minimum
possible hop count between them. We use this metric to compare the network
dilation when different percentages of siblings are used as relays. Figure 5.7 shows
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Figure 5.7: The network dilation vs. different densities
the results of this comparison.
As can be seen, the network dilation does not change significantly for different
densities. In other words, network dilation is mainly a function of the percentage
of siblings instead of the density. This graph also shows that sharing more siblings
upto 25% only increases the dilation to around 1.3. However, we later show that
the improvement in the network lifetime is considerably higher.
According to this graph using 50% and 100% of the siblings results in the
dilation of around 1.5 and 1.6, respectively. It should be noted that there is a
paradox in this figure since when no sibling is used the path is the shortest possible
and network dilation must be one. Based on this figure, in dense network even for
0 percent of siblings, the network dilation is not one. The reason is because the
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Figure 5.8: The network lifetime achieved by TC-DSA and SPAN
definition of the network lifetime in this case is based on the loss of coverage
thus the network may be still operable when some of the relays which provide the
shortest paths have already run out of energy. In such cases, the topology of the
network changes and although the shortest path for the new topology is provided
with 0 percent of siblings, it may not be the shortest path for the original network
topology.
To compare the performance of TC-DSA with SPAN, in the same scenarios,
this protocol is used for topology control. Figure 5.8 shows the network lifetime
resulting from each protocol normalized to the minimum value. The inter-listening
time, L, in each case is selected so that the same average end-to-end delay is
achieved. For this purpose, if the default value of L is 1, for each case we consider





where γ is the network dilation.
In this figure, the maximum lifetime resulting from TC-DSA for the same aver-
age end-to-end delay is compared to that of the SPAN scheme. Except the neigh-
borhood size of N = 25 for which the lifetime is maximized for some percentage in
the interval of [25, 50], for larger neighborhood size, the lifetime is maximized at
around 50%. This figure shows that topology control with TC-DSA always results
in longer lifetime by a factor greater than 2 in N = 25. The gain is higher for
larger densities so that it is around 4.5 for N = 70. The interesting point about
TC-DSA is that the lifetime increment is almost linear with density with the slope
of around 2
15
. In other words, we can say that by adding around 15 sensors in
each neighborhood, the network lifetime increases 2 unit. The lifetime increment



























Figure 5.9: Comparison between the network dilation resulting from TC-DSA and
SPAN
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in SPAN although is higher than linear.
Figure 5.9 shows the comparison of network dilations in the point when the
lifetime is maximized by TC-DSA. According to this graph, the network dilation
does not change significantly by SPAN when increasing the network density and it
is around 1.23 on average. This value is quite larger for TC-DSA and ranges from
1.3 to 1.61. The reason is because in the SPAN protocol a larger number of the
sensor nodes are active which makes it possible from many nodes to have shorter
paths consisting of small number of hops to the sink.
5.4 Summary
In this chapter, we use simulation to verify our analysis in the previous chapters.
We compare IPS at its optimal and suboptimal points with BMAC in terms of
energy and delay. We show that a gain of at least 2 can be achieved when using
IPS protocol. It is shown that at the suboptimal point the amount of delay can be
reduced drastically compared to that in the optimal point at the price of a small
increase in the energy consumption. We also compare TC-DSA with the optimal
schedule. It is shown that the achievable network lifetime by this protocol is around
78% that of the optimal scheme for the same end-to-end delay. Moreover, the
performance of TC-DSA is compared to that of SPAN algorithm. Our simulation
results show that the network lifetime is greatly increased when using TC-DSA
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compared to SPAN for the same end-to-end delay.
Chapter 6
Conclusion and future work
Wireless sensor networks have diverse range of applications which can be classified
into three groups of environmental data logging, event driven, and target tracking
applications. Each class has different characteristics when comparing with other
classes that must be considered in design of the protocol for it.
In this thesis, we focus on the first two classes and introduce informative pream-
ble sampling, IPS, MAC and topology control for delay sensitive application, TC-
DSA. Depending on the application that a protocol is designed for, different metrics
can be used for performance evaluation. For example, we use node energy con-
sumption, network lifetime, and latency.
IPS is a new preamble sampling MAC protocol which uses transmission power
control of the preamble. By this method, some information about the intended
receiver is embedded into the preamble so that energy wasted due to nodes staying
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awake following preambles not intended for them is greatly reduced. We investi-
gated the impact of decision-making algorithm on the performance metrics such
as node energy consumption and delay. By analysis, we show that IPS can reduce
the energy consumption by more than 2 times compared to BMAC.
TC-DSA maximizes the network lifetime for a given upper bound on the end-
to-end delay. This protocol schedules the sensor nodes into active and inactive
states while it guarantees network connectivity using a distributed algorithm. We
analyze the tradeoff between the average end-to-end delay and the network lifetime
to find the optimal operating point of the algorithm. This protocol does not need
localization and global topology information. We also derive the optimal algorithm
which needs a knowledge of global network topology for implementation.
In this thesis, we use both analysis and simulation to evaluate the performance
of the proposed protocols. We compare IPS at its optimal and suboptimal points
with BMAC in terms of energy and delay. We show that a gain of at least 2 can
be achieved when using IPS protocol. It is shown that at the suboptimal point the
amount of delay can be reduced drastically compared to that in the optimal point
at the price of a small increase in the energy consumption.
We also compare TC-DSA with the optimal schedule. It is shown that the
achievable network lifetime by this protocol is around 78% that of the optimal
scheme for the same end-to-end delay. Moreover, the performance of TC-DSA
is compared to that of SPAN algorithm. Our simulation results show that the
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network lifetime is greatly increased when using TC-DSA compared to SPAN for
the same end-to-end delay.
IPS assumes a homogenous network where all sensor nodes are static and iden-
tical. This protocol can be extended for the non-homogenous networks with non-
uniformly distributed sensor nodes and traffic, however, the protocol becomes more
complicated. The study of IPS performance in a network with a large number of
sensor nodes communicating to a single sink will be part of our future work.
In design of TC-DSA, although our focus is mainly on asynchronous duty-
cycling MAC protocol as the underlying layer, the same idea can be easily extended
to the synchronous cases. We study the performance of TC-DSA in a network with
a global synchronization in future. We expect to achieve much higher performance
when global synchronization is provided although an explicit protocol is required
to provide the synchronization. In such cases, the overhead of such protocols in
addition to inaccuracy of the current cheap timers may become a serious issue.
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