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ABSTRACT
Gottweis, Jason T.. M.S., Department of Computer Science and Engineering, Wright State Uni-
versity, 2018. Fully Transparent Computer Vision Framework for Ship Detection and Tracking in
Satellite Imagery.
Tracking of ships in satellite imagery is a challenging problem in remote sensing since it
requires both object detection and object recognition. Most of the resources available only
cover one of these problems and are often filled with machine learning techniques which
are costly to train. Additionally, the techniques covered in these resources are often difficult
to replicate or may be hard to combine with other solutions to get a full tracking algorithm.
The proposed framework offers a transparent and efficient alternative to machine learning
approaches and includes preprocessing, detection, and recognition needed for tracking. All
components of the framework were created based on open source libraries to provide a
transparent solution which can be easily modified for specific use cases.
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1
Introduction
Object tracking is one of the most important issues in remote sensing. Having the ability
to track specific vessels is often required in applications such as surveillance. Automated
Identification System Data (AIS) is often used to monitor and track ships, but it is easy
to spoof which makes it unreliable[12]. For this reason, many applications use remote
sensing data such as synthetic aperture radar (SAR) and high-resolution optical imagery.
SAR imagery can often be very noisy which can make it difficult to track objects[18].
Additionally, many of these applications use complicated machine learning techniques that
take a long time to train and require a large amount of data which may not always be
obtainable. To help mitigate the problems listed above, the proposed framework uses high-
resolution optical images along with a combination of image processing techniques that do
not require machine learning.
Most object tracking applications usually contain some or all of the following steps:
image preprocessing, object detection, and/or object recognition. Image preprocessing
refers to any alteration of the images that is done prior to detection and recognition. This
includes things like noise reduction, background segmentation, and cloud removal. Object
detection involves processes that search the image and detect areas of interest that have
features that match a defined pattern. Any portion of the image that displays the desired
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behavior is marked. This often makes further processing faster because we only have to
process areas of images that are marked and everything else is discarded. Object recog-
nition then groups the detected objects based on a similarity metric. This grouping can
be general or highly specific. Classification is a general form of recognition which sepa-
rates objects into groups if they share traits, such as separating cargo ships from sail boats.
Grouping into types is not enough for a tracking algorithm because we may need to track
multiple objects of the same type, so each group must only contain instances of the same
object. In our proposed framework images are preprocessed to remove any land and thin
clouds that may be present. Then, both edge detection and contour analysis are used to
find portions of the images that may contain ships. Lastly, all extracted image features are
compared for ship recognition.
Chapter Overview
The rest of the thesis is organized as follows.
Chapter 2: Background and Significance Problem background and literature review of
some current approaches to both object detection and tracking.
Chapter 3: Methodology Detailed overview and step by step process of the proposed
framework.
Chapter 4: Evaluation Analysis of the proposed framework and results of testing.
Chapter 5: Conclusion Summary of my results and future work.
2
2
Background and Significance
Having the ability to track an object is useful in many different scenarios. Airlines must
track their aircrafts at all times to monitor flight times and respond to any potential emer-
gencies. Governments need to track potential threats that pose danger to their countries.
Even something as simple as locating a package uses some kind of tracking system. While
all of these systems use some form of tracking information, not all of them work the same
way. Some of them may use on-board tracking devices while others use video data.
Most tracking algorithms consist of two parts: object detection and object recogni-
tion. Object detection refers to any process that finds portions of data that match a desired
pattern, whether that be a specific frequency pattern in radio data or a moving target in
video. Both of these cases are considered detection since a small portion of the overall data
matched a defined pattern. Afterwards, these portions of data go through further processing
which usually separates them into groups. This process is referred to as object recognition.
While there are many different strategies for tracking using tracking devices and video,
there are very few complete tracking algorithms for images. Many current solutions han-
dle one of the two parts that make up a full tracking algorithm. Additionally, it is often
impossible to combine solutions to create a full algorithm. Solutions for panchromatic im-
ages cannot be combined with a solution for SAR imagery since the data is fundamentally
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different. Furthermore, solutions that use machine learning are often hard to replicate and
take a long time to train.
The proposed framework aims to mitigate these problems by creating a full track-
ing algorithm without complex machine learning techniques. The framework uses optical
satellite image data and consists of both the detection and recognition portions required for
a tracking algorithm. The rest of this section consists of a literature review followed by an
analysis of different techniques used in object tracking.
2.1 Literature Review
Ship detection has been studied extensively over the last few years. Most of the recent
work for ship detection involves the use of convolutional neural networks. Koo et al. uses
a rotating bounding box convolutional neural network that utilizes Roi pooling and their
proposed diagonal Roi pooling to extract features used for bounding box estimation[8]. Zou
and Shi also used a convolutional neural network, but did not use a bounding box approach.
Instead they used a three-layer CNN that utilized unsupervised single value decomposition
for feature learning in the first two layers and stochastic gradient descent in the third layer.
These learned features were used to detect ships in panchromatic images[20].
While most detection uses neural networks, there are some approaches that do not.
Xie et al. created a ship detection method that utilized the probability density functions
(PDF) of sea, clouds, islands, and ships. Due to the symmetric property of the sea PDF,
they calculated a threshold value that separated the sea from the other objects. Using safety
navigational criteria, they calculated the possible frequency of ships in a given ocean region
and shape continuity descriptors they extracted the ships from the clouds and islands[17].
Yang et al. proposed a sea surface analysis algorithm that found areas of pixel intensity
and texture features that differed from the surrounding ocean. Shape analysis was done on
these areas to find ship candidates[18].
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Recent developments in ship tracking use time series images to calculate trajectories.
A recent approach used saliency maps to calculate local peak signal to noise ratio to detect
ships in sequential GF-4 satellite images. Rational polynomial coefficients and AIS data
are used to obtain the position of ships, followed by multiple hypothesis tracking to get
the ships trajectory and movement[19]. Another approach detects moving targets based
on pixel change in time series images then calculates and compares spectral and spatial
features to construct object trajectories[13].
2.2 Analysis of Techniques
Analysis for both detection and recognition was done to determine the best algorithms to
use. Different edge detection algorithms were analyzed for object detection. Since the
ships we wish to track will be surrounded by water, edge related algorithms are useful. For
recognition, different salient point detectors were compared. While accuracy was the most
important factor in this decision, runtime and other factors were also considered.
2.2.1 Detection Techniques
There are many different edge detection techniques in image processing and many of them
perform differently in various scenarios. To limit potential options, only edge techniques
that performed well in object segmentation and object extraction were considered. Two
different literature surveys were used in finding the best candidate algorithm. The first is s
paper from Katiyar et al. which compared several edge detection techniques in the context
of object extraction [7]. The second is a paper from Krishnan et al. which compared many
of the same techniques in the context of image segmentation [9]. Both of these papers had
similar results, with the top two algorithms being Sobel and Canny.
Sobel edge detection works by finding the magnitude and direction of gradients in
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both the x and y direction using 3x3 convolutional kernels over the input image [16]. First,
the two 3x3 kernels are applied to the input image which yields gradient images in the x
and y direction. The two convolutional kernels are shown below.
(a) Sobel X Kernel (b) Sobel Y Kernel
Figure 2.1: Sobel Kernels in X and Y direction
These two images are then combined to create an the image that includes both x and
y directional edges. The following formula is used to calculate the final edge image E:
E(x,y) =
√
X2(x,y) + Y
2
(x,y)
Where X(x,y) is the image of X directional edges and Y(x,y) is the image of Y direc-
tional edges. This final image is then thresholded to remove edges below a given magni-
tude. Additionally, gradient direction can be calculated using the following formula:
θ(x,y) = arctan
(
X(x,y)
Y(x,y)
)
While Sobel is fast, it can often suffer from noise. Since the threshold parameter is
fixed, portions of an edge may be missed if the magnitude value is just short of meeting the
threshold. If the gradient direction was compared in addition to magnitude, it might reduce
the amount of missed edges in situations where the magnitude is close to the threshold but
the direction is similar to surrounding pixels. This is what Canny edge detection aims to
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do.
Canny edge detection first blurs the image with a Gaussian kernel. This prevents
portions of an edge being missed due to noise and prevents false edges from forming in
noisy areas. Then both gradient magnitude and direction are calculated using the same
process as Sobel, however the thresholding process is much different. Instead of using
a singular value as a cutoff, Canny performs non-maximum suppression and hysterysis.
These processes use an upper and lower bound when calculating edges.
Non-maximum suppression first separates each pixel into one of four bins. These bins
represent the four possible directions an edge can be: North to South, East to West, North-
West to South-East, and North-East to South-West. These four directions are checked
similarly, but with a few minor differences. Consider the following edge in the 3x3 grid
below:
Figure 2.2: Example East-West edge
If the gradient direction is in the range of 67.5 to 112.5 that means pixel intensities
are changing from the top orange square to the bottom orange square. Edges always run
perpendicular to the gradient direction, which means the edge is going in the east-west
direction shown in red. Non-maximum suppression checks to see if the middle red pixel
has the maximum value of the pixels in the gradient direction. In this case, the middle pixel
is checked against the top and bottom orange pixels. If the middle pixel has the maximum
value and is larger than the upper threshold, it is counted as an edge. The other three bins
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contain directions in the following ranges: 0-22.5 and 157.5-180 (North to South has two
ranges since the gradient can change in two different directions), 22.5-67.5 (North-West to
South-East), and 112.5-157.5 (North-East to South-West). An example of each is shown
below:
(a) North to South going east (b) North to South going West
(c) North-East to South-west (d) North-West to South-East
Figure 2.3: Other Possible Gradient Directions
After the non-maximum suppression marks areas with the strongest intensities, Canny
”extends” them through a process known as hysterysis. Hysterysis gives pixels a ”second
chance” to be an edge through the following process:
1. If a pixel is not an edge, move on to the next one
2. If it is an edge the two pixels in the edge direction. A pixel is marked as an edge if
any of the following are true:
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(a) One or both pixels have the same direction as the current pixel
(b) One or both have a gradient magnitude greater than the lower threshold
(c) If they are the maximum compared to their neighbors
3. Loop until there are no changes to the image
While Sobel is much faster, Canny offers more accurate edges while performing better
with noise. Satellite images often contain high amounts noise due to various atmospheric
conditions, thus Canny was chosen as the edge detection algorithm for the framework.
2.2.2 Recognition Techniques
There are many different salient point detectors to choose from in image processing. Since
the images that were available had a fairly low resolution, an algorithm that generated many
points was preferable. There are three algorithms that were considered in testing: Oriented
Fast and Rotated Brief (ORB), Scale Invariant Feature Transform (SIFT), and Speeded Up
Robust Features (SURF).
ORB is a combination of the FAST corner detector and the BRIEF descriptor. FAST is
used to find the initial keypoints followed by a method based on the Harris corner detector
to find the best N points. Orientations are then calculated using an intensity centroid method
which use the image moments for patches of an image. These patches then go through
BRIEF to obtain descriptors. Original BRIEF suffers when objects are rotated so a modified
algorithm which allowed for rotation was created, which makes ORB rotation invariant
[15].
SURF is a speeded up version of SIFT. Each step of SURF uses an approach that es-
timates the corresponding step in SIFT. Instead of calculating the Difference-of-Gaussian
images found in SIFT, SURF uses box filters. Since box filters are square, they are much
easier to compute. SURF also uses a blob detector instead of finding the maxima of deriva-
tive images. When calculating descriptors, SURF uses wavlet responses instead of calcu-
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lating descriptors from orientation histogram like SIFT. Lastly, unlike SIFT many of the
portions of SURF can be run in parallel, which further improves the efficiency of the algo-
rithm [2].
Karami et al. perfomed a comparison of each of these algorithms and discussed the
pros and cons of each, while giving an overview of how they function [6]. They found
that SIFT had the best accuracy in most cases while ORB was the fastest. While efficiency
was one of the most important factors in choosing an algorithm, SIFT had some desirable
features which ORB lacked. First of which is scale invariance. Different satellites are
at different elevations in the atmosphere, which means a ship from one satellite may be
at a different scale in another. In this case there was a possibility that ORB would miss
potential matches. Additionally, Karami noted that many of the detected points came from
the middle of the images. This added the potential risk of missing features if the ships
were not centered in the image. While SIFT has a much higher runtime compared to ORB,
neither of these problems were apparent. For this reason, SIFT was chosen for object
recognition in the framework. Since SIFT is used in the framework, it is important to have
a detailed understanding of how it works. The section below takes an in depth look at SIFT
and explains each step in detail.
SIFT works by finding keypoints that are scale invariant and are resistant to noise. It
does this be constructing an image pyramid with varying size and levels of Gaussian noise.
An example of this is shown below.
Figure 2.4: Scale Space Example
The first step to create a scale space is doubling the size of the image with bilinear
interpolation. This is done to maximize the amount of possible keypoints. Next the in-
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put image goes through varying levels of Gaussian blur shown by the green arrow. The
application a Gaussian kernel on an image is defined by:
L (x, y, σ) = G (x, y, σ) ∗ I (x, y)
where * is the convolution operation and G (x, y, σ) is the Gaussian operator defined
by:
G (x, y, σ) =
1
2πσ2
exp(
− (x2 + y2)
2σ2
)
The change in the amount of blurring from one image to the next changes by a factor
k. The amount of blur is controlled by σ in the equation above. So for any given image i,
the amount of blur in image i + 1 will be kσ. The user determines how many times this
process is repeated, but the creators of the algorithm state 5 levels of blurring is optimal.
After the image is blurred the specified amount of times, it is downsampled (the image
is reduced to half the size). Then, the newly downsampled image goes through the same
blurring process as before. Each row of this scale space is known as an octave. The number
of octaves is determined by the user, but the creators of SIFT state that 4 octaves is optimal.
SIFT then finds stable keypoint locations by finding extrema found in the calculated
scale space. This is done by convolving the original image with a difference-of-Gaussian
function. Since the scale space already has varying levels of convolution applied to the
original image, we can save time by only subtracting neighboring image pairs in a given
octave. This is possible since neighboring images will differ by a known factor k. This
is done for each neighboring image pair in an octave which gives the structure shown in
Figure 2.5:
To detect local extrema, a sample point is compared to 26 neighboring pixels in the
Difference-of Gaussian images (8 surrounding pixels in the current scale and 9 pixels from
the scale above and below). A pixel is only marked if it has the maximum or minimum
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Figure 2.5: Example Difference-of-Gaussian Calculation
Figure 2.6: Example neighbor check
value. This process is shown in the figure below where X denotes the currently selected
pixel:
This gives us the approximate maxima and minima of the image. These values are ap-
proximate since the maxima and minima do not usually lie directly on a pixel. Instead they
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lie in sub-pixel locations. To calculate the actual maxima and minima, a Taylor expansion
is calculated such that the origin is shifted to the approximated keypoint. This is equation
is defined by:
D (x) = D +
∂DT
∂x
+
1
2
xT
∂2D
∂x2
x
where D and its corresponding derivatives are calculated at the sample point and x =
(x, y, δ)T is the offset from this sample. We can then determine the true location of the
extrema by taking the derivative with respect to x and setting it to zero. Lastly, points with
low contrast are removed with a simple threshold test. If the intensity at a given point is
not greater than some user defined value it is removed.
Removing low contrast points is still not enough. Because of the way the Difference-
of-Gaussian function works, the contrast will be high along edges. To help remove these
edge points, a 2x2 dimensional Hessian matrix is used. We use this 2x2 Hessian matrix
to find the principal curvature. A point will have high principal curvature along an edge
and low curvature in the perpendicular direction. The creators of SIFT discovered that the
ratio of the largest and smallest eigenvalues of the Hessian matrix can be used to filter out
keypoints that lie on an edge. The following equation is used to check if the ratio of the
principal curvatures is below the threshold r:
Tr (H)2
Det (H)
<
(r + 1)2
r
where Tr (H) is the Trace of Hessian and Det (H) is the Determinant. This is then
used to remove keypoints that have a ratio between the principal curvatures greater than r.
The value of r is determined by the user, but the creators suggest the value of 10.
The gradiant magnitude m (x, y) and gradient orientation θ (x, y) is calculated for all
of the remaining keypoints using the following formulas:
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m (x, y) =
√
(L (x+ 1, y)− L (x− 1, y))2 + (L (x, y + 1)− L (x, y − 1))2
θ (x, y) = arctan ((L (x, y + 1)− L (x, y − 1)) / (L (x+ 1, y)− L (x− 1, y)))
where L is the Gaussian blurred image with a scale closest to that of the calculated
keypoint. The magnitude and orientation is calculated for every pixel around the keypoint.
Once all keypoints are processed, a 36 bin histogram is created from all of the points. Each
of these 36 bins represents 10 degrees each, so all 360 degrees of orientation are included.
Each sample is weighted by its gradient magnitude and with a circular Gaussian window
with σ 1.5 times greater than that of the keypoint’s scale. The resulting value is then added
to the histogram. Finally, each keypoint is assigned an orientation based on the largest bin
of the histogram. Any bin of the histogram that is within 80% of the maximum is also
included as a separate keypoint.
Now that a scale, location, and orientaton have been assigned to each keypoint, we can
calculate a descriptor. A descriptor is made by the gradient magnitude and orientation in a
16x16 area around the keypoint. Additionally, the orientations of the surrounding pixels are
rotated relative to the keypoint orientation. This is done to ensure the descriptor is rotation
invariant. An example of the process is shown below for an 8x8 region:
Figure 2.7: Keypoint Descriptor Creation
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The 8x8 section is split up into 4 4x4 regions. An 8 bin histogram of orientations is
created for each of these regions. Like before the value that is stored in the histogram is
relative to the gradient magnitude, but this time the value is scaled by a Gaussian shown by
the circle. This makes sure that pixels that are closer the keypoint are weighted higher.
A feature vector is created using the histograms in each region. In this example, there
are only 4 orientation histograms with 8 values each shown by the 2x2 grid above. This
means the feature vector of this example would have 2x2x8 values. SIFT uses a 16x16
region around each keypoint, which gives a 4x4 grid of histograms and 128 total features
in the feature vector. Lastly, every element in the feature vector is normalized to unit length.
Additionally, each value greater than 0.2 is set to be 0.2. This value was discovered by the
creators to help reduce the effects of illumination which hindered results.
15
3
Methodology
The proposed ship tracking framework was designed to be easily reproduced without the
use of machine learning techniques that have long training times and require specifically
formatted data and resources. For this reason, the open source computer vision library
OpenCV was used and all algorithms mentioned are made using this library[3]. The frame-
work is composed of three sections: image preprocessing, ship detection, and ship recog-
nition. Preprocessing is done to remove portions of the image that will not be useful in
detection and recognition. Then the processed images are sent to detection where potential
ship targets are marked. Lastly, features are extracted from marked portions of the images
and are compared with other extracted features to create the sets of tracked ships.
3.1 Preprocessing
There are three main components in the preprocessing section: image masking, land seg-
mentation, and cloud removal. Depending on the image, not all of these steps will need
to be done and the proposed framework does not automatically determine when each is
needed. Some services such as Planet may provide metadata like “percent cloud cover”
that could be used in determining which steps are needed for the most accurate results[1].
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3.1.1 Image Masking
Some satellite images may have large portions that do not contain usable data. In collected
Planet images, there are portions where no satellite was present when data was collected.
This results in images having large sections of black pixels which can skew processes
that utilize a histogram of intensities. While Planet provides a corresponding mask for
their image which shows the usable portions some services may not, so an image mask is
calculated that contains the positions of important data. The image mask is calculated by
creating a simple binary threshold that sets any pixel with a value of 0 to 0 and anything
else to 1. This works for any size image and will greatly reduce the processing time by
removing the sections with no data.
(a) Original Image (b) Useable Area Mask
Figure 3.1: Calculated Useable Area Mask
3.1.2 Land segmentation
Some of the images may contain portions of both land and sea. Since we know there will
not be any ships in sections with land, it is safe to remove them. Doing so will save process-
ing time because we do not do any further processing on land sections. Land segmentation
has the following steps:
1. Converting image to HSV colorspace
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2. Split image into separate Hue, Saturation, and Value channels
3. Find a threshold value that separates the Hue channel
4. Threshold the channels and combine to create the land mask
5. Apply morphological operations to clean up some left-over land segments
6. Apply mask to input image
Otsu’s thresholding was chosen since it calculates a good threshold value for images
with bimodal properties. This bimodal property can be seen in the histogram of an image.
If the image had these properties, the resulting histogram would show two prominent peaks.
When Otsu’s calculates the threshold value it finds the best point between these two peaks
of the histogram that best separate the two areas. Using Otsu’s reduces the number of tuned
parameters we need since it calculates the best one for each image on its own. This is only
true as long as the image displays the required bimodal property. The HSV color space is
used because there is a good separation in the hue channel between land and sea, which
gives us the bimodal property desired for Otsu’s. The sea portions often have much higher
values compared to land, which makes finding a good threshold value much easier. The
example below shows an example land image and corresponding histogram:
After conversion separating is done through the OpenCV function split. Otsu’s thresh-
olding is used to segment the hue channel [14]. Otsu’s thresholding that comes with
OpenCV does not allow for the use of a mask. Without a mask, the threshold value from
OpenCV’s Otsu’s thresholding is heavily skewed by any unusable portions in the optical
image, which results in very poor segmentation. A version of Otsu’s that allowed the use
of a mask was created based on the OpenCV implementation. This new algorithm is used
to obtain the threshold value that separates land from sea. The Hue and Saturation chan-
nels are then thresholded using this value to obtain two individual masks. These masks are
added together to make a combined mask. Afterwards, a morphological open is applied to
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(a) Bimodal Image (b) Corresponding His-
togram
(c) Image after
Threshold
Figure 3.2: Otsu Histogram Example
this mask to fill in some of the missed land pixels. Dilation is applied after morphological
open to ensure that ships close to the coast will not be masked out in the final image. While
this does keep some of the land area, keeping the ship is more important while not increas-
ing the overall run-time by much. The final mask is applied to the input image which yields
the land subtracted image.
3.1.3 Cloud Removal
Optical images often contain thin cloud cover which can hinder ship detection. Simply re-
moving the portions with clouds and replacing them with cloud free samples is not accept-
able since there may be ships under the thin clouds which need tracking. This framework
implements thin cloud removal found in the paper from Liu et al [10]. The process involves
the following steps:
1. Perform a Fourier transformation on the input image
2. Apply a low pass Gaussian filter in the frequency domain
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(a) Original Image (b) After Otsu (c) After Open
(d) After Dilation (e) Land Subtracted
Image
Figure 3.3: Example Land Segmentation
3. Apply inverse Fourier transformation
4. Apply Min-Max suppression to brighten cloud areas and darken land areas
5. Subtract suppressed image from the original image
6. Apply radiation correction to fix color loss
First, a Fast Fourier Transform (FFT) is calculated for the input image. This process
creates a spectrum that corresponds to the ”frequencies” in the image. Areas that far away
from the center are high frequency areas of the image, or areas that change rapidly. You
would expect things like a city with lots of buildings or a high textured surface to display
high frequencies. The center of the spectrum represents areas with low frequencies. Since
thin clouds are mostly a constant white, they would be in this portion of the spectrum.
When a low pass filter is used, we ”pass over” areas of low frequency while removing
areas with high frequency. So applying a low pass filter to the cloud image would result in
an image where the low frequency areas are prominent. This image is obtained by using
an Inverse Fourier Transform after applying the filter. An example of this process is shown
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below:
(a) Original Cloud
Image
(b) Fourier Spectrum
(c) After Inverse FFT
This resulting image has a blurry effect. This happens since the areas of high fre-
quencies have been removed. The low frequency areas remain, and the areas with clouds
are prominent. Min-Max suppression is applied to further brighten the areas with clouds.
The average pixel intensity is calculated by adding the maximum and minimum intensities
together and dividing by 2. If a pixels intensity is above this threshold it is enhanced to
be brighter. If it is below the threshold it is darkened. This image is then subtracted from
the original to obtain an image with thinned clouds. An example of this process is shown
below:
(d) IFFT Image (e) After Suppression
Figure 3.4: Example Min-Max Suppression
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Some of the contrast is lost after subtracting from the original image. To restore this
contrast radiation correction is applied to the suppressed image. First, areas of the brightest
and darkest areas of the suppressed image are found. Then areas are corrected differently
depending on how close they are to either the minimum or maximum. If a pixel is close to
the maximum, the resulting pixel will be closer to white. If its close to the minimum, the
result will be closer to black. An example of this process is seen below:
(a) Suppressed Image (b) After Radiation
Correction
Figure 3.5: Example Radiation Correction
This process also works for color images, but the process changes a little. The updated
process is shown below:
1. Split image into R, G, and B channels
2. Perform a Fourier transformation on each channel
3. Apply a low pass Gaussian filter in the frequency domain in each channel
4. Apply inverse Fourier transformation for each channel
5. Apply Min-Max suppression in each channel to brighten cloud areas and darken land
areas
6. Subtract suppressed channels from the original image channel
7. Apply Gamma Correction to fix color loss
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Radiation correction is not used in this algorithm due to color issues. Since this correc-
tion is applied to the R, G, ad B channels individually, images that contain higher amounts
of one of these channels can have biased results. The image below shows the effects of
radiation correction on an image with a static blue background. The correction done in the
B channel was much harsher than in the R and G channels which causes the color issues.
Instead, gamma correction is applied to fix some of the color loss.
(a) Cloud Image (b) With Radiation Correc-
tion
(c) Without Gamma Correc-
tion
Figure 3.6: Results with and without Radiation Correction.
3.2 Ship Detection
Ship detection occurs after any image preprocessing and is used to find portions of images
that contain ships. Because of its efficiency and speed, Canny edge detection was chosen
for detection[4]. Canny edge detection requires two different threshold values to operate
and requires a single channel image. If a pixel gradient is below the lower threshold,
it is ignored and not marked as an edge pixel. If the pixel gradient if above the upper
threshold, then it is counted as an edge. If it is in the middle, it is only counted if one of its
neighbors is above the upper threshold. These simple logic checks are what make Canny
edge detection so fast to compute. In our solution the lower threshold was set to 60 and the
upper threshold was set to 225. These parameters were set to be very loose and allow more
edges to be detected. While this normally wold be an issue, contour detection is applied to
filter out some of the extra edges.
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Since we know our targets are going to be ships, we can make some assumptions about
shape. Each ships is guaranteed to be a closed structure, so filtering our edges that are not
enclosed reduces the amount of edges to process while also ensuring that no important
edges are removed. Contour detection is applied to all detected edges for this purpose.
Before it is applied however, the detected Canny edges are dilated to ensure all edges of
ships get fully enclosed. This prevents any ships from getting missed if their edges did
fully close in Canny edge detection. If an edge does not form an enclosure, it is discarded
and no further processing is applied. All detected contours are included in a binary mask
which will be applied to the original image. The masked image should now only contain
areas of ships. An example of the complete process is shown below:
(a) Original (b) Detected Edges (c) Dilated Edges
(d) Detected Con-
tours
(e) Detected Ship
Area
Figure 3.7: Example Detection Process
3.3 Ship Recognition
Ship recognition occurs after detection. Each of the filled in contours are used as a mask
to extract features. Since each filled contour are the detected ships, the features extracted
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will include few, if any features of the surrounding water. This results in more important
and meaningful features. The proposed framework uses Scale Invariant Feature Transform
(SIFT) for feature extraction[11]. SIFT was chosen due to its fast computation time and
scale invariance. After testing the hessian used in the SIFT feature extractor is set to 600.
Setting this value to 600 results in feature extraction for both smaller ships and larger ships,
which makes the tracking algorithm more general. After all features from all images are
extracted, the features are compared with each other to find matches.
This framework uses a brute force matcher provided in OpenCV. While brute force
matchers often provide more matches, not all of these matches are useful or meaningful.
For example, some points may match to areas that are not part of ships. To help prevent
false matches, weak matches are filtered out using a k-nearest neighbors matching. In
order to be considered a strong match, a detected feature in one image must also have two
common neighbors in the other. This also prevents similar looking ships from matching as
well.
(a) Without Knn (b) With Knn
Figure 3.8: Recognition with and without Knn.
Larger ships have more extracted features due to increased area which may create
false matches with smaller ships. To prevent this a match is only counted if at least half
of the detected features of the candidate image match to the target. This helps to further
decrease coincidental matches of different ships. The following example helps demonstrate
this condition.
The large ship on the left has a total of 30 extracted features while the ship on the right
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Figure 3.9: Example bidirectional ratio recognition.
only has 12. 8 points match between the two images. The points that match coincidentally
have at least 2 nearest neighbors, so these ships would be included as a match. Only 26
percent of the candidate ships points match to the target. If this was included it would be
a fairly weak match. Applying the ratio test to this example prevents this false match, as
well as others that occur due to larger ships.
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Evaluation
Several levels of evaluation were done under different conditions to test the framework. An
image set that contained multiple types of ships under multiple conditions was required for
testing. The Masati dataset was chosen for evaluation since it met all of these conditions
[5]. This was sufficient for testing, but in order to test recognition images of the same ship
in varying conditions was also needed.
4.1 Synthetic Data Creation
Synthetic images for testing were created from the Masati dataset using a photo editing
software. First ship areas were cropped from images in the detail section of Masati dataset
and placed in images with varying environmental and spatial differences. This was done
to ensure there were multiple images that contained the same ship. To test all portions of
the framework we needed images that had the presence of thin clouds, were near land, and
were invariant to rotation and scale differences. This was done for all candidate ships in
the detail section.
There were a total of 8 candidate ships chosen for evaluation. Each of these ships
were different in size, color, and shape to test the limits of the system. The ships used can
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be seen in the following figure (note that the larger ships have been scaled down):
(a) Very Small Ship (b) Small White Ship
(c) Small Blue Square
Ship
(d) Small Detailed Ship
Figure 4.1: Small Ships with Varying Attributes
(a) Medium Tan Ship (b) Large Tan Ship
(c) Large Red Ship (d) Large White Ship
Figure 4.2: Large Ship Candidates
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Along with these 8 candidate ships, 6 different ocean environments and 6 different
coastal environments. These ocean environments had varying levels of wake activity which
is needed to test the strength of the framework. The 6 coastal environments also displayed
varying amounts of land area and types of land like trees, houses, and rocky areas.
(a) Calm Wake (b) Medium Wake (c) Heavy Wake
Figure 4.3: Varying Wake Examples
(a) Coastal Forest (b) Shore with City (c) City with Forest
Figure 4.4: Varying Coast Examples
The 8 candidate ships were placed in each of these 6 wake images resulting in 48
images containing ships in varying wake activity. Each file name starts with the name of
the candidate ship contained, which makes testing easier. A similar process was done for
each of the coastal environments. To test the rigorousness and accuracy of land subtraction,
each ship was placed both close to and far away from each coast. This results in 96 total
images for ships in coastal environments.
Synthetic cloud images were created using an image editor. Each of the 48 completed
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(a) No wake ship (b) Heavy wake ship
(c) Close Coast ship (d) Far Coast ship
Figure 4.5: Example Coast and Wake Images
wake images had both a thin and thick layer of synthetic smoke applied, which results in
98 total synthetic cloud images.
(a) Thin Cloud Example (b) Thick Cloud Example
Figure 4.6: Cloud Candidates
4.2 Cloud Thinning Results
Recognition performance in thin cloud images varied with the thickness of the clouds. The
thinner the clouds, the better the resulting matches. This is to be expected since thicker
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clouds obscure more information. The thicker the clouds, the less information there was
after removal. Additionally, some of the brighter ships had some color issues after thinning
which caused some of the missed matches.
The radiation correction in the original algorithm also hindered the performance of
thin cloud images as well. Since the color correction was applied to all 3 channels images
that contained mostly solid color background (e.g water) were adversely effected. Results
improved when performing gamma correction and contrast enhancement. An example
below shows an attempted match when radiation correction was used in cloud thinning.
The water areas were adversely affected and Canny edge detection picked up areas of the
water. This happens since the water gets much brighter and contours of wakes are easier to
detect. Gamma correction was used instead to mitigate this issue.
Figure 4.7: Unreliable match due to radiation correction
Overall the results of cloud thinning were good. As mentioned earlier, thick clouds
performed worse than thin clouds. This is to be expected since more features are lost as
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Table 4.1: Cloud Thinning Results
True Positive True Negative False Positive False Negative Accuracy (%)
Thin Cloud 39 333 3 9 96.88
Thick Cloud 26 330 6 22 92.71
cloud cover becomes thicker. This is what caused the increase of false negative results.
4.3 Land Subtraction and Wake Results
Land subtracted images had good results overall, but there were a few issues. Some of
the land is kept in Land subtraction to ensure ships that were close to the coast were not
masked out. This allowed Canny edge detection to include portions of the coast. SIFT then
extracted features for these areas. While this was not a problem for larger ships, small ships
suffered. Small ships already have few SIFT features due to the smaller surface area, and
when coastal areas were also included even more of these features of the ships were lost.
This caused false positive matches for smaller ships.
Wake images performed quite well, but images had similar issues mentioned above.
Canny edge detection often picked up wakes in heavy wake images. This cased similar
issues for smaller ships since more features were being extracted for water than the ship.
This caused smaller ships to be missed in evaluation.
The accuracy for land subtraction was around 97 percent when tested with the full
image set. While most of the results were satisfactory, there were a high number of false
negatives. As discussed earlier, most of these false negatives occur when small ships were
missed when calculating SIFT features. We found that the small red ship seen earlier
accounted for 9 of these false positives. This increased accuracy to 97.95 percent.
The accuracy for wake images was around 96.61 percent when tested with the full
image set. Similarly to the land subtraction results, smaller ships suffered from reduced
SIFT features. Removing the same ship as before gets rid of 3 of these false negatives.
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This raises the accuracy for wake images to 97.28 percent.
The problem in both of these cases was Canny picking up undesired edges. If these
areas are labeled as contours, they will be included in the area that SIFT calculates. If
features were extracted for every individual contour, results may improve. With this in mind
a modified version of the algorithm was created which calculated SIFT features for every
contour individually. Then the contour with the highest number of matches was selected.
This allowed SIFT to extract as many features as possible when looking at smaller ships.
Results of this new algorithm improved for land subtraction images. The new algo-
rithm was able to successfully match 7 of the false negatives from the original. Since SIFT
features were calculated for each individual contour, the maximum number of features
could be extracted for the smaller ships. While this new process helped increase accuracy,
the runtime increased substantially. While the original algorithm only needed to calculate
features once, the updated algorithm does this for every contour. The more contours in the
image, the longer it takes to run.
Wake images did not improve at all with the new algorithm. Heavy wake areas often
have many areas of little waves seen in the image. During edge detection, all of these small
areas are detected. When dilation is applied, these areas often connect together into one
big contour. The ship is included in this area, so looking at every contour does not increase
results. Runtime still suffers since we still calculate features more than once.
Even though the updated algorithm improves land subtraction results, it does not war-
rant the increased runtime. Additionally, wake images did not improve at all. Therefore,
the original algorithm is used in the framework despite performing better for land images.
The table below shows the results of the original algorithm and the modified algorithm, as
well as results when smaller ships are removed from the testing sets.
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Table 4.2: Land Subtraction and Wake Results
True
Positive
True
Negative
False
Positive
False
Negative
Runtime
(MM:SS)
Accuracy
(%)
Land Sub 76 669 3 20 02:50 97.00
Land Sub no Small 73 503 1 11 02:11 97.95
Wakes 37 334 2 11 01:54 96.61
Wakes no Small 34 252 0 8 01:34 97.28
New Land Sub 83 669 3 13 13:30 97.92
New Land Sub no Small 76 503 1 8 10:30 98.45
New Wakes 37 334 2 11 20:17 96.61
New Wakes no Small 34 252 0 8 16:16 97.28
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Conclusion
Overall, the proposed framework performs fairly well under the required conditions. Large
ships and ships that were easily detected due to lack of wakes and/or had different color
from the background were recognized in almost all cases. There were no false positives in
any of our testing with any size ship in any condition. However, there were a lot of false
negatives for smaller ships, ships under thick clouds, and ships in high wake areas.
The lack of detail in the small ships prevented SIFT from picking up many relevant
features and under poor environmental conditions the number of detected features further
decreased. Three meters per pixel resolution meant small ships had little to know textural
features to extract. Additionally, small ships edge masks often contained small sections of
surrounding water due to dilation being applied before contours are detected. This may
have caused SIFT to miss features of the small ships and extract water features instead.
Ships under thick clouds were expected to perform poorly due to the loss of detail after
cloud removal. This detail loss lowered the number of features extracted by SIFT, which
resulted in poor matches. Larger ships in thin to medium clouds had satisfactory results
however as long as images were not color corrected prior to detection and recognition.
The worst performance was found in high wake areas. Because of the way Canny edge
detection works, bright wake areas were often picked up as edges. This resulted in weaker
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matches and false negatives in the recognition step. This is because the features from wakes
were extracted instead of the ship. While larger ships did perform better, their matches were
still weakest in high wake areas, and for some applications the matched obtained may be
too weak to trust.
Future Work
Canny edge detection was the cause of many of the false negatives in our evaluation. While
Canny is fast and easily calculated, the sensitivity to many common oceanic conditions
is not acceptable. Often times things were picked up in Canny that hindered recognition.
Finding an alternative detection algorithm to replace or supplement Canny would increase
the performance of the framework.
Using something like a connected component threshold could result in better detection
performance since it is less sensitive to high wake areas and smaller ships. While it does
take longer than Canny to run, the increased performance is worth the longer runtime.
Recognition could also be improved too. While small ships were often missed due to
the high levels of detail, there are still features that are available at three meters per pixel
resolution. Adding something like histogram of gradients (HoG) or something as simple as
comparing pixel values would increase performance.
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