We introduce an elementary method using only property of polynomials to give unified proofs of the Dyson, Morris, and Aomoto constant term identities. Such constant terms are polynomial in one parameter when fixing the others, and hence can be proved by finding the roots. When applying our method to the Forrester conjecture, we confirm many roots. As consequences, we reprove the cases N 1 = 2, 3 and N 1 = N − 1 in a short way.
Introduction
Since H(x 0 , . . . , x N ; a, b, k) is homogeneous of degree 0 in the x's, we may set x 0 = 1 in (1.2) to obtain the classical form of the Morris identity [13] .
One generalization of the Morris identity is Aomoto's identity (see section 6), and another was conjectured by Forrester [5] : 4) where N = N 0 + N 1 .
In [5] , Forrester proved the special case a = b = 0 (general k, N 0 , N 1 ) using a formula due to Bressoud and Goulden [4] , and the case k = 1 (general a, b, N 0 , N 1 ). Kaneko [10, 12] proved the special cases N 1 = 2, 3 and N 1 = N − 1. Moreover, Forrester and Baker [3] formulated a q-analog of conjecture 1.2, which was recently studied by Kaneko [11] .
Our objective in this paper is to introduce an elementary method which leads to new proofs of the Dyson, Morris, and Aomoto identity. Moreover our method can be used to obtain some partial results on conjecture 1.2.
Theorem 1.3 (Dyson's Conjecture).
For nonnegative integers a 0 , a 1 , . . . , a n ,
The idea behind the proofs is the well-known fact that to prove the equality of two polynomials of degree at most d, it is sufficient to prove that they are equal at d + 1 points. As is often the case, points at which the polynomials vanish are most easily dealt with.
This idea has been successfully implemented by Gessel and Xin [7] in proving a q-analog of Theorem 1.3, which was conjectured by George Andrews [1] in 1975, and first proved by Zeilberger and Bressoud [17] in 1985.
In all of the proofs, it is routine to show that after fixing some parameters, the constant term is a polynomial of degree at most d in one parameter, say a, and that the left side agrees with the right side when a = 0. The proofs then differ when showing that they vanish at the same values of a. For (1.2) and (1.4), we need to deal with multiple roots.
Unlike the proof of q-Dyson's conjecture in [7] , it is hard to apply the partial fraction method due to the multiple factors in the denominator. Instead, we apply the formula (x i − x j ) a i +a j = α ij +α ji =a i +a j (−1)
α ji (1.6) to expand the constant term as a linear combination of constant terms, so that each constant term is easily shown to be zero by finding an integer i and applying the following truly elementary fact:
where x m i means to take the coefficient of x m i and L(x 1 , · · · , x i−1 , x i+1 , · · · , x n ) is something independent of x i .
A Polynomial Viewpoint and Several New Constant Terms
Lemma 2.1. Let L(x 1 , . . . , x n ) be a Laurent polynomial independent of a 0 . Then for fixed a 1 , . . . , a n , the constant term Q(a 0 , a 1 , . . . , a n ) := CT
is a polynomial in a 0 of degree at most a 1 + · · · + a n .
Proof. We can rewrite Q(a 0 , a 1 , . . . , a n ) in the following form
where the sum ranges over all nonnegative integers i 1 , . . . , i n such that i 1 +· · ·+i n = d := a 1 + · · ·+a n . To show that the degree of Q(a 0 , a 1 , . . . , a n ) in a 0 is at most d, it suffices to show that every term has degree in a 0 at most d. This follows from the fact that
. . , x n ) is a Laurent polynomial independent of a 0 , and the fact that the degree of
Remark 2.2. From the proof one sees that when extending the definition of Q(a 0 , a 1 , . . . , a n ) for negative integer a 0 , we shall interpret the constant term as being taken in the ring
2)
and the second leading coefficient of Q(a 0 , . . . , a n ) in a 0 is
Proof. Taking the leading coefficient of (2.1) gives
Taking the second leading coefficient of (2.1) gives
which can be rewritten as (2.3).
Applying Corollary 2.3 to the Dyson conjecture gives the following identity, which appeared in [16, Corollary 5.4] .
Corollary 2.4.
We omit the formula for the second leading coefficient, which is not nice.
Applying Corollary 2.3 to the Morris identity gives the following.
Corollary 2.5.
The proofs of (2.4), (2.5) and (2.6) are straightforward.
Dyson Constant Term Identity
Dyson's conjecture was first proved independently by Gunson [8] and by Wilson [15] . An elegant recursive proof was published by Good [6] . We illustrate our method by giving the detailed proof of Dyson's conjecture. Our new proof is not as short as Good's, but it is more elementary, in the sense that it only uses the property of polynomials.
Let A be a nonnegative integral matrix of the following form.
Different restrictions on α ij will give different conditions for α i that are crucial in our proofs for (1.5), (1.2), and (1.4).
We will often apply the following basic inequality for entries of A:
in which the equality always holds when l = n.
Proof. We prove the lemma by contradiction. We will use the following fact
Suppose the contrary that for any α i , either α i < h − a i or α i ≥ (n − 1)a i + h. We may assume, by symmetry, that there is an integer l with 0 ≤ l ≤ n such that
Under the above assumption, we will show that i) if
Since there is always a contradiction if h = 1, 2, . . . , a 1 + · · · + a n , the lemma follows. If l = 0, then summing on (3.4) for all j and applying (3.2), we have
If l = n, then summing on (3.3) for all i and applying (3.2), we have
If 1 ≤ l ≤ n − 1, we need the consequence of α ij + α j i = a i + a j :
Summing on (3.3) for i from 1 to l, we get
On the other hand, summing on (3.4) for j from l + 1 to n and applying (3.5) and (3.2), we obtain
Thus we have derived that a 1 +· · ·+a l < h ≤ a 1 +· · ·+a l , which is always a contradiction.
Proof of Theorem 1.3. Fix a 1 , . . . , a n ∈ N and let d = a 1 + · · · + a n . Denote by D L (a 0 ) and D R (a 0 ) the left side and right side of (1.5), respectively. It is routine to check that
Thus it suffices to show that D L (a 0 ) also vanishes when a 0 = −1, −2, . . . , −d, since two polynomials of degree at most d are equal if they agree at d + 1 distinct points.
By replacing the redundant variable x 0 with 1, the constant term D L (a 0 ) is naturally extended for negative a 0 . Replacing a 0 with −h and simplifying, we need to show that
vanishes for h = 1, 2, . . . , d.
Applying (1.6) and expanding, (3.7) can be written as a linear combination of
where the α ij 's are as in (3.1), and satisfying α ij + α ji = a i + a j . The proof will conclude after showing that each such constant term is 0. To see this, we apply Lemma 3.1 for each term to find an integer i such that 0 ≤ α i + a i − h < na i with 1 ≤ h ≤ d, and then apply (1.7).
Rationality of the Dyson Style Constant Terms
Good [6] used Lagrange interpolation to derive the following recursion in his proof of the Dyson conjecture. Let
Then for a 0 , a 1 , . . . , a n ≥ 1, we have the recursion
Sills and Zeilberger [14] algorithmically studied the constant term CT x Ld n (x; a 0 , . . . , a n ), where L is a monomial of total degree 0. Here, we summarize their idea as the following proposition, which is needed for the Morris, Aomoto, and Forrester constant terms.
for some rational function R(a 0 , . . . , a n ).
Proof. We prove by induction on n. The n = 0 case is trivial, and the n = 1 case follows from the binomial theorem. Assume the proposition holds for n − 1.
Denote by P n (a 0 , . . . , a n ; L) the left side of (4.2). We prove by induction on a 0 +a 1 +· · ·+a n that P n (a 0 , . . . , a n ; L)/P n (a 0 , . . . , a n ; 1) is a rational function.
If there is an a k equal to 0, then without loss of generality, we may assume k = n. By first taking constant term in x n , we obtain that P n (a 0 , . . . , a n−1 , 0; L) = P n−1 (a 0 , . . . , a n−1 ; L ′ ), where
is a Laurent polynomial in x 0 , . . . , x n−1 , with coefficients polynomial in a 0 , . . . , a n−1 . By the induction hypothesis (on n), P n (a 0 , . . . , a n−1 , 0; L) can be written as
If a 0 , a 1 , . . . , a n ≥ 1, then by (4.1), we have
. . , a n ; L).
By the induction hypothesis (on a 1 + · · · + a n ),
for some rational functions R i . This completes the inductive proof.
Morris Constant Term Identity
The proof of (1.2) is almost parallel to that of (1.5), so we give the big picture of the proof as early as possible. We denote by M ′ N (a, b, k) the left side of (1.2).
Proof. For fixed a and b, by first taking constant term in
follows from the Dyson conjecture of the equal parameter case. Therefore, the hypothesis implies that
The lemma then follows.
Proof of the Morris Identity. By setting
Moreover, it is easily seen that M N (a, b, k) vanishes if a equals one of the following values:
Note that these values are distinct if k ≥ b.
The theorem will follow from the property of polynomials, as in the proof of the Dyson constant identity, if we can show that for
By Lemma 5.3 below, it suffices to show that the equality holds for a = 0. From (1.1), we have
Thus by the Dyson identity of the equal parameter case, Proof. We prove the lemma by contradiction. We will use the following easy fact
Suppose the contrary that for any α i , either
We may assume, by symmetry, that there is an integer l with 0 ≤ l ≤ n such that
If a is equal to one of the values in (5.2), then we always have a contradiction. Hence the lemma follows. If l = 0, then summing on (5.6) for all j and applying (5.4), we have
If l = n, then summing on (5.5) for all i and applying (5.4), we have
If 1 ≤ l ≤ n − 1, we need the consequence of α ij + α ji = 2k:
Summing on (5.5) for i from 1 to l, we get
On the other hand, summing on (5.6) for j from l + 1 to n gives
Applying (5.4) and (5.7), we obtain
This concludes the proof.
Aomoto Constant Term Identity
In 1987, Aomoto [2] extended Selberg's integral to obtain a formula equivalent to the following constant term identity [9] , now called Aomoto's identity:
where χ(S) equals 1 if the statement S is true and 0 otherwise.
In this section we will prove Aomoto's identity using our elementary approach. First let us note that if m ≤ 0 or m ≥ N , then (6.1) reduces to the Morris identity. However, there is a big difference in our discussion for the two cases: m ≤ 0 or m ≥ N and 1 ≤ m ≤ N − 1. This is the major reason why sections 5 and 6 are not combined into one section. Now let us concentrate on the case 1 ≤ m ≤ N − 1. The prove is parallel, but with a little difference, to that of the Morris identity and is more complicated. We only provide the details of the key points.
Proposition 6.1.
1. Both sides of (6.1) are polynomials in a of degree at most bN .
The left side and the right side of (6.1) have the same leading coefficients in a.
3. The right side of (6.1) vanishes when a equals one of the values in the following table.
Remark 6.2. Unlike the Morris identity, it is not easy to show that (6.1) holds when a = 0, as our bN + 1st point. As a replacement, we show that both sides of (6.1) have the same leading coefficients in a.
Proof of Proposition 6.1 (sketch). As for the Morris identity, parts 1 and 3 are straightforward. To show part 2, we rewrite the right side of (6.1) as
whose leading coefficient is now clearly
On the other hand, a similar calculation as in Lemma 2.1 shows that the leading coefficient of the left side of (6.1) equals
which is equal to (6.3) by Corollary 2.5.
As for the Morris identity, we are left to show that for k ≥ b the left side of (6.1) also vanishes if a equals one of the values in (6.2). This is the task of the following lemma. 
or there exists an integer j such that
where
Proof. Assume contrarily that for any α i , either
and for any α j , either α j ≤ −a − b − 1 or α j ≥ (n − 1)k − a. We may assume, by symmetry, that there are two integers u and v with 0 ≤ u ≤ m and 0 ≤ v ≤ n − m such that
If a equals one of the values in (6.2), then we always have a contradiction. Hence the lemma follows.
If l = 0, by (6.7) and (6.9) we have
If l = n, by (6.6) and (6.8) we have
(6.10) By (6.10), (6.6), and (6.8), we get
Noticing that l > n − m implies u = 0, we obtain
On the other hand, by (6.7), (6.9) and (6.10) we get
Noticing that l < n − m implies m−u n−l < 1, we obtain a ≥ −lk, for l < n − m; −(lk + 1), for l ≥ n − m.
Therefore the lemma follows.
On the Forrester Conjecture
We can apply our method to Forrester's constant term to obtain some partial results. It is routine to obtain the following.
Proposition 7.1.
1. Both sides of (1.4) are polynomials in a of degree at most bN .
2. If a = 0, then the left side of (1.4) is equal to the right side of (1.4).
3.
The right side of (1.4) vanishes when a equals one of the values in the following table.
Therefore, by applying Proposition 4.1, Forrester's conjecture would be established if we could show that for sufficiently large k, the left side of (1.4) vanishes when a equals any value of (7.1). However, we are only able to show that it vanishes for some a. 
3)
then the left side of (1.4) vanishes.
The detailed proof of this proposition is omitted for brevity. It is a consequence of the following Lemma 7.3.
Let B be the integral matrix 
or there exists an integer j with N 0 + 1 ≤ j ≤ N such that
Suppose the contrary that for any α i with 1
We may assume, by symmetry, that there is a u with 0 ≤ u ≤ N 0 such that
Similarly, by symmetry we may assume that there is a v with 0 ≤ v ≤ N 1 such that
Under the above assumptions, we will derive that i) if l = 0, then
N −l . Therefore by analyzing the extreme value of (7.12) among the range of v 1 and v 2 , we see that there is always a contradiction if h satisfies (7.2) and (7.3) . This concludes the lemma.
If l = 0, by (7.6), (7.8) and (7.10), we have
If l = N , by (7.6), (7.7) and (7.9), we have
If 1 ≤ l ≤ N − 1, the formulas α ij + α ji = 2k and β st + β ts = 2 imply that
Together with (7.7) and (7.9), we obtain
This gives
On the other hand, by (7.6), (7.8), (7.10) and (7.11), we have
In conclusion, for 0 ≤ m ≤ N − 1 if 12) then there exists α i with 1 ≤ i ≤ N 0 such that (7.4) holds or there exists α j + β j with N 0 +1 ≤ j ≤ N such that (7.5) holds, where max{0,
It is straightforward to obtain (7.2) and (7.3) by analyzing the extreme values of (7.12) among the range of v 1 and v 2 . = m − 1, and all the three cases of C 2 coincide with m−1. Thus we obtain the range mk+m ≤ h ≤ mk+b+m−1, consistent with that of (7.1). Similar to the case of N 1 = 2, Forrester's conjecture holds. Further routine calculation by Proposition 7.2 gives us the following table:
where M r is an upper bound for the number of missing roots in ( 2 > M and
If m = 3, 4, 5 ≤ N 0 , then M = m. It follows that N ≥ m + 5,
2 ≤ M and
2 ≤ M and Proof. From table (7.13), we only missed one root −[(N − 1)k + b + 2]. While in [3] , we know that the q-generalization of (1.4) holds when a = k. Thus if let q → 1, then a = k can be regarded as our bN + 1st point.
We conclude this paper by the following observation. Let
where γ = (γ 1 , . . . , γ N ) ranges over the index set I such that c γ = 0. Then a γ ∈ I must be the row sum indices (α 1 , . . . , α N 0 , α N 0 +1 + β N 0 +1 , . . . , α N + β N ) of some matrix B, but the converse is not true, due to possible cancelations. We use the row sum of B in Lemma 7.3 because it is easier to handle than the γ. We conjecture that Lemma 7.3 still holds if we replace the row sum indices of B with γ, and let h be such that −h belongs to (7.1). Note that our conjecture is a sufficient condition for Conjecture 1.2. We have checked our conjecture for N ≤ 6 and k ≤ 3.
