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ON THE DIRICHLET PROBLEM FOR MONGE-AMPE`RE TYPE EQUATIONS
FEIDA JIANG, NEIL S. TRUDINGER, AND XIAO-PING YANG
Abstract. In this paper, we prove second derivative estimates together with classical solvability for
the Dirichlet problem of certain Monge-Ampe`re type equations under sharp hypotheses. In particular
we assume that the matrix function in the augmented Hessian is regular in the sense used by Trudinger
and Wang in their study of global regularity in optimal transportation [28] as well as the existence of
a smooth subsolution. The latter hypothesis replaces a barrier condition also used in their work. The
applications to optimal transportation and prescribed Jacobian equations are also indicated.
1. Introduction
This paper is concerned with existence of globally smooth solutions to the Dirichlet problem for
certain Monge-Ampe`re type equations. These equations arise in many applications, notably in optimal
transportation, geometric optics and conformal geometry. The Dirichlet problem of the Monge-Ampe`re
type equations under consideration has the following general form
(1.1)
{
det{D2u−A(x,Du)} = B(x,Du), x ∈ Ω,
u = ϕ(x), x ∈ ∂Ω,
where Ω is a bounded domain with smooth boundary in n dimensional Euclidean space Rn, ϕ is a smooth
function on ∂Ω. A is a given n × n symmetric matrix function defined on Ω × Rn, and B is a scalar
valued function defined on Ω×Rn. We use (x, p) to define points in Ω×Rn so that A(x, p) ∈ Rn×Rn,
B(x, p) ∈ R. Also Du andD2u denote the gradient vector and Hessian matrix respectively of a function
u ∈ C2(Ω) . The equation in (1.1) reduces to the standard Monge-Ampe`re equation when A ≡ 0. A
solution u ∈ C2(Ω) of (1.1) is called an elliptic solution whenever D2u− A(x,Du) > 0, which implies
B > 0.
These equations have attracted significant interest in recent years; for a recent survey and the earlier
history see, for example, [26]. The Heinz-Lewy example in [19] shows that there is no C1 regularity
for the equation in (1.1) without restrictions on A. When A ≡ 0, the existence of globally smooth
solutions to the Dirichlet problem (1.1) for smooth uniformly convex domains was finally settled by
Caffarelli, Nirenberg and Spruck [1, 2], Krylov [14] and Ivochkina [12, 13]. For application to optimal
transportation with quadratic cost function, the natural boundary condition is the prescription of the
gradient image Ω∗ = Du(Ω) which is equivalent to an oblique boundary condition for elliptic solutions.
In this case local regularity for convex Ω∗ was proved by Caffarelli [3] and the corresponding global
regularity for smooth uniformly convex domains Ω and target domains Ω∗ proved by Delanoe¨ [6],
Caffarelli [4] and Urbas [29]. The first breakthrough for general optimal transportation problems was
obtained by Ma, Trudinger and Wang [18] who obtained an a priori interior second order estimate
under an analytical structure condition on the matrix A, which they called A3, together with local
regularity results under a generalized target convexity condition. These were subsequently extended
to global estimates and regularity in [28] under a weak form of this condition called A3w; (see [23]
for further discussion). Following this Loeper [17] found a geometric characterization enabling him to
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adapt the proof of necessity of target convexity in [18] to prove that A3w is necessary for regularity in
optimal transportation.
In this paper we show that the condition A3w also suffices for global regularity in the Dirichlet
problem not just in the optimal transportation case but also for general equations of the form (1.1).
In this generality it is convenient to adopt the terminology from [23] and call the matrix function A
regular if
(1.2) Aij,kl(x, p)ξiξjηkηl > 0,
for all (x, p) ∈ Ω× Rn, ξ, η ∈ Rn, ξ ⊥ η, where Aij,kl = D
2
pkpl
Aij .
We now formulate the main results of this paper. The first result is a global bound for second
derivatives of equation (1.1) which replaces the barrier condition in [28] by the existence of a subsolution.
Theorem 1.1. Let u ∈ C4(Ω) ∩ C2(Ω¯) be an elliptic solution of problem (1.1) in Ω, where B ∈
C2(Ω¯ × Rn), inf B > 0 and A ∈ C2(Ω¯ × Rn) is regular. Suppose also there exists a subsolution
u ∈ C2(Ω¯) of equation (1.1). Then we have the estimate
(1.3) sup
Ω
|D2u| 6 C(1 + sup
∂Ω
|D2u|),
where the constant C depends on n,A,B,Ω, u and sup
Ω
(|u|+ |Du|).
From Theorem 1.1, we can infer a global bound for solutions of the Dirichlet problem (1.1). For this
we adopt the approach from [7, 8] and instead of explicit geometric assumptions on the boundary ∂Ω
as formulated for example in [23], we assume more generally the existence of a subsolution with the
given boundary trace.
Theorem 1.2. In addition to the assumptions in Theorem 1.1, suppose the subsolution u = ϕ on ∂Ω
with ϕ ∈ C4(Ω¯), ∂Ω ∈ C4. Then any elliptic solution u ∈ C4(Ω) ∩ C2(Ω¯)) of the Dirichlet problem
(1.1) satisfies the global a priori estimate
(1.4) sup
Ω
|D2u| 6 C,
where the constant C depends on n,A,B,Ω, u and sup
Ω
(|u|+ |Du|).
Existence theorems follow from Theorem 1.2 by standard methods. In general we need supplementary
conditions on the matrix function A to control gradients and upper bounds of solutions. These can be
reduced in the optimal transportation case, where the matrix A is generated by a cost function, namely
a function c ∈ C4(Rn × Rn) satisfying the conditions:
(A1) For each x ∈ Ω, p ∈ Rn, there exists a unique y = Y (x, p) such that Dxc(x, y) = p;
(A2) detD2x,yc 6= 0, for all x ∈ Ω, y = Y (x, p), p ∈ R
n.
The matrix A is then given by
(1.5) A(x, p) = D2xc(x, Y (x, p)).
We formulate here a particular theorem for the general case which also embraces the main examples
in optimal transportation. For this we assume a structure condition:
(1.6) A(x, p) > −µ0(1 + |p|
2)I,
2
for all x ∈ Ω, p ∈ Rn and some positive constant µ0 and that the maximum eigenvalue of A(x, 0) is
non-negative. The last hypothesis can be replaced by a weaker condition that there exists a bounded
viscosity supersolution to equation (1.1).
We then have the following existence theorem.
Theorem 1.3. Under the assumptions in Theorem 1.2 together with the above structure conditions,
there exists a unique elliptic classical solution u ∈ C3(Ω¯) of the Dirichlet problem (1.1) with u > u.
The paper is organized as follows: In Section 2 we prove a fundamental lemma about barriers for the
linearized operator and use it to establish the global second derivative bound in Theorem 1.1. We also
prove an analogous variant of the interior Pogorelev estimate of Liu and Trudinger in [16]. In Section
3, we derive the boundary estimates needed to complete the proof of Theorem 1.2. Our treatment
of these boundary estimates also provides the proof of the corresponding results stated in [23] under
the barrier condition introduced in [28]. In Section 4, we establish the necessary gradient and solution
bounds for our existence theorems. Once we have the relevant a priori estimates, Theorem 1.3 follows
immediately from the method of continuity in [11, Chapter 17]. Finally, we discuss separately the
special cases of optimal transportation and prescribed Jacobian equations.
2. Pogorelov type estimates
In this section we prove global and interior Pogorelov type estimates for second derivatives of equation
(1.1). In particular we use the regularity of the matrix function A to construct a barrier function for the
linearized operator from a subsolution. The resultant second derivative estimates then follow readily
from the corresponding proofs in [28] and [16].
Let F [u] = log(det(D2u − A(x,Du))), it is known that F is a concave operator with respect to
D2u−A(x,Du). The linearized operator of F is defined by
(2.1) L = F ij(Dij −DpkAij(x,Du)Dk),
where F ij = ∂F
∂wij
and {F ij} = {wij} denotes the inverse matrix of {wij} , {uij−Aij(x,Du)}. Assume
the function Aij(x, p) ∈ C
2(Ω¯×Rn), i, j = 1, · · · , n, B(x, p) ∈ C2(Ω¯×Rn), B˜(x, p) = log(B(x, p)) and
set
(2.2) L = L− B˜piDi.
We introduce a fundamental lemma here:
Lemma 2.1. Under the above assumptions, suppose u is an elliptic solution of (1.1), u is a strict
elliptic subsolution of equation (1.1), if A is regular, then
(2.3) L
(
eK(u−u)
)
> ǫ1
∑
i
F ii − C,
holds in Ω for positive constant K sufficiently large and uniform positive constants ǫ1, C.
Proof. Since u is a strict subsolution of (1.1), u satisfies
F [u] = log(det(D2u−A(x,Du)) > log(B(x,Du) + δ0),
for some δ0 > 0.
For any x0 ∈ Ω, let uǫ = u−
ǫ
2 |x − x0|
2. For ǫ small enough, the perturbation function uǫ is still a
strict subsolution and satisfies
F [uǫ] = log(det(D
2uǫ −A(x,Duǫ))) > log(B(x,Duǫ) + τ),
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for some positive constant τ .
Let v = u− u, vǫ = uǫ − u. By calculation, we have
(2.4)
Lv = L(vǫ) + L(
ǫ
2 |x− x0|
2)
= ǫF ii − ǫF ijDpkAij(x,Du)(x − x0)k + F
ij{Dijvǫ −DpkAij(x,Du)Dkvǫ}
= ǫF ii − ǫF ijDpkAij(x,Du)(x − x0)k + F
ij{Dij(uǫ − u)− [Aij(x,Duǫ)−Aij(x,Du)]}
+F ij{Aij(x,Duǫ)−Aij(x,Du)−DpkAij(x,Du)Dkvǫ}.
By the concavity of F , we have
F [uǫ]− F [u] 6 F
ij{Dij(uǫ − u)− [Aij(x,Duǫ)−Aij(x,Du)]}.
By the Taylor expansion, for some θ ∈ (0, 1), we have
Aij(x,Duǫ)−Aij(x,Du)−DpkAij(x,Du)Dkvǫ
= DpkAij(x, pˆ)Dkvǫ −DpkAij(x,Du)Dkvǫ
= θ2Aij,kl(x, p¯)DkvǫDlvǫ,
where pˆ = (1− θ)Du+ θDuǫ, p¯ = (1− θ¯)Du+ θ¯Duǫ and θ¯ ∈ (0, θ).
Thus, at x = x0, we have
Lv > ǫF ii + F [uǫ]− F [u] +
θ
2F
ijAij,kl(x, p¯)DkvDlv
= ǫF ii + θ2F
ijAij,kl(x, p¯)DkvDlv + log(B(x,Du) + τ)− log(B(x,Du))
> ǫF ii + θ2F
ijAij,kl(x, p¯)DkvDlv − C1,
where C1 is a constant depends on B, Du, and Du.
Let φ = eKv with positive constant K to be determined, we have
Lφ = F ij(Dijφ−DpkAij(x,Du)Dkφ)
= KeKvLv +K2eKvF ijDivDjv
> KeKv{ǫF ii + θ2F
ijAij,kl(x, p¯)DkvDlv − C1 +KF
ijDivDjv}.
Without loss of generality, we assume that Dv = (D1v, 0, · · · , 0). Since A is regular, we have
Lφ > KeKv{ǫF ii + θ2F
ijAij,11(x, p¯)(D1v)
2 +KF 11(D1v)
2 − C1}
> KeKv{ǫF ii + θ2
∑
i or j=1
F ijAij,11(x, p¯)(D1v)
2 +KF 11(D1v)
2 − C1}.
Since the matrix {F ij} is positive definite, any 2 × 2 diagonal minor has positive determinant. This
implies
|F 1i|2 6 F 11F ii.
Then the Cauchy inequality leads to the following inequality
|F 1i| 6 ηF ii +
1
4η
F 11,
for positive constant η.
Thus, we have
Lφ > KeKv{ǫF ii − θ2ηF
ii|A1i,11(x, p¯)|(D1v)
2 − θ8ηF
11|A1i,11(x, p¯)|(D1v)
2 +KF 11(D1v)
2 −C1}.
Choosing η small such that η 6 ǫ
θmax {|A1i,11(x,p¯)|(D1v)2}
and K large such that K >
θmax |A1i,11(x,p¯)|
8η , we
obtain
Lφ > KeKv{ ǫ2F
ii − C1}.
Thus, we have
Lφ = Lφ− B˜piDiφ > Ke
Kv{
ǫ
2
F ii − C1} − B˜piDiφ,
which leads to the conclusion of Lemma 2.1 with ǫ1 = minΩ¯{
ǫ
2Ke
Kv} and C = maxΩ¯{C1Ke
Kv +
B˜piDiφ}.
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Remark 2.1. The function φ = eK(u−u) is global barrier function for the linearized operator L. The
inequality L
(
eK(u−u)
)
> ǫ1
∑
i
F ii − C in Ω will be used to control the second order global and interior
estimates in this section and the boundary estimates in the next section.
Remark 2.2. It is a fairly standard calculation that a non-strict classical subsolution of a uniformly
elliptic partial differential equation can be made strict using the linearized operator and the mean value
theorem. For example, if u is a non-strict subsolution, then u+ aebx1 is a strict subsolution for small
constant a and large constant b, (see [11], Chapter 3). This can also be done in a neighbourhood of the
boundary, preserving boundary conditions by replacing x1 by a defining function or more specifically the
distance function. By using the mean value theorem we do not need concavity or convexity and the small
constant a controls the uniform ellipticity near the subsolution. Hence we need only assume the existence
of a non-strict subsolution in Lemma 2.1; the inequality (2.3) will still hold for the corresponding strict
subsolution. Thus, the second order apriori estimates will also hold under the existence of a non-strict
subsolution and we only need to assume a non-strict subsolution in the hypotheses for our theorems.
Remark 2.3. In the previous paper [28], to obtain the second derivative bounds, a kind of global barrier
condition, called A-boundedness in [23] is assumed, namely Ω is called A-bounded with respect to u if
there exists a function ϕ ∈ C2(Ω¯) satisfying
(2.5) [Dijϕ−DpkAij(·,Du)Dkϕ]ξiξj > |ξ|
2,
in Ω, for all ξ ∈ Rn. From Lemma 2.1 it follows that A-boundedness can be replaced by the existence
of a subsolution for second derivative estimates.
Remark 2.4. If F is substituted by another concave operator F [u] = (det(D2u − A(x,Du)))
1
n , the
conclusion of this lemma still holds. The only difference is the form of F ij = ∂F
∂wij
. We have F ij =
1
n
fwij if F [u] = (det(D2u − A(x,Du)))
1
n , while F ij = wij if F [u] = log(D2u − A(x,Du)). Here we
make a convention that {wij} denotes the inverse matrix of {wij} , {uij −Aij(x,Du)}.
Now from Lemma 2.1, we obtain the global Pogorelov estimate, Theorem 1.1, by appropriate ad-
justment to the proof of Theorem 3.1 in [28]. This is done by substituting the barrier function
ϕ˜ = ǫ−11 exp(K(u− u)) in place of the barrier from condition (2.5). That is we maximize the function,
(2.6) exp{
a
2
|Du|2 + bφ}wξξ,
over Ω and |ξ| = 1,where wξξ = wijξiξj = (uij −Aij)ξiξj , φ = e
K(u−u) with K as in Lemma 2.1, and a,
b are positive constants to be determined. Then we arrive again at the estimates (3.11) and (3.13) in
[28], but now with an additional dependence on u, and Theorem 1.1 follows.
As remarked in the introduction we may similarly modify the proof of the interior Pogorelev estimate
in [16] to obtain the following variant.
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Theorem 2.1. Let u ∈ C4(Ω) ∩ C0,1(Ω¯) be an elliptic solution of problem (1.1) in Ω, where B ∈
C2(Ω¯×Rn), inf B > 0 and A ∈ C2(Ω¯×Rn) is regular. Suppose also there exists an elliptic subsolution
u ∈ C2(Ω¯) of equation (1.1) and a degenerate elliptic supersolution u0 ∈ C
1,1(Ω) ∩ C0,1(Ω¯) such that
u = u0 on ∂Ω. Then we have for any Ω
′ ⋐ Ω
(2.7) sup
Ω′
|D2u| 6 C,
where the constant C depends on n,A,B,Ω,Ω′, u, u0,and supΩ(|u|+ |Du|).
Note that if A(x, 0) = 0, then our estimate (2.7) agrees with the usual Pogorelov estimate [11], by
taking u0 = 0.
3. Boundary estimates
In order to complete the proof of Theorem 1.2, we need to obtain an a priori estimate for the
Hessian D2u on the boundary ∂Ω for solutions of the Dirichlet problem (1.1). First, we note from
Remark 2.2 that we can assume the subsolution u is strict provided we restrict to a neighbourhood
of ∂Ω. As remarked in the previous section, this can be shown by adding a function c1 exp(c2d(x)),
where d(x) = dist(x, ∂Ω) denotes the distance function in Ω, and c1 and c2 are positive constants.
Accordingly, we can retain Lemma 2.1 in a neighbourhood of ∂Ω, which will suffice for boundary
estimates.
Next, we need to observe that the regularity of the matrix function A will be preserved under
coordinate changes, that is, under a coordinate change, equation (1.1) is transformed into an equation
of the same form with transformed matrix A satisfying (1.2) with respect to the transformed gradient
variables. Specifically if we take a diffeomorphism, y = ψ(x) with Jacobian matrix J = {ψij} = {Djψi},
then
wij(x) = ψkiψljDykylu+Di(ψkj)Dyku−Aij(x, JDyu).
The transformed matrix function A′ and scalar B′ are thus given by
(3.1)
{
A′ij(·, p) = ψ
ikψjl[Akl(ψ
−1, Jp)−Dk(ψsl)ps],
B′(·, p) = (det J)−2B(ψ−1, Jp),
where {ψij} = J−1. The invariance of condition (1.2) follows readily from (3.1).
Consequently, we may fix a point x0 ∈ ∂Ω, which we take as the origin, and a neighbourhood N
of x0, such that T = N ∩ ∂Ω lies in the hyperplane {xn = 0}, and the positive xn axis points into Ω.
We then have by differentiation, Dαβu(x
′, 0) = Dαβu(x
′, 0), α, β = 1, · · · , n − 1, x′ = (x1, · · · , xn−1),
which leads to the double tangential derivative estimate |Dαβu(x)| 6 C, α, β = 1, · · · , n− 1, on T .
We then estimate the mixed tangential-normal derivatives Dαnu, α = 1, · · · , n − 1, on T by dif-
ferentiating the equation (1.1) and using the barrier in Remark 2.1. With this barrier in hand, the
derivation of these estimates is similar to the special case of the standard Monge-Ampe`re equation, as
treated for example in [11]. For completeness and later reference, we carry out the details here. First
by differentiation of the equation
(3.2) F [u] = log(det(D2u−A(x,Du))) = B˜(x,Du),
we have
(3.3) F ij(uαij −DαAij(x,Du)−DpkAij(x,Du)uαk) = B˜α(x,Du) + B˜pk(x,Du)uαk, α = 1, · · · , n,
which leads to
(3.4) LDαu = B˜α(x,Du) + F
ijDαAij(x,Du),
where L is defined by (2.2). Then we have for tangential derivatives,
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(3.5) |L(Dα(u− u))| 6 C(1 +
∑
i
F ii), α = 1, · · · , n− 1, in Ω.
We also observe that, on ∂Ω close to the origin, the tangential derivative satisfies Dα(u − u) = 0,
α = 1, 2, · · · , n− 1, i.e., |Dα(u− u)| 6 C|x
′|2. This implies
|Dα(u− u)| 6 C|x|
2, on ∂Ωδ,
where Ωδ = Ω ∩Bδ(0) is a small neighborhood of the origin, ∂Ωδ = (∂Ω ∩Bδ(0)) ∪ (Ω ∩ ∂Bδ(0)). We
always choose δ so small that ∂Ω ∩Bδ(0) ⊂ T .
Let v = 1− φ, where φ = eK(u−u) is the barrier function in Remark 2.1, then we have
(3.6) Lv 6 −ǫ1
∑
i
F ii + C, in Ω, and v = 0, on ∂Ω,
for positive constants ǫ1 and C. We consider a function of the form
(3.7) ψ = v + µxn − kxn
2,
where µ and k are positive constants to be determined. We then have
(3.8) Lψ 6 −
ǫ1
4
(1 +
∑
i
F ii), in Ωδ, and ψ > 0, on ∂Ωδ,
for k sufficiently large and µ, δ sufficiently small.
By modification of the function ψ, we employ a new barrier function
(3.9) ψ˜ = aψ + b|x|2,
with positive a and b to be determined. By a direct computation, for a≫ b≫ 1, we have
(3.10) Lψ˜ = aLψ + bL|x|2 6 −(
aǫ1
4
− b)(1 +
∑
i
F ii),
(3.11) |Dα(u− u)| = 0 6 ψ˜, on ∂Ω ∩Bδ(0),
and
(3.12) |Dα(u− u)| 6 bδ
2 6 aψ + bδ2 = ψ˜, on Ω ∩ ∂Bδ(0).
Therefore, for a≫ b≫ 1 and δ ≪ 1, there holds
(3.13)
|LDα(u− u)|+ Lψ˜ 6 0, in Ωδ,
|Dα(u− u)| 6 ψ˜, on ∂Ωδ.
By the maximum principle, we have
(3.14) |Dα(u− u)| 6 ψ˜, in Ωδ.
At the origin, we have |Dα(u− u)(0)| = ψ˜(0) = 0. For |Dα(u− u)|, taking x
′ = 0, dividing by xn and
letting xn → 0, we get
(3.15) |Dαn(u− u)(0)| 6 aψn(0) 6 C.
Thus, we obtain the mixed tangential-normal derivative estimate |Dαnu(x)| 6 C, α = 1, · · · , n− 1, on
T .
It therefore remains to estimate the double normal derivative Dnnu and for this the regularity of the
matrix function A is critical. Following the idea in [21] as used in [22], we fix a unit vector ξ ∈ Rn−1
and set, (with respect to our transformed coordinates),
(3.16)
w : = w[u] = wαβξαξβ
= [Dαβu−Aαβ(x,Du)]ξαξβ
= [Dαβϕ−Aαβ(x,D
′ϕ,Dnu)]ξαξβ on T,
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with w > 0 by virtue of the ellipticity of u. Here D′ = (D1, ......Dn−1) denotes the tangential gradient.
An estimate from above for Dnnu on T will follow from equation (1.1), provided we obtain a positive
lower bound for w on T . To get this we note that for sufficiently large K the function w˜ = w +K|x|2
will take a minimum on T × Sn−1 at some point x¯ ∈ T , and for some unit vector ξ¯. Extending ϕ by
defining ϕ(x′, xn) = ϕ(x
′, 0) for xn > 0, it follows from the regularity of A, that the corresponding
extension of w is a concave function of Dnu. Consequently from the differentiated equation (3.4), for
α = n, we have
(3.17) Lw˜ 6 C(1 +
∑
i
F ii).
Now using the barrier in Remark 2.1 as above, we obtain this time a one-sided estimate Dnw(x¯) > −C,
that is
(3.18) Dnnu(x¯)DpnAαβ(x¯,D
′ϕ,Dnu)ξ¯αξ¯β 6 C.
To reach our desired estimate for Dnnu, we then need to get a positive lower bound for the coefficient
in (3.18). By the ellipticity of the subsolution u, we can fix a positive constant δ for which
(3.19) w[u] > δ, for all x ∈ T, |ξ| = 1.
We also have
(3.20)
w[u]− w[u] = −[Aαβ(x¯,D
′ϕ,Dnu)−Aαβ(x¯,D
′ϕ,Dnu)]ξ¯αξ¯β
> −Dn(u− u)(x¯)DpnAαβ(x¯,D
′ϕ,Dnu)ξ¯αξ¯β,
since Dnu > Dnu from the strictness of u and again using the regularity of A. We also have an upper
bound
(3.21) Dn(u− u) 6 κ,
for a positive constant κ.
Combining (3.19), (3.20) and (3.21), we thus obtain for w[u] < δ2 ,
(3.22) DpnAαβ(x¯,D
′ϕ,Dnu)ξ¯αξ¯β >
δ
2κ
.
Hence, we conclude from (3.18) an estimate Dnnu(x¯) 6 C for a further constant C. Now utilizing
equation (1.1) again, we obtain an estimate from below for w(x¯) and finally an estimate from above for
Dnnu(x0). Since an estimate from below automatically follows from the ellipticity of u, we complete
the estimation of D2u on ∂Ω and the proof of Theorem 1.2.
Remark 3.1. In the above proof, we could have used, in place of (3.16), the function
(3.23) w[u] = {det[wij ]}
1
n−1
where indices i, j = 1, · · · , n− 1, in direct accordance with the technique in [21].
Remark 3.2. In [23], the concept of domain A-convexity is introduced extending that of c-convexity in
optimal transportation. In particular for A a given n×n symmetric matrix function defined on Ω×Rn
we may define Ω to be uniformly A-convex, with respect to u if
(3.24) [Diγj +DpkAij(x,Du)γk]τiτj > δ0
for all x ∈ ∂Ω, unit outer normal γ and unit tangent vector τ and some positive constant δ0. It then
follows that Ω is uniformly A-convex if and only if, for any constant K > 0, there exists a defining
function ϕ ∈ C2(Ω¯) satisfying ϕ = 0 on ∂Ω together with the inequality (2.5) in a neighbourhood of ∂Ω.
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By using ϕ in place of the barrier in Remark 2.1, we conclude an estimate for the Hessian D2u on ∂Ω
for solutions of the Dirichlet problem 1.1 for uniformly A-convex domains, thereby proving Theorem
2.2 in [23]. Note that the concept of A-convexity is also invariant with respect to coordinate changes.
Note that the replacement of uniform A-convexity by the existence of a strict subsolution with the same
boundary trace for second derivative estimates, as formulated in Theorem 2.1, is also pointed out in
[23].
Remark 3.3. Theorem 1.2, provides bounds for both D2u and the augmented matrix function w. By
the equation (1.1), we have the positive lower bounds for w in Ω¯. Thus, the uniform ellipticity of the
operator F , with respect to u, follows easily from the positive upper and lower bounds of w.
4. Existence theorem and some applications
In this section, we complete the proof of the classical solvability result for the Dirichlet problem (1.1)
and consider the applications to the optimal transportation and prescribed Jacobian equations.
First we establish the necessary solution bounds and gradient bounds for Theorem 1.3. By the
comparison principle, we have u > u in Ω. The subsolution u is a lower bound of the solution. To obtain
an upper bound, suppose u attains its maximum at x0 ∈ Ω, that is Du(x0) = 0 and D
2u(x0) 6 0. By
ellipticity, we then have A(x0, 0) < 0, which contradicts the hypothesis that A(x, 0) has a non-negative
eigenvalue for each x ∈ Ω and hence u must take its maximum on ∂Ω. Thus we have the solution
bound
(4.1) |u| 6 K0, in Ω¯,
where K0 depends on ‖u‖L∞(Ω) and ‖ϕ‖L∞(Ω).
The latter condition is equivalent to constant functions being viscosity supersolutions, as defined in
[20], so more generally we could assume that there exists a viscosity supersolution u¯ > φ on ∂Ω.
We assume a quadratic bound from below for the matrix A to control the gradient of the solution,
namely that A satisfy the following structure condition (1.6),
A(x, p) > −µ0(1 + |p|
2)I.
Consider the function ψ = eκu|Du| for some κ > 0. Suppose ψ attains its maximum at x0 ∈ Ω, namely
Diψ(x0) = 0. Hence, at the point x0, we have DiuDiψ = 0. By calculation, we have
(4.2) κ|Du|4 +DijuDiuDju = 0.
From the ellipticity condition D2u−A(x,Du) > 0, we have
(4.3) κ|Du|4 +Aij(x,Du)DiuDju < 0.
By the structure condition (1.6) of the matrix A, we have
(4.4) κ|Du|4 − µ0(1 + |Du|
2)|Du|2 < 0.
Without loss of generality, we may assume Du(x0) > 1. The left hand side of (4.4) will be nonnegative
if we choose the positive constant κ sufficiently large. This contradiction leads to the gradient estimate
(4.5) sup
Ω
|Du| 6 C,
where C depends on µ0, ‖u‖L∞(Ω) and sup∂Ω |Du|.
On the boundary, the tangential derivatives of u are given by the boundary condition and the interior
normal derivative bound from below is controlled by the subsolution u. The estimate from above follows
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from condition (1.6) and the ellipticity, which implies △u > Aii, (see proof of Theorem 14.1 in [11]).
Combining with (4.5), we have
(4.6) |Du| 6 K1, in Ω¯,
where K1 depends on ‖u‖C1(Ω) and ‖ϕ‖C1(Ω).
As we shall indicate below, for the special cases of prescribed Jacobian and optimal transportation
equations, the above conditions can be relaxed.
To complete the proof of Theorem 1.3, we have from Theorem 1.2 and the C1 bounds (4.1) and
(4.6), uniform estimates in C2(Ω¯) for classical elliptic solutions of the Dirichlet problems:
(4.7)
{
det{D2u−A(x,Du)} = tB(x,Du) + (1− t) det{D2u−A(x,Du)} in Ω,
u = ϕ on ∂Ω,
for 0 6 t 6 1. Theorem 1.3 then follows from the Evans - Krylov second derivative Ho¨lder estimates of
Evans, Krylov and Caffarelli-Nirenberg-Spruck, (see for example [11], Theorems 17.26, 17.26’), and the
method of continuity ([11], Theorem 17.8). The uniqueness assertion is immediate from the maximum
principle.
Remark 4.1. We remark that the classical solution u belongs to C∞(Ω¯) if both A and B are C∞
functions on Ω¯ × Rn, as well as ∂Ω ∈ C∞, ϕ ∈ C∞(∂Ω). Under the stated hypotheses it also follows
from the linear theory [11] that the solution u ∈ C3,α(Ω¯) for all α < 1. In fact we have the stronger
inclusion, u ∈W 4,p(Ω) for all p <∞ and this would in fact suffice for the argument in Section 2. Note
that we only use u ∈ C3(Ω¯) in Section 3.
Remark 4.2. As a special case for Monge-Ampe`re type equation (1.1), the existence results for the
classical solutions to the Dirichlet problem for the equation det(uij + σij(x)) = ψ(x) treated in the
strictly convex domain in [1, 2] can be generalized to non-convex domains. Also, the equation with
general right hand side treated by Li [15] can be generalized to non-convex domains.
Remark 4.3. For the relationship with equations arising in conformal geometry the reader is referred
to [9] where a similar barrier argument for boundary estimates is used.
In the remainder of this paper, we discuss the application to optimal transportation and prescribed
Jacobian equations. Optimal transportation problems have received a lot of attention in recent years
and for the basic theory, we refer to the the books, [30, 31]. Letting Y be a C1 mapping from Ω×R×Rn
to Rn and u a function in C2(Ω), we define a mapping T = Tu : Ω→ Rn by setting Tu = Y (·, u,Du).
The corresponding prescribed Jacobian equation may be written the form
(4.8) |detDT | = ψ(·, u,Du)
for a given positive function ψ on Ω × R × Rn. If detDpY 6= 0, we can then write equation (4.8), for
elliptic solutions u, as an equation of Monge-Ampe`re type
(4.9) det[D2u−A(·, u,Du)] = B(·, u,Du)
with matrix function A and scalar function B given by
(4.10)
A(·, u, p) = −Y −1p (Yx + Yu ⊗ p),
B(·, u, p) = |detYp|
−1ψ,
so that when Y and ψ are independent of u, (and B is positive), we obtain a Monge-Ampe`re type
equation of the form (1.1) considered here. Optimal transportation equations are the special cases
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where the mapping Y is generated by a cost function c satisfying conditions (A1) and (A2) as formulated
in the introduction. We then have, in accordance with (1.5),
(4.11)
Y −1p = D
2
x,yc(·, Y ),
A(·, p) = D2xc(·, Y ),
B(·, p) = |detD2x,yc|ψ > 0.
The natural boundary condition for prescribed Jacobian equations is the prescription of the image
T (Ω). The existence of classical solutions is treated in [24], which extends the optimal transportation
case in [28]. However the classical Dirichlet problem in small balls has been used for local regularity
arguments in [18, 27, 32]. Clearly, the estimates in Theorem 1.1 and 1.2 extend immediately to embrace
prescribed Jacobian and optimal transportation equations under regularity of the matrix functions A
given by (4.10) and (4.11). For the above solution and gradient estimates some relaxation of our
additional hypotheses is possible. First we note that for any vector ξ ∈ Rn, the quantity Tu · ξ must
assume its maximum and minimum values on the boundary ∂Ω since detDT 6= 0. In the optimal
transportation case this immediately provides a bound for the gradient in term of its boundary trace
since Du = cx(·, Tu) in Ω. Also in the optimal transportation case, functions of the form u¯ = c(·, y0) are
solutions of the homogeneous equation so we automatically obtain solution bounds. For an arbitrary
domain Ω, a condition of the type (1.6) would still be required for the boundary gradient estimate or
more generally the existence of a supersolution u¯ satisfying u¯ = ϕ on ∂Ω. However if the solution is
c-convex in Ω, that is at each x0 ∈ Ω, there exists y0 ∈ R
n, such that
(4.12) u(x) > u(x0) + c(x, y0)− c(x0, y0)
in Ω, then we have Tu(Ω) ⊂ Tu(Ω) by virtual of the monotonicity property ([18], Lemma 4.3), and
the global gradient bound follows immediately. From [27], we know that an elliptic solution will be
c-convex in Ω if Ω is c-convex with respect to each y ∈ Rn, that is the images cy(·, y)(Ω) are convex in
R
n. Consequently, we have the following existence theorem for optimal transportation equations.
Theorem 4.1. Let c ∈ C4(Rn × Rn) be a cost function satisfying (A1), (A2) with regular matrix
function A given by (1.5) and B ∈ C2(Ω¯×Rn) satisfying inf B > 0. Suppose there exists a subsolution
u ∈ C2(Ω¯) of equation (1.1) in Ω, satisfying u = ϕ on ∂Ω. Then if there also exists a supersolution
u¯, = ϕ on ∂Ω, or if Ω is c-convex with respect to all y ∈ Rn, there exists a unique classical solution
u ∈ C2(Ω¯) of the Dirichlet problem (1.1) with u > u in Ω.
Remark 4.4. A concept of generalized solution for optimal transportation equations, extending that
of Aleksandrov for the standard Monge-Ampe`re equation, is also introduced in [18] and the Dirichlet
problem for generalized solutions is considered in [10]. Without the regularity assumption, this notion
can be non-local as shown by Loeper [17] and thus is not really a weak form of the classical notion.
Remark 4.5. These results also extend to the more general Monge-Ampe`re type equations (4.9) for A
and B satisfying
DuAijξiξj > 0, Bu > 0
for all (x, u, p) ∈ Ω × R × Rn. In this generality, Theorem 4.1 also extends to embrace prescribed
Jacobian equations with mappings Y determined by generating functions as in [25].
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