matrix-form LSQR iteration method to compute the least-squares symmetric and antisymmetric solutions were given by Qiu et al. (2007) . The matrix-form BiCOR, CORS and GPBiCG iteration methods and the matrix-form CGNE iteration method to solve the extension from of the matrix Eq. (1) were studied by Hajarian (2015a, b) and Dehghan et al. (2010) , respectively.
The problem of finding a nearest matrix in the symmetric solution set of the matrix Eq.
(1) to a given matrix in the sense of the Frobenius norm, that is, finding X such that is called the matrix nearness problem. The matrix nearness problem is initially proposed in the processes of test or the recovery of linear systems due to incomplete dates or revising dates. A preliminary estimate X of the unknown matrix X can be obtained by the experimental observation values and the information of static distribution. The matrix nearness problem (2) with unknown matrix X being symmetric, skew-symmetric and generalized reflexive were considered by Liao et al. (2007) (see also Peng et al. 2005) , Huang et al. (2008) and Yuan et al. (2008) , respectively. The approaches taken in these papers include the generalized singular value decomposition method and the matrixform CGNE iteration method. In addition, there are many important results on the discussions of the matrix nearness problem associated with the other matrix equations, we refer the readers to (Chu and Golub 2005; Deng and Hu 2005; Higham 1988; Jin and Wei 2004; Konstaintinov et al. 2003; Penrose 1956 ) and references therein.
In this paper, we continue to consider the matrix nearness problem (2). By discussing the equivalent form of the matrix nearness problem (2), we derive some necessary and sufficient conditions for the matrix X * is a solution of the matrix nearness problem (2). Based on the idea of the alternating variable minimization with multiplier (AVMM) method (Bai and Tao 2015) , we propose two iterative methods to compute the solution of the matrix nearness problem (2), and analyze the global convergence results of the proposed algorithms. Numerical comparisons with some existing methods are also given.
Throughout this paper the following notations are used. R m×n and SR n×n denote the set of m × n real matrices and the set of n × n real symmetric matrices. I denote the identity matrix with size implied by context. A + denote the Moore-Penrose generalized inverse of the matrix A. Define the inner product in space R m×n by �A, B� = tr(A T B) for all A, B ∈ R m×n , then the associated norm is the Frobenius norm, and denoted by A .
Iteration methods to solve the matrix nearness problem (2)
In this section we first give the equivalent constrained optimization problems of the matrix nearness problem (2), and discuss the properties of the solutions of these constrained optimization problems. Then we propose iteration methods to compute the solution of the equivalent constrained optimization problems, and hence to compute the solution of the matrix nearness problem (2). Finally, we prove some convergence theorems of the proposed algorithms.
Obviously, the matrix nearness problem (2) is equivalent to the following constrained optimization problem 
holds for all X ∈ SR n×n , Y ∈ R m×n with AX − Y = 0 and YB − C = 0. That is, the matrix pair [X * . . .Y * ] is a solution of the constrained optimization problem (3).
Conversely, if the matrix pair [X * . . .Y * ] is a global solution of the constrained optimization problem (3), then the matrix pair [X * . . .Y * ] certainly satisfies Karush-Kuhn-Tucker conditions of the constrained optimization problem (3). That is, there exist matrices M * ∈ R m×n and N * ∈ R m×p such that satisfy conditions (5) (6) (7) (8) . Proof The proof is similar to Theorem 1 and is omitted here. □
Let
We propose an iteration method to solve the constrained optimization (3), and hence to solve the matrix nearness problem (2) as follows.
Algorithm 1
Step 1. Input the matrices A, B, C,X and the tolerance ε > 0. Choose the initial matrices Y 0 , M 0 , N 0 and the parameters α, β > 0. Set k ← 0.
Step 2. Exit if a stopping criterion has been met.
Step 3. Compute Set k ← k + 1 and go to Step 2.
Step 4. Let
We similarly propose an iteration method to solve the constrained optimization (4), and hence to solve the matrix nearness problem (2) as follows.
(13)
Algorithm 2
Step 3. Compute
Step 4. Set k ← k + 1 and go to Step 2.
For the Algorithm 1 and 2, the most of time consumption is compute X k+1 and Y k+1 . Below, we discuss how to compute X k+1 and Y k+1 . Firstly, X k+1 in (14) can be expressed as
X k+1 in (19) can be expressed as where
To solve the problems (23) and (24), we give the following Lemma 1.
Lemma 1 (Sun 1988 ) Given matrices B ∈ R n×n and , Noting that the matrix S in (23) is full column rank, the singular value decomposition (SVD) of the matrix S can be expressed as
, V ∈ R n×n are orthogonal matrices, U 1 ∈ R (m+n)×n . Hence, X k+1 in (23) can be expressed as Let T = U T 1 TV , we have by Lemma 1 that X k+1 in (23) can be expressed as Analogously, the matrix S in (24) is full row rank, and the SVD of S can be expressed as where � = diag(σ 1 , . . . , σ n ), σ i > 0, and P ∈ R n×n , Q = (Q 1 , Q 2 ) ∈ R (n+p)×(n+p) are the orthogonal matrices, Q 1 ∈ R (n+p)×n , and X k+1 in (24) can be expressed as where T = P T TQ 1 . Then, we change our attention to compute Y k+1 . By simply changing, Y k+1 in (15) can be expressed as and Y k+1 in (20) can be expressed as Next, we discuss the global convergence of Algorithm 1 and 2. Note that Algorithm 2 is similar to Algorithm 1, we only discuss the convergence of Algorithm 1. 
then, the following inequality holds
Proof Since (X * , Y * , M * , N * ) is a saddle point, we have by the saddle point theorem (Bjorck 2006 
where the first equality is the first-order optimality condition of the problem (14), and the second equality is followed by Algorithm 1. This implies that Hence, we have
where the first equality is the first-order optimality condition of the problem (15), and the second equality is followed by Algorithm 1. This implies that
by taking limit, respectively, the Eqs. (27) and (29), and (11) and (12) are hold by
Hence, we have by Theorem 1 that the matrix pair [X * . . .Y * ] is a solution of the constrained optimization problem (3), and hence is a solution of the matrix nearness problem (2). In addition, Note that the subjective function of the constrained optimization problem (3) is a strictly convex functions and the constrained set 
Numerical experiments
In this section, we compare Algorithm 1 and 2 with existing two methods proposed in Peng 2010 ), denoted, respectively, by CG and LSQR. Our computational experiments were performed on an IBM ThinkPad T410 with 2.5 GHz and 3.0 RAM. All tests were performed in MATLAB 7.1 with a 64-bit Windows 7 operating system. In the implementation of Algorithm 1 and 2, we take parameters α = β = 10. The initial matrices Y 0 , M 0 , N 0 in Algorithm 1 and 2, and X 0 in Algorithm CG and LSQR are chosen as zeros matrices. All of algorithms, the small tolerance ε = 10 −8 and the termination criterion are chosen as �AX k B − C� ≤ ε. In addition, the maximum iterations numbers of the three methods is limited within 20000.
For the matrix nearness problem (2), the matrices A, B,X and C are given as follows (in MATLAB style): A = randn(m, n), B = randn(n, p), X = randn(n, n), C = AX 0 B with 
Here the matrix C is chosen in this way to guarantee that the matrix nearness problem (2) is solvable.
In Table 1 , we report the iteration CPU time ('CPU') and the iteration numbers ('IT') based on their average values of 10 repeated tests with randomly generated matrices A, B and C for each problem size in each tests.
Based on the tests reported in Table 1 and many other performed unreported tests which show similar patterns, we have the following results: when m, p ≫ n, Algorithm 1 and 2 are more effective than Algorithms CG and LSQR. But when m ≈ p ≈ n, Algorithm CG and LSQR are relatively more effective than Algorithms 1 and 2. When p < m and m ≫ n, Algorithm 2 is the most effective, and Algorithm 1 is the most effective when m < p and p ≫ n.
Conclusions
In this paper, we have considered the matrix nearness problem (2), i.e., finding the matrix nearness solution X * of matrix equation AXB = C to a given matrix X . By discussing equivalent form of the considered problem, we have derived some necessary and sufficient conditions for the matrix X * is a solution of the considered problem. Based on the idea of the alternating variable minimization with multiplier method, we have proposed two iterative methods to compute the solution of the considered problem, and have analyzed global convergence results of the proposed algorithms. Numerical results illustrate proposed methods are more effective than existing two methods proposed in Peng et al. (2005) and Peng (2010) .
