If G is an abelian group, then G # denotes G equipped with the weakest topology that makes every character of G continuous. This is the Bohr topology of G. If G = Z , the additive group of the integers, and
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2 group, and form its character group, denoted by bG = ? ? G , consisting of all homomorphisms from ? G into T. Then bG is the Bohr compacti cation of G. The same identi cation now makes G into a dense subgroup of bG. The subspace topology on G bG is called the Bohr topology, and G # denotes the group G given this topology.
More concretely, basic neighborhoods of 0 in G # are of the form W( ; 1 ; : : :; n ) = fx 2 G : j 1 (x) ? 1j < & & j n (x) ? 1j < g ; where n is nite and 1 ; : : : ; n 2 ?. Basic neighborhoods of other elements are obtained by translation. Thus, the topology of G # is the weakest one which makes all the characters of G continuous. When G = Z , the group of integers, then ? = T, and the characters are all of the form x 7 ! e ix for some real .
Basic properties of G # can be deduced directly from this description. For example, every group homomorphism from G to another abelian group K is continuous, viewed as a map from G # to K # . To prove this, it is su cient to prove that is continuous at 0, which follows from the fact that the inverse image of a basic neighborhood of 0 in K { that is, ?1 (W( ; 1 ; : : :; n )) { is just W( ; 1 ; : : :; n )), which is open in G # . It follows that every subgroup H of G is closed in G # , since H = ?1 f0g, where : G ! G=H. Now, bG may be characterized abstractly by its properties: bG is the unique (up to continuous isomorphism) compact group Y such that G is dense in Y and every character of G extends to a continuous character of Y . From this, it is easy to see that if H is a subgroup of G, then bH is a closed subgroup of bG: Let X be the closure of H in bG. Then H is dense in X, and every character of H extends to X by extending rst to a character of G (which is possible since T is divisible), and then extending to bG. Hence, X is bH.
These basic constructions are contained in texts on harmonic analysis, such as 4] 10] 20]. In addition, the literature contains some more detailed structural information about G # and bG, which we review brie y.
De nition 1.1 A G is called an I 0 -set, or an interpolation set, i for all E A, the closures of E and of AnE are disjoint in bG.
INTRODUCTION 3
subsets of G which are relatively discrete in the topology G # and are Cembedded in bG. For more details, see Kahane 11] Chapitre Xx2. In general, a subset A of a compact Hausdor space X is said to be C -embedded in X i every bounded f 2 C(A) can be extended to a function in C(X); in the special case at hand, when A is discrete in its relative topology, this is equivalent to saying that E \ AnE = ; for all E A. For more on these notions, see Gillman and Jerison 5] . Theorem 1.2 (Hartman and Ryll-Nardzewski 9]) In every abelian group G, there is an I 0 -set A G with jAj = jGj.
Here, we are using jXj for the cardinality of the set X.
Of course, when G is nite, we may take A = G. When G is in nite, the proof splits into cases, with the hardest case being G = Z .
If A is an I 0 set, then its closure in bG is homeomorphic to A (the Cech compacti cation of A with the discrete topology). So, if A is an in nite I 0 set, it will have 2 2 jAj limit points in bG. All of these limit points lie outside of G, however, by: Theorem 1.3 If A G is an I 0 -set, then no element of G is a limit point of A in G # .
This theorem was rst discovered by Ryll- Nardzewski 21] . A di erent proof is due to L. T. Ramsey 17 ]. Ramsey's method of proof was discovered independently by Arkhangel'skii (see 1]) in the context of C p theory; this applies because G # is a subspace of C p (?). See 7] for more on the relations between C p theory and Bohr topologies.
In somewhat the opposite direction, K. P. Hart and J. van Mill 8] showed that if G is an in nite boolean group (8x(x+x = 0)), then there is an in nite E G such that 0 is a limit point of E and every point of E other then 0 is isolated in E. Their E was of the form A ? A = A + A, where A was an independent subset of G. In fact, there is such an E for every G. We shall show (after proving Lemma 3.7): Theorem 1.4 Every in nite abelian group G contains a subset A such that jAj = jGj and: 1. A is an I 0 -set.
2. 0 is the unique limit point of A ? A in G # . 3 . If the index of fx 2 G : x + x = 0g in G equals jGj, then A + A has no limit points in G # . Then, in Section 3, we handle the other cases by examining more closely how the algebraic structure of an abelian group G a ects the character group ? G . This structure theory is also applied with G = T to describe the topology of bZ. In Section 4, we study uniformly distributed sequences in ? G . In Section 5, this knowledge is applied to describe the topology on sequences de ned by polynomial functions. For example (Theorem 5.4), if f(x) is a non-constant polynomial with integer coe cients, then its range is dense in itself in Z # . When f(x) = x k , its range is also closed in Z # (Theorem 5.5), but this is not true for all polynomials. For example, it is true for some, but not all, quadratic polynomials (Theorem 5.6). Questions about the Haar measure of the closure (in bZ) of the range of a polynomial are taken up in Section 6.
HADAMARD SETS
In Section 7, we study (p) sets and Sidon sets in Z . In Lemma 1.5 above, if A is an I 0 set, one can get a fairly simple description of the topology of A ? A; see Lemma 7.2. Now, if A is a Hadamard set, then A ? A is a (p) set for all p < 1; we use a similar argument, plus our description of the topology, to construct another (p) set which is dense in Z # . It is well-known that A?A is not a Sidon set. In fact, we shall show that every Sidon subset of A ? A is discrete in Z # . It is still unknown whether there is a non-discrete Sidon set.
Hadamard Sets
The following general result will be useful in proving theorems about A ? A: Lemma 2.1 If A; B G are both I 0 sets, and x 2 G is a limit point of A?B in G # , then x is also a limit point of (AnP) ? (BnQ) 3. A + A has no limit points in Z # . The fact that A is an I 0 -set is well-known (see, e.g., Kahane 11 ] Chapitre Xxx2,3), but we include the proof, since all three parts follow by the following general technique for constructing characters, which might be useful for other \thin" sets of integers.
General Construction. For now, assume only that A = fa n : n 2 Ng Zand that 0 < a 0 < a 1 < . Say we are given \target angles" t n for n 2 N, and we would like to construct a character ' such that '(a n ) e itn for each n. So, '(x) = e ix , for some to be determined, and we would like each a n t n (mod 2 ). To do this, we nd n for n 2 N, with each a n n = t n + 2 k n , where the k n 2 Z will be chosen inductively. Let n = n+1 ? n ; we try to keep these small so that the n converge rapidly. We can let k 0 = 0 and 0 = t 0 =a 0 . Given k n (and hence n ), we choose an integer k n+1 and then set n+1 = t n+1 =a n+1 + 2 k n+1 =a n+1 . As k n+1 varies over Z , these possible values for n+1 are spaced 2 =a n+1 apart, so we can always choose k n+1 so that j n j = j n+1 ? n j =a n+1 . Assuming only that P n 1 an < 1, we know that the n converge to some limit . If we set L n = a n 1 a n+1 + 1 a n+2 + ;
we have ja n ? t n ? 2 k n j = ja n ? a n n j a n j n j + j n+1 j + ] L n :
So, we have constructed ' such that each '(a n ) lies on the arc of length 2L n centered at e itn . Of course, this is useless unless L n < . Finally, if r is any element of Z , a similar argument shows that r is not a limit point of A + A. If M is large, we can choose ' such that '(r) 1 and '(a n ) i for each n, so that '(a m + a n ) ?1. Then, for smaller M, we partition A as in the A ? A proof.
Abelian Groups
We shall use some structure theory for abelian groups to study their character groups and their Bohr topologies. The material through Lemma 3.7 is known or follows easily from known results (see Kaplansky 12] , or Appendix A of Hewitt and Ross 10]), but we include proofs to show that what we need can be derived quickly from what is available in college algebra texts, without going deeply into abelian group theory. We rst note that one can often construct characters with speci c properties by prescribing their values on an independent set:
De nition 3.1 If S G, then hSi is the subgroup of G generated by S.
A G is independent i 0 = 2 A and hXi \ hAnXi = f0g for all X A. Lemma 3.2 Suppose that A is an independent subset of the abelian group G and ' 0 : A ! T is any map such that (' 0 (x)) n = 1 whenever x 2 A has some nite order, n. Then there is a character ' of G which extends ' 0 .
This makes the proof of Theorem 1.4 easy in the case that there is a large independent set: Corollary 3.3 Suppose that A is an in nite independent subset of the abelian group G. Then A is an I 0 -set, and 0 is the unique limit point of A?A in G # . Furthermore, if A contains no elements of order 2, then A + A has no limit points in G # .
Proof. To see that A is an I 0 -set, x E A; then by independence and Lemma 3.2, there is a character ' which maps E to 1 and AnE to the arc fe ix : =2 x 3 =2g, so that E and AnE have disjoint closures in bG.
Next, suppose r 2 G is a limit point of A ? A in G # . Let H = hAi. Since every subgroup is closed in G # , we have r 2 H, so r 2 hCi for some nite C A. Let A 0 = AnC. By Lemma 2.1, r is also a limit point of A 0 ? A 0 . Then, if r 6 = 0, we can apply independence of frg A 0 to get a character ' with '(r) 6 = 1 and '(x) = 1 for all x 2 A 0 , and hence all x 2 A 0 ? A 0 , which yields a contradiction.
Finally, the same argument shows that A+A can have no limit point in G # except possibly 0. But, now, since A contains no element of order 2, we may get a character ' to map all elements of A to the arc fe ix : 2 =5 x 2 =3g, and hence all elements of A + A to the arc fe ix : 4 =5 x 4 =3g, which does not contain 1 = '(0).
In some cases, large independent sets are easily produced by Corollary 3.5. ord(x) = pgj. Then:
1. jGj = max( ; @ 0 ).
2. If is nite, then G contains an isomorphic copy of Z p 1.
Proof. View G as a tree, whose root is the element 0. The set of children of the node 0 is fy : ord(y) = pg, and the set of children of the node x 6 = 0 is fy : py = xg. Since any two children of a given node must di er by an element of order p, each node has no more than +1 children; hence jGj = max( ; @ 0 ).
For nite , all the levels of the tree are nite, so, by K onig's Lemma, there is a path C = fx j : j 2 Ng through the tree. Then ord(x j ) = p j and px j+1 = x j , so hCi is isomorphic to Z p 1.
To prove Theorem 1.4, we need to show that every in nite G contains an independent set of size jGj, except in two special cases which we can handle separately.
Lemma 3.7 Let G be an abelian group with = jGj @ 0 , and let B = fx 2 G : x + x = 0g: 1. If > @ 0 , then there is an independent A G with jAj = .
2. If = @ 0 , then at least one of the following holds:
a. There is an in nite independent A G. b. G contains a subgroup isomorphic to Z . c. G contains a subgroup isomorphic to some Z p 1.
Furthermore, if jG=Bj = , then the set A in cases 1 or 2a can be taken to contain no elements of order 2.
Proof. Let F be the torsion subgroup. Either jFj = or jG=Fj = (or both).
If jG=Fj = then G does contain a copy of Z(since F 6 = G), so we are done unless > @ 0 , in which case we apply Corollary 3.5 to get an independent subset of G=F of the form fF + a : 2 g; here, we view elements of G=F as cosets of F. Then fa : 2 g is an independent subset of G. If a n . Although A is not independent, we have enough freedom in de ning characters inductively on the a n to repeat the arguments of the other two cases. Speci cally, since d 3, whenever we are given arcs K n T of length 2 =3, we may nd a character ' of Z p 1 such that '(a n ) 2 K n for all n.
Using this, we may show that A is an I 0 set: Fix any E N, and choose ' such that '(a n ) 2 fe ix : ? =3 x =3g for n 2 E and '(a n ) 2 fe ix :
2 =3 x 4 =3g for n = 2 E. This shows that fa n : n 2 Eg and fa n : n = 2 Eg have disjoint closures in bG. Likewise, we may show that 0 is not in the closure of A + A, by de ning ' so that '(a n ) 2 fe ix : =6 x 5 =6g for all n, so that '(b) 2 fe ix : =3 x 5 =3g for all b 2 A + A.
Finally, x c 6 = 0 in Z p 1, and we show that c cannot be a limit point of A ? A or A + A. Let be the \usual" isomorphic embedding of Z p 1 into T; so, (a n ) = e 2 i=d n+1 . Since (c) 6 = 1 and (a n ) ! 1, there must be an N 2 N such that (c) is not in the closure of f (a n a m ) : m; n Ng, so that c is not in the closure of fa n a m : m; n Ng. But then, by Lemma 2.1, c is not a limit point of A + A or A ? A.
We now describe the topology of the character group in more detail.
De nition 3. In particular, we may apply this with G = Tand ? = bZto get a description of the topology of bZand hence of Z # . In this case, it is somewhat simpler to apply the exponential map and index the neighborhoods by angles, rather than elements of T. We now use structure theory to describe the characters which are 1-1 on G.
De nition 3.13 If G is any discrete abelian group with character group ?, then = ? is the set of 2 ? such that maps G 1-1 into T.
Equivalently, such have kernel equal to f0g. Lemma 3.14 2 i ord(x) = ord( (x)) for all x 2 G.
In particular, arg( (x))= is irrational whenever ord(x) = 1 and 2 . Theorem 3.15 ? 6 = ; i jGj 2 @ 0 and, for each prime p, the primary component F p of G is isomorphic to Z p k for some k = k p 2 f0; 1; 2; : : : ; 1g. Proof. If 2 , then jGj = j (G)j jTj = 2 @ 0 . Also, the fact that F p is isomorphic to some subgroup of T forces F p to be of the form Z p k. Conversely, if each F p is isomorphic to some Z p k, we may easily de ne a 1-1 character 0 on F (since it is su cient to make it 1-1 on each F p ). Now, the quotient G=F is torsion-free, and we may also assume it is divisible, since every torsion-free abelian group is contained in a divisible abelian group of the same cardinality (see Exercise 5 on p. 12 of Kaplansky 12] ). Let A be a basis for G=F (viewed as a vector space over the rationals). Say A = fF +a : 2 g. Since 2 @ 0 , we may choose fd : 2 g 0; 1] so that f1g fd : 2 g is linearly independent over the rationals. We then extend 0 to a 1-1 character by de ning (x + a ) = 0 (x)e id whenever x 2 F.
In the case that ? is a torus, T J , then G is a direct sum of jJj copies of Z , so the theorem implies that ? 6 = ; i jJj 2 @ 0 . This is easier to see directly from the following explicit description of , which follows from Lemma 3.14:
Lemma 3.16 If ? = T J , for some index set J, then (e i j : j 2 J) 2 i the reals f1g f j = : j 2 Jg are linearly independent over the rationals.
When J = f1; : : : ; ng is nite, we see that the elements of T n correspond nicely with the generators of the topology of Z # described in Lemma 3.12. This fortuitous coincidence will be useful later in proving Lemma 5.2. Also, we see that T n has Haar measure 1, but that easily generalizes to: Theorem 3.17 If G is countable and torsion-free, then ( ) = 1, where is the Haar measure on ?.
Proof. Let I = fz 2 T: ord(z) = 1g; these are the z such that arg(z)= is irrational. For each x 2 G, de ne x : ? ! T so that x ( ) = (x). Then x is a continuous homomorphism, and it maps ? onto T (since ord(x) = 1). 1-1; i.e., is in G . The proof of (b) is like the proof of Theorem 3.15, and the proof of (a) is easier.
Since Haar measure is completion regular (see Halmos 6] , Theorem H, Section 64), Theorem 3.18 follows if we can prove that G (E) = 0 whenever E 2 B(? G ) and either E G or E ? G n G . We do this using: 
15
To prove (2): E is a countable boolean combination of closed G sets F 0 ; F 1 ; : : :, and each F n = g ?1 n f0g, where g n 2 C(? G ). There is then a countable set S of characters of ? G (i.e., S G) such that each g n is in the closed subalgebra of C(G) generated by S. Then, let H be the set of all x 2 G such that nx 2 hSi for some n 6 = 0. H is countable because hSi is countable and G is torsion-free, so that for each x, there is at most one n with nx 2 hSi.
Then, let e E = H (E); the construction of H ensures that ?1 H H (E) = E.
Uniform Distribution
We begin with some general results on uniformly distributed sequences, and then use these to study sequences in Z # .
De nition 4.1 A sequence (x n : n 2 N) from a compact group X is uniformly
for all f 2 C(X), where is the Haar probability measure on X. We must be careful to distinguish the sequence (x n : n 2 N) from the set fx n : n 2 Ng in our notation here, since the property depends on the order of enumeration.
Clearly, for any X, the existence of a uniformly distributed sequence in X implies that X is separable. It does not imply that X is second countable, even in the special case when the elements of this sequence are all powers of a given element; see Lemma 4.8 below. First, some elementary facts: Lemma 4.2 If X; Y are compact groups, is a continuous homomorphism from X into Y , and (x n : n 2 N) is uniformly distributed in X, then ( (x n ) : n 2 N) is uniformly distributed in (X). Proof. If is the Haar measure on X, then the induced measure ?1 is the Haar measure on the compact group (X). Lemma 4.3 If X is a group of order m < 1, then (x n : n 2 N) is uniformly distributed in X i fn : x n = yg has asymptotic density 1=m for each y 2 X. The existence of any such forces X to be abelian, since it contains the dense abelian subgroup h i. We thus may as well assume that X = ? = ? G , the character group of the discrete abelian group G. The following criterion for to be S-uniform is simplest when G is torsion-free, since then item b.2 can be deleted: Proof. De ne x ( ) = (x), so that x ( S(n) ) = S(n) (x) = (x) S(n) .
To Note that unless j?j = jGj = 1, given any 2 ?, we can always nd a 1-1 S : N ! Zsuch that is not S-uniform. However, in many cases (Corollary 4.10 below), given any 1-1 S : N ! Z , it is true that is S-uniform for almost every . We rst prove the following lemma, due to Weyl 22] Proof. Note that (a) says that the element 1 2 Zis S-uniform in bZ. Also, 1, regarded as a character of T, is the identity map on T, and hence lies in bZ . So, we can apply Theorem 4.7, with bZand 1 in place of ? and .
5 Polynomial Sequences
Uniform distribution (mod 1) was studied in some detail by Weyl. In particular, the following is a special case of Theorem 9 of 22].
Theorem 5.1 (Weyl) If S(x) is a non-constant polynomial with integer coe cients, then f S(n) : n 2 Ng is uniformly distributed (mod 1) for every irrational .
We shall use Theorem 5.1 to compute the closure of the range of a polynomial in Z # . First, a preliminary lemma: Lemma 5.2 Suppose that E Zand for each m 1, there is a sequence S of elements of E \mZsuch that S is uniformly distributed (mod 1) for every irrational . Then 0 is a limit point of E in Z # .
Proof. We may assume that 0 = 2 E (since uniform distribution does not change if we delete one element), so that we need only show that 0 is in the closure of E. Applying Lemma 3.12, x a basic neighborhood of 0 of the form mZ\V ( ; 1 ; : : :; n ), where m > 0 and 1; 1 = ; : : : ; n = are independent over the rationals. For this m, x an S as hypothesized in the lemma. By Lemma 3.16, (e i 1 ; : : : ; e i n ) is in T n, and is hence S-uniform in T n by Theorem 4.7 applied with G = Z n . In particular, f(e iS(k) 1 ; : : :; e iS(k) n ) : k 2 Ng is dense in T n , so we may x a k such that je iS(k) `? 1j < for each`= 1; : : : ; n. Then S(k) 2 mZ\ V ( ; 1 ; : : :; n ). Proof. It is su cient to x an r = 2 f(Z) and produce an m such that there are no solutions to f(x) r (mod m). So, choose m = 3r 2 , and suppose we could nd an n such that n k r (mod 3r 2 ). We may assume that n > 0 (by adding a multiple of 3r 2 ), and choose t so that n k = r + 3r 2 t = r(1 + 3rt). Since r and 1 + 3rt are relatively prime, we may x y; z 0 such that either 1. r; (1 + 3rt) > 0 and r = y k and 1 + 3rt = z k , or 2. r; (1 + 3rt) < 0 and r = ?y k and 1 + 3rt = ?z k .
But, since r = 2 f(Z), we must have (2) and k must be even. But then (2) yields z k ?1 (mod 3), which is impossible when k is even.
Also, f(Z) is (trivially) closed in Z # whenever f is a linear polynomial, but this need not be true for quadratic polynomials, by the following theorem. As usual, (x; y) denotes the greatest common divisor of x; y, and \xjy" means that y is divisible by x. For ( of (1): Now, we must establish ( ). Since ejc, the polynomial f(x)=e has integer coe cients. Since D is a square, this polynomial has rational roots, so it factors over Z . Thus, we can write ax 2 + bx + c = e( 1 x + 1 )( 2 x + 2 ) ; where `; `2 Zfor`= 1; 2. Since e ( 1 ; 2 ) divides both a and b, and hence e, we must have ( 1 ; 2 ) = 1. Hence, any m may be factored as m = m 1 m 2 , with ( 1 ; m 1 ) = ( 2 ; m 2 ) = (m 1 ; m 2 ) = 1. Now, to prove ( ), choose ns o that ( `n`+ `) 0 (mod m`) for`= 1; 2; this is possible because ì s a unit in the ring Z m`. Then apply the Chinese Remainder Theorem (as in 13], Chapter 3) to x n such that n n`(mod m`) for`= 1; 2; then ( 1 n + 1 )( 2 n + 2 ) 0 (mod m).
For (2), we may rst, by translation, assume that c = 0, so f(x) = ax 2 +bx. Then, we may assume that e = 1, since f(Z) will be closed i 1 e f(Z) is closed. Now, for any k, let g k (x) = ax 2 + bx + k. Then f(Z) will be closed i for each k, if 0 is a limit point of g k (Z) then 0 2 g k (Z). By part (1), 0 is a limit point of g k (Z) i the discriminant b 2 ? 4ak is a square, say s 2 , so 4ak = b 2 ? s 2 . By the quadratic formula, 0 2 g k (Z) i at least one of (?b s)=2a is an integer. 
Haar Measure in bG
Computing the Haar probability measure of speci c sets in bG seems a bit intractable, although some results on such questions were obtained by Blum, Eisenberg, and Hahn 2]. We add a few more results of this type here. We know (1 ? 1=q)
Since F was an arbitrary nite subset of Q, the lemma follows.
Something like this lemma was used in 2] to prove that (A) = 0 in two cases: If A is the set of all primes, let Q = A and let j q = 0. If A = fx k : x 2 Z g, where k 2, let Q be the set of primes q such that q 1 (mod k); an appropriate j q can be found because for q 2 Q, the map x 7 ! x k cannot be a bijection of the cyclic group of order q ? 1 Proof. Let g(x) = f(x+1)?f(x), and let Q be the set of primes q such that g(x) has a root (mod q). For q 2 Q, the polynomial f, viewed as a function from Z q to Z q , fails to be 1-1, so it fails to be onto, so Lemma 6.3 applies here.
To prove that (A) < 1, it is su cient to prove that Q 6 = ;. But if we x any integer j with jg(j)j 2, and let q be any prime divisor of g(j), then q 2 Q.
To prove that (A) = 0, it is su cient to prove that P q2Q 1=q = 1. If f is quadratic, then g is linear; say g(x) = rx + s, and Q contains all primes larger than jrj. If f is cubic, then g is quadratic; say g(x) = rx 2 + sx + t. Let D = s 2 ? 4rt be the discriminant. Let p 1 ; : : : ; p`be the odd prime divisors of D, and let M = 8p 1 : : : p`. We shall show that D is a square in Z q whenever q is a prime and q 1 (mod M). If we do so, then Q will contain all primes q > jrj such that q 1 (mod M), so that P q2Q 1=q = 1 by Dirichlet's Theorem. To simplify notation, we use the Legendre symbol (a j q), de ned whenever a 2 Zand q is an odd prime: if (a; q) = 1, then (a j q) is 1 if a is a quadratic residue (mod q) and ?1 otherwise; (a j q) = 0 whenever qja. Now, we assume that q 1 (mod M) and we must show that (D j q) = 1. Since (ab j q) = (a j q)(b j q) (see 13], Theorem 5-3), it is su cient to prove that (p j q) = 1 for sets C i de ned here need not be disjoint, but they can always be reduced to disjoint sets.
For (3) ) (1) , assume spans E and ( ) < @ 0 . Let A = S i< C i , where is nite, the C i are disjoint, and no edge in has both end-nodes in the same C i . Since A is C -embedded, the C i are also disjoint, so 0 = 2 C i ? C j whenever i 6 = j. Now, E S fC i ? C j : i; j < and i 6 = jg, since this union is closed and contains E. So, 0 = 2 E.
In the case that A Z , X = bZ, and A is a Hadamard set, this lemma will be useful for studying (p) subsets of A ? A. As usual, if f 2 L 1 (T), thenf(n) denotes its n th Fourier coe cient. If E Z , then f is E-spectral i f (n) = 0 whenever n = To prove that E is dense in Z # , it is su cient to show that E contains all positive integers. So, we x a positive q = 2 E and prove that q 2 E; or, equivalently, that 0 2 E ? q. . It is unknown whether there is a Sidon set with a limit point in Z # , although Ramsey 18] showed that if there is such a set, then there is another Sidon set which is dense in Z # .
Theorem 7.15 below indicates that one cannot construct a Sidon set with a limit point by using the method of Theorems 7.7 and 7.8. To prove this, we use, as did Ramsey, the following combinatorial characterization of Sidon sets.
De nition 7.10 A set P Zis quasi-independent i P n j=i k j x j 6 = 0 whenever n 1, the x j are distinct elements of P, and all the k j 2 f?1; 1g. Theorem 7.11 (Pisier 16] ) A set E Z is Sidon i there is a positive C 2 N such that every nite P E contains a quasi-independent subset Q with jQj jPj=C. Now, if we consider Sidon subsets of A ? A, we can relate Pisier's characterization to properties of the associated graph. A cycle in a graph is a sequence of distinct nodes, (a 0 ; : : :; a n?1 ), such that n 3 and all the edges fa 0 ; a 1 g; : : :fa n?2 ; a n?1 g; fa n?1 ; a 0 g are in . The next two lemmas show that cycles in the associated graph destroy quasi-independence, whereas graphs with large chromatic number contain cycles.
Lemma 7.12 If A Z , Q is a quasi-independent subset of A ? A, and is a minimal spanning A-graph for Q, then contains no cycles.
Proof. Suppose that (a 0 ; : : :; a n?1 ) were a cycle in . Let e j = a j ? a j+1 for 0 j n ? 1, where we set a n = a 0 . Note that e j 6 = e k when j 6 = k, since a j ? a j+1 = (a k ? a k+1 ) would contradict minimality of . But then e 0 + +e n?1 = 0 and each e j or ?e j is in Q, contradicting quasi-independence of Q.
De nition 7.13 If is an A-graph, and B A, then B is the set of edges of which have both their end-nodes in B.
Lemma 7.14 Suppose that is an A-graph, C is a positive integer, and ( ) 2C + 1. Then there is a nite set B A such that every subgraph B with j j j B j=C contains a cycle. Proof. Among the nite B A with ( B ) 2C +1, x one that is minimal { that is, ( Bnfbg ) 2C for each b 2 B. It follows that each b 2 B lies on at least 2C edges in B (otherwise, one could color B with 2C colors by rst coloring Bnfbg). Counting edges and nodes then yields 2j B j 2C jBj. Thus, if is as in the statement of the lemma, j j jBj. Thus, has at least as many edges as nodes, whereas nite acyclic graphs have more nodes than edges.
Combining these two lemmas:
Theorem 7.15 If A N is a Hadamard set and E A ? A is a Sidon set, then E has no limit points in Z # .
Proof. The only possible limit point of E is 0 by Theorem 2.3.2. Assume that 0 is a limit point and that E is Sidon. We may assume that 0 6 = E.
Choose a minimal spanning A-graph for E, and x C as in Pisier's Theorem 7.11. Since A is Hadamard, it is C -embedded in bZby Theorem 2.3, so we may apply Lemma 7.2 to conclude that ( ) = @ 0 > 2C + 1. Now, x a nite B A satisfying the conclusion to Lemma 7.14.
For each fa; bg 2 B , choose e fa;bg 2 E so that e fa;bg is either a ? b or b ? a. Let P = fe fa;bg : fa; bg 2 B g. Then jPj = j B j. Applying Pisier's criterion, x Q P such that jQj jPj=C and Q is quasi-independent. Let be the subgraph of B such that Q = fe fa;bg : fa; bg 2 g. Then is a minimal spanning graph for Q, so that contains no cycles by Lemma 7.12.
On the other hand, j j = jQj jPj=C = j B j=C, so that contains a cycle by Lemma 7.14. This contradiction proves the theorem.
