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INTEGRAL POINTS ON MARKOFF TYPE CUBIC SURFACES
AMIT GHOSH AND PETER SARNAK
ABSTRACT. For integers k, we consider the affine cubic surface Vk given by M(x) =
x21 + x
2
2 + x
2
3− x1x2x3 = k. We show that for almost all k the Hasse Principle holds, namely
that Vk(Z) is non-empty if Vk(Zp) is non-empty for all primes p, and that there are infinitely
many k’s for which it fails. The Markoff morphisms act on Vk(Z) with finitely many orbits
and a numerical study points to some basic conjectures about these “class numbers” and
Hasse failures. Some of the analysis may be extended to less special affine cubic surfaces.
1. Introduction
Little is known about the values at integers assumed by affine cubic forms F in three variables.
Unless otherwise stated, by an affine form f in n-variables we mean f ∈ Z[x1, . . . ,xn]
whose leading homogeneous term f0 is non-degenerate and such that f − k is (absolutely)
irreducible for all constants k. For k 6= 0 set
(1.1) Vk,F = {x = (x1,x2,x3) : F(x) = k},
and vF(k) := |Vk,F(Z)|. The basic question is for which k is Vk,F(Z) 6= /0, or more generally
infinite or Zariski dense in Vk,F ?
A prime example for us is F = S, the sum of three cubes:
(1.2) S(x1,x2,x3) = x31+ x
3
2+ x
3
3.
There are obvious local congruence obstructions, namely that Vk,S(Z)= /0 if k≡ 4, 5(mod9),
but beyond that it is possible that the answers to all three questions is yes for all the other
k’s, which we call the admissible values (see [Mor69], [CV94]). It is known that strong
approximation in its strongest form fails for Vk,S(Z); the global obstruction coming from
an application of cubic reciprocity ([Cas85], [HB92], [CTW12]). Moreover, [Leh56] and
[Beu95] show that V1,S(Z) is Zariski dense in V1,S.
The case when the cubic polynomial F(x1,x2,x3) factors into linear factors is a torus and
it can be studied algebraically using divisor theory, and is apparently quite different to our
irreducible F . If F is the split norm form N(x) = x1x2x3, then every Vk,N is non-empty, and
for k non-zero, vN(k) is finite and is a divisor function.
For aQ-anistropic torus given by N(x) =NmK/Q(α1x1+α2x2+α3x3), where α1, α2, α3
is a Z-basis of an order in a cubic number field K, the Dirichlet Unit Theorem coupled
with the action w→ uw of the unit group on the homogeneous space and the theory of
divisors, allows for the study of Vk,N(Z). It consists of a finite number hN(k) of orbits
(putting hN(k) = vN(k) = 0 if Vk,N = /0), is infinite if it is non-empty and is Zariski dense if
K is totally real. The dependence of hN(k) on k is subtle, especially if the class number H
of the order is not one. Most k’s are not represented; in fact [Odo77] shows that
(1.3)
∣∣{|k| ≤ X : vN(k) 6= 0}∣∣∼ 1H ∣∣{|k| ≤ X : k admissible}∣∣∼CX(logX)− 23 ,
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as X → ∞ . The projective question of the density of Hasse failures for norms of elements
in a number field K is studied in [BN16].
To measure the richness of representations by f , we say that f is perfect if Vk, f (Z) is
Zariski dense in Vk, f for all but finitely many admissible k’s; we say it is almost perfect if
the same holds for almost all admissible k (in the sense of natural density); and f is full
if v f (k)→ ∞ as k→ ∞ for almost all admissible k’s. For an affine form, it follows from
[LW54] and [Sch76] that the admissible k’s are given in terms of a congruence condition as
in the case of S.
Much more is known about cubic forms in the “subcritical” case of forms in four or
more variables or diagonal forms f = xa11 + . . .+ x
ab
b with ∑
b
j=1 a
−1
j > 1 and b ≥ 3 (see
[Hoo16], [VW02], [Bro15] for example) and in the “super-critical" case of two variables
([FZ14]). The basic analytic feature in the subcritical case is that the average number of
representations of k is kδ (logk)A for some δ > 0, while in the critical case, δ = 0. If f is a
cubic polynomial, n≥ 10 and f0 is nonsingular then f is perfect ([BHB09])1. In a recent
paper [Hoo16], it is shown that if f = f0 and is nonsingular with n≥ 5, then f is full, while
conditional on the Riemann Hypothesis for certain Hasse-Weil L-functions, the same is true
for n≥ 4. Moreover, it is conjectured there that any such f with n≥ 4 is perfect. For cubic
f in two variables (supercritical case) the celebrated theorems ([Thu09], [Sie29]) assert that
Vk, f (Z) is finite and moreover only for very few of the admissible k’s is Vk, f (Z) non-empty
([Sch87]).
Returning to the critical dimension n = 3 for affine cubic forms, there are well-known
examples of F which are not perfect, see ([Mor53], [CG66])2 and also our example of M
below; however it is possible that F is always full (see the discussion at the end of the
Introduction).
This paper is concerned with F = M
(1.4) M(x) = x21+ x
2
2+ x
2
3− x1x2x3.
The affine cubic surface V0,M(Z) was studied by Markoff. The points (x1,x2,x3) ∈V0,M(Z)
with x j ∈ N are essentially the “Markoff triples” (see [Mar79], [Mar80]). The reason that
one can study V0,M(Z), or more generally Vk,M(Z) is that there is a descent group action
albeit non-linear. The Vieta involutions Vj with V1(x1,x2,x3) = (x2x3− x1,x2,x3) and
similarly for V2, V3, preserve M, as do permutations of the x j’s and switching the signs of
two of the x j’s. We denote by Γ the group of polynomial affine transformations generated
as above. Γ preserves Vk,M(Z) and, except for the case of the Cayley cubic with k = 4
(see Sec. 4.3), Vk,M(Z) decomposes into a finite number hM(k) of Γ-orbits. For example,
if k = 0, then hM(0) = 2 corresponds to the orbits of (0,0,0) and (3,3,3) ([Mar80]). If
Vk,M(Z) 6= /0 (so that hM(k)> 0) and k ≥ 5 or k < 0 with k not a square, which will be our
cases of interest, then each Γ-orbit is infinite and even Zariski dense in Vk,M (see [CZ06],
[CL09] and Sec. 5). In particular, for k ≥ 5 and k not a square, or k ≤ 0
(1.5) Vk,M(Z) 6= /0 iff Vk,M(Z) is Zariski dense in Vk,M.
Moreover, Vk,M(Z) contains polynomial parametric solutions (x1(m),x2(m),x3(m)) if and
only if k = 4+ ν2, in which case it contains a line (see Sec. 5 for a direct proof). In
[BGS16b] and [BGS16a], it is shown that these affine cubic surfaces with Vk,M(Z) 6= /0
1They show that |Vk, f (Z)|= ∞ for k admissible from an asymptotic count which is flexible enough to deduce that
Vk, f (Z) is Zariski dense in Vk, f .
2The projective cubic surface for [CG66], namely F(x1,x2,x3) = 10x34 with F(x1,x2,x3) = 5x
3
1 +12x
3
2 +9x
3
3, fails
the Hasse principle over Q; from which it follows that Vk,F (Z) fails the Hasse principle over Z for k = 10w3.
There are many other such projective cubic surfaces over Q (see Sec. 4 of [Bro17]).
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satisfy a form of strong approximation. Our goal in this paper is to study the set of k’s for
which hM(k)> 0.
The first issue is to determine the congruence obstructions for k. This is elementary
and in Section 6 we show that Vk,M(Z/pnZ) 6= /0 unless k ≡ 3(mod4) or k ≡ ±3(mod9).
Recall that k is admissible means k does not satisfy any of these congruences. The number
of 0< k ≤ K (or 0<−k ≤ K) which are admissible is 712 K+O(1). Any admissible k for
which h(k) = 0 is called a Hasse failure (since in this case Vk,M(Z) is empty but there is no
congruence obstruction).
In order to study hM(k) both theoretically and numerically, we give an explicit reduction
(descent) for the action of Γ on Vk,M(Z). For this purpose, it is convenient to remove an
explicit set of special admissible k’s, namely those for which there is a point in Vk,M(Z)
with |x j|= 0, 1 or 2. These k’s take the form (i) k = u2 + v2 or (ii) 4(k−1) = u2 +3v2 or
(iii) k = 4+u2. The number of these special k’s (which we refer to as exceptional) with
0≤ k ≤ K is asymptotic to C′ K√logK . The remaining admissible k’s are called generic (all
negative admissible k’s are generic). For them, we have the following elegant reduced forms
Theorem 1.1.
(i). Let k ≥ 5 be generic and consider the compact set
F+k = {u ∈ R3 : 3≤ u1 ≤ u2 ≤ u3 , u21+u22+u23+u1u2u3 = k} .
The points in F+k (Z) = F
+
k ∩Z3 are Γ-inequivalent, and any x ∈Vk,M(Z) is Γ-equivalent to
a unique point u′ = (−u1,u2,u3) with u = (u1,u2,u3) ∈ F+k (Z) .
(ii). Let k < 0 be admissible and consider the compact set
F−k = {u ∈ R3 : 3≤ u1 ≤ u2 ≤ u3 ≤
1
2
u1u2 , u21+u
2
2+u
2
3−u1u2u3 = k} .
The points in F−k (Z) = F
−
k ∩Z3 are Γ-inequivalent, and any x ∈Vk,M(Z) is Γ-equivalent to
a unique point u = (u1,u2,u3) ∈ F−k (Z) .
The Theorem is illustrated for k> 5 in Figs. 1 and 2 with k = 3685 where hM(3685) = 6,
and for k < 0 in Figs. 3 and 4 with k =−3691, where hM(−3691) = 9. The lattice points
Vk,M(Z) are highlighted and the fundamental sets indicated in a polygonal region.
Some simple consequences of Theorem 1.1 are (see the discussion in Sec. 2 and also
Secs. 7 and 8) :
(a). V46(Z) = /0, that is hM(46) = 0, this being the first positive Hasse failure .
(b). hM(−2) = 1 with all solutions equivalent to the point (3,3,4); while k =−4 is the first
negative Hasse failure .
(c). hM(k)ε |k| 13+ε as k→±∞. This follows from the fact that when considering the
values taken by the corresponding indefinite quadratic form in the y and z variable, for each
fixed x, the units are bounded in number due to the restrictions imposed by the fundamental
sets .
(d). Let h±M(k) = |F±k (Z)| where ±= sgn(k), this being defined for any k. Then Theorem
1.1 implies that for generic k, h±M(k) = hM(k) while otherwise hM(k)≤ h±M(k). We have
(1.6) ∑
k 6=4
|k|≤K
h±M(k)∼C±K(logK)2,
where C± > 0 and K→ ∞ (see Lemmas 7.2 and 7.3).
So, as expected on average the numbers hM(k) are small. The fact that this average grows
slowly is a key feature as it suggests that hM(k) might be non-zero for many k’s. In Section
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FIGURE 1. Lattice points and fundamental set (triangular) for k = 3685.
FIGURE 2. Closeup of fundamental set (triangular) for k = 3685.
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FIGURE 3. Lattice points and fundamental set for k =−3691.
FIGURE 4. Closeup of fundamental set for k =−3691.
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10, we report on some numerical experiments using Theorem 1.1 to find the Hasse failures
among the generic k’s when 0< k < 6×108. These suggest that
(1.7) ∑
0<k≤K
k admissible
hM(k)=0
1∼C0Kθ ,
with C0 > 0 and θ ≈ 0.8875.. . We also provide results concerning other statistics for the
hM(k)’s for k in this range (see Sec. 10 for the numerics concerning the numbers hM(k) and
some conjectures that these support).
Our main result concerns the values assumed by M and the Hasse failures in (1.7); we
prove that M is almost perfect but not perfect.
Theorem 1.2.
(i). There are infinitely many Hasse failures. More precisely, the number of 0< k ≤ K and
−K ≤ k < 0 for which the Hasse Principle fails is at least√K(logK)− 14 for K large.
(ii). M is almost perfect, that is
#
{|k| ≤ K : k admissible, hM(k) = 0}= o(K) ,
as K→ ∞ .
Remark 1.3.
(a). The proof of (i) is based on quadratic reciprocity and a global factorization that
arises for special k’s connected to the singular Cayley cubic V4,M . If k = 4+βν2, with β
carefully chosen and ν’s having its prime factors in certain arithmetic progressions, we show
that Vk,M(Z) = /0 even though k is generic. Explicit examples are given in Sec. 8. These
obstructions to integer solutions are similar to ones found by Mordell [Mor53] for some
similar cubic equations, and also to the “integer Brauer-Manin obstructions” in [CTW12].
Note that these do not account for the many more Hasse failures that we found numerically,
indicating that any simple description of these is perhaps not possible.
(b). The proof of (ii), when combined with Theorem 1.1 yields further information about
the hM(k)’s for generic k’s. If t ≥ 0 is fixed, then
#
{
0≤ |k| ≤ K : hM(k) = t, k generic
}
= o(K),
as K→ ∞ . So for generic k, hM(k)→ ∞ for almost all k.
(c). Our approach to proving that M is full is to look for points in Vk,M(Z) with |k| ≤ K in a
region R where x1 is small (roughly of size a power of logK) and x2,x3 vary in a sector (so
they are of the same size). R is contained in the fundamental domains F±k and retains the
tentacles (cusps) of the latter, this being critical to ensuring that the average for |k| ≤ K, the
number of points in Vk,M(Z)∩R grows with k. For a given x1, M is a (indefinite) binary
quadratic form in x2,x3 and this allows one to use the methods developed in [BF11] and
[BG06] to show that M assumes a positive proportion of the k’s. Our proof that M is full is
more delicate. A heuristic for the number of points in Vk,M(Z)∩R is given by an arithmetic
function δ (m)(k) (see Sec. 9; here m is a secondary parameter) which is a product of local
densities of solutions. While this heuristic for the count can be way off for certain k’s (e.g.
for the Hasse failures), we show that its variance from the actual count when averaged over
k, is small enough to conclude that for almost all k’s, δ (m)(k) is a good approximation. The
fullness then follows after showing that δ (m)(k) is large for most k’s . That M is almost
perfect then follows from (1.5) and that M is full.
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To end the introduction, we return to a discussion of the general affine cubic form F in
three variables. The study of the level sets Vk,M(Z), for example (1.5) using the Markoff
group is very special. It applies to F’s of the form F = F0+G, where
(1.8) F0 = cx1x2x3 and G =∑
i, j
ai jxix j +∑
i
aixi+a,
with a j j = ±1 for j = 1,2,3 and c,a,ai j,ai ∈ Z, as well as F’s obtained from these via
integral affine linear substitutions (see Appendix A). Among these special affine forms
are ones for which Vk carry explicit integral points and even parametric curves, for every
k. This coupled with the action of the corresponding Markoff group leads to Vk(Z) being
Zariski dense for every k. Thus, the form is both perfect and ’universal’ in the sense that it
represents every k. Explicit examples are
(1.9) U1(x1,x2,x3) = x1+ x21+ x
2
2+ x
2
3− x1x2x3,
and
(1.10) U2(x1,x2,x3) = x2(x3− x1)+ x21+ x22+ x23− x1x2x3.
See Section 5 for an analysis of these forms. The only perfect F’s that we are aware of are
of the form (1.8).
On the other hand, our treatment of the fullness of M applies more generally. We leave
the precise details and proofs of the following comments to a forthcoming paper. If F0
is reducible in Q[x1,x2,x3], then F is full. In this case F0 has a linear factor, which is the
condition that F has h-invariant ([DL64]) equal to 1 (see Appendix A for a discussion of
these arithmetic invariants of F). The linear factor yields a rational plane in F0(x1,x2,x3) = 0
which can be used as the small variable and to generate a family of planes and of binary
quadratic forms and a tentacled region. If F0 is irreducible in Q[x1,x2,x3] then our moving
plane method fails. Nevertheless one can still create tentacled regions R in R3 using
neighborhoods at infinity of the curve F0(x) = 0 in P2(R). As before, on average over k
with |k| ≤ K, the number of points rR(k) in Vk,F(Z)∩R grows slowly with k. The study of
the variance of rR(k) from its expected number (i.e. a product of local densities) reduces to
counting points on the hypersurface F(x)−F(y) = 0 with (x,y) ∈R×R. While this is
well beyond the available tools from the circle method, a natural hypothesis in this context
along the lines of ([Hoo16]) would lead to F being full. In particular, this applies to F = S
in (1.2). The much stronger suggestion that S is perfect ([HB92]), which was mentioned at
the start is a fascinating one, as is the question of the existence of any perfect homogeneous
F . All k’s are admissible for the homogeneous form x31+ x
3
2+2x
3
3 and it is a candidate for
being both perfect and universal.
We point out that the analogous problem for quadratic polynomials in two variables is
very different in that f is never absolutely irreducible, and indeed the typical such f is never
full.
Finally, we note that the Vk,F ’s for F = M are the relative character varieties for the
representations of pi1(Σ1,1) into SL2 (here Σg,n is a surface of genus g and n punctures)
and the group Γ is essentially the mapping class group action on the Vk,M’s (see Goldman
[Gol03]). As such, many of the questions that we address in this simplest case make sense
with Σ1,1 replaced by Σg,n (see P. Whang, Princeton thesis 2018).
Remark 1.4. For the remainder of the paper we suppress the reference to the Markoff
equation. So for example Vk would mean Vk,M .
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2. The descent argument revisited
The descent argument was first considered by Markoff in [Mar80], and later extended
by Hurwitz [Hur07] and Mordell [Mor53] (see also [Bar94] for a study of fundamental
solutions associated with a special case of these several variable hypersurfaces) . In
particular, Hurwitz used a “height” function given by h(x1,x2,x3) = |x1|+ |x2|+ |x3|, which
was then utilised subsequently in the literature. The descent argument led to a finite number
of points plus those with minimal height. Our initial analysis is a revisit of this descent
argument but without the use of the height function (we later use a new function for a finer
analysis).
For k ∈ Z, consider the set of integral points on the Markoff surface
(2.1) Vk : x21+ x
2
2+ x
2
3− x1x2x3 = k .
After invariance by permutations and also changing two signs but leaving out Vieta
involutions (which we call narrow equivalence), we see that (i) if k < 0, we may consider
only solutions 0≤ x1 ≤ x2 ≤ x3, and (ii) if k ≥ 0, there are two types of solutions namely
those with all variables non-negative and so 0≤ x1 ≤ x2 ≤ x3; and those in the compact set
S+(k) with exactly one negative variable and two positive.
For k < 0 we note that x = 0, 1 or 2 are not possible (since they give k = x22 + x
2
3,
4(k− 1) = (2x2− x3)2 + 3x23 and (x2− x3)2 = k− 4 respectively) so that we assume 3 ≤
x1 ≤ x2 ≤ x3 in this case.
When k≥ 0, x= 0 and x= 1 give at most finitely many triples (x1,x2,x3). and we denote
this set by T(k). Thus in this case, (x1,x2,x3) is a solution implies it is equivalent (narrowly)
to one in S+(k)∪T(k) or it satisfies 2≤ x1 ≤ x2 ≤ x3.
We now consider the Vieta involution acting on (x1,x2,x3)→ (x1,x2,x1x2−x3). If x1x2−
x3 < 0, so that k ≥ 0, then (x1,x2,x3) is equivalent to a solution in S+(k). Next suppose
x1x2− x3 ≥ x3, so that 2x3 ≤ x1x2. Solving for x3 in (2.1) gives 2x3 = x1x2±σ where
σ =
√
x21x
2
2−4(x21+ x22− k), so that necessarily σ = x1x2−2x3 ≤ (x1−2)x2. Squaring and
simplifying gives (x1−2)x22 ≤ (x21− k).
If x1 ≥ 3 and k > 0, we conclude that x22 < x21, a contradiction. If x1 = 2, we conclude
that k ≤ 4. Thus we derive a contradiction for all k > 4, so that in this case we have
0 ≤ x1x2− x3 < x3. But more is true, namely 0 ≤ x1x2− x3 < x2 shown as follows: if
x2 ≤ x1x2− x3 < x3, then x1x2 < 2x3 ≤ 2(x1− 1)x2, so that necessarily 2x3 = x1x2 +σ .
Then σ ≤ (x1−2)x2 and the argument above gives a contradiction. Hence we have
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Lemma 2.1. If k > 4 and if (x1,x2,x3) is a lattice point on Vk in (2.1), it is equivalent to
one in the compact set S+(k)∪T(k) where
S+(k) =
{
(−x1,x2,x3) : 3≤ x1 ≤ x2 ≤ x3 ; x21+ x22+ x23+ x1x2x3 = k
}∩Z3 ,
or if not then it is equivalent to (x1,x1x2− x3,x2), with 3≤ x1x2− x3 < x2 ≤ x3 and x1 ≥ 3.
The special cases 1≤ k ≤ 3 are settled as follows: (i) there are no solutions when k = 3
since there are none modulo 4; (ii) for k = 2, we can use the descent argument above and
conclude that we need only look for solutions to x2 + y2 + z2 + xyz = 2 with all variables
non-negative or we solve the Markoff equation with x1 ∈ {0,±1,±2}, giving us the point
(0,1,1) and its infinite orbit under Γ; and for k = 1, the same analysis results in the point
(0,0,1), for which there is only a finite orbit under Γ. The cases k = 0 and 4 we consider
in the next sections (they correspond to the original Markoff surface in Sec. 3.1 and the
singular Cayley surface in Sec. 4.3).
For k < 0, the estimate (x1−2)x22 ≤ (x21− k) given above is still valid when we assume
x1x2− x3 ≥ x3, with 3≤ x1 ≤ x2 ≤ x3. Then, if x1 ≥ 4, it follows that 2x22 ≤ x21+ |k|, which
then implies x2 ≤
√|k|, so that x3 ≤ x1x22 ≤ |k|2 . If x1 = 3, then clearly x2 ≤√9+ |k|,
and so x3 ≤ 32
√
9+ |k|. The same argument shows that for large values of |k|, x1 |k| 13 ,
x2
√
|k|
x1
and x3
√|k|x1. Next, supposing x2 ≤ x1x2− x3 < x3, we see that the point
(x1,x2,x3) is Γ-equivalent to (y1,y2,y3) = (x1,x2,x1x2−x3), where now y1y2−y3 ≥ y3, the
same inequality considered above. Thus we have
Lemma 2.2. For k < 0, if (x1,x2,x3) is a lattice point on Vk in (2.1), it is then equivalent to
one in the compact set S−(k)⊂ U(k), where
S−(k) :=
{
(x1,x2,x3) : 3≤ x1 ≤ x2 ≤ x3 ≤ 12x1x2
}
∩Vk(Z) ,
and
U(k) :=
{
(x1,x2,x3) : 3≤ x1 ≤ x2 ≤
√
|k|+9; 3≤ x3 ≤ 32 (|k|+9)
}
,
or if not it is equivalent to (x1,x1x2− x3,x2) with 3≤ x1x2− x3 < x2 ≤ x3 and x1 ≥ 3.
The lemmas above form the basis of the descent argument with repeated application
of the Vieta involution so that ultimately any integral solution is equivalent to one in a
corresponding finite set.
3. Bhargava cubes and Markoff
To construct the fundamental sets in the next section, we utilise a function ∆(x) given in
(3.1), that proves useful in tracking the images of points under the action of the group Γ.
While we could define ∆ without comment, we give here our original construction using
Bhargava cubes.
Let x1, x2 and x3 be arbitrary integers and consider the Bhargava cube ([Bha04]) as
shown in Fig. 5.
The Bhargava slicings give rise to the three matrix pairs:
M1 =
(
1 x2
x3 x1
)
, N1 =
(
x1 x3
x2 1
)
;
M2 =
(
1 x3
x1 x2
)
, N2 =
(
x2 x1
x3 1
)
;
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FIGURE 5
M3 =
(
1 x1
x2 x3
)
, N3 =
(
x3 x1
x2 1
)
.
These in turn give the following three quadratic forms Qi(u,v), where
Q1 = (x2x3− x1)u2+(1+ x21− x22− x23)uv+(x2x3− x1)v2 ,
Q2 = (x1x3− x2)u2+(1+ x22− x21− x23)uv+(x1x3− x2)v2 ,
Q3 = (x1x2− x3)u2+(1+ x23− x21− x22)uv+(x1x2− x3)v2 .
All three quadratic forms have the same discriminant ∆= ∆(x1,x2,x3) which also factorizes
to give
∆= (1+ x22− x21− x23)2−4(x1x3− x2)2 ,
= (1+ x1+ x2+ x3)(1+ x2− x1− x3)(1+ x3− x1− x2)(1+ x1− x2− x3) .
(3.1)
Note that
(a). ∆≡ 0 or 1(mod4) depending on if x21+ x22+ x23 is odd or even respectively.
(b). ∆ is invariant under permutations.
(c). ∆ is invariant if one variable is fixed and the sign is changed on the other two variables.
(d). If 2≤ x1 ≤ x2 ≤ x3, then ∆< 0 if and only if x2 ≤ x3 ≤ x1+ x2−2.
3.1. The case k = 0.
Recall (Markoff [Mar80]) that the solution set has two orbits with fundamental roots
(0,0,0) and (3,3,3). We have ∆(0,0,0) = 1 and ∆(3,3,3) =−80. We show here that
(3.2) ∆(x1,x2,x3)< 0 if and only if (x1,x2,x3) = (3,3,3).
Thus, the two orbits each have a minimal value for ∆, taken at the associated fundamental
roots. In other words, there are two components of V0(Z) and in each component ∆ has
a minimum value, taken at a unique point, which can then be used as a generator for that
component. This phenomenon repeats itself when k ≥ 5 below.
We prove (3.2) as follows: since x21 + x
2
2 + x
2
3 = x1x2x3, it follows that x1, x2 and x3
are all positive or exactly two are negative (we avoid the trivial solution here). By the
properties of ∆ itemised above, we may assume that 1 ≤ x1 ≤ x2 ≤ x3. The Markoff
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equation is equivalent to the equation (x21−4)(x22−4)−16 = (2x3− x1x2)2, from which
it follows that 3 ≤ x1 ≤ x2 ≤ x3, which we assume. Suppose ∆(x1,x2,x3) < 0, so that
x2 ≤ x3 ≤ x1+x2−2< 2x2. Solving for x3 in the Markoff equation gives us 2x3 = x1x2±σ ,
where σ =
√
(x1x2)2−4(x21+ x22)≥ 1.
If x1 ≥ 4 we must discard the positive sign since x3 < 2x2. So in this case, x1x2−σ =
2x3≥ 2x2, from which, by expanding and simplifying, one gets 4x22 ≤ x1x22 ≤ x21+2x22 ≤ 3x22,
a contradiction.
For x1 = 3, we have x2 ≤ x3 ≤ x1 + x2− 2 = x2 + 1, so that x3 = x2 or x3 = x2 + 1. If
x3 = x2, we have 9+2x22−3x22 = 0 so that x1 = x2 = x3 = 3. Finally if x3 = x2+1, we must
have 9+ x22+(x2+1)
2 = 3(x22+ x2), which is impossible.
4. Fundamental sets and Theorem 1.1
The descent arguments of Markoff, Hurwitz and Mordell show that there is a finite set of
lattice points from which all lattice points of the Markoff surface (2.1) can be obtained as
images under Γ. This section provides a proof of Theorem 1.1 by showing the inequivalence
of the points in the finite set.
4.1. The case k ≥ 5.
Recall from Sec. 2 that if k ≥ 5, any solution x = (x1,x2,x3) to the Markoff equation
(2.1) is equivalent to one in a compact reduced set (by Lemma 2.1 and descent). We order
the coordinates first such that 0≤ |x1| ≤ |x2| ≤ |x3|.
In the next section, we show that the Markoff equation has no solutions for those k’s
(positive or negative) satisfying any of the following congruences: k ≡ 3(mod4) and
k ≡±3(mod9), these then accounting for 512 K+O(1) members in the interval 5≤ k ≤ K,
and we call them non-admissible; the non-admissible k’s have local obstructions. The
remaining k’s we call admissible, and there are A (K) = 712 K+O(1) of them.
We say that k is exceptional3 if there is a solution to (2.1) with |x j|= 0,1 or 2; these k’s
satisfy at least one of the equations (i) u2+v2 = k , (ii) u2+3v2 = 4(k−1), or (iii) u2 = k−4.
Consequently, for k’s in an interval of length K, they account for at most O
(
K(logK)−
1
2
)
members, and we will ignore them in what follows. The remaining 712 K+O
(
K(logK)−
1
2
)
numbers k in the interval 5≤ k ≤ K we shall call generic.
It follows from Sec. 2 that every solution x associated to a generic k is equivalent to one
in the set S+(k) given in Lemma 2.1. We now show that the elements in this set, when
non-empty, are inequivalent under Γ, so that S+(k) is a fundamental set.
We will use the ∆-function given in (3.1) to form an ordering on the tree of solutions to
the Markoff equation. Given any x= (x1,x2,x3), the three Vieta maps are V1 : (x1,x2,x3) 7→
(x2x3−x1,x2,x3), V2 : (x1,x2,x3) 7→ (x1,x1x3−x1,x3) and V3 : (x1,x2,x3) 7→ (x1,x2,x1x2−
x3). Recall that the group Γ is generated by permutations, double sign-changes and the Vieta
3The removal of the points x with one of its coordinates in {−2,−1,0,1,2} corresponds to avoiding the region at
infinity on which Γ acts ergodically (when k > 20) in [Gol03], and to the notion of “small” in [Aur15] Sec. 5.
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maps. The ∆-function is invariant under the first two motions and we denote ∆i = ∆◦Vi.
Then, it is easy to check that when x is a solution of the Markoff equation, one has
(4.1)
∆1(x)−∆(x) = x2x3(x2x3−2x1)
[
2(k−5)+(x22−4)(x23−4)
]
,
∆2(x)−∆(x) = x1x3(x1x3−2x2)
[
2(k−5)+(x21−4)(x23−4)
]
,
∆3(x)−∆(x) = x1x2(x1x2−2x3)
[
2(k−5)+(x21−4)(x22−4)
]
.
The expressions in the square brackets in all three formulae above are strictly positive when
k is generic and if x is any solution of the corresponding Markoff equation.
We set up the tree associated with solutions as follows: each solution x = (x1,x2,x3)
will be a vertex and neighbouring vertices are edge connected if they are obtained from
x by one of the three Vieta maps. As such, we identify coordinates if they are obtained
by permutations or double sign changes (noting that ∆ is unchanged under them). By this
latter identification, the coordinates are one of two types, namely all positive or exactly
one negative. It is then possible to rearrange them into the following canonical forms:
(x1,x2,x3) or (−x1,x2,x3) with 3 ≤ x1 ≤ x2 ≤ x3. We call the former positive nodes and
the latter negative nodes. By Lemma 2.1, for k ≥ 5, every positive node is equivalent to a
negative node (or otherwise, by descent is equivalent to the node (3,3,3) which corresponds
to k = 0).
We look at the action of the Vieta maps on a positive node. It is clear that x2x3−2x1 and
x1x3−2x2 are strictly positive so that ∆1(x)> ∆(x) and ∆2(x)> ∆(x). Moreover, the nodes
V1(x) and V2(x) are both positive, Next, the argument showing descent in Sec. 2 shows that
x1x2−2x3 ≥ 0 is impossible so that ∆3(x) < ∆(x). Here V3(x) may be either positive or
negative. We represent these observations by the images Fig.4a and Fig.4b , where square
nodes are positive nodes, disc nodes are negative nodes, dark nodes are the Vieta images
while the original point is a light node (the vertical ordering of the nodes is determined by
the signs of the ∆-differences from (4.1)).
Next, if we begin with a negative node (so that one replaces x1 with −x1 in the formulae
above, it is obvious that ∆i(x)>∆(x) for all i and (after a double sign change and reordering)
that the Vi(x) are all positive. This is represented by Fig. 4c .
It follows now that the tree decomposes into components and each component has a root
that is a negative node. Moreover, the negative node occupies the lowest point on the tree,
with all other nodes in that component being positive (in other words, ∆ has a minimum on
each component and that minimum is determined by a negative node). Thus the negative
nodes form a fundamental set, giving us the first case of Theorem 1.1.
4.2. The case k < 0.
From Sec. 2 and Lemma 2.2 every lattice point in Vk is equivalent to one in S−(k).
We show that the points in this set are inequivalent. First using (x21−4)(x22−4) = (2x3−
x1x2)2−4(k−4) in (4.1) and the similar formulae with the variables permuted, we see that
the three terms in square brackets in (4.1) are all positive. Thus the signs of the differences
of the ∆-functions in (4.1) are determined by the three terms x2x3− 2x1, x1x3− 2x2 and
x1x2−2x3. The first two are obviously positive, and one sees that the last is non-negative
if and only if (x1,x2,x3) ∈ S−(k) Thus, in the tree determined by these points one sees
that we have nodes of the type shown in Fig.4(c) with two or three black square vertices
emanating from points in S−(k), while for points in the complementary set, we have nodes
of the type in Fig.4(a). It follows that the points in S−(k) can serve as the roots of the
components of the tree, from which the second case of Theorem 1.1 follows.
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FIGURE 6. Node blocks; top: (a), (b); bottom: (c).
4.3. The Cayley surface k = 4.
Most of the argument above for k ≥ 5 can be applied to the case k = 4, and we indicate
the necessary modifications. First, we consider solutions of the type (−x1,x2,x3) with
x1, x2, x3 ≥ 0 satisfying x21 + x22 + x23 + x1x2x3 = 4. It is obvious that there are only two
solutions up to equivalence, namely (−2,0,0)∼ (0,0,2) and (−1,1,1)∼ (1,1,2). Hence
we need only consider solutions of the type (x1,x2,x3) with 0 ≤ x1 ≤ x2 ≤ x3. If x1 = 0,
the only solution is (0,0,2) while if x1 = 1, then the only choice is (1,1,2). Then by the
descent argument in Sec. 2, if x1 ≥ 3, the solution (x1,x2,x3) is equivalent to one with one
of the coordinates equal to 2. It is trivial that the only solutions of this kind are one of the
type (2,a,a), with a≥ 0 integers. It suffices now to check the equivalence of these solutions.
It is easily checked that the orbits of (2,0,0), (2,1,1) and (2,2,2) contain no other points
of the type (2,a,a) except themselves, so that we assume a≥ 3.
Following the three formulas in (4.1), if x = (2,a,a), then two of the Vieta transforma-
tions keep it inert while the third creates a node above it, this new node not being of the
same type (we say “above” to mean ∆i(x)> ∆(x)). Also following the argument used for
k ≥ 5, if x = (x1,x2,x3), with xi ≥ 3, then two Vieta transformations create nodes above it
while a third creates a node below it. It is then easily seen that a tree containing a node of
the type (2,a,a) cannot contain a different node of the same type. Hence we have
Proposition 4.1. The Cayley surface V4(Z) has infinitely many inequivalent orbits, each
determined by a solution of the type (2,a,a), with a≥ 0.
One checks that the (2,0,0)∼ (−2,0,0)-component has only 1 element (upto permu-
tation and double sign-change) and so the minimal ∆-value is ∆(−2,0,0) = 9. Next, the
(2,1,1)-component has only 2 elements namely (2,1,1) and (−1,1,1). The minimal ∆-
value is ∆(−1,1,1) =−16 while ∆(2,1,1) = 5. Finally, ∆(2,a,a) = 9−4a2 < 0 for a≥ 2.
Then the same argument used in Sec. 3.1 can be used to show that any lattice point x not of
these type satisfy ∆(x)≥ 0, so that the minimal ∆-value is uniquely determined. Thus, even
here each component has a unique minimal ∆-value, whose point can be used as a generator.
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5. Parametric solutions on Markoff-type surfaces and Zariski density.
We show in this section that for generic k, the Markoff surface has no parametric integral
points and that the solution set is Zariski dense. We also consider the surfaces given by U1
and U2 mentioned in the Introduction.
5.1. Parametric solutions.
Lemma 5.1. For any k ∈ Z, let M∗k be the surface given by M∗(x) = k, where
(5.1) M∗(x) =
3
∑
j=1
α jx j +(β1x2x3+β2x1x3+β3x1x2)+ x21+ x
2
2+ εx
2
3− x1x2x3,
where ε = ±1 and α j, β j ∈ Z for all j. Suppose there are polynomials Pj(t) ∈ Z[t] each
with non-zero degree, such that M∗(P1,P2,P3) = k identically in t. Then there are polyno-
mials Q1,Q2 ∈ Z[t] of non-zero degree and a constant q ∈ Z such that M∗(q,Q1,Q2) = k
identically in t.
Proof. Let Pj have degree d j 6= 0 for j = 1,2,3 as above. By comparing degrees in (5.1)
we cannot have d1 = d2 = d3, so that there is either a unique d j exceeding the other two
or exactly two of the degrees are the same. The latter does not happen as it implies that at
least one of the polynomials is a constant. Hence (comparing degrees in (5.1)) we have that
d′′ = d′+d for some choice of the degrees. It will not matter which subscript represents
the largest degree in what follows, so that we put d3 = d1+d2, with d1, d2 ≥ 1.
There is a Vieta affine transformation acting on the surface given by x3 7→ x4 = x1x2−
α3−β1x2−β2x1− εx3, so that if P4(t) is the polynomial determined by x4, we have
P3P4 = k−P21 −P22 −β3P1P2−α1P1−α2P2,
identically in t. If d4 is the degree of P4, we have d3 + d4 ≤ 2max(d1,d2), so that d4 ≤
max(d1,d2)−min(d1,d2)<max(d1,d2). Thus we have polynomials P1,P2,P4 in place of
P1,P2,P3 representing integral points on the surface, with the maximal degree reduced by
at least one and the new maximum degree is determined by P1 or P2. Either P4 has degree
zero, in which case we are done, or if not, all the new polynomials have non-zero degree.
Repeating this descent argument (with a different Vieta transformation) shows that there
must be parametric solutions with at least one polynomial constant, and the other two
polynomials of non-zero degree. 
It is not possible to have parametric solutions to (5.1) with two of the polynomials
constant. It follows from the lemma that if parametric solutions exist then there exists q ∈ Z
and Q1,Q2 ∈ Z[t] of the same degree d satisfying (5.1) (it is possible to show that d ≤ 2, if
it exists). We now consider some special cases:
(1) For the Markoff equation we have Q21 +Q
2
2− qQ1Q2 = k− q2. Comparing the
highest degree term shows that there are integers q1,q2 such that q21+q
2
2−qq1q2 =
0. It follows that q = ±2 and k− 4 = . Moreover if k = 4+w2, then one has
a parametric family of solutions q = 2, Q1 = t and Q2 = t +w. In particular,
this means that if k is generic, there are no parametric solutions to the associated
Markoff level set.
(2) Consider the Markoff-like surface x21+x
2
2−x23−x1x2x3 = k. If we have parametric
solutions as above of the type (Q1,Q2,q), then the argument is identical to the
Markoff case so that we conclude there are no such parametric solutions except
when k+4 = w2, in which case we have the parametric family (t+w, t,2). Next,
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if either x1 or x2 is q, we have the equation Q21−Q22−qQ1Q2 = k−q2, so like the
case above, we have q21− q22− qq1q2 = 0. We conclude that q = 0 so that when
k 6= 0, Q1 and Q2 have degree zero, a contradiction. When k = 0, we have the
parametric family (Q1,0,±Q1) for any polynomial Q1.
Remark 5.2. This surface has the following features: (i) there are no local ob-
structions, (ii) for k = 4αk′ with α ≥ 0 and k′ odd, it has the integral points
(0,2α k
′+1
2 ,2
α k′−1
2 ), (iii) if k
′ 6= 1 or α ≥ 3, there are infinitely many integral points,
and (iv) there are infinitely many Hasse failures (in particular, k = 94 is a Hasse
failure). This latter statement follows from an analysis similar to that in Prop. 8.1.
(3) Consider the linear deformation U1 of the Markoff equation considered in (1.9),
namely x1 + x21 + x
2
2 + εx
2
3− x1x2x3 = k. For any integer k, and ε = ±1, we have
the parametric family of integral solutions
(−t2+ k−4ε,−t2+ t+ k−4ε,2) .
(4) Consider the quadratic deformation U2 of (1.10): x2x3− x1x2 + x21 + x22 + x23 −
x1x2x3 = k. For any k, we have the parametric solutions (−t2+ t+k−1,−t2+k−
1,1).
5.2. Zariski density.
5.2.1. We prove (1.5) for the Markoff surface for k not a square (this ensures that if
Vk,M(Z) 6= /0, then it has a lattice point with at most one coordinate zero). First note that if
xˆ = (xˆ1, xˆ2, xˆ3) ∈Vk(Z) and |xˆ j| ≥ 2 for some j, then |Vk(Z)|= ∞. To see this, say |xˆ1| ≥ 2;
then the composition of the Vieta transformation V3 with the permutation of x2 and x3
yields the transformation (x1,x2,x3) 7→ (x1,x1x2− x3,x2) in Γ. This preserves the plane
x1 = xˆ1 and Vk, and it induces the linear action
[
xˆ1 −1
1 0
]
on this plane. Since |xˆ1| ≥ 2,
this element in SL2(Z) is of infinite order, so that its orbit is infinite (since it is not acting on
the origin) and its Zariski closure contains the conic section {x1 = xˆ1}∩Vk. We now argue
as in [CZ06]. If Vk(Z), the Zariski closure of Vk(Z) is not Vk, then it is contained in a finite
union of curves in Vk. Hence there can be at most finitely many xˆ1’s with (xˆ1, xˆ2, xˆ3)∈Vk(Z)
with |xˆ1| ≥ 2 (since otherwise Vk(Z) contains infinitely many distince conic sections as
above). The same applies to xˆ2 and xˆ3, giving |Vk(Z)| < ∞. That is we have shown that
|Vk(Z)| = ∞ implies that Vk(Z) = Vk. To complete the proof of (1.5) note that if |k| > 20
and (xˆ1, xˆ2, xˆ3) ∈Vk(Z) then for at least one of the j’s, |xˆ j| ≥ 2 and so |Vk(Z)| 6= /0 implies
Vk(Z) =Vk. For the k’s with |k| ≤ 20 we check directly that (1.5) holds. One can show that
when k = 1, 9, 49, for example, Vk,M(Z) 6= /0 but has only a finite orbit. On the other hand,
when k = k21 with k1 having an odd prime factor congruent to one modulo 4, then Vk,M(Z)
has an infinite orbit, and by the argument above, is Zariski dense.
5.2.2. We next consider the surface U1 discussed above and in (1.9). The argument is
almost the same as for the Markoff surface except that now we have an affine transformation
and a lack of full symmetry in the variables.
As in the case for the Markoff equation, assume that Vk,U1(Z) 6= Vk,U1 so that it is
contained in a finite union of curves. Consider the two Vieta transformations: V1(x) =
(x2x3−1− x1,x2,x3) and V3(x) = (x1,x2,x1x2− x3), keeping x2 fixed. Put w = (x1,x3)T
so that V1 and V3 act on w. By abuse of notation, we have
V1(w) =
[ −1 x2
0 1
]
w+
[ −1
0
]
and V3(w) =
[
1 0
−x2 −1
]
w,
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so that we write V1V3(w) = Aw+b, with
A =
[ −1− x22 −x2
−x2 −1
]
∈ SL(2,Z), and b =
[ −1
0
]
.
Hence (V1V3)nw = Anw+∑n−1j=0 A
jb for n≥ 1. If V1V3 has order n, it follows that (An−
I)[(A− I)w+b] = 0. Now, if x2 6= 0, then A has infinite order and An− I is invertible, so
that we have (A− I)w = −b. This is impossible since (A− I)−1b is not integral. Hence
V1V3 has infinite order so that the orbit V1V3(x1,x2,x3) with x2 6= 0 fixed is infinite. The
assumption of Zariski density implies that there are only finitely many x2’s.
Since the surface given by U1 is symmetric in x2 and x3, it follows that there are only
finitely many x2 and x3’s, from which we conclude that there are at most finitely many
lattice points (since x1 is determined). Starting with the base point p = (k− 4,k− 4,2)
which is on the surface, we see that this is impossible since the orbit V1V3(p) is infinite
if k 6= 4. Hence Vk,U1(Z) is Zariski dense in Vk,U1 for all k 6= 4. For k = 4, we use instead
p = (−1,2,0) so that w 6= 0, and the argument above gives an infinite orbit, and Zariski
dense.
5.2.3. The argument for U2 is almost identical: we use the Vieta transformations V1(x) =
(x2x3 + x2− x1,x2,x3) and V3(x) = (x1,x2,x1x2− x2− x3), and have the corresponding
matrix equation for V1V3(w) = Aw+b, with
A =
[ −1+ x22 −x2
x2 −1
]
∈ SL(2,Z), and b =
[ −x22+ x2
−x2
]
.
The analysis is the same as for U1 except now we have that An− I is invertible if |x2| ≥ 3.
As above, we derive a contadiction of the finite order assumption since (A− I)−1b is not
integral. In particular, taking the base point p = (k−1,k−1,1), we conclude that Vk,U2(Z)
is infinite if |k| ≥ 4. The reasoning above using the Zariski density assumption shows that
there are only finitely many x2’s.
Due to the lack of symmetry in the variables, we redo the analysis with x1 fixed, using
V2V3(w) = Aw+b, with V2(x) = (x1,x1x3+ x1− x3− x2,x3), V3 as before, w = (x2,x3)T
and
A =
[
(x1−1)2−1 1− x1
x1−1 −1
]
∈ SL(2,Z), and b =
[
x1
0
]
.
If |x1−1| ≥ 3, we conclude (A− I)w =−b, and derive a contradiction regarding the finite
order assumption. Thus the Zariski density hypothesis implies that there are only finitely
many x1’s. Hence, again since x3 is determined by x1 and x2, Vk,U2(Z) is finite, giving a
contradiction. Thus Vk,U2(Z) is Zariski dense in Vk,U2 for all |k| ≥ 4. For |k| ≤ 4, a direct
computation gives many eligible candidates for lattice points that lead to Zariski dense.
A much stronger theorem concerning Γ invariant holomorphic curves and structures for
the surfaces corresponding to (1.8) is proved in ([CL09], Theorem D).
6. Local solutions in Zp
Proposition 6.1. Given k ∈ Z, the congruence x21 + x22 + x23 − x1x2x3 ≡ k (mod pn) has
solutions for all primes p and n ≥ 1 except for the following exceptions : k ≡ 3(mod4),
k ≡±3(mod9).
We break up the proof into several cases.
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It is particularly easy to verify the Proposition for powers of primes p≥ 5 as follows:
recall the Fricke trace identity, namely for any real unimodular matrices A and B,
(6.1) S(A)2+S(B)2+S(AB)2−S(A)S(B)S(AB) =S([A,B])+2,
where [A,B] = ABA−1B−1 is the commutator, and S() denotes the trace of the matrix.
Restricting the matrices to SL(2,Z), one obtains integral solutions to (2.1), with k= t+2,
where we denote S([A,B]) by t. We have
Lemma 6.2. For any prime p ≥ 5, n ≥ 1 and any integer t, there exists matrices A, B ∈
SL(2,Z/pnZ) such that
S(A)2+S(B)2+S(AB)2−S(A)S(B)S(AB)≡ t+2(mod pn) .
Proof. For
A =
[
a b
c d
]
, B =
[
e 0
0 f
]
, A,B ∈ SL(2,Z/pnZ),
we have S([A,B]) = 2ade f −bc(e2+ f 2)≡ 2−bc(e− f )2 (mod pn).
Since p≥ 5, there exists e and f such that (e− f , p) = 1 with e f ≡ 1(mod pn). Then,
we choose c so that c(e− f )2 ≡ 1(mod pn). Finally, we choose a = 1, b = 2− t and
d = 1+bc.  
Corollary 6.3. For p ≥ 5 and n ≥ 1, the Markoff congruence x21 + x22 + x23− x1x2x3 ≡
k (mod pn) has the solution x1 ≡ 2− (k− 4)c, x2 ≡ e+ f and x3 ≡ e− f + f x1, with e, f
and c as in the proof of the Lemma.
The argument above gives the existence of solutions for powers of p≥ 5. It is useful to
have a precise count for the number of solutions modulo p. For this, it is not any harder to
consider the more general problem in
Lemma 6.4. For p≥ 3, let Np denote the number of solutions to x21+x22+x23−αx1x2x3≡ β
modulo p. Then
Np =

p2+ p
(−β
p
)
L
if p|α,
p2+1+
(
α2β−4
p
)
L
[
3+
(
β
p
)
L
]
p otherwise.
Proof. It is clear we need only consider the cases α = 0 and α = 1, the latter when p - α ,
upon which we multiply through with α2 and change variables.
Write Sp(a) = ∑u ep(au2) (where ep(x) = e
2piix
p ) so that when p - a, one has Sp(a) =(
a
p
)
L
Sp(1). When α = 1, putting u ≡ 2x3− x1x2 (mod p) shows that we have the same
number of solutions as the congruence
4(x21+ x
2
2)+u
2− x21x22 ≡ 4β (mod p),
so that
(6.2) Np− p2 = 1p ∑a6≡0
Tp(a)Sp(a)ep(−4aβ ) ;
here we obtained p2 solutions when a≡ 0(mod p), and we put
Tp(a) = ∑
x1,x2
ep
(
a(4x21+4x
2
2− x21x22)
)
=∑
x1
ep(4ax21)Sp
(
a(4− x21)
)
.
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Breaking the sum over x1 in Tp above depending on when x1 ≡±2 or not gives us
Tp(a) = 2pep(16a)+
(
a
p
)
L
Sp(1)∑
x1
(
4− x21
p
)
L
ep(4ax21).
Summing over a in (6.2) gives Np = p2+E1+E2, where
(6.3) E1 = 2Sp(1)∑
a
(
a
p
)
L
ep (a(16−4β )) = 2Sp(1)2
(
4−β
p
)
L
,
and
(6.4) E2 =
1
p
Sp(1)2∑
x1
(
4− x21
p
)
L
∑
a6≡0
ep
(
4a(x21−β )
)
.
Summing over a in (6.4), we write E2 =−E2,1+E2,2 with
E2,1 =
Sp(1)2
p ∑
x21 6≡β
(
4− x21
p
)
L
,
=
Sp(1)2
p
[
∑
x1
(
4− x21
p
)
L
−
(
4−β
p
)
L
[
1+
(
β
p
)
L
]]
,
and
E2,2 =
Sp(1)2
p
(p−1)
(
4−β
p
)
L
[
1+
(
β
p
)
L
]
.
Since ∑x
(
4−x21
p
)
L
=−
(
−1
p
)
L
, it follows from (6.3) and (6.4) that
Np = p2+2Sp(1)2
(
4−β
p
)
L
+
Sp(1)2
p
(−1
p
)
L
+Sp(1)2
(
4−β
p
)
L
[
1+
(
β
p
)
L
]
.
Using Sp(1)2 = p
(
−1
p
)
L
then gives us
Np = p2+
(
β −4
p
)
L
[
3+
(
β
p
)
L
]
p+1.
It follows that Np ≥ p2−4p+1 = (p−2)2−3> 0 if p≥ 5. This is also true of p = 3 as
can be checked with different values of β .
Next, if p|α ,
Np− p2 = 1p ∑a6≡0
ep(−βa)Sp(a)3 = Sp(1)
3
p ∑a
ep(−βa)
(
a
p
)
L
.
If p|β , then Np = p2. If p - β , then the right hand side is p
(−β
p
)
L
.
6.1. Prime powers : p≥ 5.
We have already considered this case in Corollary 6.3, but for completeness we give
here the argument using Hensel’s lemma. Let f = x21 + x
2
2 + x
2
3− x1x2x3− k, considered
as three functions of each variable. Then f ′ takes the following three forms: 2x1− x2x3,
2x2−x1x3 or 2x3−x1x2. To obtain solutions modulo pn+1 from those modulo pn, it suffices
that at least one of these derivatives not vanish modulo pn. We call such triples non-singular.
If (x1,x2,x3) is such a non-singular solution modulo pn with say 2x1− x2x3 6≡ 0(mod pn),
then Hensel’s lemma gives a solution to f ≡ 0(mod pn+1) of the form (y1,x2,x3) with
y1 ≡ x1 (mod pn). This new triple is non-singular modulo pn+1 so that by induction a
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non-singular solution modulo p lifts to one modulo pn for any n≥ 1, for any prime p≥ 5.
Note that (3,3,3) is a non-singular solution when p|k, giving solutions modulo pn.
Next suppose the triple (x1,x2,x3) is a singular solution of the congruence f ≡ 0(mod p)
for p - k, so that we have 2x1 ≡ x2x3, 2x2 ≡ x1x3 and 2x3 ≡ x1x2 (mod p). If we assume
p - x1x2x3, then necessarily x21 ≡ x22 ≡ x23 and x1x2x3 ≡ 2x21 (mod p). Substituting into
f ≡ 0(mod p) gives x21 ≡ k (mod p) so that k must be a non-zero quadratic residue modulo
p, so say k ≡ u2 (mod p). But then (u,0,0) is a non-singular solution to f ≡ 0(mod p), and
so by above, lifts to a non-singular solution modulo pn for all n≥ 1.
Finally, suppose p|x1x2x3 with (x1,x2,x3) singular. Then p divides x1, x2 and x3, so that
p2|k. But then (3,3,3) is a non-singular solution modulo p2 for all p > 3. We can now
apply Hensel’s lemma as above, starting modulo p2 and lifting to solutions modulo pn for
all n≥ 2 and p> 3.
6.2. Prime powers : p = 3.
The congruence f ≡ 0(mod3) has the following non-singular solutions : when k ≡ 1,
take (1,0,0); and when k ≡−1, take (0,1,1). These solutions lift to solutions modulo 3n
for n≥ 1.
When k ≡ 0(mod3), the only solution is the singular (0,0,0). We now consider this
case modulo 9. Since 3 divides each of x1, x2 and x3, then necessarily when k ≡ 3 or 6 mod
9, there are no solutions. So assume 9|k, in which case (3,0,0) is a non-singular solution
modulo 9 and so lifts to solutions modulo 3n, n≥ 2.
6.3. Prime powers : p = 2.
Modulo 2, f ′ ≡ x1x2 or x1x3 or x2x3. Thus if k is even, one may use the non-singular
solution (1,1,1) to obtain solutions modulo powers of 2. When k is odd, the only solution
is the singular (0,0,1). Then necessarily k ≡ 3(mod4) has no solutions. So assume
k ≡ 1(mod4) and we find the non-singular solution (1,0,0) modulo 4 (note that here one
uses f ′ ≡ 2x1− x2x3 6≡ 0(mod4)). This then lifts to higher powers of 2.
7. The average of h±M(k): counting lattice points.
We show here that the average of h±M(k) is C
±(logk)2, by counting lattice points in the
domains given in Theorem 1.1 ((see the paragraph containing (1.6) for definitions). We
provide the details for k > 5.
Fix u1 = a with 3≤ aK 13 and write u2 =m and u3 = n. We determine the asymptotics
of Na(K), the number of pairs (m,n) satisfying the inequality a2+m2+n2+amn≤ K with
a≤ m≤ n. We have
m≤ n≤ 1
2
(
−am+
√
4(K−a2)+(a2−4)m2
)
,
so that m≤ Ka, with Ka =
√
K−a2
a+2 . Hence
Na(K) =
1
2 ∑a≤m≤Ka
{√
4(K−a2)+(a2−4)m2− (a+2)m
}
+O
(√
K
a
)
.
The function in the sum is decreasing in m and the contribution from the endpoints are
O(
√
K). Hence
Na(K) =
1
2
∫ Ka
a
{√
4(K−a2)+(a2−4)x2− (a+2)x
}
dx+O
(√
K
)
.
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Changing variables gives
Na(K) = 2
K−a2√
a2−4
∫ β
α
{√
1+ x2− a+2√
a2−4x
}
dx+O
(√
K
)
,
where β =
√
a−2
2 and α = O(aK
− 12 ). Replacing α with zero gives an error of O(
√
K) and
the integral becomes
1
2
{
β
√
1+β 2+ log
(
β +
√
1+β 2
)
− a+2√
a2−4β
2
}
.
Simplifying gives us
Lemma 7.1. For 3 ≤ a K 13 , the number of pairs (m,n) satisfying the inequality a2 +
m2+n2+amn≤ K with a≤ m≤ n is
Na(K) = log
[√
a−2+√a+2
2
]
K−a2√
a2−4 +O(
√
K).
Lemma 7.2. Let R+(K) be the number of points (x1,x2,x3) satisfying x21 + x
2
2 + x
2
3 +
x1x2x3 ≤ K, with 3≤ x1 ≤ x2 ≤ x3 . Then
R+(K) =
1
36
K(logK)2+O(K logK) .
Proof. It follows from the previous lemma that
R+(K) = ∑
3≤a≤K 13
log
[√
a−2+√a+2
2
]
K√
a2−4 +O
(
K
5
6
)
.
The main term is asymptotic to K2 ∑a
loga
a ∼ K4 (logK
1
3 )2 . 
We also state, without details, the analogous count for the case of k < 0 in Theorem
1.1(ii).
Lemma 7.3. Let R−(K) be the number of points (x1,x2,x3) satisfying x21 + x
2
2 + x
2
3 −
x1x2x3 =−k, with 0< k ≤ K and 3≤ x1 ≤ x2 ≤ x3 ≤ 12 x1x2 . Then
R−(K) =
1
48
K(logK)2+O(K logK) .
8. Failures of the Hasse Principle
The fundamental sets allows us to determine Hasse failures for small k very readily. For
example, direct computations reveal that the smallest positive Hasse failure occurs with k =
46. That k = 46 is a Hasse failure can be verified by applying Theorem 1.1 as follows: either
k = 46 is exceptional or there exist 3≤ x1 ≤ x2 ≤ x3 such that x21 + x22 + x23 + x1x2x3 = 46.
The latter cannot occur since the smallest value of the polynomial is 54. To determine if 46
is exceptional, since it is not a sum of two squares and since 42 is not a square, it remains to
check if the equation x22+ x
2
3− x2x3 = 45 has any solutions with x2, x3 ∈ Z. The equation
implies that 3|x2 and 3|x3, so that we consider the solvability of y21+ y22− y1y2 = 5. This is
equivalent to the solvability of u21+3u
2
2 = 20, which is impossible by congruence modulo 5
or otherwise.
Let Vk(Z) denote the integral points on the surface x21+ x22+ x23− x1x2x3 = k, for k ∈ Z.
For k = 4+d, the surface Vk is the singular Cayley surface when reduced modulo d. Its
features, coupled with global quadratic reciprocity, yield failures of strong approximation
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(mod 4d). For example, assume that n→ ( 4dn ) is a primitive Dirichlet character (mod 4d)
and let Sd ⊂ Z/4dZ be the multiplicative closed set
{
n :
( 4d
n
)
= 0 or 1
}
. Then, for any
x = (x1,x2,x3) ∈Vk(Z) one has
(8.1) x2j −4 ∈ Sd (mod4d) , for j = 1,2,3.
These congruences on x j imposed by (8.1) are not consequences of local considerations and
so strong approximation fails for Vk(Z), at least (mod 4d).
To see (8.1), we rewrite (2.1) as
(8.2) w2−4d = (x21−4)(x22−4) ,
with w = 2x3− x1x2. Now, if x21−4 = p1 p2 . . . pl with p j primes (possibly with repetition),
then w2 ≡ 4d (mod p j) and hence
(
4d
p j
)
= 0 or 1. Thus p j ∈ Sd for each j, and hence so
does x21−4. The same applies to x22−4 and x23−4. Quadratic reciprocity then implies that
the x j’s must lie in certain congruence classes (mod 4d).
As we now show, by specializing the k’s and enhancing the analysis above, we can
eliminate all the candidate congruence classes and produce families of Hasse failures. We
turn to these and the proof of Theorem 1.2(i) in the Introduction, which follows from Prop.
8.1 below.
Proposition 8.1. For the following choices of k, Vk(Z) is empty but Vk(Zp) is non-empty
for all primes p :
(i). Let ν have all of its prime factors lie in the congruence classes {±1} modulo 8 with
the additional requirement that ν ∈ {0,±3,±4} modulo 9. Then choose k = 4±2ν2.
(ii). Suppose `≥ 13 is a prime number with `≡±4 (mod 9). Then choose k = 4+2`2.
The smallest positive k here is 342.
Proof.
Case (i). Let ε =±1 and let (x1,x2,x3) be a solution to
(8.3) x21+ x
2
2+ x
2
3− x1x2x3 = 4+2εν2 ,
with the corresponding
(8.4) w2−8εν2 = (x21−4)(x22−4) ,
with w = 2x3− x1x2.
First, k = 4− 2ν2 ≡ 2, ±4, 8(mod9), and k = 4− 2ν2 ≡ 2(mod4), so that Prop.
6.1 shows that Vk(Zp) 6= ∅. The same is true when k = 4+ 2ν2 ≡ 0, 4(mod9) and
k = 4+2ν2 ≡ 2(mod4).
Next, since ν is odd, 4± 2ν2 is not divisible by 4, so that at least one of x1, x2 or x3
is odd, so say x1. Then x21− 4 ≡ 5(mod8) and so x21− 4 is divisible by a prime number
q≡±5(mod8). Since q - ν , it follows from (8.4) that ±2 is a quadratic residue modulo q,
a contradiction.
Case (ii). Recall that for k ≥ 5, if k is not exceptional, every solution is equivalent to one in
the fundamental set 3≤ x1 ≤ x2 ≤ x3 with x21+x22+x23+x1x2x3 = k = 4+2`2. This implies
that 3≤ x1 ≤ k 13 and x1 ≤ x2 ≤
√
k
x1
. Now, the proof above requires that at least one of the
variables is odd; but in fact at least 2 variables are odd (by considering the equation modulo
4). It follows that we derive a contradiction if we follow the proof above with q 6= `. On
the other hand, if q = `, since two variables are odd, we can choose one, say x1 satisfying
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3 ≤ x1 ≤
√
k
3 with `|
(
x21−4
)
. Then `|(x1− 2) or `|(x1 + 2) so that x1 + 2 ≥ `t for some
t ≥ 1. Then we get
`−2≤ `t−2≤ x1 ≤
√
4+2`2
3
,
so that 3(`−2)2 ≤ 4+2`2, which implies that ` < 13, a contradiction.
To complete the proof, it remains to check that our choice of k is not exceptional, that is
there are no solutions with say x1 equal to 0,±1 or±2. If x1 = 0, then since two variables are
odd, we have x2 and x3 are odd with x22+ x
2
3 = 4+2`
2. The left side is congruent to 2 while
the right is congruent to 6 modulo 8. Next, if x1 =±1, we have x22 + x23− x2x3 = 3+2`2.
Completing the square gives us (2x1− x3)2 +3x23 = 4(3+2`2), so that 8`2 is a quadratic
residue modulo 3. This is a fallacy since 8`2 ≡ 2. Finally, the case x1 =±2 is trivially dealt
with since it implies that 2 is a square. 
We continue below with variants of this construction of Hasse failures, their densities
being no more than the k’s in Prop. 8.1, which is K
1
2 (logK)−
1
4 and establishes Theorem
1.2(i).
Proposition 8.2. Suppose ν2≡ 25(mod32) with ν having all prime factors≡±1(mod12).
Then when k = 4+12ν2, Vk(Z) = /0 but Vk(Zp) 6= /0 for all primes p. The smallest ν is 37,
with k = 16432.
Proof. It is obvious that with the choice of k, the conditions of Prop. 6.1 are satisfied so
that local solutions exist.
We first consider congruences modulo 12, where the squares are in {0, 1, 4, 9}. Suppose
(x1,x2,x3) is a solution to
(8.5) x21+ x
2
2+ x
2
3+ x1x2x3 = 4+12ν
2,
with ν as above.
If 2 - x1x2x3, then x21−4≡ 5(mod12) or is divisible by 3 (the same holding for x2 and
x3). From (8.5) we have
(8.6) w2−48ν2 = (x21−4)(x22−4),
so that if x21−4≡ 5(mod12), there is a prime p≡±5(mod12) with p|(x21−4). This is not
possible since p - ν implies that 3 is a quadratic residue (mod p), a fallacy. The same holds
for x2 and x3, so that we may assume that x21 ≡ x22 ≡ x23 ≡ 1(mod12), so that each lies in the
set {±1, ±5} modulo 12. If x1 ≡±5, then in x21−4 = (x1−2)(x2+2), at least one factor
is congruent to ±5, so that the argument above with a prime p gives a contradiction. Hence
we may assume that x1 ≡±1(mod12), and the same for x2 and x3. But then 9 divides the
right hand side of (8.6), a contradiction.
Next, if 2 - x1x2, but 2|x3, we see that a Vieta map gives the solution (x1,x2,−(x1x2+x3))
with all coordinates odd, so that the previous analysis give a contradiction.
Hence we assume x1, x2 and x3 are all even, so that changing variables gives us the
equation
(8.7) y21+ y
2
2+ y
2
3+2y1y2y3 = 1+3ν
2,
with the corresponding
(8.8) w21−3ν2 = (y21−1)(y22−1).
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If y1 is odd, then 8|(y21− 1) so that 3 is a quadratic residue mod 8, a fallacy. Hence we
assume all y1, y2 and y3 are even. We now consider congruences modulo 16. We first note
that 1+3ν2 ≡ 12(mod16), so that we cannot have 4 dividing each of the variables.
Next, if 4|y1, 4|y2 and y3 ≡ 2(mod4), then (8.7) gives us y23 ≡ 12(mod16), an impossi-
bility. Similarly if 4|y1 but y2 ≡ y3 ≡ 2(mod4), then y22+ y23 ≡ 12(mod16), which we see
again is impossible. Thus, we may assume that y1 ≡ y2 ≡ y3 ≡ 2(mod4), in which case we
write y1 = 2z1, y2 = 2z2 and y3 = 2z3, with 2 - z1z2z3. Then (8.7) becomes
z21+ z
2
2+ z
2
3+4z1z2z3 = 1+3
(
ν2−1
4
)
.
The left hand side is congruent to 7 modulo 8, while the right is congruent to 3. Hence the
result follows. 
Proposition 8.3. Suppose ν ≡±4(mod9) with ν having all prime factors ≡±1(mod20).
Then when k = 4+20ν2, Vk(Z) = /0 but Vk(Zp) 6= /0 for all primes p. The smallest ν is 41,
with k = 33624.
Proof. The proof is very much the same as the one above, with a small change. The squares
modulo 20 lie in the set {0,1,±4,5,9} and the odd primes in {±1,±3,±7,±9}.
If 2 - x1x2x3, write w2−80ν2 = (x21−4)(x22−4). Since x1 is odd, we have x21−4≡−3
or 5 modulo 20. Assume the former. Then, if there is a prime factor p|(x21−4), with p≡±3
or ±7 (mod 20), then w2 ≡ 80ν2 (mod p), so that 5 is a quadratic residue modulo p; that is
p a quadratic residue modulo 5, which is not true. Hence x21−4 must have a prime factor
p≡ 9 (mod 20). But then, x21−4≡ 3 implies that there must be another prime factor q≡±3
or ±7 all modulo 20, and that leads to a contradiction. Hence we cannot have x21−4≡−3
(mod 20), and the same being so for x2 and x3. Hence we must have x21−4≡ x22−4≡ 5
(mod 20), so that w2−80ν2 = (x21−4)(x22−4) implies that 25|80.
If 2 - x1x2, but 2|x3, the Vieta map V3 gives the solution (x1,x2,−(x1x2 + x3)) with all
coordinates odd, so that the previous analysis give a contradiction. Hence we assume x1, x2
and x3 are all even, so that changing variables gives us the equation
(8.9) y21+ y
2
2+ y
2
3+2y1y2y3 = 1+5ν
2,
with the corresponding
(8.10) w20−5ν2 = (y21−1)(y22−1).
If y1, y2 and y3 are all even, then we have a contradiction in (8.9) since v2 ≡ 1 (mod 4).
If y1 is odd, then 8|(y21− 1) so that 5 is a quadratic residue mod 8, a fallacy. The result
follows. 
9. Proof of Theorem 1.2(ii)
The proofs for the case k > 0 and k < 0 are almost identical with the main difference being
in the choice of our functions and the domains of the variables. We give here the details for
the case k > 0 and indicate the modification for k < 0 in a remark below.
Let K→ ∞ be our main (large) parameter, and let A be a secondary parameter satisfying
(logK)2 < Aε Kε , with ε > 0 sufficiently small. Let Abe the interval [
√
A, A]. Lastly
we use a parameter m = ∏p≤L pB, where we put L =
logA
log logAΦ(A) and B =
log logA
Φ(A)2 with
Φ(A)→ ∞ with A . Then, m∼ A 1Φ(A) as A→ ∞.
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For any a ∈A, put
(9.1) ga(x1,x2) = x21+ x
2
2+ax1x2 and fa(x1,x1) = ga(x1,x2)+a
2.
It will be convenient to denote by Da the discriminant a2−4 of the indefinite quadratic form
ga above, for each a ∈A. Completing the square shows that 4ga(x1,x2) = (2x1+ax2)2−
Dax22, so that we consider the form Gd(s1,s2) = s
2
1− ds22 with d = Da (not a complete
square). We then define the sector Sd in the plane as
Sd =
{
(s1,s2) : s1, s2 ≥ 0, 0≤ Gd(s1,s2)≤ 1, 2
√
ds2 ≤ s1 ≤ 3
√
ds2
}
,
=
(x1,x2) :
x1, x2 ≥ 0, 0≤ ga(x1, x2)≤ 14 ,
1
2
(
2
√
d−a
)
x2 ≤ x1 ≤ 12
(
3
√
d−a
)
x2
 .
(9.2)
Remark 9.1. For k < 0 we define ga(x1,x2) = x21+ x
2
2−ax1x2 and define the sector Sd with
the constants 2 and 3 replaced by 13 and
1
2 respectively. This then leads to some minor
changes for the sector in the variable x1 and x2. 
Next, we define the scaled region
√
XSd =
{(√
Xs1,
√
Xs2
)
: (s1,s2) ∈ Sa
}
. It is easily
shown that
Vol(
√
XSd) =C
X√
d
,
with C = 14 log
3
2 .
For 2≤ k ≤ K, we define
(9.3) Rd(k) = #
{
(s1,s2) ∈
√
KSd ∩Z2 : Gd(s1,s2) = k and 2|(s1− s2)
}
.
Lemma 9.2. For d and m as above we have
∑
k≤K
Rd(k) =
CK
2
√
d
+Oε
(
K
1
2+ε
)
.
Proof. By the definition of Sd , we break up the sum in s1 and s2 into the ranges so that
Sd = S
(1)
d ∪S(2)d with
S
(1)
d =
{
s2 ≤
√
K
8d
, 2
√
ds2 ≤ s1 ≤ 3
√
ds2, 2|(s1− s2)
}
,
and
S
(2)
d =
{√
K
8d
≤ s2 ≤
√
K
3d
, 2
√
ds2 ≤ s1 ≤
√
K+ds22, 2|(s1− s2)
}
.
The sums are easily evaluated.  
Lemma 9.3. For a and m as above and for any α1 and α2, we have
∑
x1≡α1(m)
x2≡α2(m)
fa(x1,x2)≤K
(x1,x2)∈
√
4KSDa∩Z2
1 =
2CK√
Dam2
+Oε
(
K
3
4+ε
)
,
with the error term uniform is all other variables.
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Proof. By (9.1) we have trivially x1, x2 
√
K . Assuming 0 ≤ α j < m, we put x j =
α j +ml j with 1 ≤ l j 
√
K
m . Then (x1,x2) ∈
√
4KSDa ∩Z2 and x2 K
1
4+ε gives at most
O(K
1
2+ε) lattice points, so that we may assume that K
1
4+ε  x1, x2 
√
K. It is then
easily checked that C′1l2 ≤ l1 ≤C′2l2, with C′j =C j
(
1+O(K−
1
4+ε)
)
, where we have put
C1 = 12
(
2
√
d−a
)
and C2 = 12
(
3
√
d−a
)
as in (9.2).
Next
∣∣ fa(x1,x2)−m2 fa(l1, l2)∣∣K 12+ε . The error in replacing the condition fa(x1,x2)≤
K with the condition m2ga(l1, l2) ≤ K is at most O(K 12+ε) since we are counting lattice
points in a hyperbolic segment of width K
1
2+ε , with the variables restricted as above. Thus
∑
x1≡α1(m)
x2≡α2(m)
fa(x1,x2)≤K
(x1,x2)∈
√
4KSDa∩Z2
1 = ∑
ga(l1,l2)≤ Km2
(l1,l2)∈
√
4K
m2
S∗Da∩Z2
1+Oε
(
K
1
2+ε
)
,
where S∗ means the constants have been perturbed by about O(K−
1
4+ε), as discussed above.
Completing the square shows that the last sum is over the s1 and s2 variables as in (9.2) with
the constraint that s1− s2 is even, and with the constants 2 and 3 defining the inequalities
perturbed with the addition of O(K−
1
4+ε). Applying Lemma 9.2 with K replaced with 4Km2
gives the result, with C replaced with C+O(K−
1
4+ε).

Corollary 9.4. For a ∈Aand k ≤ K let
ra(k) = #
{
(x1,x2) ∈
√
4KSa∩Z2 : fa(x1,x2) = k
}
.
Then
∑
k≤K
ra(k) =
2CK√
Da
+Oε
(
K
1
2+ε
)
.
We now set
(9.4) bA(k) = ∑
a∈A
ra(k),
and we are interested in this as a function of k for 1≤ k ≤ K. From Corollary 9.4, we have
(9.5) ∑
1≤k≤K
bA(k) =CK logA+O(KA−1) ,
so that the mean-value of bA(k) is C logA. Our main goal is to estimate the deviation
of bA(k) from its predicted value in terms of local masses. Let δ (Vk) denote the formal
singular series for
(9.6) Vk : x21+ x
2
2+ x
2
3+ x1x2x3 = k,
so that δ (Vk) =∏p<∞ δp(Vk), with
δp(Vk) = limν→∞
#Vk(Z/pνZ)
pν
.
These are given explicitly in the Appendices and Section 5. Define
(9.7) δ (m)(k) =
#Vk(Z/mZ)
m2
:=
rm(k)
m2
.
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Note that δ (m)(k) depends on k modulo m. With this, we define our variance
(9.8) V (K) =V (K,A,m) = ∑
k≤K
(
bA(k)−C(logA)δ (m)(k)
)2
.
We expand (9.8) as Σ1+Σ2+Σ3. We have
Σ3 =C2(logA)2 ∑
l (modm)
δ (m)(l)2 ∑
k≤K
k≡l(modm)
1 ,
=C2(logA)2
(
K
m
+O(1)
)
∑
l (modm)
δ (m)(l)2 ,
=C2(logA)2 (K+O(m))δm
(
V (2)
)
,
(9.9)
where we define
(9.10) V (2) : x21+ x
2
2+ x
2
3+ x1x2x3 = y
2
1+ y
2
2+ y
2
3+ y1y2y3,
and δm
(
V (2)
)
is the singular series for V (2) over Z/mZ.
Next,
Σ2 =−2C(logA) ∑
k≤K
bA(k)δ (m)(k) =− logA ∑
l (modm)
δ (m)(l) ∑
k≤K
k≡l(modm)
bA(k) ,
=−2C logA ∑
l (modm)
δ (m)(l) ∑
a∈A
∑
k≤K
k≡l(modm)
ra(k) .
(9.11)
Now, for each a ∈A, the last sum in (9.11) above is
(9.12) ∑
k≤K
k≡l(modm)
ra(k) = ∑
α1,α2(modm)
fa(α1,α2)≡l(modm)
∑
y1≡α1 (modm)
y2≡α2 (modm)
fa(y1,y2)≤K
(y1,y2)∈
√
4KSa
1.
Applying Lemma 9.3 to the inner sum gives
∑
k≤K
k≡l (modm)
ra(k) = ∑
α1,α2 (modm)
fa(α1,α2)≡l (modm)
2CK
am2
(
1+O(a−2)
)
,
so that
∑
k≤K
k≡l (modm)
bA(k) =
2CK
m2 ∑β (modm)
α1,α2 (modm)
fβ (α1,α2)≡l (modm)
 ∑
a∈A
a≡β (modm)
(
a−1+O(a−3)
) ,
=
2CK
m3
(
1
2
logA+O(A−
1
2 )
)
∑
β (modm)
α1,α2 (modm)
fβ (α1,α2)≡l (modm)
1 ,
=
2CK
m
(
1
2
logA+O(A−
1
2 )
)
δ (m)(l) .
(9.13)
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Combining (9.11) with (9.13) gives us
Σ2 =−2C2 Km
(
(logA)2+O(A−
1
2 logA)
)
∑
l (modm)
δ (m)(l)2 ,
=−2C2K
(
(logA)2+O(A−
1
2 logA)
)
δm(V (2)) .
(9.14)
It remains for us to analyse the difficult case Σ1. We have
Σ1 = ∑
k≤K
b2A(k) = ∑
a1,a2∈A
∑
k≤K
ra1(k)ra2(k) ,
= ∑
a∈A
∑
k≤K
r2a(k)+ ∑
a1,a2∈A
a1 6=a2
∑
k≤K
ra1(k)ra2(k) .
(9.15)
The diagonal term above can be estimated from
Lemma 9.5.
(a). For Rd as in (9.3), we have
∑
k≤K
R2d(k)
K√
d
+
K logK
d
τ(d) ,
(b).
∑
a∈A
∑
k≤K
r2a(k) K logA .
where τ( ) is the divisor function, and all implied constants are absolute.
Proof. Since we are obtaining upper-bounds, we will discard the condition that s1− s2 is
even in the definition of Rd(k). By abuse of notation, we denote this modified counting
function by Rd(k) in the proof. Part (b) follows from Part (a) in the same manner that
Lemma 9.3 follows from Lemma 9.2, and summing over a ∈A, giving
∑
a∈A
∑
k≤K
r2a(k) K logA+
K logK logA√
A
 K logA ,
since (logK)2 A Kε .
For the proof of Part (a), we write s j = (s j, t j) for j = 1 ,2 to get
R2d(k) = #
{
(s1,s2) : s21−dt21 = s22−dt22 = k, s j ∈
√
KSd , j = 1, 2
}
,
so that we have
(9.16) ∑
k≤K
R2d(k) = #
{
(s1,s2) : s21−dt21 = s22−dt22 ≤ K, s j ∈
√
KSd , j = 1, 2
}
.
Now s j ∈
√
KSd and s2j −dt2j ≤ K imply that
s1 ,s2
√
K and t1 , t2
√
K
d
Switching the roles of t1 and t2 in (9.16) shows that
∑
k≤K
R2d(k)≤ #
{
(s1,s2) : s21+dt
2
2 = s
2
2+dt
2
1 , s j K
1
2 , t j
(
K
d
) 1
2
, j = 1, 2
}
.
Since the forms are now positive definite, we apply Theorem 2 of [BG06], which gives the
estimate in the Lemma.  
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The inner sum in the off-diagonal term in (9.15) can be analysed by using Klooster-
mann’s method (see [HB96] and [Nie10] for a modern treatment and uniformity with our
parameters) to give, for a1 6= a2
(9.17) ∑
k≤K
ra1(k)ra2(k) = δ
(K)
∞ (a1,a2)δfin(a1,a2) +O(K
1−ε0) ,
for some ε0 > 0.
Here, δ (K)∞ (a1,a2) is the singular integral and δfin(a1,a2) = ∏p<∞ δp(a1,a2), where
δp(a1,a2) is the singular series, both associated to the equation
(9.18) Va1,a2 : fa1(x1,x2) = fa2(y1,y2) ,
with
(9.19) δp(a1,a2) = limν→∞
#Va1,a2 (Z/pνZ)
p3ν
.
For the singular integral, let
√
4KSa1,a2 =
√
4KSa1 ×
√
4KSa2 and let χa1,a2 be its charac-
teristic function (here we abuse notation by writing Sa j instead of SDa j ). Then,
δ (K)∞ (a1,a2) =
∫ ∞
−∞
[∫
R4
χa1,a2(x,y)e
(
t(ga1(x)−ga2(y)+a21−a22)
)
dxdy
]
dt .
= lim
ε→0
1
ε
.Vol
(
(x,y) ∈
√
4KSa1,a2 : |ga1(x)−ga2(y)+a21−a22|< ε
)
,
=
4C2K
a1a2
[
1+O(A−1)
]
.
(9.20)
Hence, from (9.15) and (9.17) we have
(9.21) Σ1 = 4C2K
(
1+O(A−1)
)
∑
a1,a2∈A
a1 6=a2
1
a1a2
δfin(a1,a2)+O
(
K logA+K1−ε0A2
)
.
To analyse the main term in (9.21), we replace δfin(a1,a2) with δ (m)(a1,a2), where
(9.22) δ (m)(a1,a2) :=
#Va1,a2 (Z/mZ)
m3
.
The error term in doing so in (9.21) has size
(9.23)  K∑
s≥1
∑
a1,a2∈A
a1 6=a2
gcd(Da1 ,Da2)=s
∣∣δfin(a1,a2)−δ (m)(a1,a2)∣∣
a1a2
.
According to Appendix B, δ (m)(a1,a2) is suitably close to δfin(a1,a2) unless s= gcd(Da1 ,Da2)
is in the set
SA,m :=
{
s : s = pe11 . . . p
et
t with either e j ≥ B for some j, or p j > L for some j
}
.
Moreover, for such a1 and a2, the difference
∣∣δfin(a1,a2)−δ (m)(a1,a2)∣∣ is O(τ(s)), with
τ(.) the divisor function. Hence the contribution to (9.23) from these is at most
(9.24) ∑
s∈SA,m
τ(s) ∑
a1,a2∈A
gcd(Da1 ,Da2 )=s
1
a1a2
.
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Since Da ≡ 0 (mod k) occurs only if a≡±2 (mod s2α ) with 0≤ α ≤ 3, the sums in (9.24)
above are bounded by
(9.25) (logA)2 ∑
s∈SA,m
τ(s)
s2
 (logA)2 min(L,2B)− 12 ,
because s ∈ SA,m implies s≥min(L,2B) and a1, a2 6=±2.
Next, for s /∈ SA,m, we write
δfin(a1,a2) =∏
p≤L
δp(a1,a2) ∏
p>L
δp(a1,a2) .
Recall from Prop. B.7 that δp(a1,a2) = 1+O(p−2) if p - Da1Da2 (Da1 −Da2) when p≥ 3.
We denote these primes byP(1) and include p= 2 in this set, and denote the remaining finite
set of primes by P(2). We decompose P(2) further into P(3) = {p≥ 3 : p|gcd(Da1 ,Da2) }
and its complement. Then we write
∏
p>L
δp(a1,a2) = ∏
p∈P(1)
p>L
δp(a1,a2) ∏
p∈P(2)
p>L
δp(a1,a2) ,
= ∏
p∈P(2)
p>L
δp(a1,a2)
(
1+O
(
1
L
))
.
Since s /∈ SA,m, if p> L we have (using Prop. B.7 again)
log ∏
p∈P(2)
p>L
δp(a1,a2) = ∑
p∈P(2)
p>L
cp
p
+ O
(
1
L
)
,
with coefficients cp satisfying |cp| ≤ 1. Since a1 6=±a2 and a j 6=±2, the set P(2) has the
bound card(P(2)) logAlog logA , as it contains those primes dividing Da1 or Da2 or (Da1 −Da2).
Hence the sum over P(2) above is bounded by logAL log logA Φ(A)−1. Thus, for s /∈ SA,m we
have
δfin(a1,a2) =∏
p≤L
δp(a1,a2)×
(
1+O
(
1
Φ(A)
))
.
To analyse this further, we write δ (m(a1,a2) =∏p≤L δ
(m)
p (a1,a2). Then one has
(9.26) δp(a1,a2) = 1+
∞
∑
l=1
Nl(a1,a2) and δ
(m)
p (a1,a2) = 1+
B
∑
l=1
Nl(a1,a2),
where
(9.27) Nl(a1,a2) = p−4l ∑∗
b(mod pl)
∑
x,y(mod pl)
e
(
ga1(x)−ga2(y)+Da1 −Da2
pl
b
)
.
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Then for s /∈ SA,m, one has by Prop B.6 that δp(a1,a2) = δ (m)p (a1,a2)+O(p−B). It follows
that the contribution to (9.23) is
K ∑
s≥1
s/∈SA,m
∑
a1, a2∈A
a1 6=a2
gcd(Da1 ,Da2)=s
∣∣δfin(a1,a2)−δ (m)(a1,a2)∣∣
a1a2
 K min(Φ(A),2B)−1 ∑
a1, a2∈A
a1 6=a2
∣∣δ (m)(a1,a2)∣∣
a1a2
,
 K min(Φ(A),2B)−1 (logA)2 ,
using δ (m)(a1,a2) τ(gcd(a1,a2)). Since Φ(A) grows arbitrarily slowly, substituting into
(9.21) gives us
(9.28) Σ1 = 4C2K ∑
a1, a2∈A
a1 6=a2
δ (m)(a1,a2)
a1a2
+O
(
KΦ(A)−1(logA)2
)
.
Since δ (m)(a1,a2) is periodic modulo m, the sum in (9.28) can be analysed as in (9.9),
giving
Σ1 = 4C2K ∑
α1 (modm)
α2 (modm)
δ (m)(α1,α2)
( 1
2 logA
)2
m2
+O
(
KΦ(A)−1 (logA)2
)
,
=C2K (logA)2 δm
(
V (2)
)
+O
(
KΦ(A)−1 (logA)2
)
.
(9.29)
Combining (9.9), (9.14) and (9.28) into (9.8) gives us the key cancellation and hence the
estimate on the variance V (K).
Proposition 9.6. With Φ(A) growing arbitarily slowly with A, we have
∑
k≤K
[
bA(k)−C(logA)δ (m)(k)
]2 KΦ(A)−1 (logA)2 .
Remark 9.7. One can remove the auxillary parameter B in the Proposition above with
δ (m)(k) =∏
p≤L
δp(k)+O(2−B),
as follows. From (B.4) and (9.6), we have δ (Vk) =∏p<∞ δp(k) with δp(k) = 1+∑l≥1 Nl(k),
where Nl(k) is given in (B.3) and are all evaluated in the Appendix . Similarly, one can
show that δ (m)(k) =∏p≤L δ
(m)
p (k) with δ
(m)
p (k) = 1+∑1≤l≤B Nl(k) . Then, it follows from
Prop. B.3 that δ (m)p (k) = δp(k)+O(p−B). Applying Prop B.4 then gives the result. 
9.1. Lower bound for δ (m)(k) for most admissible k’s.
To complete the proof of Theorem 1.2(ii), we need to estimate, for ε > 0
(9.30)
∣∣{0≤ k ≤ K : k admissible, δ (m)(k)< ε}∣∣ .
By Props. B.7 and B.14 in the Appendix, and Note 9.7 , we can write
(9.31) δ (m)(k) =∏
p≤L
(1+N1,p(k)+Cp(k))+o(1),
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where we indicate the dependence of p in the definition of Nl , and with Cp(k) coming from
the Nl,p’s with l ≥ 2. Since we are assuming that k is admissible, we can ignore the primes
p = 2 and p = 3 since then these local factors are bounded from below. For p ≥ 5, the
problematic case of Cp(k) in (9.31) is, by Prop. B.3, of the form 4β p−1+O
(
p−2
)
. So, up
to O
(
p−2
)
, which can be ignored for our purposes of bounding δ (m)(k) from below, we
have that
δ (m)(k)∏
p≤L
(
1+N1,p(k)+O
(
1
p2
))
+o(1) ,
∏
p≤L
(
1+
χ(k−4)(3+χ(k))
p
)
,
(9.32)
where χ is the Legendre symbol modulo p. Hence[
δ (m)(k)
]−1∏
p≤L
(
1− χ(k−4)(3+χ(k))
p
)
,
= ∑
n≤M
µ(n)A(k,n)
n
,
(9.33)
where A(k,n) = A(k, p1) . . .A(k, pl) if n = p1 . . . pl , M =
(
∏p≤L p
)≤ m Kε , and
(9.34) A(k, p) =
{
χ(k−4)(3+χ(k)) if p≥ 5 ,
0 otherwise .
Since A(k,n) as a function of k is periodic of period n, we have
(9.35) ∑
k≤K
A(k,n) =
K
n ∑k (modn)
A(k,n)+O(n) .
By multiplicativity, the completed sum
∑
k (modn)
A(k,n) =∏
p|n
(
∑
k (mod p)
A(k, p)
)
= µ(n),
since ∑k (mod p) χ(k−4) = 0 and ∑k (mod p) χ(k−4)χ(k) =−1. Hence
∑
k≤K
A(k,n) =
µ(n)
n
K+O(n),
so that by (9.33) we have
∑
k≤K
k admissible
[
δ (m)(k)
]−1 K(∑
n
1
n2
)
+M K.
Hence, it follows that for any ε > 0
(9.36)
∣∣{0≤ k ≤ K : k admissible , δ (m)(k)< ε}∣∣ εK.
Finally, combining (9.36) with the variance estimate in Prop. 9.6 gives Theorem 1.2(ii). 
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10. Computations
We computed all the Hasse failures (HF) for positive k ≤ K with K about 564 million and
present some data associated with this.
By definition there are no HF’s in the congruence classes 3 (mod 4) and ±3 (mod 9). We
tabulate in Table 1 the percentages in some other congruence classes: more precisely this is
the quantity λ = 100×#{ HF’s in a congruence class}/#{ HF’s }.
Class (mod 4) λ%
0 30.6733
1 28.1317
2 41.195
Class (mod 3) λ%
0 42.2078
1 43.2872
2 14.5051
Class (mod 9) λ%
0 42.2078
1 19.023
4 4.462
7 19.802
Class (mod 9) λ%
2 4.831
5 4.833
8 4.841
TABLE 1. Percentages of Hasse failures in congruence classes.
The number of admissible k’s (see Sec. 3) in the interval [1,K] we denote by A (K), and
is asymptotically 712 K. The admissibles consist of the exceptional k’s, of which there are
O( K√logK ) members, the generic k’s consisting of the HF’s and the generic k’s with h(k)> 0.
For K ≥ 5, let AHF(K) denote the number of HF’s in the interval [5,K]. By the arguments
in Sec. 7, we know thatAHF(K)→∞ with K, and more preciselyAHF(K)ε K 12−ε for any
ε > 0. While we do not know the exact order of AHF(K), Theorem 1.2(ii) shows that it is
o(K), and we consider this question here computationally, for which we compare AHF(K)
with A (K). There are two possible models to consider, namely (1) AHF(K)∼A (K)θ for
some 0 < θ < 1 or (2) AHF(K)∼A (K)/ logA (K)θ . To check these cases, we compute
logAHF(K)/ logA (K) with A (K) = 712 K.
For K ∼ 564×106 put L = logK, and let
(10.1) f (K) = 0.887516 −8.06653 L−2−21.8923 L−3+2.38097 L−4+3.35656 L−5.
Using f (K) as a predictor for logAHF (K)logA (K) we compare AHF(K) withP(K), the integer part
of A (K) f (K) and tabulate also the relative percentage error E (K) = 100× AHF (K)−P(K)P(K) ,
in Table 4, page 37. The K’s given are each a multiple of 100,800 but otherwise is a sample.
The data was gathered by subdividing the interval [1,K] into subintervals of length 100,800
and computing AHF(K) at the endpoints.
We first show, in Fig. 7, the graph of the “percentages of the Hasse failures”, namely
the quantity 100× AHF (K)A (K) , together with the prediction P(K). There were a total of
23,298,277 HF’s (with K = 564,062,446) but we plot 5,595 sample points. Next, Fig. 8
is a plot of logAHF (K)logA (K) together with the approximation f (K) in (10.1). In both graphs, the
approximation curves and data points are too close to show up as separate curves, and so
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we plot only the data points. We also indicate in Table 2, the quality of the approximations
in Fig. 9 and Fig. 10.
0 1×108 2×108 3×108 4×108 5×108
7.5
8.0
8.5
9.0
9.5
FIGURE 7. Percentages of Hasse failures: 100× AHF (K)A (K) .
1×108 2×108 3×108 4×108 5×108
0.854
0.856
0.858
0.860
0.862
0.864
FIGURE 8. Plot of logAHF (K)logA (K) .
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R2 Goodness of Fit: 0.99999359
Correlation Coefficient: 0.99999689
Maximum Error: 0.00015802515
Mean Squared Error: 6.09792×10−11
Mean Absolute Error: 3.4565103×10−6
TABLE 2. Data on approximation: logAHF (K)logA (K) ∼ f (K), 2×106 < k < 564×106
1000 2000 3000 4000 5000
-0.00001
-5.×10-6
5.×10-6
0.00001
FIGURE 9. Normalised residuals between logAHF (K)logA (K) and prediction f (K):
x-axis is K/100800.
-0.00001 -5.×10-6 0 5.×10-6 0.000010
500
1000
1500
FIGURE 10. Histogram of residuals above.
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TABLE 3. Percentages of Hasse failures.
k ≤ K % Hasse failures
100,800 12.97620
10,080,000 9.84888
20,160,000 9.34943
30,240,000 9.05874
40,320,000 8.85229
50,400,000 8.69513
60,480,000 8.56721
70,560,000 8.45991
80,640,000 8.36626
90,720,000 8.28619
k ≤ K % Hasse failures
100,800,000 8.21313
110,880,000 8.14845
120,960,000 8.08844
131,040,000 8.03345
141,120,000 7.98373
151,200,000 7.93721
161,280,000 7.89398
171,360,000 7.85349
181,440,000 7.81481
191,520,000 7.77902
k ≤ K % Hasse failures
201,600,000 7.74513
211,680,000 7.71296
221,760,000 7.68273
231,840,000 7.65369
241,920,000 7.62577
252,000,000 7.59906
262,080,000 7.57319
272,160,000 7.54791
282,240,000 7.52428
292,320,000 7.50153
k ≤ K % Hasse failures
302,400,000 7.47924
312,480,000 7.45807
322,560,000 7.43758
332,640,000 7.41768
342,720,000 7.39828
352,800,000 7.37978
362,880,000 7.36165
372,960,000 7.34364
383,040,000 7.32663
393,120,000 7.30999
k ≤ K % Hasse failures
403,200,000 7.29355
413,280,000 7.27757
423,360,000 7.26198
433,440,000 7.24716
443,520,000 7.23274
453,600,000 7.21817
463,680,000 7.20418
473,760,000 7.19059
k ≤ K % Hasse failures
483,840,000 7.17718
493,920,000 7.16409
504,000,000 7.15137
514,080,000 7.13901
524,160,000 7.12665
534,240,000 7.11460
544,320,000 7.10295
554,400,000 7.09159
In Table 3, we provide a sample of the percentages of the Hasse failures. The data in
Table 3 suggests that
AHF(K)∼C K0.8875...+ o(1)
for some constant C, at least for K in this range. The error is smaller than 0.1% for K ≥ 107
and gets better for larger values of K. This is illustrated in Table 4.
We could use f (K) = 1− ClogK + . . . to test for the “positive proportion” case (which
we know is false), and use f (K) = 1− C log logKlogK + . . . for case (2). For our range of K,
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log logK is essentially constant and we will not be able to distinguish between these cases
satisfactorily. Testing gave a candidate function whose error in approximating is closer
to 1%, a result much weaker than the one for case (1) above. Moreover, the graph of the
normalised residuals (not shown) was far from random.
We do not come to any firm conclusions from these computations as our range of k’s
may well be too small (since logK does not grow fast enough), and because the exponent
0.8875... is quite close to 1. However, it is still a bit of a surprise how well columns 2 and 3
match in Table 4.
We next consider a slightly different calculation. Recall that we subdivided our large
interval into subintervals of length h = 100,800 (this value was chosen to be a nice integer
slightly larger than
√
K = 23750). It is interesting to look at the distribution of HF’s within
these subintervals. We plot 1h (AHF((l+1)h)−AHF(lh)), the average number of HF’s in
the l-th subinterval, with lh ≤ K. The curve in the graph is an approximation, given by
g(x) = 0.2353x−0.0908047−46.7396x−0.661084 (there was no effort made to find “optimal”
coefficients in the approximation). The residuals appear random, with the histogram fitting
the normal distribution N(−0.0016,0.0018) quite closely.
Finally we include data on the distribution of the number of orbits h(k) with generic
k ≤ K where K = 107. A sample of fundamental sets together with the corresponding class
numbers h(k) obtained using Theorem 1.1(i) is given in Table 5. The data on the distribution
of these class numbers is given in Table 6 and Fig. 14. Here, n(h) = nK(h) is the number
of occurences of h = h(k) with k running through generic integers in [1,K]. Our count
also includes the number of Hasse failures, denoted by n(0). Since n(0) grows with K, we
normalise our counts and consider the distribution of n(h)n(0) . We find that this quantity appears
to behave like the graph of e−
√
h+1. If so, this suggests that n(h+1)n(h) ∼ 1− 12 h−
1
2 as h→ ∞.
This is roughly consistent with the data in the second column of Table 6, for which with
h = 21 we have n(h+1)n(h) = 0.88921 while 1− 12 h−
1
2 = 0.89089. By Lemma 7.2, the average
value of h(k) with 0≤ k ≤ K has size about (logK)2. Since n(0) has size a power of K, the
data (at least in this short range for K) suggests that the maximal value of h(k) is probably a
power of logK , or at worst h(k)ε kε , for ε > 0 (the maximum value for h(k) in our data
was 131). As mentioned in the introduction, the best we know is h(k)ε k 13+ε .
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TABLE 4. Comparision between Hasse failure count AHF(K) and the
modelP(K).
k AHF(K) P(K) error: E (K)%
6,552,000 388,485 388,474 0.00279494
13,104,000 738,402 738,476 -0.0100959
19,656,000 1,074,038 1,074,075 -0.00351784
26,208,000 1,400,385 1,400,458 -0.00526837
32,760,000 1,720,203 1,720,067 0.0078529
39,312,000 2,034,145 2,034,330 -0.00913502
45,864,000 2,343,944 2,344,184 -0.0102605
52,416,000 2,650,338 2,650,290 0.0017743
58,968,000 2,952,994 2,953,142 -0.00502773
65,520,000 3,253,233 3,253,119 0.00349665
72,072,000 3,550,279 3,550,523 -0.00689091
78,624,000 3,845,160 3,845,601 -0.0114887
85,176,000 4,138,458 4,138,557 -0.00241157
91,728,000 4,429,888 4,429,563 0.00732315
98,280,000 4,718,612 4,718,766 -0.00326508
104,832,000 5,006,091 5,006,291 -0.00401399
111,384,000 5,292,241 5,292,251 -0.000204305
117,936,000 5,576,772 5,576,742 0.00052202
124,488,000 5,859,223 5,859,851 -0.0107229
131,040,000 6,140,768 6,141,654 -0.0144272
137,592,000 6,421,657 6,422,220 -0.00876724
144,144,000 6,701,189 6,701,611 -0.00630533
150,696,000 6,979,137 6,979,885 -0.0107173
157,248,000 7,256,456 7,257,091 -0.00876333
163,800,000 7,532,631 7,533,279 -0.00860614
170,352,000 7,807,978 7,808,490 -0.00656096
176,904,000 8,082,302 8,082,764 -0.00572446
183,456,000 8,355,009 8,356,139 -0.0135256
190,008,000 8,627,950 8,628,647 -0.0080886
196,560,000 8,899,431 8,900,322 -0.0100164
203,112,000 9,170,775 9,171,192 -0.00455085
209,664,000 9,440,833 9,441,285 -0.00478836
216,216,000 9,710,721 9,710,626 0.000974181
222,768,000 9,979,756 9,979,240 0.00516595
229,320,000 10,247,890 10,247,150 0.00722142
235,872,000 10,515,262 10,514,376 0.00842309
242,424,000 10,781,980 10,780,939 0.00964957
248,976,000 11,047,893 11,046,859 0.0093601
255,528,000 11,313,674 11,312,152 0.0134518
262,080,000 11,577,887 11,576,836 0.00907272
268,632,000 11,841,388 11,840,928 0.00388283
275,184,000 12104,565 12,104,442 0.00101294
K AHF(K) P(K) error: E (K)%
281,736,000 12,367,646 12,367,393 0.00203978
288,288,000 12,630,282 12,629,796 0.00384661
294,840,000 12,892,179 12,891,662 0.00400262
301,392,000 13,153,376 13,153,006 0.00280671
307,944,000 13,414,178 13,413,839 0.00252140
314,496,000 13,674,773 13,674,173 0.00438484
321,048,000 13,934,649 13,934,018 0.00452291
327,600,000 14,194,163 14,193,386 0.00547096
334,152,000 14,452,782 14,452,286 0.00342712
340,704,000 14,711,231 14,710,729 0.00341123
347,256,000 14,969,227 14,968,723 0.00336506
353,808,000 15,227,250 15,226,278 0.00638342
360,360,000 15,484,481 15,483,402 0.00696817
366,912,000 15,740,411 15,740,103 0.00195186
373,464,000 15,996,468 15,996,391 0.00048054
380,016,000 16,252,525 16,252,271 0.00155736
386,568,000 16,508,096 16,507,753 0.00207456
393,120,000 16,763,273 16,762,843 0.00256364
399,672,000 17,017,822 17,017,548 0.00160994
406,224,000 17,271,602 17,271,874 -0.00157807
412,776,000 17,525,323 17,525,829 -0.00288924
419,328,000 17,778,565 17,779,418 -0.00480173
425,880,000 18,031,595 18,032,648 -0.00584339
432,432,000 18,284,841 18,285,525 -0.00374203
438,984,000 18,537,717 18,538,054 -0.00181802
445,536,000 18,790,012 18,790,240 -0.00121647
452,088,000 19,041,406 19,042,090 -0.00359348
458,640,000 19,292,457 19,293,608 -0.00596736
465,192,000 19,543,623 19,544,799 -0.00602086
471,744,000 19,794,451 19,795,669 -0.00615548
478,296,000 20,045,181 20,046,222 -0.00519473
484,848,000 20,295,253 20,296,462 -0.00596103
491,400,000 20,545,280 20,546,395 -0.00542974
497,952,000 20,794,925 20,796,024 -0.00528918
504,504,000 21,044,290 21,045,355 -0.00506101
511,056,000 21,293,257 21,294,390 -0.00532190
517,608,000 21,541,991 21,543,134 -0.00530773
524,160,000 21,790,444 21,791,591 -0.00526622
530,712,000 22,038,418 22,039,765 -0.00611405
537,264,000 22,286,350 22,287,659 -0.00587756
543,816,000 22,534,130 22,535,278 -0.00509679
550,368,000 22,782,046 22,782,624 -0.00254092
TABLE 5. Sample fundamental sets, (−u1,u2,u3)
k h(k) (u1,u2,u3)
54 1 (3, 3, 3)
70 1 (3, 3, 4)
88 1 (3, 3, 5)
108 1 (3, 3, 6)
133 1 (3, 4, 6)
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Table 5 – continued from previous page
k h(k) (u1,u2,u3)
154 1 (3, 3, 8)
166 1 (4, 5, 5)
188 1 (3, 5, 7)
189 1 (3, 6, 6)
214 1 (3, 4, 9)
236 1 (5, 5, 6)
254 1 (3, 7, 7)
270 1 (3, 3, 12)
304 1 (3, 3, 13)
329 2 (3, 8, 8), (4, 4, 11)
341 1 (4, 5, 10)
358 1 (3, 5, 12)
378 1 (3, 3, 15)
412 1 (5, 6, 9)
414 1 (3, 9, 9)
430 1 (3, 4, 15)
446 1 (5, 5, 11)
448 1 (3, 6, 13)
460 2 (3, 3, 17), (3, 9, 10)
473 2 (3, 4, 16), (5, 8, 8)
494 2 (4, 7, 11), (5, 5, 12)
502 1 (4, 9, 9)
504 1 (3, 3, 18)
518 1 (3, 4, 17)
532 1 (6, 6, 10)
540 1 (3, 6, 15)
553 1 (4, 8, 11)
558 1 (3, 9, 12)
566 1 (4, 5, 15)
616 1 (4, 10, 10)
664 1 (3, 9, 14)
665 2 (3, 4, 20), (4, 8, 13)
668 2 (3, 10, 13), (6, 7, 11)
684 1 (6, 9, 9)
693 1 (3, 6, 18)
700 1 (3, 3, 22)
713 2 (3, 8, 16), (5, 8, 12)
718 1 (3, 4, 21)
. . . . . . . . .
. . . . . . . . .
9230 3 (3, 28, 59), (7, 17, 52), (11, 25, 28)
9234 2 (3, 15, 75), (9, 9, 63)
9253 3 (3, 42, 44), (8, 9, 66), (12, 18, 35)
9260 9 (3, 7, 86), (3, 19, 70), (3, 29, 58), (5, 19, 58), (5, 31, 42)
(6, 23, 47), (7, 31, 33),(9, 13, 53), (9, 22, 37)
9261 1 (6, 15, 60)
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Table 5 – continued from previous page
k h(k) (u1,u2,u3)
9268 1 (6, 32, 36)
9288 2 (3, 30, 57), (6, 12, 66)
9289 1 (3, 24, 64)
9296 1 (10, 11, 55)
9302 3 (4, 21, 61), (5, 9, 76), (11, 19, 36)
9304 5 (3, 13, 78), (9, 14, 51), (9, 27, 31), (13, 18, 33), (14, 21, 27)
9308 3 (5, 27, 47), (9, 11, 58), (10, 23, 33)
9310 3 (3, 3, 92), (3, 20, 69), (4, 13, 73)
9313 1 (4, 24, 57)
9317 2 (4, 6, 85), (4, 34, 45)
9322 2 (5, 24, 51), (9, 15, 49)
9329 2 (7, 8, 72), (8, 28, 33)
9353 3 (4, 36, 43), (8, 12, 59), (8, 29, 32)
9358 4 (3, 21, 68), (9, 23, 36), (12, 13, 45), (12, 21, 31)
9368 3 (3, 14, 77), (7, 21, 46), (13, 21, 29)
9373 4 (3, 6, 88), (4, 38, 41), (11, 22, 32), (18, 18, 25)
9380 7 (3, 34, 53), (4, 22, 60), (6, 20, 52), (8, 10, 64), (8, 24, 38)
(10, 24, 32), (15, 17, 31)
9388 3 (6, 9, 73), (6, 17, 57), (9, 19, 42)
9405 1 (3, 18, 72)
9414 3 (3, 9, 84), (3, 36, 51), (9, 21, 39)
9416 2 (4, 30, 50), (5, 29, 45)
9430 2 (3, 15, 76), (12, 15, 41)
9436 2 (6, 25, 45), (10, 25, 31)
9446 1 (11, 20, 35)
9449 2 (4, 16, 69), (8, 16, 51)
9450 1 (3, 39, 48)
9454 11 (3, 7, 87), (4, 11, 77), (4, 23, 59), (4, 31, 49), (7, 12, 63),
(7, 17, 53), (7, 28, 37), (11, 23, 31), (13, 13, 43), (15, 20, 27)
(17, 17, 28)
9468 1 (3, 42, 45)
9470 4 (3, 43, 44), (5, 7, 81), (5, 12, 71), (17, 21, 23)
9484 2 (3, 5, 90), (9, 13, 54)
9493 5 (3, 30, 58), (4, 27, 54), (6, 12, 67), (6, 14, 63), (6, 23, 48)
9494 1 (7, 29, 36)
9500 8 (3, 13, 79), (5, 9, 77), (5, 10, 75), (5, 31, 43), (6, 13, 65)
(10, 13, 51), (10, 27, 29), (13, 23, 27)
9504 3 (3, 3, 93), (6, 21, 51), (12, 12, 48)
9520 2 (3, 31, 57), (13, 15, 39)
9532 1 (15, 21, 26)
9538 1 (5, 27, 48)
We end this Section with some basic Conjectures concerning the class numbers h(k).
These are suggested by our theoretical results as well as our more refined numerical findings.
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FIGURE 11. Hasse failures in subintervals. 20h< k < 5500h
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FIGURE 12. Hasse failures in subintervals residuals.
Conjecture 10.1. For any ε > 0
h(k)ε |k|ε .
Conjecture 10.2. The number of Hasse failures for 0≤ k ≤ K satisfies∣∣{0≤ k ≤ K : h(k) = 0 and k admissible } ∣∣∼C0Kθ ,
for some C0 > 0 and some 12 < θ < 1.
More generally, for t ≥ 1∣∣{0≤ k ≤ K : h(k) = t } ∣∣∼CtKθ ,
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FIGURE 13. Hasse failures in subintervals: residuals histogram and
probability plot.
TABLE 6. Distribution of h(k), generic k ≤ 107.
h(k) n(h(k)) occurrences
0 574,778
1 423,094
2 346,019
3 259,787
4 202,111
5 157,726
6 124,744
7 100,431
8 81,243
9 66,794
10 54,942
11 45,898
12 38,719
13 32,886
14 28,001
15 23,954
16 20,930
17 17,932
18 15,970
19 13,748
20 12,105
21 10,434
s n(s+1)/n(s)
0 0.7361
1 0.81783
2 0.750788
3 0.777987
4 0.780393
5 0.790891
6 0.805097
7 0.808943
8 0.822151
9 0.822559
10 0.83539
11 0.843588
12 0.84935
13 0.851457
14 0.855469
15 0.873758
16 0.856761
17 0.890587
18 0.860864
19 0.880492
20 0.861958
21 0.888921
with Ct > 0.
The values of Ct above are illustrated in Fig. 14, suggesting an exponential decay in t.
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FIGURE 14. Occurences of relative number of orbits: n(h(k))/n(0),
generic k ≤ 107. Approximation curve n(h) = n(0)(6.86293 +
4.62621h+0.0576149h2)e−1.92905
√
h+1.
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FIGURE 15. Residuals to Fig. 14.
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Appendix
The appendix consists of (A) a discussion of invariants of affine cubic forms referred to
in the Introduction, and (B) computation of local masses. The local masses δp (for primes
p≥ 2) are computed in some detail here since their structure is used in the proofs in Section
8. The analysis is technical but otherwise straightforward.
A. Arithmetic invariants of affine cubic forms.
A number of invariants of f as an element of the unique factorization domain R =
Q[x1,x2, . . . ,xn], enter into the study of the values assumed by such an affine cubic form f .
The first is the h-invariant from [DL64]: h( f ) is the minimal integer h for which
(A.1) f0 = L1Q1+L2Q2+ . . .+LhQh,
where the L j’s are homogeneous linear and the Q j’s are homogeneous quadratic members
of R; equivalently n−h( f ) is the dimension of the largest Q-linear subspace contained in
W0 = {x : f0(x) = 0}, the linear space given by L1 = L2 = . . .= Lh = 0. Note that h( f ) = 1
iff f0 is reducible in R, and in this case W0 contains a rational hypersurface.
Closely related are the Q-invariants l( f ) and q( f ) defined as the dimensions of the
largest Q-affine linear subspaces Ul and Uq of An on which the restriction of f to Ul
is linear (non-constant) and to Uq is quadratic. So, l( f ) and q( f ) lie in [0,n− 1]. Of
particular interest to us is that
(A.2) h( f ) = 1 iff q( f ) = n−1.
The group Affn(Z) consisting of integral affine linear maps x→ Ax+b with A∈GLn(Z)
and b ∈ Zn, acts on the integral cubic polynomials by a change of variable. The arithmetic
invariants as well as the diophantine questions concerning Vk, f (Z) are all preserved by this
action. On the leading homogeneous cubic term f0, the action is that of GLn(Z), which has
been well studied in terms of its invariants. With these fixed, there are finitely many GLn(Z)
orbits, see [BS15] for a recent discussion of the case n = 3, which is our interest. In this
case the vector space of f0’s is 10-dimensional and it’s quotient by SL3 is 2-dimensional,
given by the Aronhold invariants I and J. The vector space of f ’s is 20-dimensional and its
quotient by Aff3 is 9-dimensional. The invariants for this action up to the additive constant
term and at a generic point are I( f0), J( f0) together with the 6-dimensional vector space
associated with the homogeneous quadratic part of f
We end with some examples of affine cubic forms and their invariants.
(1). S(x) = x31+ x
3
2+ x
3
3, h(S) = 3, l(S) = q(S) = 0;
(2). M(x) = x21+ x
2
2+ x
2
3− x1x2x3, h(M) = 1, l(M) = 0, q(M) = 2;
(3). T (x)= x1x2x3+x1+x2 (perhaps the mildest perturbation of the fully split form x1x2x3),
h(M) = 1, l(M) = q(M) = 2 (the restriction of T to x3 = 0 is linear). From the last it
follows that vT (k) = |Vk,T (Z)|= ∞; however T is not perfect or even almost perfect since
Vk,T (Z) is not Zariski dense in Vk,T for k 6= 0.
(4). P(x) = x1x2x3+(x1−1)Q1(x)+(x2−1)Q2(x), with Q1, Q2 generic quadratics. Then,
l(P) = q(P) = 1 (with x1 = x2 = 1 giving the line Ul). In particular, Vk,P(Z) 6= /0 for every
k. We expect that P is full.
B. Analysis of the local masses.
B.1. Computation of δp(k) for odd primes.
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For a fixed prime p≥ 3, let χ(b) denote the Legendre symbol
(
b
p
)
L
. For j = 0 or 1, and
integer l ≥ 0, define the Gauss sums
(B.1) Y ( j)l (α) = ∑
b(mod pl)
χ(b) j e
(
αb
pl
)
.
Then, one has Y (1)1 (1) = ∑b(mod p) χ(b) e
(
b
p
)
= Sp(1), given in Sec. 6. We also have the
following elementary
Lemma B.1.
(1). Y (0)1 (α) =
{
p−1 if p|α,
−1 otherwise.
(2). For l ≥ 2 ,
Y (0)l (α) =
 p
l−1(p−1) if pl |α,
−pl−1 if pl−1 ‖α,
0 otherwise.
(3). Y (1)1 (α) = χ(α)Sp(1) .
(4). For l ≥ 2 ,
Y (1)l (α) =
{
pl−1χ
(
α
pl−1
)
Sp(1) if pl−1 ‖α,
0 otherwise.
Next, for q≥ 1 let
(B.2) S(b;q) = ∑
r (modq)
e
(
br2
q
)
.
For a fixed prime p≥ 3, we write Sl(b) = S(b; pl). We have
Lemma B.2.
(1). S1(b) =
{
p if p|b,
χ(b)Sp(1) if p - b.
(2). Sl(b) = pl if pl |b.
(3). If l ≥ 2 and p - b, then
Sl(b) =
{
p
l
2 if 2|l,
p
l−1
2 χ(b)Sp(1) if 2 - l.
(4). For l ≥ 2, suppose pν ‖b with 1≤ ν ≤ l−1. Then
Sl(b) =
{
p
l+ν
2 if ν ≡ l (mod2),
p
l+ν−1
2 χ
(
b
pν
)
Sp(1) otherwise.
For any integer k and prime p≥ 3, we determine
δp(k) = lim
l→∞
|Vk(Z/ plZ)|p−2l .
Define
(B.3) Nl(k) = p−3l ∑∗
b(mod pl)
∑
x(mod pl)
e
(
f (x)− k
pl
b
)
,
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where x = (x,y,z), f (x) = x2+ y2+ z2− x1x2x3 and the asterisk denotes a sum over those
b’s not divisible by p. Then one has
(B.4) δp(k) = 1+
∞
∑
l=1
Nl(k).
In what follows, we analyse the case l ≥ 2 (the case l = 1 is determined by Lemma 6.4).
For p≥ 3 one has
(B.5) Nl(k) = p−3l ∑∗
b(mod pl)
e
(
4(4− k)
pl
b
)
∑
x
e
(
(2x3− x1x2)2− (x21−4)(x22−4)
pl
b
)
.
Making a change of variable shows that the inner sum over x is
∑
u
∑
x1,x2
e
(
bu2
pl
)
e
(−b(x21−4)(x22−4)
pl
)
= Sl(b)∑
x
e
(
4b(x2−4)
pl
)
Sl (b(x2−4)).
(B.6)
We decompose the sum over x in (B.6), using Lemma B.2 to get
(B.7)
l−1
∑
ν=0
2|(ν−l)
p
ν+l
2 ∑
x
pν‖(x2−4)
e
(
4b(x2−4)
pl
)
+χ(b)
Sp(1)√
p
l−1
∑
ν=0
2-(ν−l)
p
ν+l
2 ∑
x
pν‖(x2−4)
χ
(
(x2−4)
pν
)
e
(
4b(x2−4)
pl
)
+2pl ,
the last term coming from x≡±2 (mod pl). We call these terms Σ1, Σ2 and Σ3 respectively.
For Σ1, if ν ≥ 1, we put x = 2ε+ pνs, with ε =±1 and s (mod pl−ν ) with p - s, so that
the sum over x is
∑
ε=±1
∑∗
s
e
(
16bε
pl−ν
s
)
e
(
4bp2ν
pl
s2
)
.
If 2ν ≥ l, Lemma B.1 implies that the sum over s is zero unless ν = l−1. The latter does
not occur due to the parity condition. Hence we assume 2ν < l and write s = u+ pl−2ν t,
with u (mod pl−2ν ), p - u and t (mod pν ). The resulting sum over t is then zero unless ν = 0.
Thus the only contribution from Σ1 come when l is even and gives
p
l
2 ∑
x
p-(x2−4)
e
(
4b(x2−4)
pl
)
= p
l
2 Sl(4b)e
(
−16b
pl
)
− p l2 ∑
x
p|(x±2)
e
(
4b(x2−4)
pl
)
.
The last sum is easily seen to be zero by substituting x = 2ε + up+ pl−1w with u (mod
pl−2), w (mod p) and ε = ±1, so that x2− 4 ≡ 4εup+ u2 p2 + 4ε pl−1w modulo pl , and
summing over w. Hence using Sl(4b) = p
l
2 from Lemma B.2 we have
(B.8) Σ1 =
{
ple
(
− 16bpl
)
if 2|l,
0 otherwise.
Next, for Σ2, we first consider the sum over x in (B.7) for ν satisfying 1≤ ν ≤ l−2. We
can replace the condition pν ‖(x2−4) by pν |(x2−4) due to the presence of the character.
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Writing x = 2ε+ pνs, with s (mod pl−ν ) and ε =±1 shows that the sum over x is
∑
ε=±1
∑
s
χ(εs) e
(
16bε
pl−ν
s
)
e
(
4bp2ν
pl
s2
)
.
If 2ν ≥ l, then since we are considering the case ν ≤ l−2, the sum over s is Y (1)l−ν(16bε),
which is zero by Lemma B.1. So we consider 1 ≤ ν < l2 ≤ l− 1 for the sum over x in
Σ2 in (B.7). Putting x = 2ε + upν +wpl−ν with u (mod pl−ν ) and w (mod pν ), we have
x2−4≡ u2 p2ν+4εupν+4εwpl−ν (mod pl), and x2−4pν ≡ 4εu (mod p), so that the sum over
w gives us zero. Hence the only contribution to Σ2 comes from ν = 0 (when l is odd) and
ν = l−1. First, if ν = l−1, putting x = 2ε+ pl−1s, with s (mod p) gives x2−4≡ 4ε pl−1s
(mod pl) and x
2−4
pl−1 ≡ 4εs (mod p). The sum over x in Σ2 in (B.7) is then χ(ε)Y
(1)
1 (16εb),
which by Lemma B.1 gives χ(b)Sp(1). Summing over ε shows that the total contribution
to Σ2 is 2pl .
Finally, for ν = 0, we put x = u+wpl−1 with u (mod pl−1) and w (mod p) in the sum
over x in (B.7), giving
∑
x(mod pl)
χ(x2−4)e
(
4b(x2−4)
pl
)
=∑
u
χ(u2−4)e
(
4b(u2−4)
pl
)
∑
w
e
(
8bu
p
w
)
,
= pχ(−1) ∑
u(mod pl−2)
e
(
4b(p2u2−4)
pl
)
,
= pχ(−1)e
(
−16b
pl
)
Sl−2(4b).
(B.9)
The contribution of this to Σ2, using Lemma B.2 and the fact that l is odd is χ(−1)e
(
− 16bpl
)
pl .
Hence
(B.10) Σ2 = 2pl +
{
plχ(−1)e
(
− 16bpl
)
if 2 - l,
0 otherwise.
Next by Lemma B.2, for l ≥ 2
(B.11) ∑∗
b(mod pl)
e
(
α
pl
b
)
Sl(b) =

p
l
2 Y (0)l (α) if 2|l,
p
l−1
2 Sp(1)Y
(1)
l (α) if 2 - l.
Combining (B.11), (B.10), (B.8), (B.7) and (B.6) into (B.5) gives us
(B.12) Nl(k) =

p−
3l
2
[
4Y (0)l (4(4− k))+Y (0)l (−4k)
]
if 2|l,
p−
3l
2
Sp(1)√
p
[
4Y (1)l (4(4− k))+χ(−1)Y (1)l (−4k)
]
if 2 - l.
We then have
Proposition B.3. For p≥ 3 we have
(a).
N1(k) = χ(k−4) [3+χ(k)] 1p +
1
p2
;
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(b). If l ≥ 3 is odd,
Nl(k) =

4p−
1
2 (l+1)χ
(
k−4
pl−1
)
if pl−1|(k−4),
p−
1
2 (l+1)χ
(
k
pl−1
)
if pl−1|k,
0 otherwise ;
(c). if l ≥ 2 is even, then
Nl(k) =

−p− l+22 {4ηl−1(k−4)+ηl−1(k)} if pl−1 ‖k(k−4),
p−
l
2
(
1− 1p
)
{4ηl(k−4)+ηl(k)} if pl |k(k−4),
0 otherwise,
where we define ηl(m) = 1 if pl |m and is zero otherwise;
Here, (a) follows from Lemma 6.4. Applying Lemma B.1 gives us (b) and and also (c)
after noting that k and k−4 have no common odd factors.
To compute δp(k) for p≥ 3 in (B.4), we write δp(k) = 1+N1(k)+Sp(k). Define µ ≥ 0
by pµ ‖k(k−4). By Prop. B.3, µ = 0 implies Nl(k) = 0 for l≥ 2, so that we have Sp(k) = 0
for this case. For µ ≥ 1, we have pµ ‖(k−4β ), with β = 0 or 1. Then we combine Prop.
B.3 in (B.4), to get
(B.13) Sp(k) = 4β ×
{
p−1− p− 12 (µ+1)− p− 12 (µ+3) if 2 - µ ,
p−1− p− µ2 −1
(
1−χ
(
k−4β
pµ
))
if 2|µ .
In particular, we see that if µ = 1, then Sp(k) = −4β p−2 while if µ ≥ 2 then Sp(k) =
4β p−1+O(p−2). Combining (B.13) with Prop. B.3(a) in (B.4) gives
Proposition B.4. For p≥ 3, suppose pµ ‖k(k−4) with µ ≥ 0. We have
(a). if µ = 0, then δp(k) = 1+χ(k−4) [3+χ(k)] 1p + 1p2 ;
(b). if p‖k, then δp(k) = 1+3χ(−1) 1p ;
(c). if p‖(k−4), then δp(k) = 1− 3p2 ;
(d). if µ ≥ 2 and p|k, then
δp(k) = 1+
{
(1+3χ(−1)) p−1+ p−2− p− 12 (µ+1)− p− 12 (µ+3) if 2 - µ,
(1+3χ(−1)) p−1+ p−2− p− µ2 −1
(
1−χ
(
k
pµ
))
if 2|µ;
(e). if µ ≥ 2 and p|(k−4), then
δp(k) = 1+
{
4p−1+ p−2−4p− 12 (µ+1)−4p− 12 (µ+3) if 2 - µ,
4p−1+ p−2−4p− µ2 −1
(
1−χ
(
k
pµ
))
if 2|µ.
Remark B.5. The case (b) shows that δ3(k) = 0 if k≡ 3 or 6 (mod 9), while case (a) and (d)
shows that δ3(k)> 0 otherwise.
B.2. Local factors associated with Va1,a2 , odd primes.
We next state (without details) the analogous results for the density function δp(a1,a2)
in (9.19) for the surface Va1,a2 in (9.18). Recalling the properties in (9.26) and (9.27), since
p is odd, completing the square gives us
(B.14) Nl(a1,a2) = p−3l ∑∗
b(mod pl)
e
(
4b
Da1 −Da2
pl
)
Sl(bDa1)Sl(bDa2) .
Using Lemma B.2 and then Lemma B.1 gives us
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Proposition B.6. Let a1 6= a2 be fixed, and let p≥ 3.
(a). Suppose p - Da1Da2 (Da1 −Da2). Then
Nl(a1,a2) =
{
− χ(Da1 Da2)p2 if l = 1,
0 otherwise .
(b). Suppose p - Da1Da2 and pµ ‖(Da1 −Da2) with µ ≥ 1. Then
Nl(a1,a2) =

1
pl
(
1− 1p
)
if l ≤ µ,
−p−µ−2 if l = µ+1,
0 otherwise .
(c). Suppose pα ‖Da1 but p - Da2 with α ≥ 1. Then
Nl(a1,a2) =
{
p−1 if l = 1,
0 otherwise .
(d). Suppose pη1 ‖Da1 , pη2 ‖Da2 and pµ ‖(Da1 −Da2) with η1,η2 and µ ≥ 1 . Putting
η = min(η1,η2) gives us
Nl(a1,a2) =

(
1− 1p
)
if 1≤ l ≤ η ,
p−1 if l = η+1, η1 6= η2 ,
−p−η−2χ
(
Da1
pη
)
χ
(
Da2
pη
)
if l = η+1, η1 = η2 ≤ µ ,
0 otherwise .
We then have
Proposition B.7. Let a1 6= a2 be fixed, and let p≥ 3.
(a). Suppose p - Da1Da2 (Da1 −Da2). Then
δp(a1,a2) = 1− χ (Da1Da2)p2 .
(b). Suppose p - Da1Da2 and pµ ‖(Da1 −Da2) with µ ≥ 1. Then
δp(a1,a2) =
(
1+
1
p
)(
1− 1
pµ+1
)
.
(c). Suppose p|Da1Da2 but p - (Da1 −Da2). Then
δp(a1,a2) =
(
1+
1
p
)
.
(d). Suppose pη1 ‖Da1 , pη2 ‖Da2 and pµ ‖(Da1 −Da2) with η1,η2 and µ ≥ 1 . Putting
η = min(η1,η2) gives us
δp(a1,a2) =

(1+η)− η−1p if η1 6= η2 ,
(1+η)− ηp − 1p2 χ
(
Da1
pη
)
χ
(
Da2
pη
)
if η1 = η2 = µ ,
(1+η)− η−1p − 1pµ−η+1
(
1+ 1p
)
if η1 = η2 < µ .
Remark B.8. If a1 = a2 = a and p≥ 3, one can deduce the result for δp(a,a) from parts (c)
and (d) above, with µ → ∞, giving
(a). if p - Da, then δp(a,a) = 1+ p−1 , and
(b). if pη ‖Da with η ≥ 1, then δp(a,a) = (1+η)− η−1p .
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B.3. The even local factor δ2(k).
Let l ≥ 0 and define Fl(c) =∑x(mod2l) e
(
cx2
2l
)
. Recall the three primitive real characters
modulo powers of two: χ4 modulo 4, χ8 and χ4χ8 modulo 8, where
χ4(x) =
(−4
x
)
J
=
 1 if x≡ 1(mod4) ,−1 if x≡ 3(mod4) ,0 otherwise,
and
χ8(x) =
(
8
x
)
J
=
 1 if x≡±1(mod8) ,−1 if x≡±3(mod8) ,0 otherwise.
For l ≥ 1 we define ωl(k) to be 1 if 2l |k and 0 otherwise; if l ≤ 0, we define ωl(k) to be 1
always. Given a term ωl(k), we define kˆ = k2l . While ωl(k) = ωl(−k), the corresponding
“hat” function is not the same, and the appropriate choice is determined by the ω-function.
We have
Lemma B.9. Define θ ≥ 0 so that 2θ ‖c. We have
(a). if θ ≥ l, Fl(c) = 2l;
(b). if θ = l−1, Fl(c) = 0;
(c). if l ≥ 2 and 2 - c, then Fl(c) = 2 l2 χ8(c)l [1+χ4(c)i];
(d). if l ≥ 3 and 1≤ θ ≤ l−2, we have
Fl(c) = 2
l+θ
2 χ8
( c
2θ
)l+θ [
1+χ4
( c
2θ
)
i
]
;
(e). for l ≥ 1 and q ∈ Z,
∑∗
b(mod2l)
e
(
qb
2l
)
Fl(b) = ωl−3(q) 2
3(l−1)
2 cos
(
qˆ+1
4
pi
)
[1+(−1)l+qˆ] ,
where qˆ = q2l−3 , and the sum over b runs through odd numbers.
Proof. The proofs are elementary. While part (c) is a special case of part (d) with θ = 0,
we separate them for convenience (noting that the latter is a consequence of the former).
We only indicate the proof of part (e). By Lemma B.9(c), for l ≥ 3, Fl(b) depends only on
b modulo 8. Reducing the sum modulo 8 shows that we get zero unless 2l−3|q, in which
case we get
ωl−3(q) 2l−3 ∑∗
b(mod8)
e
(
qˆb
8
)
Fl(b) .
Using Lemma B.9(c) again and simplifying gives us the result. For l = 1, both sides are
zero while the case l = 2 is verified by a direct computation.  
Lemma B.10. For any b and l ≥ 0, put
Ql(b;a) = ∑
x1,x2 (mod2l)
e
(
b
x21+ x
2
2−ax1x2
2l
)
.
(a). If 2|a, then Ql(b;a) = Fl(b)Fl
(
b( a
2
4 −1)
)
,
(b). If 2 - ab, then Ql(b;a) = (−2)l .
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Proof. If 2|a, we complete the square, writing x21+ x22−ax1x2 = (x1−Ax2)2− x22(A2−1)
with A = a2 . Then changing variables gives the result.
If 2 - a, we see that the result is trivially true for l = 0 and 1. For l ≥ 2, we reduce the
variables x1 and x2 modulo 2l−1; putting x1 = y1+2l−1z1 and x2 = y2+2l−1z2, with z1 and
z2 modulo 2. Then, x21 + x
2
2−ax1x2 ≡ y21 + y22−ay1y2−2l−1a(y1z2 + y2z1) modulo 2l . It
follows that when ab is odd, the sum over z1 and z2 vanishes unless y1 and y2 are both even.
One then concludes that Ql(b;a) = 4Ql−2(b;a). Since Q0(b;a) = 1 and Q1(b;a) =−2, the
claim follows.  
We now compute Nl(k) given in (B.3) with p = 2, where the sum over b runs through
odd numbers. It will be convenient to compute Nl(k) for some small values and we give it
as
Lemma B.11.
(a). N0(k) = 1 ;
(b). N1(k) = 14 (−1)k ;
(c). N2(k) = 14 cos(k
pi
2 )+
3
4 sin(k
pi
2 ) ;
(d).
N3(k) =
{
3
4 (−1)
k+3
4 if k ≡ 1(mod4),
0 otherwise.
For l ≥ 4, we have
(B.15) Nl(k) = 2−3l ∑∗
b(mod2l)
e
(−kb
2l
)
∑
a(mod2l)
e
(
ba2
2l
)
Ql(b;a).
We have decompose the sum over a into the case Σ1 for a odd, and Σ2 for a = 2A even. We
then decompose Σ2 further as a sum over θ ≥ 0 where 2θ ‖(A2−1). By Lemma B.10, we
have
Σ1 = (−4)−l ∑∗
b(mod2l)
e
(−kb
2l
)
∑∗
a(mod2l)
e
(
ba2
2l
)
,
= (−4)−l ∑∗
b(mod2l)
e
(−kb
2l
) (
Fl(b)−2Fl−2(b)
)
.
(B.16)
Since l ≥ 4, Lemma B.9 gives Fl(b)−2Fl−2(b) = 0, so the contribution to Σ1 is zero, so
that
(B.17) Nl(k) = Σ2 = 2−3l ∑∗
b(mod2l)
e
(−kb
2l
)
Fl(b)
l
∑
θ=0
∑
A(mod2l−1)
2θ‖(A2−1)
e
(
bA2
2l−2
)
Fl (b(A2−1)).
Here, we have decomposed the A-sum above depending on the highest power of 2 dividing
A2−1. It is easy to check that θ is well-defined as A runs through the congruence classes,
with A ≡±1mod2l−1 corresponding to θ = l, while the other odd congruence classes A
giving 3≤ θ ≤ l−1 with 2θ−1 ‖(A±1) (obviously θ = 0 for A even).
There are several cases to consider separately.
Suppose θ = l. Then, the contribution to the sum over A comes only from A =±1, so
that the contribution to Nl(k) is
2−2l+1 ∑∗
b(mod2l)
e
(
(4− k)b
2l
)
Fl(b).
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Using Lemma B.9(d), with q = 4− k, and putting kˆ = 4−k2l−3 we get the contribution of
(B.18) ωl−3(4− k)2−
l+1
2 cos
(
kˆ+1
4
pi
)[
1+(−1)l+kˆ
]
.
Next, if θ = l−1, the contribution is zero, by Lemma B.9(b). So we have two remaining
cases, namely θ = 0, when A is even, and 3≤ θ ≤ l−2, when A is odd (necessarily, this
contributes only if l ≥ 5).
If θ = 0 in (B.17), then Lemma B.9(c) implies Fl
(
b(A2−1)) = Fl(b)χ8(A2−1)l and
Fl(b)2 = 2l+1χ4(b)i so that since A = 2A1 is even, the contribution to Nl(k) is
2−2l+1i ∑∗
b(mod2l)
e
(−kb
2l
)
χ4(b) ∑
A1 (mod2l−2)
e
(
bA21
2l−4
)
χ8
(
4A21−1
)l
.
The sum over A1 is
= (−1)l ∑
A1 (mod2l−2)
e
(
bA21
2l−4
)
+[1− (−1)l ] ∑
A1 (mod2l−3)
e
(
4bA21
2l−4
)
,
= 4(−1)lFl−4(b)+2
[
1− (−1)l
]
Fl−4(4b).
If l = 4, the contribution is 4, if l = 5 we get 8 and if l ≥ 6, we have 2 l2 χ8(b)l [1+χ4(b)i].
Hence, the contribution to N4(k) is
= 2−5i ∑
b(mod24)
e
(−kb
24
)
χ4(b) = ω2(k)2
−3i ∑
b(mod4)
e
(
− k4 b
4
)
χ4(b),
= ω2(k)2−2 sin
(
pi
k
8
)
= ω2(k)2−2χ4
(
k
4
)
.
In exactly the same way, the contribution to N5(k) is ω3(k)2−2χ4
( k
8
)
.
Finally, for l ≥ 6, using iχ4(b)×2
l
2 χ8(b)
l [1+ χ4(b)i] =−Fl(b) and applying Lemma
B.9(d) with q = k gives us the contribution
(B.19) −ωl−3(k) 2−
l+1
2 cos
(
kˆ+1
4
pi
)[
1+(−1)l+kˆ
]
.
It remains to consider the case 3≤ θ ≤ l−2 (so that l ≥ 5) in (B.17), with A odd. Since
2θ−1 ‖(A±1), we write A = ε+2θ−1A1, with ε =±1 and odd A1 modulo 2l−θ , so that the
contribution to Nl(k) is
2−3l ∑∗
b(mod2l)
e
(
(4− k)b
2l
)
Fl(b)
l−2
∑
θ=3
2θ∑
ε
× ∑∗
A1 (mod2l−θ )
e
(
b[2θ εA1+22θ−2A21]
2l−2
)
Fl−θ
(
b(εA1+2θ−2A21)
)
.
(B.20)
By Lemma B.9(c) Fl−θ above is periodic modulo 8 (and periodic modulo 4 if l−θ is even).
We first evaluate the A1-sum in (B.20) for some special cases: since A21 ≡ 1 (mod 8), if
2≤ l−θ ≤ 6 then the A1-sum becomes, after a change of variable
(B.21) ∑
A2 (mod2l−θ )
e
(−4A2
2l−θ
)
Fl−θ (A2).
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Applying Lemma B.9(d) tells us that the sum over A1 in (B.20) for these cases equals (i) 4
if l−θ = 2, (ii) 0 if l−θ = 3. (iii) 25 if l−θ = 4 and (iv) 27 if l−θ = 5. Denoting these
values by η(θ) for fixed l, the contribution to Nl(k) in (B.20) for each such θ is
η(θ)2−3l+θ+1 ∑∗
b(mod2l)
e
(
(4− k)b
2l
)
Fl(b)
= ωl−3(4− k) 2−
3l+1
2 +θη(θ)cos
(
kˆ+1
4
pi
)[
1+(−1)l+kˆ
]
,
with kˆ = 4−k2l−3 .
Next, if l−θ ≥ 6 and 2θ ≥ l, the A1 sum in (B.20) simplifies to that in (B.21), which
then by Lemma B.9(d) gives a contribution of zero.
Finally assume, l−θ ≥ 6 and 2θ ≤ l−1. In (B.20), we reduce A1 modulo 2l−2θ so that
we write A1 = B1 + 2l−2θC1, with C1 modulo 2θ . By periodicity modulo 8, we see that
if l−θ ≥ 3, the variable C1 appears only in the linear exponential term, so that summing
over C1 gives us zero. So we have remaining the cases l−2θ = 1 and 2. But in both these
cases the A21 term in the exponential in (B.20) is independent of A1, so that after a change
of variable, we again have (B.21), which gives zero. Combining the formulae above when
θ = 0, l−5, . . . , l gives us
Lemma B.12.
(a). If k is odd and l ≥ 4, Nl(k) = 0 ;
(b). if l = 4 then N4(k) = 0 unless 4|k, in which case
N4(k) =

1
2χ4
( k
4
)
if 4‖k ,
1
4 (−1)
k
8+1 if 8|k ;
(c). if l = 5, N5(k) = 0 unless 8|k, in which case N5(k) = 34χ4
( k
8
)
;
(d). if l ≥ 6, define kˆ = k2l−3 or 4−k2l−3 . Then, Nl(k) = 0 unless kˆ ∈ Z, in which case
Nl(k) =

−2− l+12 cos
(
kˆ+1
4 pi
)[
1+(−1)l+kˆ
]
if 2l−3|k ,
2min(3,l−5)−
l+1
2 cos
(
kˆ+1
4 pi
)[
1+(−1)l+kˆ
]
if 2l−3|(k−4) .
Remark B.13. Note that for odd w, cos
(w+1
4 pi
)
= 12χ8(w)(1−χ4(w)) = 12
(( 8
w
)
J−
(−8
w
)
J
)
.
Combining Lemmas B.11 and B.12 gives us
Proposition B.14. Suppose k 6= 0 or 4. Let δ2(k) denote the mass at p= 2. Then δ2(k) = 0
only when k ≡ 3(mod4). Otherwise δ2(k)≥ 34 . More precisely,
(1). If k is odd then
δ2(k) =
3
4
(1+χ4(k))
(
2−χ8(k)
)
;
(2). if 2||k, then δ2(k) = 1;
(3). if 4‖k, define η ≥ 3 with 2η ‖(k−4), and put 4− k = 2ηw with w odd.
(a). if η ≥ 6 is even, δ2(k) = 134 −2−
η−6
2 − (−4w )J 2− η−42 + (( 8w)J− (−8w )J)2− η−22 ,
(b). if η ≥ 7 is odd, δ2(k) = 134 −2−
η−6
2 +(−1)w2− η−52 ,
(c). if η = 3, δ2(k) = 1,
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(d). if η = 4, δ2(k) = 2+ 14
(( 8
w
)
J−
(−8
w
)
J
)
,
(e). if η = 5, δ2(k) = 2+ 14 (−1)w;
(4). if 8|k, define η ≥ 3 with 2η ‖k, and put k = 2ηw with w odd.
(a). if η ≥ 6 is even, δ2(k) = 52 −2−
η−6
2 +
(−4
w
)
J 2
− η−42 − (( 8w)J− (−8w )J)2− η−22 ,
(b). if η ≥ 7 is odd, δ2(k) = 52 −2−
η−6
2 − (−1)w2− η−52 ,
(c). if η = 3, δ2(k) = 52 ,
(d). if η = 4, δ2(k) = 54 − 14
(( 8
w
)
J−
(−8
w
)
J
)
,
(e). if η = 5, δ2(k) = 54 − 14 (−1)w;
B.4. Local factors associated with Va1,a2 for p = 2.
The analog of (B.14) is
(B.22) Nl(a1,a2) = 2−4l ∑∗
b(mod2l)
e
(
b
a21−a22
2l
)
Ql(b,a1)Ql(b,a2),
with δ2(a1,a2) = 1+∑∞l=1 Nl(a1,a2). In what follows we have l ≥ 1.
B.4.1. Suppose 2 - a1a2 and 2η ‖(Da1 −Da2) with η ≥ 3. Then, by Lemma B.10 we have
Ql(b,a1)Ql(b,a2) = 22l . We use
(B.23) ∑∗
b(mod2l)
e
(
b
σ
2l
)
=
 2
l−1 if 1≤ l ≤ µ ,
−2l−1 if l = µ+1 ,
0 if l ≥ µ+2 ,
where 2µ ‖σ . Hence we get
(B.24) Nl(a1,a2) =
 2
−l−1 if 1≤ l ≤ η ,
−2−l−1 if l = η+1 ,
0 if l ≥ η+2 ,
so that δ2(a1,a2) = 32
(
1−2−η−1) .
B.4.2. Next suppose 2|a1 and 2 - a2, so that η = 0. Put A1 = a
2
1
4 −1 and 2θ ‖A1, with θ = 0
or θ ≥ 3. By Lemmas B.10, B.9 and (B.22), we have Nl(a1,a2) = 0 if l = 1 or l = θ +1.
Otherwise, with l ≥ 2 we have
(B.25) Nl(a1,a2) =
(−1)l
23l ∑
∗
b(mod2l)
e
(
b
σ
2l
)
Fl(b)Fl(bA1),
where σ = a21−a22 is odd.
If 2≤ l ≤ θ , Lemma B.9 shows that
Nl(a1,a2) = (−1)l2−
3
2 l ∑∗
b(mod2l)
e
(
b
σ
2l
)
χ8(b)(1+χ4(b)i) .
We now use
Lemma B.15. Suppose 2µ ‖σ with µ ≥ 0. Then,
(1). If l ≥ 2,
∑∗
b(mod2l)
e
(
b
σ
2l
)
χ4(b) =
{
2µ+1χ4
( σ
2µ
)
i if l = 2+µ,
0 otherwise ;
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(2). If l ≥ 3, and a= 0 or 1,
∑∗
b(mod2l)
e
(
b
σ
2l
)
χ4(b)
aχ8(b) =
{
2µ+
3
2 χ4
( σ
2µ
)a χ8 ( σ2µ ) ia if l = 3+µ ,
0 otherwise,
If θ ≥ 3, then for 2≤ l ≤ θ , we have
(B.26) Nl(a1,a2) =
{ 1
4 if l = 2 or 3 ,
0 if l ≥ 4 .
Here we have used the fact that σ = a21−a22 = (2u2)− v2 with u and v both odd.
For l ≥ θ +2, with θ ≥ 0, we get in (B.25)
Nl(a1,a2) =
(−1)l
22l−θ
χ8
(
A1
2θ
)l+θ
× ∑∗
b(mod2l)
e
(
b
σ
2l
)
χ8(b)
θ
[(
1−χ4
(
A1
2θ
))
+ iχ4(b)
(
1+χ4
(
A1
2θ
))]
.
Applying Lemma B.15 shows that Nl(a1,a2) = 0 for all l ≥ θ + 2. Thus, if θ = 0, then
δ2(a1,a2) = 1, while for θ ≥ 3 we get δ2(a1,a2) = 32 .
B.4.3. Assume a1 and a2 are both even and put A j =
( a j
2
)2−1, so that A j ≡ 0, 3 modulo 4.
Put 2θ j ‖A j with θ j ≥ 0 but θ j 6= 1, 2 and C j = A j2−θ j odd. We will assume that θ1 ≤ θ2.
Then a21−a22 = 4(A1−A2) so that η = 2+ t, say, with 2t ‖(A1−A2) with t 6= 1. We have
(B.27) Nl(a1,a2) = 2−4l ∑∗
b(mod2l)
e
(
b
4σ ′
2l
)
|Fl(b)|2Fl(bA1)Fl(bA2),
where we put σ ′ = A1−A2. Note that Nl(a1,a2) = 0 if l = 1 or l = θ j +1, so we assume
l ≥ 2.
(I). If 2 ≤ l ≤ θ1, then Fl(bA j) = 2l . Using |Fl(b)|2 = 2l+1 and (B.24) shows that
Nl(a1,a2) = 1.
(II). If θ1+2≤ l ≤ θ2, using Fl(bA2) = 2l and Lemma B.9(d) gives us
Nl(a1,a2) = 2−
3
2 l+
1
2 θ1+1χ8(C1)
l+θ1Sl(a1,a2),
where
(B.28) Sl(a1,a2) = ∑∗
b(mod2l)
e
(
b
4σ ′
2l
)
χ8(b)
l+θ1 [1+ iχ4(bC1)] .
Applying (B.24) and Lemma B.15 shows that Sl(a1,a2) = 0 except for the cases
Sθ1+2(a1,a2) = 2
θ1+1 and Sθ1+4(a1,a2) =−2θ3+1.
Thus in this range, if θ1 +2≤ θ2 then Nθ1+2(a1,a2) = 12 ; if θ1 +4≤ θ2, then
Nθ1+4(a1,a2) =− 14 and Nl(a1,a2) = 0 for all other l.
(III). For l ≥ θ2+2 we get
Nl(a1,a2) = 2−2l+1+
1
2 (θ1+θ2)χ8(C1)
l+θ1χ8(C2)
l+θ2Sl(a1,a2),
with Sl(a1,a2)
= ∑∗
b(mod2l)
e
(
b
4σ ′
2l
)
χ8(b)
θ1+θ2 [(1+χ4(C1C2))+ iχ4(b)(χ4(C1)−χ4(C2))] .
INTEGRAL POINTS ON MARKOFF TYPE CUBIC SURFACES 55
Since C1 and C2 are both odd, we have C1 ≡ (−1)aC2 modulo 4 with a= 0, 1.
Hence
(B.29) Sl(a1,a2) = 2ia ∑∗
b(mod2l)
e
(
b
4σ ′
2l
)
χ4(b)
aχ8(b)
θ1+θ2 .
If θ1 6= θ2, then t = θ1 and l ≥ θ2+2≥ 3. We apply (B.24) and Lemma B.15
with µ = θ1+2 so that Nl(a1,a2) = 0 except possibly when l = θ1+3, θ1+4 or
θ1+5.
If l = θ1+3 then necessarily θ2 = θ1+1, in which case we get Nl(a1,a2) = 0.
If l = θ1+4 then θ2 = θ1+1 or θ2 = θ1+2. If the former, then Nl(a1,a2) = 0.
For the latter we get Sl(a1,a2) = −(1−χ4(C1C2))2θ1+3 so that Nl(a1,a2) =
− 14 (1−χ4(C1C2)).
If l = θ1+5 then θ2 = θ1+1, θ1+2 or θ1+3. If θ2 = θ1+2, then Nl(a1,a2) =
0. If θ2 = θ1 + 1, then Sl(a1,a2) = 2l−
1
2 χ4(C1)χ4χ8(C2) while if θ2 = θ1 + 3,
then Sl(a1,a2) = 2l−
1
2 χ4χ8(C1)χ4(C2). In these latter cases, we get Nl(a1,a2) =
2−4χ4χ8(C1)χ4(C2) if θ2 = θ1 + 1 and Nl(a1,a2) = 2
−3χ4(C1)χ4χ8(C2) if θ2 =
θ1+3 .
Next, suppose θ1 = θ2 = θ with t ≥ θ and l ≥ θ + 2. Then, from (B.29), we
have Nl(a1,a2) = 0 if l ≥ t+5. For the remaining cases we have
(a). if l = t+4, Sl(a1,a2) =−χ4
(
A1−A2
2t
)
[χ4(C1)−χ4(C2)]2l−1;
(b). if l = t+3, then Sl(a1,a2) =−(1+χ4(C1C2))2l−1 ;
(c). if θ +2≤ l ≤ t+2, then Sl(a1,a2) = (1+χ4(C1C2))2l−1 .
Combining give us the following
Proposition B.16. Let a1 6=±a2 and a j 6=±2.
(1). Suppose 2 - a1a2 and 2η ‖(Da1 −Da2) with η ≥ 3. Then
Nl(a1,a2) =
 2
−l−1 if 1≤ l ≤ η ,
−2−l−1 if l = η+1,
0 if l ≥ η+2;
(2). Suppose 2|a1 and 2 - a2, and let 22+θ ‖Da1 . Then
Nl(a1,a2) =
{ 1
4 if θ ≥ 3 and l ∈ {2,3},
0 otherwise ;
(3). For j = 1, 2 suppose 2|a j , and put A j = 14 Da j , C j = A j2−θ j with 2θ j ‖A j and
assume θ1 ≤ θ2. Also suppose 2t ‖(A1−A2) so that t ≥ θ1. We have
(i). Nl(a1,a2) = 0 for l = 1, θ1+1 and θ2+1.
(ii). For 2≤ l ≤ θ1, Nl(a1,a2) = 1.
(iii). For l ≥ θ1 +2, and θ1 6= θ2 we have Nl(a1,a2) = 0 except for the following
cases:
Nl(a1,a2) =

2−4χ4χ8(C1)χ4(C2) if l = θ1+5, θ2 = θ1+1,
2−1 if l = θ1+2, θ2 ≥ θ1+2,
−2−2 (1−χ4(C1C2)) if l = θ1+4, θ2 = θ1+2,
2−3χ4(C1)χ4χ8(C2) if l = θ1+5, θ2 = θ1+3,
−2−2 if l = θ1+4, θ2 ≥ θ1+4.
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(iv). If θ1 = θ2 = θ , then Nl(a1,a2) equals
−2−(l−θ)χ8(C1C2)l+θ (1+χ4(C1C2)) if θ +2≤ l ≤ t+2,
−2−(t−θ+3)χ8(C1C2)t+θ+1 (1+χ4(C1C2)) if l = t+3,
−2−(t−θ+4)χ8(C1C2)t+θχ4
(
C1−C2
2t−θ
)
[χ4(C1)−χ4(C2)] if l = t+4,
0 if l ≥ t+5.
Corollary B.17. For a1 6= ±a2 and a j 6= ±2, let 2θ ‖ gcd(Da1 ,Da2). Then δ2(a1,a2) =
θ+O(1) and δ2(a1,a2)−δ (m)2 (a1,a2) =O
(
2−B
)
, where the implied constants are absolute.
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