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PREFACE 
A host of the important and concrete nonUnear problems of apphed matlu^marics 
reduce to solve a certain equation which in turn may be reduced to a fix(Hl point 
problem of a suitable nonlinear operator. The contractive (or Lipschitziau) tyi)e 
conditions naturally arise in many concrete problems which are also responsible 
for excessive development of metric fixed point theory. Nonlinear Analysis is a iv-
markable confluence of Topology, Analysis and Applied Mathematics. Indeed, thv 
fixed point theory is one of the most rapidly growing topic of Nonlinear Functional 
Analysis. It is a vast and inter disciplinary subject whose study belongs to several 
mathematical domains such as: Classical Analysis, Functional Analysis, Operator 
Theory, Topology and Algebraic Topology etc. This topic has grown v(;ry rapidh-
perhaps due to its interesting applications in various fields within and outside the 
mathematics such as: Approximation Theory, Successive Approximation, Int(^gral 
Equations, Initial and Boundary Value Problems for Ordinary and Partial Differen-
tial Equations, Game Theory, Optimal Control, Nonlinear Oscillations, Variational 
Inequalities, Complementary Problems, Economics and others. 
However, from a practical point of view it is important not only to ascertain 
the existence of fixed point (or its uniqueness), but also be able to compute the 
fixed points either analytically or by some numerical techniques especially by itera-
tive methods. As is evident from the title, this dissertation aims a selected survey 
on the most frequently used fixed point iteration procedures such as: Maim itera-
tion, Ishikawa iteration and some other variants of these iteration procedures which 
include the modified Mann and Ishikawa iterations. 
All the chapters and sections of this dissertation are designed in such a way so 
that we can cover the intended topics in respect of each important iterative method 
besides presenting the relevant and selected core results. Only constructive fixed 
point theorems are mainly the subject of the dissertation. A constructive fixed 
point theorem establishes not only the existence or uniqueness of the fixed pt)int. 
but also provides a method of approximating fixed points which in turn offers the 
information on the data dependence of the fixed points, or alternatively, f)n tlie 
stability of fixed point iterative methods. 
The present dissertation consists of four chapters. Each chapter is divided into 
various sections wherein number Uke 1.4.2 indicates subsection 2 of the Section 4 
of Chapter 1. As usual the numbers in brackets refer to the references hst(Hl in 
bibliography. Each chapter begins with a brief introduction to its contents. 
As usual, Chapter 1 of the dissertation is devoted to the background material 
wherein the classical fixed point theorems such as: Banach Contraction Principle 
and Kirk Fixed Point Theorem are presented which are also followed by their c(>rtain 
noted generalizations. For proving Kirk Fixed Point Theorem, a relevant material 
on Normal Structme in Banach Spaces is also presented. Concretely, Section 1.2 
deals with the basic definitions while in Section 1.3, Kirk Fixed Point Theorem for 
nonexpansive mappings is proved. The rest of this chapter is devoted to a bri(^ f 
description on certain fixed point iteration procedures. 
Chapter 2 deals with the Mann iteration wherein Section 2.6 incorporates 
those results which are related to the convergence speed whereas Section 2.7 is 
mainly concerned to the stability of Mann iteration. In the remaining sections, the 
relevant results regarding the convergence of Mann iteration for several classes of 
Lipschitzian and pseudo-contractive operators in Hilbert Spaces are given. 
Chapter 3 is devoted to the Ishikawa iteration which is also referred as twostej) 
Mann iteration. In Section 3.2, we present several results on approximating fixed 
points of Lipschitzian pseudo-contractive operators. These results have (>ssentiall> 
taken from numerous papers which are devoted to the study of Ishikawa or relatively 
more complicated Ishikawa-type iterative methods. 
In Chapter 4, we present some other iterative procedures namely: Mann and 
Ishikawa iterations with errors. Modified Mann iteration. Perturbed Mann iteration 
and Viscosity Approximation method which are less frequently used to approximat c 
the fixed points. In Section 4.5, we present the results which are related to the 
robustness of Mann algorithm. 
In the end, a bibhography is given which by no means is exhaustive one but 
lists only those books and papers which have been referred to in the text. 
vn 
LIST OF SYMBOLS 
f{x) or fx : Image of x under / 
iff : If and only if 
inf : Infimum (or greatest lower bound) 
lim x„, = X : Limit of the sequence x„ 
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D{T) 
R{T) 
F{T) 
I = Ix 
^n 
X -^ X a mapping, 
: Domain of T 
: Range of T 
: The set of fixed points of T 
: The identity map 
: ToT''^^ 
For {X,d) a metric space 
B{a,r) 
B{a,r) 
d{a, b) 
d{x, A) 
For (£",11.11) a norined space 
E* 
E** 
J{x) 
Sie) 
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Xn -^ X 
K{xo,X,T) 
M{xo,A,T) 
M{xo,an,T) 
I{xo,anj3n,T) 
: {x G X : d{x, a) < r} , r > 0 
: {x e X : d{x,a) < r} , r > 0 
; Distance from one point to another 
: Distance between the point x and set .4 
: The dual of E 
: The bidual of E 
: The normahzed duality mapping 
: The modulus of convexity of E 
: The convex hull of K 
: Xn converges weakly to x 
: The Krasnoselskij iteration with tli<^  
operator T, parameter A, initial guess ./n 
: The (general) Mann iteration with 
operator T, initial guess XQ, matrix A 
: The (normal) Mann iteration with 
operator T, initial guess XQ and the 
parameter sequence Q„ 
: The Ishikawa iteration with operator T. 
initial guess XQ and the parametcn-
sequences an,Pn 
IX 
CHAPTER I 
ON CONCEPTS AND CORE RESULTS 
1.1. Introduction 
Fixed point theory is a rich, interesting and highly applied branch of mathematics. 
The classical fixed point theorems are utihzed very effectively in the existence theories 
of differential equations, integral equations, functional equations, partial (Ufferential 
equations, random differential equations and other related areas. 
As usual, the purpose of this chapter is to provide the terminology, basic concepts 
and core results from fixed point theory used throughout this dissertation. By a fixed 
point theorem, we shall understand a statement which asserts that under what condi-
tions a mapping T of a set X admits one or more point xoiX such that Tx — x. Indeed, 
the most significant result of fixed point theory was given by the Polish mathemati-
cian Stefan Banach in 1922 which is popularly referred as classical Banach Contraction 
Principle. 
The fixed point theory has got its origin in Brouwer [15] wherein he proved his 
pioneer theorem (to be stated later) which laid the foundation of Topological Fixed 
Point Theory. The fixed point theory for nonexpansive mappings defined on Banach 
spaces was initiated by Browder [16,17] and Kirk [79]. They independently proved 
that a nonexpansive mapping on a bounded closed convex subset of a uniformly convex 
Banach space has a fixed point. 
For the general concepts, examples and remarks presented in the next section, we 
have consulted several monographs and articles cited in the references which include 
Berinde [5], Istratescu [72,73], Rus [116,117], Dugundji and Granas [52], Hadzic [63] 
Taskovic [133] and many more, wherein one can also find various generalizations of 
the contraction mapping principle. The most noted fixed point theorems of such kind 
have been obtained by Kannan [76], Zamfirescu [142], Ciric [38], Reich [103] and many 
others. The fact that a nonexpansive operator defined on a Banach space need not 
have a fixed point was pointed out by Petryshyn and Williamson [98]. 
The general concepts in Metric, Banach and Hilbert spaces are collected from the 
monographs and articles cited in the bibliography list. 
1.2. Basic Definitions 
In what follows, we collect some basic definitions needed throughout this exposi-
tion. 
Definition 1.2.1. Let X be a nonempty set and T : X ^ X he a self map. We 
say that x G X is a fixed point of T if Ta; = x and denote by F{T) or Fix{T), the 
set of all fixed points of T. In other words, a point which remains invariant under the 
transformation T is called a fixed point of T. 
Example 1.2.1. 
(i) If X = E and T(x) = x^ + 5x + 4, then F{T) = {-2}; 
(ii) If X = R and T{x) = x^ - x, then F{T) = {0,2}; 
(iii) If X = E and T{x) =x + 2, then F{T) = 0; 
(iv) If X = E and T{x) = x, then F{T) = R. 
Remark 1.2.1. For a given self map the following properties obviously hold: 
(1) F{T) C F(T"), for each n e N; 
(2) F ( r " ) = {x}, for some n G N =» F{T) = {x}. 
The converse of (1) is not true, in general, as demonstrated by the foUowing example. 
Example 1.2.2. Let T : {1,2,3} -^ {1,2,3}, with T(l) = 3, T{2) = 2 and T(3) = 1. 
Then F{T^) = {1,2,3} but F{T) = {2}. 
In 1912, Brouwer [15] proved the earhest fixed point theorem which runs as follows: 
Theorem 1.2.1. [15] / / 
(i) K is a compact convex subset of a Euclidean space R"' and 
(ii) T : K ^ K is a continuous function, 
then T has a fixed point in K. 
An immediate corollary of this theorem on the real line can be stated in the 
following way: 
Corollary 1.2.1. Every continuous self mapping of a closed interval has a fixed point. 
Most of the problems in Functional Analysis arise in function as well as sequence 
spaces and therefore, it is natural to ask if Brouwer theorem can be extended to these 
spaces. Kakutani produced an example to show that Theorem 1.2.1 cannot be extended 
to infinite dimensional spaces. 
Example 1.2.3. Let C = {x e P : \\x\\ < 1} be the unit ball in Hilbert 
space l"^. For each x = {xi,X2,X3,...} in C, define a map T : C ^ C hy Tx = 
(Y^I - ||2;|p,a;i,X2, .•.,Xn, •••}• Since ||Ta;|| = 1, T is continuous, but T does not admit 
any fixed point. 
Definition 1.2.2. Let {X,d) be a metric space. A mapping T : X -^ X is called 
(1) Lipschitzian (or L-Lipschitzian) if there exists L > 0 such that 
d{Tx, Ty) < L d{x, y), for aU x,y e X; 
(2) strict contraction (or a-contraction) if T is a-Lipschitzian, with a E [0,1); 
(3) nonexpansive if T is 1-Lipschitzian; 
(4) contractive if d{Tx,Ty) < d{x,y), for all x,y e X, x ^ y\ 
(5) isometry if d{Tx,Ty) = d{x,y), for all x,y e X. 
Example 1.2.4. 
(i) T ; R -^ R, with T{x) = | + 3, x e M, is a strict contraction and F{T) = {6}. 
(ii) If a; = {x^} e P, then the mapping T : P ^ t^ defined by T{x) = {^} is a 
contraction mapping on P. 
(iii) The mapping T : [|,2] ->• [|,2], defined by T{x) = | , is a 4-Lipschitzian with 
F(T) = {1}, while the functions T in Example 1.2.1 part (ni) and (iv) are aU isometrics, 
(iv) T : [1, oo) ^ [1, oo), with T{x) = x + i , is contractive and F{T) = 0. 
The following theorem is of fimdamental importance in the metrical fixed point 
theory which is popularly referred as Banach contraction principle or contraction map-
ping principle. 
Theorem 1.2.2. [4] / / 
(i) {X, d) is a complete metric space and 
(ii) T : X ^ X is a contraction map, 
then T has a unique fixed point p and T"'{x) —>• p (as n —)• co), for each x E X. 
Remark 1.2.2. While considering Lipschitzian mappings, a natural question arises 
whether it is possible to weaken contraction assiunption a little bit in Banach contrac-
tion principle and still obtain the existence of a fixed point. In general, the answer 
to this question is no. In this regard, the following interesting example is available in 
Khamsi and Kirk [79]. 
Example 1.2.5. Let C[0,1] be the complete metric space of real valued continuous 
functions defined on [0,1] with respect to supremum metric and consider the closed 
subspace Z of C[0,1] consisting of those functions / e C[0,1] satisfying / ( I ) = 1. Since 
Z is a closed subspace of C[0,1], therefore Z is also complete. Now, define T : Z —)• Z 
by Tf{t) = tf{t) for all t G [0,1]. Then we can say d{Tf, Tg) < d{f,g) whenever f ^g 
but T has no fixed point as Tf = f ^ tf = f -^ f{t) = 0 for all t e [0,1). On the 
other hand, / ( I ) = 1 which contradicts the continuity of T and so T cannot have a 
fixed point in Z. 
In 1930, Schauder [120] extended Brouwer's result to infinite dimensional spaces, 
which runs as follows: 
Theorem 1.2.3. [120] / / 
(i) K is a compact convex subset of a Banach space E and 
(ii) T : K ^ K is a continuous function, 
then T has at least one fixed point. 
Schauder also proved a theorem for a compact map which is known as second form 
of Schauder fixed point theorem. For this we nc(^ d the following definition. 
Definition 1.2.3. A self mapping T of a Banach space E is called completely contin-
uous compact map if T is continuous and T maps bounded set to precompact set. 
Remark 1.2.3. A compact map is always continuous but converse need not be true. 
For example, an identity function defined on an infinite dimensional normed space is 
continuous but not compact. 
Here we represent the another form of Schauder fixed point theorem. 
Theorem 1.2.4. [120] / / 
(i) K is a bounded closed convex subset of a Banach space E and 
(ii) T : K -^ K is a compact map, 
then T has at least one fixed point. 
This theorem is of great importance in the numerical treatment of equations in 
analysis. In 1935, Tychonofi' [135] extended Brouwer's result to a convex subset of a 
locally convex topological vector space. In order to describe this theorem properly, we 
need the following definition. 
Definition 1.2.4. A real vector space X equipped with the topology r under which 
the mappings {x,y) \-^ x + y { i.e., from X x X ^ X) and (a, x) H-)- ax (i.e., from 
R X X —)• X) are continuous, is called a topological vector space. 
Example 1.2.6. 
(i) Every normed linear space is a topological vector space and hence so is every Banach 
space as well as Hilbert space e.g. R and C are topological vector spaces, 
(ii) If E is a Banach space, then its dual E*, with weak topology is a topological vector 
space. We define it in the following way: For each x E E and G C R (G is open), let 
U{x,G) = [feE* : f{x)eG]. 
Theorem 1.2.5. [135] / / 
(i) X is a locally convex topological vector space, 
(ii) K is a nonempty compact convex subset of X and 
(Hi) T : K ^ K is a continuous map, 
then T has a fixed point. 
Definition 1.2.5. A topological vector space X is said to be Hausdorff or separated, 
if for any two distinct points x,y E X have disjoint neighbourhoods. 
Example 1.2.7. Every normed linear space is a Hausdorff topological vector space 
and hence so is every Banach space as well as Hilbert space e.g. R and C are Hausdorff 
topological vector spaces. 
Definition 1.2.6. A Banach space (E, ||.||) is called uniformly convex if for given 
e > 0, there exists 5 > 0 such that for all x,y e E satisfying ||x|| < 1, \\y\\ < 1 and 
ll^ ; — y\\ > e, we have 
- | |x + 2/|| <l-6. 
In other words, E is uniformly convex if for any two points x and y on the unit sphere 
5", the mid point of the line segment joining x and y is close to each other. 
Example 1.2.8. 
(i) Every Hilbert space and the sequence space l^, 1 < p < oo are uniformly convex. 
n 
(u) £ = R" endowed with Euclidean norm ||x|| = ( ^ Xj^)^/^, x — (xi,X2, .••,Xn) 
€ R", is uniformly convex. 
Remark 1.2.4. 
(1) C[0,1] with the sup norm, l^ and l°° w.r.t. standard norms are not uniformly 
convex. 
n 
(2) E = 'E.^ endowed with the norm ||a;|| = ^ \xi\, is not uniformly convex. 
The following well-known result for nonexpansive mappings was proved indepen-
dently by Browder [16], Gohde [59] and Kirk [79], is popularly referred as Browder-
Gohde-Kirk fixed point theorem. 
Theorem 1.2.6. [16,59,79] / / 
(i) E is a uniformly convex Banach space, 
(ii) K is a bounded closed convex subset of E and 
(Hi) T : K —^ K is a nonexpansive map, 
then T has a fixed point. 
Definition 1.2.7. A Banach space E is called strictly convex if for two elements 
x,y E E, which are linearly independent, ||x + y\\ < \\x\\ + \\y\\. Equivalently, £' is a 
strictly convex Banach space if whenever x,y E E, \\x\\ = ||y|| = 1 and x ^ y then 
\\\{x + y)\\<\. 
Example 1.2.9. Every uniformly convex Banach space is strictly convex so that the 
Hilbert space is strictly convex. 
Remark 1.2.5. 
(1) The space C[a, 6] (space of all real valued continuous functions) under supremum 
norm is not strictly convex. 
(2) Let {X, ||.||i) be the vector space of ordered pairs of real nmnbers with the norm 
||x||i = max (|^i|, |^2|), '^ = (^1)42)- Then X is not strictly convex. 
(3) Let {X, ||.||i) be the vector space of ordered pairs of real numbers with the norm 
ll^ l^li = l^ il + |^2|j 3; = (^1,^2)- Then X is not strictly convex. 
The concepts of uniformly and strictly convex Banach spaces are equivalent in 
finite dimensional spaces, since balls in such spaces are compact. The following well 
known result for a strictly convex Banach space has been given by Browder [16]. 
Theorem 1.2.7. [16] / / 
(i) E is a strictly convex Banach space and 
(ii) T : E ^ E is a nonexpansive map. 
then F{T) (the set of fixed points) is convex. 
Definition 1.2.8. Let X be a metric space. Then a function / : X —^  M is said to be 
lower (upper) semi-continuous at XQ if 
lim inf f{x) > /(XQ) (lim sup f{x) < f{xo)) as x -¥ XQ. 
Caristi [23] proved the following theorem where neither a continuity nor a Lipschitz 
condition is required. 
Theorem 1,2.8. [23] / / 
(i) X is a complete metric space, 
(ii) (^  : X —>• [0, oo) is a lower semi-continuous function and 
(Hi) T : X ^ X is such that for each x G X, d{x,Tx) < 4>{x) — (t){Tx), 
then T has a fixed point. 
Notice that if we assume T to be continuous, then the proof is relatively simpler. 
For any fixed XQ G X, let x„ = Tx„_i = T"xo. Then 
d{Xn+l,Xn) < 0(Xn) - 0 ( x „ + i ) . 
Hence {((){xn)} is a decreasing sequence. Now 
N 
^d{xi+i,Xi) < 0(a;o). 
1=0 
So {xn} is a Cauchy sequence. Since X is a complete metric space, {xn} converges to 
y G X. As T is continuous, Ty = y. 
Ii T : X -^ X is a. contraction map, then the conditions of Caristi's Theorem are 
satisfied by taking (j){x) = j ^ d{x,Tx), 0 <k < 1. 
Definition 1.2.9. Let E be a real Banach space. The space E* of all linear continuous 
functional on E is called the dual space of E. For f E E* and x e E the value of / at 
X is denoted by (/, a;) and is called the duality pairing. 
The dual E* is a Banach space with respect to the norm 
||/!|. = s u p { ( / , x ) : | | x | | < l } . 
Definition 1.2.10. Let E* be the dual space of a real Banach space E. The multivalued 
mapping J : E -^ 2^* defined by 
J{x) = {feE*:{f,x) = \\x\\\\fl \\x\\ = \\f\\} 
is called the normalized duality mapping of E. 
Remairk 1.2.6. For x e E, J{x) is nonempty, bounded, closed and convex. Also if 
E* is strictly convex then J is single valued. 
The class of contractive operators is properly contained in the class of nonexpansive 
operators. For a nonexpansive operator T, however, the conclusion F{T) 7^  (/> is not 
generally true. A generalization of a nonexpansive operator with at least one fixed 
point is termed as quasi-nonexpansive operator. 
Definition 1.2.11. Let E be a real Banach space. Then an operator T : E -> £ is 
said to be quasi-nonexpansive if T has at least one fixed point in E and for each fixed 
point p we have 
\\Tx - p\\ < \\x - p\\ for all x e E. 
Rem.£irk 1.2.7. It is clear that a nonexpansive mapping with at least one fixed point 
is quasi-nonexpansive. A linear quasi-nonexpansive mapping on a Banach space is 
nonexpansive on that space. But there exists continuous and discontinuous nonlinear 
quasi-nonexpansive mappings that are not nonexpansive. 
Dotson [50] gave the following example of an operator which is continuous quasi-
nonexpansive but not nonexpansive. 
Example 1.2.10. The mapping T : R ^ R defined by 
[0, ifx = 0 
is quasi-nonexpansive but not nonexpansive. Here, Tx ^ x for any 2; 7^  0 since if 
Tx — x, then x = ^ ^^^X'J •^ •^ •' ^ ~ ^^^x '^^ich is impossible. T is quasi-nonexpansive 
since for x G E, we have 
r a ; - 0 | H | | | | | | | s i n i | | < M < | | x | | = | | x - 0 | | . 
However, T is not nonexpansive. Indeed, if xi = ^ and X2 = ^ , then 
II II i | 2 / l 1 v 20 
\\xi ~ X2\\ = \\-{--—] 'TT 'T 1 7 ' " 1197r 
and 
24 
IITxi - TX2\\ = Y^=^ \\TXl - TX2\\ > \\X, - X2\ 
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Since the conditions of pseudo-contractive type are very useful additional assump-
tions in approximating fixed points of Lipschitzian mappings, we summarize in the 
sequel the most important concepts of this kind. 
Definition 1.2.12. Let E be an arbitrary real Banach space. A mapping T with 
domain D{T) and range R{T) in E is called 
(1) strongly pseudo-contractive if there exists t > \ such that for aU x,y & D{T) and 
r > 0, the following inequality holds: 
\\x-y\\<\\{l + r){x + y)-rt{Tx-Ty)\\; 
(2) pseudo-contractive if t = 1 in the preceeding inequality; 
(3) strongly accretive if there exists A; > 0 such that the inequahty 
||x - y\\ <\\x-y + r[{T - kl)x - (T - kl)y]\\ 
holds for allx,y e D{T) and r > 0; 
(4) accretive if A; = 0 in the preceeding inequality. 
The concepts of pseudo-contractive and accretive operators can be equivalently 
defined in terms of normalized duality mapping as follows. 
Definition 1.2.13. Let Ehe a real Banach space. A mapping with domain D{T) in E 
and range R{T) in 2^* is said to be strongly pseudo-contractive if for each x,y e D{T) 
there exists j{x — y) € J{x — y) and a constant k G (0,1) such that 
{Tx-Ty,3{x-y))<k\\x-yf-
whereas T is called pseudo-contractive if for each x, y G D{T) there exists i{x — y) E 
J(x — y) such that 
{Tx -Ty,3{x -y)) <\\x -yf. 
On the other hand a mapping T : E ^ Qp' is called strongly accretive if for all 
a;, y G -D(T) there exists j (x — ^) G J{x — y) and a positive number k such that 
{Tx -Ty,j{x - y)) >k \\x - yf; 
and accretive if for each x, y G D{T) there exists j{x — y) E J{x — y) such that 
{Tx-Ty,3{x-y))>Q. 
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Example 1.2.11. Let E be the real line R with the usual norm and K he a closed 
convex subset of E with K ^ [1,2]. Then the function T : K ^ K with T{x) = Ms 
strongly pseudo-contractive. 
Definition 1.2.14. Let iJ be a real Banach space. Then a mapping T : E -^ E is 
called strictly pseudo-contractive if 
\\Tx - Tyf < \\x - yf + k \\{I - T)x - (/ - T)yf for aU x,y e E, where k < 1. 
Further, a map T satisfying the previous condition with A; = 1 is called pseudo-
contractive. 
Definition 1.2.15. Let £• be a real Banach space. Then a mapping T : D{T) C E ^ 
E is called generalized Lipschitz map if there exists a constant L > 0 such that 
\\Tx-Ty\\<L{l + \\x-y\\) 
for all x,y E D{T). Clearly if the map T is either Lipschitz or has a bounded range, then 
T must be a generalized Lipschitz map. Conversely, the following example indicates 
that the class of generalized Lipschitz map neither is Lipschitz nor has the bounded 
range. 
Example 1.2.12. Let E = (—oo, -foo) with the usual norm. Define T : E —> Ehy 
Tx^ < 
2 ~ ' 
1, 
2 -T V -^j 
-3a; 
^ 2 ' 
a X E {—oo, —1), 
if X = —1, 
if a; € ( - 1 , 0 ) , 
if X G [0,oo). 
Then T is not continuous when x = —I. However, T is both a generalized Lipschitz 
map with 0 G F{T) and a strongly pseudo-contractive map. 
Definition 1.2.16. Let if be a nonempty subset of a Banach space E. Then a mapping 
T : K ^ K IS called hemicontractive if 
WTX-PW^ < \\x - pf + \\x - Txf for aWxe E and peF{T). 
Remark 1.2.8. The class of pseudo-contractive maps with fixed points is a subclass 
of the class of hemicontractions. The following example due to Rhoades shows that 
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the inclusion is proper. For x G [0,1], define T : [0,1] ^ [0,1] by Tx = {\ - x^l^fl^. 
Then it can be easily seen that T is not Lipschitz and so cannot be nonexpansive. But 
it is pseudo-contractive. 
Definition 1.2.17. Let £^  be a real normed space and K he a. nonempty subset of E. 
Then a single valued map T : K ^ E is said to be: 
(1) (/J-strongly accretive if for any x,y e K, there exist j{x — y) E J{x — y) and a 
strictly increasing function ip : [0, oo) —>• [0, oo) with (/?(0) = 0 such that 
{Tx - TyJix -y))>^ {\\x - y\\) \\x - yl 
(2) (p-strongly pseudo-contractive if {I — T) is a (/^-strongly accretive mapping, that is, 
{Tx - Ty,j{x - y)) < \\x - yf - ip{\\x - y\\) \\x - y\\. 
Remeirk 1.2.9. Every strongly accretive operator is (/?-strongly accretive and every 
strongly pseudo-contractive operator is also (/7-strongly pseudo-contractive with ip{t) = 
kt^ Q < k < \ and t > 0. Therefore the operator T defined in Example 1.2.12 is 
{^-strongly pseudo-contractive. 
Definition 1.2.18. A sequence {x„}^o i^ ^ Banach space E is said to be strongly 
convergent (convergent in the norm) if there is an x e E' such that 
lim \\xn — a;|| = 0 or simply x„ —>• x, 
n—foo 
where x is called the strong limit of {Xn}'^=Q-
A sequence {x„}^o ^^  ^^i^ ^ o be weakly convergent if there is an z € £? such that for 
every f eE\ 
lim f{xn) = /(x) or x„ -^ x, 
n—>oo 
where x is called the weak limit of {x„}^o-
Remark 1.2.10. (1) The strong convergence implies the weak convergence with the 
same limit but the converse is not generally true. 
(2) In LP spaces the weak convergence of a sequence {x„}^o to x, together with the 
convergence of the norm (||x„|| —>• ||x||), implies the strong convergence of the sequence 
{^n/n=o t^ •^• 
Remark 1.2.11. Any weakly convergent sequence {x„}^o i'^  i^. Banach space is 
bounded. Further if x„ ^ x, then ||x|| < lim inf||x,i||. 
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Definition 1.2.19. Let ^ be a uniformly convex Banach space. Then the modulus of 
convexity S oi E is a mapping from [0,2] into [0,1] defined as follows: 
S{e) = inf {1 - l l ^ l l : x,y e E, \\x\\ < 1, \\y\\ < 1, \\x - y\\ > e}. 
It is easy to see that S is strictly increasing and continuous such that 6{0) = 0 and 
5(2) = 1. 
Definition 1.2.20. Let K" be a nonempty subset of a Banach space E. Then a mapping 
T : K -^ K is said to satisfy condition A [50] if there exists a nondecreasing function 
/ : [0,oo) -> [0,oo) with /(O) = 0 and / ( r ) > 0 for all r > 0 such that ||x - Tx\\ > 
f{d{x,F{T))) for all xeK, where d{x,F{T)) = inf \\x - z\\. 
Definition 1.2.21. A Banach space E is said to satisfy Opial's condition, if for any 
sequence {xn} in E, the condition Xn -^ XQ (weakly) implies 
lim sup \\xn — XQW < lim sup ||x„ — y\\, for ally e E, y ^ XQ. 
n n 
All l^ spaces for 1 < p < oo satisfy Opial's condition but the LP spaces do not unless 
p = 2. 
Definition 1.2.22. Let E be a Banach space E and S{E) = {x e E : \\x\\ = 1}. 
Then E is said to be smooth provided that the limit 
lim ""-^^"-""11 
t->o t 
exists for each x,y ^ S{E). In this case, the norm of E is said to be Gateaux differen-
tiable. 
The space E is said to be Frechet differentiable if for each x 6 S{E), the above limit 
is attained uniformly in j^ e S!{E). In this case we have 
\\\xr + (h, J(x)) < ^||x + hf < l\\xf + {h, J(x)) + gilM) 
for all bounded x,h E E, where J{x) = d^WxW^ is the Frechet derivative of the func-
tional lll^lp at X e E, (, ) is the duality pairing and the function g : [0, oo) -> [0, oo) 
satisfies lim q(t)/t — 0. 
Definition 1.2.23. A Banach space E is said to have the KK-property (the Kadec-
Klee property) if for any sequence {a;„} € E, the conditions x„ ^ a; and ||x„|| —> ||a:|| 
imply that Xn -^ x. 
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Example 1.2.13. The dual space of a reflexive Banach space with a Prechet differen-
tiable norm has the KK--propevty. 
Definition 1.2.24. Let K he a closed convex subset of a uniformly convex Banach 
space E. Then a mapping T : K ^ E is said to be demiclosed provided that if {n„} is 
a sequence in K which converges weakly to u E K and if {Tun} converges strongly to 
V e E, then Tu = v. 
Remark 1.2.12. For a closed and convex set K, every weakly continuous mapping 
T : K ^ K is weakly closed and every weakly closed mapping oi T : K —)• K is 
demiclosed. 
1.3. On Kirk's Theorem 
In this section, we shall establish the existence of a fixed point for a nonexpansive 
map in reflexive Banach spaces wherein Zorn's Lemma is needed. To state this lemma 
we need the following definition. 
Definition 1.3.1. Let X be a nonempty set. Define a relation which is symbolized 
by < and have the following properties: 
(1) X < X, X E X; 
{2) X <y and y < x ^ x = y, x,y E X; 
{^) X < y and y < z => x < z, x,y,z E X. 
Then the set {X, <) is said to be partially ordered. If, in addition, every pair of 
elements oiX are comparable with respect to ordering {X, <)(i.e., for any pair x,y E X 
either x < y or y < x holds), then {X, <) is said to be completely (or totally) ordered, 
or is called a chain. 
Lemma 1.3.1. (Zorn's Lemma) / / 
(i) {X, <) is a partially ordered set and 
(ii) every chain in X has an upper (lower) hound, 
then X contains at least one maximal (minimal) element. 
The following well known lemmas will also be needed in the proof of Kirk's fixed 
point theorem. 
Lemma 1.3.2. (Principle of Nested Sequences) If 
(X, d) is a metric space, then the following are equivalent: 
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(a) {X, d) is complete. 
(h) For any nested sequence of nonempty closed subsets of X,Ki D K2 D ..., such that 
diam K^ -^ 0 as n ^ 00 we have, 
n>l 
Lemma 1.3.3. If(X,d) is a metric space, then the following are equivalent: 
(a) {X, d) is compact. 
(b) Every collection of nonempty closed subsets of X with the finite intersection property 
has a nonempty intersection. 
We shall now introduce a geometric property of Banach space which will be needed 
in the study of the existence of fixed points for nonexpansive mappings in reflexive 
Banach spaces. 
Definition 1.3.2. Let £^  be a Banach space and C be a bounded subset of E, then 
(1) The diameter d of C is defined by 
d = svLp{\\x - y\\ :x,y e C}. 
(2) A point xo G -E is called a diametral point of C if 
sup{||a;o — a;|| : x e C} = d. 
(3) A point x^ E E is called a nondiametral point of C if 
sup{||a;° - x\\ : X e C} < d. 
(4) Let K he a bounded convex subset of E and d{K) be the diameter of K. Then the 
set K will be called non-trivial if d{K) > 0. 
Definition 1.3.3. A bounded convex subset K oi E is said to have normal structure 
if every non-trivial convex subset C oi K contains at least one nondiametral point, i.e., 
there exist x^ e E such that 
sup{||a;° - x\\ : X eC} < sup{||2; - y\\ : x,y e C} = d{C). 
The Banach space E is said to have normal structure if every bounded convex subset 
of E has normal structure. 
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Geometrically, K is said to have normal structure if for every non-trivial convex 
subset C oi K there exists a ball centered at a point of C and whose radius is less than 
the diameter of C such that the ball contains C, i.e., if C is an arbitrary non-trivial 
convex subset of K, then C C B(xo, r) for some XQ E C and r < d{C). 
Example 1.3.1. 
(i) Every uniformly convex Banach space has normal structure. 
(ii) Every compact convex subset X of a Banach space has normal structure. 
Remark 1.3.1. The space C[0,1] with sup norm does not have normal structure. 
For this consider the subset K of C[0,1] defined by 
K = {fe C[0,1] : /(O) = 0, / ( I ) = 1, 0 < fit) < 1 for all t € [0,1]}. 
Then trivially K is bounded and convex. Since for arbitrary f € K, | |/ | | = 1, moreover, 
for fi,f2eK arbitrary and A e [0,1], let F = A/i+(l-A)/2. Then, F(0) = 0, F(l) = 1 
and 0 < F{t) < 1 for all t G [0,1]. Each point of K is diametral, as for every /o € K, 
sup{||/o - /II : f eK} = l = diameter of K. 
Hence, K does not have normal structure. 
Definition 1.3.4. Let X be a nonempty set (not necessarily convex) of a nornied 
linear space E. The set 
n n 
coX = ["Y^XiXi : XiE X, y^Aj = 1, n = Q,l,2,.. .}, 
which consists of all the convex combinations of elements of X is called the convex hull 
of X (and is generally denoted by coX). Clearly, coX is the smallest convex set that 
contains X and in fact, it is the intersection of all convex sets containing X. Observe 
that if X is convex then coX= X. 
The closure of coX, generally denoted by coX, is called the closed convex hull of 
X and it is the intersection of all closed convex sets containing X (i.e., the smallest 
closed convex set that contains X). 
Again if X is a closed convex set, we have X = coX — coX. 
Now, we are equipped for the proof of the main theorem of this section. 
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Theorem 1.3.1. [79] / / 
(i) E is a reflexive Banach space, 
(ii) K is a nonempty bounded closed convex subset of E equipped with normal structure 
and 
(Hi) T : K -^ K is a nonexpansive map, 
then T has a fixed point in K. 
Proof. Let S denote the family of all nonempty bounded closed convex subsets of E 
which are invariant under T, i.e., 
S ~ {Ka : Ka is closed, convex, bounded and nonempty and T{Ka) C {Ka) for 
each a e A, where A is an arbitrary index set}. Clearly, S ^ 4> ss K e S. Partially 
order 5" by set inclusion in the natural way, i.e.. 
Claim: 5' is inductive (i.e., every chain in S has a lower bound). To verify this, let Z 
be an arbitrary chain in S. Consider the intersection 
Ka£Z 
Then, clearly K* is closed as arbitrary intersection of closed sets is closed. Also K* is 
convex. For this let x,y e K* be arbitrary and let A e [0,1]. Then x,y e Ka for each 
Ka G Z. Since each Ka E Z is convex (by hypothesis). It follows that Aa;+(1—A)^ G K^ 
for each a and so Ax + (1 - X)y 6 f] Ka^ K*. Further, K* is bounded as K* Q K^ 
for each Ka G Z and so the boundedness of K* follows from the boundedness of Ka-
Moreover, K* is nonempty. Since E is reflexive and A' is a nonempty bounded 
closed convex subset of E^ We conclude (by a consequence of Kakutani's theorem) 
that K is weakly compact. Since each Ka is closed and convex and so is weakly closed. 
Furthermore, Z is a chain and each K^ is nonempty so that Z has finite intersection 
property. Hence by Lemma 1.3.3 it follows that K* is nonempty. Now to show that 
T{K*) C K*. For this let x G f) ^ a = ^ * be arbitrary. It suffices to show TxeK*. 
Ka€Z 
But X E f] Ka => X G Ka for each Ka G Z. By hypothesis, Tx G Ka for each Ka E Z 
so that Txe n Ka = K*. Hence K* G S. Since K* C Ka for each Ka G Z, K* is a 
lower bound for Z. By Zorn's lemma, S has a minimal element say K^. 
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Now, by the definition of S, K^ is closed, convex, bounded and nonempty and 
also invariant under T. Hence from Definition 1.3.5, the closed convex hull of T{K^) is 
contained in X°. But X° is minimal so that co T{K^) = K^. 
Claim: K° is a singleton set. 
We establish this claim by contradiction. So assume that the diameter d of K'^ is 
positive (i.e., K^ contains at least two points). Since K has normal structure, there 
exists at least one point x* in K^ such that K° C B{x*,di) for some di < d. Define 
K^ = {xeK^ : K^cB{x,di)} 
= K'nin B{w,d,)). 
Then K^ is a closed convex subset of K^. Furthermore, K^ ^ (j) (since x* E K^) and 
the condition di < d imphes K^ ^ K°. We now show T{K^) C K\ Let yo e K^ be 
arbitrary. Then yo e X° ='cdT[K'^) and so Tyo e X°. Moreover, for arbitrary v E K'^, 
\\TyQ-Tv\\<\\y^-v\\<dr. 
This imphes that T{K^) C B{Tyo,di). Since v e K° is arbitrary, but co T(K^) C 
B(Tyo, di) and co T{K^) = K^ so that K^ C B{TyQ, di), which imphes that Tyo e K^ 
(from the definition of K^). Thus, K^ is invariant under T. We have now proved that 
K^ is a closed convex nonempty proper subset of K^, which is invariant under T. This 
contradicts the minimality of K^ in S. So, K'^ is a singleton set. Since it is invariant 
under T, it also remains a fixed point of T, i.e., T{x*) = x*. This completes the proof. 
1.4. On Certain Iteration Procedures 
Definition 1.4.1. Let {X,d) be a metric space, K C X he a closed subset of X and 
T : K -^ K he a. self map possessing at least one fixed point p G F{T). For a given 
xo G X, we consider the sequence of iterates {x„}^o determined by the successive 
iteration method 
Zn+i = r(xn) = r"+^(xo), n = 0,1,2,... (1.4.1) 
The sequence defined by equation (1.4.1) is known as the sequence of successive ap-
proximations or, simply the Picard iteration. 
Moreover, if the Picard iteration converges to a fixed point of T, we will be inter-
ested in evaluating the error estimate (or, alternatively, the rate of convergence) of the 
method. 
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Remark 1.4.1. When the contractive conditions are shghtly weaker, then the Picard 
iteration need not converge to a fixed point of the operator T and some other iteration 
procedures are required. 
Definition 1.4.2. Let {X,d) be a metric space. Then a mapping T : X -^ X is said 
to be Kannan if there exists a e [0,1/2) such that 
d{Tx,Ty) < a[d{x,Tx) + d{y,Ty)], for all x,y e X. (1.4.2) 
In 1968 Kannan gave a fixed point theorem known as Kannan's Fixed Point Theorem, 
which runs as follows: 
Theorem 1.4.1. [76] / / 
(i) {X, d) is a complete metric space and 
(ii) T : X ^ X is a Kannan mapping, 
then T has a unique fixed point p and the Picard iteration {xn}^=o defined by equation 
(1.4-1) converges to p for any XQ G X. 
Definition 1.4.3. Let (X, d) be a metric space. Then a mapping T : X ^ X is said to 
be Zamfirescu if there exist the real numbers a, (3 and 7 with 0 < a < 1, 0 < /? < 0.5 
and 0 < 7 < 0.5 such that for all x, ?/ € X and 0 < 5 < 1 the following inequality 
d{Tx, Ty) < 26 d{x, Tx) + 5 d{x, y) (1.4.3) 
holds, where 6 = max {a, j ^ , jzz}-
A contractive definition which is included in the class of quasi-nonexpansive map-
pings was obtained by Zamfirescu in 1972. Zamfirescu's theorem is a generahzation of 
Banach's, Kannan's and Chatterjea's fixed point theorems. 
Theorem 1.4.2. [142] / / 
(i) {X, d) is a complete metric space and 
(ii) T : X ^ X is a map for which there exist the real numbers a, /? and 7 defined in 
Definition 1.4-3 such that for all x,y e X, 
{z,)d{Tx,Ty)<ad{x,y); 
(22) d{Tx,Ty) < p [d{x,Tx) + d{y,Ty)]; 
(23) d{Tx,Ty) < 7 {d{x,Ty) + diy,Tx)], 
then T has a unique fixed point p and the Picard iteration {xn}^=Q defined by equation 
(1-4-1) converges to p for any XQ e X. 
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Remark 1.4.2. If T is a Kannan (or Zamfirescu) mapping, then T is (strictly) quasi-
nonexpansive mapping. To substantiate this, consider equation (1.4.2) with y = p E 
F{T), then 
d{Tx, Tp) < a [d{x, Tx) + d{p, Tp)] 
< a[d{x,p) + d(p,Tx)] 
=> (1 — o) d{Tx,p) < a d{x,p) 
=^ d{Tx,p) < d{x,p) < d{x,p) (since a e [0,1/2)). 
For a Zamfirescu operator, put x = p and y = x in. equation (1.4.3) and obtain 
d(Tx,p) < S d{x,p) < d{x,p). 
Definition 1.4.4. Let {X, d) be a metric space. Then an operator T : X -^ X is said 
to be quasi-contractive if there exists a constant k such that for all x, y G X [x ^ y) 
d{Tx, Ty) < k M{x, y), 0 < k < 1, (1.4.4) 
where M{x,y) = max {d{x,y), d{x,Tx), d{y,Ty), d{x,Ty), d{y,Tx)}. 
This condition is given by Ciric [38] which is generally referred as Ciric quasi-contraction. 
Example 1.4.1. Let X = [0,1] U [|, |] with the usual metric and T : X ^ X he given 
by Tx = 0, if X e [0,1] and Tx = 1, if x G [|, | ] . Then T is a quasi-contraction with 
k = 2/3. In case, x,y E [0,1] or x,y E [|, | ] , then d{Tx,Ty) = 0, and hence the quasi 
contractive condition is obviously satisfied. 
Otherwise, if x e [0,1] and y e [ | , | ] , then d{Tx,Ty) = 1, d(x,y) > | , d{x,Tx) = 
d{x,0) = X, d{y,Ty) = d{y, 1) = \y - l(, % , T x ) = d{y,0) = y, d{x,Ty) = d{x, 1) = 
|x — 1| and therefore we have 
3 
raax {d{x,y), d{x,Tx), d{y,Ty), d{x,Ty), d{y,Tx)} = y>-
and so the Ciric's quasi-contractive condition 
d{Tx,Ty)<kmax{d{x,y), d{x,Tx), d{y,Ty), d{x,Ty), d{y,Tx)} 
is satisfied with k = 2/3. 
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Definition 1.4.5. Let (X, d) be a metric space. A mapping T : X ^ X is called weak 
contraction if there exists a constant S E (0,1) and some L > 0 such that 
d{Tx,Ty) < 6 d{x,y) + L d{y,Tx), for all x,yeX. (1.4.5) 
Remark 1.4.3. Due to the symmetry of the distance, the weak contractive condition 
(1.4.5) imphcitly includes the following dual one: 
d{Tx,Ty) < 6 d{x,y) + L d{x,Ty), for all x,y e X, 
obtained from (1.4.5) by formally replacing d{Tx,Ty) and d{x,y) by d(Ty,Tx) and 
d{y, x) respectively and then interchanging x and y. 
Remark 1.4.4. 
(1) Any Kannan mapping is a weak contraction. 
(2) Any mapping satisfying the contractive condition 
d{Tx,Ty) < a [d{x,Ty) + d{y,Tx)], for all x,yeX, 
is a weak contraction, where a G [0,1/2). 
(3) Any Zamfirescu mapping is a weak contraction. 
Remark 1.4.5. 
(1) The mapping furnished in Remark 1.4.4 part (2) is known as Chatterjea mapping. 
(2) On considering the mapping furnished in Example 1.4.1, it can be seen that T does 
not satisfy Banach orbital condition and therefore it is not a weak contraction. 
Indeed, for x G [0,1], Tx = 0, d{x,Tx) = x, T^x = 0, d{Tx,T^x) = 0 and since 0 < x 
we have d{Tx,T^x) < d{x,Tx). 
If X e [f, f], then d{x,Tx) = d{x, 1) < 2/3 and T{Tx) = 0, hence 
d{Tx,T^x) >d{x,Tx). 
Our next fixed point iteration procedure is introduced in a real normed space {E, ||.j|). 
Definition 1.4.6. Let T : E ^ E he a self map, a;o € ^ and A € [0,1]. Then the 
sequence {a:n}^o given by 
Xn+l ^  {1 - X)Xn + XTXn, Ti = 0, 1, 2, ... (1.4.6) 
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is called the Krasnoselskij iteration procedure or, simply Krasnoselskij iteration. 
ReniEirk 1.4.6. It is easy to see that the Krasnoselskij iteration {a;„}^o is exactly 
the Picard iteration corresponding to the averaged operator, 
7\ = (1 -A)7 + AT, 
where / is the identity operator and that for A = 1, the Krasnoselskij iteration reduces 
to Picard iteration. Moreover, we have Fix{T) — Fix{Tx)^ for all A G (0,1]. 
Definition 1.4.7. The normal Mann iteration procedure or Mann iteration, starting 
with XQ G E, is the sequence {x^j^g defined by 
Xn+i = {l-an)xn + anTxn, n = 0,1,2,..., (1-4-7) 
where {Q;„}^O *^  [0; 1] satisfies certain appropriate conditions. If we consider 
T„ = (1 - an) I + anT, 
then we have Fix{T) = Fix{Tn), for all «„ G (0,1]. 
If the sequence a^ = A (constant), then the Mann iterative process obviously 
reduces to the Krasnoselskij iterative process. 
Remark 1.4.7. If T is continuous and the Mann iterative process converges, then it 
converges to a fixed point of T. But if T is not continuous, then there is no guarantee 
that the Mann process will converge. Even it converge, it need not converge to a fixed 
point of the mapping T, as exhibited by the following example: 
Example 1.4.2. Let T : [0,1] -^ [0,1] be given by T(0) = T(l) = 0 and T{x) = 
1, 0 < x < 1. Then F{T) = {0} and the Mann iteration M(xi ,a„ ,T) with 0 < Xi < 1 
and ttn — ^ /n, n> 1 converges to 1, which is not a fixed point. 
Definition 1.4.8. Let K he a subset of a linear normed space E and let T : K —)• E 
be a mapping. Then the sequence {^^nl^o i^ ^  defined by XQ E K and 
Xn+i^{l-an)Xn + anT[{l-(3n)Xn + (3nTXn], n-0,1,2, . . . , (1.4.8.1) 
where {Q;„}^O, {Pn}^=o C [0,1], is called the Ishikawa iteration. 
If we rewrite equation (1.4.8.1) in a more convenient form 
yn = {1- Pn)Xn + PnTXn, 
Xn+i = {I - an)Xn + anTyn, n = 0,1, 2, 
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:i.4.8.2) 
then we can regard the Ishikawa iteration as a sort of two-step Mann iteration, with 
two diflerent parameter sequences. 
Remark 1.4.8. Despite this apparent similarity and the fact that, for /?„ = 0, Ishikawa 
iteration reduces to the Mann iteration, there is not a general dependence between 
convergence results for Mann and Ishikawa iterations. 
Recently, some authors considered the modified Mann iteration, respectively mod-
ified Ishikawa iteration, by replacing the operator T by its n-th iterate T". 
Definition 1.4.9. Let X be a subset of a linear normed space E and let T : X —)• E 
be a mapping. Then the sequence {xn}'^=Q in E defined hy XQ E K and 
Xn+l = (1 - OCn)Xn + QnT'^yn: n = 0, 1, 2, ..., 
{c^n}^=o, {Pn}'^=Q C [0,1], is called the modified Ishikawa iteration. 
Very recently, the Ishikawa and Mann iteration procedures with errors for nonlinear 
mappings were introduced as follows: 
Definition 1.4.10. [82] Let K be a subset of a linear normed space E and T : K —> E 
be a mapping. Then the sequence {a;„}^o i^ -^ defined by XQ E K and 
Xn+l = (1 - an)Xn + OinTlJn + Un, , . 
2/n = (1 - (5n)Xn + (^nTXn + Vn, n = 0, 1, 2, ..., 
where {««}, {/3n} are two sequences in (0,1) and {««}, {^n} are two summable sequences 
in J5, i.e., 
oo oo 
^ | | M „ | | < O O , ^ | | Z ; „ | | < O O , (1.4.10.2) 
n=0 n=0 
is called the Ishikawa iteration with errors. 
Remark 1.4.9. If we take /3n = 0 and Vn = OE, from the Ishikawa iteration with errors 
we obtain the Mann iteration with errors. 
Indeed, the conditions given in (1.4.10.2) imply, in particular, that the errors 
tend to zero, which is not suitable for the randomness of the occurrence of errors in 
practical computations. As a correction to the previous definition, the same concept 
was introduced in a different way: 
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Definition 1.4.11. Let K he a nonempty convex subset of a Banach space E and 
T : K -^ E he a mapping. The sequence {Xn}^=i defined iteratively by XQ G K, 
yn = a'^Xn + b'^TXn + c'^Vn, « > 0, 
wliere {«„} and {vn} are bounded sequences in K and {a„}, {6„}, {c„}, {a'„}, {fe'„} and 
{c^} are sequences in (0,1) such that 
an + bn + Cn = a'^ + b'^ + c'^ = l, n > 0 , (1.4.11.2) 
is called the Ishikawa iteration with errors. 
Remark 1.4.10. If 6^  = c^ = 0, n > 0 then the sequence {a^nj^o ^^ ^^  t)e called Mann 
iteration with errors. 
1.5. Remaining Definitions 
Definition 1.5.1. A function (f : R"*" —)• R"*" is a comparison function if (p satisfies the 
following conditions: 
(1) if is monotone increasing, that is, 
h < 2^ implies <^(ti) < <^(t2)- (1.5.1) 
(2) {(^"(0}^o converges to 0 for all i > 0. 
Definition 1.5.2. Let {X,d) he a metric space. A mapping T : X ^ X is a (p-
contraction if (/; is a comparison function and 
diTx,Ty) < ip{d{x,y)) Vx,yeX. (1.5.2) 
Definition 1.5.3. Let {X,d) be a metric space. A mapping T : X -^ X is a 
quasi-</7-contraction if </? is a comparison function and 
d{Tx,Ty) < cp{dix,y)) + L m{x,y), (1.5.3) 
for some L > 0 and for aU x,y E X where 
m{x,y)^min{d{x,Tx), d{y,Ty), d{x,Ty), d{y,Tx)}. 
In order to compare the fixed point iteration procedures that converge to a certain 
fixed pont of given operator T, Berinde [10] proposed the following definitions. 
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Definition 1.5.4. [10] Let {a„}^o ^^^ {6n}^o ^^ two sequences of real numbers 
that converge to a and b, respectively. Assume that there exists 
Ian — a\ , , 
I = lim \ ^ ^ . 1.5.4 
If / = 0, then we say that {o„}^o converges faster to a than {bn}'^=o to b. 
Definition 1.5.5. [10] Let there be two fixed point iteration procedures {^n}^o ^^^ 
{vn}'^=o both converging to the same fixed point p with error estimates 
\un-p\\<an, n = 0,1,2,... (15 5) 
Il^n-P| | <K, Tl = 0,l ,2,. . . , 
where {a„}^o ^^^ {^n}n^o ^^^ ^wo sequences of positive numbers (converging to zero). 
If {an}'^=Q converges faster than {bn}'^=Qy then we say that {un}'^Q converges faster 
than {vn}^=o to p. 
Remark 1.5.1. Using Definition 1.5.5 Berinde [10], compared the Picard and Mann 
iterations of the class of Zamfirescu operators defined on a closed convex subset of a 
Banach space and concluded that Picard iteration always converges faster than the 
Mann iteration. 
Example 1.5.1. If we have an = 1/n'^, K = 1/n, then {un} converges faster than 
{Vn}- But if we take 6„ = 1/n^, then we find that {vn} converges faster than {M„}. 
Remark 1.5.2. The previous example shows that Definition 1.5.5 is not consistent. 
We will adopt the following definitions: 
Definition 1.5.6. Let there be two fixed point iteration procedures {^„}^o ^^^ 
{vn}'^=o converging to the same fixed point p. If 
Un-p\\=an, n = 0,1,2,... ,. r a\ 
(1.5.6) 
\'^n-p\\ =bn, n = 0,1,2,... 
and {a„}^o converges faster than {bn}'^=o, then we say that {it„}^o converges faster 
than {vn}^=Q to p. 
Definition 1.5.7. Let {X,d) be a metric space. A mapping T : X -^ X is a quasi-6-
contraction if there exist 5, 0 < 6 < 1 and L > 0 such that 
d{Tx, Ty) < 5 d{x, y) + L m{x, y), for all x,yeX, (1.5.7) 
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where m(x,y) =inin {d{x,Tx), d{y,Ty), d(x,Ty), d{y,Tx)}. 
In 1928, K. Menger [88] introduce the notion of convexity in metric space. 
Definition 1.5.8. Let {X,d) be a metric space such that for each x,y E X with x ^ y 
there exists z E X {x ^ z ^ y) such that 
d{x,z)+d{z,y) = d{x,y). (1.5.8) 
Then X is called a convex metric space. 
Menger's definitions include many geometric properties of Euclidean convex sets, 
but it is restrictive in fixed point applications. In 1970, W. Takahashi [129] introduced 
the new concept of convexity in metric space and generalized some important fixed 
point theorems. 
Definition 1.5.9. Let {X,d) be a metric space and / = [0,1] be the closed unit 
interval. A Takahashi convex structure on X is a function W:XxXxI^X which 
has the property that for every x,y E X and A e / , 
d{z, W{x, y, A)) < A d{z, x) + (1 - A) d{z, y), (1.5.9) 
for every z e X. li {X, d) is equipped with a Takahashi convex structure, then X is 
called a Takahashi convex metric space, or a metric space of hyperbohc type. 
Definition 1.5.10. [64] Let {X,d) be a complete metric space and T : X -^ X 
be a mapping. Let {x„}^o C X be a sequence generated by an iteration procedure 
involving T which is defined by 
Xn+i = f(T,Xn), n = 0,1,2,..., (1.5.10) 
where a:o G X is the initial approximation and / is some function. Suppose ( X ^ J ^ Q 
converges to a fixed point p of T. Let {yn}'^=Q C E and £„ = d(yn+i,f{T,yn)), n = 
0,1,2,..., then the iteration procedure (1.5.10) is said to be T-stable or stable with 
respect to T if and only if lim £„ = 0 implies hm y„ = p. 
n—>oo n—>oo 
Definition 1.5.11. Let if be a Hilbert space and X be a closed convex subset of 
H. Then the metric point projection of H onto K, denoted by PK, is defined (for any 
X E H) as the only point in K with the property 
\\x-PKx\\ = mi{\\x-y\\ : y e K}. 
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The following well known characterization of the metric projection P^ is useful in 
proving convergence theorems for viscosity approximation methods. 
Definition 1.5.12, Let E be a Banach space and C,K be the subsets of E. Then a 
mapping P : K -^ C is called sunny if 
P[tx + (1 - t)Px] = Px, ioi xe K with ix + (1 - t)Px eK andt>0. 
Remark 1.5.3. If if is a Hilbert space and K is closed and convex, then the metric 
projection and the suimy nonexpansive retraction from K onto C coincides, that is, 
when T is a nonexpansive mapping on K, then the sunny nonexpansive retraction from 
K onto F{T) is just the metric projection. This, however, is not valid for an arbitrary 
Banach space. 
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CHAPTER II 
THE MANN ITERATION 
2.1. Introduction 
The general Mann iterative process was introduced (in 1953) by W. R. Mann [86] 
but it appears to be earliest utilized by W. G. Dotson [50]. The Mann iterative process 
is defined in succeeding lines: 
Let Ehe a. linear space and K be a convex subset of E. Let T : K ^ K he a mapping 
and xi E K he arbitrary whereas A = [a^j] be an infinite real matrix satisfying the 
conditions: 
(a) anj > 0 for all n,j and anj = 0 for j > n; 
n (b) ^ anj = 1 for all n > 1; 
j=i 
(c) lim anj = 0 for all j > 1. 
n 
Then the sequence {xn}'^=i defined by Xn+i = T{vn), where Vn = Yl '^njXj, is 
called Mann iterative process or, simply the Mann iteration. Mann introduced this 
process and proved that in case ^ is a Banach space, K is a closed subset of E and 
T is continuous, then the convergence of either {xn} or {w„} to a point p implies the 
convergence of the other to p and also implies Tp = p. Though this convergence was 
stated in a Banach space setting, but it remains valid in the more general context of 
a locally convex Hausdorff linear topological space E, by using the regularity of the 
matrix A together with the properties of continuous pseudo-norms which generate the 
topology of E. 
Actually Mann iteration was introduced two years earlier than the Krasnoselskij 
iteration and is derived by replacing the parameter A in the Krasnoselskij iteration 
formula by a sequence of real numbers {a„} c [0,1]. Also in many cases the convergence 
of the normal Mann iteration could be derived from the corresponding results proved 
for Ishikawa iteration procedure. 
In this chapter, we present results obtained via Mann [86], which approximate the 
fixed points of quasi-nonexpansive mappings in Hilbert spaces and in uniformly and 
strictly convex Banach spaces. It is not possible to attempt an exhaustive survey of 
the entire literature available on this topic. We confine our focus on some core results 
especially contained in W. G. Dotson [50], M. A. Krasnoselskij [81], H. Schaefer [119], 
F. E. Browder [16], W. V. Petryshyn [98], M. Edelstein [56] and some others. The aim 
of this chapter is to present merely some natural and core results established via Mann 
iteration. 
2.2. On Selected Core Results 
The content of this section is mainly taken from Dotson [50]. The present section 
is devoted to the Mann iterative process and normal Mann process. Few examples are 
also discussed for demonstrating the vahdity of the hypotheses of the presented results. 
Mann iterative process is determined by an initial point Xi, the matrix A and 
the transformation T and is briefly denoted by M(xi, A, T). This iterative process can 
also be regarded as a generalized iteration process because in the event of A being the 
identity matrix 7, M{xi,A, T) just reduces to the ordinary iterative process. We begin 
this section with the results of Dotson. 
Theorem 2.2.1. [50] / / 
(i) X is a locally convex Hausdorff linear topological space, 
(ii) K is a closed convex subset of X, 
(Hi) T : K ^ K is continuous, 
(iv) xi E K and A = [a„j] satisfies (a), (6), (c) and 
(v) either of the sequence {xn\ or {vn} in the Mann iterative process M{xi,A,T) 
converges to a point p, 
then the other sequence also converges to p and p is a fixed point of T. 
The other result of Dotson [50] involves normal Mann Process wherein we need 
the following definition. 
Definition 2.2.1. [50] A Mann process M{xi,A,T) is said to be normal provided 
that A = [anj] satisfies (a), (b), (c), (d) and (e), where 
(d) an+i,j = (1 - an+i,n+i) anj, j = 1,2,..., n; n = 1,2, 3,... and 
(e) either ann = 1 for all n or a„„ < 1 for all n > 1. 
Theorem 2.2.2. [50] In the setting of Theorem 2.2.1, the following are true: 
(i) In order that M{xi,A^T) be a normal Mann process, it is necessary and sufficient 
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that A — [anj] satisfies (a), (6), (d), (e) and (/) , where 
oo 
(/) E (^nn diverges. 
n=l 
fiij r/ie matrices A = [a„j] (other than the infinite identity matrix) in all normal Mann 
process M{xi,A,T) are constructed as follows.• 
oo 
Choose {cn} such that 0 < c„ < 1 for all n and the series ^ c„ diverges. Define 
n=l 
A = [anj] by 
Oil = 1, flij = 0 for j > 1; 
0'n+l,n+l — Cn, U = 1, 2, O, ...j 
n 
On+ij = %j n ( l - Ci), for j = 1, 2, ...n; 
i=j 
^ an+i,j = 0, for j > n + 1, n = 1,2,3,.... 
(2.2.2.1) 
(Hi) The sequence {vn} in o, normal Mann process M{xi,A,T) satisfies 
Vn+i = {1 - Cn)Vn + CnTVn, f Or all U = 1,2,3, ..., (2 .2 .2 .2) 
where Cn = a„+i,n+i- (2.2.2.3) 
Example 2.2.1. 
(i) The simplest example of Mann iteration is obtained by choosing c„ = 1 for all 
n > 1, which corresponds to the Picard iteration. Another one is obtained by letting 
c„ = - ^ , when the obtained matrix A is the Cesaro matrix. 
(ii) Let Ax = [anj] be defined by a„i = A"~\ anj = A""-'(l - A), for j = 2,3, ...,n and 
anj = 0 for j > n, n = 1,2,3,..., where A G [0,1], then M(xi,Ax,T) is the normal 
Mann process. Since the diagonal sequence for Ax is given by 
Cn = an+i,n+i = 1 " A, for all n = 1,2,3,.... 
Remark 2.2.1. The matrix A given by (2.2.2.1) is a regular matrix (i.e. A is bounded 
linear operator on l°° which is limit preserving with respect to convergent sequences). 
Remark 2.2.2. Most of the literature deals with the specialized Mann iteration 
method defined by Xi G X and equation (2.2.2.2) where {c„} satisfies 
oo 
(a) ci = 1; (b) 0 < c„ < 1, n > 2 and (c) ^ c„ = cx). 
n=l 
However, in the sequel we opt to present some results proved employing Mann 
iteration. The reason is that in the literature there are several theorems of the following 
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type: T is a self map of a complete metric space X, satisfying a contractive condition 
that may or may not be strong enough to guarantee the convergence to a fixed point 
of the Picard iteration associated to T. 
Under these conditions it is also assumed that for a certain {c„}, the Mann iteration 
associated to T converges and it is then shown that under these circumstances, it 
converges to a fixed point of T. 
All such kinds of results could be obtained as particular cases of some generic 
theorems of the following type: 
Theorem 2.2.3. [113] / / 
(i) T is a self map of a closed convex subset K of a real Banach space {E, ||.||), 
(ii) {xn}'^=i is a general Mann iteration ofT with A equivalent to convergence, 
(Hi) {xn}'^=i converges to a point p E K and 
(iv) there exist the constants a,P,j,S {0 < 6 < 1) such that 
\\Txn-Tp\\ <a | | x „ - p | | + / ? | | x „ - r x „ | | + 7 | b - T 2 ; „ | | + 5 m a x { | | p - T p | | , | | x „ - T p | | } , 
(2.2.3.1) 
then p is a fixed point of T. 
Proof. The conditions on A, i.e., A equivalent to convergence, imply that it is regular, 
i.e., A is hmit preserving over c, the space of convergent sequences. If we define 
CA= <X: Ax= ( '^anjXjj e e l , X = {Xi,X2,...,Xn, ...), 
then the condition that A is equivalent to convergence means that CA = c. Thus 
lim Xn = p, which implies that {Txn} € CA and hence {Txn} G c. Since A is regular, 
n->oo 
we have that lim Tx„ = p, which implies that lim \\xn— Txn\\ = 0. Taking the limit 
ra—)-oo n—>oo 
of equation (2.2.3.1) as n -)• oo yields ||p - Tp|| < 5 ||p - Tp||, implying that Tp = p. 
Remark 2.2.3. It has been shown that the general Mann iteration method can be 
written in the form x = Aw, where x = {xn}, w = {Ta;„} and A — [a„fc] is the weighted 
mean matrix generated by ank = •p ,^ where 
Pi > 0, Pfc = ^^^^2^, Pn = tpi = ^ T ^ ^ , A; > 1. 
n(i-ci) i=i n(i-ci) 
i=2 »=2 
Remark 2.2.4. In all convergence theorems of the type mentioned above, the sequence 
{cn} satisfies (a), (b) (Remark 2.2.2) and (d) lim c„ > 0. 
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2.3. On Quasi-Nonexpansive Mappings 
In order to prove an important result concerning the convergence of the Mann iteration, 
the following lemmas are required. 
Lemma 2.3.1. [51] / / 
(i) E is a strictly convex Banach space, 
(it) u,v E E such that \\v\\ < \\u\\ and 
(Hi) 11(1 - t)u + tv\\ = \\u\\ forO <t <1, 
then u — V. 
Lemma 2.3.2. [51] / / 
(i) K is a closed convex subset of a Banach space E, 
(a) T : K ^ K is a quasi-nonexpansive operator, 
(Hi) p is a fixed point of T, 
(iv) xi E K and M{xi,A, T) is any normal Mann process (with the sequences {xn}, {vn})-
then the following are true: 
(a) \\vn+i -p\\ < \\vn -p\\, for eachn= 1,2,3,.... 
(b) If {vn} clusters at p, then {vn} converges to p. 
(c) If {vn} clusters at y and z, then \\y — p\\ = \\z —p\\. 
Proof. Prom part (iii) of Theorem 2.2.2, we deduce that 
Vn+l - p = (1 - Cn)iVn - p) + Cn{TVn - p), 
where c„ — an+i,n+i- Since T is quasi-nonexpansive, that is 
\\Tx — p\\ < \\x — p\\, for all x e K, 
=> I |^^n+1-P| | < (1 - Cn) II W n - P | | + Cn\\Vn - p\\ = \\Vn - p\\, 
which proves part (a). Statements (b) and (c) immediately follow from (a). 
Theorem 2.3.1. [51] / / 
(i) E is a strictly convex Banach space, 
(a) K is a closed convex subset of E, 
(iii) T : K ^ K is a continuous and quasi-nonexpansive operator such that 
T{K) C C C K, where C is compact, 
(iv) xi E K and M{xi,A,T) is a normal Mann process such that the sequence {c„} 
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given by equation (2.2.2.3) dusters at some c e (0,1), 
then the sequences {x„} and {vn} in the Mann process M{xi,A,T) converge strongly 
to a fixed point of T. 
Remairk 2.3.1. If T is nonexpansive and the normal Mann process is M{xi,Ai,T), 
then Theorem 2.3.1 specializes to yield a result of Edelstein [56] which in turn a gen-
erahzation of a result of Krasnoselskij [81]. 
Remark 2.3.2. If T is nonexpansive and one uses M{xi,Ax,T), 0 < A < 1, then 
Theorem 2.3.1 yields a result of Schaefer [119]. Infact, Schaefer's result was obtained in 
uniformly convex Banach spaces whereas Theorem 2.3.1 and its special case mentioned 
above, work under the weaker hypothesis of strict convexity. 
In view of Pettis-Milman Theorem (e.g., see Pettis [99]), uniformly convex Banach 
spaces are reflexive and so closed bounded convex sets are weakly compact in these 
spaces. It is easily seen that uniformly convexity implies strict convexity and so The-
orem 2.3.1 holds in all uniformly convex Banach spaces. The following lemma is an 
easy consequence of uniform convexity. 
Lemma 2.3.3. / / 
(i) E is a uniformly convex Banach space, 
(a) {cn} is a sequence in [a, 6], where 0 < a < b < 1, 
(Hi) {wn} and {^„} are sequences in E such that \\wn\\ < 1, \\yn\\ < 1 for all n and 
(iv) {zn} is a sequence defined by z„ = (1 — Cn)wn + c„y„ with Urn ||z„|| = 1, 
then lim \\wn — VnW — 0. 
Remark 2.3.3. For the normal Mann process M{xi,A,T) with the sequence {c„} 
given by equation (2.2.2.3), we shall alternatively use the notation M(xi,c„,T). 
Theorem 2.3.2. [51] If 
(i) K is a closed convex subset of a uniformly convex Banach space E, 
(ii) T : K -^ K is a quasi-nonexpansive mapping which has atleast one fixed point p, 
(Hi) xi E K and M(xi, Cn, T) is a normal Mann process such that the sequence {c„} is 
bounded away from 0 and 1, 
then each of the sequence {vn+i — v^} and {Tvn — f„} converge (strongly) to 0 E E. 
The following corollary is a result of Browder and Petryshyn [20]. 
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Corollary 2.3.1. [20] / / 
(i) E is a uniformly convex Banach space and 
(a) T : E -^ E is a nonexpansive operator which has atleast one fixed point, 
then for any A G (0,1), the Krasnoselskij iteration K(xi, A, T) is asymptotically regular 
for each Xi G E. 
Proof. The Krasnoselskij iteration is a particular case of the normal Mann iteration, 
with matrix Ax and so by Theorem 2.3.2 we get that for any xi € E, 
Vn+l -Vn = T^Xi - T^-^Xi -^ 0. 
Remeirk 2.3.4. If T is nonexpansive, then the iteration function involved in the 
Krasnoselskij process, that is Tx = A/ + (1 — A)r, is also nonexpansive and has the 
same fixed points set as T. 
The following two theorems are further generalization of the results of Browder 
and Petryshyn [20]. 
Theorem 2.3.3. [51] / / 
(i) K is a closed convex subset of a uniformly convex Banach space E, 
(ii) T : K ^ K is a quasi-nonexpansive operator that has at least one fixed point p, 
(Hi) (/ — T) is closed, 
(iv) M{xi,Cn,T) is a normal Mann process with Xi E. K such that {cn} is bounded 
away from 0 and 1, 
then for any sequence {vn} that clusters (strongly) at some y E K, we have Ty = y 
and the sequences {xn}, {vn} converge (strongly) to y. 
Proof. There exists a subsequence {vn^} of {vn} such that {vn^.} —>• y. It follows by 
Theorem 2.3.2 that (/ - T)vn -^ 0, and hence (/ - T)vn^ -> 0. 
Since (/ — T) is closed, we deduce that {I — T)y = 0, that is Ty — y and as {vn} 
clusters at y, it follows by Lemma 2.3.2 that Vn —>• y-
Since i>„ — Xn+i — Vn — Tvn —>• 0, we finally get Xn —>• y. 
Remark 2.3.5. Any continuous operator T on K has the property that (/ — T) is 
continuous on K and so is closed. Hence, for any nonexpansive operator T, (/ — T) is 
closed. 
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Remark 2.3.6. We can improve Theorem 2.3.2 by considering the demiclosedness 
property instead of the closedness of the operator {I — T), as in theorem given below. 
Theorem 2.3.4. [51] / / 
(i) K is a closed convex subset of a uniformly convex Banach space E, 
(ii) T : K ^ K is a nonexpansive operator that has at least one fixed point p E K, 
(Hi) xi e K and M(xi,Cn,T') is a normal Mann process such that {c„} is bounded 
away from 0 and 1, 
then the following are true: 
(a) There exists a subsequence of {w„} that converges weakly to some y E K. If {I — T) 
is demiclosed then each weak subsequential limit point of {vn} is fixed point of T. 
(b) If {I — T) is demiclosed and T has only one fixed point p E K, then the sequences 
{xn}, {vn} converge weakly to p. 
(c) If (/ — T) is weakly closed, then each weak cluster point of {vn} is fixed point ofT. 
Remark 2.3.7. Let K is bounded (as well as closed and convex) then if 
(1) T is weakly continuous, then T has at least one fixed point by the Tychonoff fixed 
point theorem; 
(2) T is nonexpansive, then T has at least one fixed point by the Browder-Gohde-Kirk 
fixed point theorem. 
Remark 2.3.8. As T is weakly continuous. This implies that (/ — T) is demiclosed. 
By Theorem 2.3.4 we obtain that, if T has only one fixed point p E K, then the 
Krasnoselskij iteration K{xi,X,T) converges to this fixed point, i.e., Vn+i — T\^i -^ P, 
which is valid in any uniformly convex Banach space. 
Setting A = 1/2 in the following theorem provides an affirmative answer to this. 
Theorem 2.3.5. / / 
(i) E is a uniformly convex Banach space, 
(ii) T : E —^ E is a linear nonexpansive operator and 
(Hi) xi E E, 
then for 0 < A < 1, {T^xi\ converges (strongly) to a fixed point ofT. 
The following example shows the importance of uniform convexity in several of 
the above results. 
Example 2.3.1. Consider the space l^ (not uniformly convex). Let T : l^ ^ l^ he 
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a mapping defined by T(MI, M2, •••) = (0, Wi, M2, ...)• Then T is nonexpansive and linear 
and has (0,0,0,...) as its unique fixed point. But for Xi = (1,0,0,...), it is easily seen 
that ||r",2Xi|| = 1 for all n. So {T^jXi} does not converge strongly to (0,0,0,...). Since 
weak convergence is same as strong convergence in l^, we get that {r",2a^i} does not 
converge weakly to (0,0,0,...). 
Since Hilbert space is uniformly convex, all of the above results hold in Hilbert 
space. The following theorem generalizes a result of Schaefer [119]. 
Theorem 2.3.6. [51] / / 
(i) H is a real Hilbert space, 
(a) K is a closed convex subset of H, 
(Hi) T : K -^ K is quasi-nonexpansive on K that has at least one fixed point p £ K, 
(iv) (/ — T) is demiclosed, 
(v) Xi e K and M{xi,A,T) is a normal Mann process such that {c^} = {a„+i,„+i} is 
bounded away from 0 and 1, 
then the sequences {x„},{fn} converge weakly to a fixed point ofT, 
Now we give some sufficient conditions to ensure that every iteration process, 
starting from any point converges to some fixed point for a quasi-nonexpansive self 
mapping T. The main result of this section is as follows: 
Theorem 2.3.7. [28] / / 
(i) K is a convex subset of a uniformly convex Banach space E, 
(a) T : K ^ K is a quasi-nonexpansive mapping with F{T) ^ (f) and 
(Hi) {c„} is a sequence from (0,1) such that there exists a subsequence {Cn^} which 
converges to c E (0,1), 
then for each v E K, the iterated sequence {vn} which is defined by vi = v and Vn+i = 
(1 — Cn)Vn + CnTvn satisfics that 
hm inf \\Tvn — Vn\\ = 0. 
Proof. By the convexity of K, we see that f„ G K for all n — 1,2,... and then 
\\Tvn — p\\ < \\vn — p\\. It is due to the definition of {vn}, we have 
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Il'yn+I-Pll = 11(1 - Cn)Vn + CnTVn - p\\ 
= \\{1 - Cn){Vn - p) + Cn{TVn - P)\\ 
< {I - Cn)\\Vn - p\\ + Cn\\Vn - p\\ 
= Il^n-P||-
Thus {\\vn — p\\ • n = 1,2,...} is a decreasing sequence and so lim ||f„ — p\\ =inf 
Ibn — PII = M. We prove our result by the following two cases: 
Case 1. If lim \\vn — p\\ = M = 0, then by the inequalities 
||Tt;„-f;n|| < | |Ti)„-p| | + | b - f n | | < 2 | |w„-p| | , 
we obtain that lim inf \\Tvn — Vn\\ = hm \\Tvn — Vn\\ = 0. 
Case 2. If lim [[•Un-pH =inf ||wn-p|| = M 7^  0, we also claim that lim inf \\Tvn-Vn\\ = 
0. Suppose not, then there is an e > 0 and a positive integer A'^ i such that ||Ti'„—f„|| > e 
for all n > Ni. For such an n we have 
e < | |rf;„-^;„| | < 2 | |?;„-p| | . 
Hence e < 2M. Now from the hypothesis that 0 < c < 1, there is t] > 0 such that 
\c - 1/2| <r] < 1/2. Then we have that 
^ e(l - 277) ^ 
M 
which implies that 0 < l-5{e{l-2T])/M) < 1. Since the function t{l-6{e{l-2ri)/Mt)) 
is continuous and strictly increasing in t £ [li 00) and also 0 < 1 — S(e{l — 2?/)/M) < 1, 
there is a constant a > 0 such that 
(1 + a)(l - 5{e{l - 2r])/M{l + a))) < 1. 
Since lim \\vn —p\\ =inf ||7;„ — p|| = M and Cr^ . —> c, there is a positive integer A^2 > -^ 1 
such that for all n > N2, Uk > N2 we have 
M < \\vn-p\\ < M(l + a) 
and |c„^ — 1/2| < 77. It follows from the definition of {vn} that 
\\Vn,+, -P\\ = 11(1 - Cn^){Vn, - p) + Cn,{TVn, - p)\\ 
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and we may represent || (1 — fv .^){vn^ —p)+Cnk (^ ^^ n^  ~P) II i^ t^o the following two different 
forms which depend on c„j. > 1/2 or Cn^ . < 1/2. 
(i) Cn^. > 1/2 and Uk > N2, we have 
11(1 - C n J K , - p) + Cn.iTVn, - P)\\ 
- ||2(1 - C „ J K -p) + {2Cn, - l)iTVn, -P) + {TVn, - p)\\/2. 
Set X = 2(1 - Cn^){vnk - P) + (2cnj^  - l)(rt;„^ - p) and y = Tvn^: - P' then we have 
||x|l < 2( l -c„J |K-p l | + (2c„,-l)l|T^„,-p|| 
< 2(1 - Cn,) \\Vn, - P\\ + (2C„, - 1) \\Vn, ~ p\\ 
= | |^„,-p| |<M(l + a), 
ll^ ll = | |Ti ; , , -p | |< | |^„ , -p | |<M(l + a) 
and 
\\x-y\\ = \\2{l-c^^){vn,-p) + {2cn,-2){Tvn,-p)\\ 
= \\2{\-Cn,){Vn,-TVnM 
= 2(i-c„j|K-r^„j| 
> (l-2ry)e 
(ii) Cn^: < 1/2 and n/t > -/V2, we have 
11(1 - Cn^){Vn^ - p) ^ Cn,{TVn, - P)\\ 
= II (^n. - P) + (1 - 2 c „ J ( ^ n , - p) + 2Cn,{TVn, - p ) | | / 2 . 
Set xi = Vnk-p and t/i = (1 - 2c„J(?;„j^ - p) + 2c„^ (^T7;„^  - p), then we have 
Ikill = Il^nfc-P|| <M(l + a), 
Iblll < {l-2Cn,)\K,-p\\+2Cn,\\TVn,-p\\ 
< (1 - 2c„J ||?;„^  - pjl + 2cn, \\v„^ - p\\ 
= Ibn,-PJI <M(l + a) 
37 
and 
Iki - 2/1II = ||2c„,(?;„^ -p)- 2cn^{Tvn^ - p)\\ 
= \\2Cn^{Vn^ - Tv, 11k/ 
> 2cn,e > (1 - 2r/)e. 
Hence for nk'> N2, these imply that 
||^n.+, - PJI < (1 - S{{1 - 2r])e/Mil + a)))(l + a)M < M. 
It is a contradiction to the fact that inf \^Vn — p|| > M. Hence hm inf ^Tvn — Vn\\ = 0 
in any case. 
Remark 2.3.9. In this theorem, if {c„} converges to c e (0,1), then we can conclude 
that lim ||Tfn — fn|| = 0. For if not, there is an e > 0 and a strictly increasing sequence 
{uk} of positive integers such that ^Tv^^. —Vn^\\ > e for all A; = 1, 2,.... Then it follows 
from the same argument as we used in the proof of Theorem 2.3.7 that Wvn^^-^ —p\\ < M 
for sufficiently large k. This is a contradiction. 
Remeirk 2.3.10. Theorem 2.3.7 is still vahd if we assume only that for some p 6 
F{T) (instead of for all p G F{T)) 
llTx — p\\ < \\x — p\\ for all x E K. 
Corollary 2.3.2. [28] In the setting of Theorem 2.3.1, if 
(i) K is closed and 
(a) for any bounded set C C K with 0 e {I — T)C implies that 0 G {I — T)C, 
then for each vi G K, the iterated sequence {vn} converges to a fixed point of T. 
Proof. By Theorem 2.3.7, there is a subsequence {Tvn^^ ~'^nk} which converges to zero, 
that is, 0 G (/ — T){vn^}. It follows from the hypothesis that 0 G (/ — T){v^}. Hence 
there is a p in {u^} such that {I—T)p = 0, that is, p G F{T). Since p G {y^}, there is a 
subsequence {fn^.} of {'^ n^ } such that Vn^, —>• p. We know that {Hfn—p|| : n = l , 2 , . . . } 
is a decreasing sequence and therefore lim Vn = p. 
Corollary 2.3.3. [28] / / 
(i) K is a closed convex subset of E, 
(a) T satisfies the hypothesis of Theorem 2.3.7, 
(Hi) the sequence {Cn} converges to c, 0 < c < 1, 
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(iv) p is a duster point of {vn} and 
(v) T is continuous at p, 
then {vn} converges to p and p e F(T). 
Proof. Since p is a cluster point of {vn}, there is a subsequence {fn } which converges 
to p E K.T is continuous at p, then we have Tvnj —)• Tp. It follows that Tvn^ -Vn- —> 
Tp-p. By Remark 2.3.9, Tvn -Vn^O, hence Tp-p = 0, that is, p e F{T). It follows 
from the fact that {||t^n—p|| : n = l ,2 , . . .} i sa decreasing sequence and Vn^ -^ p, we 
have lim Vn= P-
2.4. On Zamfirescu and Strongly Pseudo-Contractive Opera-
tors 
An important class of quasi-contractive mappings, which is independent of the 
class of strictly pseudo-contractive mappings, is the class of Zamfirescu mappings. We 
know that for any Zamfirescu mapping, T considered on a complete metric space, the 
Picard iteration converges to the uiuque fixed point of T. It is the aim of this section to 
show that, in a more particular ambient space, the latter iterative procedure (suitable 
for constructing the Mann iteration) also converges to the unique fixed point of T. 
Theorem 2.4.1. [107] / / 
(i) E is a uniformly convex Banach space, 
(ii) K is a closed convex subset of E and 
(Hi) T : K ^ K is a Zamfirescu operator, 
then the Mann iteration {x„} given by, 
Xn+l = (1 - (^n)Xn + OCnTx-a, n = 1, 2, . . . (2.4.1.1) 
with {«„} satisfying the conditions (a) a i = 1; (b) 0 < «„ < 1, for n > 1 and 
(c) Yli <^n(l — Oin) ~ oo, convcrgcs to the unique fixed point ofT. 
Remark 2.4.1. Having in view that any Kannan mapping is a Zamfirescu mapping, 
from Theorem 2.4.1 we obtain the convergence of the Mann iteration in the class of 
Kannan mappings. 
Rem.ark 2.4.2. As both Picard and Krasnoselskij iterations converge in the class of 
Zamfirescu mappings, it is natural to try to compare these methods in order to know 
which one converges faster to the (unique) fixed point of T. 
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Theorem 2.4.2. [84] If 
(i) E is an arbitrary Banach space, 
(ii) K is a nonempty hounded closed convex subset of E and 
(Hi) T : K ^ K is a Lipschitzian strongly pseudo-contractive operator such that the 
fixed point set of T is nonempty, 
then the Mann iteration {x„} C K described by equation (2.4-1-1) with xi E K and the 
00 
sequence {«„} C (0,1] satisfying (d) ^ ctji = oo; (e) «„ —>• 0 (as n -> cx)), converges 
n=l 
strongly to the unique fixed point of T. 
Remark 2.4.3. Condition (d) in Theorem 2.4.2 is more relaxed than conditions (a)-
(c) in Theorem 2.4.1. Indeed, in view of 0 < 0:^ (1 — ak) < a/t, vaUd for all at satisfying 
(a)-(b), condition (c) implies (d). There also exist values of {an}, e.g., «„ = 1, such 
that (d) is satisfied but (c) is not. 
Remark. 2.4.4. Due to assumption (e) in Theorem 2.4.2, the next corollary cannot be 
obtained directly as a particular case of this theorem, but can be proved independently. 
Corollary 2.4.1. [84] In the setting of Theorem 2.4-2, if a„ = 2(3+31+12)' '^^^^'^ 
k = ^ and Fix (T) = {p}, then the sequence {xn} generated by equation (2.4-1-i) 
converges strongly to the unique fixed point of T and we have the estimate 
\\Xn+l -P\\ < P " Ikl -P\\, 
where p = 1 - A;V[4(3 + 3L +L^)]. 
Proof. We have 0 < «„ < 1. As p = Tp, we get 
[1 + (1 - k)an]{l - a„ + an^) = l-kan + a„^ - (1 - k)an^{l - a„) < 1 - ka^ + a J 
and \\xn~Txn\\ <{l +L)\\xn-p\\. 
Hence, by ^ = maxja, -^, jz^}, (with a = a, h~ (3, c = 7), we obtain 
Ikn+i - P\\ < (1 - kan)\\xn - p\\ + [1 + (2 - A;)(l + L) + L{L + l)a„2] \\^^ _ p\\ 
< [1 - kan + (3 + 3L + P)an^] \\xn - p\\ 
= [1 - A;V(4(3 + 3L + L^))] ||x„ -p\\=p \\xn -p\\. 
Therefore 
||x„+i — p\\ < p^ \\xi — p\\, as required. 
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The below theorem points out that Theorem 2.4.2 is unnecessary to get the con-
vergence of Mann iteration. 
Theorem 2.4.3. [118] / / 
(i) E is a Banach space, 
(ii) K is a nonempty closed convex subset of E and 
(Hi) T : K ^ K is a Lipschitzian (with constant L) and strongly pseudo-contractive 
operator (with constant k) such that the fixed point set of T is nonempty, 
then the Mann iteration {x„} C K described by equation (2.4-1-1) with xi E K and 
the sequence {an} C (0,1] satisfying the condition (d) of Theorem 2.4-2 and 
k — T] 
""" - (L + l)(L + 2-A;) ' 
for some rj e (0, A;), converges strongly to the unique fixed point p ofT. 
Moreover, there exists {/^n}^0) ^ sequence in (0,1) with Pn > (^/(l + k))an such that 
for all n G N, the following estimate holds: 
n 
lkn+1-p|| < JJ(1-/?i) ||a;i-p||. 
Remark 2.4.5. Theorem 2.4.1 can be extended to an arbitrary Banach space by si-
multaneously weakening the conditions on the sequence involved in the Mann iteration, 
as shown by the following theorem whose proof is very simple. 
Theorem 2.4.4. [8] / / 
(i) E is an arbitrary Banach space, 
(ii) K is a closed convex subset of E, 
(Hi) T : K ^ K is a Zamfirescu operator and 
(iv) {xn}'^=o is defined by equation (2.4-1-1) with XQ e K and {an} C [0,1] satisfying 
the condition (d) of Theorem 2.4-2, 
then {xn}'^=Q converges strongly to the unique fixed point ofT. 
Proof. It can be easily shown that T has a unique fixed point in K. Call it p and 
consider x,y e K, since at least one of Zamfirescu conditions (given in Theorem 1.4.2) 
is true. If second condition (2:2) holds, then we have 
\\Tx-Ty\\ < m^-Tx\\ + \\y-Ty\\] 
< (3{\\x - Tx\\ + [\\y - x\\ + llo; - Tx\\ + \\Tx - Ty\\]}, 
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^{l-mTx-Ty\\<2p\\x-Tx\\+p\\x-y\\. 
=^ \\Tx - Ty\\ < ^ \ \ x - Tx\\ + ^ 1 1 ^ - 1^1- (2.4.4.1) 
If third condition (zs) holds, then similarly we get 
| | T a ; - T y | | < ^ | | x - T x | | + ^ | | a ; - 2 / | | . (2.4.4.2) 
Therefore, denoting 5 = maxjo;, r^, j ^ } , we have 0 < ^ < 1 and then the following 
inequality 
\\Tx - Ty\\ <6\\x- y\\ + 28 \\x - Tx\\ (2.4.4.3) 
holds, for all x,y £ K. Let { X „ } ^ Q be the Mann iteration (2.4.1.1), with XQ £ K 
arbitrary. Then 
\\Xn+l - P\\ = 1 1 ( 1 - Oln)Xn + OinTx^ - ( ! - « „ + Oin)p\\ 
= 11(1 - an){Xn - P) + an{TXn - p)\\ 
<{l-an)\\xn-p\\+an\\Txn-p\\. (2.4.4.4) 
Take x — p and y = Xn'v^ equation (2.4.4.3) to obtain \\Txn — p\\ < S ||x„ — p\\, which 
together with (2.4.4.4) yields that 
||x„+i - p\\ < [1 - (1 - 8)an] \\xn -Pi n = 0,1,2,.... (2.4.4.5) 
Inductively we get 
n 
\\xn+i-p\\=l[[l-{l-6)ak] \\xo-p\\, n = 0,1,2,.... (2.4.4.6) 
fc=0 
00 
As 0 < 6 < 1, ttfc G [0,1] and ^ ak = oo,\)y a. standard argument it results that 
fc=0 
lim TT[1 - (1 - S)ak] = 0, 
1,—>no .*• .*• n-¥oo 
k=0 
which by equation (2.4.4.6) implies 
lim ||x„+i - p\\ = 0, 
n—>oo 
i.e., {xn}^=o converges strongly to p. 
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Remark 2.4.6. Because of the more restrictive assumptions (a)-(b), the convergence 
of Picard iteration cannot be obtained as a particular case of Theorem 2.4.1, but due 
to the more natural assumption (d), it can be obtained by Theorem 2.4.4, by taking 
OCr,. = 1 . 
^n 
2.5. An Example for Lipschitzian Pseudo-Contraction Maps 
In [13, Proposition 8], Borwein gave an example of a Lipschitz map (which is not 
pseudo-contractive) with a unique fixed point for which the Mann sequence fails to 
converge and in [67], Hicks and Kubicek gave an example of a discontinuous pseudo-
contraction with a unique fixed point for which the Mann iteration does not always 
converge. The problem for continuous pseudo-contraction still remained open. Here 
our purpose is to resolve this problem by constructing an example of a Lipschitz pseudo-
contraction with a unique fixed point for which every nontrivial Mann sequence fails 
to converge. 
Example 2.5.1. [36] Let H be the real Hilbert space K^ under the usual Euclidean 
inner product. If x = (a, 6) e H we define x-^ e H to be (6, —a). Trivially, we have 
x,x^) = 0, ||x^|| = ||a;||, {x^,y-^) = {x,y), \\x^ - y^\\ = \\x - y\\ and (x^,y) + 
x,y-^) — 0 for all x,y e H. We take a closed and bounded convex set K to be the closed 
Now, define a map T : K ^ K as follows: 
unit ball in H and put Ki = {x E H : \\x\\ < I}, K2 = {x e H : | < ||x|| < 1}. 
_ . a; -F cc-L, ii X e Ki 
^^ T^-x + x^, if X 6 X 2 -
We notice that, for x 6 Ki f] K2, the two possible expressions for Tx coincide and 
that T is continuous on both Ki and K^. Hence T is continuous on all of K. We now 
show that T is, infact Lipschitz. One easily shows that \\Tx — Ty\\ — y/2 \\x — y\ for 
x,y e Ki- For x,y e /C2, we have 
_x y_\\2 _ 
Ikll llj/ll 11 - O^dkll \\y\\-(x,y)) 
^ NTM^IIx-ylP 
< 8\\x-yf. 
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Hence, for x, y G X2, we have 
X y 
\\Tx-Ty\\< 
\x\ \y\ 
+ \\x - y\\ + \\x^ - y^W < 5 ||x - y \ \ , 
so that T is Lipschitz on K2. Now let x and y be in the interiors of Ki and K2 
respectively. Then there exist A G (0,1) and 2: G Ki n i^2 for which ^ = Ax + (1 — X)y. 
Hence 
\\Tx-Ty\\ < \\Tx-Tz\\ + \\Tz-Ty\\ 
< ^ 2 ||x — 1^1 + 5 ||2 — j / | | 
< 5 ||x — z\\ + 5 \\z — y\\ 
< 5 | |x-2/ | | . 
Thus \\Tx — Ty\\ < 5 Hx — y|| for all x,y G K, as required. The origin is clearly a fixed 
pointofT. F o r x G i ^ i , | |Txf = 2 ||x||2 and for x G i^2, ||Tx||2 = l + 2 | |x | |2-2 ||x||. 
Prom these expressions and from the fact that Tx = X"*- 7^  x if ||x|| = 1, it is easy to 
show that the origin is the only fixed point of T. We now show that no Mann iteration 
sequence for T is convergent for any nonzero starting point. 
First, we show that no such Mann sequence converges to the fixed point. Let 
X e K he such that x 7^  0. Then, in case x G i^i, any Mann iterate of x is actually 
further away from the fixed point of T than x is. This is because ||(1 — A)x + ATxlP = 
(1 + A2) ||X||2 > | | x f for A G (0,1). If X G K2, then for any A G (0,1), 
2 
[1 -A)x + Arx||2 = A + 1 - 2A X + Ax^ 
+ 1-2A +A2 \x\ 
> 0. 
More generally, it is easy to see that for the recursion formula (2.4.1.1), if XQ G KI, 
then ||x„+i|| > ||x„|| for all integers n > 0 and if XQ G K2, then ||x„+i|| > \ ||x„|| for 
all integers n > 0. We therefore conclude that, in addition, any Mann iterate of any 
nonzero vector in K is itself nonzero. Thus any Mann sequence {x„}, starting from 
a nonzero vector, must be infinite. For such a sequence to converge to the origin, x„ 
would have to lie in the neighbourhood Ki of the origin for all n > NQ, for some real 
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A^ o- This is not possible because, as already established for Ki, \\xn\\ < ||2;n+i|| for all 
n> NQ. 
2.6. Results Involving Convergence Speed 
In the last twenty years, many authors have studied the convergence of the se-
quence of the Picard, Krasnoselskij and Mann iterations of a mapping T to a fixed 
point of r , under various contractive conditions. In such situations, it is of theoreti-
cal and practical importance to compare these iteration methods in order to establish 
which one converges faster if possible. 
Theorem 2.6.1. [100] / / 
(i) E is an arbitrary real Banach space, 
(a) K is a closed convex subset of E, 
(Hi) T : K ^ K is a quasi-6-contraction and 
(iv) {yn}'^=o is defined by equation (2.4-1-1) with yo E K, yo ^ F{T) and 
oo 
{an} C [0,1] satisfying (a) Xl Q;„ = oo, 
n=0 
then {yn}'^=o converges strongly to the fixed point ofT. Moreover, the Picard iteration 
defined by equation (1.4-V ^''^^ XQ €. K converges faster than the Mann iteration if 
(b) an < x:^ :^ , n = 0,1,2,..., 
8 (c) hm n 
"-'•'^ fc=o L 
= 0. 
Proof. Using equation (2.4.1.1) we get 
| | yn+l - PI I < (1 - « n ) hn - p \ \ + ^ n \\Tyn - Vl (2 .6 .1 .1) 
Since T is a quasi-(^-contraction, that is 
\\Tx - Ty\\ <6\\x- y\\ + L m{x, y), for all x,y E E, (2.6.1.2) 
where m{x,y) = min {||a; - Tx\\, \\y - Ty\\, \\x - Ty\\, \\y - Tx\\}. 
Take x = p and j / = 2/„ in (2.6.1.2) we obtain 
\\Tyn-p\\<S\\yn-pl (2.6.1.3) 
^ llz/n+i - P I I < [1 - (1 -'^)an] WVU-PI n - 0 , 1 , 2 , . . . . (2.6.1.4) 
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By induction we get 
n 
\\yn+i-p\\<Y[[l-il-S)ak] WVO-PI n-0,1,2,.. . . (2.6.1.5) 
fe=0 
oo 
As (5 < 1, Q!fe € [0,1] and ^ak = oo, it follows that 
fc=0 
n 
lim ]T[1 - (1 - 5)afe] = 0, (2.6.1.6) 
fc=0 
which by equation (2.6.1.5) implies that 
lim ||y„+i - PII = 0, (2.6.1.7) 
n—>oo 
that is {yn}'^=Q converges strongly to p. Taking y = Xn and a; = p in (2.6.1.2), we obtain 
||X„+1 -p\\ <6 | |Xn-p| | 
which inductively yields 
||x„+i -p\\ < (J"+^ \\XO-PI n > 0. (2.6.1.8) 
Now by equation (2.4.1.1) we have 
WVn+l - P\\ = 11(1 - Otn) Vn + Oin TVn - [(1 - « « ) + « „ ] p | | 
> (1 - an) WVn - P\\ - O^n \\Tyn - P\\-
Using equation (2.6.1.3) we get 
WVn+i - p\\ > [1 - an(l + 5)] Wvn - p||, n = 0,1,2,..., (2.6.1.9) 
which implies that 
n 
hn+i - p\\ > Y[[l - ak{l + S)] \\yo - PII, n = 0,1,2,.... (2.6.1.10) 
fc=0 
n 
In order to compare {x„} and {yn}, we must compare (J"+^ and H [1 ~ (1 + < )^«TI]- First, 
fc=0 
note that 1 — (1 + S)ak > 0, for all 5 e [0,1) and {afe}fcLo satisfying (b). Moreover, by 
(c) we have 
lim — = 0. (2.6.1.11) 
""°° n [1 - Ml + S)] 
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By equation (2.6.1.11) and Definition 1.5.6, we obtain that the Picard iteration con-
verges faster than the Mann iteration. 
Remark 2.6.1. Theorem 2.6.1 will remain true if conditions (b) and (c) are replaced 
by (d) there exists c satisfying S < c < 1 and Q;„ < J{'A) for all n = 0,1,2,.... 
Corollary 2.6.1. [100] / / 
(i) E is an arbitrary real Banach space, 
(a) K is a closed convex subset of E, 
(Hi) T : K ^ K is a quasi-6-contraction and 
(iv) {yn}^=o *^ defined by equation (1.4-2) with yo E K and A < J^_^g) for some c such 
that S < c < 1, 
then {yn}^=o converges strongly to the fixed point ofT and moreover, the Picard itera-
tion {xn}'^=o defined by equation (1.4-i) with XQ e K converges faster than Krasnosel-
skij iteration {yn}Z=o if VQ ^ F{T). 
Remark 2.6.2. Since strict contractions, Kannan mappings [76], Hardy and Rogers 
generalized contractions [66], as well as Chatterjea mappings [27] belong to the class 
of Zamfirescu operators, so also to the class of quasi-L-contractions, by Theorem 2.6.1 
we obtain similar results for these class of contractive mappings. 
2.7. Results on Stability 
Several stability results established by various authors in metric space and normed 
linear space for different contractive definitions are available in the literature. Some of 
the various authors whose contributions are of colossal value in the study of stability of 
the fixed point iteration procedures are Ostrowski [97], Harder and Hicks [64], Rhoades 
[109,111], Osihke [92], Osilike and Udomene [95], Jachymski [75], Berinde [6,11] and 
Singh et al [124]. In Harder and Hicks [64], the contractive definition was used to 
prove a stability result for the Kirk's iteration process. The first stability result on T-
stable mappings was proved by Ostrowski [97] for the Picard iteration using Banach's 
contraction condition. In addition to this condition, the contractive conditions given 
by Zamfirescu was also employed by Harder and Hicks [64] to establish some stability 
results for both Picard and Mann iteration processes. Rhodes [109,111] extended the 
stability results of [64] to more general class of contractive mappings. Rhoades [109] 
extended the stability results of [64] to the following independent contractive condition; 
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there exists c € [0,1) such that 
d{Tx,Ty) < c max {d{x,y), d{x,Ty), d{y,Tx)}, for all x,y e X. (2.7.1) 
Rhoades [111] used the following contractive definition: there exists c e [0,1) such that 
d{Tx,Ty) < cma.x{d{x,y), d{x,Tx)+ d{y,Ty)^ d{x,Ty), d{y,Tx)}, for al\x,y € X. 
(2.7.2) 
Moreover, Osilike [92] generalized and extended some of the results of Rhoades [111] 
by using a more general contractive definition than those of Rhoades [109,111]. Indeed 
he employed the following contractive definition: there exist a € [0,1] and L > 0 such 
that 
d{Tx, Ty) < L d(x, Tx) + a d{x, y), for all x,y e X. (2.7.3) 
Osilike and Udomene [95] introduced a shorter method to prove stability results for 
the various iteration processes using the condition (2.7.3). Berinde [6] established the 
same stability results for the same iteration processes using the same set of contractive 
definitions as in Harder and Hicks [64]. 
More recently, Imoru and Olatinwo [68] established some stability results which 
are generalizations of some of the results of [6, 64, 92, 95, 109, 111]. In Imoru and 
Olatinwo [68], the following contractive definition was employed: there exist a G [0,1) 
and a monotone increasing function (f : R"*" —> R"'" with (p{0) — 0, such that 
d{Tx, Ty) < ip{d{x, Tx)) + a d{x, y), for all x,y e X. {2.7A) 
In a recent paper of Branciari [14], a generalization of Banach [4] was established. 
In that paper, Branciari [14] employed the following contractive integral inequality 
condition: there exists c G [0,1) such that for aU x,y e X, we have 
fd{f{x),fiy)) i'd{x,y) 
/ ip{t)dt<c / (p{t)dt, (2.7.5) 
Jo Jo 
where (yC : R+ —)• R"*" is a Lebesgue-integrable mapping which is summable and non-
negative such that for each e > 0, JQ ip(t)dt > 0. Rhoades [114] used the conditions 
rd(f(x),f{y)) fm{x,y) 
/ ip{t)dt<k / (p(t)dt ior all x,yeX, (2.7,6) 
Jo Jo 
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where 
m(x,y) = max{d(x,i;), d{x,f{x)), d(^ ^ (2;)), ^ i ^ l / M l + ^ i ^ l M ) } , 
and 
with 
l'M{x,y) 
(p{t)dt<k / (p{t)dt, iox all X,ye X, (2.7.7) 
rd{fix),fiy)) rM{x,y) 
Jo 
M{x,y)=max {d{x,y), d{x,f{x)), d{y,f(y)), d{x,f{y)), d{y,f(x))}, 
where A; e [0,1) and y? : R+ —>• R"*" in both cases as defined in equation (2.7.5). 
Condition (2.7.7) is the integral form of Ciric's condition given in Ciric [38]. 
Following Branciari [14] and Rhoades [111], we now state the following contractive 
conditions of integral type which shall be employed in estabhshing the results. 
For a self-mapping T : X -^ X, there exists a real number k E [0,1) and monotone 
increasing functions u, tjj : E+ —>• R"*" such that ipi^) = 0 and for all x,y € X, we have 
pdiTx,Ty) / fdipcTx) \ rd(,x,y) 
/ (p{t)du{t) < V' ( / ip{t)du{t) ]+k I 'p{t)du{t), (2.7.8) 
where (f : M"*" —>• R"^  is a Lebesgue-Stieltjes integrable mapping which is summable and 
non-negative such that for each e > 0, J^ (p{t)di'{t) > 0. 
Remark 2.7.1. If in condition (2.7.8), we have ip{t) — 1 and ^(t) = t, then we get 
condition (2.7.4), employed in Imoru and Olatinwo [68]. Also, if in condition (2.7.8), 
we have (p{t) = 1, uit) = t and ^(w) = Lu, L > 0, for all u G M"^ , then we obtain 
condition (2.7.3) used in Osilike [92], Osilike and Udomene [95]. 
Now we shall consider the Picaxd and Mann iteration processes to establish some 
stability results for self mappings in metric and normed linear space by employing the 
contractive condition of integral type defined in (2.7.8). We shall need the following 
lemmas in the sequel. 
Lemma 2.7.1. [6,11] / / 
(i) S is a real number such that 0 < ^ < 1 and 
(a) {eJi}^o •^^  ^  sequence of positive numbers such that lim e' = 0, 
then for any sequence of positive numbers {M„}^Q satisfying 
Un+i < Sun + e'^, n = 0,1, . . . , 
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we have lim «„ = 0. 
n—>oo 
Lemma 2.7.2. / / 
(i) {X, d) is a complete metric space, 
(ii) (^  : R+ -^ K"*" is a Lebesgue-Stieltjes integrable mapping which is summable and 
non-negative such that for each £ > 0, J^ (p{t)dv{t) > 0 and 
(Hi) {un}'^=o, {vn}'^=o C X, {a„}^o <^  (0) 1) ^^ 6^ sequences such that 
d{Un,Vn) 
d{Un, Vn) - / ip{t)dl>{t) 
Jo 
< dn, 
with lim an — 0, then, 
n—>oo 
/-diUntVn) 
d(Un,Vn) - an< / ip{t)dl/{t) < d{Un,Vn) + an- (2 .7 .9 ) 
Jo 
Proof. By letting 
l'd{Un,Vn) 
y = d{un,Vn)- (p{t)diy{t) 
Jo 
and using the definition of modulus function in \y\ yields condition (2.7.9). 
Remsirk 2.7.2. Lemma 2.7.2 is also applicable in normed linear space setting since 
metric is induced by norm. 
Now we are prepare to give the main result of this section. 
Theorem 2.7.1. [90] / / 
(i) {E, ||.||) is a real Banach space, 
(ii) T is a self-mapping of E satisfying the condition (2.7.8), 
(Hi) T has a fixed point p, 
(iv) for XQ E E, {xn}'^=Q is the Mann iteration process defined by 
Xn+l = (1 - Oin)Xn + anTx^, n = 0, 1, ... 
where {a!„}^o •^^  ^ sequence in [0,1] such that 0 < a < a„, n = 0,1,... , 
(v) u, ip : R"*" —>• M+ are monotone increasing functions such that •0(0) = 0 and 
(vi) (p : E"*" —> R"*" is a Lebesgue-Stieltjes integrable mapping which is summable, non-
negative such that for each e > 0, J^ (p{t)du{t) > 0, 
then the Mann iteration process is T-stable. 
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Proof, Suppose that 
{y„}^=0 ^ -^ ' Sn = WVn+l - ( 1 - 0>n)yn - CinTynW, Tl = 0 , 1, ..., 
and let lim e„ = 0. Then, we shall establish that lim ?/„ = p. Using the contractive 
n—^oo n—>oo 
condition (2.7.8), Lemma 2.7.2 and the triangle inequality as follows: Let {a„}^o C 
(0,1). Then by Lemma 2.7.2, we have 
+ (1 - an)[\\yn - p\\ - an] + an[\\Tp - TynW - an] + 3a„ 
< [1 - (1 - k)an] /d'^""''" ^{t)duit) + / ; - ^it)du{t) + 3a„ 
< [1 - (1 - k)a] /J'^"-^'l ^it)du{t) + / ; - ^{t)du{t) + 3a„. 
Expressing the above equation in the form Un+i < Sun + s'^, where 
r\\yn-p\\ 
Q<5 = l-{l-k)a<l, Un= ip{t)dp{t) 
Jo 
and 
with 
4 = / " ip{t)diy{t) + 3a„, 
Jo 
lim e' = lim / ip(t)du(t) + 3a„ = 0, 
n—>oo n—^oo 
!\{t)du{  
Jo 
so that by Lemma 2.7.1 and the fact that J^ (p{t)dt > 0, for each £ > 0, we have that 
lim r'^"~^'l (f(t)dt = 0 from which it follows that lim ||2/n-p|| = 0, that is lim ?/„ = p. 
n—>oo " n—^oo n—KX) 
Conversely, let lim j/„ = p. Then by the contractive condition (2.7.8), Lemma 2.7.2 
n—>oo 
and the triangle inequaUty again, we have 
/•En / ' | | 2 /n+ l - ( l -Q:n) j /n -Q:nTj /„ | | 
/ ip{t)dv{t) = / ip{t)du{t) 
Jo Jo 
r\\yn+i-p\\ r\\yn-p\\ 
< / if(t)du{t) + [1 - (1 - k)a] / (fi{t)du(t) + 3a„ 
Jo Jo 
—>• 0 as n —> cx). 
Remark 2.7.3. Theorem 2.7.1 is a generalization and extension of Theorem 3.2 of 
Imoru and Olatinwo [68], Theorem 3 of Berinde [6], Theorem 2 of Rhoades [110], 
Theorem 24 of Rhoades [109], Theorem 3 of Harder and Hicks [64] and several others. 
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CHAPTER III 
THE ISHIKAWA ITERATION 
3.1. Introduction 
In modern nonlinear analysis and its appKcations theory of Ishikawa iterates ([76], 
[80]) has important role because it can be applied in many cases in which other classical 
methods (e.g., Picard or Maim's iterations) are not useful. In many papers Ishikawa it-
eration sequence was used as tool to obtain approximative fixed points of nonexpansive 
and pseudo-contractive mappings defined on Hilbert and Banach spaces. 
The Ishikawa iterative process was first introduced by Ishikawa [70] in 1974, in or-
der to approximate fixed points of Lipschitzian pseudo-contractive operators, because 
in the case T is only pseudo-contractive, the Maim iteration does not converge gen-
erally to the fixed point of T, as it was pointed out by Hicks and Kubicek [67]. The 
Ishikawa iteration was first used to establish the strong convergence to a fixed point 
for a Lipschitzian and pseudo-contractive self map of a convex compact subset of a 
Hilbert space. 
It is nowadays quite clear that, for large classes of contractive type operators, it 
suffices to consider the simpler Mann iteration, even if Ishikawa iteration, which is 
more general but also computationally more complicated than Mann iteration, could 
be always used. Actually, having in view some recent results, it is also evident that 
a simpler method than Mann iteration i.e., the Krasnoselskij iteration, which is a 
particular case of Mann iteration can be used in some cases to approximate fixed 
points of some classes of operators. 
The content of this chapter is mainly taken from Ishikawa [70] except for remarks, 
which are taken from Rhoades [110]. The other results are taken from Chidume [31], 
Deng [46], Tan and H. K. Xu [130], Reich [104] and Feng Gu [62]. 
3.2. On Lipschitzian and Pseudo-Contractive Operators 
It is the aim of this section to show that under certain assumptions on the se-
quences {an}, {/?n}, the Ishikawa iterative process associated to a Lipschitzian pseudo-
contractive operator converges strongly to a fixed point of T. The original result of 
Ishikawa is given as: 
Theorem 3.2.1. [70] / / 
(i) K is a convex subset of a Hilbert space H, 
(ii) T : K -^ K is a Lipschitzian pseudo-contractive map and 
(Hi) xi E K, 
then the Ishikawa iteration {x„}, x„ = I(xi,an,Pn,T) i.e., the sequence defined by 
Xn+l = (1 - an)Xn + OinT [(1 - /?„)x„ + (5nTXnl (3.2.1.1) 
where {a;„}, {/3„} are sequences of positive numbers satisfying 
oo 
(a) 0 < a„ < /?„ < 1, n > 1; (6) lim /?„ = 0; (c) ^ «„/?„ = oo, 
converges strongly to a fixed point of T. 
Proof. Since T is pseudo-contractive, for any x,y E K we have 
\\Tx - Ty\\' < \\x - yf + \\{I- T)x -{I- T)y\\\ (3.2.1.2) 
where / is identity map. Prom the assumption that T is Lipschitzian, we deduce that 
there exists a positive number L such that 
\\Tx - Ty\\ < L \\x - y\l for any x,y e K. (3.2.1.3) 
Since i^ is a convex compact set and T is continuous (being Lipschitzian), from 
Schauder's fixed point theorem we obtain that the set of fixed points of T is non-
empty. Let p denote any point of F(T). Since for any x, y,z in a Hilbert space H and 
a real number AG [0,1], we have 
||Ax + (1 - X)y - zf = X\\x- zf + (1 - A) \\y - zf - A(l - A) \\x - y\\\ (3.2.1.4) 
Using equation (3.2.1.4) we obtain the following three equalities 
Ikn+1-P| |^ = \\anT [PnTXn + (1 - Pn)Xn] + {1 - an)Xn - P\\^ 
= an \\T [^nTXn + (1 - Pn)Xn] ' pf + (1 ~ C^ n) \\Xn - p f 
- a„( l - an) \\T [PnTXn + (1 - Pn) Xn] - Xn\\^ (3.2.1.5) 
\\PnTXn+{l-Pn)Xn-pr = Pn \\TXn - pf + {1 - Pn) \\Xn ' pf 
- /?„(!- /?n) \\TXn~Xnf, (3.2.1.6) 
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and respectively, 
\\(3nTXn + (1 - /?„) Xn-T [PnTXn + (1 - Pn) X^jf 
= (3n \\TXn - T [(3nTXn + (1 - Pn)Xn] f + (1 - (3n) 
\\Xn - T [pnTXn + (1 - /?n) X„] f - / ? „ ( ! - ^ „ ) | | T x „ - x J I ^ . (3 .2 .1 .7) 
Applying equation (3.2.1.2) we deduce the following two inequalities: 
\\T [PnTXn + (1 - Pn) ^n] " pf = \\T [PnTx^ + (1 - Pn) X^] - Tpf 
< \\pnTXn + {l-Pn)Xn-pf 
+ WPnTXn + (1 - Pn)Xn - T[pnTXn + (1 - Pn)Xn] f 
(3 .2 .1 .8) 
\\Txn - vf = \\Txn - Tvf < \\xn - p f + \\xn - Tx„f . (3.2.1.9) 
Now, performing the computations in (3.2.1.5) + a^ [(3.2.1.6) + (3.2.1.7) + (3.2.1.8) + 
/?„ (3.2.1.9)], we get 
\\Xn+l - Pf < \\Xn - Pf - anPn (1 " 2 Pn) \\TXn - Xnf 
+ anPn \\TXn - T [PnTXn + (1 - Pn)Xn] \? 
- an{Pn - Otn) \\Xn - T [PnTXn + (1 - Pn) Xn]\\\ 
and so, in view of (a), it follows that 
\\Xn+l -pf < \\Xn ~ p f - anPn ( 1 - 2 Pn) \\TXn - X n f 
+ anPn \\TXn - T [PnTx^ + (1 - Pn) Xnjf • (3 .2 .1 .10) 
Since T is Lipschitzian, we have 
\\TXn - T [pnTXn + (1 - Pn)Xn]\\ < Lpn \\TXn - X„ | | (3 .2 .1 .11) 
and hence from (3.2.1.10) and (3.2.1.11) we deduce, 
\\Xn+l - Pf < \\Xn - Pf - anPn (1 - 2/?„ - L^ Pn^) \\TXn - Xnf. (3 .2 .1 .12) 
By summing equation (3.2.1.12) for n e {m,m+ 1, ...,n} we obtain 
n 
\\Xn+l - P f < \\Xn, - P f - Yl ^kPk{l -2pk- L^Pk^) \\TXk - Xkf, 
k=m 
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which can be written as 
n 
Y, «fc/?fe(l - 2 /3it - L2/?fe2) 11^ 2;^  - Xkf < \\xm - pf - ||x„+i - p\\\ 
k=m 
Now, by exploiting the assumption (b), we deduce that there exists a positive integer 
AT such that 
2 j3k + L^Pk^ < 1/2, for aU integers A; > A^ . 
Then, ior m > N we obtain 
1 " 
- J2 (^kPk \\Txk - Xkf < \\Txm-pf - \\Txn+i - p f • (3.2.1.13) 
k=m 
Since K is bounded, the right-hand side quantity in (3.2.1.13) is bounded. This means 
that the series in the left-hand side is convergent and therefore by (c), it results that 
lim inf \\Txn — Xn\\ = 0, 
n 
which in turn implies {K is compact) that there is a subsequence {xn^j'^^i that con-
verges to a certain point q of F{T). 
Now, since g is a fixed point of T, from equation (3.2.1.12) we obtain for n> N, 
\\Xn+l -q\\ < \\Xn-q\\, 
that is, the sequence {||x„ - ^ | | } is non-increasing. Since there is a subsequence {\\xn^ -
q\\} converging to zero, therefore it results that {xn} converges to q. 
Remark 3.2.1. In its original form, the Ishikawa iteration does not include the Mann 
iteration, because of the assumption (a) in Theorem 3.2.1. Indeed, if /?„ = 0 (n > 1), 
then it would imply that «„ = 0. 
Remetrk 3.2.2. Q. Liu [85] extended the above theorem to the class of Lipschitzian 
hemicontractive maps. However, neither the proof of Q. Liu nor that of Ishikawa can 
be used to establish a similar result for the Mann iterative process. 
3.3. On Strongly Pseudo-Contractive Operators 
Starting from the results established for Mann iteration associated to several 
classes of Lipschitzian pseudo-contractive operators in Hilbert spaces, a considerable 
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effort has been devoted to extend these results in Banach spaces with certain geometric 
properties. One of the most general result which was obtained in the class of strongly 
pseudo-contractive operators is given by the next theorem. 
Theorem 3.3.1. [31] / / 
(i) E is a real uniformly smooth Banach space, 
(a) K is a nonempty bounded closed convex subset of E, 
(Hi) T : K ^ K is a strongly pseudo-contractive operator that has atleast one fixed 
point p e F{T) and 
(iv) {«:„}, {/?„} are the real sequences satisfying the following conditions: 
(a) 0 < «„, (5n < 1, for all n > 0; 
(fe) lim Q!„ = 0 ; lim /?„ = 0 ; 
n—>oo n-¥oo 
oo 
(c) Y^an^oo, 
n=0 
then, for arbitrary XQ G K, the Ishikawa iteration I{xQ,an,Pn,T) i.e., the sequence 
{xn} defined iteratively by 
Xn+l = {1 - an)Xn + OinTyn, f3 3 1 1) 
?/„ = (1 - Pn)Xn + PnTXn, U > 0, 
converges strongly to p and moreover, p is unique. 
Remark 3.3.1. The parameters {an}, {Pn} of the Ishikawa iteration involved in The-
orem 3.3.1 do not depend neither on the geometry of the underlying Banach space nor 
on other special properties of the operator T itself. 
Remark 3.3.2. Taking an = Cn and /?„ = 0 for all n > 0, from Theorem 3.3.1, we 
obtain a general convergence theorem for the Mann iteration. 
Corollary 3.3.1. [31] / / 
(i) E is a real uniformly smooth Banach space, 
(a) K is a nonempty bounded closed convex subset of E, 
(Hi) T : K ^ K is a strongly pseudo-contractive map such that there exists p G F{T) 
and 
(iv) {c„}^o 5^ ^ i^^o,^ sequence satisfying the following conditions: 
oo 
(d) 0 < Cn < 1 for all n > 0; (e) hm c„ = 0; (/) ^ c„ = oo, 
"-^ °o n=o 
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then, for arbitrary Xi G K, the Mann iteration M(xi,Cn,T) defined by 
Xn+l = (1 - Cn)Xn + CnTXn, n > 0 
converges strongly to p and p is unique. 
The next result generalizes Theorem 3.3.1 to (^-strongly pseudo-contractive oper-
ators, also removing the boundedness of K. We state it without proof. 
Theorem 3.3.2. [62] / / 
(i) E is a uniformly smooth Banach space, 
(a) K is a nonempty closed convex subset of E, 
(Hi) T : K -^ K is a Lipschitzian ^-strongly pseudo-contractive operator with Lip-
schitzian constant L > 1 such that F{T) ^ 0 and 
(iv) {an}, {I3n} are two sequences in [0,1] satisfying the following conditions: 
CX) 
(g) Q!„ —>• 0, /?„—>• 0 {as n -4 oo) and (h) ^ «„ = oo, 
n=0 
then for any given XQ 6 i^, the Ishikawa iterative process {xn}-, Xn — /(XO,Q;„,/3TI,T), 
n > 0, converges to the unique fixed point of T in K. 
Remark 3.3.3. Since any strongly pseudo-contractive operator is also (/^-strongly 
pseudo-contractive, Theorem 3.3.2 improves and extends several results in literature. 
Now our pm-pose is to study the convergence of Ishikawa iterative sequence for 
strongly pseudo-contractive operators with A; < 1 in arbitrary real Banach spaces under 
the condition of removing the restriction {Txn} and {Ty„} being bounded and to give 
the general convergence rate estimate in our results, which largely unify and extend 
the corresponding results obtained by Ciric [42] and Soltuz [127]. The following results 
will be needed in the sequel. 
Lemma 3.3.1. [42,127] If 
(i) E is a real Banach space and 
(a) J : E ^ 2^* is a normalized duality mapping, then 
\\x + yf< \\xf + 2 {y,j{x + y)), 
for all x,y e E and each j{x + y) e J{x + y). 
Lemma 3.3.2. [125,126] / / 
(^) {Pn}^o *^ ^ sequence of nonnegative real numbers which satisfies the following 
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inequality 
Pn+l <{1-W) Pn + 5n, U > 0, 
where w e (0,1) is a fixed number and Sn>0 is such that (5„ —>• 0 as n —)• oo, 
then pn -^ 0 as n —^ CO. 
Lemma 3.3.3. [25] / / 
(i) E is a real Banach space and 
(a) T : E ^ E is a strongly accretive operator, 
then for any f E E., the mapping S : E -^ E defined by Sx = f — Tx + x is a strongly 
pseudo-contractive operator, that is, for any x,y E E, 
{Sx-Sy,j{x-y))<{l-k)\\x-y\\\ 
where A; e (0,1) is the strongly accretive constant of T. 
We now represent the main result of this section. 
Theorem 3.3.3. [143] / / 
(i) E is a real Banach space, 
(a) K is a nonempty convex subset of E, 
(Hi) T : E ^ E is a continuous strongly pseudo-contractive map with a pseudo-
contractive parameter k G (0,1) and 
(iv) for arbitrary XQ e X, the Ishikawa iteration defined by (3.3.1.1) and constants 
a, r 6 (0,1 — k) are such that 
0 < a < a „ < l - A ; - r , n > 0 . (3.3.3.1) 
/ / 
||Tx„+i - TynW ^ 0 , asn-^oo, (3.3.3.2) 
then the sequence {xn\ converges strongly to a unique fixed point of T in K. Moreover 
I, ^ / / . ^ ,1 „o ( l - ( l - a r ) " ) M 
\\xn-p\\<\{l-arY l l ^o -p 2 + ^ ^ '-^ , n > 0 
V ar 
where M = sup { p | | r y „ - Txn+if', n > O}. 
Proof. The existence of fixed point follows from the result of Deimhng [45] and the 
uniqueness from the strongly pseudo-contractivity of T. Let p be such that Tp = p. 
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From Lemma 3.3.1, we have 
\\Xn+l-p\\^ = \\{l-an)iXn-p)+aniTyn-Tp)\\' 
< (1 - a „ ) 2 | | x „ - p p + 2an{Tyn - TXn+l,j{Xn+l - p ) ) 
+ 2an(Txn+i-p,j{xn+i-p)). (3.3.3.3) 
Now, we consider the first and second term on the right hand side of (3.3.3.3). By 
strongly pseudo-contractivity of T, we get 
2an(Txn+i - Tp,j{xn+i " p)) < '^otnk ||x„+i - pf, (3.3.3.4) 
for each j(x„+i — p) G Ji^nJ^i — P) and a constant A; e (0,1). 
The Hahn-Banach Theorem assures that J{x) ^  4> for each x G E. It is easy to see 
that 
{x,j{y)) < 11x11 \\y\\, (3.3.3.5) 
for each x,y e E and each j{y) € J{y)- Now from equation (3.3.3.5) and inequahty 
ab < ^^-y^, we obtain that 
2an{Tyn - TXn+lJ{Xn+l - p)) < 2Q!„ \\Tyn - TXn+l\\ \\Xn+l - p\\ 
(3.3.3.6) 
< \\Tyn-TXn+lf + an^\\Xn+l-pf. 
Substituting (3.3.3.6) and (3.3.3.4) in (3.3.3.3), we infer that 
l k n + l - p | P < {'^~Olnf\\Xn-pf+\\Tyn-TXn+lf + Oil\\Xn+\-pf 
+ 2a„A; | | x n + i - p f , 
which means that 
\\xn+i P\\ ^ i _ 2 A ; c . „ - a 2 i l ^ - 1^1 + l-2kan-al "^^ •"^ •^ •^ ^ 
for all n > 0. Prom equation (3.3.3.1) it follows that 
\-2kan-al > 1 - 2k{l - k - T) - (1 - k - rf 
= P + T ( 2 - T ) 
> A;2 > 0. (3.3.3.8) 
59 
By (3.3.3.7), (3.3.3.8) and (3.3.3.1) and note that 0 < 1 - 2A;Qf„ - a^ < i^  we have 
\\Xn+l P\\ 1: l-2fean-a2 i K " P\\ -^ i_2fca„-a2 
_ /^i 2an {l-k-an)\ 11 „||2 , llrj/n-Txn+lf 
- I -^  l - 2 t o „ - a 2 I W-^n P\\ -t- i_2fca„-a2 
^ f. 2an ( l - f c - ( l - f c -T) ) \ II _ „ | | 2 , i . | | 7 ^ - T x ^ i l P 
^ l ^ l-2fca„-a2 ) I F " PW + A;2 IK W" -t SJ^+i || 
= ( l - 1 3 ^ ^ ) ll^ n -Pll^ + ^ \\Tyn - Tx„+iP 
< (1 - 2a„r) \\xn-pf + ^  \\Tyn - Tx^+if 
< (1 - ar) \\xn-pf + ^  \\Tyn - Tx^+if (3.3.3.9) 
for all n > 0. Set u; = aT, Pn = \\xn - p|p, ^n = p \\Tyn - Txn+\\\^, n > 0. Lemma 
3.3.2 ensures that a;„ -)• p as n -)• oo, that is, {x„} converges strongly to the unique 
fixed point p of T. Furthermore using equation (3.3.3.9), we get 
\\xn-pf < {I - ar) \\xn-i - pf + M 
< ( l - a r ) " | | x o - p f + i i ^ i i ^ ^ ^ 
for all n > 0, which implies that 
Xn - p < \ / 1 - ar)^ \\xo - p^ + ^ — , n > 0. 
V ar 
This completes the proof. 
Remark 3.3.4. Theorem 3.3.3 improves and extends Theorem 1 of Soltuz [127] in its 
three aspects: 
(1) It abolishes the condition that the range of T is bounded. 
(2) It extends 0 < A; < 1/2 to fc G (0,1). 
(3) General convergence rate estimate is given in the theorem. 
Remark 3.3.5. Theorem 3.3.3 improves and extends Theorem 1 of Ciric [42] in the 
following ways: 
(1) It abolishes the condition that {Tx„} and {Ty„} are bounded. 
(2) General convergence rate estimate is given in the theorem. 
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Theorem 3.3.4. [43] / / 
(i) E is a real Banach space, 
(ii) S : E ^ E is a continuous strongly accretive operator with a strongly accretive 
constant k G (0,1) and 
(Hi) for a given f E E, define a mapping T : E -^ E by Tx = f - Sx + x, for all 
X e E, where an,Pn € [0,1] and constants a , r G (0,1 — k) are such that 
0<a<an<l — k — T, n>0, 
then for arbitrary XQ G E, the sequence {xn} defined by equation (3.3.1.1) and satisfying 
(3.3.3.2), converges strongly to a unique solution of the equation Sx = f. Moreover, 
, , N M MO ( l - ( l - a T ) " ) M 
V ar 
where M = sup {^\\Tyn - Txn+if, n > O}. 
Proof. Obviously, ifp e E is a solution of the equation Sx = / , then p is a fixed point 
of T. Also it is easy to prove that T is continuous and strongly pseudo-contractive with 
the strongly pseudo-contractivity constant (1 — A;). Thus, Theorem 3.3.4 follows from 
Theorem 3.3.3. 
Remark 3.3.6. Theorem 3.3.4 improves and extends Theorem 2 of Ciric [42] in the 
following ways: 
(1) It abolishes the condition that the range of (/ — S) is bounded. 
(2) General convergence rate estimate is given in Theorem 3.3.4. 
3.4. On Nonexpansive Operators Satisfying Opial's Condition 
The aim of this section is to show that the topological properties of the ambient 
Banach space together with weak properties of the operators itself could still ensure 
the convergence of the Ishikawa iteration. More specifically, we will show that if E is 
a uniformly convex Banach space which satisfies Opial's condition or whose norm is 
Prechet differentiable, K is a bounded closed convex subset of E and T : K -^ K is 
a nonexpansive operator, then the Ishikawa iteration /(XQ, «„, /?n, T) converges weakly 
to a fixed point of T, provided that the sequences {an}, {/?n} fulfill some appropriate 
conditions. 
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Here we state a result given by Tan and H. K. Xu [130] which concerns the weak 
respectively the strong convergence of the Ishikawa iteration process in a uniformly 
convex Banach space, when the operator T is assumed to be only nonexpansive. We 
will need the following lemmas: 
Lemma 3.4.1. [130] If 
(i) E is a uniformly convex Banach space satisfying Opial's condition, 
(ii) K is a hounded closed convex subset of E, 
(Hi) T : K ^ K is a nonexpansive mapping andp e F{T), 
then lim ||a;„—p|| exists. 
n—>oo 
Lemma 3.4.2. [130] In the setting of Lemma 3.4-1, if the sequences {«„} and {/?„} C 
[0,1] are such that the following are true: 
oo oo 
(o) Y. «^n(l - Q!n) = OO ; (6) ^ (3n{l - Q;„) < OO ; (c) limsup/?n < 1, 
n=0 n=0 " 
then lim \\Txn — Xn\\ — 0. 
n->oo 
Lemma 3.4.3. If E, K andT are same as in Lemma 3.4-1, 
then for x,y ^ K and 0 < A < 1, there exists a strictly increasing continuous function 
g : [0, oo) -^ [0, oo) with g{Q) = 0 such that 
g{\\T[\x + (1 - \)y] - [\Tx + (1 - \)Ty]\\) < \\x - y\\ - \\Tx - Ty\\. 
Lemma 3.4.4. Suppose in addition to the previous statements that E has a Frechet 
differentiable norm. Then for every pi,p2 6 F{T) and for 0 < A < 1, lim ||Ax„ + (1 -
A)pi — P2II exists. 
Theorem 3.4.1. [130] / / 
(i) E is a uniformly convex Banach space satisfying Opial's condition, 
(ii) K is a bounded closed convex subset of E and 
(Hi) T : K -^ K is a nonexpansive mapping, 
then for any initial guess XQ in K, the Ishikawa process {xn} with {a;n},{/?„} C [0,1] 
satisfying (a)-(c) (Lemma 3.4-2), converges weakly to a fixed point ofT. 
Remark 3.4.1. If we take /?„ = 0 for all n > 0, from Theorem 3.4.1 we find a result 
of Reich [104], regarding the convergence of Mann iterative process. 
Reraark 3.4.2. Another generalization of Reich's theorem has been obtained by Deng 
[47] under more general assumptions on the ambient space: 
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E is assumed to be a (not necessarily uniformly convex) Banach space which satisfies 
Opial's condition, while the sequences {ocn},{f3n} that define the Ishikawa iteration 
process are supposed to satisfy 
<x> 
(d) 0 < Q!n < a < 1 and ^ a„ = oo, 
n=l 
oo (e) 0 < ^„ < 1 and J2 Pn < oo. 
n=l 
However, it is easy to check that conditions (d) and (e) of Deng [47] are more restrictive 
than the conditions (a),(b) and (c) of Tan and H. K. Xu [130]. 
If additionally, T(K) is contained in a compact subset of E, then the Ishikawa 
iterative process converges strongly, as shown by the next theorem. 
Theorem 3.4.2. [130] In the setting of Theorem 3.4-1, if there exists a compact subset 
C of E such that T{K) C C, then the Ishikawa iteration process converges strongly to 
a fixed point of T. 
Proof. By Lemma 3.4.2 and the precompactness of T{K), we get that {xn} admits a 
strongly convergent subsequence {xn^}, whose limit we shall denote by p. Then again, 
by a consequence of Lemma 3.4.2, it results that p = Tp. 
Since by Lemma 3.4.1, the sequence {||2;„— |^|} is decreasing, it results that p is actually 
the strong limit of the sequence {xn}-
3.5. On Quasi-Nonexpansive Operators 
One of the most general contractive type definitions for which Picard iteration 
yields a unique fixed point is that of quasi-contractive operators given by Ciric. As 
we know that the Mann iteration converges for this class of operators considered in 
Hilbert spaces. It is the aim of this section to represent a convergence theorem for 
the Ishikawa iteration, corresponding to a typical representative of the class of quasi-
contractive operators, i.e., the class of Zamfirescu operators. 
Theorem 3.5.1. [108] / / 
(i) E is a uniformly convex Banach space, 
(ii) K is a closed convex subset of E, 
(Hi) T : K -^ K is a Zamfirescu operator and 
(iv) {ofn},{/?„} are two sequences in [0,1] with {«„} satisfying the condition 
oo 
(a) Y^an {I- Oin) diverges, 
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then, for any XQ G K, the Ishikawa iteration process I{xo,an,Pn,T) converges strongly 
to the unique fixed point of T. 
Proof. Let {x„} be the Ishikawa iteration I{xQ,an,(3n,T), i.e., the sequence defined 
by 
Xn+X =^  (1 - Oin)Xn + OLnTyn, 
yn = (1 - Pn)Xn + PnTXn, n > 0, 
with XQ e K arbitrary. By a known result we know that T has a unique fixed point p 
in E. For any XQ € K we have 
I l ^ n + I - P l l <an \\Tyn-p\\ + (1 - « „ ) | | x „ - p | | . 
As any Zamfirescu operator is quasi-nonexpansive, we get 
\\Tyn-p\\ = \\Tyn-Tp\\<\\yn-p\\. 
By the definition of {?/„} we have, 
I b n - P | | <Pn \\TXn - p\\ + {1 - Pn) \\Xn ~ p\\ < \\Xn-p\\, 
and therefore \\xn+i ~p\\ < ll^^n—p||, which shows that {IJXn — p||} is non-increasing. 
The next theorem extends Theorem 3.5.1 to arbitrary Banach spaces by simulta-
neously weakening the assumptions on the sequence {a„} and also extends Theorem 
2.4.4 from Mann iteration to the Ishikawa iteration. 
Theorem 3.5.2. [9] / / 
(i) E is an arbitrary Banach space, 
(a) K is a closed convex subset of E, 
(Hi) T : K -> K is an operator satisfying conditions {zi)-{z2) (Theorem 1.4-2) and 
(iv) {x„}^o ^^  *^6 Ishikawa iteration defined by equation (3.3.1.1) with XQ e K, 
where {a„} and {/?„} are sequences of positive numbers in [0,1] with {«„} satisfy-
ing (6) X) «n = oo, 
n=0 
then {x„}^Q converges strongly to the fixed point of T. 
Remark 3.5.1. Condition (a) in Theorem 3.5.1 is slightly more restrictive than the 
condition (b) in Theorem 3.5.2, the latter known as a "necessary" condition for the 
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convergence of Mann and Ishikawa iterations. Indeed, by virtue of (a) we cannot have 
a„ = 0 or o;„ = 1 and hence 
0 < an{l - dn) < «„, n = 0,1,2,..., 
which shows that (a) always impUes (b). But there exist values of {an} satisfying (b), 
e.g., an = 1 such that (a) is not true. 
Corollary 3.5.1. [9] / / 
(i) E is an arbitrary Banach space, 
(ii) K is a closed convex subset of E, 
(Hi) T : K -^ K is a Kannan operator and 
(iv) {a;„}^o is the Ishikawa iteration defined by equation (3.3.1.1) with XQ e K, where 
{an} and {/?„,} are sequences of positive numbers in [0,1 J satisfying (b) (Theorem 3.5.2), 
then {xn}^o converges strongly to the fixed point ofT. 
Corollary 3.5.2. [9] In the setting of Corollary 3.5.1, if T is a Chatterjea operator, 
then {xn}^o converges strongly to the fixed point of T. 
Remark 3.5.2. It is quite obvious that Theorem 2.4.4 is properly contained in Theo-
rem 3.5.2, and it is obtained for /3„ = 0. The next theorem indicates that for the class 
of Zamfirescu operators Mann iteration converges faster than Ishikawa iteration. 
Theorem 3.5.3. [3] / / 
(i) E is an arbitrary Banach space, 
(ii) K is an arbitrary closed convex subset of E, 
(Hi) T : K -^ K is a Zamfirescu operator, 
(iv) {a^nl^o *^ defined by (2.4.1-1) for XQ €: K and 
M {yn}^=o is defined by (3.3.1.1) for yo e K with {a„}~=o and {/^ n}~=o real sequences 
satisfying (c) 0 < an, /?n < 1 and (d) J2 an = oo, 
then {xn}'^^Q and {yn}^=Q converge strongly to the unique fixed point ofT. Moreover, 
the Mann iteration converges faster than the Ishikawa iteration to the fixed point of T. 
Remark 3.5.3. The Ishikawa iteration (3.3.1.1) depends upon the parameters {an}'^^Q 
and {/?n}^o whereas the Mann iteration (2.4.1.1) only on {Q:„}^O ^"^^ by Theorem 
3.5.3, Mann iteration converges faster than the Ishikawa iteration. Now, the Picard it-
eration (1.4.1) is free from parameters and Theorem 2.6.1 says that the Picard iteration 
converges faster than the Mann iteration. 
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3.6. Results on Convergence 
We divide this section in two subsections. In first subsection, our purpose is to 
present the equivalence between the two iterations namely Mann and Ishikawa itera-
tions, when T is generalized Lipschitz and ^-strongly pseudo-contractive mapping in 
real uniformly smooth Banach spaces. The other subsection is devoted to the con-
vergence of Ishikawa iterates. The first result on the convergence of Ishikawa iterates 
defined on quasi-contractions was obtained by L. Qihou [101] for Hilbert spaces. This 
result is generalized in L. Qihou [102] for non-compact subset of a Hilbert space, C. 
E. Chidume [29] for Banach spaces U> and V (2 < p), C. E. Chidume [32] for Banach 
spaces W and Xu [141] for arbitrary Banach spaces. L. B. Ciric [38] first introduced 
the notion of quasi-contractions and proved the fixed point theorem for this class of 
mappings. Ciric's result was extended to nonlinear quasi-contractions by A. A. Ivanov 
[74]. In [1] there are new generaUzations of Ivanov fixed point theorem. 
B. E. Rhoades proved first result on the convergence of Ishikawa iterates defined by 
nonlinear quasi-contractions. He proved general result for nonlinear quasi-contractions 
defined on Takahashi convex metric space [41]. Recently, B. E. Rhoades [114] and S. M. 
Soltuz [127] established the following results of equivalence of iterations convergence. 
Theorem 3.6.1. [114] / / 
(i) E is a real Banach space with a uniformly convex dual, 
(a) K is a nonempty bounded closed convex subset of E and 
(Hi) T : K -^ K is a continuous strongly pseudo-contractive operator, 
then for X\ G K^ the following assertions are equivalent: 
(a) Mann iteration (2.4.1.1) converges to the fixed point ofT\ 
(b) Ishikawa iteration (3.3.1.1) converges to fixed point ofT. 
Corollary 3.6.1. [114] / / 
(i) E is a real Banach space with a uniformly convex dual, 
(a) K is a nonempty closed convex subset of E, 
(Hi) S : K -^ K is a continuous strongly pseudo-contractive operator and 
(iv) {xn} given by (3.3.1.1) is bounded, 
then for Xi 6 K, the following assertions are equivalent: 
(c) Mann iteration (2.4.1-1) converges to the solution Sx = / ; 
(d) Ishikawa iteration (3.3.1.1) converges to the solution Sx = f. 
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Theorem 3.6.2. [140] / / 
(i) E is a real uniformly smooth Banach space, 
(ii) K is a nonempty closed convex subset of E, 
(Hi) T : K -^ K is a generalized Lipschitz and ^-strongly pseudo-contractive map, 
(iv) q is a fixed point ofT in K and 
(v) {tx„}^o; {^n}nlo defined by equations (24-i-l) and (3.3.1.1) respectively with 
the iterative parameters {an}^o '^'^^ {fen}^o satisfying a„, 6„ -> oo as n -)• oo and 
oo 
YJ an ^OO, 
n=Q 
then the following two assertions are equivalent: 
(e) Mann iteration (2.4-1.1) converges to the fixed point ofT; 
(f) Ishikawa iteration (3.3.1.1) converges to the fixed point ofT. 
Remark 3.6.1. In [12], Bogin showed that T is strongly pseudo-contractive if and 
only if (/ — T) is strongly accretive, where / denotes the identity operator. By this 
fact, T is ^-strongly pseudo-contractive if and only if (7 — T) is ^-strongly accretive. 
Thus we have the following result. 
Theorem 3.6.3. [140] / / 
(i) E is a real uniformly smooth Banach space, 
(ii) T : E -^ E is a generalized Lipschitz and ^-strongly accretive operator, 
(Hi) for any given f ^ E, define S : E -^ E by Sx = f — Tx + x for all x E E, 
(iv) q is the solution of equation Tx = f and 
(v) {an}^0) {^n}^o ^^ 6^ ^ '^'^ '^ sa/ sequences in [0,1] satisfying the conditions, 
oo 
Q as n -¥ OO and ^ a„ = oo, 
n=0 
then the following two assertions are equivalent: 
(g) Mann iteration (2.^.1.1) converges to the solution of equation Tx = / ; 
(h) Ishikawa iteration (3.3.1.1) converges to the solution of equation Tx = / . 
Or, 
(j) Mann iteration (2.4.1-1) converges to the fixed point of S; 
(k) Ishikawa iteration (3.3.1.1) converges to the fixed point of S. 
Proof. Since T is generalized Lipschitzian and ^-strongly accretive operator. Then 
by the definition of S we say that S is generalized Lipschitzian and ^-strongly pseudo-
contractive mapping. Applying Theorem 3.6.2, we obtain conclusion of Theorem 3.6.3. 
In this subsection we present two generalizations of Ciric's result. 
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Let {«„} and {/?„} be two sequences of real numbers. Let {X, d) be a Takahashi 
convex metric space and W be the Takahashi convex structure on X. Then for arbitrary 
XQ e X, sequence of Ishikawa iterates of (/, {ttn}, {/?n}) at point XQ is defined by: 
yn=^W {f{Xn),Xn, Pn), ^n+l = W ( /(?/n), Xn, an). 
By $ we denote the set of real functions (^^ : [0, oo) —)• [0, oo) which have the following 
properties: 
(1) ^p{Q) = 0; (2) ip{r) < r for all r > 0; (3) lim {x - ip{x)) = cx). Define 
$^ = {(^  g $ : ip is monotone nondecreasing and lim (p{t) < r for r > 0}, 
^2 = {f ^ ^ '• lim ip(t) < r for any r > 0}. 
In [41] L. B. Ciric proved the following result: 
Theorem 3.6.4. [41] / / 
(i) {X, d) is a Takahashi convex complete metric space, 
(a) f : X -^ X is a mapping, 
(Hi) {ttn}, {pn} Cire two sequences of real numbers such that 0 < ctn, Pn < ^ for all n 
with ^ a„ = oo and 
(iv) there exists (/? G $i such that 
d{f{x)J{y))< max {(p{d{x,y)), (p{d(xj{x))), (p{d{yj{y))), 
(p{d{x,f{y))), ip{d{f{x),y))}, for any x,y e X, 
then for arbitrary XQ € X, sequence of Ishikawa iterates of (/, {a„}, {Pn}) o,t point XQ 
is defined by: 
yn = W {f{Xn),Xn,Pn), Xn+l =- W ( / ( ^ n ) , Xn, a „ ) , 
converge to unique fixed point of f. 
Remark 3.6.2. For Theorem 3.6.4, assumptions lim (t-(p(t)) — oo and (z? is monotone 
decreasing, were needed for the existence of fixed point. 
Example 3.6.1. [39] Let X = (0,oo) with usual metric, (,o : [0,oo) -> [0,oo) be a 
mapping defined by: 
^ t - \ , t e [ i , o o ) , 
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and f{x) = X + l.l{ X < y, then 
d{f{x)J{y)) = d{x,y) < {d{x,y) + 1) - 1/2 = >fiid{x,f{y))). 
(f is continuous, monotone nondecreasing and ip{t) < t, but 
lim (t — ip(t)) 7^  oo 
t—¥OQ 
and / is a fixed point free. 
Example 3.6.2. [39] Let X = (0,oo) with the metric 
d{x,y) = —--. r 
l + \x-y\ 
and (fi : [0, oo) —>• [0, oo) be a mapping defined by: 
<P{t) = 
t 
2' 
te [0,l/2)U[l,oo) 
t-{i~t)\ t e [ i , o o ) , 
and f{x) = x + 1. Then ip is not monotone nondecreasing and all other conditions of 
Theorem 3.6.1 are satisfied. / is also fixed point free. 
Lemma 3.6.1. Let cp G $2- Then there exists ijj e^\ such that 
<f{x) < tl}{x) < X, for each x > 0. 
Theorem 3.6.5. [2] / / 
(i) {X, d) is a Takahashi convex complete metric space, 
(ii) f : X -^ X is a mapping, 
(Hi) {an}, {/3n} ciTe two sequences of real numbers such that 0 < a^, Pn < ^ for all n 
with ^ ftn = oo and 
(iv) there exists <^  € $2 such that 
d{f{x),f{y))< maxMd(a: ,y)) , ^{d{x,f{x))), ^{d{yJiy))), 
(p{d{x,f{y))), (p{d{f{x),y))}, for any x,y e X, 
then for arbitrary XQ e X, sequence of Ishikawa iterates of (/, {un}, {Pn}) at point XQ 
is defined by: 
yn = W {f{Xn),Xn,Pn), Xn+1 = W if{yn),Xn,an), 
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converge to unique fixed point of f. 
Proof. Prom Lemma 3.6.1, it follows that there exists 4> e ^i such that 
dif{x)Jiy))< max{V>(d(x,y)), ^(d(a;,/(a;))), iP{d{yJ{y))), 
^{dixJiv))), i^{d{f{x),y))}. 
Therefore, the hypotheses of Theorem 3.6.4 are satisfied. 
Lemma 3.6.2. Let ipi, ip2, •••, </>n ^ ^ i . Then there exists ip E<^i such that 
y^ki^) < ii{x) < X, for each 1 < k <n and x > 0. 
Proof. Let ip{x) = max {(pi,...,(fin}. Then it is easy to show that t/'(0) = 0, I/J is 
monotone nondecreasing, ipk{t) < '4>{t) < i (1 < A; < n) for all t > 0 and 
lim •0(t) < X. 
Now we shall prove that lim {x — tp(x)) — oo. Let i? > 0 be arbitrary. Then for any 
x->oo 
I < k < n, there exists Sk > ^ such that t — <pk{t) > R for all t > 5'A;. Then for all 
t > max Sk we have 
l<A:<n 
t - ijj{t) = t - max (pk{t) — min (i - ^kify) > R-
l<fc<n l<fe<n 
So lim {x — ipi^)) = OO-
X—>0O 
Now we shall prove our main result, which is a common generalization of Theorem 
3.6.4 and Theorem 3.6.5. 
Theorem 3.6.6. [2] / / 
(i) {X, d) is a Takahashi convex complete metric space, 
(a) f : X -^ X is a mapping, 
(Hi) {an}, {Pn} are two sequences of real numbers such that 0 < Q;„,/?„ < 1 for all n 
with Y^ an = oo and 
(iv) there exist <P\,<P2, <fii, fi, v?5 G $i U $2 such that 
d{f{x)J(y))< max {ipi{d{x,y)), tp2{d{xj{x))), <p^{d{yJ{y))), 
MdixJiy))), V5id{f(x),y))}, for any x,y e X, 
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then for arbitrary XQ G X, sequence of Ishikawa iterates of (/, {an}, {Pn}) at point XQ 
is defined by: 
Vn^W {fM, Xn, f3n), Xn+l = W (fiVn), Xn, Oin), 
converge to unique fixed point of f. 
Proof. Let 
sup ipkis), ifk G *2, (1 < A: < 5). 
s€[0,t] 
From Lemma 3.6.1, it follows that tpl e ^i (1 < A; < 5). Prom Lemma 3.6.2, it follows 
that there exists a real function (^  € $ i such that 
'Pki^) < vi^) < ^1 (1 < A; < n) for each x > 0, which imphes 
d{f{x),f{y))< m&x{(p{d{x,y)), ^{d{x,f{x))), (p(d{yj{y))), 
ip{d{xj{y))l ifidifixU))}. 
Therefore the hypotheses of Theorem 3.6.4 are satisfied. 
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CHAPTER IV 
ON OTHER ITERATION PROCEDURES 
4.1. Introduction 
The fixed point iteration methods with errors were introduced by L. S. Liu [82,83]. 
As shown by OsiUke [93], it appears that fixed point iterations with errors are deeply 
related to the problem of stabihty of fixed point iterations. In spite of the fact that 
the fixed point iteration procedures are designed for munerical purposes and hence the 
consideration of errors is of both theoretical and practical importance. 
The aim of this chapter is to present some other iterative procedures, less frequently 
used to approximate fixed points: Mann and Ishikawa iterations with errors. Modified 
Mann iteration. Perturbed Maim iteration and Viscosity approximation method. 
4.2. Certain Results on Errors 
The idea of considering fixed point iteration procedures with errors comes from 
practical numerical computations. Although they are related to the stability problem 
of fixed point iterations. We start this section by stating a theorem, which improves 
and generalizes several results in the hterature and answers positively an open problem 
posed by Chidume [30]. 
Theorem 4.2.1. [82] / / 
(i) K is a nonempty closed subset of a uniformly smooth Banach space E, 
(ii) T : K ^ E is a Lipschitzian (with constant L > 1) and strictly pseudo-contractive 
map (with constant t > 1), 
(Hi) {un\, {vn\ are two summahle sequences in E, 
(iv) {an},{(3n\ are two real sequences in [0,1] satisfying 
cx> 
(o) lim an = 0 and Y^an = oo; (h) limsup/?„ < k/LiL + 1), where k = (t - l)/t, 
(v) the range T{K) of T is hounded, 
then {xn} C K generated by the equation (1.4.10.1) converges strongly to the unique 
fixed point of T. 
Remark 4.2.1. For null sequences {w7i},{i'n} from (1.4.10.1) we find the usual 
Ishikawa iteration. 
However, there is no explanation how we can take Un,Vn ^ E in order to be sure 
that Xn G K, for all n > 0. The following example verify this. 
Example 4.2.1. Let E = P, K = {x e E : ||rE|| < 1} and define T : K -^ E 
by Tx = —Ax. Then it is easy to see that T is Lipschitzian and strongly pseudo-
contractive with the unique fixed point p = (0,0,0,...). Take 2:0 = (1,0,0,...) and set 
a„ = /?„ = l / (n + 2). Then 
2/0 = (1 - PQ)XQ + /?oTxo = -3/2x0 ^ K. 
Thus TyQ cannot be computed. Prom this we observe that neither the Mann nor the 
Ishikawa iteration is well defined. 
The following theorem extends Ishikawa's original result to both the case of it-
erative processes with errors and to the slightly more general class of Lipschitzian 
hemicontractions. 
Theorem 4.2.2. [77] / / 
(i) K is a compact convex subset of a real Hilbert space H, 
(a) T : K ^ K is a continuous hemicontractive map and 
(Hi) {ttn}, {bji}, {cn}, Wn}^ {K} ^''^^ {^n} ^'^^ ''^ ^^ scQuenccs in [0,1] satisfying the 
following conditions: 
(a) a„ + 6n + c„ = < + 6^ -f- 4 = 1, n > 0; 
00 00 
(b) lim bn = lim b'^ = 0; {c) ^ Cn < oo; E ^i < ^'^ 
00 00 
(d) J2 (^nPn = 00; J2 OCnPn^n < OO, wJiere 5„ = \\TXn - T t / n | P ; 
n=0 n=0 
(e) 0 < an < Pn < I, n> 0, where an = bn + c„; /?„ = 6^^ -h c'^, 
then the Ishikawa iteration with errors {a;„}^o defined by (1.4.11.1) converges strongly 
to a fixed point of T. 
Remark 4.2.2. Prom Theorem 4.2.2, we obtain the convergence of the Ishikawa 
iteration with errors for Lipschitzian hemicontractive operators in Hilbert space. 
Theorem 4.2.3. [77] / / 
(i) K is a compact convex subset of a uniformly convex Banach space E satisfying 
Opial's condition, 
(a) T : K ^ K is a nonexpansive mapping with F(T) ^ 0 and 
(Hi) {an}, {bn}, {cn}, {o-'n}, {K} <^ '^ ^ {^n} ^''^ '"^ ^^  scqueuces in [0,1] satisfying con-
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ditions (a),(h) (Theorem 4-2.2) and either 
(f) an e [a, 1], bn e [a,6], b'^e [0,b] for some a,6 G E with 0 < a < 6 < 1, 
or 
(g) a'„,bn e [a, 1], b'n e [a,b] for some a,beR with 0 < a < 6 < 1, 
then the Ishikawa iteration with errors {Xn} defined by (1.4-11-1) converges weakly to 
a fixed point of T. 
Remark 4.2.3. For two operators S,T : K -^ K, the iterative process defined by 
XQ £ K and 
Vn = a'nXn + b'nTXn + d^Vn, « > 0, 
where {a„}, {6„}, {c„}, {a'n}, {b'^ and {^4} be real sequences in [0,1] satisfying (a) 
and (c) (Theorem 4.2.2) and {wn}, {vn} are bounded sequences in K, is an Ishikawa 
type common fixed point iteration that reduces to (1.4.11.1), if 5 = T. 
Theorem 4.2.4. [77] / / 
(i) K is a closed convex subset of a uniformly convex Banach space E and 
(a) S,T : K -^ K are nonexpansive operators with a common fixed point (that is, 
F{S)nF{T)^<j>), 
then for the sequence defined by (4-2.1) the following hold: 
(a) If an, a'n € [a, 1], 6„ € [a, 1], 6^ € [0, b] for some a,b eR with 0 < o < 6 < 1, then 
Xnj -^ p, implies p e F{S). 
(b) If a'n, bn € [a, 1] and b'n € [a, 6] for some a,b ER with Q < a <b <1, then Xn^ -^ p, 
implies p G F{T). 
(c) If an,a'^ e [a, 1] and bn,b'^ € [a,b] for some a,b e R with 0 < a < b < 1, then 
Xnj -^ P, implies p € F{S) n F{T). 
4.3. On Modified Mann Iteration Process 
In this section we construct a modified Mann iteration scheme for approximating 
common fixed points of an infinite family of nonexpansive mappings {Ti}^^ and to 
prove some strong and weak convergence theorems for such mappings in uniformly 
convex Banach spaces. We will need the following lemmas to our main result. 
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Lemma 4.3.1. [94] / / 
(i) {on}, {^n} and {&„} are sequences of nonnegative real numbers satisfying 
Q n + l < ( 1 + Sn)an + K, foT all U > 1, ( 4 . 3 . 1 ) 
oo oo 
(a) 'y 6n < cio and V 6„ < oo, then lim a„ exists. 
^ \ n= i " - ^ ~ 
Lemma 4.3.2. [122] / / 
(i) E is a real uniformly convex Banach space, 
(a) a, b are two constants with Q < a <b < 1, 
(Hi) {tn} C [a, b] is a real sequence and 
(iv) {xn}, {Vn} o,re two sequences in E, then the conditions 
l i m \\tnXn + (1 - tn)yn\\ = d 
n->oo 
lim sup \\xn\\ < d (4.3.2) 
n-¥oo 
lim sup ll^ nll < d 
• n-+oo 
imply that lim ||a;„ — y„|i = 0 , where d>0 is a constant. 
n->oo 
Lemma 4.3,3. [60] / / 
(i) E is a real uniformly convex Banach space, 
(a) K is a nonempty closed convex subset of E and 
(Hi) T : K -^ K is a nonexpansive mapping, 
then {I — T) is demiclosed at zero. 
The main result of this section is as follows: 
Lemma 4.3.4. [48] Let 
(i) E be a real uniformly convex Banach space, 
(a) K be a nonempty closed convex subset of E and 
(Hi) {Ti}'j^i be a sequence of nonexpansive mappings from K to itself. 
Now, for an arbitrary initial point Xi 6 K, the modified Mann iteration scheme {xn} 
is defined as follows: 
Xn+l = (1 - Ctn)Xn + anT*Xn, W > 1 (4 .3 .3 ) 
where {an} is a sequence in [a, 1 - a] for some a e (0,1) and T* = % with i satisfying 
the following equation: 
n = [{k-i + l){i + k)/2] + [l + {i- l){i + 2)/2], k>i-l, (4.3.4) 
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where k is a nonnegative integer, that is, 
If F = {xeK : TiX = x for all i > 1} 7^  0, then 
(a) lim \\xn -p\\ exists, for dip e F; 
n—¥<x> 
(h) lim d(Xn,F) exists, where d{Xn, F) = inf | |a;„-p| | ; 
n—>oo p&F 
(c) lim \\xn — TiXnW — 0, for all i > 1. 
Proof, (a) For any p G F, from equation (4.3.3), we have 
| | x „ + i - p | | = \\{1 - an){Xn - P) + an{T*Xn - p)\\ 
< {I - an) \\Xn - p\\ + Oin \\Xn - p\\ 
= \\xn-p\\. (4.3.5) 
It follows from Lemma 4.3.1 that hm \\xn — p\\ exists. 
n—>-oo 
(b) This conclusion can be easily shown by taking the infimum in (4.3.5) for all p e F. 
(c) Assume, by the conclusion of (a), lim |b„ — pll = d. That is 
lim 11(1 - an)(xn -p) + a„(T: - p)\\ = d. (4.3.6) 
In addition, 
lim sup \\T*Xn - p\\ < lim sup ||a:„ - p\\ = d, (4.3.7) 
n—>oo n->oo 
and hence, it follows from equations (4.3.6), (4.3.7) and Lemma 4.3.2 that 
\im\\xn~T*Xn\\=0. (4.3.8) 
n-+oo ^ ' 
On the other hand, since ||x„+i - Xn\\ = an ||a;„ - T^a;„||, we obtain, by (4.3.8), 
lim ||x„+i - Xn\\ = 0. (4.3.9) 
By induction, for any nonnegative integer j , we also have 
lim \\xn+j-Xn\\ ^0. (4.3.10) 
For each i > 1, since 
< ||X„ - Xn+i\\ + \\Xn+i - T:_,,Xn+i\\ + ^^iXn+i - T ^ V n l i 
< 2\\Xn-Xn+i\\ + \\Xn+i-T*^iXn+i\\. (4.3.11) 
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It follows from equations (4.3.8) and (4.3.10) that 
lim ||x„ - Tl^iXn\ = 0. 
Now, for each i > 1, we claim that 
lim ll^n-TiXnll =0 . 
(4.3.12) 
(4.3.13) 
As a matter of fact, setting 
K-n -'i'^n _ 
< 
+ 
+ 
where N{k,i) = [{k-i^ l){i + fc)/2 + (1 + (z - l)(i + 2)/2)] - i, we obtain that 
\\Xn - XN{k,i)\\ + lkAr(A;,i) " TiXn\\ 
\\Xn - XN{k,i)\\ + \\xN{k,x) - T^{k,t)+i^N{k,{)\\ 
V^N{k,i)+i^N{k,i) - TiXnW 
\\Xn - XN{k,i)\\ + |kiV(fe,i) - T^{k,i)+i^N{k,i)\\ 
\\TiXl^{k^i) - TiXnW 
< 2 \\Xn - XN{k,i)\\ + \\xNik,i) - T^(k,i)+i^Nik,i)\\ 
= 2 ll^n - Xn-i\\ + \\xN{k,i) - T^{k,i)+i^N{k,i)\\-
Then, since N{k,i) -> oo as n -)• oo, it follows from (4.3.10) and (4.3.12) that (4.3.13) 
holds obviously. This completes the proof. 
Theorem 4,3.1. [48] / / 
(i) E is a real uniformly convex Banach space, 
(ii) K is a nonempty closed convex subset of E, 
(Hi) {Tij^Zi ^^ ^ sequence of nonexpansive mappings from K to itself, 
(iv) {xn} is a sequence defined by equation (4-3.3), 
(v) F = {x e K : TjX = x for all i>l} ^ (j) and 
(vi) there exist Ti^ G {Tij'^i, a nondecreasing function f : [0, oo) —)• [0, oo) with 
/(O) = 0 and / ( r ) > 0 for all r 6 (0, oo) such that 
f{d{Xn,F)) < \\Xn - Ti^XnW fOT all U > 1, 
(4.3.14) 
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then {xn} converges strongly to some common fixed point of {Tj} 
Proof. Since 
Xji 1JQ Xji 11, 
by taking lim sup as n —>• cx) on both sides in the inequahty above, we get 
l i m / K r r „ , F ) ) = 0, 
which implies Um d{xn, F) = 0, by the definition of the function / . Now, we will show 
n—>oo 
that {xn} is a Cauchy sequence. Since lim d{xn, F) — 0, then for any e > 0, there exists 
a positive integer N such that d(a;„, F) < e/2 for all n> N. On the other hand, there 
exists a g G F such that \\XN — q\\ = d(xN, F) < e/2, because d{Xn, F) = inf ||x;v - P1I 
p&F 
and F is closed. 
Thus, for any n,m> N, it follows from (4.3.5) that 
\\Xn - Xm\\ < \\Xn - q\\ + \\Xm - q\\ < 2 \\XN - q\\ < e. 
This impUes that {a;„} is a Cauchy sequence. Thus, there exists an x Q K such 
that Xn —>• a; as n —>• oo, since E is complete. Then, hm d{xn, F) — 0 yields that 
d(xn,F) = 0. Further, it follows from the closedness of F that x E F. This completes 
the proof 
Theorem 4.3.2. [48] / / 
(i) E is a real uniformly convex Banach space satisfying Opial's condition, 
(ii) K is a nonempty closed convex subset of E, 
(Hi) {7i}i^i ^^ ^ sequence of nonexpansive mappings from K to itself, 
(iv) {xn} is a sequence defined by equation (4-3.3) and 
(v) F = {xeK : TiX = x for all i>l}^^, 
then {xn} converges weakly to some common fixed point of {Ti}'^i. 
Proof. For any p e F,hy Lemma 4.3.4, we know that lim ||x„ - p|| exists. We now 
n—foo 
prove that {x„} has a unique weakly subsequential hmit in F. First of all, Lemma 
4.3.3 and equation (4.3.3) guarantee that each weakly subsequential limit of {x„} is a 
common fixed point of {Tj}^^. Secondly, Opial's condition guarantees that the weakly 
subsequential limit of x„ is unique. Consequently, {xn} converges weakly to a common 
fixed point of {7]}i^i. This completes the proof 
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4.4. On Perturbed Mann Iteration 
It is possible to consider a perturbation of the Mann Iteration procedure to ap-
proximate fixed points of several classes of mappings in Banach spaces more general 
than Hilbert spaces. The idea of constructing such kind of methods is to check that 
such a method provides an approximate fixed point sequence. The definition is as 
follows: 
Let £• be a normed linear space and T : E ^ E he a mapping. A sequence {a;„} C E 
satisfying lim \\xn — Txn\\ = 0 is called an approximate fixed point sequence for T. 
n—^oo 
In the earlier chapters we have discussed several approximate fixed point sequences. 
Here we give one more example of approximate sequence. 
Example 4.4.1. [71] Let K he a. nonempty subset of a Banach space E and let 
T : K -i E he a nonexpansive mapping. For XQ e K, define the Mann sequence {xn} 
by 
Xn+l = (1 - Oin)Xn + OCnTXn, Tl = 0 , 1, 2 , ... (4-4.1) 
oo 
where {Q;„} C [0,1] is a sequence of real numbers satisfying ^ an — oo. 
n=0 
(1) If {xn} C K for all positive integers and {xn} is bounded, then {x„} is an approx-
imate fixed point sequence of T. 
(2) If K is closed and T is completely continuous, then T has a fixed point and the 
sequence {x„} defined by (4.4.1) converges strongly to a fixed point of T. 
The main aim of this section is to consider a perturbed Mann iteration that 
will provide approximate fixed point sequences for Lipschitzian pseudo-contractive 
mappings in Banach spaces. To this end we need two sequences of real numbers in 
(0,1], {Xn} and {On} satisfying the following conditions: (1) lim 6n = 0; 
n->oo 
(2) An (1 + On) < 1, V KOn = OO, lim ^ = 0; (3) lim ( ^ - 1)/(A„ 9n) = 0. 
Examples of sequences satisfying these conditions are: 
^n = 7—r-TTT. ^n = 7——r;r, 0 < 6 < a and a -f 6 < 1. (n -\-1)" (n -I-1)" 
The below Lemma 4.4.1 provides an approximate fixed point sequence for Lipschitzian 
pseudo-contractive mappings in a real Banach space. 
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Lemma 4.4.1. [37] / / 
(i) K is a nonempty closed convex subset of a real Banach space E, 
(a) T : K ^ K is a Lipschitzian pseudo-contractive map having Lipschitzian constant 
L > 0 with F{T) ^ (j) and 
(Hi) {xn} is a sequence generated from arbitrary Xi G K by 
Xn+l = (1 - Oin)Xn + OLnTXn - OLnQniXn - ^ i ) , 71 = 0, 1, 2, . . . , (4.4.2) 
then lim ||xn — Txn\ — 0. 
n—>oo 
Remark 4.4.1. The sequence {x^} given by equation (4.4.2) is called the perturbed 
Mann iteration. By using Lemma 4.4.1 and other auxiliary results one can prove each 
of the next four sample convergence theorems for perturbed Mann iteration. 
Theorem 4.4.1. / / 
(i) K is a nonempty closed convex subset of a real Banach space E, 
(a) T : K -^ K is a Lipschitzian pseudo-contractive map having Lipschitz constant 
L > 0 with F{T) 7^  (j) and 
(Hi) T is completely continuous, 
then the perturbed Mann iteration {Xn} given by (^.4-2), with {A„} and {On} satisfying 
(l)-(3), converges strongly to a fixed point ofT. 
Theorem 4.4.2. / / 
(i) K is a nonempty bounded closed convex subset of a real Banach space E, 
(a) T : K ^ K is a Lipschitzian pseudo-contractive mapping with the Lipschitz con-
stant L >0 and 
(Hi) T is completely continuous, 
then T has a fixed point in K and the perturbed Mann iteration {x„} given by (4-4-^)J 
with {Xn} and {On} satisfying (l)-(3), converges strongly to a fixed point ofT. 
Theorem 4.4.3. [33] If 
(i) K is a nonempty closed convex subset of a real Banach space E with uniformly 
Gateaux differentiable norm, 
(ii) T : K ^ K is a Lipschitzian pseudo-contractive map with Lipschitz constant L >0 
with F{T) ^ ^ and 
(Hi) every closed convex and bounded subset of K has the fixed point property for 
nonexpansive self mappings, 
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then the perturbed Mann iteration {Xn} given by equation (4.4-^)> '^'^^^ {^n} and {On} 
satisfying (l)-(3), converges strongly to a fixed point ofT. 
Theorem 4.4,4. [33] / / 
(i) K is a nonempty bounded closed convex subset of a real Banach space E, 
(a) T : K ^ K is a uniformly continuous pseudo-contractive map and 
(Hi) the perturbed Mann iteration {a;„} given by equation (4.4-^)> '^^'th {Xn} and {6n} 
satisfying (l)-(3), also 
(iv) \\Txn+i - TxnW = o{6n) and 
(v) T is completely continuous, 
then T has a fixed point and {xn} converges strongly to a fixed point of T. 
4.5. On Robustness of Mann Algorithm 
The purpose of this section is to study the robustness of Mann type algorithm 
in the sense that approximately perturbed mapping does not alter the convergence of 
Mann type algorithm. It is known that Mann type algorithm with perturbed mapping 
remains convergent in a Banach space setting. The study of this algorithm is initiated 
by P. L. Combettes [44] where he considered a parallel projection method algorithm in 
signal synthesis (design and recovery) problems in a real Hilbert space H as follows: 
m 
Xn+l ^Xn + \n(^'^i{Pi Xn ^-Ci^n) - Xn), (4.5.1) 
i=l 
where for each i, Pi{x) is the (nearest point) projection of a signal x E H onto a closed 
convex subset Ki of H [Combettes 43] {Ki is interpreted as the ith constraint set of 
m 
the signals), {A„}n>o X^^i = 1, and Cj,„ stands for the error made in computing the 
1=1 
projection onto Ki at iteration n. Then he proved the following robustness result of 
algorithm (4.5.1). 
Theorem 4.5,1. [44] Assume G = fl^^ Ki ^ (j). Assume also 
00 
(i) E '^ n (2 - A„) = oo, 
71=0 
oo m 
n=0 i= l 
Then the sequence {xn} generated by (4-5.1) converges weakly to a point in G. Define 
a mapping T : H -^ H by 
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Tx = 2 ^UiPi{x) - X, for all x e H, (4.5.1.1) 
1=1 
and put en = 2 Y2^i^,nj «„ = ^ G (0,1), for all n > 0. Since Pi is a Projection, 
the mapping Vi = 2Pj — I is nonexpansive. Thus Pj = (/ + Vi)/2 and algorithm (4-5.1) 
can be rewritten as 
Xn+i = (1 - o:n)xn + C(n{Txn + e„), for all n > 0, (4.5.1.2) 
m 
where T is given by (4-5.1.1). Notice that T can be written as T = J2^i^i '^'^'^ ^^ •^^  
1=1 
m 
T is nonexpansive. Also notice that F{T) = Q F(Vi) = G. Furthermore conditions (i) 
1=1 
and (a) can be stated as 
OO 00 
(iii)J2 Q!" (1 - 0!n) = OO, (iv) ^ an \\en\\ < OO. 
n=0 n=0 
Recently, Kim and Xu [78] studied the robustness of Mann's algorithm for nonex-
pansive mappings in Banach spaces and extended Combettes's result (Theorem 4.5.1) 
for projections from Hilbert spaces to the setting of uniformly convex Banach spaces. 
Theorem 4.5.2. [78] / / 
(i) E is a uniformly convex Banach space satisfying Opial's property, 
(a) T : E ^ E is a nonexpansive mapping such that F{T) ^ 4> and 
(Hi) for an initial guess XQ e E, the sequence {xn} generated by (4.5.1.2) 
where {oin} C (0,1) and {e„} C E satisfy the conditions (Hi) and (iv) (Theorem 4-5-1), 
then the sequence {x„} converges weakly to a fixed point of T. 
Further, Kim and Xu [78] also extended the robustness to nonexpansive mappings 
which are defined on subsets of a Hilbert space and to accretive operators. 
Theorem 4.5.3. [78] / / 
(i) K is a nonempty closed convex subset of a Hilbert space H, 
(a) T : K —^ K is a nonexpansive mapping with F{T) ^ (j) and 
(Hi) the sequence {x„} generated from an arbitrary XQ E K via one of the following 
algorithms: 
Xn+l = (1 - Oin)Xn + anPK{TXn + Bn), (Ar.Q^] 
Xn+l = PKKI - 0:n)Xn + Oin{TXn + e „ ) ] , V Ti > 0, 
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where {an} C (0,1) and {e„} C E satisfy the conditions (Hi) and (iv) (Theorem 4-5.1), 
then the sequence {xn} converges weakly to a fixed point ofT. 
Now, we need an inequality which is a characterization of uniform convexity. 
Lemma 4.5.1. [136] For a given number r > 0, a real Banach space E is uniformly 
convex if and only if there exists a continuous strictly increasing function (p : [0, CXD) -^ 
[0, oo) with (p{0) — 0 such that 
\\Xx + (1 - X)yf < A \\x\\' + (1 - A) \\yf - A(l - A) ^i\\x - y\\) (4.5.2) 
for all A e [0,1] and all x,y e E such that \\x\\ < r and \\y\\ < r. 
Lemma 4.5.2. [130] If 
oo 
(i) {on} and {bn} are sequences of nonnegative real numbers such that ^ 6„ < CXD, 
n=0 
(a) On+l < CLn + bn for all U > 1, 
then hm a„ exists. 
n—>oo 
Now we discuss some properties of robustness of Mann type algorithm with perturbed 
mappings. For this we have the following definition: 
Definition 4.5.1. Let E he a, real reflexive Banach space and T : E ^ E he a 
nonexpansive mapping with F{T) ^ (j). Assume that F : E ^ E is (5-strongly accretive 
and A-strictly pseudo-contractive with 6 + X > 1. We now discuss the robustness of 
Mann type algorithm with perturbed mapping, which generates, from an initial guess 
XQ E E, a sequence {xn} as follows: 
a^n+1 =yn- XnHnFiXn), V n > 0 , 
where {Xn}, {/^ n} and {en} are sequences in [0,1] and in E, respectively, such that 
oo oo oo 
(a) J^Xn{l- Xn) = oo; (b) E (1 " ^^n) \\en\\ < OO and (c) Yl >'nfin < oo. 
n=0 n=0 n=0 
Remark 4.5.1. Mann type algorithm with perturbed mapping is based on Mann iter-
ation method and steepest-descent method. Indeed, in equation (4.5.3), one iteration 
step yn = XnXn + (1 — Xn){Txn + e„) is taken from Mann iteration method and another 
iteration step Xn+i = yn~ XnfJ'nF{xn) is taken from steepest-descent method. 
Lemma 4.5.3. [24] Let {x„} be generated by equation (4.5.3) and p G F{T). Then 
lim ||a;n — p|| exists. 
n—^oo 
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Proposition 4.5.1. [24] / / 
(i) E is a uniformly convex Banach space, 
(a) for all p,q & F{T), 0 < t < 1, lim ||te„ + (1 — t)p — q\\ exists and 
n—>oo 
(Hi) the dual space E* of E has the KK-property, 
then the weak u-limit set of {xn}, u>u,{{xn}) is a singleton, where 
^i^i{xn}) ^ {x : 3 x„^ ^  x}. 
Now we present the main result of this section. 
Theorem 4.5.4. [24] / / 
(i) E is a uniformly convex Banach space, 
(a) either E* has the KK-property or E satisfies Opial's condition, 
(Hi) T : E ^  E is a nonexpansive mapping such that F{T) ^ </>, 
(iv) F : E ^  E is 5-strongly accretive and X-strictly pseudo-contractive with the prop-
erty (5 + A > 1 and 
(v) for a given XQ G E, the sequence {x„} generated by the following Mann type algo-
rithm with perturbed mapping F: 
Xn+l = KXn + (1 - K){TXn + e„) - XnHnF{Xn), V 71 > 0, (4.5.4.1) 
where {an},{iJ'n} o,nd {en} satisfy the conditions (a)-(c) (Definition 4-5-i), 
then the sequence {Xn} converges weakly to a fixed point ofT. 
Proof. Fix p e F{T) and select a number r > 0 large enough so that ||x„ — j9|| < r for 
all n > 0. Let M > 0 satisfy M > 2r + (1 - A„) ||e„|| + XnUn \\F{xn)\\ for all n > 0. By 
Lemma 4.5.1, we have 
| |Xn+l-p |P = \\Xn (Xn - p) -\- {1 - Xn){TXn - p) -^ {1 - Xn) en - XnflnF(Xn)\\'^ 
< \\XniXn-p) + {l-Xn)iTXn-p)f 
+ 2||(1 - An) en - XntlnF{Xn)\\ \\Xn (Xn - p) + (1 - Xn)iTXn - p)\\ 
+ II (1 - An) en - XnHnF{Xn) f 
< Xn \\Xn - P\\^ + (1 - An) ||TXn - p f - An (1 - An)0(||a:n - TXn\\) 
+ M[(l-An)| |en| | + An//n \\FiXn)\\] 
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I|2;n+1-P||^ < \\Xn - pf - Xn {I - Xn)(l)i\\Xn - TXnW) 
+ M[(l-An)| |e„ | | + A„//„||F(x„)||]. 
It follows that 
A„(l-An)(^( | |a;„-Tx„| | )< | | x „ - p | p - | | a ; „ + i - p f + M[(l-A„)||e„||+A„//„||F(x„)||]. 
(4.5.4.2) 
This impHes that 
oo 
^ An (1 - Xn)(t>{\\Xn - Tx^W) < OO. (4.5.4.3) 
n=0 
In particular, lim A„ (1 — A„)0(||x„ — rx„| |) = 0. Due to the condition (a), we must 
n—¥oo 
have that lim inf (/)(|jxn — Txn||) = 0. Hence lim inf ||xn — Txn|| = 0. However, since 
n—>oo n—>oo 
TXn+l - Xn+1 = (TXn+l - TXn) + A„ (Tx„ - X„) - (1 - A„) e„ + XnfJ-nF{Xn)- (4.5.4.4) 
| |Ta;„+i-x„+i| | < IITxn+i-Txnll + A„ | | rx„-ar„ | |+ (1 - A„)||e„|| \\F{Xn)\\ 
< \\xn+i - Xn\\ + A„||Tx„ - Xn\\ + (1 - A„)||en|| + A„/i„||F(a;„)|| 
< | | r x „ - x „ | | + 2 ( l - A „ ) | | e „ | | + A„/Xn||i^(a;n)||, (4.5.4.5) 
and by Lemma 4.5.2, lim \\Txn — Xn\\ exists and hence by equation (4.5.4.4), 
lim \\Txn - Xn\\ = 0. (4.5.4.6) 
n—¥oo 
Now, by the demiclosedness principle of {I — T), we obtain 
u^Xn) C F{T). (4.5.4.7) 
Hence to prove that {x„} converges weakly to a fixed point of T, it suffices to show 
that u!ij{xn) is a singleton. We distinguish two cases. First assume that E* has the 
/CA'-property. Then that uji^{xn) is guaranteed by Proposition 4.5.1. 
Next assume that E satisfies Opial's property. Take pi,P2 e ujjj{xn) and let {xm} 
and {xruj} be subsequences of {xn} such that x„. —^  pi and Xm^ -^ P2, respectively. If 
Pi ¥" P2, we reach the following contradiction: 
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lim Ibn-p i l l = lim | | x „ . - p i | 
n—foo i—>oo 
< lim ll^n, -P2II = lim \\xmi - P2 
j ->oo 
< lim \\xm. -pi\ 
= lim ||x„ -pi\\. 
n-i-oo 
This shows that Uf^{xn) is a singleton. This completes the proof. 
4.6. On Viscosity Approximation Method 
In order to prove Browder-Gohde-Kirk fixed point theorem in Hilbert space, a 
particular averaged mapping Us : K ^ K {K is a bounded closed convex subset of a 
Hilbert space H), defined by 
Us{x) = (1 - s)vo + sTx, xeK, (4.6.1) 
where VQ e K is fixed, 0 < s < 1. li T : K ^ K is a, nonexpansive mapping, then 
Us is an s-contraction and hence Us has a unique fixed point Xs for any s € (0,1) 
and moreover, that Xs —)• p as s —>• 1, where p is a fixed point of T. The proof of 
Browder-Gohde-Kirk fixed point theorem does not provide direct information on a 
certain method for computing the fixed points of T. The viscosity methods are just the 
ones appropriate for supplying this situation. 
The current development of viscosity approximation method is based on replacing 
the constant VQ in (4.6.1) by a certain contraction / . In this way we obtain a method 
for selecting a particular fixed point of the nonexpansive mapping T. To introduce this 
class of methods, we first give some facts. 
Let iiT be a Hilbert space, K he a. closed convex subset of H and f : K ^ K a 
contraction with coeflicient a € (0,1). Denote by C the collection of all contractions 
on K. Let now T : K ^ K he a, nonexpansive mapping with F{T) ^ 0. For any real 
number t E (0,1) and a given contraction f E K, define the mapping T/ : K ^ K hy 
T/X = (1 - t)f{x) + tTx, xeK. (4.6.2) 
It is easy to show that T/ is a contraction with coefficient 1 — {1 — a)t, where a is the 
contraction coefficient of / . Denote by Xt = x{ the unique fixed point of T/ in K. 
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Lemma 4.6.1. / / 
(i) K is a closed convex subset of a Hilbert space H, 
(a) X e H and y E K, 
then y — P^x if and only if the following inequality 
{x -y,y - z) >0, ^z e K holds. 
We start with an early result regarding viscosity approximation methods. 
Theorem 4.6.1. [18] / / 
(i) K is a closed convex subset of a Hilbert space H, 
(a) T : K ^ K is a nonexpansive mapping with F{T) ^ 0, 
(Hi) Ut given by (4-6.1) with t E (0,1) and 
(iv) Ut is the unique fixed point ofUt, i.e., 
Mt = (1 - t)vo + tTut, 
then, as t ^- I, ut converges strongly to a fixed point ofT which is closed to VQ, that 
is, the nearest point projection of VQ onto F(T). 
Lemma 4.6.2. [58] / / 
(i) E is a smooth Banach space, 
(a) J is the duality mapping from E into E*, 
(Hi) K is a convex subset of E, 
(iv) C is a subset of K and 
(v) P is a retraction from K onto C, 
then the following are equivalent: 
(a) (x - Px, J{Px -y))>0 for all x e K and y eC. 
(b) P is both sunny and nonexpansive. 
Remark 4.6.1. The previous Lemma 4.6.2 shows that there is atmost one sunny 
nonexpansive retraction from K onto C. The next lemma transposes Lemma 4.6.1 
from the Hilbert space setting to Banach spaces. 
Lemma 4.6.3. [128] / / 
(i) K is a closed convex subset of a smooth Banach space E, 
(ii) C is a subset of K, 
(Hi) P is a unique sunny nonexpansive retraction from K onto C, 
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(iv) f : K ^ K is a mapping and z eC, 
then the following are equivalent: 
(a) z is a fixed point of Pof, 
(b) z is a solution of the variational inequality {f{z) — z, J{z — y)) > 0, for all y ^ C. 
Proof. By Lemma 4.6.1, we immediately deduce that (a) implies (b). To prove the 
converse let us denote y = Pof{z) to get 
{f{z)-z,J{z-Pof{z)))>0. 
On the other hand, putting x — f{z) and y = zm (a) of Lemma 4.6.2, we also have 
{f[z)-Pof{z),J{Pof{z)-z))>^. 
Now, by previous two inequalities we obtain 
( P o / ( z ) - 2 , J ( z - P o / ( z ) ) ) > 0 , 
which completes part (a). 
We now state a result which extend Theorem 4.6.1 from Hilbert space to uniformly 
smooth Banach space. This result is important by itself and will be crucial in proving 
Theorem 4.6.3. 
Theorem 4.6.2. [106] / / 
(i) K is a bounded closed convex subset of a uniformly smooth Banach space E, 
(a) T : K ^ K is a nonexpansive mapping, 
(Hi) F(u) G K and 
(iv) 3 a net {ya} in K such that ya = {1 — a)Tya + au for a E (0,1), 
then {ya} converges strongly to Pu as a tends to 0, where P is the unique sunny 
nonexpansive retraction from K onto F{T). 
We remark that in Theorem 4.6.2, the net {ya} is well defined. The main result 
of this section is contained in the next theorem. 
Theorem 4.6.3. / / 
(i) K is a bounded closed convex subset of a uniformly smooth Banach space E, 
(ii) T : K ^ K is a nonexpansive mapping, 
(Hi) P is a unique sunny nonexpansive retraction from K onto F{T), 
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(iv) f is a contraction on K and 
(v) 3 a net {xa} in K such that Xa = (1 — a)Txa + cif{xa) for a G (0,1), 
then as a tends to 0, {xa} converges strongly to the unique point z e K satisfying 
Pof{z) = z. 
Proof. Define a net {ya} in K hy y^ = {\ — a)Tya + Oif{z), for a E (0,1) and z e K 
satisfying Pof{z) = z. Then by Theorem 4.6.2, {ya\ converges strongly to Pof{z) ~ z. 
For every a € (0,1), we have 
Wxa-y.W < il-a)\\Txo^-TyJ+a\\f{x^)-f{z)\\ 
< {1 - a) \\Xa - ya\\ + Ctr \\Xa - Z\\ 
which yields Hx^  — ?/a|| <r \\xa — z\\. Using the last inequality, we get 
\\Xa - Z\\ < \\Xa - ya\\ + WVa - z\\ < r \\Xa - z\\ + \\ya - z\\, 
from which we deduce 
lim IIx« - z\\ < -—- lim ||y« - z\\ = 0, 
a—>+0 1 — r a-^+0 
which completes the proof 
Theorem 4.6.4. [138] In the setting of Theorem 4-6.2, if we define a sequence {y„} 
in K by yi E K and 
Vn+l = (1 - an) Tyn + dnU, fOT UEN, 
where {an} is a real sequence in (0,1) satisfying 
00 
(a) lim an = 0, (b) ^ a^ = oo and 
n—>oo 7 1 = 1 
(c) either J2 l^n+i - Q!n| = oo or lim ^ ^ = 0, 
n = l " ^ ° ° " 
then {yn} converges strongly to Pu. 
The previous theorem, established in a Hilbert space setting, can be simultaneously 
extended to uniformly smooth Banach spaces. 
Theorem 4.6.5. [138] In the setting of Theorem 4-6.3, if we define a sequence {x„} 
in K by Xi E K and 
Xn+l = (1 - an) TXn + anf{Xn), for UEN, 
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where {an} is a real sequence in (0,1) satisfying (a),(b) and (c) (Theorem 4-6-4), 
then {Xn} converges strongly to z. 
Proof. Define a sequence {y„} in K hy yn = {1 - «„) Ty„ + ctnfiz), for n G N and 
z £ K satisfying Pof{z) = z. Then by Theorem 4.6.4, {j/„} converges strongly to 
Pof{z) — z. For every n G N, we have 
I k n + l - Z/n+l|| < (1 - Oin) \\TXn - Ty^W + « „ \\f{Xn) - f {z)\\ 
< {\ - an) \\Xn - yn\\ + OijiT \\Xn - Z\\ 
< ( l - a n + anr) \\Xn - VnW + « „ / • ||?/n " 2^11 
Now, by a known result, we obtain lim \\xn — yn\\ = 0, which implies 
n—^oo 
Um \\xn - z\\ = 0. 
n—>oo 
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