By cross-correlating successive ultrasonic scans of the biological tissue that is excited by a transient source on the surface, recent experiments show that elastic wave displacement during the interval between the two scans can be measured everywhere in the tissue. Assuming that we know the displacement history, w(t, x), of a propagating shear wave everywhere, we identify the stiffness change inside the tissue in terms of the Lamé coefficient, µ. So, the goal is: find µ from w. In the experiment, we consider that there is a dominant frequency, τ , called a central frequency. We then take the Fourier transform of w (in time) and evaluate this transform at τ . Using this transform of the data, our method starts with the asymptotic expansion of geometrical optics. By tracing the amplitude change of the displacement along the geometrical rays as they travel into the medium, we are able to recover µ without directly taking derivatives of the displacement data.
Introduction
The elastic properties of abnormal tissue can be significantly different from those of normal tissue. This is seen very strongly by considering the speed of a propagating shear wave. In normal tissue, the shear wave speed is between 1 and 3 m s −1 , while in abnormal tissue, it can be more than double that amount. This paper is devoted to determining the shear wave speed as a function of the Lamé parameter µ from interior propagating shear wave displacement data. It is motivated by the so-called transient elastography technology developed by Fink etc [1, 16] and [17] .
The paper is structured as follows. In the rest of this introduction section, we first give a brief overview of the elastography technology and its associated ultrasound technique that makes it possible to measure interior displacement. We then establish the mathematical model that can be used to describe the propagating shear wave in transient elastography experiments. Section 2 is devoted to the mathematical analysis of geometrical optics theory that gives the foundation for the derivation of a differential algebraic system presented in section 3. This ODE algebraic system in which the measured displacement data are embedded is the core of the inverse algorithm that we develop and formulate in section 4. It is the solution to this ODE algebraic system that gives us the Lamé parameter µ that we recover. Numerical experiments are demonstrated in section 5 and some discussion of the regularization that is used in the algorithm is given in section 6. In the conclusion of section 7, we summarize our achievements and the limitation of the method.
Depending on the way in which a boundary force is applied, elastography experiments can be divided into three categories:
• Static experiments: the tissue is deformed by a static or a slowly varying boundary force on a timescale that is slow enough that no elastic waves can be observed. In this case, the elasticity change is indicated by an image of the static displacement field where small displacement identifies hard (abnormal) tissue, see [14] and [15] .
• Dynamic excitation: a time harmonic wave is created inside the tissue by a time harmonic boundary excitation. By carefully choosing the frequencies of boundary excitation, Parker and others (in [5, 19] and [25] ) show images that are made from the standing wave pattern of the displacement field where again small magnitude of displacement identifies hard (abnormal) inclusions.
• Transient elastography: a short pulsed excitation is applied on the boundary so that a propagating shear wave is created inside the tissue. The time varying displacement is measured either by means of ultrasound or MRI and the goal is to recover the shear stiffness Lamé parameter µ as it varies throughout the region. Large µ identifies stiff inclusions.
As mentioned in the beginning of this section, the inverse algorithm presented in this paper is based on transient elastography. Figure 1 is a schematic diagram that shows the setup of a typical transient elastography experiment used in Fink's laboratory [16] where an electromagnetically controlled two-bar vibrator is used to produce the boundary traction force. The induced shear wave in the centre plane between the two bars is then captured by an ultrafast (5000 images s −1 ) ultrasound pulse-echo system that consists of a 128-element array of ultrasound transducers. The array is placed above the centre imaging plane and is parallel to the two bars. The transducers are responsible for both sending out pulses and recording the echoes which are analysed by the cross-correlation technique in order to get the time and space dependent displacement on a grid throughout the imaging plane. At each grid point, the displacement is then determined on a timescale of 0.2 ms with the ultrafast (5000 images s −1 ) ultrasound pulse-echo system.
Traditionally, the Doppler technique has been a very popular method for analysing the echo signal and determining the velocity of motion within the body, particularly in the measurement of blood flow. When it comes to assessing the local motion of soft tissue, however, the time-domain cross-correlation technique of ultrasonic imaging is becoming more and more widespread due to some potential advantages over the frequency-domain Doppler technique. It measures the displacement between two signals by locating the peaks of their cross-correlation function. Walker and Trahey (in [24] ) show that this technique can measure displacements along the ultrasonic beam of the order of µm for a tissue slice of typically 1 mm. A good review of the time-domain cross-correlation technique can be found in [7] . In this paper, we shall assume that the local displacement as a function of time has been determined to the accuracy that can be achieved by time correlation techniques, has been interpolated between the grid points where the correlation technique has been applied and so is then known everywhere in the tissue. It is our task to identify the elasticity or the mechanical stiffness of the tissue from the data on the displacement field.
In the case of small deformation where linear elasticity dominates and the viscosity can be ignored, the dynamic response of an isotropic medium to the strike of an external force at the boundary, , is modelled by the elastic wave equation
with the boundary condition
Here in equation (1.1), w(t, x) denotes the local displacement vector, ρ is the density of the medium, λ and µ are the Lamé coefficients describing the elasticity of the medium. The stress tensor, σ in (1.2), is given by
and n is the outward normal to . The two principle wave types associated with the elastic material are the compressional wave travelling at the speed of √ (λ + 2µ)/ρ and the shear wave travelling at the speed of √ µ/ρ. For typical soft tissue, λ is far greater than µ, while in normal tissue, √ µ/ρ is small, typically from 1 to 3 m s −1 , and √ (λ + 2µ)/ρ is nearly 1500 m s −1 . Furthermore, the variation in (λ + 2µ)/ρ is at most about 5%, while µ/ρ in abnormal tissue may be more than double its value in normal tissue. We are therefore mainly interested in recovering µ/ρ or the shear wave speed from the measured shear wave displacements.
Furthermore, since the compressional wave travels very fast through the imaging plane and is followed by the much slower shear wave, this makes it possible to distinguish between the two waves. For this reason, in this paper we use an approximate model for the downward component; that is, like Sandrin and Fink [16] , we assume that we only need to consider the 2D scalar wave equation to model the downward component of the shear wave displacement in the imaging area for the two-bar device; see figure 1. The inverse algorithm developed here is extended to the full elastic wave equation in a separate paper [10] . The 2D scalar wave equation has the form
where we keep the notation w and normalize the original √ µ/ρ in (1.1) by a constant c 0 referred to as the background shear wave speed. Further, the density ρ will be assumed to be constant, ρ ≡ 1. The function µ after normalization describes the relative change of stiffness in the medium. We shall call it the stiffness profile of the medium and require that µ has twice-continuous derivatives.
Without losing generality, we regard the target tissue as a half-space domain (x 1 0). Placing the external force on the boundary, x 1 = 0, we then consider the following simplified model: 4) and the boundary source ∂w
where we also assume µ ≡ 1 on the boundary x 1 = 0. The source function g(t) is independent of x representing a plane wave source. Although we are actually computing with a 2D scalar wave equation in this paper, we shall proceed with the general n-dimensional wave equation whenever possible and we expect that the same technique can be extended to the full model of the elastic wave equation without fundamental change of the essential idea. Throughout the paper, we use the notation x 1 for the depth variable with the positive direction pointing downward and x for the horizontal space variable. The device that is used by Sandrin and Fink etc [16] to excite the target tissue and to measure the shear wave motion at the same time.
The asymptotic expansion of geometrical optics
Our inverse algorithm is based on an algebraic equation that relates µ approximately to the amplitude of the shear wave displacement at each interior point. It is an approximate relation because we use the asymptotic expansion of geometrical optics to represent the displacement field. In this section, we develop the geometrical optics theory that is needed to derive this algebraic equation. An informal analysis of the accuracy of using the geometrical optics approximation is given in appendix C. In experiments, e.g. in those done by Catheline et al [1, 16] , the source on the boundary carries a central frequency. It is the central frequency content of the displacement data that we use as the direct input for our inverse algorithm. Taking the Fourier transform of (1.4) in time, we obtain the Helmholtz equation
and the boundary condition
where r = |x|, κ = τ/c 0 and
are the Fourier transforms of w and g in time. Equation (2.3) represents the outgoing Sommerfeld radiation condition. We expect the largest contribution of the Fourier transform to be at the central frequency and so fix τ at that value.
According to the theory of geometrical optics [11, 13] , we make the following ansatz:
for the solution of (2.1) where the amplitude, a(κ, x), is expanded into the form
which is asymptotic as κ → +∞. Plugging (2.4) into equation (2.1) and setting the coefficient of each power of iκ equal to zero, we get from the coefficient of the highest power of iκ the eikonal equation for the phase:
and from the coefficients of the remaining powers of iκ the transport equations for the amplitude:
A sufficient condition for solutions of these equations to yield an asymptotic series (2.5) in any compact set K in R n is that for any
with C K a constant that depends on K but is independent of κ. We note that C K has to be of the order of (iκ) 0 . In fact, it has to be significantly smaller than κ if we want to approximate the solution of (2.1) by the first one or two terms in the asymptotic expansion (2.5). To make it easy to see how big κ and further how big the central frequency, τ , of the source should be, we choose the length unit such that the size of the stiffness is roughly of unit length. In this way, the constant C K can be kept O(1). We shall come back to the issue of length scale later in this paper.
Our goal is to solve the inverse problem: find µ from u. However, prior to explaining our algorithm for doing this, we explain how (2.6), (2.7) and (2.8) are solved if µ is known. From here on, we will assume that µ is twice continuously differentiable and that there exist 1 , 2 > 0 with 0 < 1 < µ, 0 < 2 < 1/µ. Returning to the problem at hand, we use the method of characteristics. The associated characteristic ODE for solving the first-order partial differential equation (2.6) when µ is known is given by [3] dx ds = 2 p, (2.10)
where p denotes ∇φ. Following the characteristic curves or rays x(·), the transport equations (2.7) and (2.8) become
From (2.13) and (2.14) together with (2.11) and (2.12), one can see that the amplitude a changes as µ changes along the ray. Therefore, it is our goal to solve the inverse problem: recover µ by using the amplitude change of the solution (2.4) along the rays as they travel into the unknown medium. The direction of the ray varies as the ray parameter, s, changes. Ideally, we want the ray to penetrate deeper and deeper into the medium as s increases so that we can recover the value of µ for every increase in depth. There are also difficulties with the ansatz for the expansion (2.5) if the ray direction is parallel to the medium boundary. This is the so-called grazing ray case. To avoid the discussion of grazing rays which requires more advanced microlocal techniques [20] [21] [22] , for now we shall only consider rays along which the following non-grazing condition:
is met for some fixed 0 > 0. By choosing the boundary source appropriately at x 1 = 0 as we shall see later, we can have the condition (2.15) satisfied for all the rays x(s) at s = 0 (x 1 (0) = 0). As they travel into the medium, some of the rays may become grazing if there is a high contrast of stiffness in the region. Such rays will be ignored when they violate the non-grazing condition. Since
the non-grazing condition (2.15) clearly means that these rays must go downward. This also enables us to make one helpful technical change. We can change the evolving variable from s to x 1 . Using x 1 , then, as the independent variable, the characteristic ODE for the eikonal equation becomes given by dx
where p = ∇ x φ, p 1 = 1/µ − | p | 2 and the initial conditions for x , p and φ are assumed to be
For each x 1 0 such that (2.15) is satisfied, the solution (x (x 1 ; y , ξ ), p (x 1 ; y , ξ )) to the ODE system (2.16) and (2.17) defines a map:
We now want to replace equation (2.13) by an identity relating the amplitude explicitly to the value of µ. Our goal then in solving the inverse problem is to simultaneously solve (2.16), (2.17) and the new equation for x , p and µ with the amplitude assumed as given. By the theory of Fourier integral operators [8] and [13] , the map x 1 is a local diffeomorphism in the sense that the Jacobian ∇ (y ,ξ ) x 1 is nonsingular. For fixed ξ , the map of x 1 projected onto the x space: 20) however, can be singular. In geometrical optics [12] , the set of points (x 1 , x (x 1 ; y , ξ )) where
is singular is called the caustic. It forms an envelope of the rays. At a caustic, the amplitude a has a singularity (|a| → ∞) and the asymptotic expansion of geometrical optics given by (2.4) and (2.5) is not valid. Away from the caustic, however, we have:
where det J denotes the determinant of J .
The proof of the theorem is the typical ray tube argument in the literature of geometrical optics [4] . We provide the proof in appendix A for the convenience of the reader.
The differential algebraic system
Equation (2.22) can be used to find the algebraic equation in the differential algebraic system that we will use to solve the inverse problem. For later use, we solve (2.22) for µ and first discuss properties of this equation that we will take into account when we implement our algorithm.
Since
There are two solutions to (3.1):
where
The two solutions are distinguished from each other by the sign in front of √ D. Since we assume that we know µ on the boundary, the choice of sign is clear at x 1 = 0 from looking at the sign of
This can be simplified to looking at the sign of
if we notice that det J (0) = 1 and p 
which is a quadratic equation in terms of µ| p | 2 . The minimum of D is then zero and this occurs iff µ| p | 2 = 1/2. Since p
i.e. the ray forms a ±π/4 angle with the x 1 axis.
To find the correct sign at points beyond the critical point, say x * 1 where D(x * 1 ) = 0, along the ray, we could examine the left-hand-side derivatives of
If the order of the first non-zero derivative is odd, we want to change the sign in front of √ D in equation (3.2) as the ray passes through the critical point x * 1 . Otherwise, if the order of the first non-zero derivative is even, we keep the sign. Of course, arbitrarily high derivatives of √ D may not exist since we only assume that µ is twice continuously differentiable. However, in practice, we have not had to go beyond n = 2. Equation (3.2) provides an explicit formula for calculating 1/µ provided that all the terms on the right-hand side of the equation are known. These include the bi-characteristics
the determinant of J and the amplitude a 0 . In order to solve for x , p and 1/µ, we then need an equation for det J and a measurement of a 0 . We can find an ODE for det J and the determinant of J can be integrated along the rays. Before we derive the ODE for det J , however, we first show how we estimate |a 0 | from the displacement data, u(τ, x), and discuss the accuracy of this estimation.
When κ is large enough that the leading term a 0 (x) is dominant in the asymptotic expansion (2.5), the initial ansatz (2.4) for the solution u(τ, x) allows us to approximate a 0 simply by
The approximation, however, has the potential to produce complex 1/µ while solving the quadratic equation (3.1) since, with an approximation for a 0 , D in equation (3.3) can become negative. This is most likely to happen when the ray approaches a caustic where we do not expect a good match between |a 0 | and |u| (see appendix C). Since we compute along several rays simultaneously, we then eliminate rays when D becomes negative. Since the rays tend to get very close near a caustic, this elimination has the positive effect of keeping the rays being followed more evenly distributed. In the numerical experiment, we shall show such an example with relatively high stiffness contrast and how we get around it by the simple cut-off and interpolation technique. Since the success of using equation (3.2) for the recovery of µ largely depends on the quality of the approximation (3.7), we give an informal error analysis by estimating the magnitude of the next term a 1 in the asymptotic expansion (2.5) in appendix C.
We return now to deriving the ODE for det J . To do so, we follow the definition for J in (2.21). After differentiating the ODE (2.16) and (2.17) with respect to the initial value y , we obtain
where H = ∇ y p (x 1 ; y , ξ ). We now have a closed differential algebraic system for x , p , J , H and 1/µ made up of (2.16), (2.17), (3.2), (3.8) and (3.9) if we replace |a 0 | by the measured data |u|. We change the system slightly by replacing (3.8) by an equation for det J and (3.9) by an equation for
To obtain the equation for det J , we note that once we know the equation (3.8) for the derivative of J , the derivative of det J can be calculated as
where J (0) = I and hence det J (0) = 1. From (3.8) and (3.9), it is not difficult to show that
We are all set then to solve the differential algebraic system (2.16), (2.17), (3.2), (3.10) and (3.11) once we determine the initial values
for the ODEs (2.16), (2.17) and (3.11). These initial values can be found from the boundary data as we write
where a is the amplitude of u and φ is the phase of u normalized by the big parameter, κ. From (3.13), y = x (0) has to be chosen such that
Intuitively speaking, you do not expect to get the correct information about the phase or any information about the ratio of amplitude change if the initial amplitude is zero or below the noise level. For the plane wave source, u(τ ; 0, y ) is constant across the horizontal space y . Thus, the initial phase, φ(0, y ), is also constant while the initial value, y = x (0), can be any place on the boundary. From (3.12), we then have
which comply with the non-grazing condition (2.15). In fact, we have
and all the rays initially then go down into the medium perpendicular to the boundary. In this case, the condition (2.9) is also perfectly satisfied when we set a 0 = |u(τ ; 0, y )| and a n = 0, n = 1, 2, . . . .
Such a choice of initial values for the plane wave source helps to optimize the match between |a 0 | and |u|. Finally, we need to determine µ(0, y ). To do this, if the wave speed is constant across the boundary, we set µ(0, y ) ≡ 1 by choosing the background wave speed, c 0 , to be the wave speed on the boundary. In this case, even if we do not know the wave speed on the boundary, we can still identify the relative stiffness distribution in the region.
On the other hand, if the boundary source, f (τ, x ), is known in addition to the boundary displacement measurement, u(τ, 0, x ), we have the following way to identify the value of 1/µ on the boundary for any given background wave speed, c 0 . Plugging (2.4) into the boundary condition (2.2), we obtain
Keeping only the leading term in both (2.4) and (3.15), we get
The replacement of φ x 1 by 1/µ(0, y ) − |ξ | 2 in (3.16) thus gives us
for any y ∈ R n−1 s.t. |u(τ, 0, y )| = 0 where τ , again, refers to the central frequency of the source.
Remark 3.2.
It is also likely that in applications we might want to consider a point source on the boundary. In this case, for the 2D wave equation, the usual asymptotic expansion of geometrical optics does not provide a good approximation to |a 0 | by |u| even when µ is constant. In [9] , a new expansion using the Hankel function of the first kind is proposed for the 2D wave equation model with a point source.
The strategy for recovering µ
The discussion so far for calculating the characteristic and for computing det J and approximating a 0 along the characteristic generates the following ODE algebraic system:
and the initial conditions (plane wave source)
where D is defined in (3.3) and by substituting u for a 0 is approximated bỹ
in the inverse algorithm. The unknowns in the ODE algebraic system are
T and µ (the target function).
To give a clear view of the relations between the various unknowns in the system, we rewrite it in the abstract form 9) showing explicitly that the right-hand side of (4.8) depends on the derivative of 1/µ in the lateral direction. This feature makes it impossible to solve the differential algebraic system along a single ray. To overcome this difficulty, we parametrize 1/µ and solve simultaneously along at least as many rays as we have unknown parameters. To explain our technique, we start with the two-dimensional case so that the transverse variable space is one-dimensional. Our strategy is this: choose an open region 0 on the boundary x 1 = 0. Each point y ∈ 0 then initiates a ray into the unknown medium. The idea is to integrate along a number of these rays at the same time so that, at x 1 > 0, not only the values of 1/µ but also its derivatives can be well approximated from (4.9) for each point in
where x 1 is the projected map defined in (2.20). Once µ, ∇ x 1/µ and ∇ x (∇ x 1/µ) are computed, they can be plugged back into the ODE (4.8) to compute a good approximation to the right-hand-side function h at x 1 . Conceptually, we will obtain a closed ODE system in this way.
To carry out our plan, we put µ in a finite dimensional space. In our case, a convenient choice for our parametrization is to use the space of piecewise smooth polynomials called B-splines. A brief review of the B-spline theory required in our algorithm is given in appendix B. At each depth x 1 , we write as a finite approximation to the target function, µ, in the horizontal space variable
where N is the dimension of the B-spline space. GivenN N sampling points, {x (i) }N i=1 at each depth x 1 , the coefficient c = (c 1 , c 2 , . . . , c N ) T is obtained by solving the following least squares problem:
That is, we obtain c by solving 
Initially, a set of sampling points S 0 = {y 
Then, the explicit formula (4.6) or (4.9) for 1/µ is used to compute the vector b in the linear system (4.12). Therefore,
where 0) ). The set of sampling points needed for computing the vector coefficient, c, in (4.10) at depth x 1 > 0 is then
From the definition for the matrix M in (4.13) and the calculation for b in (4.14), we see that the coefficient, c, obtained by solving the least squares problem (4.11) is a smooth function of .12) is nonsingular. This is guaranteed by the B-spline theory as long as the Schoenberg-Whitney condition (B.6) in theorem B.2 is satisfied in the transverse variable. Further, we will assume something stronger. To make sure that the components of c remain bounded, we require that in each transverse variable, the condition (B.6) is satisfied with the interval R i replaced bŷ
where δ is some small number. Let V = ( v (1) , v (2) , . . . , v (N ) ) and U = (u (1) , u (2) , . . . , u (N ) ).
We rewrite (4.10) as
to emphasize the dependence of c on the solution to the ODE (4.8) and the data u. With (4.16), the derivatives of 1/µ are simply given by where
and
and where µ, ∇ x 1/µ and ∇ x (∇ x 1/µ) are given by (4.16)-(4.18). The initial condition for V is then
The inverse algorithm is simply solving the ODE system (4.19) with the initial condition (4.20). Once we have the solution V in the whole domain of interest, we obtain µ from (4.16). The main steps of the mathematical derivation and the inverse algorithm are summarized in figure 2 .
It is important to address the questions of existence and uniqueness for the ODE system (4.19) and (4.20). Since we assume: (4.19) , (4.20) 
Proof. We only need to show that v = (x , p , det J, A)
T is bounded. Since |µ| is bounded from assumption (iii) and a stronger Schoenberg-Whitney condition is imposed in assumption (iv), we know that the coefficients c i , i = 1, . . . , N, in the B-spline representation (4.16) for µ are bounded. Therefore, the derivatives of 1/µ in (4.17) and (4.18) are also bounded. Then, from assumption (i) and equations (4.1) and (4.2), the boundedness of x and p is obvious.
To obtain the boundedness of det J and A, we notice that the ordinary differential equations (4.3) and (4.4) for det J and A = H J −1 are derived from (3.8) and (3.9) which are linear ordinary differential equations in J = ∇ y x and H = ∇ y p . By assumption (i) and our argument above about the boundedness of the derivatives of 1/µ, we then know that J and H are bounded and therefore det J is bounded. We also claim that det J > 3 > 0 for some fixed 3 . Otherwise, 1/µ → 0 as det J → 0 from equation (4.6) . This violates assumption (iii). We finally obtain the boundedness for A from A = H J −1 .
We make one more comment before we present the numerical results. As the characteristic rays approach a caustic they become closer together. This has three negative effects:
(1) The first is that it creates the undesirable property of oversampling in that region. (2) The second is that near a caustic the solution |u| is not well approximated by |a 0 | (see figure 8 (left) ). (3) The third is the requirement that D 0 can be violated when we replace |a 0 | by |u|.
This could have the undesired feature of stopping the algorithm just because one of our assumptions for theorem 4.1 is violated along one ray. For these reasons, we eliminate rays systematically when one of the assumptions (i)-(iii) is violated along those rays (see figure 8  (right) ). As shown in the proof for theorem 4.1, such a strategy prevents the rays that we are using for our computation from approaching the caustic.
Note also that the opposite problem can occur. The rays may spread out and create under sampling with the result that assumption (iv), i.e. the Schoenberg-Whitney condition, is violated. In this case, we would add rays, a simple task at any value ofx 1 where we determine the initial values for the new rays by interpolation.
Numerical experiments
In our numerical experiments, we consider the wave equation in the 2D domain := {x ∈ R 2 |0 cm x 1 6 cm and −6 cm x 2 6 cm}. . The size of the stiffness is roughly 2ω 1 × 2ω 2 (see figure 3 ). Our choice of cm as the physical unit for length is not arbitrary here because of the argument we made about the length scale earlier in this paper. If we instead choose the metre (m) as the length unit, for a stiffness of size 0.01 m × 0.01 m, the constant C K in the condition (2.9) could be on the order of 10 4 after taking the second derivative. This makes it difficult to determine how high we should choose the central frequency so that the lower order terms in the asymptotic expansion (2.5) can be neglected.
For the source function g(t) in (1.5), we consider the plane wave source
which is independent of x 2 and has a Gaussian envelope in time (see figure 4 (left) ). The source also carries a central frequency, τ . In the extreme case where there is no stiffness change (i.e. δµ max = 0 in (5.2)), the leading amplitude a 0 is constant for the plane wave source. The implication is that the constant C K in (2.9) is zero. If we look at the transport equation (2.14) for the lower order terms, we see that they will be all zeros when a 0 is constant and φ = 0 (which is true when µ ≡ 1). In figure 4 (right), the plane wave source provides an exact match between |u| and |a 0 | in the homogeneous medium. With all these considerations in mind, for our first synthetic experiment we use the following parameters: The displacement data, w(t, x), are simulated by numerically solving the wave equation adopting a finite element in space and finite difference in time scheme. In figure 5 , we show the comparison between the exact |a 0 (x)| and its approximation |u(τ, x)|. The exact a 0 is computed by solving the ODE system (4.1)-(4.4) with the exact µ(x) known. We then recover µ with the exact a 0 and u(τ, x) respectively. The results are shown in figure 6 side by side for comparison. Notice that there are some ripples below the stiffness bump in the case of using u(τ, x) for the recovery of µ. These are artifacts due to the large mismatch between a 0 and u after the wave passes though the stiffness region (see figure 5) .
To test the stability of the inverse algorithm against noise, we add random noise to the shear wave displacement data, w(t, x), in the following way:
where w max = max t>0,x∈ |w(t, x)| ( is defined in (5.1)) is the maximum displacement, γ is the percentage of noise and r (t, x) is a random number generated in Matlab from the normal distribution with mean zero, variance one and standard deviation one. After taking the Fourier transform ofw in time to getũ(τ, x), we recover µ fromũ. The result is shown in figure 7 . Note that there is no preliminary filtering of either the original data,w(t, x), or their Fourier transform,ũ, before we use them in our inverse algorithm. To minimize the influence of noise, we simply double the distance between the breaks for the construction of the B-splines so that there are about five data sampling points between the breaks. As we remarked in appendix B, solving the least squares problem (4.11) with more sampling points than the breaks has a smoothing effect.
For the second experiment, we increase δµ max from 1 to 3 so that caustics are formed right after the rays pass the region of stiffness (see figure 3) . In this case, the exact amplitude a 0 grows to infinity at these caustics while the solution u(τ, x) to the Helmholtz equation (2.1) is finite (see figure 8) . Therefore, the idea of using u(τ, x) to approximate a 0 gives a poor approximation around these points. In fact, the mismatch between |u| and |a 0 |, due to the strong contrast of the stiffness, becomes so big at x 1 = 3.0 that it fails to produce a real solution to the quadratic equation (3.1) for 1/µ long before the caustics start to appear at x 1 = 5. As we mentioned before, we get around the obstacle to the continuation of our algorithm by simply stopping those rays in our B-spline interpolation when they cannot give us real valued 1/µ. If figure 8 is examined closely, it can be seen that some of the rays are broken before they reach the bottom of medium. In this way, we also prevent the rays from going through the caustics.
About the regularization
The B-spline interpolation not only gives us a closed ODE system of finite dimension, it is also crucial for the regularization of the differential operation involved in the algorithm. Here, the density of the knot sequence required for the B-spline construction, i.e. the distance between the knots, can be regarded as the regularization parameter. The distance has to be small enough in order to capture the sharp change in the stiffness but large enough in order to stabilize the differentiation and to smooth out random noise and some unwanted ripples due to scattering and the mismatch between |a 0 | and |u|. Figure 9 shows how such regularization works as the algorithm proceeds layer by layer. Notice how the calculated µ oscillates around the true µ because of the alternating difference between |a 0 | and |u|. They demonstrate the scattering effect of the inhomogeneity that is not captured by the asymptotic expansion of geometrical optics (2.4) after the wave passes the inhomogeneous region between x 1 = 2 and 4. The dash-dot curve shows the B-spline interpolation of µ with a knot sequence of 2 cm between the knots. Note how the oscillation is suppressed by the B-spline. In this example, we assume µ ≡ 1 outside the boundary at x 2 = ±6.
Also notice in figure 9 that there are two peak values of µ around x 2 = −2.5 and 2.5. They are artifacts caused by the big difference between |a 0 | and |u| when the rays approach the caustics. One possibility for reducing the bias of the two peaks is to replace the B-spline interpolation formula (4.16) by a similar formula to interpolate µ 1/4 instead of µ and change the formulae (4.17), (4.18) for the derivatives accordingly. Let f B denote the resulting B-spline. We then use µ B = f 4 B as the final representation for µ. The result from our algorithm using this approximation is shown as the black solid curve (labelled L2) in figure 9 where we also show the result (dash-dot curve labelled L1) from directly interpolating µ for comparison.
To see the effect of random noise filtering by the B-spline, we show in figure 10 the intermediate interpolation used in the first numerical example with 5% added random noise (figure 7). The consequence of random noise is clearly manifested in the calculated µ (cross line) in figure 10 (right) and the smoothing effect of the B-spline is obvious.
Conclusion
In this paper, we develop an inverse algorithm that recovers the unknown Lamé parameter, µ, from the amplitude of the known interior displacement data, |u(τ, x)|. Compared to an optimization approach [23] that requires repeatedly solving either the wave equation (1.4) or the Helmholtz equation (2.1) at each updating step, our algorithm is fast because we only need to solve a system of ordinary differential equations simultaneously along a set of geometrical optics rays once. The current implementation of the algorithm in Matlab takes less than 5 min to run on a Sun Ultra 10 microsystem for the numerical examples shown in figure 3 . Since the derivation of the ODE system is based on the theory of geometrical optics, the recovery is accurate to the approximation of a geometrical optics expansion.
By looking for µ in the B-spline space that is constructed from an appropriately chosen knot sequence, we introduce regularization through the least squares B-spline interpolation. In this way, our algorithm essentially avoids taking derivatives of the data explicitly except for the rare case when the sign in front of √ D in (3.2) has to be resolved by looking at the derivatives of √ D with D being defined in (3.3). Even in this case, what we differentiate is |u(τ, x)| (|a 0 | ≈ |u|) instead of u(τ, x) (or w(t, x)) which is more oscillatory than its absolute value, |u(τ, x)|.
As we approach a caustic, some rays become very close together and the algorithm is made to be successful by systematically eliminating some of these rays. This also has the positive effect of eliminating oversampling of u which is a poor approximation of a 0 in this region.
We note also that when the stiffness change in µ increases to more than four times the background value, backscattering not represented in the geometrical optics expansion becomes significant. In this case, the recovery of µ with this algorithm becomes degraded. We have not, however, presented examples of this here. Since ∇φ is tangential to the characteristic,
By (A.1), we have
Since det J (x 1 ) represents the ratio between the cross sectional areas of the two ends, 3 and 1 , of the tube, we obtain (2.22) immediately.
Appendix B. The theory of B-spline approximation: a brief review
By selecting the right order and the appropriate sequence of knots, a B-spline can be used to approximate any smooth or even piecewise smooth function with arbitrary accuracy [18] . For B-splines on a 1D interval, this means that: 
that the corresponding B-spline space of order k d + 2 contains a spline:
that is close to ζ ; i.e.
Here, N = − k is the dimension of the B-spline space and B i is the i th B-spline with knots z i , . . . , z i+k . The = sign in the sequence s indicates the possible multiplicity for each knot.
To construct a knot sequence, we first need to choose a strictly increasing sequence of breaks
The knot sequence is simply a result of repeating each break with the appropriate multiplicity to control the smoothness at each break. A standard choice is to repeat the two end points α and β exactly k times but keep all the internal breaks Z 2 , . . . , Z M−1 simple; in this case, the knot sequence is {z The existence and uniqueness of the solution to both (B.2) and (B.5) is guaranteed by the following theorem [18] :
β be the sampling points. Then the matrix M defined by (4.13) Remark B.3. If the number of sampling points is much greater than the dimension of the B-spline space and they are evenly distributed, solving (4.11) can smooth out the effect of random noise or even round-off error in the sampled data as exhibited by our numerical experiments. This is especially important when we take the transverse derivatives of the target function.
Appendix C. The accuracy of the geometrical optics approximation
In this appendix, we give an informal analysis of the magnitude of the a 1 term in the asymptotic expansion (2.5). The purpose is to have an idea of the error in the approximation of u by the leading order term a 0 in (2.5). where δx 1 is the length scale over which the changes in µ and a 0 develop. It is also reasonable to assume that δx 1 is the length scale of the stiffness region. As mentioned before, the length unit is chosen to be the length scale of the stiffness. Equation (C.3) then tells us that a 1 is of the same magnitude as the change in a 0 if the depth of the medium, x 1 , is not significantly bigger than δx 1 . The above analysis shows that the approximation of u by a 0 can be accepted if the parameter κ = τ/c 0 is reasonably big and assumption (2.9) is satisfied. This shows the limitation of using the geometrical optics approximation. To get an understanding of when (2.9) may not be satisfied, note that when there is a stiff region with relatively high contrast in the medium, caustics are likely to form. Depending on the magnitude of the stiffness, sooner or later the approximation along some rays will become invalid as they pass through the stiff region and approach the caustics. What happens is that the derivatives of the phase φ and of the geometrical optics amplitude a increase significantly around the caustics, so assumption (2.9) is no longer valid.
