Service delivery aspects in a reconfigurable photonic access network by Roy, Rajeev et al.
Service Delivery Aspects in a 
Reconfigurable Photonic Access 
Network 
Rajeev Roy1, Gert Manhoudt2, Wim van Etten1 
1 Telecommunication Engineering, University of Twente, Enschede, the Netherlands  
Tel: +31 534892819, Fax: +31 534895640, E-mail: r.roy@ewi.utwente.nl 
2 Aimvalley B.V, Hilversum, the Netherlands 
 
We discuss service delivery aspects in a reconfigurable photonic access network. The 
network is viewed as a stack of logical PONs in which a DWDM overlay is used over 
TDM PONs operating in their native format. The use of optical routers in the network 
allows for a dynamic change in the network topology to optimize the bandwidth delivery 
to end users. The issues related to providing services to the customer in such a 
scenario is discussed in the paper.  
1. Introduction 
The Broadband Photonics (BBP) project under the Freeband consortium of projects 
seeks to design an agile and reconfigurable photonic access network. The network 
provides a Dense Wavelength Division Multiplex (DWDM) overlay over existing 
Time Division Multiplex (TDM) Passive Optical Networks (PONs) like the IEEE 
Ethernet Passive Optical Networks and the ITU-T Gigabit capable passive optical 
networks. The implementation seeks to keep the TDM PON operation in its native 
format thus allowing for a scalable path for upgrade to legacy PON technologies.  
Fig. 1 illustrates the schematic of the network.  The Head End (HE) incorporates a 
multiple of Optical Line Termination Units (OLTs); these are commercial units with 
the optics modified to transmit on a gridded ITU-T 100 GHz C Band. In addition the 
HE also transmits an equal number of continuous wave (CW) lasers on a gridded 
ITU-T 100 GHz C Band. The Remote Nodes (RNs) which incorporate micro-ring 
resonator based Reconfigurable Optical Add/Drop Multiplexers (ROADMs) [1] act 
as the equivalent of optical split points of legacy PONs and can add/drop any 
wavelength pair towards any of the Customer Premises Equipments (CPEs).  The 
CPEs house an Optical Network Unit (ONU). The ONU is also a commercial device 
but the optics is modified to receive downstream transmission in the C-Band and to 
modulate the received CW by means of a Reflective Semiconductor Optical 
Amplifier (RSOA) for upstream transmission. The physical topology of the network 
has a diverse connectivity between the HE and every RN and is tolerant up to a 
single fiber break [2]. The logical connectivity between the HE and the CPEs still 
retails the tree architecture of legacy PONs. Fig. 2 illustrates the logical connection 
between the HE and two sets of CPEs.  
Section 2 introduces the concept of the network as a stack of logical PONs and 
explains the concept of dynamic inter-PON bandwidth reallocation. Section 3 
describes the Ethernet perspective of the network explaining the view of an 
Ethernet frame from a content/service provider to an end user. This section also 
presents the service delivery aspects for the network in such a dynamically 
changing network scenario. Section 4 describes the view of the network from a 
control and management perspective. Section 5 concludes the paper with 
discussions and a summary of the previous sections. 
  
 
Figure 1: Schematic view of the BBP Network.  
 
 
Figure 2: Logical Connectivity between the HE and CPEs. 
 
Figure 3: BBP Network as a two stage switch  
 
2. Network View as a Stack of PONs 
The BBP network can be viewed as a stack of logical PONs. The number of logical 
PONs that can be supported depends on the wavelength pairs that can be 
supported by the network. Each OLT operates on a unique wavelength pair. The 
ONUs themselves are wavelength agnostic and associate with a particular OLT 
depending on the wavelength add/drop towards it. This in turn depends on the 
configuration of the RNs which can be used to add/drop any wavelength pairs 
towards any of the ONUs. Every OLT and the associated ONUs thus form a logical 
PON. The number of ONUs that can be associated in any such logical PON can be 
dynamically altered by changing the add/drop wavelength pair towards the ONUs. 
The nominal bandwidth available to an ONU in any logical PON depends on the 
number of ONUs supported on that PON. By decreasing the number of ONUs 
supported by that logical PON, the nominal bandwidth available to an ONU in that 
PON increases. Increasing the number of ONUs on the other hand decreases the 
bandwidth available to an ONU.  
 
Figure 3 illustrates the BBP network as a two stage switch. The HE based bridge 
acts as the first stage switch. This is used to route the traffic to/from the WAN 
interface towards the OLTs. The reconfigurable access network itself acts as the 
second stage switch which can be used to direct traffic from any of the OLTs 
towards any of the ONUs. The figure also illustrates the concept of inter-PON 
bandwidth reallocation.  Two OLTs and five ONUs are illustrated; with two OLTs 
and two unique wavelength pairs, two logical PONs are supported viz. the “Red” 
PON and the “Blue” PON. The wavelength add/drop towards ONU5 is changed 
from “Blue” to “Red” thus now associating it with the “Red” PON. The bandwidth 
available to ONU1 increases in the “Blue” PON while it decreases for the ONUs in 
the “Red” PON.  
3. Ethernet Perspective of the network for Service Delivery 
The BBP network is an access network which stretches between the OLTs and 
ONUs, however this network forms a part of the Ethernet access network which 
spans from the server of a service or content provider to the equipments like a 
personal computer, VoIP phones, digital TV etc. in the end user network. We use 
EPON as the underlying TDM PON protocol of operation for the stack of logical 
PONs. Fig. 4 illustrates the “Ethernet” perspective of the network from the 
content/service provider to the end user. The forwarding in the EPON segment is 
different from as done in a standard Local Area Network (LAN) segment. Unlike a 
LAN segment the Destination Address (DA) field of the Ethernet frame is not used 
but instead the Logical Link Identifier (LLID) is used for forwarding. Fig. 5 illustrates 
the build up of the EPON frame. To emulate a point to point link in a point to 
multipoint scenario, each OLT maintains a unique MAC instantiation for every ONU 
associated with it (an additional MAC is used for broadcast in the downstream 
direction). In the downstream direction the OLT writes an LLID in the preamble of 
each frame which identifies the target ONU. ONUs only “listen” to frames carrying 
LLIDs assigned to them (and to frames with the multicast mode-bit set to “1”) and 
drop all other frames, irrespective of the MAC DA in the frame. In the upstream 
direction every ONU writes its own LLID into the preamble of the outbound frame. 
The OLT which maintains multiple MAC instantiations uses the LLID as a virtual 
port to emulate a point to point service to each ONU. The OLT learns the MAC 
addresses of devices connected to an ONU by inspecting the Source Address (SA) 
of the inbound upstream frames and associates them with the LLID of the particular 
ONU which sent the frames. In the downstream direction, the OLT attaches the 
same LLID for the outbound frames with the same DAs [3, 4]. The LLID/MAC 
association table is derived from the IEEE 802.1D “automatic learning” feature [5].  
 
To distinguish Ethernet streams belonging to different end users over the same 
Ethernet link, the VLAN tagging mechanism is used as defined in IEEE 802.1Q [6]. 
The OLT has the capacity to attach a VLAN tag to any frame in the upstream 
direction and remove it in the downstream direction. Fig. 6 illustrates the layout of 
the VLAN tag and its position in the Ethernet frame. In the upstream direction the 
OLT performs a simple LLID to VLAN translation. VLANs are tagged to a particular 
ONU and not to a particular LLID. The use of VLANs distinguishes the flow of traffic 
to and from different ONUs and avoids direct ONU to ONU communication. With 
use of VLANs, the Head-end bridge forwarding between ONUs becomes impossible 
in the entire access network as the IEEE 802.1 specification stipulates that MAC 
addresses learnt per VLAN can be never forwarded between VLANs even if the DA 
is known in some other VLAN. The use of VLANs thus also forces intra ONU traffic 
to be routed via the IP-server of the Service/Content provider which can then me 
monitored and billed. In the downstream direction the OLT performs a VLAN to LLID 
translation. The bandwidth delivery to an ONU is monitored in terms of the 
bandwidth allocated to VLANs associated with any one ONU. This represents the 
bandwidth pipe flowing to and from any one ONU. From a service/content providers 
perspective the inbound services would be classified according to service based 
VLANs which are then translated to customer based VLANs. This would normally 
be done by a Broadband Service Aggregator (BSA). Fig. 7 illustrates the VLAN 
translation from a service based differentiation to a customer based differentiation.  
  
Figure 4: Ethernet view of the access network 
 
 
Figure 5: EPON Frame build up 
 
 
Figure 6: VLAN Tag and Layout 
 
 
Figure 7: Service based to customer based VLAN translation 
 
The change of an ONU from association with one OLT to another is an involved 
process. The optimization routine determines an association of OLTs to ONUs [7]. 
Based on this if a particular ONU has to be associated with another OLT, the ONU 
is deregistered. The RN is configured to add/drop the wavelength pair associated 
with the new OLT towards this ONU. The LLID/MAC associations of the ONU have 
to be migrated to the new OLT. However since the LLID is a dynamic parameter 
issued by the OLT, the new LLID/MAC associations have to be translated from the 
earlier LLID/MAC associations of the ONU. The new OLT is triggered to “discover” 
the ONU. At the HE bridge the VLAN to port association has to be altered to map 
the VLANs associated with this ONU to the port connected to the new OLT which is 
now associating with the ONU. The associated MACs can be also transferred but 
they are eventually learnt automatically anyway. Depending on the kind of services 
there might be an increased service disruption for the end user.  The service 
disruption can be totally eliminated if changes are made to the native PON protocol, 
however in the current implementation there will be a minimal disruption in the 
service for the time the ONU de-registers with the old OLT and then re-registers 
with the new OLT and for the time the HE bridge takes to learn the MAC addresses 
corresponding to the VLANs associated with the ONU.  
4. Control and Management view of the network 
The BBP network seeks to use the underlying PON protocol operation in the native 
format. Since the DWDM overlay now requires additional management and control, 
this is now implemented in an out of band ad-hoc IP based communication 
between, a HE based controller implemented on a software platform, and far end 
RN based embedded processor based platforms.    
The elements controlled in the HE are: 
• HE bridge which is used to distribute the downstream traffic over different OLTs 
and to aggregate the upstream traffic. 
• OLTs in the HE to check ONU registrations, allocation of LLIDs to ONUs and 
monitoring of Multi Point Control Protocol (MPCP) entities.  
• Calculation of an optimized network configuration and association of OLTs to 
ONUs based on bandwidth demand. Maintenance of a resource manager to 
translate service requests to bandwidth demand requests as an aggregate of 
VLANs to each of the ONUs.  
• Monitoring and configuration of the RNs to add/drop different wavelengths 
towards the ONUs depending on the ONU to OLT assignment process.  
• The maintenance of the LLID/MAC associations, and the corresponding SLAs of 
ONUs and migration of these entries once an ONU is served by a different OLT.  
• The maintenance of the VLAN to port identification in the HE bridge and 
migration to another port when the ONU is served by a different OLT. 
 
  
The HE based controller can communicate directly with the OLTs and the HE based 
switch through a management LAN interface [8]. The HE control and management 
channel is implemented on an out of band bidirectional communication channel 
based on 1490/1310 nm optics. Fig. 8 illustrates the communication stack for this. 
The HE to CPE communication is realized through a “data plane”. A LAN 
connection is made from the HE controller to one of the traffic ports of the HE bridge 
and the management traffic is routed to the ONUs. The OLTs at the HE also 
communicate with the associated ONUs via existing MPCP and OAM protocols, and 
in addition from the OLT application layer to the ONU application layer. Fig. 9 
illustrates the communication stack for this.  Fig. 10 illustrates the management 
model of the network with k OLTs, m Remote Nodes and n ONUs. In this model 
each ONU can support one or more connections with a unique identity. The 
connections are associated with a unique LLID issued by the OLT, a VLAN identifier 
and a set of Service Level Agreement (SLA) parameters. In this model each ONU 
can be associated with multiple end users and each end user can opt for one or 
more content/service providers. 
 
Figure 8: Communication protocol stack between HE controllers-OLTs and HE controllers and RNs 
 
Figure 9: Communication protocol stack between HE controllers-OLTs and HE controllers and RNs 
5. Discussions 
The service delivery aspects in a BBP network are presented. The network is 
described as a stack of logical PONs which are operating in their native TDM 
format. The DWDM overlay along with the use of micro-ring resonator based 
ROADMs allows the network to dynamically alter the number of ONUs per logical 
PON to allow for load balancing and optimizing the bandwidth delivery to the end 
user. This creates an evolving configuration for service delivery to end users where 
end users connected to a single ONU might be served by different OLTs over a 
period of time. The Ethernet picture of the network gives an insight into how VLANs 
are used for service delivery from the edge to the EPON segment. The issues 
related to migration of an ONU from one OLT to another are discussed. The 
network view from a control and management perspective is presented. This out of 
band communication is used to monitor network elements, to alter network 
configuration for optimal bandwidth delivery and to ensure minimal service 
disruption. 
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Figure 10: Management Model 
