I. INTRODUCTION
T HE classification of underwater signals recorded from passive sonar remains a challenging problem, which is of immense interest for military applications. Conventionally, human experts perform identification by listening, or by visual inspection of spectrographic representations. However, the increasing complexity of sonar arrays means that manual classification is often impractical; there is therefore a real need for reliable automatic classification.
Long-duration underwater sound emissions such as engine noise can be largely suppressed, whereas transient emissions (such as those caused by a buckling hull or propeller cavitation) are harder to control. Accordingly, there has been particular interest in the automatic classification of transient sonar sounds (e.g., [3] , [16] , [18] , [22] , [23] , [28] ). However, reliable classification is difficult because such signals vary widely in their temporal and spectral characteristics and can originate from biological sources (such as shrimp and cetacea) as well as me- chanical ones. Furthermore, transients of interest are often of very short duration and tend to be embedded in high levels of ambient ocean noise. Various approaches to automatic classification of sonar transients have been described, including those based on time-frequency analysis [3] , [22] , fuzzy logic [18] , and a hybrid hidden Markov model-multilayer perceptron (HMM-MLP) classifier [16] . However, the superior performance of experienced human listeners in transient classification tasks suggests that some advantage might be gained from a perceptually motivated approach. There is some support for this notion in the literature. For example, Teolis and Shamma [28] found that spectral features derived from a computational auditory model gave better performance in a sonar classification task than spectra obtained from the short-time Fourier transform (STFT). Similarly, Parks and Weisburn [23] report that a perceptually motivated frequency analysis offers an advantage over the STFT for the classification of whale and ice sounds.
Accordingly, this paper describes a novel approach to the classification of sonar transients which is motivated by two underlying principles. Firstly, there is a focus on acoustic features that are held to be important for human classification of transient sounds, as determined by psycho-physical experiments. Secondly, the authors deal with the problem of varying temporal and spectral characteristics by using a feature selection algorithm, which determines a subset of features that optimally model each class of transient sounds.
Three kinds of acoustic features are employed in the current study; those which provide cues to the timbre of a transient sound, cues to the material properties of its underlying physical source, and an encoding of its temporal context (see Fig. 1 ). Clearly, information from these features must be integrated in order to make a classification decision, and this raises the issue of how to combine features that are extracted at different time scales. For example, consider a sequence of related transient events (such as propeller cavitation). The timbre of each event might be described using features computed on a millisecond time scale, whereas the signal may also contain a temporal pattern that extends over several seconds. Here, it is shown how features computed at different time scales can be effectively combined by embedding information about long-duration temporal patterns into feature vectors computed over a short time period.
Comparative evaluation of transient classification systems is somewhat problematic, because there is no widely available standard corpus, and much of the data used by other workers cannot be distributed for reasons of national security. Here, the authors' own data set is used, but the performance of the proposed classification system is compared across four 0364-9059/$20.00 © 2005 IEEE Fig. 1 . Overview of the training (left panel) and testing (right panel) procedures. During training, three kinds of features are computed for each exemplar in the training set. The Parcel algorithm, which is a means of selecting an effective subset of features based on classification performance, is used twice during training: once to select temporal features at an appropriate time scale, and then again to determine the features appropriate for modeling each class in the corpus. During testing, the feature vectors for each transient class are computed, and a classifier is used to determine the confidence value for each class model. The class with the highest confidence value is taken as the label of the test exemplar.
conditions using the following: 1) perceptually motivated features; 2) spectral features derived from the STFT; 3) features that measure the statistics of time, frequency, and power; and 4) perceptual, spectral, and statistical features together. It is demonstrated that perceptually motivated features are often selected in preference to the others, but that the best performing classifier uses a subset of all the available features.
The rest of the paper is organized as follows. Section II gives an overview of the procedure used to train and test the transient classifier. Section III describes the corpus of transient sonar sounds that have been used for evaluating the proposed system. In Section IV, the perceptually motivated acoustic features are described, and a means of integrating different features is outlined. The listening experiments that were carried out to derive the perceptually motivated features are only briefly described, because the focus of the current paper is on the classifier itself rather than the underlying psychophysical justification for it; for further details, the reader is referred to [32] . Section V describes how the optimal feature set is derived for each class, and Section VI explains the classification algorithm. The experimental protocol for evaluating the classifier is described in Section VII, and results are presented in Section VIII. Section IX concludes with a summary and discussion.
II. OVERVIEW OF THE SYSTEM
The procedures for training and testing the transient classifier are shown in Fig. 1 . In the training phase, acoustic features are computed for each exemplar in the training set. Features that encode the temporal pattern of events are computed at a number of time scales, forming a hierarchical view of the temporal context around each transient event. The Parcel algorithm [27] is then used to perform a heuristic search in order to find the subset of temporal features for each class, which maximally discriminates it from the remaining classes. The selected temporal features are supplemented by features that encode the timbre and perceived material of the individual transient event. Parcel is then used again to select the optimal subset of features for each class from all of those available.
It should be noted that Parcel evaluates a number of classifiers for each class (we use the term "classifier" to denote the combination of a classification algorithm and a particular set of features). Each classifier has a different operating point (i.e., a different tradeoff between true positives and false positives).
Consider two classes of transient, and . A true positive occurs when a transient belonging to class is correctly assigned to class , and a false positive occurs when a transient belonging to class is erroneously assigned to class . Here, the tradeoff between true positives and false positives is determined by the feature set used, and by tuning a parameter of a fuzzy -nearest neighbors (KNN) classifier. The ability to specify an operating point is highly desirable, because transient detection is inherently a variable-cost domain. For example, in military applications, the cost of a misclassification may depend on whether transient detection is being carried out during routine ocean monitoring, or during combat.
In the testing phase, an operating point is specified, and the corresponding feature set and fuzzy KNN tuning parameter are retrieved for each class model. Test exemplars are then matched against each class model, and labeled with the class that yields the highest confidence value (for a justification of this approach, see [14] ).
The following sections describe the training and testing procedures in detail. First, the corpus of transient sonar sounds that were employed is described. Then, the acoustic features that were used are explained, and methods for combining features that cover different temporal contexts are suggested. Finally, the feature-selection process and fuzzy KNN classifier are described.
III. CORPUS
The corpus used for evaluation consisted of a collection of passive sonar recordings of biological and mechanical sources, recorded at a number of different ocean locations. The acoustic signals were digitally sampled at a rate of 24 kHz with a 16-bit resolution, and they were supplied to us with ground-truth labels provided by experienced sonar operators.
The start and end points of transient events were manually identified. For each recording, noise reduction was performed using spectral subtraction [4] . Specifically, the spectrum of the ambient ocean noise was estimated during a period in which there was no transient activity, and this was subtracted from the spectrum of each noisy signal. Overall, 1200 transients were identified from 10 different transient classes. These data were split into training, validation, and testing sets in the ratio of 2:1:1. The transient classes selected and the number of exemplars in each class are shown in Table I . Note that the signals 
IV. ACOUSTIC FEATURES

A. Timbre
Timbre is defined by the American National Standards Institute (ANSI) as being "that attribute of auditory sensation in terms of which a subject can judge that two sounds similarly presented and having the same loudness and pitch are dissimilar" [1] . This definition is somewhat problematic for transient sounds, which being of short duration often elicit no clear pitch percept-nonetheless, they have a distinct timbre. A more appropriate definition for these purposes is given by Handel [13] , who simply defines timbre as " what it sounds like."
Timbre is widely regarded as a multidimensional percept, and psychophysical studies of timbre typically employ multidimensional scaling (MDS) algorithms to identify the perceptual dimensions [12] . Such studies collect listener judgements of similarity for a small number of tones and transform the judgements into a space of two to four dimensions. A transformation is chosen such that sounds that were consistently judged as being similar are located close to each other in the timbre space, whereas those that were judged to be dissimilar are placed far apart. The acoustic cue corresponding to each dimension of the space is then identified by correlating the acoustic properties of the sounds with their corresponding location along each dimension of the timbre space.
A similar approach was used here. Sixteen transients of both biological and mechanical origin were manually selected from passive sonar recordings. Ten subjects judged the similarity of pairs of transients on a five-point scale, ranging from "similar" to "dissimilar." These judgements were transformed to a threedimensional (3-D) timbre space using the INDSCAL algorithm [6] . Two-dimensional (2-D) projections of the timbre space are shown in Fig. 2 .
Numerous acoustic features were then computed for the transient signals, including those previously described in the literature on musical timbre (e.g., see [21] and [24] ) and various features derived from STFT spectra. The correlation between each feature and the dimensional location of each sound was determined using the Pearson product moment correlation coefficient, and the corresponding acoustic feature was chosen, which gave the highest correlation for each dimension.
Three acoustic features were identified by this process, which correspond respectively to the three dimensions in Fig. 2 . Note that to produce the acoustic features described below, the signals were split into frames of 10-ms duration with a 5-ms overlap. The first was a measure of the spectral change over time (denoted "spectral flux" by [21] ), which was computed as the mean correlation between successive spectra derived from the STFT (1) Here, is the number of frames in the signal and is the Pearson product moment correlation coefficient between the vectors of spectral features at time frames and . The second feature was the frequency of the lowest peak in the average spectrum (computed as the mean spectrum over all time frames), with the constraint that the amplitude of this peak should be no less than 10 dB below the maximum spectral amplitude.
The third feature identified was the temporal centroid of the transient; in other words, the center of gravity of its temporal envelope. This was computed by (2) where is the signal energy at time (see also [24] ). Here, it is assumed that transients have been detected and isolated by a prior process (see Section VII), and hence, was taken to be the starting time of the isolated transient.
B. Material
Numerous studies have investigated the perception of physical properties of vibrating objects, such as the hardness of mallets [10] , the gender of walking sounds [19] , and acoustic correlates of the shape [17] and material [11] of vibrating plates. However, little consideration has been given to the role that the acoustic environment plays in such listening tasks (although [11] examines the effect of external damping on the perception of material properties). It is therefore unclear whether the acoustic cues available to listeners when sound is propagated in air are also available when sound is propagated in water.
Accordingly, the perception of physical properties of objects vibrating both in air and underwater was investigated. Recordings were made by striking plates of a variety of sizes, shapes, and materials when they were suspended in an acoustic booth and in a large water tank. These recordings formed the basis for a psychophysical experiment that asked subjects to estimate the size ratio of two plates of the same shape and material and also asked subjects to estimate the shape and material of plates of the same size (for details see [33] ).
The results of this study showed that subjects were very good at identifying the material of the plates, and also that their judgements formed characteristic "macrocategories" (see also [11] ). Macrocategories are groups of stimuli for which confusion within a group is significantly higher than confusion between groups. In this experiment, it was found that metallic plates were placed in one macrocategory and that another was formed from plastic and wood plates. Furthermore, comparison of listener's performance for in-air and underwater recordings suggested that the rate of decay of transient sounds was an important factor in determining listener's perception of material properties.
Motivated by these experimental findings, a computer model that extracts a cue to material property from acoustic transients was developed. Classification experiments using this model suggest that it gives a good match to listener's performance [33] . The stages of processing in the computer model are shown schematically in Fig. 3 .
The acoustic impulse response of a freely vibrating plate can be described as the superposition of a number of decaying sinusoids, the frequencies of which are determined by the physical properties of the plate itself. Each sinusoid has the form (3) where is the frequency of the component, is the time, is the initial amplitude, and is a material-dependent parameter referred to as the internal friction [9] . Hence, the decay of each frequency component depends only on the material properties of the plate, and may be regarded as a reliable indicator of material.
Accordingly, processing in the computer model proceeds as follows. Initially, the sampled signal is filtered by a bank of 128 bandpass (gammatone) filters, which model the frequency selectivity of the cochlea. Filter center frequencies are spaced between 50 Hz and 12 kHz on an ERB-rate scale [5] . The Hilbert envelope is computed in each channel and integrated over a 200-ms window with a 10-ms overlap. Spectral peaks are then identified by convolving each short-term spectrum with the derivative of a Gaussian and locating the zero crossings. Only frequency channels that correspond to spectral peaks are selected for further processing. Specifically, the decay in the selected channels is estimated using the Prony method [20] , and the median decay across all channels is taken as the estimate of for that time frame. The mean value over all time frames, weighted by the energy in each frame, is then computed to give a material value for the overall signal.
C. Temporal Pattern
Many of the sonar transients considered here do not occur as isolated events. For example, propeller cavitation consists of a sequence of transient sounds that occur in a regular temporal pattern; the "popping" produced by snapping shrimp is another example. Analysis of temporal pattern can therefore provide a useful basis for the classification of certain sonar sounds.
Todd [29] describes an auditory-motivated approach to analyzing temporal structure in acoustic signals, called the rhythmogram. The rhythmogram is a multiscale analysis, which may be regarded as an auditory analog to edge detection in vision. To construct the rhythmogram, the temporal envelope of a signal is progressively low-pass filtered and peaks are identified at each level of smoothing. By plotting the temporal location of peaks against the degree of smoothing, a hierarchical view of temporal structure is developed. Todd demonstrates that the rhythmogram is able to identify the hierarchical temporal structure present in music and speech [30] .
Here, a representation of temporal pattern, which is similar to Todd's, is computed; however, the motivation is different since features for classification, rather than a visual display for acoustic analysis, are required. The procedure used is shown schematically in Fig. 4 . First, the temporal envelope of the signal is extracted by computing the root-mean-square (rms) level over a window of size 30 ms. Gaussian filters are then used to smooth the envelope at a number of scales, varying from 0.2 to 122 ms. Peaks are identified in the smoothed envelope at each scale to give a hierarchical representation, an example of which is shown in Fig. 5 .
The representation shown in the figure is not suitable as a basis for classification for two reasons. Firstly, the rhythmogram is time dependent, i.e., a different structure emerges depending on the time at which the temporal sequence starts. Secondly, the rhythmogram contains redundant information, because a range of smoothing filters detect the same temporal events. This is apparent in Fig. 5 , in which the structure between Gaussian widths of 20 and 60 ms is nearly identical.
The time dependency of the rhythmogram can be addressed by performing classification upon the distribution of interpeak intervals at each time scale, rather than the absolute times at which peaks occur. Specifically, interpeak interval histograms are computed at each scale, which are normalized by the number of peaks. Normalization removes a scale-dependent bias in the frequency of events; it is apparent from Fig. 5 that the frequency of detected events is inversely proportional to the width of the smoothing filter. In practice, since the frequency bins are sparsely populated, it was found that it was preferable to use a parametric approach in which the distribution of interpeak intervals at each scale was represented by a mixture of Gaussians (MOG). The expectation maximization algorithm [2] was used to fit a MOG to the interpeak interval histograms, as shown in Fig. 6 .
The problem of redundancy in the rhythmogram might be addressed in a number of ways. A simple approach is to reduce the rhythmogram to a single vector by averaging over the scale dimension. However, this approach did not perform well, presumably because information about the activity at different scales is lost. Better classification performance was obtained by using a representative subset of scales, but selecting the appropriate scales proved to be nontrivial. Attempts were made to choose a subset of scales according to a linear division of scale space and by selecting scales at which the most activity was present. Neither approach was satisfactory.
A solution to the problem of scale selection from the rhythmogram eventually came from two insights. Firstly, the most appropriate set of scales depends on the class of transient that is being modeled, since sonar sounds differ widely in their temporal structure. Accordingly, scale selection is done independently for each class in the training set. Secondly, scale selection is essentially a kind of feature selection; a heuristic search of scale subsets is therefore performed using the Parcel algorithm (see Section VII and [27] ).
During training, features for encoding temporal pattern are computed and selected for each class as described above. The temporal context used to compute the rhythmogram is a 10-s window centered on the transient even. During testing on novel stimuli, the rhythmogram is computed, and the likelihood of a class model producing the observed temporal pattern is derived from the MOG for each scale. Specifically, the sum of the probabilities derived from each mixture component of the MOG is used as a measure of scale likelihood. To prevent bias between models with a different number of scales, the mean of the scale likelihoods is computed and used as an overall class likelihood. A feature vector is then constructed by concatenating the likelihoods for each class. In other words, a vector of temporal features is derived, where is the likelihood that class produced the observed temporal pattern and is the number of transient classes.
D. Interim Summary
In summary, transient sonar sounds are represented using three kinds of features. Firstly, measures related to the timbre of the sound are used, which encode the frequency of the lowest spectral peak, the spectral flux, and the temporal centroid. Secondly, features that cue the perceived material of the sound are employed; these encode the rate of decay of significant spectral components. Finally, temporal pattern is encoded using a multiscale analysis of changes in the envelope of the acoustic signal. The following two sections describe how a classifier can be constructed based on these features.
V. FEATURE SELECTION
This section describes how acoustic features that optimally represent each class of transient sound are selected. Three distinct sets of signals are involved in this process. The training set is used to train acoustical models for each class, and these are subsequently evaluated on a validation set during the feature-selection process. Once the model parameters have been determined and appropriate features have been selected for each class, the classifier is evaluated on a test set.
A. Determining Optimal Feature Vectors
As noted previously, transients differ widely in their spectral and temporal characteristics, and therefore a class of transient may be optimally modeled by a subset of the available acoustic features. For example, several classes of transient in this training corpus occur only as isolated events, and not in a sustained temporal pattern. Features that encode temporal pattern will not aid classification in such cases, and may even impair it.
The search for a subset of available features may be regarded as a search for an ideal feature mask. This is a binary mask, the same length as the complete feature vector, in which a 1 indicates a feature that is used and a 0 indicates a feature that is unused. The search space may therefore be expressed as a feature mask lattice [15] , which is formed by successively flipping each bit of the feature mask.
In order to search this space, a means of assessing each feature mask and a method of performing the search are required. Classifier performance is often assessed through the use of a receiver operating characteristic (ROC) curve, which depicts true-positive rate against false-positive rate. However, a problem with this approach is that one cannot judge which of the two classifiers is superior if their ROC curves cross, because the relative superiority of one or the other depends on the misclassification cost that can be tolerated (and hence, the false-positive rate). To address this issue, the Parcel algorithm [27] , which is a feature-selection algorithm for classification problems with a variable misclassification cost, is used. Parcel performs a heuristic search of feature mask space using the area under the ROC curve (AUROC) as a performance metric.
B. Parcel Algorithm
Parcel [27] allows for both bottom-up and top-down searching of the feature mask, depending on the initial state of the search. For example, for a bottom-up search of a three-attribute feature vector, the initial mask would be (4) The successors of the initial feature mask are then determined by successively flipping a bit, leading to an initial mask pool expressed as ( 
5)
The classification performance is then computed using the feature vectors corresponding to each feature mask in the pool and assessed using ROC curves. Each point on an ROC curve represents the performance obtained by setting a threshold on a continuous output from the classifier (i.e., a classification confidence score). Hence, an ROC curve is a concave function generated by varying this threshold to produce different tradeoffs between true-positive and false-positive rates [31] . An example is shown in Fig. 7 .
Furthermore, it is possible to interpolate between classifiers in the ROC space. Consider two classifiers, one that consistently reports a positive (thus having 100% true and false positives) and one that consistently reports a negative (thus having 0% true and false positives). These classifiers occupy points at (1,1) and (0,0) in the ROC space, respectively. Now, consider a new classifier that randomly selects one of these classifiers with an equal probability of selection; such a classifier would score 50% true and false positives. Similarly, by choosing classifiers with different probabilities, any point on the line in the ROC space between the two classifiers can be attained [27] .
The notion of interpolating between two points in the ROC space can be extended to the example in Fig. 7 , and hence, it is the convex hull over the points in the ROC space that describes the optimal performance. The convex hull is shown as a dashed line in Fig. 7 and is denoted as the maximum realizable ROC (MRROC). The MRROC indicates that optimal performance can be obtained by selecting points from the ROC curves of a number of different classifiers (i.e., the MRROC is a concatenation of ROCs).
During its search of feature mask space, Parcel only examines classifiers that lie on the MRROC. Therefore, in the example described above, the mask pool for the second iteration consists of (6) which is the set obtained by flipping bits in the two feature masks that contribute to the MRROC (i.e., [0,0,1] and [0,1,0]).
The search continues in this manner until there are no more feature masks to examine, or until there is no significant increase in the area under the MRROC. Hence, Parcel performs a heuristic search of the feature lattice that will find a local maximum in the feature space. The resulting set of classifiers may not be optimal, however, since the local maximum found by Parcel may be inferior to a mask that was not examined. Despite this limitation, Parcel was found to be an effective means for searching the feature space that is highly suited to variable cost environments.
VI. CLASSIFICATION ALGORITHM
The framework outlined above is complete except for a description of the specific classification algorithm. Here, the choice of algorithm was largely dictated by the small amount of training data available-in some cases as few as 20 exemplars of a class were available. In such situations, a discriminative classifier is preferred; here, an adaptation of the KNN algorithm is used [2] .
In the KNN algorithm, class membership of a target vector is determined from the labels of the training vectors surrounding the target vector in the feature space. Specifically, to determine the label of the target vector, the distance (generally Euclidean) from the target vector to each element of the training set is computed. The closest training vectors are chosen, and the target vector is then labeled as the mode of this subset of the training vectors. In cases where two or more classes occur with the same frequency in this subset, the label is randomly chosen from the competing classes.
Recall that in order to produce an ROC curve, a classifier that produces a continuously valued confidence score is required. Keller et al. [14] describe an extension to the KNN algorithm that allows a confidence measure to be obtained from the classifier. This is computed as a fuzzy membership value (7) where is the fuzzy membership of the test vector Te to class , is the Euclidean distance between the test vector and the training vector, is the number of nearest neighbors required, and defines the "fuzziness" of the function. defines the membership in the th class of the th training vector and is determined a priori from the labeled training data by (8) where is the number of nearest neighbors used to compute the membership value, is the number of neighbors found, which belong to the th class, and is the class of the th labeled training vector . Hence, two extensions are made to the standard KNN algorithm. Firstly, (8) indicates that each training vector is given a measure according to how well it represents its class. A training vector that is surrounded by members of its own class is given a high value of , whereas one that is isolated from other members of its class is given a low value of . Secondly, (7) makes use of a fuzzy parameter , which determines the extent to which the distance between training and test vectors affects the confidence score. A value of was chosen on the basis of experiments with a small validation set.
VII. EVALUATION
The classification architecture described above was evaluated on the corpus described in Section III using the following configurations: spectral features only, statistical features described by [26] , perceptually motivated features described here, and all of these features in combination.
Spectral features were computed by filtering the acoustic signal with a bank of 16 gammatone filters [5] , [7] . Filter center frequencies were spaced between 20 and 11 050 Hz on an ERB-rate scale. The mean energy in each channel was computed over the duration of the transient, giving a single vector of spectral features.
The features proposed by Ridge [26] are predominantly statistics in the first, second, third, and fourth order of time, frequency, and power. Measures of the rate of attack and decay are also included. Details are given in the Appendix.
The perceptually motivated features constituted the cues to timbre, material, and temporal pattern described above. Recall that the material estimation algorithm has a free parameter, which determines the width of the Gaussian used for smoothing when identifying spectral peaks. Rather than tune this parameter to a specific value, a range of ten smoothing values was used. The resulting ten sets of material features were included in the feature vector, so that Parcel could select features with an appropriate smoothing parameter for each class.
In the current study, only the problem of transient classification is addressed; it is assumed that transients are detected and endpointed by another process (for example, see [25] ). Accordingly, the start and end points of transient events were identified manually, and short and long contexts were isolated. The short context (which delimited the transient per se) was used to compute the spectral, statistical, timbre, and material features. The long context (10 s) was used to compute the rhythmic features.
VIII. RESULTS
Classifier performance was evaluated for a range of false-positive values, and thus results are presented in the form of ROC curves. The AUROC is used as a metric for summarizing the performance of a classifier. In general, better classifiers will have a larger AUROC (note, however, that for a given false-positive rate, the classifier with the largest AUROC may not have the highest true-positive rate). Here, we are primarily interested in comparing classifiers that use different acoustic features; to do so, the ratio of their AUROCs is reported. In the following, a ratio of AUROCs is calculated as , so a ratio greater than 1 indicates that has a greater AUROC than .
A. Comparison of Feature Vectors
ROC curves for classifiers trained on the spectral, statistical, and perceptual features are shown in Fig. 8 , and results for classifiers trained on all features are shown in Fig. 9 . The results are summarized in Table II , in the form of a comparison of AUROC ratios. The results show that for the classification framework used here, the proposed perceptually motivated features are superior to both the statistical and spectral features. Furthermore, simple spectral features outperform the statistical features on this corpus, and the best performance is achieved when all of the features are made available for feature selection. Examination of the ROC curves suggests that performance on the Bio Clicks class is relatively poor in all cases. It should be noted that this class was the most heterogeneous of those considered here, since it contained clicks emitted by a number of biological sources. Propulsion sounds are best recognized using spectral features, presumably because they have a characteristic spectral pattern that is not modeled well by the statistical or perceptual features.
Signals in the Knocks class have a characteristic temporal pattern (recall Fig. 5 ), which is apparently well represented by the proposed rhythmic features. For this class, the proposed features give a substantial improvement in performance compared to the spectral and statistical features.
In overall terms, the best classification performance is obtained when the Parcel algorithm is able to select from all of the available features. Note, however, that better performance was obtained on the Knocks class using the perceptually motivated features only. This highlights the fact that Parcel aims to optimize performance for all classes, rather than for each individual class. In the case of the Knocks class, Parcel failed to find the best performing feature set, which most likely consisted of perceptually motivated features only.
B. Analysis of Feature Selection
It is instructive to examine the selections made by Parcel when all features were available. Each ROC curve in Fig. 9 represents the performance of a number of classifiers, which may employ different features at different operating points. For a meaningful analysis, the feature set used at a particular operating point must therefore be chosen. Here, the operating point at which the ROC curve crosses the line connecting (1,0) and (0,1) is chosen, since points on this line have equal error rates (i.e.,
). For each Table III shows the features used by the classifier that was closest to this operating point on the ROC curve. Parcel selected between three and twelve features to represent each class of transient, with a mean of six features selected. Features were used from the perceptual, spectral, and statistical categories in almost equal proportion (20:22:22, respectively). Seven classes used perceptual features, although some (such as Controls and Tinkling) used statistical or spectral features alone. It is promising to note that classifiers which performed particularly well (e.g., those for the Rattles and Machinery classes) mainly used perceptual features. It is noted, however, that for this corpus, one of the features relating to timbre-temporal centroid-was not selected for any class.
The perceptually motivated features that encode rhythmic information appear to have been used in a way that is intuitively reasonable. For example, the Knocks class has a characteristic temporal structure, and uses four such features.
It is also interesting to note that rhythmogram features associated with a particular class have been employed by other classes. For example, the Propeller class uses features that encode the likelihood that the Bio, Mooring, Rattles, and Propulsion classes have produced the observed temporal pattern. In this case, the temporal structure of the Propeller class is substantially different from these other classes, and hence, strong evidence for, say, the Bio class will mitigate against the Propeller class.
IX. SUMMARY AND DISCUSSION
This paper has described a framework for classifying transient sonar signals, together with perceptually motivated acoustic features that encode properties such as timbre, material, and temporal pattern. The proposed approach is enforced by two observations. Firstly, sonar transients vary widely in their spectral and temporal properties, and hence, different classes of transient may be most effectively modeled by different acoustic features. Accordingly, a feature-selection approach based on the Parcel algorithm is used [27] , which determines the optimal features for modeling each class. Secondly, transient sonar sounds often occur in a characteristic temporal pattern. Hence, cues that encode the temporal distribution of transient events over a relatively long time window (10 s) are employed.
The particular classifier used was a fuzzy KNN algorithm that allows a confidence measure to be derived. However, the proposed framework is quite general, and any classifier that produces a continuous output could be used. Similarly, other acoustic features could be used in place of, or in addition to, the ones described here.
The results of the experiments provide some justification for using perceptually motivated acoustic features. The perceptual features were superior to both the statistical and spectral features when used alone, although better performance was obtained by allowing Parcel to select from all of the available features. The results confirm that the classification of some transient sounds can be improved by employing features that encode the temporal context in which they occur (specifically, the temporal pattern). Features that encode perceptual attributes such as timbre and material also appear to be useful, although they were selected less frequently by Parcel and were not chosen for some classes. In some cases (e.g., the Mooring class), spectral features were chosen in preference to timbral features, suggesting that the latter did not provide an effective encoding of the characteristic spectral properties of the class. However, timbral features proved effective in modeling other classes such as Rattles and Chains.
The training phase of the proposed approach is relatively time consuming, since it requires the evaluation of multiple alternative classifiers for each class (feature selection using Parcel required approximately 3 days of processing time on a 500-MHz Pentium III machine). However, once the class models have been derived, the testing phase only requires the computation of the feature vectors and confidence scores. In principle, close to real-time performance could be achieved during testing (although it is noted that the 10-s window required for computation of the rhythmogram features is a limitation in this regard). A further advantage is that the training set used by the fuzzy KNN algorithm can be updated dynamically, if it is assumed that new exemplars are adequately represented by the acoustic features selected for the class.
It should be noted that the Parcel algorithm does not scale to an arbitrary number of features without concern for the amount of training data available. Specifically, very large amounts of training data are required if the pool of candidate features is large, because of the "curse of dimensionality" [2] . In the present simulations, Parcel selected an average of six features to represent each class. Given the limited training data available to us, it is possible that some classifiers whose feature masks contained many 1s were not properly characterized, and this was the reason why they were not selected. This issue will be investigated in future work.
The proposed approach is well suited to dealing with the variable cost of transient misclassification. When the cost of a misclassification is low (e.g., during routine ocean monitoring), an operating point that gives a high true-positive rate at the cost of many false positives may be specified. Similarly, when the cost of a misclassification is high (e.g., during combat), a low incidence of false positives may be paramount. Such decisions are not affected during the training of the classifier; they can be made dynamically during its use.
Finally, it is noted that Collier [8] recently reported a psychophysical study in which novices and trained sonar operators were asked to categorize sonar recordings as being either of man-made or biological origin. He found that novices could perform this task almost as well as trained sonar operators, and did so using similar strategies for most signals. This result lends support to the proposed approach, because it suggests that general acoustical properties (such as timbre and temporal pattern) are likely to be exploited by both novices and trained listeners. It is therefore possible that the present system could model the findings from Collier's study. This remains to be tested empirically. It also remains to be shown whether this system would scale to the larger corpus used by Collier, which contained 23 classes of transient as opposed to the 10 classes used here.
As well as a comparison against human performance, future work will consider a wider range of perceptually motivated features. The extent to which the proposed approach is able to discriminate the acoustic signatures of merchant shipping from other sounds will also be investigated.
APPENDIX
This appendix details the statistical features proposed by Ridge [26] , which are denoted as in Table III . During preprocessing, the signal is split into frames and the STFT of size is computed for each frame. The signal is therefore represented by frames of spectral coefficients. In the following, denotes the power at time and frequency . Duration: the number of time frames in the signal (9) Peak power: maximum of the total power over all time frames Frequency skew: the mean of the frequency skew (16) Frequency kurtosis: the mean of the frequency kurtosis (17) Mean time: the mean time of the event, weighted by power (18) rms time: a measure of the temporal bandwidth (19) Temporal skew: the mean of the temporal skew (20) Temporal kurtosis: the mean of the temporal kurtosis (21) Power SD: standard deviation of the power (22) Power SDT: standard deviation of the power in time (23) Power SDF: standard deviation of the power in frequency (24) Power skew: skew of the power (25a) (25b)
Power skewT: skew of the power in time (26) Power skewF: skew of the power in frequency (27) Power kurtosis: kurtosis of the power (28) Power kurtosisT: kurtosis of the power in time (29) Power kurtosisF: kurtosis of the power in frequency (30) Rate of attack: maximum rate of increase of the total power in each time frame, from the start of the signal to its peak level (31) Rate of decay: minimum rate of decrease of the total power in each time frame, from the peak level of the signal to its end. 
