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Kurzfassung
Stabgittermodelle, auch Lattice Spring Models (LSM) genannt, werden bereits seit
mehr als 100 Jahren in der Mechanik untersucht. Dabei werden Stabgittermodelle
anhand der Knoten und Verbindungselemente zwischen den Knoten charakterisiert,
wobei der Fokus in dieser Arbeit auf Stabgittermodellen mit Normalfedern liegt. Diese
Stabgittermodelle haben den Vorteil, dass sie nur aus Normalfedern bzw. Stäben
bestehen und daher ein eindeutiges eindimensionales Versagenskriterium gegeben
ist. Diese Stabgittermodelle genügen den Cauchy-Bedingungen, was für ein isotropes
Materialverhalten eine feste Poissonzahl ν voraussetzt. Im zweidimensionalen Fall
führt dies bei einem ebenen Spannungszustand zu ν = 1/3. Beim ebenen Verzerrungs-
zustand und dem dreidimensionalen Fall ergibt sich die Poissonzahl zu 1/4. Mit diesen
Einschränkungen werden verschiedene Zelltypen (Dreieck, Viereck, Tetraeder und
Hexaeder) auf ihre Eignung für statische und dynamische Simulationen untersucht.
Hierfür werden verschiedene Methoden zur Bestimmung der Stabsteifigkeiten bzw.
Stabquerschnitte vorgestellt und diskutiert. Es zeigt sich, dass alle bisher bekann-
ten Methoden nur in einigen wenigen Fällen, z.B. gleichseitiges Dreieck, auf eine
Lösung führen und diese Methoden nicht für beliebige Gitterstrukturen eingesetzt
werden können. Aus diesem Grund wird eine neue Methode zur Bestimmung der
Stabsteifigkeiten eingeführt und damit verschiedene Problemstellungen simuliert. Die
Ergebnisse werden mit analytischen Lösungen oder Simulationsergebnissen der Finite-
Elemente-Methode (FEM) verglichen. Hierdurch kann die Konvergenzgeschwindigkeit
der Stabgittermodelle bestimmt werden. Aus der theoretischen Herleitung und den
Simulationsergebnissen zeigt sich, dass Stabgittermodelle eine Näherung für finite
Elemente mit linearen Ansatzfunktionen darstellen. Dabei wird die Konvergenzge-
schwindigkeit der finiten Elemente nur in Ausnahmefällen erreicht. Darüber hinaus
ist der Einfluss der Gitterstruktur immer zu berücksichtigen und beeinflusst die Er-
gebnisse maßgebend. Neben linear-elastischen Stabgittermodellen werden nichtlineare
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Stabgittermodelle untersucht. Dabei zeigt sich, dass ein nichtlineares Materialmodell
der Stäbe auf ein anisotropes Materialverhalten des Kontinuums zurückgeführt wer-
den kann, womit die Cauchy-Bedingungen weiterhin gelten. Die Anisotropie hängt
dabei immer von der Gitterstruktur ab. Der Einfluss des Gitters wird auch bei Riss-
simulationen deutlich. Es wurden die zwei Testfälle Druckbelastung (Hou-Scheibe)
und Zugbelastung (Ayatollahi-Scheibe) betrachtet und Netze mit Dreieckszellen und
unterschiedlicher Netzfeinheit untersucht. Neben statischen Untersuchungen wird
die Anwendung von Stabgittermodellen in der Dynamik diskutiert. Dabei zeigt sich,
dass ein reines Stabgittermodell die Massenträgheit von finiten Elementen nicht
abbilden kann. Für die Abbildung der Massenträgheit ist ein gekoppeltes Stab-
Punktmassenmodell notwendig, wobei die daraus gewonnen Stabquerschnitte nicht
mit den Stabquerschnitten aus der statischen Rechnung übereinstimmen. Am Beispiel
einer Modalanalyse wird der starke Einfluss der LSM-Steifigkeit auf die Eigenmoden
deutlich. Des Weiteren wird der Einsatz von Stabgittermodellen in der Wärmeleitung
diskutiert. Es wird bewiesen, dass die Wärmeleitmatrizen von finiten Dreiecks- und
Tetraederelementen mit linearen Ansatzfunktionen und der entsprechenden Stabgit-
terzellen identisch sind. Bei der Betrachtung der instationären Wärmeleitung ergeben
sich gekoppelte Stab-Punktmodelle für die Wärmeaufnahmematrizen wie bei den
Massenmatrizen in der Dynamik.
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Abstract
Lattice Spring Models (LSM) have been investigated in different fields for over 100
years. These models can be distinguished by their nodes and the elements in between.
This work focuses on lattice spring models with normal springs. This type of model
has the advantage that the failure criterion is unambiguous. In the early days of these
models it was shown that their application is limited by the Cauchy-relations. These
relations lead to a Poisson ratio of ν = 1/3 for plane stress and ν = 1/4 for plane
strain and three-dimensional models if an isotropic material is considered. With this
limitation different cells (triangle, quadrilateral, tetrahedron and hexahedron) can
be investigated for static and dynamic simulation. In this context different methods
for determining the spring stiffnesses respectively cross sections of the bars have
been presented. All existing methods only yield a solution for an isotropic material
in some special cases (equilateral triangle), so that a new method is introduced for
determining the spring stiffness for arbitrary meshes. This method was applied in
several test cases to obtain a convergence rate in linear elastic static simulation. All
simulations showed a significant mesh dependency. Above that Lattice Spring Models
with normal springs only approximate the results of the Finite-Element-Method with
linear test functions.
Furthermore, this new method for determining the spring stiffnesses was extended to
shell structures and applied to two test cases. A single layer model was used to deal
with membrane shells. If a bending stiffness was required due to low curvature of the
shell, a double-layer model would be introduced.
If geometric and material non-linearities are introduced to the Lattice Spring Models
it can be shown that the Cauchy-relations are still valid. The lattices then represent
an anisotropic constitutive law, which depends on the mesh. This dependency appears
in crack simulations. Two test cases were performed and compared with experimental
results. The first test case was a disc under pressure. The second test case was a
vii
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disc under tensile stress. It could be shown that in both cases the crack propagation
could be computed with Lattice Spring Models.
Apart from the static simulation, dynamic Lattice Spring Models were discussed.
It was shown that a coupled bar-point-mass model must be used to represent the
continuum. Furthermore, the cross sections of the dynamic calculation do not match
the cross sections of the static calculation. In total the approximated stiffness leads
to insufficient results, so that Lattice Spring Models with normal springs should not
be used for modal analysis.
Finally the application of Lattice Spring Models for heat transfer problems was
investigated. It was proven that the conductance matrices of the Lattice Spring
Model for triangles and tetrahedrons are identical to the conductance matrices of the
finite elements with linear test functions. The extension to transient heat transfer
leads to the same model for the heat capacitance matrix as it was shown in dynamic
simulations for the mass matrix: The heat capacitance matrix must be modelled
with a coupled system of point and bar model.
viii
Abkürzungsverzeichnis
bcc body-centered cubic
CG Konjungierte-Gradienten-Verfahren
CTOD Crack tip opening displacement
DEM Diskrete-Elemente-Methode
DGL Differentialgleichung
ED Ebener Verzerrungszustand
EM Eigenmode
E-Modul Elastizitätsmodul
EMT Effective Medium Theory
ES Ebener Spannungszustand
EV Eigenvektor
EW Eigenwert
EWP Eigenwertproblem
fcc face-fentered cubic
FEM Finite-Elemente-Methode
FVM Finite-Volumen-Methode
FVW Faserverbundwerkstoff
GFEM Generalized Finite Element Method
LSM Lattice Spring Method
PUM Partition of Unity Method
RBSM Rigid Body Spring Model
REM Randelemente-Methode
RE Referenzeinheit
ix
Abkürzungsverzeichnis
SGBEM Symmetric Galerkin Boundary Element Method
XFEM eXtended Finite Element Method
x
Nomenklatur
Für die vorliegende Arbeit wurde die folgende Nomenklatur gewählt:(
. . .
)
Zeilenvektor{
. . .
}
Spaltenvektor[
. . .
]
Matrix
∂f
∂x
Partielle Ableitungen von f auch f,x abgekürzt
d
dx
Totale Ableitungen nach allen Komponenten von x
0i quadratische Nullmatrix mit Dimension i
a⊥ Vektor der senkrecht auf a steht, gleichbedeutend mit
{
a2 −a1
}
a Vektoren werden mit Kleinbuchstaben bezeichnet
A Matrizen werden mit Großbuchstaben bezeichnet
A Stabquerschnitt
b Volumenlast
C Materialmodell bzw. Elastizitätsmatrix
CES Elastizitätsmatrix für den ebenen Spannungszustand
CED Elastizitätsmatrix für den ebenen Verzerrungszustand
C Wärmeaufnahmematrix
Ci Komponenten der Wärmeaufnahmematrix des Punktmodells
Cbar,i Wärmeaufnahme für ein Stab i im Stabmodell
Cij Komponenten von C
cp Spezifische Wärmekapazität
E Elastizitätsmodul
Ei Einheitsmatrix mit der Dimension i
ε Linearisierte Verzerrung
εD Deviatorische Verzerrung
eij Deviatorische Verzerrung
xi
Nomenklatur
εV Volumetrische Verzerrung
0ε Verzerrung bezogen auf den Ausgangszustand
tε Verzerrung bezogen auf den Momentanzustand
εe Elastische Verzerrung
εp Plastische Verzerrung
εlog Logarithmische Verzerrung
εGL Green-Lagrange Verzerrung
Fij Deformationsgradienttensor
f int Innere Knotenkräfte
f ext Äußere Knotenkräfte
I Flächenträgheitsmoment
J Jacobi-Matrix
det (J) Jacobi-Determinante
G Schubmodul
K Kompressionsmodul
K Steifigkeitsmatrix
λ Lastfaktor
∆λ Lastinkrement
λ Eigenwertvektor: Komponenten sind die Eigenwerte
λ Wärmeleitfähigkeit
λ˜ Wärmeleitfähigkeit eines Stabelements
λ Wärmeleitfähigkeitsmatrix
l˙ij Deformationsgeschwindigkeitstensor
Li Länge des Stabs i
L Wärmeleitmatrix
M Massenmatrix
mi Masse des Punktes i beim Punktmodell
mbar,i Masse des Stabs i beim Stabmodell
n Normalenvektor
nRef Referenznormalenvektor
nex x-Achse im ortsabhängigen Koordinatensystem
ney y-Achse im ortsabhängigen Koordinatensystem
xii
ν Poissonzahl / Querkontraktionszahl
uˆ Verschiebungsfreiwerte
∆uˆ Verschiebungsinkrement
∆uˆ0 Verschiebungsinkrement beim letzten konvergierten Zustand
∆uˆint Verschiebungsinkrement durch die inneren Knotenkräfte
∆uˆext Verschiebungsinkrement durch die äußeren Knotenkräfte
p Flächenlast
Πint Verzerrungspotential
Πint,LSM Verzerrungspotential des LSM
Πint,Konti. Verzerrungspotential des Kontinuums
ΠA Oberflächenpotential
Πext Potential der äußeren Lasten
Πtherm Thermisches Potential
r Stabvektor
s Bogenlänge
σ Cauchy-Spannung
σeng Ingenieurspannung
σF Fließspannung bzw. Grenzspannung
σD Deviatorische Spannung
sij Deviatorische Spannung in Tensorschreibweise
σH Hydrostatische Spannung
tσ Spannung bezogen auf Momentanzustand
0σ Spannung bezogen auf Ausgangszustand
σP Zweite Piola-Kirchhoff-Spannung
Tˆ Temperaturfreiwerte
v Eigenvektoren
xˆ Ortskoordinaten der Knoten
x Ortskoordinaten
x Koordinaten im Momentanzustand
X Koordinaten im Ausgangszustand
xiii

1. Einleitung
Seit über einem Jahrhundert werden Stabgittermodelle - eng. Lattice Spring Models
LSM - eingesetzt, um die physikalischen Eigenschaften von Körpern nachzubilden.
Eine Anwendung von Stabgittermodellen ist die Repräsentation des Kontinuums, bei
der ein kontinuierlicher Körper durch ein Stabgitter abgebildet wird. Dieses Stabgitter
wird primär eingesetzt, um kontinuierliche und diskontinuierliche Probleme aus den
Naturwissenschaften, insbesondere der Mechanik und sekundär auch der Wärme-
leitung, zu modellieren. Ein Anwendungsgebiet ist z. B. die Simulation von Rissen,
insbesondere ihre Entstehung und Ausbreitung. Für die Praxis ist die Vorhersage
der Rissbildung und des Risswachstums wichtig, da Risse zu einem kompletten Ver-
sagen eines Bauteils führen können. Die Folgen können je nach Bauteil katastrophal
sein, wie z. B. beim Flugzeug. Aus diesem Grund sind Konstrukteure bestrebt vor
dem Einsatz Strukturen bezüglich ihres Verformungs- und Versagensverhaltens zu
untersuchen. Heutzutage werden hierfür immer häufiger Simulationsmethoden wie
die Finite-Elemente-Methode (FEM), die Finite-Volumen-Methode (FVM) oder die
Randelemente-Methode (REM), auch Boundary-Element-Method genannt, eingesetzt.
Diese Methoden basieren allerdings auf der Kontinuumsmechanik und sind in ihrer
ursprünglichen Form nicht geeignet, um diskontinuierliche Systeme wie z. B. Risse ab-
zubilden, bei denen die Annahmen des Kontinuums verletzt werden. Die FEM wurde
zur eXtended Finite Element Method (XFEM) erweitert, um auch Diskontinuitäten
zu berücksichtigen. Diese Methode beruht auf den Arbeiten von Belytschko und
Black [11]. Die XFEM ist eine Partition of Unity Method (PUM) [5], welche spezielle
Ansatzfunktionen zur Abbildung von Diskontinuitäten nutzt. Diese speziellen Ansatz-
funktionen wurden mit der Generalized Finite Element Method (GFEM) [36,117,118]
eingeführt. Eine Übersicht über die XFEM kann bei Yazid et al. [138, 139] gefunden
werden. Auch Erweiterungen der REM, wie z.B. die Symmetric Galerkin Boundary
Element Method (SGBEM), wurden vorgestellt und unter anderem von Dong und At-
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luri [33,34] diskutiert. Darüber hinaus wird die Phasenfeldmethode für die Simulation
von Diskontinuitäten eingesetzt. Eine Übersicht über die Phasenfeldmethode kann
bei Biner [13] gefunden werden. Neben den kontinuierlichen Methoden wurden auch
diskontinuierliche Methoden untersucht, welche unter dem Begriff Diskrete-Elemente-
Methode (DEM) zusammengefasst werden können. Dabei wird ein System durch
eine bestimmte Anzahl von Körpern repräsentiert, welche über Kontaktbedingungen
miteinander interagieren. In diese Kategorie fallen auch Stabgittermodelle, welche in
dieser Arbeit untersucht werden.
1.1. Stabgittermodelle
Heutzutage werden unter DEM zwei Arten von Modelltypen zusammengefasst,
Partikel- und Stabgittermodelle. Partikelmodelle sind Mehrkörpersysteme, bei denen
Körper durch Kontaktbedingungen miteinander interagieren. Ein einfacher Fall
wäre der Zusammenstoß von zwei Billardkugeln, bei dem das Abprallen durch
die Kontaktbedingung bestimmt ist. Partikelmodelle können anhand der Form der
Partikel unterschieden werden. Homogene Gemenge bestehen aus Körpern mit der
gleichen Form. Bei heterogenen Gemengen treten Körper mit unterschiedlichen
Formen in Kontakt. Partikelmodelle wurden 1971 von Cundall [23] vorgestellt und
seitdem stetig weiterentwickelt.
Bei Stabgittermodellen werden die Partikel durch Knoten modelliert, welche durch
1D-Elemente zu einem Gitter verbunden sind. In dieser Arbeit wird das Kontinuum
und Diskontinuum mit Stabgittermodellen nachgebildet. Allgemein können diese
Gitter in verschiedene Typen unterteilt werden, welche sich durch die eingesetzten 1D-
Elemente Normalfedern/Stäbe, Schubfedern, Drehfedern oder Balken unterscheiden.
Die einzelnen Stabgittertypen sind in Abb. 1.1 dargestellt. Es ist anzumerken,
dass Partikelmodelle auch als Stabgittermodelle bezeichnet werden können. Die
Kontaktbedingung bei Partikelmodellen wird über ein Federsystem abgebildet, sodass
wieder ein Stabgitter entsteht. Der Unterschied zu den Stabgittermodellen ist die
Dauer der Verbindung zwischen zwei Partikeln bzw. Knoten. Bei Stabgittermodellen
werden keine neuen Verbindungen während dem Einsatz des Modells erzeugt, wobei
Modelle mit adaptiver Vernetzung hier ausgeschlossen sind. Im Gegensatz dazu
können bei Partikelmodellen neue Verbindungen zwischen den Partikeln entstehen
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und gegebenenfalls sich wieder lösen.
Diskrete-Elemente-Methode
Normalfedern
kN
Normalfedern mit
Schubfedern
kS
kN
Normalfedern mit
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Abbildung 1.1.: Aufteilung der Stabgittermodelle nach eingesetzten Elementen. kN
ist die Steifigkeit der Normalfedern, kS die Steifigkeit der Schubfeder,
kD die Steifigkeit der Drehfeder und I das Flächenträgheitsmoment.
In dieser Arbeit liegt der Fokus auf Stabgittermodellen mit Normalfedern. Diese Mo-
delle haben den Vorteil, dass sie sehr einfach aufgebaut sind und für das Versagen ein
eindeutiges eindimensionales Versagenskriterium existiert. Zudem sind Normalfedern
invariant gegenüber Drehungen. Ihr Nachteil liegt in ihrem eingeschränkten Anwen-
dungsbereich, welcher im isotropen Fall durch die feste Vorgabe der Poissonzahl
gegeben ist. Auf der einen Seite kann der Anwendungsbereich der Stabgittermodelle
durch Anreicherung mit Schub- und Drehfedern erweitert werden. Auf der anderen
Seite müssen die unterschiedlichen Elementtypen bei der Modellierung von z.B. Ver-
sagen mitberücksichtigt werden, was insgesamt auf ein komplexeres System führt. Ob
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dies wirkliche eine Vereinfachung der FEM darstellt, muss diskutiert werden. Einige
Arbeiten mit Stabgittermodellen mit Schubfedern stammen von Zhao et al. [140,141],
Ostoja-Strazewski [89, 90] und Griffiths und Mustoe [46]. Daneben gibt es einige
Veröffentlichungen zu Stabgittermodellen mit Normal- und Drehfedern, siehe z. B.
Kawai [65] und Reck [96]. Neben den Stabgittermodellen aus reinen Federsystemen
existieren noch Balkengittermodelle, bei denen die Knoten durch Balken verbunden
sind. Diese Balkenmodelle besitzen neben den Verschiebungs- noch Drehfreiwerte,
wodurch eine zusätzliche Kopplung über die Drehung möglich ist. Somit beschreiben
Balkenmodelle ein Cosserat-Kontinuum, benannt nach den Gebrüdern Cosserat [106],
das auch als polares Kontinuum [126] bezeichnet wird. Ein Vorteil von Balkenmo-
dellen ist, dass mit ihnen Gitter aufgebaut werden können, die bei Verwendung von
Stäben zu einem instabilen System führen würden. Ein Nachteil von Balkenmodellen
ist ihre Komplexität. Bei der Modellierung von Versagen muss ein Versagenskriterium
für einen Balken aufgestellt werden. Einige Arbeiten zu Balkenmodellen sind von
Noor et al. [87], Wittel et al. [131–133], Koziecki et al. [73–76], Monette et al [82],
Schlangen et al [107–109] und Sarkar et al. [104]. Es ist anzumerken, dass bei dieser
Einordnung nicht unterschieden worden ist, ob mit Normal-, Schub- und/oder Dreh-
federn Knoten oder starre Körper gekoppelt werden, wie es z. B. Kawai [65], Kikuchi
et al. [66] mit ihren Rigid Body Spring Model (RBSM) diskutiert haben.
Abgesehen von den eingesetzten 1D-Elementen können Stabgittermodelle durch die
Wahl der Geometrie der Referenzeinheit (RE) unterschieden werden. Die RE wird in
dieser Arbeit auch als Zelle (z. B. Dreieck, Viereck, Tetraeder oder Hexaeder) bezeich-
net. Allgemein wird eine Unterteilung des Stabgitters in Zellen angestrebt, sodass
bestehende Vernetzungs- und Visualisierungsmethoden aus der FEM übernommen
werden können. Darüber hinaus können die Modelle durch Ergänzung mit weiteren
Zellen erweitert und verschiedene Zelltypen kombiniert werden. Außerdem kann die
Lattice Spring Method (LSM) damit direkt mit der FEM verglichen werden, welche
als Referenzlösung dienen kann. Allgemein besteht eine Zelle aus der minimalen
Anzahl von Stäben, welche die RE bilden. Die RE kann nicht weiter geteilt werden,
ohne einen der Stäbe zu zerteilen.
In dieser Arbeit werden Stabgittermodelle untersucht, welche eine RE besitzen, und
ausschließlich aus Stäben bzw. Normalfedern aufgebaut sind.
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1.1.1. Stabgittermodelle mit Normalfedern
Stabgittermodelle mit Normalfedern werden mittlerweile seit fast 150 Jahren unter-
sucht und verwendet um physikalische Phänomene zu erklären. 1868 untersuch-
te Kirsch [68–70] mit Stabgittermodellen die Beziehungen zwischen den Lamé-
Konstanten. Weiterführende Arbeiten folgten von Voigt [126, 127]. Voigt zeigte,
dass durch die Verwendung von reinen Stabgittermodellen mit Normalfedern nur
Materialmodelle abgebildet werden können, welche die Cauchy-Bedingungen
C23 = C44 , C31 = C55 , C12 = C66
C14 = C56 , C25 = C46 , C45 = C36 (1.1)
erfüllen [79, p.100]. Dieses Ergebnis ergibt sich aus der Betrachtung der Verzerrungs-
energie für einen Körper aus Materialpunkten, bei denen die Kraft zwischen den
Materialpunkten nur vom Abstand der Punkte abhängt. Darüber hinaus untersuchte
er auch polare Modelle, bei denen zusätzlich Drehungen mit einbezogen wurden.
Fast 60 Jahre später wurde die Forschung an Stabgittermodellen von Riedel [100]
fortgeführt und von Weber [129] kommentiert. Die daraus entstandenen Ideen wurden
1940 von Hrennikoff aufgegriffen [56]. Er zeigte die Verbindung von bestimmten Stab-
gittermodellen mit dem Kontinuum auf und bestimmte die Querschnitte der Stäbe
in der Art, dass das Stabgittermodell die gleichen elastischen Eigenschaften besitzt
wie das Kontinuum. Dabei beschränkte er sich auf Dreiecks- und Viereckszellen. 1939
untersuchte Kirkwood [67] mit Stäben und Schubfedern die Schwingungsmoden von
langkettigen Molekülen.
1940 veröffentliche Born mit seinen Mitarbeitern mehrere Arbeiten [14,16,17,40,41,81,
93,95], in denen die Stabilität von verschiedenen Kristallgittern untersucht wurde. Es
wurden dabei kubische, rhomboedrische und hexagonale Gitter untersucht. Darüber
hinaus beschäftigte sich Power [95] mit den Eigenmoden von Gittern mit kubisch
flächenzentrierten Zellen, hier face-fentered cubic (fcc) genannt. Neben den Arbeiten
zur Mechanik veröffentliche Born [15] seine Arbeiten zur Thermodynamik mit Stab-
gittermodellen, wobei der Fokus auf der Veränderung der Materialeigenschaften mit
der Temperatur lag. Pestel [94] präsentierte 1963 die ersten Schalenmodelle bestehend
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aus Balkenelementen.Kurz danach griff Spierig [114,115] die Arbeiten von Hrennikoff
auf. In diesem Zusammenhang leitete Spierig [114,115] Schalen basierend auf Stäben
und Balken her und zeigte eine Möglichkeit, Dreieckselemente mit Pseudoknoten zu
erzeugen. Als Pseudoknoten werden Knoten bezeichnet, bei denen der Knoten über
die Bewegung von anderen Knoten beschrieben werden kann, z. B. wenn der Knoten
immer auf halber Strecke zwischen zwei Knoten liegt. 1976 benutzten Ashurst und
Hoover [3] 2D Stabgittermodelle basierend auf Dreieckszellen für die Untersuchung
von statischen und dynamischen Brüchen auf der Mikroskala. Sie zeigten, dass ein
isotropes Kontinuum nur im 2D abgebildet werden kann, da kubisch-flächenzentrierte
und kubisch-raumzentrierte Zellen, hier body-centered cubic (bcc) genannt, nicht
isotrop sind. Im Jahr 1983 veröffentlichte Thorpe [120] seine Arbeit über Molekülket-
ten von Polymeren vor und nach der Verglasung. Dabei diskutierte er entstandene
Nullmoden, welche durch die fehlende Tangentialsteifigkeit der Stäbe entstehen. Ein
Jahr später untersuchten Feng und Sen [38] Dreiecks- und fcc-Gitter und den Einfluss
der Anzahl der Verbindungen zwischen den Gitterknoten. Diese Arbeit wurde von
Feng [39] fortgeführt und um die Homogenisierungsmethode Effective Medium Theo-
ry (EMT) erweitert. Nähere Informationen zur EMT finden sich bei Choy [21]. Zwei
Jahre später diskutierte Garboczi [43] die Gültigkeit der Cauchy-Relationen. 1988
wurde von Srolovitz und Beale [10, 116] eine Studie durchgeführt, welche das Versa-
gensverhalten von mit Fehlern angereicherten Dreiecksgittern untersuchte. Die Fehler
wurden durch gelöschte Stabelemente modelliert. Zwei Jahre später benutzten Curtin
und Scher [24,25] zweidimensionale Stabgittermodelle, um Sprödbrüche zu simulie-
ren. Sie führten einen Unordnungsparameter für die Eigenspannungen ein, um das
Versagen von Verbundwerkstoffen zu modellieren. Im gleichen Jahr arbeiteten Bažant
et al. [9] ebenfalls an der Modellierung von Brüchen mit Stabgittermodellen und
diskutierten den Größeneffekt ihrer Modelle bei einem Zugversuch. 1992 benutzten
Snyder et al. [111] Stabgittermodelle, um das mechanische Verhalten von zweidimen-
sionalen Faserverbundwerkstoffen mit der EMT zu modellieren. Im gleichen Jahr
arbeiteten Day et al. [27] an zweidimensionalen Stabgittermodellen mit kreisförmigen
Löchern, um die Auswirkungen der Löcher auf den Elastizitätsmodul (E-Modul) zu
untersuchen. Außerdem arbeitete Lake [77] mit dreidimensionalen Stabgittermodellen,
wobei eine Hexaderzelle untersucht wurde. Im Jahr 2001 veröffentlichten Buxton et
al. [19] eine Arbeit über die Modellierung von heterogenen Materialien mit Stabgit-
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termodellen, bei der auch Plastizität betrachtet wurde. 2004 benutzten Doltsinis
und Dattke [31] 2D Stabgittermodelle, um Rissbildung und Bruch zu simulieren.
Vier Jahre später wurden von Dorival et al. [35] zweidimensionale Stbgittermodelle
eingesetzt, um den Kontakt von Eisstrukturen mit einem Starrkörper zu untersuchen.
2009 setzte Spagnoli [113] 2D Stabgittermodelle ein, um das Bruchverhalten von
auf Zement basierenden Verbundwerkstoffen zu simulieren. In den nächsten Jahren
folgten einige Arbeiten von Hahn et al. [49–52] zu Diskreten Elementen, bei denen
Dreiecksgitter eingesetzt wurden, um das thermo-mechanische Verhalten und die
Lebensdauer einer Raketendüse zu berechnen. Dabei kamen spezielle Randelemente
zum Einsatz, welche das Verhalten des Gitters verbesserten, um bestimmte Verläufe
der Feldfunktionen im Gitter zu erreichen. Im Jahr 2012 folgte ebenfalls eine Arbeit
von Kostecki et al. [71], in der Bruchsimulationen mit Stabgittermodellen gezeigt
worden, jedoch ohne eindeutige Nennung der Randbedingungen. Aufbauend auf
den Arbeiten von Kostecki, präsentierten Iturrioz et al. [62] die Auswirkungen von
nicht perfekten kubischen Gittern auf die Simulationsergebnisse. Im Jahr darauf
veröffentlichten Kot et al. [72] ihre Arbeiten zu Stabgittermodellen. Dabei wurden
dynamische Stabgittermodelle betrachtet, bei denen eine konsistente Massenmatrix
eingesetzt wurde. Es wurden dabei auch perfekte und verzerrte Gitter mit fcc-Zellen
untersucht. Sie konnten feststellen, dass die Poissonzahl und der E-Modul sich mit
der Anzahl der Verbindungen zwischen den Knoten verändern. Darüber hinaus zeigte
sich, dass sich ab einer bestimmten Verbindungsdichte eine Poissonzahl von ν = 1/4
mit einer Abweichung von bis zu 5% einstellt. Des Weiteren wurde berichtet, dass
kubisch raumzentrierte Gitter (bcc) weniger stabil sind. In Kot et al. [72] werden
Modelle erster und höherer Ordnung angesprochen. Bei Modellen erster Ordnung
werden nur Verbindungen zu den nächsten Nachbarknoten erstellt, wie es im linken
Stabgitter von Abb. 1.2 gezeigt ist. Bei Modellen höherer Ordnung werden zusätzlich
Stäbe zwischen weiter entfernten Knoten eingeführt. Diese Modelle wurden von
Ostoja-Strazewski [89] mit Dreiecksgittern bestehend aus Balken und von Kot et
al [72] bestehend aus Normalfedern bzw. Stäben eingesetzt. Bei den Modellen höherer
Ordnung kann die Struktur nur in Ausnahmefällen in einzelne Zellen unterteilt
werden. Dies hat den Nachteil, dass kein Bezug zur FEM aufgebaut werden kann
und die Ergebnisse der FEM nicht zum Vergleich genutzt werden können. Dies ist
nicht erstrebenswert, da bereits in vielen Experimenten gezeigt wurde, dass die FEM
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bzw. die dahinter liegende Kontinuumsmechanik die Deformation eines belasteten
Körpers auf makroskopischer Ebene abbilden kann. Dieses Verhalten soll auch von
Stabgittermodellen so gut wie möglich angenähert werden und nur lokal zu einem
abweichenden Ergebnis (z. B. beim Riss) führen.
Erster Ordnung Höherer Ordnung
Abbildung 1.2.: Stabgittermodelle erster Ordnung, bei denen nur Verbindungen zum
nächsten Knoten erstellt werden, und höherer Ordnung, bei denen
auch weiter entfernte Knoten verbunden werden (gestrichelte Linie).
Im gleichen Jahr erschien ebenfalls eine Arbeit von Sorg und Bischoff [112] über die
Anwendung von gekoppelten FEM und Stabgittermodellen mit Normalfedern, in
der gleichschenklige Dreiecke als Mikrostruktur eingesetzt wurden. Sie untersuchten
zudem den Rissfortschritt mit unterschiedlichen Modellen, welche eine adaptive
Netzanpassung besaßen. Im Jahr 2017 untersuchten Desmoulins und Kochmann [29],
wie das Verhalten von Stabgittern mit einem Kontinuumsmodell abgebildet werden
kann. Sie konnten feststellen, dass die besten Ergebnisse erlangt werden können,
wenn beide Modelle das gleiche Netz besitzen. Es wurden gleichseitige Dreiecke und
Rechtecke als Zellen eingesetzt. Zu dieser Thematik wurden bereits von Nayfeh et
al. [84–86] und Noor et al. [87] Untersuchungen vorgestellt.
1.2. Problembeschreibung
Insgesamt wurde im Laufe der vorhergehenden Jahrzehnte in der Literatur vielfach
die Anwendung von Stabgittermodellen mit Normalfedern gezeigt, welche sich fast
ausschließlich auf zwei- und einige wenige dreidimensionale Modelle beschränkte.
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Dabei wurden folgende Erkenntnisse gewonnen:
• Bei Stabgittermodellen mit Normalfedern ist das Stoffverhalten durch die
Cauchy-Bedingungen bestimmt. Die Poissonzahl für isotrope Materialien ist
somit 1/3 für einen ebenen Spannungszustand und 1/4 bei Betrachtung eines
ebenen Verzerrungszustands oder eines dreidimensionalen Gitters.
• Gleichseitige Dreiecke wurden wiederholt eingesetzt und eignen sich für die
Diskretisierung mit Stabgittern.
• Geometrische Verzerrungen von gleichseitigen Dreieckszellen und Hexaederzel-
len führen zu einem größeren Diskretisierungsfehler.
• Stabgittermodelle können für die Modellierung von zweidimensionalen Proble-
men der Wärmeleitung eingesetzt werden.
Einige grundsätzliche Fragestellungen bleiben in der Literatur jedoch nach wie vor
unbeantwortet:
• Welche Zellen können in 2D und 3D eingesetzt werden und welche Eigenschaften
haben sie?
• Welche Möglichkeiten bieten Stabgittermodelle mit Normalfedern für die Mo-
dellierung des Kontinuums in 3D, abgesehen von der Einschränkung der Pois-
sonzahl auf ν = 1/4?
• Wie verändert sich das Verhalten des Stabgitters, wenn die Stäbe sich materiell
nichtlinear verhalten (nichtlinear elastisch, plastisch) können?
• Können dynamische Effekte ebenfalls mit Stabgittermodellen abgebildet werden
und wie müssen solche Modelle aufgebaut sein?
• Sind Stabgittermodelle geeignet, um Flächentragwerke zu modellieren?
• Bieten Stabgittermodelle Vorteile bei der Simulation von Rissen im Vergleich
zur FEM?
• Inwiefern eignen sich Stabgittermodelle für die Modellierung von stationären
und instationären Wärmeleitungsproblemen?
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Viele dieser Fragen betreffen direkt das grundsätzliche Potential von LSM. Ihre
Beantwortung ist essentiell für die Anwendung von Stabgittermodellen auf konkrete
Problemstellungen und das übergeordnete Ziel dieser Arbeit.
Anhand der Fragen wird ebenfalls deutlich, dass das Potential der LSM relativ zur
FEM diskutiert werden sollte, da diese die etablierte Methode darstellt. Auf die
einzelnen Fragen wird in den Kapiteln 3 bis 8 eingegangen. Zuvor werden in Kap. 2
die theoretischen Grundlagen insbesondere der FEM beschrieben.
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Die Kontinuumstheorie beruht auf der Annahme, dass jeder Körper zerteilt werden
kann und die zerteilten Körper die gleichen Eigenschaften besitzen wie der komplette
Körper. Diese Annahme hat weitreichende Folgen und führte zu vielen alltäglich
in der Mechanik eingesetzten Theorien, wie z. B. dem Hookeschen Materialmodell.
Bei einem Stabgittermodell oder einem realen Werkstoff auf der Mikroskala und
unterhalb gilt diese Theorie nicht mehr, da die lokale Struktur eine Unterteilung
unmöglich macht. Insbesondere Risse und ihre Ausbreitung hängen von der lokalen
Struktur ab und können nur näherungsweise mit einem Kontinuum abgebildet werden.
Nichtsdestotrotz kann mit der Kontinuumsmechanik eine in vielen Anwendungsfällen
akzeptable Näherung erreicht werden, welche den globalen Verlauf eines Risses
abbilden kann. Aus diesem Grund werden die Ergebnisse der Kontinuumsmechanik,
welche entweder durch analytische oder Finite-Elemente-Lösungen gegeben sind, in
der vorliegenden Arbeit als Vergleichsergebnisse eingesetzt.
2.1. Kontinuumsmechanik
Spannungen und Verzerrungen sind die Grundelemente der Kontinuumsmechanik
und leiten sich aus den Verschiebungen und äußeren Lasten ab.
2.1.1. Spannung
Der Spannungstensors
σij bzw. σ =


σxx τxy τxz
σyy τyz
sym. σzz

 (2.1)
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wurde ursprünglich von Cauchy vorgestellt. Die Spannungen σxx, σyy und σzz werden
als Normalspannungen und die Spannungen τxy, τyz und τxz als Schubspannung
bezeichnet. Der Spannungstensor kann in einen hydrostatischen
σH = σHE3 mit σH =
1
3
(σxx + σyy + σzz) = −p (2.2)
und deviatorischen Anteil
σD = σ − σH =


σxx + p τxy τxz
σyy + p τyz
sym. σzz + p

 bzw.
sij = σij − δij σkk = σij + p δij (2.3)
zerlegt werden. Der hydrostatische Anteil kann als negativer Druck p interpretiert
werden.
2.1.2. Verzerrungen
Der Verzerrungstensor εij bzw. ε ist definiert durch
εij bzw. ε =


εxx εxy εxz
εyy εyz
sym. εzz

 =


εxx
1
2
γxy
1
2
γxz
εyy
1
2
γyz
sym. εzz

 , (2.4)
wobei εxx, εyy und εzz die Normalverzerrungen und εxy, εyz und εxz die Schubverzer-
rungen darstellen.
Der Verzerrungstensor kann auch in einen volumetrischen Anteil
εV = εV E3 mit εV =
εxx + εyy + εzz
3
(2.5)
und deviatorischen Anteil
εD = ε− εV bzw. eij = εij − εV εkk (2.6)
aufgeteilt werden. Aufgrund der symmetrischen Form des Spannungs- und Verzer-
rungstensors können die Tensoren zweiter Stufe in einer Vektornotation transformiert
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werden. Der Spannungs- und der Verzerrungsvektor in Voigt-Notation sind definiert
durch
ε =
{
εxx εyy εzz γyz γxz γxy
}
(2.7)
und
σ =
{
σxx σyy σzz τyz τxz τxy
}
. (2.8)
2.1.3. Hauptverzerrungen und -spannungen
Neben der Aufteilung in einen volumetrischen/hydrostatischen und deviatorischen
Anteil kann der Spannungs- und Verzerrungstensor auch durch die Hauptverzer-
rungen εI , εII und εIII und -spannungen σI , σII und σIII ausgedrückt werden. Die
Hauptspannungen ergeben sich aus der Eigenwertanalyse des Spannungstensors nach
Gl. (2.9), wobei σI immer der größte und σIII der kleinste Eigenwert ist.
(σ − λE3)v = 0 mit λ = σI , σII , σIII (2.9)
Wird nun σ durch ε ausgetauscht, ergeben sich für die Eigenwerte die Hauptver-
zerrungen, wobei εI die größte Hauptdehnung und εIII die kleinste Hauptdehnung
ist.
2.1.4. Invarianten
Neben den Hauptverzerrungen und -spannungen werden Invarianten Ii für die Formu-
lierung verschiedener Zusammenhänge z. B. bei nichtlinear elastischen Materialgeset-
zen eingesetzt. Die Invarianten einer invertierbaren Matrix A sind unabhängig von
der Wahl des Bezugssystems. Für den Spannungstensor σ sind die Invarianten durch
I1(σ) =Sp(σ) = σxx + σyy + σzz
I2(σ) =
1
2
[I1 (σ)
2 − I1(σ2)] = σxxσyy + σxxσzz + σyyσzz − τ 2xy − τ 2xz − τ 2yz
I3(σ) =det(σ) = σxxσyyσzz + 2τxyτyzτxz − σxxτ 2yz − τ 2xyσzz − τ 2xzσyy (2.10)
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gegeben. Aufgrund des gleichen Aufbaus von Spannungs- und Verzerrungstensor
ergeben sich die Invarianten der Verzerrung analog.
2.2. Vergleichsspannungen
In einem Kontinuumsmodell werden Vergleichsspannungen eingesetzt, um bestimmte
Spannungszustände mit einem skalaren Wert zu beschreiben. Vergleichsspannungen
werden z. B. für die Bestimmung des Versagens oder auch als Fließkriterium eingesetzt.
Aufgrund der unterschiedlichen Materialien existieren verschiedene Hypothesen über
das Versagen und Fließen von Materialien, die auf verschiedene Vergleichsspannungen
führten. Bekannte Hypothesen sind die Gestaltänderungshypothese, die Normalspan-
nungshypothese und die Schubspannungshypothese, welche im Folgenden vorgestellt
werden. Darüber hinaus existieren noch weitere Versagenshypothesen, die in dieser
Arbeit nicht verwendet werden. Für weitere Informationen über Vergleichsspannungen
sei auf Mang und Hofstetter [80] verwiesen.
2.2.1. Huber-v.Mises
Die Gestaltänderungshypothese nach Huber [58] und v.Mises [124] basiert auf der
Annahme, dass nur eine Gestaltsänderung einen Einfluss auf das Fließkriterium
hat. Die Gestaltsänderung eines Körpers wird durch den deviatorischen Anteil der
Verzerrung εD oder der elastischen Spannung σD bzw. sij angeben. Die Gestaltsän-
derungshypothese ist definiert durch
σv =
√
3
2
sijsij . (2.11)
Der Faktor 3/2 wird eingeführt, um den einachsigen Spannungszustand exakt abzu-
bilden. Dies wird durch
σv =
√
σ2xx + σ
2
yy + σ
2
zz − σxxσyy − σxxσzz − σyyσzz + 3(τ 2xy + τ 2xz + τ 2yz) (2.12)
ersichtlich, in der die Komponenten einzeln aufgeführt sind. Für den ebenen Span-
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nungszustand vereinfacht sich die Vergleichsspannung aus Gl. (2.12) zu
σv =
√
σ2xx + σ
2
yy − σxxσyy + 3τ 2xy . (2.13)
Für den ebenen Verzerrungszustand vereinfacht sich die Vergleichsspannung für eine
elastische Verformung zu
σv =
√
(σ2xx + σ
2
yy)(ν
2 − ν + 1) + σxxσyy(2ν2 − 2ν − 1) + 3τ 2xy (2.14)
und ist abhängig von der Poissonzahl. Neben der Vergleichsspannung kann auch eine
Vergleichsdehnung εv definiert werden, welche zur Vergleichsspannung energetisch
konjugiert ist. Die Vergleichsspannung ist gegeben durch
εv =
√
2
3
eijeij (2.15)
bzw.
εv =
√
2
3
(
ε2xx + ε
2
yy + ε
2
zz − εxxεyy − εxxεzz − εyyεzz + 3
[
ε2xy + ε
2
yz + ε
2
xz
])
. (2.16)
2.2.2. Tresca
Die Schubspannungshypothese nach Tresca [123] ist definiert durch
σv = 2 τmax = max (|σI − σII |, |σII − σIII |, |σI − σIII |) (2.17)
und bezieht sich auf die größte Schubspannung als Kriterium für plastisches Fließen.
Dieses Kriterium nimmt somit ein Gleitversagen bzw. ein durch Gleiten getriebenes
Fließen an.
Die Tresca und v.Mises-Vergleichsspannungen können auch geometrisch im Haupt-
spannungsraum gedeutet werden, wie es in Abb. 2.1 gezeigt ist. Die v.Mises-Vergleichsspannung
ist ein Kreiszylinder und die Tresca-Vergleichsspannung ist ein hexagonaler Zylin-
der im Hauptspannungsraum, welcher vom v.Mises-Zylinder eingeschlossen ist. Ein
Nachteil der Tresca-Hypothese ist die Unstetigkeit der Mantelfläche des hexagonalen
Zylinders. An den Schnittstellen der einzelnen Ebenen ist keine Differenzierbarkeit
mehr gegeben. Dagegen stellt sie grundsätzlich eine konservativere Abschätzung der
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hydrostatische
Achse
v.Mises
Tresca
?I
?II
Abbildung 2.1.: Geometrische Deutung der v.Mises- und Tresca-Vergleichsspannung
im Hauptspannungsraum
Vergleichsspannung im Vergleich zur v.Mises-Vergleichsspannung dar.
2.2.3. Rankine
Die Hauptspannungshypothese nach Rankine verwendet die größte Hauptspannung
als Kriterium und ist gegeben durch
σv = max (σI , σII , σIII) . (2.18)
2.3. Materialmodelle
Das wohl bekannteste Materialmodell ist das Hookesche Elastizitätsgesetz
σ = C ε bzw. σij = Cijkl εkl , (2.19)
welches eine lineare Beziehung zwischen den Verzerrungen und Spannungen darstellt.
Der Tensor vierter Stufe kann im Fall eines anisotropen Materialverhaltens in eine
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Matrix-Schreibweise vereinfacht werden
C =


C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26
C33 C34 C35 C36
C44 C45 C46
sym. C55 C56
C66


. (2.20)
Somit ergeben sich 21 unbekannte Parameter Cij, welche durch Experimente zu
bestimmen sind. Im Sonderfall eines isotropen Materials wird das Materialmodell le-
diglich durch zwei Parameter bestimmt: den Elastizitätsmodul E und die Poissonzahl
ν. Damit vereinfacht sich das Materialgesetz zu
C =
E
(1 + ν)(1− 2ν)


1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1−2ν
2
0 0
0 0 0 0 1−2ν
2
0
0 0 0 0 0 1−2ν
2


. (2.21)
Weitere Vereinfachungen ergeben sich für den ebenen Spannungszustand (ES)
CES =
E
1− ν2


1 ν 0
ν 1 0
0 0 1−2ν
2

 (2.22)
und Verzerrungszustand (ED)
CED =
E
(1 + ν)(1− 2ν)


1− ν ν 0
ν 1− ν 0
0 0 1− 2ν

 . (2.23)
Beim ebenen Spannungszustand CES wird angenommen, dass alle Spannungen in
z-Richtung null sind. Beim ebenen Verzerrungszustand CED gilt die Annahme für
den Verzerrungszustand in z-Richtung. Beim ebenen Spannungszustand kann die
17
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Verzerrung in z-Richtung über
εzz = (εxx + εyy)
ν
ν − 1 (2.24)
bestimmt werden. Die Spannung in z-Richtung beim ebenen Verzerrungszustand
lässt sich berechnen mit
σzz = ν (σxx + σyy) . (2.25)
Eine andere häufig vorkommende Vereinfachung des Hookeschen Gesetzes stellt das
orthotrope Materialverhalten dar, das durch 9 voneinander unabhängige Material-
parameter bestimmt ist. Bei diesem Materialmodell wird das Verhalten durch drei
linear unabhängige Materialachsen beschrieben und ist definiert durch
COrtho. =


C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66


. (2.26)
Diese Materialmodelle können in zahlreichen Quellen [79,83,97,121] gefunden werden.
Neben den klassischen linearen Gesetzen existieren nichtlineare Materialmodelle. Die
für diese Arbeit relevanten Modelle werden in Kap. 2.6.2 vorgestellt.
2.4. Bewegungsgleichung, Kinematik und
Randbedingungen
Die Bewegungsgleichung ist mit der Volumenlast b, dem Beschleunigungsvektor u¨,
der Dichte ρ, und der Spannung σ über
− ρ u¨ + div (σ) + b = 0 bzw. − ρ u¨i + σji,j + bi = 0 (2.27)
gegeben, wobei sich alle Größen auf den momentanen Zustand beziehen. Um den
mechanischen Zustand eines Körpers vollständig zu beschreiben, werden neben der
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Bewegungsgleichung und dem Materialgesetz bzw. den konstitutiven Gleichungen
(Verknüpfung der Verzerrungen und Spannungen) noch die Randbedingungen benö-
tigt. Die Lastrandbedingungen sind durch
σT n = p bzw. σji ni = pi , (2.28)
und die kinematischen Randbedingungen durch
u = u¯ bzw. ui = u¯i (2.29)
gegeben. p ist der Spannungsvektor und n der Normalenvektor der Oberfläche
des Körpers. Darüber hinaus verknüpft die Kinematik die Verschiebungen mit den
Verzerrungen. Im linearen Fall kann die Kinematik über die Ingenieurdehnung ε bzw.
lineare Verzerrung εij
ε =


u,x 0 0
0 u,y 0
0 0 u,z
0 u,z u,y
u,z 0 u,x
u,y u,x 0


= Dεu bzw. εij =
1
2
(ui,j + uj,i) (2.30)
angegeben werden, wobei bei den Ingenieursdehnungen die doppelten Schubverzer-
rungen genommen werden. Es existieren noch weitere Verzerrungsdefinitionen, welche
in Kap. 2.6 beschrieben werden.
Die Bewegungsgleichung wird nun im folgenden Kapitel bei der FEM eingesetzt.
2.5. Lineare Finite-Elemente-Methode
Die FEM ist eine Methode zur numerischen Lösung von Differentialgleichungen und
wird insbesondere in der Mechanik eingesetzt. Dabei wird das Rechengebiet in einzel-
ne Finite Elemente unterteilt und eine diskrete Aufbringung von Randbedingungen
ermöglicht (siehe Abb. 2.2). Die eingesetzten finiten Elemente beschreiben die Feld-
funktion (Verschiebung, Temperatur, Spannung, ...) innerhalb des Elements durch
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Ansatzfunktionen. Hierbei können verschiedene Elementtypen eingesetzt werden,
welche im Verlauf des Kapitels hergeleitet werden. Mit der FEM wird die Diffe-
rentialgleichung, welche das Problem beschreibt, in ein lineares oder nichtlineares
Gleichungssystem überführt, welches zu lösen ist. Dabei wird der Verlauf der in der
DGL enthalten Feldgrößen mit den Ansatzfunktionen approximiert.
F
Materialeigen-
schaften
Modellbildung
Abstraktion
 - Geometrie
 - Lasten
 - ....
^
F^
q
p
.
p
q
.
^
Abbildung 2.2.: Modellbildung mit der FEM.
Es gibt mehrere Möglichkeiten die Finite-Elemente-Formulierung herzuleiten. Eine
Möglichkeit besteht darin die Bewegungsgleichung aus Gl. (2.27) mit dem Galerkin-
Verfahren [42] in ein Variationsproblem zu überführen.
Beim Galerkin-Verfahren wird die Differentialgleichung mit einem Faktor gewichtet
und über das Variationsgebiet Ω integriert. Als Faktor wird häufig die Variation der
Feldgröße gewählt. Nach der Wahl des Wichtungsfaktors muss überprüft werden,
ob sich die richtige Erhaltungsgröße ergibt. In der Mechanik sind z. B. die Energie
oder der Impuls Erhaltungsgrößen. Als Variationsgebiet Ω wird der Raum und die
Zeit gewählt, da es sich um ein raum- und zeitabhängiges Problem handelt. Nach
dem Aufstellen des Variationsproblems wird die Feldgröße mit einer Ansatzfunktion
approximiert, sodass der Fehler zwischen unbekannter analytische Lösung und der
stückweisen Approximation ein Minimum annimmt. In dem vorliegenden Fall ist
der Wichtungsfaktor die Variation der Geschwindigkeit δu˙i. Somit ergibt sich das
Variationsproblem zu
δΠ =
∫
Ω
(−ρ u¨i + σji,j + bi) δu˙i dΩ = 0 . (2.31)
Für den statischen Fall vereinfacht sich die Bewegungsgleichung zum statischen
Gleichgewicht. Aus dem Gleichgewicht mit linearen Verzerrungen ergibt sich Gl.
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(2.31) zu
δΠ =
∫
V
(σji,j + bi) δεij dV = 0 . (2.32)
Dynamische Effekte werden an dieser Stelle vernachlässigt und in Kap. 6 diskutiert.
Werden die Verschiebungen durch eine Ansatzfunktion
ui ≈ Nki(x, y, z) uˆk (2.33)
approximiert, ergibt sich für den linearen Fall die räumliche diskretisierte Form von
Gl. (2.32) in Matrix-Vektor-Schreibweise zu
δuˆT (K uˆ− f) = 0. (2.34)
Im linearen Fall wird das Gleichgewicht im unverformten Zustand aufgestellt. Darüber
hinaus wird ein lineares Materialgesetz (Hookesches Gesetz) eingesetzt. Werden diese
Annahmen nicht getroffen, verändert sich Gl. (2.34), siehe in Kap. 2.6.
Die Steifigkeitsmatrix K und der Lastvektor f sind definiert durch
K =
∫
V
1
4
Cijij
(
N2ki,j +N
2
kj,i + 2Nki,j Nkj,i
)
dV =
∫
V
(DεN )
T
C DεN dV (2.35)
und
f =
∫
V
Nki bk dV +
∫
S
Nki pk dS +
∑
i
F ki
=
∫
V
NT b dV +
∫
S
NTp dS +
∑
i
F i . (2.36)
p ist die Flächenlast auf die Oberfläche des Finiten Elements und F i sind die
aufgebrachten Knotenkräfte.
Hiermit können die Steifigkeitsmatrizen für verschiedene finite Elemente berechnet
werden. In dieser Arbeit werden Elemente mit linearen Ansatzfunktionen eingesetzt,
welche einen konstanten Verzerrungszustand abbilden können. Diese Bedingung wird
von folgenden Finiten Elementen erfüllt: einem Stab mit zwei Knoten, einem Dreieck
mit drei Knoten und einem Tetraeder mit vier Knoten. Die Bedingung des konstanten
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1
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(x1,y1,z1)
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(x2,y2,z2)
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Abbildung 2.3.: Stabelement mit 2 Knoten und linearer Ansatzfunktion im dreidi-
mensionalen Raum.
Verzerrungszustands ist bei der Herleitung der Stabsteifigkeiten für das Gitternetz
essentiell und wird in Kap. 3.1.2 erläutert. Im Folgenden werden Steifigkeitsmatrizen
für die drei oben genannten Elemente hergeleitet.
2.5.1. Bar2-Element
Das Grundelement, aus dem die hier verwendeten Stabgitter bestehen, ist das 2-
Knoten-Stabelement Bar2, welches in Abb. 2.3 gezeigt ist.
Die Steifigkeitsmatrix wird berechnet durch
K∗Bar2 = E A
ξ=+1∫
ξ=−1
NT,ξ N ,ξ det (J) dξ , (2.37)
wobei E der Elastizitätsmodul und A der Querschnitt ist. Das Stabelement wird
im natürlichen Raum mit der Koordinate ξ aufgebaut und anschließend in den
physikalischen Raum x¯ transformiert. Dabei ist ξ von −1 bis 1 definiert. Außerdem
gilt det (J) = 2|r|, wobei |r| der Betrag vom Stabvektor r ist und damit die Länge
L des Stabs darstellt. Die Ansatzfunktionen sind durch
N (ξ) =
1
2
[
1− ξ ξ
]
(2.38)
gegeben. Wird dieses Integral ausgewertet, ergibt sich
K∗Bar2 =
E A
L

 1 −1
−1 1

 . (2.39)
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Diese Formulierung ist eine eindimensionale Formulierung im lokalen Koordinaten-
system des Stabs x¯ und kann nun mit einer Transformation T ∗ in den zwei- und
dreidimensionalen Raum, also in das globale Koordinatensystem x überführt werden.
Bei der Transformation handelt es sich um eine Drehung im Raum. Für die Transfor-
mation wird die 1D-Steifigkeitsmatrix aus Gl. (2.39) mit Verschiebungsfreiheitsgraden
zu KBar2 erweitert und vom lokalen in das globale Koordinatensystem transformiert.
T =

T ∗ 03
03 T
∗

 mit T ∗ =


cφ cθ sφ cθ −sθ
−sφ cφ 0
cφ sθ sφ sθ cθ

 (2.40)
sφ = sin (φ) cφ = cos (φ) sθ = sin (θ) cθ = cos (θ)
Die Drehmatrix Gl. (2.40) beschreibt eine Drehung um die y-Achse um den Winkel
θ und eine Drehung um die z-Achse um den Winkel φ und kann auch über die
Richtungskosini bestimmt werden. Dabei ist die Transformationsmatrix
T ∗ij = e¯i ej =


e¯1 · e1 e¯1 · e2 e¯1 · e3
e¯2 · e1 e¯2 · e2 e¯2 · e3
e¯3 · e1 e¯2 · e2 e¯3 · e3

 = T ∗ (2.41)
über das Skalarprodukt der Orthonormalbasis des lokalen e¯i und des globalen
Koordinatensystems ej bestimmt. Die globale Stabsteifigkeit ergibt sich zu
KBar2 = (T )
T
K∗Bar2T . (2.42)
Insgesamt kann die Steifigkeitsmatrix KBar2 ausgedrückt durch
KBar2 =
E A
L3

r ⊗ r −r ⊗ r
sym. r ⊗ r

 . (2.43)
Für den zweidimensionalen Raum kann dies mit dem Normalvektor r⊥ umgeschrieben
werden zu
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KBar2 =
E A
L3

(r⊥ · r⊥)

 E2 −E2
sym. E2

−


(
r⊥ ⊗ r⊥
)
−
(
r⊥ ⊗ r⊥
)
sym.
(
r⊥ ⊗ r⊥
)



 . (2.44)
Im dreidimensionalen Raum beschreiben zwei orthogonal zum Stabvektor r stehende
Vektoren r∗1 und r
∗
2 den Stabvektor exakt. Mit r
∗
i folgt für die Steifigkeit
KBar2 =
E A
L3

(r∗1 × r∗2)⊗ (r∗1 × r∗2) − (r∗1 × r∗2)⊗ (r∗1 × r∗2)
sym. (r∗1 × r∗2)⊗ (r∗1 × r∗2)

 . (2.45)
Sie unterscheidet sich von der Form von dem zweidimensionalen Ergebnis, welches
neben Termen mit dyadischen Produkten auch einen Term mit einem Skalarprodukt
enthält.
2.5.2. Tri3-Element
In der Ebene wird ein Dreieck mit drei Knoten und Seiten der Länge |ri| definiert, wie
es in Abb. 2.4 gezeigt ist. Dieses 3-Knotenelement wird als Tri3-Element bezeichnet.
?? ?r3
1
2
3
x
y
r2
r1
??
?
Abbildung 2.4.: Dreieck mit 3 Knoten und Seitenvektoren ri.
Für einen ebenen Spannungszustand und lineare Ansatzfunktionen in baryzentrischen
Koordinaten1.
N (ξ, η) =
[
ξ η 1− ξ − η
]
, (2.46)
1Weitere Informationen zu baryzentrischen Koordinaten finden sich in Bronstein [18]
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wobei ξ, η und ζ = 1− ξ − η gilt, ergibt sich die Steifigkeitsmatrix zu
KTri3 = t
ξ=1−η∫
ξ=0
η=1∫
η=0
(DεN )
T
CES DεN det (J) dη dξ . (2.47)
Darüber hinaus wird das isoparametrische Konzept [8] eingesetzt, um die Elemente
im Einheitsraum aufzubauen und in den Geometrieraum zu transformieren.
In diesem Fall ergibt sich für die Jacobi-Determinante det (J) mit Berücksichtigung
des Flächeninhalts des Dreiecks Atri zu
det (J) = ∆x2∆y3 −∆x3∆y2 = 2Atri . (2.48)
Wird die Poissonzahl für den isotropen Fall auf ν = 1/3 gesetzt, ergibt sich für die
Steifigkeitsmatrix
KTri3 =
3E t
32Atri




E2
(
r⊥2 · r⊥2
)
E2
(
r⊥2 · r⊥3
)
E2
(
r⊥2 · r⊥1
)
E2
(
r⊥3 · r⊥3
)
E2
(
r⊥3 · r⊥1
)
sym. E2
(
r⊥1 · r⊥1
)


+


r⊥2 ⊗ r⊥2 r⊥3 ⊗ r⊥2 r⊥2 ⊗ r⊥1
r⊥3 ⊗ r⊥3 r⊥3 ⊗ r⊥1
sym. r⊥1 ⊗ r⊥1


+


r⊥2 ⊗ r⊥2 r⊥2 ⊗ r⊥3 r⊥1 ⊗ r⊥2
r⊥3 ⊗ r⊥3 r⊥1 ⊗ r⊥3
sym. r⊥1 ⊗ r⊥1



 . (2.49)
Dabei ist das Ergebnis mithilfe der Normalvektoren der Seiten r⊥i aufgestellt. Die
Normalvektoren r⊥i sind in Abb. 2.5 dargestellt.
25
2. Theorie
r3
r3 r2
r3
r1
r1
r2
Abbildung 2.5.: Normalvektoren r⊥i der Dreiecksseiten.
2.5.3. Tet4-Element
Der Tetraeder in Abb. 2.6 mit den linearen Ansatzfunktionen in baryzentrischen
Koordinaten ξ, η und ζ, welche normal zu den Seitenflächen in den Tetraeder zeigen,
N (ξ, η, ζ) =
[
ξ η ζ 1− ξ − η − ζ
]
(2.50)
hat 4 Knoten und 6 Kanten und wird Tet4-Element genannt.
2
1
3
4
x
y
z
r4
r1
r3
r6
r5
r2
Abbildung 2.6.: Tetraeder mit Knotennummerierung und Kantenvektoren ri.
Wie im zweidimensionalen Fall kann die Steifigkeitsmatrix im Einheitsraum aufgebaut
werden und anschließend in den physikalischen Raum transformiert werden. Damit
ergibt sich
KTet4 =
ξ=1−η−ζ∫
ξ=0
η=1−ζ∫
η=0
ζ=1∫
ζ=0
(DεN )
T
C DεN det (J) dζ dη dξ . (2.51)
Mit der Jacobi-Determinante
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det (J) = det ([r4, r5,−r6]) = 6Vtet (2.52)
ergibt sich für die Steifigkeitsmatrix
KTet4 =
E
90Vtet




(r∗2)
2
E3 (r
∗
3 · r∗2)E3 (r∗1 · r∗2)E3 (r∗4 · r∗2)E3
(r∗3)
2
E3 (r
∗
1 · r∗3)E3 (r∗4 · r∗3)E3
(r∗1)
2
E3 (r
∗
4 · r∗1)E3
sym. (r∗4)
2
E3


−


r∗2 ⊗ r∗2 r∗2 ⊗ r∗3 r∗2 ⊗ r∗1 r∗2 ⊗ r∗4
r∗3 ⊗ r∗3 r∗3 ⊗ r∗4 r∗3 ⊗ r∗1
r∗1 ⊗ r∗1 r∗1 ⊗ r∗4
sym. r∗4 ⊗ r∗4


−


r∗2 ⊗ r∗2 r∗3 ⊗ r∗2 r∗1 ⊗ r∗2 r∗4 ⊗ r∗2
r∗3 ⊗ r∗3 r∗4 ⊗ r∗3 r∗1 ⊗ r∗3
r∗1 ⊗ r∗1 r∗4 ⊗ r∗1
sym. r∗4 ⊗ r∗4



 . (2.53)
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Abbildung 2.7.: Normalvektoren der Seitenflächen r∗i .
Wird ν = 1/4 angenommen, ergibt sich für die Steifigkeitsmatrix KT et4 Gl. (2.53).
Dabei berechnet sich KT et4 aus Kreuzprodukten, welche über Skalar- oder dyadi-
sche Produkte verbunden sind. Die Kreuzprodukte stellen die Normalvektoren der
Seitenflächen dar, wie es in Abb. 2.7 gezeigt ist. Die Normalvektoren r∗i sind durch
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r∗1 = r4 × r5 r∗2 = r5 × r6
r∗3 = r6 × r4 r∗4 = r3 × r1 (2.54)
definiert.
2.5.4. Weitere Elemente
Neben den oben genannten Elementen können zudem Vierecks- bzw. Hexaeder-
Elemente eingesetzt werden. Diese Elemente haben jedoch bereits mit linearen
Ansatzfunktionen einen linearen Verzerrungs- bzw. Spannungsverlauf, weswegen
diese Elemente hier nicht verwendet werden.
2.6. Nichtlineare Finite-Elemente-Methode
Im vorherigen Kapitel wurde angenommen, dass das Gleichgewicht im unverform-
ten Zustand aufgestellt und die Ingenieurdehnung und ein lineares Materialgesetz
eingesetzt werden. Diese Näherung ist für Problemstellungen mit kleinen Verzer-
rungen, Verschiebungen und Drehungen ausreichend. Werden Probleme mit großen
Verzerrungen und Drehungen betrachtet, bei denen das Gleichgewicht im verformten
Zustand gebildet werden muss, ist diese Betrachtung nicht mehr zulässig. Für die
Behandlung dieser Probleme werden Nichtlinearitäten eingeführt, wobei zwischen
geometrischen und materiellen Nichtlinearitäten unterschieden wird. Geometrische
Nichtlinearitäten erfordern die mathematische Formulierung von großen Verformun-
gen. Bei materiellen Nichtlinearitäten werden nichtlineare Materialgesetze betrachtet,
wie z. B. nichtlineare Elastizität und Plastizität. Weitere Nichtlinearitäten, wie z. B.
nichtlineare Randbedingungen werden hier nicht erläutert. Zum Thema nichtlineare
Randbedingungen, insbesondere Kontakt, wird auf Wriggers [135] verwiesen.
2.6.1. Geometrische Nichtlinearitäten
Grundsätzlich hat die Einführung von Nichtlinearitäten zur Folge, dass ein nichtlinea-
res Gleichungssystem entsteht, welches in der Statik nichtlinear in der Verschiebung
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ist. Für die Herleitung dieses Gleichungssystem wird vom Variationsproblem
δΠ =
∫
Ω
(−ρ u¨i + σji,j + bi) δu˙i dΩ = 0
aus Gl. (2.31) ausgegangen. Die Bewegungsgleichung ist für den verformten Zu-
stand aufgestellt, welcher auch „Momentanzustand“ genannt wird. Dabei wird die
Cauchy-Spannung eingesetzt, welche sich auf den Momentanzustand bezieht. Der
unverformte Zustand wird auch als „Ausgangszustand“ bezeichnet. Alle Größen im
Momentanzustand werden mit dem Index t, jene im Ausgangszustand mit dem Index
0 gekennzeichnet, wie es Abb. 2.8 gezeigt ist.
X x
?(X)
u
tV,tA
0V,0A
0p tp
Abbildung 2.8.: Beschreibung des Ausgangszustands eines Punkts mit der Koordi-
nate X und des dazugehörigen Körpers mit dem Volumen 0V , der
Oberfläche 0A und der Last 0p. Auf der rechten Seite ist der Momen-
tanzustand des Punkts mit der Koordinate x und dem deformierten
Körper mit dem momentanen Volumen tV , der momentanen Ober-
fläche tA und der momentanen Last tp gezeigt. ϕ(X) beschreibt
die Transformation vom Ausgangszustand in den Momentanzustand.
Die Verschiebung des Punkts wird durch u dargestellt.
Durch den Bezug der Bewegungsgleichung auf den Momentanzustand muss das
Variationsgebiet das verformte Volumen tV sein, wodurch sich das Variationsproblem
zu
δΠ =
∫
t
∫
tV
(
−ρ u¨i + ∂σji
∂xj
+ bi
)
δu˙i d
tV dt = 0 (2.55)
ergibt. Wird der Spannungsterm aus Gl. (2.55) betrachtet, kann dieser mit Satz von
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Gauß und (A.6) umgeformt werden zu
∫
t
∫
tV
∂σji
∂xj
δu˙i d
tV dt =
∫
t
∫
tS
ti δu˙i d
tS dt−
∫
t
∫
tV
σjiδ
(
∂u˙i
∂xj
)
dtV dt
=
∫
t
∫
tS
ti δu˙i d
tS dt−
∫
t
∫
tV
σjiδ


∂u˙i
∂Xk︸ ︷︷ ︸
F˙ik
∂Xk
∂xj︸ ︷︷ ︸
F −1
jk

 d
tV dt (2.56)
Der Ausdruck F˙ij bzw. F˙ik wird als materieller Geschwindigkeitsgradient bezeichnet
, wobei Fij der Deformationsgradient bzw. F
−1
ij die Inverse des Deformationsgra-
dienten ist. Dabei wird ∂u˙i
∂xj
= F˙ikF
−1
jk als räumlicher Geschwindigkeitsgradient lij
bezeichnet [1]. Die Integration führt in einigen Fällen auf einen Verzerrungstensor.
Für den Fall, dass die Verzerrung entlang der Hauptachsen erfolgt, ergibt sich der
Hencky-Verzerrungstensor, welche im eindimensionalen Fall auch logarithmische
Dehnung εlog genannt wird. Einige Verzerrungsdefinitionen sind im nächsten Kapitel
zusammengestellt.
Darauf aufbauend können verschiedene Verzerrungs- und Spannungstensoren der
Kontinuumsmechanik hergeleitet werden, welche in Wriggers [134], Bathe [8] oder
Crisfield [22] aufgeführt werden.
Neben den hier bereits erwähnten Formulierungen, welche für große Drehungen und
Deformation eingesetzt werden, gibt es noch die mitdrehende Formulierung, welche
z. B. in Crisfield [22] erläutert ist.
Bei großen Verformungen können verschiedene Phänomene wie z. B. Durchschlag
und Verzweigungspunkte entstehen. Diese Phänomene kommen bei der linearen
Rechnung aufgrund ihrer Eindeutigkeit nicht vor. Beim Durchschlag kommt es zu
einem plötzlichen Steifigkeitsabfall (siehe Abb. 2.9). Bei dieser Struktur schlägt der
Knoten von der oberen Hälfte in die untere Hälfte durch. Dieses Phänomen kann
ebenfalls in einem Stabgitter vorkommen.
Verzweigungsprobleme sind Probleme, bei denen an einem Verzweigungspunkt meh-
rere mögliche Lösungspfade (Nullmoden des Systems) zur Auswahl stehen. Dabei
muss der stabile Lösungspfad bestimmt werden. Die Bestimmung solcher Verzwei-
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??F
v
v
Abbildung 2.9.: Durchschlag eines Zweibeins (links) mit Lastpfad (rechts). Dabei ist
die Verschiebung v über den Lastfaktor λ aufgetragen.
gungspunkte, auch Stabilitätspunkte genannt, ist unter anderem in Wriggers [134]
erläutert.
Verzerrungsdefinition
In der linearen FEM wurde bisher ein lineares Verzerrungsmaß εlin verwendet, welches
sich auf die Ausgangskonfiguration bezieht. Allgemein ist die linearisierte Verzerrung
in Indexschreibweise definiert durch Gl. (2.57), wobei bei einem Stab nur die x-
Komponente berücksichtigt werden muss.
εlinij =
1
2
(ui,j + uj,i) → εlinxx = u,x =
L− L0
L0
= λe − 1 (2.57)
In Gl. (2.57) ist L die momentane Länge und L0 die Ausgangslänge des Stabs. λe ist die
Streckung des Stabs und λe ist der Quotient aus Momentanlänge und Ausgangslänge.
Die lineare Verzerrung ist für kleine Verzerrungen und Drehungen geeignet und kann
z. B. aus der Linearisierung des Green-Lagrange-Verzerrungstensors εGLij abgeleitet
werden. Der Green-Lagrange-Verzerrungstensor
εGLij =
1
2
(ui,j + uj,i + uk,iuk,j)
εGLx = u,x +
1
2
[
(u,x)
2 + (v,x)
2 + (w,x)
2
]
=
L2 − L2
0
2L20
(2.58)
ist rotationsinvariant und bezieht sich auf die Ausgangszustands. Wird als Bezugs-
größe der Momentanzustand gewählt, ergibt sich der Almansi-Verzerrungstensor.
Eine weiteres Verzerrungsmaß ist der Hencky-Verzerrungstensor, welche im eindi-
mensionalen Fall auch logarithmische oder natürliche Dehnung genannt wird. Sie ist
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ein Verzerrungsmaß, welches für große Verzerrungen und kleine Drehungen geeignet
ist. Da Stäbe bereits rotationsinvariant sind, kann diese Formulierung bei Stäben für
große Drehungen und Verzerrungen eingesetzt werden.
εlogij = ln
(
1 + εlinij
)
→ εlogx = ln(1 + u,x) = ln(1 + εlinx ) (2.59)
Spannungsdefinition
Die vorgestellten Verzerrungsmaße können in das elastische Potential eingesetzt
werden, um die neuen nichtlinearen Steifigkeiten zu bestimmen. Hierbei muss berück-
sichtigt werden, dass zu einer Verzerrungsdefinition die entsprechende energetisch
konjugierte Spannungsdefinition σ gewählt wird. Somit ergibt das Produkt aus
Spannung und Verzerrung die volumenbezogene Verzerrungsenergie. Hierbei wurde
vorausgesetzt, dass die Verzerrung aus einer Verzerrungsrate abgeleitet werden kann.
Des Weiteren muss berücksichtigt werden, dass im Ausgangszustand über 0V oder
im Momentanzustand über tV integriert wird.
Die zur logarithmischen Verzerrung energetisch konjugierte Spannung ist für einen
Stab die Cauchy-Spannung σ, wenn über das momentane Volumen tV integriert wird.
Bei der Cauchy-Spannung wird berücksichtigt, dass sich aufgrund der Stabverzer-
rungen die Querschnittsfläche des Stabs und dadurch auch die Spannung verändern.
Im linearen Fall wird die Ingenieursspannung σeng eingesetzt. Zum Green-Lagrange-
Verzerrungstensor gehört die zweite Piola-Kirchhoff-Spannung σP, wenn über 0V
integriert wird. Für einen Stab ist die Spannung durch
σ =
F
tA
σeng =
F
0A
σP =
F 0L
0A tL
(2.60)
bestimmt [102]. Dabei ist F die Stabkraft, 0A der Ursprungsquerschnitt, tA der
momentane Querschnitt, 0L die Ursprungslänge und tL die momentane Länge des
Stabs.
Materialkurven
Bei der Verwendung eines anderen Verzerrungs- und Spannungsmaßes müssen die
experimentell aufgenommenen Materialkurven an dieses Verzerrungsmaß angepasst
werden, da dabei oft Ingenieurdehnungen und -spannungen eingesetzt werden. Der
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linear elastische Bereich ist davon unabhängig, jedoch kann der Verlauf im nichtli-
nearen Bereich abweichen.
z
x
y
0a
0a
0L
?(X)
ta
ta
tL
Abbildung 2.10.: Metallstab im Ausgangszustand (links) und im Momentanzustand
(rechts)
Wird der Metallstab aus Abb. 2.10 betrachtet und dieser über die Fließgrenze hinaus
belastet, fließt der Stab plastisch und es kommt zu einer volumentreuen Deformation,
d.h. es gilt V˙ = 0. Diese Bedingung wird genutzt, um die Cauchy-Spannung σ aus
der Ingenieurspannung σeng zu berechnen. Dafür wird die zeitliche Veränderung des
Volumens bzw. des Querschnitts und der Länge
V˙ = A˙L + AL˙ = 0 → A˙
A
= −L˙
L
(2.61)
betrachtet. Diese Beziehung kann nun über die Zeit integriert werden, wodurch vom
Ausgangs- bis zum Momentanzustand integriert wird. Es folgt
tA
0A
=
0L
tL
. (2.62)
Damit wird eine Beziehung zwischen Cauchy-Spannung und linearer Verzerrung
hergestellt, welche für die Umrechnung der Spannungs-Dehnungskurve eingesetzt
werden kann.
σ = σeng (1− εengxx ) (2.63)
Nichtlineares Stabelement
Nachdem die verschiedenen Verzerrungs- und Spannungsdefinition eingeführt wurden,
kann nun das nichtlineare Stabelement mit zwei Knoten und linearen Ansatzfunktio-
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nen (Bar2NL) hergeleitet werden. Das Variationsproblem aus Gl. (2.55) vereinfacht
sich für einen Stab im statischen Fall zu
δΠ =
∫
tV
δ tεxx
tσxx d
tV
︸ ︷︷ ︸
δΠint
−δΠext(u) , (2.64)
wobei in δΠext(u) alle Lastterme zusammengefasst sind. Sie können von der Verschie-
bung abhängen.
Wird in δΠint die Cauchy-Spannung σxx und logarithmische Dehnung εlogxx eingesetzt
und die Integration über die momentane Länge durchgeführt, folgt
δΠint =
tA
∫
tL
δεlogxx σxx dx mit δε
log
xx =
δu,x
(1 + u,x)
. (2.65)
Die Verschiebung kann nun wie im linearen Fall mit der Ansatzfunktion
u ≈ N (x) ˆ¯u (2.66)
approximiert werden. ˆ¯u ist der Verschiebungsvektor im lokalen Stabkoordinatensys-
tem. Dementsprechend ist uˆ der Verschiebungsvektor im globalen Koordinatensystem
Es folgt daraus für die erste Variation des Potentials
δΠ = δˆ¯uT tA
∫
tL
NT,x
1 + εlinxx︸ ︷︷ ︸
BT
σxx dx− δuˆTf ext(uˆ) = δˆ¯uT f ∗int(ˆ¯u )− δuˆTf ext(uˆ) . (2.67)
Die Variation des Verzerrungspotentials kann durch δˆ¯uTf ∗int(uˆ) ausgedrückt werden.
Die externen Lasten sind bereits diskretisiert worden und ihr Anteil zu δΠext =
δˆ¯uTf ext(uˆ) zusammengefasst.
Da f int noch eine reine eindimensionale Formulierung mit den Freiwerten ˆ¯uk ist,
wird wie im linearen Fall eine Koordinatentransformation (siehe Gl. (2.40)) zu den
globalen Freiwerten uˆ im zwei- und dreidimensionalen Raum durchgeführt. damit
kann uˆT ausgeklammert werden und das Gleichungssystem reduziert sich auf
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δΠ = δuˆT

f int(ˆ¯u)− f ext(uˆ)︸ ︷︷ ︸
g(uˆ)

 . (2.68)
Dabei stellt g(uˆ) das diskretisierte Gleichgewicht dar. Hierbei wurde δˆ¯uTf ∗int(ˆ¯u)
durch δuˆTT Tf ∗int(ˆ¯u) = δuˆ
Tf int(ˆ¯u) ersetzt.
Gl. (2.68) ist ein nichtlineares Gleichungssystem, welches z.B. mit einem Newton-
Verfahren gemäß
∆uˆi = uˆi+1 − uˆi = −
[
dg
duˆ
]−1
i
g(uˆi) = − [KT]−1i g(uˆi) (2.69)
gelöst werden kann. Es gibt noch weitere Methoden zur Lösung von nichtlinearen
Gleichungssystemen, welche in Kap. 2.7 vorgestellt werden.
Für den Einsatz des Newton-Verfahrens wird die Tangentialsteifigkeit benötigt, welche
über die Ableitung des Gleichgewichts g nach der Verschiebung uˆ bestimmt wird.
Die Ableitung der inneren Knotenkräfte f int ergibt sich zu
duˆ
dˆ¯u︸︷︷︸
T
df int
duˆ
= tA
∫
tL
dBT
dˆ¯u
σxx +B
T ∂σxx
∂εxx︸ ︷︷ ︸
Ct
dεxx
dˆ¯u︸ ︷︷ ︸
BT
T dx (2.70)
= tA
∫
tL
dB
dˆ¯u
σxx +B
T Ct B T dx . (2.71)
Die Ableitung der Spannung σxx nach der Verzerrung ist gegeben durch Ct und
stellt die Steigung der Spannungs-Dehnungs-Kurve dar und kann direkt aus den
experimentellen Daten einer einachsigen Zugprobe gewonnen werden.
df int
duˆ
= tA T T
∫
tL
−NT,xN ,x
(1 + εlinxx)
σxx dx
︸ ︷︷ ︸
Kσ
+ tA T T
∫
tL
BT Ct B T dx
︸ ︷︷ ︸
Ku
(2.72)
Kσ aus Gl. (2.72) beschreibt die Anfangsspannungsmatrix und Ku die Anfangs-
verschiebungsmatrix, wobei Ku auch in einen linearen Term K0 und nichtlinearen
Term Kn aufgeteilt werden kann [102]. Neben der Ableitung der inneren Kräfte wird
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die Ableitung der externen Kräfte
Kp =
df ext
duˆ
(2.73)
benötigt, welche auch als Lasttangente Kp bezeichnet wird. Somit ergibt sich die
Tangentialsteifigkeit zu
KT = Ku + Kσ + Kp , (2.74)
sodass alle Terme des Newton-Verfahrens aus Gl. (2.82) gegeben sind.
Andere nichtlineare Finite Elemente können auf die gleiche Weise hergeleitet werden.
2.6.2. Materielle Nichtlinearitäten
In der linearen Theorie wurde bisher das Hookesche Materialgesetz verwendet,
welches die Verzerrungen linear auf die Spannungen abbildet. Für Kunststoffe oder
auch Metalle im plastischen Bereich ist diese Annahme nicht mehr gültig. Das
Materialverhalten ist in diesen Fällen nichtlinear, sodass die Verzerrungen und
Spannungen über eine nichtlineare Beziehung miteinander verbunden sind. Dabei
muss dies keine eindeutige Zuordnung sein, wie es z. B. bei der Plastizität der Fall
ist. Insgesamt kann das nichtlineare Materialverhalten durch eine inkrementelle
Formulierung des Materialmodells
dσij = Cijkl(ε
0
kl, ε
1
kl, ε
2
kl, . . . ) dεkl bzw. dσ = C(ε
0, ε1, ε2, . . . ) dε (2.75)
berücksichtigt werden.
Plastizität
Im Gegensatz zur nichtlinearen Elastizität ist bei der Plastizität jede Deformation
eines Körpers immer von seiner Beanspruchungsgeschichte abhängig. Dabei wird
unterschieden, ob das Material sich elastisch oder plastisch verformt bzw. plastisch
fließt. Das plastische Fließen ist ein irreversibler Vorgang, der bei Metallen eine
reine deviatorische Deformation hervorruft. Diese ist volumenerhaltend, was bei der
Berechnung berücksichtigt werden muss. Nach einer plastischen Deformation kann
nach der vollständigen Entlastung eine elastische Restdehnung εR bzw. Restspannung
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σR im Körper verbleiben, welche durch die plastische irreversible Verformung entsteht.
Die Restspannung wird auch Nachspannung genannt [54]. Die Gesamtdehnung ε
ε = εe + εp (2.76)
kann in die elastische εe und die plastische Verzerrung εp aufgeteilt werden.
Die heutige Definition der Plastizität beruht grundlegend auf den Arbeiten von
v. Mises [124] und Hencky [54]. Als zusätzliche Literatur sei hier Doltsinis [32]
angeführt, der einen Überblick über die lineare Plastizitätstheorie und ihre Finite
Elemente Implementierung gibt. Die nichtlineare Plastizitätstheorie wird ebenfalls in
Doltsinis [30] behandelt.
Für die Aufteilung der logarithmischen Dehnung werden die elastische λe und plasti-
sche λp Streckung eingeführt, welche multiplikativ zur Gesamtstreckung
λtot = λe λp , (2.77)
verknüpft sind. Damit kann die Gesamtdehnung
ε = ln (λtot) = ln (λe λp) = ln (λe)︸ ︷︷ ︸
εe
+ ln (λp)︸ ︷︷ ︸
εp
(2.78)
in einen elastischen und einen plastischen Anteil aufgeteilt werden. Das plastische
Fließen wird durch drei Gesetzmäßigkeiten beschrieben:
• Fließbedingung φ (σ, σs) ≤ 0
• Verfestigung / Entfestigung σs (εp)
• Fließregel dεp
Die Fließfunktion φ (σ, σs) ist über Gl. (2.79) gegeben. Sie beschreibt das Fließkri-
terium und legt damit fest, wann plastisches Fließen eintritt. Als Fließkriterium
können die in Kap. 2.2 vorgestellten Vergleichsspannungshypothesen eingesetzt wer-
den. Die Fließspannung σs ist der Grenzwert, ab dem plastisches Fließen beginnt.
Darüber hinaus ist die Fließspannung von der Belastungsgeschichte abhängig. Die
Fließfunktion
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φ (σ, σp) = σv (σ)− σs (εp) = 0 (2.79)
beschreibt, ob plastisches Fließen vorliegt. Die Fließregel definiert die Richtung des
plastischen Fließens (Verzerrungsinkrement). Hier wird dabei angenommen, dass bei
Metallen die assoziierte Fließregel
dεp = dλ
dφ
dσ
(2.80)
eingesetzt werden kann. Das plastische Fließen findet dabei immer senkrecht zur
Fließfläche nach Gl. (2.79) statt. Dabei ist dλ abhängig von den Materialdaten,
insbesondere von der Steigung der Spannungs-Dehnungs-Kurve.
Neben der assoziierten Fließregel sind nicht assoziierte Fließregeln möglich, bei denen
die Fließrichtung nicht aus der Fließfunktion abgeleitet werden kann.
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Abbildung 2.11.: Verfestigung eines Materials mit den Fließspannungen σs i.
Bei der Verfestigung bzw. Entfestigung steigt bzw. sinkt die Fließspannung σs mit
dem plastischen Fließen. Ein Beispiel für die Verfestigung eines Materials ist in
Abb. 2.11 gezeigt. Nach der Entlastung bleibt eine plastische Verzerrung übrig.
Durch die Erhöhung der Fließspannung kann sich die Fließfläche aufweiten bzw.
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kinematisch verfestigen. Des Weiteren kann die hydrostatische Achse sich verschieben
bzw. isotrop verfestigen. Beide Verfestigungstypen können gekoppelt werden, um das
reale Materialverhalten nachzubilden.
Bei der plastischen Berechnung, welche iterativ erfolgt, wird darüber hinaus das
Radial-Return-Verfahren eingesetzt. Dabei wird nach jedem Iterationsschritt der
Spannungszustand σi + σ˜i+1 auf die Fließfläche zurückgeführt, wie es in Abb. 2.12
gezeigt ist. Dabei ist σ˜i+1 die Testspannung beim Iterationsschritt i + 1. Diese
Korrektur ist notwendig, da in einem Iterationsschritt die Fließbedingung nicht
erfüllt sein muss.
?
Radial-Retrun?i
Fließfläche
?i+1
?i+1~
Abbildung 2.12.: Radial-Return-Verfahren zum Zurückführen der Spannung auf die
Fließfläche.
Für einen Stab vereinfacht sich diese plastische Rechnung stark, da nur noch ein
einachsiger Spannungszustand betrachtet wird. Damit muss σs als Vergleichsspannung
eingesetzt werden. Auch die Richtung des plastischen Fließens ist eindeutig, sodass
sich diesbezügliche Annahmen erübrigen.
2.7. Lösungsverfahren bei nichtlinearen Problemen
Für die Lösung nichtlinearer Gleichungssysteme existieren verschiedene Verfahren,
welche unter anderem in Crisfield [22] oder Schweizerhof [110, S.55-98] zusammenge-
fasst sind.
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2.7.1. Newton-Raphson-Verfahren
Eines der bekanntesten Verfahren zur Lösung nichtlinearer Gleichungssysteme g(uˆ) =
0 ist das Newton-Verfahren. Dabei wird Funktion g an einem Entwicklungspunkt uˆ
linearisiert
g(uˆ) = g(uˆi) +
[
dg
duˆ
]
uˆi
∆uˆi + · · · = 0 . (2.81)
und der Korrekturwert ∆uˆ über das Residuum bestimmt. Für den Abbruch nach
dem linearen Term wird das Residuum bestimmt und nach dem Korrekturwert
∆uˆi = uˆi+1 − uˆi = −
[
dg
duˆ
]−1
i
g(uˆi) = − [KT]−1i d(uˆi) (2.82)
umgestellt. Dieses Verfahren geeignet sich für monoton steigende Lösungspfade und
zeigt quadratische Konvergenz in der Nähe der Lösung. Gibt es lokale Extrema im
Lösungspfad, kann dieses Verfahren nicht mehr eingesetzt werden, da es zu einer
singulären Tangentialsteifigkeit KT führen kann.
2.7.2. Modifiziertes Newton-Verfahren
Das modifizierte Newton-Verfahren ist ein Verfahren, mit dem Extrema überwunden
werden können. Bei diesem Verfahren wird die Tangentialsteifigkeit nicht bei jedem
Iterationsschritt neu berechnet, sondern nur bei jedem k-ten Schritt bestimmt. Damit
sinkt zwar die Konvergenzgeschwindigkeit, es kommt jedoch nicht zu einer singulären
Tangentialsteifigkeit. Das Verfahren ist definiert durch
∆uˆi = uˆi+1 − uˆi = −
[
∂g
∂uˆ
]−1
k
g(uˆi) . (2.83)
2.7.3. Newton-Verfahren mit Nebenbedingung
Die bisher vorgestellten Verfahren haben den Nachteil, dass sie den Lösungspfad
nicht in jedem Fall verfolgen können. Dieser Nachteil wurde mit der Einführung von
Pfadverfolgungsalgorithmen beseitigt. Der erste Algorithmus wurde von Wempner
[130] und Riks [101] vorgestellt. Dabei wird die Pfadverfolgung durch eine zusätzliche
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u
Lösungspfad?n
unui ui+1 ....
Abbildung 2.13.: Bogenlängenverfahren nach Crisfield mit Hypersphäre als Nebenbe-
dingung.
Nebenbedingung h(uˆ, λ) erreicht. Zusätzlich wird der Lastfaktor λ skaliert, sodass
f ext als λf ext umgeschrieben werden kann. Mit dieser Umformung kann die Last
während der Iteration gesteuert werden.
Eine häufig eingesetzte Nebenbedingungen h(uˆ, λ) ist durch
h(uˆ, λ) = (uˆi − uˆ0)T (uˆi − uˆ0) + (λi − λ0)2 − s2 = 0 (2.84)
gegeben. Dabei ist die neue Lösung uˆi+1 der Schnittpunkt des Lösungspfads mit
einer Hypersphäre mit dem Radius s um uˆi. Dieses Vorgehen wurde von Crisfield [22]
eingeführt und hat den Vorteil, dass es immer Schnittpunkte mit dem Lösungspfad
gibt (siehe Abb. 2.13).
Aus dem Newton-Verfahren ist bekannt, dass das Verschiebungsinkrement über Gl.
(2.85) bestimmt wird.
KT,i∆uˆi = λif ext,i − f int,i (2.85)
Wird nun das Verschiebungsinkrement uˆ in einen Anteil aus den inneren uˆint und
externen Knotenkräften uˆext aufgeteilt, ergibt sich
∆uˆi = λi∆uˆext,i −∆uˆint,i . (2.86)
Wird Gl. (2.86) in Gl. (2.84) eingesetzt z. B. [102], folgt die quadratische Gleichung
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λ2i + pλi − q = 0 λi = −
p
2
±
√
p2
4
− q
p =
2
(
−λ0 +∆uˆText,i [−∆uˆint,i +∆uˆi−1 − uˆ0]
)
(
1 + ∆uˆText,iuˆext,i
)
q =
λ20 + (−∆uˆint,i + uˆi−1 − uˆ0)T (−∆uˆint,i + uˆi−1 − uˆ0)(
1 + ∆uˆText,i∆uˆext,i
) . (2.87)
Gl. (2.87) hat zwei Lösungen für λi. Aus den Lösungen λi,1 und λi,2 können das
neue Verschiebungsinkrement ∆uˆi durch Gl. (2.86) und damit die neue Verschiebung
uˆi = ∆uˆi + uˆi−1 bestimmt werden.
Eine Schwierigkeit bei dieser Methode ist die Auswahl des richtigen Schnittpunkts.
Ein Kriterium ist die Betrachtung des Skalarprodukts
∆uˆT0∆uˆi ≥ 0 (2.88)
des Verschiebungsinkrements der letzten konvergierten Lösung ∆uˆ0 mit dem Ver-
schiebungsinkrement ∆uˆi der neuen Lösung für die beiden Lösungen des Gleichungs-
systems.
Die einzige Vorgabe, die bei diesem Verfahren gemacht werden muss, ist ein Schätzwert
für das Lastinkrement ∆λi = λi − λ0. Mit dieser Vorgabe ergibt sich die Bogenlänge
s, womit alle Startwerte gegeben sind.
Ein anderes Vorgehen ist die Nebenbedingung direkt in die Newton-Verfahren zu
integrieren

∆uˆ
∆λ


i
= −

g
h


i︸ ︷︷ ︸
K∗T
. (2.89)
Die Einträge von Gl. (2.89) sind in Gl. (2.90) zusammengefasst. Der erste Eintrag
ist die bereits bekannte Tangentialsteifigkeit KT.
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[
dg
duˆ
]
i
= KT,i
[
dg
dλ
]
i
= −f ext
[
dh
duˆ
]
i
= 2 (uˆi − uˆ0)
[
dh
dλ
]
i
= 2 (λi − λ0)
(2.90)
Gl. (2.89) ist auch bei einer singulären Tangentialsteifigkeit lösbar, da K∗T dadurch
nicht singulär wird. Die zusätzlichen Freiheitsgrade ∆λ der Systemmatrix und die
damit verbunden neuen Zeilen und Spalten zerstören jedoch die Bandstruktur. Dies
wirkt sich negativ auf die Geschwindigkeit des Lösungsalgorithmus aus. Jedoch kann
Gl. (2.89) umgeschrieben werden, sodass die Lösung schrittweise berechnet werden
kann. Dieses Vorgehen ist z. B. in Rust [102] oder Crisfield [22] beschrieben. Als
erstes wird die erste Zeile von Gl. (2.89) nach
∆uˆi = K
−1
T,i [∆λif ext − gi] = ∆λi∆uˆext,i −∆uˆd,i (2.91)
umgestellt. Dieses Ergebnis kann in die zweite Zeile von Gl. (2.89) eingesetzt werden,
sodass sich für das Lastinkrement
∆λi =
1
2
−hi + 2 (uˆi − uˆ0)T ∆uˆd,i
(uˆi − uˆ0)T ∆uˆext,i + (λi − λ0)
(2.92)
ergibt. Damit sind alle Gleichungen zur Bestimmung des neuen Verschiebungsinkre-
ments uˆi bekannt.
Neben den vorgestellten Verfahren gibt es noch weitere Pfadverfolgungsalgorithmen,
welche unter anderem in Schweizerhof [110] diskutiert werden.
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3. Linear-elastische
Stabgittermodelle
In diesem Kapitel werden die Grundlagen von linear-elastischen Stabgittermodellen
mit Normalfedern vorgestellt. Dabei wird auf die verschiedenen Methoden einge-
gangen, mit denen die Steifigkeiten der Normalfedern bzw. Querschnitte der Stäbe
berechnet werden können. Schließlich werden die Stabgittermodelle bei verschiedenen
Simulationen evaluiert.
3.1. Theorie
In der Einleitung wurde bereits erwähnt, dass Stabgittermodelle mit Normalfedern
in ihrem Verhalten durch die Cauchy-Beziehungen Gl. (1.1) eingeschränkt sind. Un-
ter Berücksichtigung dieser Einschränkung wird nun versucht ein Stabgittermodell
aufzubauen, welches das Kontinuum so gut wie möglich abbildet. Zusätzlich wird
verlangt, dass das Stabgitter aus Zellen aufgebaut werden kann. Mit dieser Bedin-
gung können die bereits aus der FEM bekannten Methoden zur Netzgenerierung
und Spannungsberechnung übernommen und die Untersuchung auf Zellen und ihre
Anwendung in Stabgittern beschränkt werden.
3.1.1. Zelltypen
Bei der FEM kann jede Fläche bzw. jedes Volumen in zwei Grundtypen oder deren
Hybride unterteilt werden:
• Dreiecke/ Tetraeder
• Vierecke/ Hexaeder.
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Abbildung 3.1.: Dreieckszelle und ihre Erweiterung nach der Idee von Spierig [114,
115] (links). Tetraederzelle und ihre Erweiterung (rechts).
Diese Unterteilung wird auch bei LSM eingesetzt. Die zu den finiten Elementen
äquivalenten Stabgitterzellen werden dadurch gebildet, dass die Kanten bzw. Seiten
des Volumens bzw. der Fläche durch Stäbe ersetzt werden. Bei Bedarf werden
zusätzliche Diagonalstäbe ergänzt, um die Stabilität der Zellen zu gewährleisten.
Daraus ergeben sich die in Abb. 3.1 und Abb. 3.2 dargestellten Zellen. Ein Vorteil
der Dreiecks- und Tetraederzellen ist, dass jegliche Geometrie mit diesem Zelltyp
in der Ebene bzw. dem Raum diskretisiert werden kann. Eine erweiterte Version
der Dreieckszellen wurde von Spierig [114,115] vorgestellt. Dabei wurde die Anzahl
der Stäbe erhöht, aber die Anzahl der Knoten gleich belassen. Dies ist nur möglich,
indem Pseudoknoten eingeführt werden. Die Verschiebungen dieser Pseudoknoten
werden durch die Verschiebungen der benachbarten Knoten ausgedrückt, sodass
keine neuen Verschiebungsfreiheitsgrade hinzugefügt werden. Ein Beispiel für solch
eine Einschränkung der Knotenbewegung kann z.B. sein, dass der Pseudoknoten
sich immer auf der halben Strecke zwischen zwei Knoten bewegen soll. Diese Idee
kann, wie in Abb. 3.1 gezeigt, auf Tetraeder übertragen werden. Ein Dreieck, welches
aus 3 Stäben besteht, wird in Anlehnung an die Bezeichnung des dazugehörigen
finiten Elements als Tri3LSM bezeichnet. Der Tetraeder mit 6 Stäben wird Tet6LSM
genannt.
Bei den Vierecks- und Hexaederzellen wird zwischen verschiedenen Typen unterschie-
den, welche in Abb. 3.2 gezeigt sind. Im zweidimensionalen Fall hat die rect*-Zelle
im Vergleich zu rect-Zelle einen zusätzlichen Knoten, der die Diagonalstäbe ver-
bindet. Im dreidimensionalen Fall werden hier die drei kubischen Bravais-Gitter
betrachtet [7]. Hierbei bezeichnet bcc die kubisch-raumzentrierte Zelle, fcc die
kubisch-flächenzentrierte Zelle und half-fcc eine kubische Zelle, die aus 5 Tetra-
edern zusammengesetzt ist. Die jeweiligen Zellversionen mit zusätzlichen Knoten,
welche die Diagonalstäbe verbinden, werden mit * gekennzeichnet.
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bcc* fcc*
bcc fcchalf-fccrect
rect*
Abbildung 3.2.: Verschiedene Vierecks- und Hexaderzellen
Darüber hinaus existieren noch viele weitere Möglichkeiten Zellen zu konstruieren,
z. B. Nayfeh et al. [84], jedoch liegt der Fokus im Folgenden auf den Grundtypen,
aus denen weitere Zellen abgeleitet werden können.
3.1.2. Stabsteifigkeiten
Es gibt drei Möglichkeiten, die Stabsteifigkeiten des Stabgittermodells zu bestimmen.
Die erste Möglichkeit wurde u. a. von Hrennikoff [56,57] und Waller und Krings [128]
eingesetzt und beruht auf der Betrachtung des statischen Gleichgewichts. Die zweite
Möglichkeit beruht auf einer Energiebetrachtung und wurde unter anderem von
Born [14], Ostoja-Starzweski [90] und Griffiths und Mustoe [46] eingesetzt. Die dritte
und letzte Variante beruht auf einem Vergleich der Steifigkeitsmatrizen mit den
finiten Elementen.
Statisches Gleichgewicht
Für jede im statischen Gleichgewicht stehende Struktur kann ein Kräfte- und Mo-
mentengleichgewicht aufgestellt werden. Waller [128] berechnete für eine fcc-Zelle
(Abb. 3.2) das statische Gleichgewicht für zwei unterschiedliche Randbedingungen,
welche in Abb. 3.4 gezeigt sind. Diese Rechnung kann auf alle quaderförmigen Zellen
übertragen werden und wird hier anhand der bcc-Zelle vorgestellt. Bei dem in Abb.
3.4 gezeigten Quader kann die dreifache Symmetrie ausgenutzt werden, wodurch sich
die Rechnung auf die Bestimmung der Kantenstäbe Aedge und der Diagonalstäbe
Adia reduziert.
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Abbildung 3.3.: Zugbelastung 1© der bcc-Zelle mit Kantenlänge a (links) und Kräfte-
gleichgewicht am Knoten 8© (rechts). Die Bewegung der Knoten ist
in x- und z-Richtung durch Lager unterbunden. Die Lager erzeugen
die Lagerkräfte Bx und Bz.
Das Kräftegleichgewicht aus Abb. 3.3 wird am Knoten 8 für den Belastungsfall 1©
aufgestellt, wobei die Stabkräfte Sij sich auf den Stab beziehen, der sich zwischen
Knoten i und j befindet.
?xx
1 2?xyxy a
a
Abbildung 3.4.: Lastfall 1© zeigt die Seitenansicht eines Quaders unter Zugbelastung
σx. Zusätzlich ist die Bewegung der unteren und oberen Kante in
y-Richtung durch die Lagerung unterbunden. Im Lastfall 2© wird
der Quader mit einer Schubspannung τxy belastet.
Vektoriell ausgedrückt ergibt sich Gl. (3.1), wo die Stabkräfte S48 und S58 aufgrund
der Randbedingungen 0 sind. Dabei steht 0 für einen Nullvektor. Darüber hinaus
sind die Lagerbedingungen durch Bx und Bz gegeben. Die x- und y-Komponente von
Gl. (3.1) setzt sich somit aus F , S78 und S28 zusammen.
∑
i
F i = −F + B + S28 +✟✟S48 +✟✟S58 + S78 = 0 (3.1)
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Durch das Hookesche Gesetz für εyy
σxx = − νE
(1 + ν)(1− 2ν)εyy σyy =
(1− ν)E
(1 + ν)(1− 2ν)εyy (3.2)
sind die Kontinuumsspannungen und -dehnungen miteinander verknüpft. Die aufge-
brachten Einzelkräfte können durch
σyy =
4F
a2
σxx =
4Bx
a2
. (3.3)
zusammengefasst werden.
Da σxx = σzz gilt, folgt Bx = Bz. Wird zusätzlich noch die Stabkraft über εbar Ebar Abar =
Sbar ausgedrückt und E = Ebar gesetzt, ergibt sich für den Stabquerschnitt
Aedge =
a2
4(1 + ν)(1− 2ν) . (3.4)
Der Stabquerschnitt der Diagonalstäbe kann über die Kinematik bestimmt werden.
Dafür wird die Zelle aus Abb. 3.3 in y-Richtung gestreckt und eine Beziehung
zwischen der Dehnung der Kantenstäbe εedge und der Diagonalstäbe εdia aufgestellt.
Nach einigen Umformungen führt dies auf
3
(
2εdia + ε
2
dia
)
= 2εedge + ε
2
edge . (3.5)
Für kleine Dehnungen können die quadratischen Terme vernachlässigt werden εdia =
1
3
εedge. Dies ergibt den Querschnitt
Adia =
3
√
3a2ν
4(1 + ν)(1− 2ν) , (3.6)
der von a und ν abhängt. Diese Rechnung kann für den Belastungsfall 2© wiederholt
werden, wobei die Kinematik zu εdia =
1
3
γxy führt. Der Querschnitt der Diagonalstäbe
ist dabei definiert durch
Adia =
3
√
3a2
8(1 + ν)
. (3.7)
Werden die beiden Ergebnisse aus Gl. (3.6) und (3.7) für den Stabquerschnitt
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gleichgesetzt, ergibt sich für die Poissonzahl ν = 1/4. Dieses Ergebnis folgt auch für
die fcc-Zelle. Die endgültigen Ergebnisse für die Stabquerschnitte können Tab. 3.1
entnommen werden.
Aedge Adia
bcc 1
5
a2 3
√
3
10
a2
fcc a
2(1−3ν)
4(1+ν)(1−2ν) =
1
10
a2 2
√
2a2ν
4(1+ν)(1−2ν) =
√
2
5
a2
Tabelle 3.1.: Stabquerschnitte der Kanten- und Diagonalstäbe für kleine Dehnungen
für die bcc- und fcc-Zelle.
Durch die lineare Berechnung haben bcc* und fcc* die gleichen Querschnitte wie die
Zellen ohne zusätzlichen Knoten und sind deshalb nicht in Tab. 3.1 aufgeführt.
Der Vorteil dieser Methode ist, dass immer ein statisches Gleichgewicht aufgestellt
werden kann, jedoch muss für dieses Gleichgewicht auch eine analytische Spannungs-
lösung existieren.
Elastisches Potential
Der zweite Ansatz für die Bestimmung der Stabquerschnitte setzt eine Gleichheit
der elastischen Potentiale des Kontinuums Πint,Konti. und des LSM Πint,LSM
Πint =
1
2
εT CεV︸ ︷︷ ︸
Πint,Konti.
=
1
2
∑
i
Ei Ai Li ε
T
i εi︸ ︷︷ ︸
Πint,LSM
. (3.8)
Dieser Ansatz wurde bereits von Born [14], Ostoja-Starzweski [90] und Griffiths und
Mustoe [46] eingesetzt. Dieser Ansatz beruht auf der Symmetrie der Elastizitätsma-
trix und zeigt, dass im Zweidimensionalen eine Zelle aus maximal 6 unabhängigen
Elementen und im Dreidimensionalen aus maximal 21 unabhängigen Elementen
bestehen kann, sodass eine eindeutige Lösung existiert.
In Gl. (3.8) ist Ei der Elastizitätsmodul, Ai der Stabquerschnitt und Li die Länge des
Stabs i. Es wird im Folgenden angenommen, dass der Elastizitätsmodul der Stäbe Ei
dem Elastizitätsmodul des Kontinuums E gleicht, womit nur die Ai als freie Parameter
50
3.1. Theorie
bleiben. Des Weiteren wird angenommen, dass ein konstanter Dehnungszustand
herrscht und das Hookesche Gesetz gilt. Diese Annahme ist gerechtfertigt, da die
Zellen mindestens einen konstanten Dehnungszustand abbilden müssen. C ist die
Elastizitätsmatrix mit den Komponenten Cij, wobei i, j = 1, . . . , 6.
Die Dehnung eines Stabs i ist im Stab-Koordinatensystem (ε11)i und kann in eine Kon-
tinuumsdehnung ε = (εxx , εyy, εzz, γyz, γxz, γxy) transformiert werden. Dafür wird
im Zweidimensionalen die Transformation aus Gl. (3.9) und im Dreidimensionalen
die Transformation aus Gl. (3.10) eingesetzt.
(ε11)i =
[
c2φ sφ
2 cφ sφ
]
i
ε = tiε (3.9)
(ε11)i =
[
t1 t2 t3 t4 t5 t6
]
i
ε = tiε (3.10)
t1 = cφ
2 cθ
2 t2 = sφ
2 cθ
2
t3 = sθ
2 t4 = −sφ cθ sθ
t5 = −cφ cθ sθ t6 = cφ sφ cθ2
In den Transformationsmatrizen Gl. (3.9) und Gl. (3.10) beschreibt φ die Drehung
um die z-Achse und θ die Drehung um die y-Achse. Für die Terme cos (φ) und
sin (φ) und die entsprechenden Terme mit θ werden cφ und sφ bzw. cθ und sθ als
Abkürzungen gewählt.
Wird diese Transformationsmatrix in Gl. (3.8) eingesetzt und das Ergebnis mit dem
elastischen Potential des Kontinuums mit Volumen V verglichen, ergibt sich Gl.
(3.11).
Πint,LSM =
1
2
εT
∑
i
E Ai Li t
T
i ti︸ ︷︷ ︸
DLSM
ε =
1
2
εT (C V )︸ ︷︷ ︸
DKonti.
ε = Πint,Konti. (3.11)
Aus Gl. (3.11) folgt DLSM = DKonti., sodass die Dehnungsenergie des Stabgitters
und des Kontinuums gleich ist. DLSM beschreibt das Materialgesetz des Stabgitters.
Dieser Faktor ändert jedoch nicht die Form von DLSM, welche durch das Produkt
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tTi ti =


t11 t12 t13 t14 t15 t16
t22 t23 t24 t25 t26
t33 t34 t35 t36
t44 t45 t46
sym. t55 t56
t66


i
(3.12)
und den Komponenten
t11 = c
4
φ c
4
θ t12 = c
2
φ s
2
φ c
4
θ
t13 = c
2
φ c
2
θ s
2
θ t14 = −c2φ sφ c3θ sθ
t15 = −c3φ c3θ sθ t16 = c3φ sφ c4θ
t22 = s
4
φ c
4
θ t23 = s
2
φ c
2
θ s
2
θ
t24 = −s3φ c3θ sθ t25 = −cφ s2φ c3θ sθ
t26 = cφ s
3
φ c
4
θ t33 = s
4
θ
t34 = −sφ cθ s3θ t35 = −cφ cθ s3θ
t36 = cφ sφ c
2
θ s
2
θ t44 = t23
t45 = t36 t46 = t25
t55 = t31 t56 = t14
t66 = t12 (3.13)
bestimmt ist. Bei der Betrachtung der Komponenten von Gl. (3.12) zeigt sich, dass
einige gleich sind. Dies impliziert, dass bestimmte Komponenten in der Elastizi-
tätsmatrix auch gleich sein müssen. Die daraus resultierenden Beziehungen für die
Elastizitätsmatrix sind die bereits erwähnten Cauchy-Beziehungen Gl. (1.1). Die
Cauchy-Beziehungen limitieren somit das Kontinuumsverhalten von Stabgittern mit
Normalfedern. Für den isotropen Fall bedeutet dies, dass die Poissonzahl immer
1/4 ist. Für ein anisotropes Material sind nur 15 der 21 Komponenten in Gl. (2.19)
frei wählbar. Das Verhältnis von frei wählbaren Materialparametern beim LSM zum
Kontinuum beträgt im isotropen Fall 1/2 und ist für alle anderen Fälle größer. Daher
wird im Folgenden nur der isotrope Fall mit der größten Einschränkung betrach-
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tet. Diese Ergebnisse lassen sich fast ohne Einschränkung auf alle anderen Fälle
übertragen.
Im zweidimensionalen Fall ist die Poissonzahl ν auf 1/3 beim ebenen Spannungszu-
stand und 1/4 beim ebenen Dehnungszustand festgesetzt. Auf diesen Ergebnissen
aufbauend können die Stabquerschnitte für die vorgestellten zwei- und dreidimensio-
nalen Fälle bestimmt werden.
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Abbildung 3.5.: Gleichseitiges Dreieck mit Kantenlänge a und Stabquerschnitt A1
und ein Rechteck mit Breite a, Höhe b, Länge der Diagonalen c und
Stabquerschnitten A1, A2 und A3
Darüber hinaus konnte gezeigt werden, dass nur ein gleichseitiges Dreieck und ein
Rechteck wie in Abb. 3.5 das isotrope Kontinuum abbilden können. Die Stabquer-
schnitte für den ebenen Dehnungs- und Spannungszustand sind in Tab. 3.2 und Tab.
3.3 aufgeführt. Die Querschnitte hängen beim Dreieck von der Seitenlänge und dem
Flächeninhalt ab.
Zelltyp A1 A2 A3
Dreieck
√
3a
4
= Atri
a
- -
Rechteck 3
16
(3b2−a2)
b
3
16
(3a2−b2)
a
3
16
(a2+b2)
3/2
a b
Tabelle 3.2.: Stabquerschnitte für ein gleichseitiges Dreieck mit Kantenlänge a und
ein Rechteck mit Breite a und b im ebenen Spannungszustand. Die
Dicke t ist auf 1 gesetzt.
Beim Ergebnis für das Rechteck fällt auf, dass ein Querschnitt negativ werden könnte,
falls der Zähler negativ wird. Dies passiert nur für ϕ ≥ pi/3, was generell durch eine
andere Vernetzung vermieden werden kann. Das Ergebnis für rect* unterscheidet
sich aufgrund der linearen Betrachtung nicht von rect. Darüber hinaus beschreibt
das Verhältnis 16/15 den Übergang vom ebenen Spannungszustand zum ebenen
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Zelltyp A1 A2 A3
Dreieck 4
√
3
15
a = 16Atri
15 a
- -
Rechteck 1
5
(3b2−a2)
b
1
5
(3a2−b2)
a
1
5
(a2+b2)
3/2
a b
Tabelle 3.3.: Stabquerschnitte für ein gleichseitiges Dreieck mit Kantenlänge a und
ein Rechteck mit Breite a und b im ebenen Dehnungszustand. Die Dicke
t ist auf 1 gesetzt.
x
y
z
(0,0,0)(x2,0,0)
(x3,y3,0)
(x4,y4,z4)
1
2
3
4
5 6
2
1
3
4
Abbildung 3.6.: Tetraederzelle Tet4LSM mit Knoten- und Elementdefinitionen. Zu-
sätzlich wurde eine Vereinfachung der Koordinaten für die Berech-
nung durchgeführt.
Dehnungszustand. Die Resultate für den ebenen Spannungszustand sind bereits von
Hrennikoff [57] und Hahn [49] gezeigt worden.
Mit diesen Ergebnissen kann eine Abschätzung
kES,i =
E Atri
Li
kED,i =
16
15
E Atri
Li
(3.14)
für die Stabsteifigkeiten eines Dreiecks für den ebenen Spannungszustand und den
ebenen Dehnungszustand angegeben werden.
Im dreidimensionalen Fall werden der Tetraeder und die kubischen Zellen fcc, fcc*, bcc
und bcc* untersucht. Beim Tetraeder wird jede Kante durch einen Stab ersetzt, womit
insgesamt 6 Stäbe benötigt werden, die unterschiedliche Stabquerschnitte Ai haben
können. Für die Berechnung werden die elastischen Potentiale der Stäbe aufsummiert
und die Koordinaten nach Abb. 3.6 vereinfacht. Dies ist keine Einschränkung der
Allgemeinheit, da ein Tetraeder rotationsinvariant ist.
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Werden die Komponenten D˜53 und D˜63 von D˜Konti. (siehe Gl. (3.15)) als Erstes
betrachtet, müssen diese bei einem isotropen Materialverhalten 0 ergeben. Der
Querschnitt Ai und die Länge Li können auf eine Variable Gi = Ai/L3i reduziert
werden, da sie immer als Produkt auftreten.
D˜53 = z4
3 (y4 G6 − y3 G6 + y4 G5 + y4 G4) = 0
D˜63 = z4
3 (x4 [G6 + G5 + G4]− x3 G6 +−x1 G5) = 0 (3.15)
Aus Gl. (3.15) können x4 und y4 zu
x4 =
x3 G6 + x1 G5
G6 + G5 + G4
y4 =
y3 G6
G6 + G5 + G4
(3.16)
bestimmt werden.
Werden nun x4 und y4 in D eingesetzt, reduziert sich D˜65 auf
D˜65 =
y3 z4
2 (x3 (G5 + G4)− x1 G5) G6
G6 + G5 + G4
= 0 . (3.17)
Daraus ergibt sich x3 zu
x3 =
x1 G5
G5 + G4
. (3.18)
Dieses Resultat kann in D eingesetzt werden, wodurch sich D61 zu
D˜61 =
x1
3 z4 G4 G5 (G5 −G4)
(G5 + G4)
2 = 0 (3.19)
ergibt. Gl. (3.19) induziert, dass G5 = G4 gelten muss, wodurch sich D51 zu
D˜51 =
x1
2 y3 z4 G4 G6
2 (G6 + 2G4)
= 0 (3.20)
vereinfacht. Dieses Ergebnis ist jedoch ein Widerspruch, da kein Term im Zähler 0 ist.
Das Resultat zeigt, dass ein Tet4LSM kein isotropes Materialverhalten beschreiben
kann. Selbst ein orthotropes Materialverhalten ist nicht möglich, da hierfür eine
geordnete Struktur mit drei Hauptrichtungen erzeugt werden müsste, was einen
Spezialfall darstellen würde und bei krummen Rändern nicht möglich ist. Beim Einsatz
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von Tetraedern ist daher immer ein anisotropes Materialverhalten zu erwarten.
Aufbauend auf diesen Aussagen kann das Konvergenzverhalten von Tet4LSM abge-
schätzt werden. Das Konvergenzverhalten ist im isotropen Fall immer schlechter als
das eines Tet4.
Bei den bcc-/bcc*- und fcc-/fcc*-Zellen zeigt sich, dass nur ein Quader mit der
Kantenlänge a ein isotropes Materialverhalten abbilden kann. Wird die Zelle in
einer der drei Richtungen gestreckt oder gestaucht, ergibt sich ein orthotropes
Materialverhalten. Die Stabquerschnitte für die kubischen Zellen sind in Tab. 3.4
aufgeführt. Neben diesen elementaren Zellen gibt es auch Versuche, die beiden
Zelltypen zu verbinden (z. B. von San-Vicente et al. [103]). Die gekoppelte Zelle führt
aufgrund der linearen Rechnung zu denselben Ergebnissen. Die half-fcc Zelle wurde
hier nicht aufgeführt, da ihr unsymmetrischer Aufbau zu einer unsymmetrischen
Verformung der Zelle führt.
Zelltyp A1 A2
bcc / bcc* 2
5
a2 3
√
3
10
a2
fcc / fcc* 1
10
a2
√
2
5
a2
Tabelle 3.4.: Stabquerschnitte für die bcc- und fcc-Zellen. Der Querschnitt A1 bezieht
sich auf die Kantenstäbe und der Querschnitt A2 auf die Diagonalstäbe.
Die Kantenlänge ist mit a gegeben.
Werden diese Resultate in einem Zugversuch mit den Randbedingungen aus Abb.
3.7 überprüft, bildet nur die fcc-Zelle einen konstanten Dehnungszustand ab. Die
anderen drei kubischen Zellen (bcc, bcc* und fcc*) besitzen zusätzliche Starrkör-
permoden/Nullmoden, was bei einer Eigenwertuntersuchung dieser Zellen deutlich
wird. Die Eigenwerte und ihre Vielfachheit sind in Tab. 3.5 zusammengestellt. Dabei
werden die 3 bzw. 2 zusätzlichen Nulleigenmoden der bcc bzw. bcc*-Zelle sichtbar.
Das Besondere an der bcc*-Zelle ist, dass sich die zusätzlichen Nullmoden auslöschen,
falls mindestens 4 Zellen zu einer rechteckigen Platte verbunden werden. Jedoch zei-
gen diese Zellen bereits bei einem konstanten Spannungszustand ein zum Kontinuum
abweichendes Verhalten, wie in Kap. 3.3 erläutert wird.
Aus Tab. 3.5 ergibt sich ebenfalls, dass sich die Elemente aufgrund der verschiede-
nen Eigenwerte anders verhalten müssen als die Finiten Elemente, was jedoch im
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F
x,y,z = 0y,z = 0
y = 0?yy?yy
F
Symmetrie
x
y
z
Abbildung 3.7.: Zugversuch mit der bcc-Zelle mit den dazugehörigen Randbedingun-
gen.
Zelltype FE fcc bcc bcc*
6 0 6 0 9 0 8 0
2 0.067 8 0.2 3 0.2 3 0.2
3 0.111 5 0.4 8 0.4 3 0.315
λi 3 0.2 3 0.6 3 0.8 5 0.4
1 0.267 1 0.8 1 1 1 0.6
3 0.333 1 1 3 0.8
5 0.4 1 1
1 1 3 2.285
Tabelle 3.5.: Eigenwerte λi von fcc, bcc und bcc*-Zellen verglichen mit den Eigen-
werten eines Hexaeder Finite Elements. Die Spalten der Zelltypen sind
in einen linken und rechten Teil getrennt. In dem linken Teil wird die
Vielfachheit des Eigenwerts und im rechten Teil der Eigenwert selbst
angegeben.
Folgenden noch untersucht wird.
Der Vorteil dieser Herleitung der Stabsteifigkeiten ist, dass jegliche Zellstruktur
betrachtet werden kann und die Bestimmung der Stabsteifigkeiten sich nur auf das
Lösen eines linearen Gleichungssystems beschränkt. Jedoch muss nach der Herleitung
noch überprüft werden, ob der konstante Dehnungszustand wirklich abgebildet
werden kann. Dies ist beispielsweise bei der bcc und bcc*-Zelle nicht der Fall. Dieser
Ansatz kann um weitere 1D-Elemente erweitert werden, wie es z. B. von Ostoja-
Starzewski [89] gemacht wurde. Insgesamt zeigt sich, dass im dreidimensionalen
Raum die Einsetzbarkeit von LSM mit Normalfedern stärker eingeschränkt ist als
im zweidimensionalen Raum, da nur die fcc-Zelle einen konstanten Dehnungszustand
abbilden kann. Eine Folgerung ist die Notwendigkeit der Betrachtung des gesamten
Stabgitters bei der Bestimmung der Stabsteifigkeiten.
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Optimierung des Gesamtpotentials
Im letzten Kapitel wurde gezeigt, dass nur einige Zellen das Kontinuum richtig
abbilden können. Des Weiteren ist die Geometrie dieser Zellen limitiert, wodurch
auch ihr Einsatzbereich limitiert ist. In der Praxis sollen aber beliebige Strukturen
behandelt werden können. Diese sollen ebenfalls mit Stabgittern diskretisiert wer-
den, wodurch ein Verfahren entwickelt werden muss, welches das Stabgitter an das
Kontinuum anpasst. Für das Verfahren kann folgende Bedingung für das Stabgitter
aufgestellt werden: Die Differenz des elastischen Potentials des Stabgittermodells
und des Kontinuums soll für einen konstanten Dehnungszustand minimiert werden,
wodurch
2 (ΠLSM − ΠKonti.) = εT
(
n∑
i
DLSM(Ei, Ai, Li)−DKonti.
)
ε = Min. (3.21)
gilt. Gl. (3.21) ist bei gegebener Gitterstruktur nur noch von den Querschnitten
Ai abhängig, falls Ei = E gesetzt wird. Insgesamt ergibt sich ein Minimalproblem
mit den Parametern Ai, welches in Gl. (3.22) zusammengefasst wird. Die linke Seite
von Gl. (3.22) ergibt sich aus dem elastischen Potential des Kontinuums für ein
Volumen V . Die rechte Seite stellt das elastische Potential des LSM dar. Cij bezieht
sich auf die Komponenten des Materialgesetzes und wurde bereits um die Cauchy-
Bedingungen reduziert, wodurch nur noch 15 Gleichungen zu betrachten sind. C˜ij,k
sind die Komponenten des Materialgesetzes für jeden Stab k im Stabgitter, wobei
der Querschnitt ausgeklammert wurde. Hierbei werden Stäbe, welche zu mehreren
Zellen gehören, separat betrachtet und erst nach der Berechnung der Stabsteifigkeiten
zusammengefasst. Ansonsten würde diese zusätzliche Zwangsbedingung die Güte des
Ergebnisses schmälern.
V


C11
...
C36

 ≈


C¯11,1 . . . C¯11,n
...
. . .
...
C¯36,1 . . . C¯36,n




A1
...
An


︸ ︷︷ ︸
a
(3.22)
Da aus dem vorangegangen Kapitel bekannt ist, dass die elastischen Potentiale für
einen konstanten Dehnungszustand von LSM und Kontinuum nur in wenigen Fällen
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gleich sind, kann diese Bedingung nur näherungsweise erfüllt werden.
Das lineare Gleichungssystem (3.22) ist unterbestimmt, wodurch zusätzliche Ne-
benbedingungen eingefügt werden müssen, um die Lösung einzuschränken. Wird
angenommen, dass die Netzfeinheit gleichmäßig ist oder die Struktur in Substruktu-
ren Ωi unterteilt werden kann (siehe Abb. 3.8), welche eine gleichmäßige Netzfeinheit
aufweisen, sollten die Stabsteifigkeiten möglichst gleichmäßig über den Bereich verteilt
sein. Es wäre eine gleichmäßige Verformung mit lokalen Abweichungen zu erwarten,
wie es auch in einem realen Werkstoff der Fall ist.
? ?1
?2?3 ?4
Abbildung 3.8.: Gleichmäßige Vernetzung für das Gebiet Ω (links) und ungleichmä-
ßige Vernetzung mit Unterteilung in Substrukturen Ωi (rechts).
Für eine gleichmäßige Steifigkeitsverteilung wird die Zusatzbedingung eingeführt,
dass alle Stabquerschnitte bzw. Stabsteifigkeiten gegen einen konstanten Wert streben
sollen. Da dieser Wert nicht bekannt ist, wird die Zusatzbedingung abgeschwächt.
Es wird angenommen, dass alle Stabquerschnitte möglichst klein gewählt werden.
Dies führt auf die Zusatzbedingung, dass die Stabquerschnitte gegen 0 streben
sollen. Diese Bedingung wird nie vollständig erreicht, liefert jedoch eine konservative
Näherung (Steifigkeit ist immer kleiner als bei FEM) und ist bereits in der eingesetzten
Programmbibliothek Numpy1 implementiert. Gl. (3.22) wird so zu Gl. (3.23) erweitert,
wobei der Einfluss der Zusatzbedingung (Stabquerschnitte streben gegen 0) mit dem
Faktor α beeinflusst werden kann.
1Numpy ist eine Bibliothek, die das Rechnen mit Matrizen und Vektoren in der Programmiersprache
Python vereinfacht.
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V


C11
...
C36
0
...
0


︸ ︷︷ ︸
Cmod
=


C¯11,1 . . . C¯11,n
...
. . .
...
C¯36,1 . . . C¯36,n
α . . . 0
...
. . .
...
0
... α


︸ ︷︷ ︸
C¯mod


A1
...
An

 (3.23)
Dieses Gleichungssystem ist überbestimmt und kann mit der Methode der kleinsten
Quadrate (Least-Square-Methode) gelöst und damit die Stabsteifigkeiten bestimmt
werden. Diese erweiterte Least-Square-Methode wird auch gedämpfte Least-Square-
Methode genannt. Der eingesetzte Berechnungsalgorithmus stammt von Paige [92]
und Saunders [105].
Falls nun ein orthotropes Material modelliert wird, bei dem die Stabsteifigkeit von
der Ausrichtung der Orthotropie abhängt, muss die Bedingung abgeändert werden.
In diesem Fall können zwei Methoden eingesetzt werden. Zum einen ist es möglich
die überzähligen Gleichungen, welche durch die Cauchy-Bedingungen entfallen sind,
in das Gleichungssystem einzufügen und dadurch einen zusätzlichen Zwang für die
Orthotropie einzuführen. Zum anderen kann anstatt eines Skalierungsfaktors α für
jede einzelne Zeile ein Skalierungsfaktor αi eingeführt werden, welcher mit der Aus-
richtung der einzelnen Stäbe skaliert. Beide Methoden werden jedoch wieder durch
die Cauchy-Bedingungen in ihrem Einsatz begrenzt. Die Steifigkeit des Kontinuum-
elements kann nur angenähert werden und liefert nur in wenigen Ausnahmefällen eine
Lösung. Dabei eignen sich von den hier untersuchten Zellen die Dreieckszellen noch
am besten, um das Verschiebungsfeld im zweidimensionalen Raum zu berechnen.
Jedoch können sie bestenfalls (gleichseitiges Dreieck) ein Tri3-Element abbilden. In
allen anderen Fällen sind sie immer schlechter als Finite-Elemente mit konstantem
Dehnungszustand. Hierbei wurde vorausgesetzt, dass die gleiche Anzahl von Zellen
bzw. Elementen eingesetzt wird.
Die Güte der Anpassung kann nicht anhand des Fehlers der Least-Square-Methode
bestimmt werden, da die Nebenbedingung darauf Einfluss hat. Eine Möglichkeit zur
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Evaluation der Ergebnisse ist das Einsetzen der Ergebnisse in das Ausgansproblem
ohne Nebenbedingungen. Eine andere Möglichkeit besteht darin, verschiedene Belas-
tungsfälle zu berechnen und diese mit der analytischen Lösung zu vergleichen (siehe
Vodenicharov [125]). Es zeigte sich, dass der Einfluss von α gering ist. Dennoch sollte
α die Größenordnung der Komponenten aus dem elastischen Potential besitzen, um
die Kondition der Matrix nicht zu verschlechtern. Aus diesem Grund wurde der Wert
an die jeweilige Netzfeinheit angepasst, indem der Mittelwert aus den Einträgen des
inneren Potentials als Skalierungsfaktor gewählt wurde. Dabei lag α grundsätzlich
zwischen 0 und 1.
Der Vorteil dieser Vorgehensweise ist, dass jegliches Netz über das elastische Potential
an ein Kontinuum angepasst werden kann und deshalb auch Zellen eingesetzt werden
können, welche als einzelne Zellen das Kontinuum nicht abbilden können z. B. ein
Tetraeder. Darüber hinaus können die Stabsteifigkeiten auch für verzerrte Gitter
bestimmt werden. Auch die Anwendung auf Gitter zweiter oder höherer Ordnung
wäre denkbar.
Nachdem nun die Stabsteifigkeiten bestimmt sind, um das elastische Potential soweit
es geht anzupassen, müssen verschiedene Dehnungszustände evaluiert werden, um
die Konvergenz der Stabgitter zu bewerten. Eine a priori Abschätzung der Fehler
wie bei den finiten Elementen ist nicht möglich, da keine Ansatzfunktionen bekannt
sind, welche die Zelleigenschaften beschreiben. Das einzige Indiz für die Güte der
Berechnung ist der Fehler aus dem Vergleich des elastischen Potentials im Ganzen,
wobei dieser Fehler keine Aussage über die lokalen Unterschiede zulässt.
Vergleich der Steifigkeiten
Der letzte Ansatz zur Bestimmung der Stabsteifigkeiten ist der Vergleich der Steifig-
keitsmatrizen der Stabgitterzellen mit denen der entsprechenden Finiten Elemente.
Dabei ergibt sich, dass ein gleichschenkliges Dreieck Tri3LSM (siehe Gl. (3.24)) exakt
die gleiche Steifigkeitsmatrix besitzt wie das Tri3-Element aus Gl. (2.49). Dabei
wurde wieder Ai/L3i zu Gi vereinfacht.
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KTri3LSM = E t




G1 (r1 ⊗ r1) −G1 (r1 ⊗ r1) −G3 (r3 ⊗ r3)
G2 (r2 ⊗ r2) −G2 (r2 ⊗ r2)
sym. G3 (r3 ⊗ r3)


+


G3 (r3 ⊗ r3) 0 0
G1 (r1 ⊗ r1) 0
sym. G2 (r2 ⊗ r2)



 (3.24)
Diese Äquivalenz ist der Grund dafür, dass Simulationen mit Tri3LSM zu den
besten Ergebnissen führen. Für alle anderen betrachteten Zellen führt dieser Ansatz
zu keinen weiteren Erkenntnissen. Die Bestimmung der Stabquerschnitte über die
Steifigkeitsmatrix eines Tetraeders
KTet4LSM = E




G1 (r1 ⊗ r1) −G1 (r1 ⊗ r1) −G3 (r3 ⊗ r3) −G4 (r4 ⊗ r4)
G2 (r2 ⊗ r2) −G2 (r2 ⊗ r2) −G5 (r5 ⊗ r5)
G3 (r3 ⊗ r3) −G6 (r6 ⊗ r6)
sym. G4 (r4 ⊗ r4)




G3 (r3 ⊗ r3) 0 0 0
G1 (r1 ⊗ r1) 0 0
G2 (r2 ⊗ r2) 0
sym. G5 (r5 ⊗ r5)




G4 (r4 ⊗ r4) 0 0 0
G5 (r5 ⊗ r5) 0 0
G6 (r6 ⊗ r6) 0
sym. G6 (r6 ⊗ r6)



 (3.25)
bestätigt, dass ein Tetraeder kein isotropes Material abbilden kann. Dies wird
ebenfalls an der Form der Steifigkeitsmatrizen in Kap. 3.1.2 ersichtlich.
3.1.3. Spannungsberechnung
Bevor nun die Simulationen für die linearen Rechnungen gezeigt werden, muss auf die
Spannungsberechnung eingegangen werden. Für Stabgitter gibt es unterschiedliche
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Möglichkeiten Kontinuumsdehnungen und -spannungen zu berechnen. Hahn [49] und
Reck [96] haben zwei Möglichkeiten vorgestellt. Hahn [49] berechnet die Kontinu-
umsspannung aus dem Gleichgewicht an jedem Knoten und Reck [96] transformiert
die Stabspannungen in Kontinuumsspannungen und berechnet mittels Least-Square-
Verfahren die Lösung des überbestimmten Systems. Diese Vorgehensweisen werden
allerdings in dieser Arbeit nicht weiter verfolgt. Stattdessen wird aus dem Verschie-
bungsfeld des LSM mit den aus der FEM bekannten Ansatzfunktionen die Dehnung
und Spannung in einer Zelle bestimmt. Dies ist besonders vorteilhaft, wenn ein Ver-
gleich zur FEM gezogen wird. Hierzu sollten auch die Spannungen mit der gleichen
Methodik bestimmt werden.
3.2. Erweiterte Stabzellen
Neben den bereits vorgestellten Zelltypen gibt es eine weitere Möglichkeit Zellen
aufzubauen. Dazu werden Pseudoknoten eingeführt und diese mit zusätzlichen Stäben
verbunden. Darüber hinaus kann aus bereits vorhandenen Elementen eine Makrozelle
erzeugt werden, welche zusätzliche Stäbe enthält. Diese zusätzlichen Stäbe ergänzen
das Dreieck mit zusätzlichen Steifigkeiten und haben darüber hinaus den Zweck die
gegenüberliegenden Stäbe zu koppeln. Diese Kopplung hat wiederum den Nachteil,
dass die Stäbe nicht mehr separat betrachtet werden können, sodass der Vorteil
der Stabgitter zunichtegemacht wird. Zur Vollständigkeit werden hier einige Zellen
vorgestellt.
3.2.1. Spierig-Zellen
Bereits 1963 stellte Spierig [114] eine Möglichkeit vor Stabdreieckselemente Tri3LSM
mit zusätzlichen Stäben zu versehen, welche eine Kopplung zwischen einem Knoten
und einem Pseudoknoten herstellen (3.1). Diese Idee ist auch auf einen Tetraeder
übertragbar, wobei auf jeder Seitenfläche 3 zusätzliche Stäbe eingeführt werden. Wird
nun das elastische Potential der erweiterten Tetraederzelle ausgerechnet und mit dem
Kontinuum verglichen, ergibt sich das gleiche Ergebnis wie ohne die zusätzlichen
Stäbe. Das isotrope Materialverhalten kann nicht mit diesem Tetraeder abgebildet
werden.
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3.2.2. Zellen mit innerer Struktur
Neben der Variante von Spierig ist auch das Einfügen einer inneren Struktur, wie in
Abb. 3.9 dargestellt, möglich.
Dreieck 
Dreieck mit 
innerer Verstärkung  
Pseudoknoten
1
3
2
1
3
24
5
6
Knoten1
1
1
2
3
4
5
6
Stäbe1
Abbildung 3.9.: Dreieck mit zusätzlichen Knoten im Dreieck
Aus dem Vergleich der elastischen Potentiale von LSM und Kontinuum kann aus
Gl. (3.11) ein Gleichungssystem der Form Aa = b aufgestellt werden, wobei a ={
A1 A2 . . .
}
gilt. In der Berechnung werden die Differenzen der x- und y-Position
der Knoten xi eingesetzt, welche in Gl. (3.26) definiert sind.

∆x1
∆y1

 = x2 − x1

∆x2
∆y2

 = x3 − x2

∆x3
∆y3

 = x3 − x1 (3.26)
A =


∆x1
4
L1
3
∆x2
4
L2
3
∆x3
4
L3
3
(∆x2+∆x1)
4
16L4
3
(∆x3+∆x2)
4
16L5
3
∆y1
4
L1
3
∆y2
4
L2
3
∆y3
4
L3
3
(∆y2+∆y1)
4
16L4
3
(∆y3+∆y2)
4
16L5
3
∆x1
3∆y1
L1
3
∆x2
3∆y2
L2
3
∆x3
3∆y3
L3
3
(∆x2+∆x1)
3 (∆y2+∆y1)
16L4
3
(∆x3+∆x2)
3 (∆y3+∆y2)
16L5
3
∆x1∆y1
3
L1
3
∆x2∆y2
3
L2
3
∆x3∆y3
3
L3
3
(∆x2+∆x1) (∆y2+∆y1)
3
16L4
3
(∆x3+∆x2) (∆y3+∆y2)
3
16L5
3
∆x1
2∆y1
2
L1
3
∆x2
2∆y2
2
L2
3
∆x3
2∆y3
2
L3
3
(∆x2+∆x1)
2 (∆y2+∆y1)
2
16L4
3
(∆x3+∆x2)
2 (∆y3+∆y2)
2
16L5
3


(3.27)
b = − A6
16 L36


(∆x3 +∆x1)
4
(∆y3 +∆y1)
4
(∆x3 +∆x1)
3 (∆y3 +∆y1)
(∆x3 +∆x1) (∆y3 +∆y1)
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2
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3
3
0
0
1


(3.28)
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Bei der Untersuchung von Gl. (3.27) zeigt sich, dass der Rang der Matrix 3 beträgt,
wodurch nochmal 2 Gleichungen eliminiert werden können. Die zu A zugehörige
rechte Seite des Gleichungssystems ist durch Gl. (3.28) gegeben. Dadurch Elimination
von linearen abhängigen Spalten ergibt sich ein reduziertes Gleichungssystem A∗. Die
Determinante det (A∗) dieses reduzierten Gleichungssystems ist in Gl. (3.29) gezeigt.
Da die Determinante ungleich 0 ist, ist das Gleichungssystem eindeutig lösbar. Atri
ist dabei der Flächeninhalt des Dreiecks.
det (A∗) =
A3tri
L1
3 L2
3 L3
3 ·
(
∆x1
2∆x2
2∆y3
2 +∆x1
2∆x2∆x3∆y2∆y3
+ ∆x1
2∆x3
2∆y2
2 +∆x1∆x2
2∆x3∆y1∆y3
+ ∆x1∆x2∆x3
2∆y1∆y2 +∆x2
2∆x3
2∆y1
2
)
(3.29)
3.2.3. Zellen mit zusätzlichen Knoten
1
3
2
Knoteni
4
Abbildung 3.10.: Dreieck mit Knoten 1,2 und 3 zusammengesetzt aus drei Dreiecken
Schließlich gibt es auch Zellen mit zusätzlichen Knoten. Diese Zellen können auch als
Makrozellen bezeichnet werden, da sie aus bereits bekannten Zellen zusammengesetzt
werden können, wie z. B. in Abb. 3.10 gezeigt. Aus der Untersuchung der Dreiecke ist
aber bereits bekannt, dass dieses Element kein isotropes Kontinuum abbilden kann.
Die bereits untersuchte bcc*-Zelle kann ebenfalls in diese Kategorie eingeordnet
werden, da sie aus 6 Pyramiden besteht.
3.3. Lineare Simulationen
Nachdem verschiedene Zelltypen untersucht wurden und sich nur bestimmte Zell-
typen, Hexaeder und Tetraeder, durch ihre Stabilität für eine Simulation eignen,
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1 2
?xy
?xx ?xx(y)3
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Abbildung 3.11.: Testfälle konstante Zugspannung, konstante Schubspannung und
Biegespannung für die Bestimmung des Konvergenzverhaltens.
werden diese in den nachfolgenden Simulationen eingesetzt. Dabei liegt der Fokus
auf den dreidimensionalen Zellen, da zweidimensionale Zellen bereits untersucht
worden sind. Um die Eigenschaften der Zellen bezüglich Konvergenz für verschiedene
Spannungszustände zu untersuchen, werden hier die elementaren Testfälle aus Abb.
3.11 berechnet, die einen analytische Vergleich ermöglichen. Im Folgenden werden
ein Elastizitätsmodul von 72GPa und eine Poissonzahl von 1/4 vorausgesetzt. Die
Knotenlasten werden wie bei der FEM berechnet.
3.3.1. Hexaeder-Stabgitter
Ein gravierender Unterschied zwischen den Hexaeder- und Tetraeder-Zellen ist ihre
Eignung für die Abbildung des Kontinuumverhaltens. Für die Hexaeder konnte eine
Lösung für den Fall des Quaders bestimmt werden. Diese Lösung wird zunächst für
reguläre Gitter untersucht. Danach werden die Zellen verzerrt, sodass das Gitter
seine gleichmäßige Struktur verliert.
Reguläre Gitter
In den ersten zwei Testfällen (Zug und Schub) kann der Spannungszustand mit
einer einzigen Zelle exakt abgebildet werden. Dieses Ergebnis ändert sich auch nicht,
wenn mehrere Zellen zum Einsatz kommen. Im dritten Testfall, der Biegung, soll
ein linearer Spannungsverlauf in y-Richtung abgebildet werden. Dies ist mit einem
Hexader-Element mit linearen Ansatzfunktionen Hex8 nicht möglich. Somit müssen
mehrere Zellen eingesetzt werden. Ein Würfel mit der Kantenlänge von 1mm wird
hierfür mit einer linearen Biegelast von ±10MPa belastet. Diese Last wird als
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Abbildung 3.12.: Elemente pro Kante und Richtung über σxx für einen auf Biegung
beanspruchten Würfel mit Kantenlänge 1mm.
Referenzlösung für σxx an der Kante gewählt, um die Lösung der LSM und FEM zu
bewerten. Das Resultat für einen Eckknoten ist in Abb. 3.12 gezeigt.
Es zeigt sich, dass LSM und das Finite-Elemente-Modell gegen die gleiche Lösung
konvergieren. Jedoch zeigt sich bei der Betrachtung von σyy, dass die Spannung der
LSM sich von negativer und die Spannung des Finite-Elemente-Modells sich von
positiver Seite der analytischen Lösung 0 nähern (siehe Abb. 3.13). Die anderen
Spannungskomponenten und Belastungsfälle werden nicht angegeben, da sie keine
neuen Erkenntnisse mit sich bringen.
Die Testfälle können mit der bcc* ebenfalls durchgeführt werden, da sich die bcc*-
Zelle in einem Gitter stabilisieren kann. Bei den Ergebnissen aus Abb. 3.14 fällt
die weiter vorhandene Instabilität der Zellen auf. Zur besseren Darstellung wurde
jede Zelle zur Visualisierung in 5 Tetraeder zerteilt. Im Vergleich zu der Lösung mit
fcc-Zellen zeigt sich eine überhöhte Schubspannung an den Ecken. Die Schubspannung
erhöht sich dabei mit steigender Netzfeinheit.
Es ist anzumerken, dass bei der Berechnung der Testfälle eine Eigenheit der LSM
aufgefallen ist. Wird die Minimallagerung, welche die Starrkörperbewegungen eli-
miniert, in einem kleinen Bereich eingesetzt, können bei der iterativen Lösung des
LSM-Gleichungssystems z. B. mittels dem Konjungiertem-Gradienten-Verfahren CG
Spannungsspitzen an den Lagern auftreten, welche bei weiter auseinanderliegenden
Lagern verschwinden. Wird ein direkter Löser verwendet, entsteht dieses Problem
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Abbildung 3.13.: Elemente pro Kante über σyy für einen auf Biegung beanspruchten
Würfel mit Kantenlänge 1mm.
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?xy [MPa]
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Instabilität
fcc bcc*
Abbildung 3.14.: Würfel besteht aus 5x5x5 fcc- (links) und bcc*-Zellen (rechts) unter
Schubbelastung (10 MPa). Die Instabilität des bcc*-Gitters zeigt
eine Spannungsüberhöhung an den Ecken des Würfels.
nicht.
Bis jetzt wurde festgestellt, dass die Zellen konstante und lineare Dehnungsver-
läufe abbilden können. Ein weiterer Fall, der hier betrachtet werden kann, ist die
Pagano-Platte. Die Pagano-Platte ist eine dicke dreidimensionale Platte, für die eine
analytische Lösung für bestimmte Randbedingungen existiert. Die analytische Lösung
wurde von Pagano [91] vorgestellt und gilt für die in Abb. 3.15 dargestellte Platte
mit den angegebenen Randbedingungen. Der Spannungs- und Dehnungsverlauf ist
vollständig nichtlinear.
Die Pagano-Platte mit den Abmessungen a = 22.5mm, b = 15mm und h =
4.5mm wird mit fünf Stabgittern mit den jeweiligen Gitternummern (1,2,3,4,5)
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Abbildung 3.15.: Pagano-Platte mit ihren Randbedingungen.
diskretisiert, wobei es (15,30,45,60,90) Zellen in x-Richtung, (10,20,30,40,60) Zellen
in y-Richtung und (3,6,9,12,18) Zellen in z-Richtung (Höhe) gibt. Die maximale Last
in der Plattenmitte q0(a/2, b/2, h/2) beträgt 10 MPa.
Als Referenzpunkt ist [0, 0, 2.25] gewählt worden, da dort nur eine Spannungs-
komponente ungleich 0 ist. Die analytische Lösung für die Schubspannung τxy ist
−16.74 MPa, gegen die sowohl die FEM als auch das LSM konvergiert. Die Ergebnisse
sind in Abb. 3.16 gezeigt.
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Vergleich LSM und FEM bei [0,0,2.25]
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Analy. τxy
Abbildung 3.16.: Schubspannung τxy für den Punkt [0, 0, 2.25] der Pagano-Platte für
Gitter mit steigender Netzfeinheit.
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Abbildung 3.17.: Fehler der Schubspannung τxy bezogen auf die analytische Lösung
für den Punkt [0, 0, 2.25] der Pagano-Platte für Gitter mit steigender
Netzfeinheit.
Der Fehler in der Spannung sinkt mit steigender Netzfeinheit und fällt beim feinsten
Netz unter 1%. Die Simulation kann nur mit feineren Netzen abgebildet werden, da
die Last nur linear approximiert wird. Insgesamt zeigt sich, dass das LSM gegen die
richtige Lösung konvergiert, da die Bedingung eines konstanten Dehnungszustands
innerhalb der Zelle immer besser zutrifft. Die Konvergenzgeschwindigkeit der fcc-Zelle
ist langsamer als beim Hex8, wie bereits durch die Ergebnisse in Kap. 3.1 erwartet.
Verzerrte Gitter
Nachdem im vorherigen Abschnitt reguläre Gitter untersucht wurden, werden nun
verzerrte Gitter betrachtet. Bei verzerrten Gittern können die eingesetzten Zellen,
hier verzerrte fcc-Zellen, kein isotropes Materialverhalten abbilden, da sich jede Zelle
anisotrop verhält. Für die Bestimmung der Stabsteifigkeiten muss das Verfahren
aus Kap. 3.1.2 genutzt werden, bei der das Gesamtpotential optimiert wird. Dabei
wird der Fehler zwischen dem elastischen Potential des Kontinuums und des LSM
minimiert.
Für die Verzerrung der Gitter werden die inneren Knoten der Stabgitter durch einen
Vektor du(x, y, z) verschoben, welcher durch Gl. (3.30) definiert ist. Es wurden
die gleichen Testfälle simuliert wie bei den regulären Gittern. Netzverzerrungen
mit diesem Vorgehen wurden bereits von Wittel et al. [131] und Hahn [49] im
zweidimensionalen Raum untersucht.
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du =


du1
du2
du3

 mit dui = β unif(− rcell, rcell) (3.30)
In Gl. (3.30) steht unif(. . . ) für eine Gleichverteilung innerhalb des Bereichs ±rcell
exklusive der Ränder, um Überlappungen der Zellen zu vermeiden. rcell ist die halbe
Kantenlänge einer fcc-Zelle und β ist ein Skalierungsfaktor, mit den die Stärke der
Verzerrung gesteuert wird. Es werden 9 Stabgitter mit 27, 125, 343, 729, 1331, 2197,
3375, 6859 und 9261 Knoten erzeugt und diese jeweils für ein β von 0.25, 0.5, 0.75
und 1.0 berechnet. β = 0 steht dabei für das unverzerrte Netz, dessen Ergebnisse
bereits im letzten Abschnitt besprochen wurden.
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Abbildung 3.18.: Einfluss der Gitterverzerrung β auf die Norm der Verschiebung
‖∆uˆ‖2 zwischen LSM und FEM bezogen auf die Gesamtknotenan-
zahl einer Zugprobe für 9 Gitter mit 27 (0), 125 (1), 343 (2), 729
(3), 1331 (4), 2197 (5), 3375 (6), 6859 (7) und 9261 (8) Knoten
Abb. 3.18 zeigt den Verlauf von ‖∆uˆ‖2, das die euklidische Norm der Differenz
der Verschiebungen des LSM und des Finite-Elemente-Model normiert auf die Kno-
tenanzahl des Gitters ist. ‖∆uˆ‖2 kann somit als Diskretisierungsfehler pro Knoten
bezeichnet werden. Darüber hinaus zeigt Abb. 3.18, dass auch verzerrte Netze ge-
gen die Finite-Elemente-Lösung konvergieren. Die Konvergenzgeschwindigkeit sinkt
jedoch mit steigender Netzverzerrung, wodurch die Gitterabhängigkeit nicht zu
vernachlässigen ist.
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Insgesamt zeigt sich in allen Simulationen mit fcc-Zellen, dass die LSM-Berechnungen
gegen die richtige Lösung konvergieren, jedoch eine Berechnung des Verschiebungszu-
stands mit der FEM leichter und schneller bewerkstelligt werden kann.
3.3.2. Tetraeder-Stabgitter
In Kap. 3.1 ist bereits gezeigt worden, dass eine einzelne Tetraederzelle TET6LSM
kein isotropes Kontinuum abbilden kann, sodass mehrere gekoppelte Zellen betrachtet
werden müssen. Dabei ist zu erwarten, dass die Ergebnisse schlechter sind als bei der
fcc-Zelle, da für die fcc-Zelle eine Lösung existiert.
Die Ergebnisse für einen Würfel unter Biegung sind in Abb. 3.19 dargestellt. Die
aufgebrachte Biegelast hat einen maximalen Wert von σBiegung,max = 10 MPa.
29.31
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 0.00
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-20.00
-25.21
?
10.00
 0.00
-25.21
?xx?xx [MPa]29.31
20.00
10.00
0.00
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-25.21
Abbildung 3.19.: Verformung und Spannung σxx eines mit 38527 Tetraedern diskre-
tisierten Würfels unter Biegelast.
Abb. 3.19 spiegelt wieder, dass bereits bei diesen Belastungen und Geometrien
Spannungsspitzen mit Werten bis zu 29, 31 MPa entstehen, was einen Fehler von
293% bedeutet. Die Ergebnisse der Zug- und Biegelast für ‖∆uˆ‖2 sind in Abb. 3.20
präsentiert. Die Ergebnisse für die Schubbelastung werden nicht aufgeführt, da sie
keine weiteren Erkenntnisse bringen. Abb. 3.20 zeigt, dass der Verschiebungsfehler
‖∆uˆ‖2 von Gitter (0) mit 14 Knoten ansteigend zum Gitter (1) und danach monoton
fallend gegen 0 konvergiert. Die Anomalie für das Gitter (0) lässt sich durch die
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Gitterstruktur erklären. In diesem Fall hat der Netzgenerator2 ein symmetrisches
Gitter erzeugt, das dementsprechend einen symmetrischen Belastungsfall besser
abbilden kann als ein unsymmetrisches Netz. Die darauf folgenden Gitter (1) bis (9)
haben diese Symmetrie nicht mehr.
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Abbildung 3.20.: ‖∆uˆ‖2 für ein Tetraedergitter mit 14 (0) , 51 (1), 235 (2), 354 (3),
467 (4), 747 (5), 1096 (6), 1796 (7), 3338 (8) und 7687 (9) Knoten
Nachdem bisher nur glatte Ränder betrachtet wurden, wird im nächsten Schritt
ein dicker Zylinder unter Innendruck simuliert (Abb. 3.21). Dabei wird hier nur
ein Viertel des Zylinders betrachtet, da es sich um eine symmetrische Struktur und
Belastung handelt, welche durch die Punktsymmetrie reduziert werden kann. Die
Dickenrichtung wird ebenfalls diskretisiert, sodass nicht die Vereinfachung eines
ebenen Spannungszustands oder ebenen Dehnungszustands gemacht worden sind.
Das Volumen des Zylinderausschnitts wurde mit 9 verschiedenen Netzen diskretisiert,
wobei die Netzfeinheit mit jedem Netz zunimmt. Der Verschiebungsfehler ‖∆uˆ‖2 ist
in Abb. 3.22 gezeigt.
Auch dieses Resultat zeigt, dass die Lösung der LSM gegen die der Finite-Elemente-
Lösung konvergiert, welche wiederum gegen die analytische Lösung konvergiert.
Werden die Resultate für den Zylinder und den Würfel verglichen, zeigt sich, dass
bereits für das erste Gitter (0) mit 58 Knoten eine Abweichung von ‖∆uˆ‖2 = 0.6
für den Zylinder entsteht. Dies ist um 105 höher als der Verschiebungsfehler beim
2Als Netzgenerator für Tetraedernetze wurde GMSH [44] eingesetzt. Alle Hexaeder-Netze wurden
mit einem eignen Netzgenerator erzeugt.
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Abbildung 3.21.: Zylinderausschnitt mit Innendruck von 0.1MPa belastet. Der In-
nenradius ist ri = 20mm, der Außenradius ist ra = 50mm und die
Höhe in z-Richtung beträgt h = 50mm.
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Abbildung 3.22.: ‖∆uˆ‖2 für 10 verschiedene Tetraedernetze mit steigender Netzfein-
heit. Netz (i) besteht aus 58 (0), 108 (1), 178 (2), 286 (3), 515 (4),
1216 (5), 2235 (6), 5272 (7), 12932 (8) und 25975 (9) Knoten.
Würfel und impliziert eine deutlich schlechtere Approximation des Kontinuums als
beim Würfel.
An dieser Stelle sollen kurz die Stabspannungen und die Kontinuumsspannungen
des Zylinderausschnitts betrachtet werden, welche in Abb. 3.23 mit einem Netz mit
515 Knoten gezeigt sind. Beide Größen sind nicht direkt miteinander vergleichbar,
jedoch kann prinzipiell die Größenordnung beider Werte verglichen werden, da diese
z.B. bei einer Risssimulation mit einer Bruchspannung verglichen werden könnten.
Die maximale Stabspannung liegt in diesem Fall bei 8535 MPa und die maximale
v.Mises-Vergleichsspannung bei 0.219 MPa. Der Faktor zwischen beiden Ergebnissen
beträgt somit ca. 40000. Somit würde das Stabgitter bei kleineren Lasten zu versagen
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beginnen als das Finite-Elemente-Modell. Somit kann bereits an dieser Stelle gesagt
werden, dass die Berechnung der Bruchlast eines Systems mit der LSM nicht sinnvoll
ist. Der umgekehrte Effekt, dass die Kontinuumsspannungen viel größer sind als die
Stabspannungen, ist ebenfalls möglich.
8535
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?xx [MPa] FEMLSM ?v.Mises [MPa]
0.219
0.17
0.13
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0.035
Abbildung 3.23.: Spannungen beim LSM (links) und beim finite Elemente Modell
(rechts) für einen Zylinderausschnitt unter Innendruck und einem
Netz mit 515 Knoten.
3.4. Schlussfolgerungen
Die Untersuchung von Tetraedern und Hexaeder-Gittern in unverzerrter und ver-
zerrter Form zeigen, dass LSM in der Lage sind das Kontinuum zu approximieren.
Die Ergebnisse des Verschiebungszustands sind jedoch gleich oder weisen einen
größeren Fehler zur analytischen Lösung auf als das Ergebnis der FEM. Vor allem
gekrümmte Geometrien und chaotische Gitter reduzieren die Konvergenzgeschwin-
digkeit drastisch. Darüber hinaus ist die Einschränkung des Potentials durch die
Cauchy-Bedingungen immer gegeben.
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Nachdem in Kap. 2.6 diskutiert wurde, wie bei der FEM nichtlineare Elastizität
und Plastizität modelliert werden kann, wird in diesem Kapitel die Anwendung von
nichtlinearen Materialgesetzen bei LSM erläutert. Dabei wird diskutiert, welches
nichtlineare Materialverhalten des Kontinuums durch ein Stabgittermodell abgebildet
werden kann und welche Abweichungen dabei entstehen. Im eindimensionalen Fall
kann ein nichtlinear-elastisches Materialgesetz durch eine Reihe
σ = (E(ε)) ε =
(∑
k
Ek ε
k
)
ε mit Ek ∈ R (4.1)
beschrieben werden. Bei der Fließtheorie der Plastizität ändert sich das Materialver-
halten je nach Beanspruchungsgeschichte und ist deshalb inkrementell zu betrachten.
Das Dehnungspotential für einen Stab ist definiert durch
Πint =
tA
∫
tL
∫
ε
σ dε d tL . (4.2)
Wird nun Gl. (4.1) in Gl. (4.2) eingesetzt, so ergibt dies
Πint =
tA
∫
tL
∫
ε
(∑
k
Ek ε
k
)
ε dε d tL (4.3)
Die Integrale können für einen eindimensionalen Spannungszustand gelöst und der
Klammerausdruck aus Gl. (4.3) in einen linearen und nichtlinearen Ausdruck aufge-
teilt werden (siehe Gl. (4.4)).
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Πint =
tA tL εTtT
(∑
k
Ek ε
k
k + 2
)
tε
= tA tL εTtT

 E˜0︸︷︷︸
linear
+ E˜1 ε + E˜2 ε
2 + . . .︸ ︷︷ ︸
nichtlinear

 tε (4.4)
Die nichtlinearen Terme aus Gl. (4.4) verändern nicht die generelle Form des abgebil-
deten Materialgesetzes, welche durch das Produkt tTi ti bestimmt ist. Der nichtlineare
Teil wirkt als additiver Term und verändert die Struktur von tTi und damit zusammen-
hängend des Potentials nicht. Im Vergleich zum linearen Fall besteht der Unterschied,
dass der nichtlineare Anteil für jeden Stab unterschiedlich sein kann. Dies führt zu
einem anisotropen Materialverhalten, da sich die Einträge in der Steifigkeitsmatrix
nicht mehr zu einem isotropen Verhalten verknüpfen lassen. Dieses Ergebnis kann
anhand zweier Beispiele verdeutlicht werden.
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Abbildung 4.1.: Materialdaten für den nichtlinearen Bereich. Die Daten sind in
logarithmischer Dehnung und Cauchy-Spannung gegeben. Die Mate-
rialdaten finden sich in Tab. B.1.
Zuerst wird eine rect-Zelle betrachtet, welche rein auf Zug belastet wird (siehe Abb.
4.2). Das nichtlineare Materialverhalten der Stäbe ist durch Abb. 4.1 beschrieben.
Der Elastizitätsmodul E0 ist 72GPa und die Poissonzahl 1/3.
Wird nun die Last schrittweise über Fneu = λ · F erhöht und die Querkontraktion
und die Dehnung in den vertikalen Stäben bestimmt, ergibt sich eine Veränderung
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Ausgangszustand
Nichtlineares Material
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Abbildung 4.2.: Rechteck unter Zugbelastung mit nichtlinearen Stäben
der Materialeigenschaften. Gl. (4.3) zeigt die Ergebnisse für die Querkontraktion und
der Dehnung bei einem ebenen Spannungszustand. Eine Erhöhung der Last bzw. des
Lastfaktors führt erst auf eine konstante Querkontraktion von 1/3. Mit zunehmender
Dehnung der Diagonalstäbe nimmt die Querkontraktion ab. Bei Metallen ist die
plastische Verzerrung rein deviatorisch. In diesem Zusammenhang kann generell
untersucht werden, ob eine einzelne Zelle ein volumentreues Verhalten abbilden kann.
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Abbildung 4.3.: Poissonzahl und Dehnung in den Diagonalstäben als Funktion des
Lastfaktors. Der Lastfaktor ist ein Skalierungsfaktor für die Last.
Bei einem Lastfaktor von 1 herrscht ein linear-elastischer Zustand.
Eine Veränderung des Deformationszustands kann nur durch eine Modifikation des
Materialmodells erreicht werden, da alle anderen Parameter bestimmt sind. Wird
ein Quadrat mit der Seitenlänge a betrachtet und die Dehnungen über geometri-
sche Beziehungen bestimmt, ergibt sich Abb. 4.4. Die horizontalen Stäbe haben die
Dehnung εb und die diagonalen Stäbe die Dehnung εc. Abb. 4.4 zeigt, dass für eine
volumentreue Verformung die Stabsteifigkeit in den Diagonalstäben einen nichtlinea-
ren Verlauf haben müsste. Jedoch ist dies nur ein Spezialfall und der nichtlineare
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Verlauf müsste bei jeder Belastung angepasst werden. Darüber hinaus würden die
Nachbarzellen von dieser Änderung beeinflusst werden und könnten dementsprechend
keine volumentreue Verformung ausführen.
Deformation mit dV=0
?b [-]0,1 0,2 0,3 0,4 0,50,00
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0,15
0,20
Abbildung 4.4.: Dehnungen in den Stäben b und c bei konstantem Flächeninhalt des
Vierecks. Der Ursprungslänge von Stab b ist a.
Ein ähnliches Resultat ergibt sich bei einem auf Zug belasteten Dreieck, welches in
Abb. 4.5 gezeigt ist. Um ein volumentreues Verhalten der Zelle zu gewährleisten,
müssten Kräfte in Längsrichtung der Stäbe F1 und F2 wirken, welche das Dreieck zu-
sammendrücken. In einem Stabgitter können jedoch solche Kräfte nicht vorausgesetzt
werden, womit eine volumentreue Verformung nicht umgesetzt werden kann.
Insgesamt zeigt die Energiebilanz aus Gl. (4.4), dass es grundsätzlich zu einem mit der
Zellgeometrie wechselnden anisotropen Materialverhalten kommt. Die volumentreue
Deformation, welche bei der Kontinuumsplastizität eine Nebenbedingung darstellt,
kann durch das Stabgittermodell nicht abgebildet werden. Die Stabgitterplastizität
muss deshalb separat von der Kontinuumsplastizität betrachtet werden.
4.1. Simulationen
Im vorherigen Kapitel ist die Abbildung von nichtlinearen Materialgesetzen eines
nichtlinearen Stabgitters diskutiert worden. Dabei ist festgestellt worden, dass durch
die Einbringung eines nichtlinearen Materialverhaltens in die Stäbe ein sich verän-
dertes anisotropes Materialverhalten entsteht, welches darüber hinaus stark von der
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Abbildung 4.5.: Dehnungen in den Stäben a und b bei konstantem Flächeninhalt des
Dreiecks.
Gitterstruktur abhängt. Diese Aussage wird anhand zweier Simulationen verdeutlicht.
4.1.1. Perfekte Plastizität
Die perfekte Plastizität stellt einen Grenzfall der Plastizität dar. Dabei kommt es bei
Erreichen der Traglast zu einer singulären Tangentialsteifigkeit KT . Die Traglast stellt
die maximale Last dar, die das Tragwerk aufnehmen kann. Prinzipiell verrichten die
hier eingesetzten Stabgittermodelle, falls die Streckgrenze als Fließkriterium benutzt
wird, weniger Verzerrungsenergie als vergleichbare Finite-Elemente-Modelle, sodass
es beim LSM zu einer verringerten Traglastgrenze kommt. Des Weiteren muss noch
der Einfluss der Gitterstruktur berücksichtigt werden, wodurch eine generelle Aussage
nicht möglich ist und eine Beispielsimulation keine Aussagekraft hätte.
4.1.2. Verfestigung
Bei der Verfestigung und Entfestigung erhöht bzw. reduziert sich die Fließspannung
bei t + ∆t nach Erreichen der Fließspannung bei t. Mit den Materialdaten aus
Abb. 4.1 kann eine Zugprobe simuliert werden. Dabei wird angenommen, dass die
Fließspannung σF = 361MPa ist. Wird eine Probe über die Fließspannung bis
ε1 belastet und anschließend bis ε2 entlastet, bleibt im Unterschied zu elastischen
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nichtlinearen Rechnungen die plastische Dehnung εp übrig.
Πint =
tA
∫
tL
ε1∫
ε0
σ dε d tL+ tA
∫
tL
ε2∫
ε1
σ dε d tL+ . . . (4.5)
Als Beispiel wird die in Abb. 4.6 dargestellte Zugprobe betrachtet. Die experimentellen
Daten dieser Aluminiumprobe sind in Tab. B.1 zusammengefasst und werden im
Materialmodell der Stäbe berücksichtigt.
R40
40
100
20
Abbildung 4.6.: Skizze der Zugprobe in mm.
Abb. 4.7 zeigt die belastete Zugprobe und senkrecht zur Belastungsrichtung ausge-
bildete plastische Dehnungsbänder, in denen das plastische Fließen beginnt. Diese
Bänder sind aufgrund des unstrukturierten Gitters nicht gerade, sondern richten
sich entsprechend der Gitterstruktur aus. Eine andere Möglichkeit die Resultate der
Verfestigung zu bewerten, ist die Evaluation der Änderung des Flächeninhalts der
Zellen. Abb. 4.8 zeigt die Entwicklung der bezogenen Zellfläche A∗ bei der Zugprobe.
Die bezogene Zellfläche ist der Quotient aus momentaner Zellfläche und Zellfläche bei
Lastfaktor 1.0. Die Vergrößerung von A∗ korrespondiert teilweise mit der plastischen
Dehnung. Es muss dabei berücksichtigt werden, dass die Zellen ohne plastische
Verformung ebenfalls ihren Flächeninhalt vergrößern, da die Poissonzahl positiv ist
und in der Nähe von ν = 1/3 für den ebenen Spannungszustand liegt. Es treten
jedoch die höchsten Werte für A∗ in den Zellen mit plastischem Fließen auf, da die
Dehnungen dort am höchsten sind.
Die Zellfläche steigt zunächst lokal, bevor die umliegenden Stäbe ebenfalls plastisch
fließen und eine Delokalisierung (Verbreitung des plastischen Bereichs auf mehrere
Zellen) eintritt.
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?p [-]?p,max
0
Lastfaktor 1.00
Lastfaktor 1.26 Lastfaktor 1.34 Lastfaktor 1.38
Abbildung 4.7.: Plastische Dehnung für ein Stabgittermodell einer Zugprobe. Bei
einem Lastfaktor von 1 ist die Verformung vollständig elastisch und
fängt bei einer Lasterhöhung an zu fließen.
A0
Amax
Bezogene Zellfläche
Lastfaktor 1.00
Lastfaktor 1.26 Lastfaktor 1.34 Lastfaktor 1.38
*
*
Abbildung 4.8.: Entwicklung des Flächeninhalts normiert auf den Flächeninhalt bei
Lastfaktor 1.0 mit steigendem Lastfaktor in Bezug auf Abb. 4.7.
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?p [-]
0.000
0.015
0.028
0.043
0.057
Abbildung 4.9.: Stabgittermodelle einer verformten Scheibe mit einer Länge von
300mm, Höhe von 100mm und einer Dicke von 1mm, welche unter
Zug belastet ist. Das Stabgitter besteht aus rect-Zellen, welche
verzerrt wurden. Die Kegel geben die Lagerbedingungen an. Die
Verschiebung ist mit dem Faktor 20 skaliert.
Wird das gleiche Materialgesetz auf eine Zugprobe mit einem Gitter aus verzerr-
ten Rechtecks-Zellen angewendet, ergibt sich Abb. 4.9. In diesem Fall fängt das
plastische Fließen wieder in Bändern senkrecht zur Belastungsrichtung an und ist
am Netz orientiert. Die Netzverzerrung ergibt hier keine wesentliche Veränderung
der Lokalisierung. In einem unverzerrten Netz würden alle Diagonalstäbe gleich-
zeitig anfangen zu fließen, da es einen homogenen Dehnungszustand geben würde.
Bei Verzerrung des Netzes geschieht dies nicht, da Spannungskonzentrationen auf-
grund der Approximation der Steifigkeit entstehen. An dieser Stelle zeigt sich, dass
Gitter aus Rechtecks-Zellen nicht für Versagenssimulation geeignet sind, da ihre
Netzabhängigkeit deutlich ausgeprägter ist als bei Dreiecks-Zellen.
4.2. Schlussfolgerungen
Es wurde gezeigt, dass materielle Nichtlinearitäten keine einer Erweiterung der
Materialmodellierung mittels Stabgittermodellen nach sich ziehen. Stattdessen führt
diese Erweiterung auf ein anisotropes Materialverhalten. Das nichtlineare Verhalten
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von Stabgittermodellen ist nicht vergleichbar mit dem plastischen Verhalten des
Kontinuums, da unter anderem ein volumenerhaltendes Verhalten nicht gewährleistet
werden kann. Dies bedeutet, dass Versagen nur bei spröden Materialien untersucht
werden kann, da bei duktilen Materialien das plastische Verhalten nicht abgebildet
werden kann. Generell wird das plastische Fließen lokal durch ein inhomogenes Netz
ausgelöst und führt gleichzeitig zu einem anisotropen Materialverhalten.
85

5. Risssimulation
In den bisherigen Kapiteln wurde diskutiert, welche Anwendungsmöglichkeiten es für
die LSM gibt und welche Fehler im Vergleich zur FEM in Kauf genommen werden
müssen in Bezug auf Simulationen in der Statik. In diesem Kapitel liegt der Fokus
auf der Versagensmodellierung mit LSM. Ein Vorteil der LSM ist, dass sich das
Versagen hierbei auf die Betrachtung der einzelnen Stabelemente zurückzuführen
lässt. Dies bedeutet, dass keine mehrachsigen Versagenshypothesen aus der Kontinu-
umsmechanik eingesetzt werden müssen. Darüber hinaus kann das Versagen, durch
die Diskretisierung mit Stäben im Vergleich zu finiten Elementen lokal aufgelöster
betrachtet werden. Generell sind die einzigen Eigenschaften, die bei Stabgittern ein-
gestellt werden können, die Struktur des Netzes und das eingesetzte Materialmodell
beruhend auf der experimentell ermittelten Spannungs-Dehnungskurve.
Bei LSM beschränkt sich damit die Versagensmodellierung auf die maximale Zug-
σF,Zug bzw. Druckspannung σF,Druck und den nichtlinearen elastischen und/oder
plastischen Verlauf vor der maximalen Dehnung bzw. Spannung. Es wurde bereits
in Kap. 4 diskutiert, welche Konsequenzen ein nichtlineares Materialgesetz hat und
dass es zu einem anisotropen Materialverhalten führt, welches dazu noch stark von
dem gewählten Gitter abhängt. Aus diesen Gründen sind allgemeine Aussagen über
Stabgittermodelle mit nichtlinearen Materialverhalten nicht möglich.
Sorg und Bischoff [112] zeigten eine gekoppelte LSM-FEM-Risssimulation, wobei nur
strukturierte Netze eingesetzt wurden. Da gleichseitige Dreieckeckszellen (Tri3LSM)
exakt die gleiche Steifigkeitsmatrix haben wie finite Dreieckselemente mit linearen
Ansatzfunktionen (Tri3), können diese Elemente direkt über die Verschiebungen an
den Knoten miteinander gekoppelt werden. Für die Modellierung der Mikrostruktur
im Rissbereich wurde ein LSM mit adaptiver Netzanpassung eingesetzt. Insgesamt
ist der Rissfortschritt durch die Gitterstruktur vorbestimmt, was im Folgenden noch
gezeigt wird. Andere Arbeiten über die Versagensmodellierung mit LSM sind z. B.
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von Hahn [49], Curtin [24] und Kosteski [71]. Dabei werden oft Spezialfälle gerechnet
ohne Vergleich mit einem Experiment und ohne Untersuchung des Netzeinflusses,
der nicht zu unterschätzen ist.
5.1. Theorie
In der Bruchmechanik wird das Versagen von Strukturen untersucht. Dabei versagt
die Struktur durch die Entstehung von Rissen und deren Ausbreitung. Die Grundidee
der Bruchmechanik stammt von Griffith [45]. Dabei wird eine Energiebilanz für
einen Sprödbruch aufgestellt. Durch den Riss wird auf der einen Seite elastische
Energie frei und auf der anderen Seite die Oberflächenenergie erhöht, da es zu
einer Oberflächenvergrößerung kommt. Das Gesamtpotential Π ergibt sich aus dem
Dehnungspotential Πint, dem Oberflächenpotential ΠA und dem Potential der äußeren
Lasten Πext. Das Gesamtpotential ist dabei abhängig vom Material, der Geometrie
und der Risslänge a. Wird nun die Stabilität über der Risslänge untersucht, ergibt
sich Gl. (5.1) als Kriterium für Risswachstum [99].
∂Π∗
∂a
= 0 mit Π∗ = Πint +Πext +ΠA (5.1)
Aus Gl. (5.1) ergibt sich eine kritische Spannung σc. Beim Überschreiten dieser
Spannung kommt es zum Rissfortschritt. Eine Erweiterung dieser Theorie stammt
von Orowan [88] und Irwin [60,61] und führte auf die Einführung von Spannungsinten-
sitätsfaktoren K. Diese Faktoren beschreiben dabei das singuläre Spannungsfeld um
die Rissspitze. Die Benutzung von Spannungsintensitätsfaktoren ist gleichbedeutend
mit dem Einsatz von Energiefreisetzungsraten G [47], welche die aufgrund des Risses
freigesetzte Energie beschreiben. Die Energiefreisetzungsrate ist definiert durch (5.2)
und kann mit einem kritischen Wert Gc verglichen werden. Beim Überschreiten des
kritischen Werts Gc wird vom Rissfortschritt ausgegangen [47]. Das gleiche Kriteri-
um findet sich in Stabgittermodellen, in denen bei Überschreiten einer kritischen
Dehnungsenergie der Stab versagt.
G = −∂Π
∂a
mit Π = Πint +Πext (5.2)
Bei dem Einsatz von Spannungsintensitätsfaktoren wird davon ausgegangen, dass
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Abbildung 5.1.: Rissmoden in der Bruchmechanik
Risse in drei Rissmoden aufgeteilt werden können. Die drei Rissmoden sind in Abb.
5.1 dargestellt, wobei jedem Mode ein Spannungsintensitätsfaktor KI , KII und
KIII zugeordnet wird. Für die Beschreibung von gemischten Zuständen werden die
Faktoren K auf unterschiedliche Weise akkumuliert. Der resultierende Spannungsin-
tensitätsfaktor wird anschließend mit einem kritischen Spannungsintensitätsfaktor
Kc verglichen. Beim Überschreiten von Kc ist mit einem instabilen Rissfortschritt
zu rechnen. Diese Vorgehensweise wird auch K-Konzept genannt [99]. Die analy-
tischen Lösungen für dieses Problem finden sich z. B. bei Gross und Seelig [47].
Andere Konzepte wie die J-Integral-Methode nach Cherepanov [20] und Rice [98]
oder Cohesive-Zone-Modelle [28, 37, 64] haben zwei Grundprobleme: Sie stützen sich
auf die Kontinuumsmechanik und auf eine bekannte Rissgeometrie, welche jedoch
nicht bekannt ist. Für den Einsatz in der Praxis eignen sie sich jedoch trotzdem, da
mit ihnen Ähnlichkeitsmechanik betrieben werden kann. Diese Methoden können
bei der FEM eingesetzt werden, um die Entstehung und den Fortschritt von Rissen
zu modellieren. In dieser Arbeit wurde eine alternative Methode angewendet. Als
Kriterium für die Rissentstehung und den Rissfortschritt wurden die Vergleichsspan-
nungshypothesen eingesetzt.
Bei LSM können diese Methoden nicht eingesetzt werden, da das Versagen einzelner
Stäbe betrachtet werden muss. Hierbei kann eine feinere Auflösung des Bruchs model-
liert werden, als mit einem Finite-Elemente-Modell mit linearen Dreieckselementen.
Für einen einzelnen Stab können die uniaxialen Versuchsdaten herangezogen werden.
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Die maximale Spannung aus den Versuchsdaten wird als eindeutiges Versagenskrite-
rium eingesetzt.
Die Berechnung der drei Rissmoden mit einem LSM mit Normalfedern wurde von
Jäckel [63] durchgeführt. Dabei zeigte Jäckel, dass die Lösung der FEM auch mit
einem fcc-Stabgitter erzeugt werden kann.
5.2. Risse bei Stabgittermodellen
Bevor verschiedene Risssimulationen vorgestellt werden, sollte diskutiert werden,
was ein Riss in einem Stabgittermodell bedeutet, da die einzelnen Stäbe nicht
direkt einer Zelle zugeordnet werden können. Dabei werden zwei Fälle unterschieden,
welche in Abb. 5.2 gezeigt sind. Auf der einen Seite können beim Zusammenbau
des Stabgitters aus Zellen alle Stäbe, die zwischen zwei Knoten liegen, zu einem
Stab zusammengefügt werden. Dadurch beschränkt sich das Versagen auf einen
einzelnen Stab. Auf der anderen Seite können die Stäbe separat betrachtet werden,
womit ein feiner aufgelöstes Versagen modelliert werden kann. Bei der letzteren
Methode würde das Versagen zuerst in einer Zelle auftreten und nicht direkt an zwei
aneinander liegenden Zellen. Stabgittermodelle mit mehreren Verbindungen zwischen
zwei Knoten wurden von Besseling und van der Giessen [12] bei der Modellierung
von Plastizität untersucht. In dieser Arbeit wird diese Thematik nicht untersucht,
da hier der Fokus auf die Rissentstehung und -ausbreitung bei LSM gelegt wird.
5.3. Sprödbruch
Der Sprödbruch ist der einfachste Bruchfall, der betrachtet werden kann. Hierbei ver-
hält sich das Material bis zum Versagen elastisch bzw. linear elastisch und bricht bei
einer vorgegebenen Bruchlast des Systems. In dieser Arbeit wird davon ausgegangen,
dass das Material versagt, wenn die Vergleichsspannung eine Bruchspannung erreicht.
Bei der Bruchspannung wird soweit möglich zwischen Zug- σF,Zug und Druckfes-
tigkeit σF,Druck unterschieden. Bei einem Finite-Elemente-Modell ist dies z. B. bei
der Vergleichsspannung nach Rankine möglich, da die größte positive und größte
negative Hauptspannung ausgewertet werden kann. Diese Vorgehensweise wurde im
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Einzelne Stäbe Kombinierte Stäbe
A1 < A2
Versagen
A1
A2
Abbildung 5.2.: Versagen eines Stabs und die Zuordnung zu den anliegenden Zellen.
Folgenden eingesetzt. Bei der v.Mises-Vergleichsspannung ist dies nicht möglich, da
diese immer positiv ist. Beim LSM müssen immer zwei verschiedene Bruchlasten
berücksichtigt werden, die Druck- und Zugbruchlast, da auch bei einer reinen Zugbe-
lastung Druckspannungen in den Stäben entstehen können. Der entgegengesetzte Fall
(Druckbelastung führt zu Zug- und Druckspannungen) ist auch möglich. Darüber
hinaus ist hier die Annahme einer linearen Kinematik gerechtfertigt, da die Dehnung
unter 5% liegt.
Eine andere Variante das Versagen der Struktur zu modellieren, wäre ein nichtlinea-
res Materialmodell zu benutzen, welches nach dem Erreichen der Bruchspannung
entfestigt. Diese Variante wird hier jedoch nicht durchgeführt.
5.3.1. Druckbelastung
Um das Versagen einer Probe unter einer Druckbelastung zu untersuchen, wird der
Brazilian Test eingesetzt. Beim Brazilian Test (Abb. 5.4) wird eine Kreisscheibe, hier
mit Schlitz (Abb. 5.3), zusammengedrückt und das Versagen der Scheibe untersucht.
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? A
A
Schnitt A-A
2a
d
t
2a
Abbildung 5.3.: Die Abmessungen Probe mit Spalt sind t = 0.8mm, a = 14mm und
d = 140mm. Die Breite des Spaltes beträgt 4mm, wobei die Ecken
mit einem Eckradius von 4mm abgerundet wurden.
In dem hier vorliegenden Fall wird eine Kreisscheibe aus Zement und Mörtel un-
tersucht, da hierfür experimentelle Ergebnisse von Hou et al. [55] vorliegen. Die
Materialdaten sind in Tab. 5.1 zusammengestellt.
?
u
? p
p
?
Abbildung 5.4.: Randbedingungen für die Brazilian-Test-Simulation
Die Simulationsergebnisse werden nur für Mörtel vorgestellt, da Mörtel und Zement
ähnliche Materialeigenschaften haben und die Rissbilder sich nicht signifikant un-
terscheiden. Das Zusammendrücken wird durch eine Last p abgebildet, welche auf
der Unter- und Oberseite der Scheibe aufgebracht wird, wie in Abb. 5.4 gezeigt. Der
Lastwinkel β beträgt 50◦. Während der Berechnung wird die Last so gesteuert, dass
nur ein Element versagt. Hierbei wird angenommen, dass die schwächsten Stäbe
bzw. Zellen der Struktur nacheinander versagen. Dieses Vorgehen ist aufgrund des
linear elastischen Verhaltens in diesem Fall möglich, da sich das Materialgesetz im
Laufe der Simulation verändert. Eine Rechnung mit Verschiebungskontrolle ist auch
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möglich, diese führt jedoch nur in Ausnahmefällen zu einer sinnvollen Lösung. Dies
liegt unter anderem an der Struktur des Netzes an den Rändern, insbesondere an den
Randbedingungen. Wenn es zu einem geometrisch verzerrten Netz mit verzerrten
Zellen an den Rändern kommt, was auch hier der Fall ist, führt eine Aufbringung
von Verschiebungsrandbedingungen aufgrund des anisotropen Verhaltens der verzerr-
ten Zellen zu einem Versagen des Bereichs, wo die Verschiebungsrandbedingungen
aufgebracht werden. Dieser Effekt kann bei eine Lastkontrolle zwar auch auftreten,
jedoch deutlich seltener als bei Aufbringung einer Last.
Mörtel Zement
E [GPa] 27, 45 30, 32
ν [-] 0, 35 0, 2
σF,Druck [MPa] 25, 56 34, 42
σF,Zug [MPa] 3, 60 3, 10
Tabelle 5.1.: Materialkennwerte für Mörtel und Zement aus [55].
Die Rissbilder aus Abb. 5.5 zeigen, dass der Rissverlauf bei beiden Materialien sehr
ähnlich ist. Bei Mörtel kommt es aufgrund der kleineren Körnung von 2, 36mm zu
einem glatteren Verlauf. Der verwendete Zement hat eine minimale Körnung von
ebenfalls 2, 36mm und eine maximale Körnung von 9, 75mm, was zu Sprüngen im
Verlauf führt, wie es zu z. B. bei α = 20◦ zu sehen ist.
Die Scheibe kann mit verschiedenen Methoden simuliert werden. Im ersten Schritt
wird ein lineares FE-Modell verwendet, wobei als Versagenskriterium die Rankine-
und v.Mises-Hypothesen gewählt werden. Das Versagen wird durch das Löschen
der Elemente, welche die Vergleichsspannung überschritten haben, abgebildet. Hier-
durch erfolgt eine stetige Abnahme der lokalen Steifigkeit. Andere Ansätze sind
denkbar, jedoch reicht diese einfache Herangehensweise, um FEM und LSM bei der
Rissausbreitung zu vergleichen. Beide Modelle haben 5813 Knoten und 11372 Finite
Elemente bzw. 17182 Stäbe. Die Poissonzahl beträgt in beiden Fällen ν = 0, 33. Die
Anisotropie im LSM ist durch das Netz gegeben.
Bei der Risssimulation mit v.Mises-Versagenskriterium breitet sich der Riss vom Spalt
nach links bzw. rechts aus anstatt wie bei den Experimenten nach unten und oben
(Abb. 5.6). An der Rissspitze entstehen die höchsten Vergleichsspannungen, bis die
Scheibe vertikal vollständig gerissen ist. Ein Grund für den falschen Verlauf könnte
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Mörtel
Zement
?=0° ?=5° ?=10° ?=15° ?=20° ?=25,3°
Abbildung 5.5.: Versuchsergebnisse von Hou et al. [55] mit den Rissverläufen für
verschiedene Proben mit unterschiedlichen Schlitz-Winkeln α. Dabei
wurden die Rissverläufe nachgezeichnet.
die fehlende Unterscheidung zwischen Zug- und Druckfestigkeit sein. Im Folgenden
wird mit σ1 die größte Hauptspannung und mit σxx die Stabspannung bezeichnet.
Bei Betrachtung der Entwicklung des Lastfaktors (Abb. 5.7) zeigt sich, dass der
Verlauf des Lastfaktors in drei Bereiche unterteilt werden kann. In der Anfangsphase
breitet sich der Riss erst vom unteren Ende des Schlitzes nach links aus und der
Lastfaktor fällt auf ein erstes Plateau. Danach erfolgt die Rissausbreitung vom oberen
Ende des Risses nach rechts und führt nochmals zu einer Degradation der Steifigkeit
und letztendlich zum Versagen der Struktur.
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Abbildung 5.6.: Rissfortschritt der FEM mit v.Mises-Hypothese als Versagenskriteri-
um bei 0, 20, 40, ... gelöschten Elementen. Die Probe versagt nicht
durch einen vertikalen Riss wie mit der Rankine-Hypothese in Abb.
5.8, sondern durch einen horizontalen Riss.
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Abbildung 5.7.: Verlauf des Lastfaktors während des Rissfortschritts.
Die gleiche Simulation wird mit der Rankine-Hypothese als Versagenskriterium
durchgeführt. Dabei entwickelt sich der Riss in vertikaler Richtung, wie es in Abb.
5.8 gezeigt ist.
Ein ähnlicher Verlauf ergibt sich beim LSM, wie er in Abb. 5.9 dargestellt ist. Dabei
kann zusätzlich beobachtet werden, dass sich einige Risse splitten. Die Verästelung
ist direkt mit dem Aufbau des Gitters verbunden. Als Riss sind alle Zellen markiert,
bei denen mindestens ein Stab gebrochen ist. Im Vergleich zur FEM-Lösung ist der
Rissverlauf beim LSM abgehackter aufgrund der feineren Auflösung.
Wird die Entwicklung des Lastfaktors beim Finite-Elemente-Modell mit Rankine-
Versagenhypothese und beim LSM visualisiert (Abb. 5.10), so zeigt sich, dass das
LSM bereits bei einem Lastfaktor von 1 und das FEM erst bei einem Lastfaktor
von ca. 2, 7 zu reißen anfängt. Des Weiteren ergibt sich bei dem Finite-Elemente-
Modell ein Anstieg des Lastfaktors, bevor es zum vollständigen Versagen kommt. Die
Ursache für den Anstieg des Lastfaktors nach ca 120 gebrochenen Elementen kann die
veränderte Belastung auf die Probe sein, welche von Druck auf Biegung wechselt, da
der Riss die Probe im unteren Bereich zerteilt. Beim LSM ergibt sich ein gleichmäßiges
Versagen bis zum Durchbruch der Probe. Der Rissverlauf des LSM ist durch das
gleichmäßige Netz bestimmt. An den Ergebnissen für α = 10◦ und α = 25, 3◦ (Abb.
5.11) wird der Einfluss des Netzes nochmals deutlich. Die Berechnung bei α = 10◦
bricht vor dem vollständigen Durchbruch ab, da der Lagerungspunkt versagt und es
zu Starrkörperbewegungen kommt.
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Abbildung 5.8.: Rissfortschritt der FEM mit Rankine-Hypothese als Versagenskrite-
rium bei 0, 20, 40, ... gelöschten Elementen.
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Abbildung 5.9.: Rissfortschritt der LSM, wobei die Zahl über der Scheibe jeweils die
Anzahl der gebrochenen Stäbe angibt.
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Abbildung 5.10.: Vergleich des Lastfaktors für die FEM und LSM bis 150 Elemente
gebrochen sind.
? = 0° ? = 10° ? = 25,3°?xx [MPa]3,6
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Abbildung 5.11.: Vergleich des Rissverlaufs des LSM für verschiedene Winkel α.
Anhand des Winkels kann der Verlauf des Lastfaktors verglichen werden, was in
Abb. 5.12 gezeigt wird. Mit steigendem Winkel α ergibt sich ein schnelleres Versagen,
wobei die Anfangsbereiche in den drei betrachteten Fällen im Bereich des Lastfaktors
2, 0 schwanken.
Es ist bereits erläutert worden, dass alle Ergebnisse durch das Netz beeinflusst werden.
Allgemein sinkt die Abhängigkeit vom Gitter Gitters mit steigender Netzfeinheit, da
der Diskretisierungsfehler mit steigender Netzfeinheit kleiner wird. Gleichzeitig wird
auch die Rissausbreitung feiner aufgelöst. Um den Einfluss des Netzes für die Hou-
Scheibe zu untersuchen, wurden für α = 0◦ drei unterschiedliche zweidimensionale
Netze erzeugt. Als Vernetzungsalgorithmen kamen Delauney, Meshadapt und Frontal
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Abbildung 5.12.: Entwicklung des Lastfaktors des LSM für verschiedene Winkel α.
aus Gmsh zum Einsatz. Die Ergebnisse für den Verlauf des Lastfaktors sind in
Abb. 5.13 gezeigt. Dabei hat das Netz mit dem Frontal-Algorithmus die geringste
Unordnung und das Netz mit dem Delauney-Algorithmus die größte Unordnung, wie
es in Abb. 5.14 dargestellt ist.
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Abbildung 5.13.: Entwicklung des Lastfaktors für verschiedene Vernetzungsalgorith-
men bei α = 0◦.
Die Unordnung beschreibt die Abweichung der eingesetzten Dreiecke vom gleichseiti-
gen Dreieck. In diesem Fall hängt der Rissverlauf mit der Unordnung zusammen. Mit
steigender Unordnung des Netzes entwickeln sich mehr Verästelungen und der Verlauf
ist weniger glatt. Dies kann durch das Zellverhalten des LSM erklärt werden, da
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Delauney?tot [MPa]
-8.0
3.6
0.7
-2.2
-5.1
FrontalMeshadapt
Abbildung 5.14.: Rissverläufe der Stabgittermodelle der Hou-Scheibe bei den Vernet-
zungsalgorithmen Delauney, Meshadapt und Frontal.
die Unordnung des Netzes direkt mit dem isotropen bzw. anisotropen Zellverhalten
des LSM verknüpft ist. Steigt die Unordnung, führt dies zu mehr verzerrten Zellen,
welche sich dadurch immer stärker anisotrop verhalten.
5.3.2. Zugbelastung
In diesem Kapitel wird eine quadratische Scheibe aus Plexiglas unter Zugbelastung
simuliert, wobei die Simulation mit experimentellen Ergebnissen von Ayatollahi und
Aliha [4] verglichen werden kann. Die ursprüngliche Lasteinleitung muss, wie in Abb.
5.15 gezeigt, abgeändert werden, da das Aufbringen der Last in der Bohrung zu
einem Versagen direkt an der Bohrung führte. Wie die Last wirklich im Versuch
aufgetragen wurde, ist aus Ayatollahi [4] nicht ersichtlich.
E [GPa] 3102, 64065
ν [-] 0, 35
σF,Druck [MPa] −124, 1056
σF,Zug [MPa] 72, 3949
Tabelle 5.2.: Materialkennwerte für Plexiglas G aus Altuglas International [59].
Die Materialdaten aus Ayatollahi et al. [4] sind unvollständig, da keine Zug- und
Druckfestigkeit gegeben ist. Aus diesem Grund werden Daten von Altuglas Inter-
national [59] eingesetzt, welche in Tab. 5.2 aufgelistet sind. Dabei wird in Kauf
genommen, dass sich der E-Modul um ca 5% ändert. Darüber hinaus wird davon
ausgegangen, dass der Einfluss der Querkontraktion zwischen Versuch und Modell
zu vernachlässigen ist.
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P
P
2a ?2b 2a ?c
p
Abbildung 5.15.: Ayatollahi-Scheibe unter Zugbelastung in ursprünglicher Konfi-
guration [4] (links) und in der modifizierten Konfiguration mit
angepasster Lasteinleitung (rechts). Die Abmessungen der betrach-
teten Scheibe sind a = 20mm, b = 90mm und c = 62, 5mm. Die
Rissbreite beträgt 2.5mm
Die Versuchsergebnisse von Ayatollahi [4] sind in Abb. 5.16 dargestellt. Dabei bilden
sich horizontale Risse aus, welche mit steigendem Winkel mehr in die Kanten und
weg von der Ecke laufen.
Die Ergebnisse des Finite-Element-Modells zeigen, dass die Rankine-Hypothese
den Rissverlauf des Versuchs abbilden kann. Diese Ergebnisse (Abb. 5.18) können
ebenfalls mit der LSM erzeugt werden. Hierbei muss berücksichtigt werden, dass das
Netz an den Enden des schrägen Schlitzes feiner ist als im restlichen Modell. Diese
Netzverfeinerung führt zum Abknicken des Risses, was z. B. beim Ergebnis mit 80 und
100 gebrochen Stäben zu beobachten ist. Würde ein Netz mit einer gleichmäßigeren
Netzfeinheit gewählt werden, würde die Lösung näher an die Lösung der FEM
rücken, da die lokale Anisotropie abgeschwächt wird. Es muss angemerkt werden,
dass auch beim Finite-Elemente-Modell ein Abknicken des Risses zu beobachten
ist, jedoch ist dieses nicht so stark ausgeprägt. Ebenfalls ist die Ursache hierfür die
Netzabhängigkeit, welche auch bei Finite-Elemente-Modellen gegeben ist.
Wird der Verlauf des Lastfaktors der beiden Lösungen verglichen (Abb. 5.19), zeigt
sich bei dem Finite-Elemente-Modell, dass der Lastfaktor ab ca. 120 gebrochenen
Elementen ansteigt. Beim LSM entsteht ein gleichmäßiger Verlauf des Lastfaktors, der
langsam abnimmt. Dieses Verhalten wurde bereits bei der Hou-Scheibe beobachtet.
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5.4. Schlussfolgerungen? = 0° (Mode I) ? = 15° ? = 30°
? = 45° ? = 62,5° (Mode II)
Abbildung 5.16.: Rissbilder der Ayatollahi-Scheibe bei verschiedenen Winkeln α. Die
Bilder entstammen aus Ayatollahi [4] und sind hier nachgezeichnet
worden.
Insgesamt wird auch bei der Ayatollahi-Scheibe der Rissverlauf der Experimente
durch das LSM näherungsweise abgebildet. Dies zeigt sich auch bei anderen Winkeln
α.
5.4. Schlussfolgerungen
Die Ergebnisse der Finiten-Elemente-Modelle und der LSM unterscheiden sich im
generellen Verlauf des Risses beim Sprödbruch kaum. Im lokalen Bereich gibt es
Unterschiede, welche sich durch die feinere Auflösung des Risses bei den LSM ergeben.
Insgesamt zeigt sich, dass der Vorteil der LSM gegenüber den finiten Elementen nicht
nennenswert ist. Eine Bestimmung der Restfestigkeit ist mit beiden Methoden nicht
möglich, da der angerissene Zustand nur ungenügend abgebildet wird und stark von
der Vernetzung abhängt.
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Abbildung 5.17.: Rissfortschritt der FEM mit der Rankine-Hypothese.
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Abbildung 5.18.: Rissfortschritt beim LSM der Ayatollahi-Scheibe mit Schlitz un-
ter α = 45◦. Dargestellt sind die Zwischenergebnisse bei 0,40,...
gebrochenen Stäben. 105
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Abbildung 5.19.: Verlauf des Lastfaktors bei der Ayatollahi-Scheibe mit α = 45◦ des
Finite-Elemente-Modells und des LSM bis 150 gebrochene Stäbe.
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Neben der Statik wird in dieser Arbeit auch das dynamische Verhalten von LSM
untersucht. Dafür werden zunächst die Grundlagen der Dynamik erläutert und an-
schließend wird die Modellierung der Massenträgheit mit einem Stabgitter vorgestellt.
Dabei werden Eigenwertberechnungen mit der LSM und die Konsequenzen eines
Risses auf die Massenträgheit diskutiert.
6.1. Theorie
In Kap. 2 wurde bereits das Variationsproblem für die Bewegungsgleichung
δΠ =
∫
Ω
(−ρ u¨i + σji,j + bi) δu˙i dΩ = 0 (6.1)
aufgestellt. Werden nun die Verschiebungen durch den Produktansatz in
ui ≈ Nk(x, y, z)uˆk(t) (6.2)
approximiert, bei dem Raum und Zeit entkoppelt sind, ergibt sich die räumliche
diskretisierte Bewegungsgleichung zu Gl. (6.3). Dabei wurde die lineare Theorie
vorausgesetzt. Letztendlich vereinfacht sich das Variationsproblem auf die Lösung
des Klammerausdrucks in
δuˆT
(
M ¨ˆu + K uˆ− f
)
= 0 . (6.3)
Die Steifigkeitsmatrix K und der Lastvektor f sind bereits aus Kap. 2.5 bekannt.
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Die Massenmatrix M ergibt sich aus
M =
∫
V
ρ Nk Nl dV =
∫
V
ρ NT N dV . (6.4)
Die Dämpfung wird an dieser Stelle vernachlässigt. In Kap. 3 ist bereits gezeigt
worden, dass Zellen aus Normalfedern bzw. Stäben im besten Fall einen konstanten
Dehungszustand abbilden können. Aus diesem Grund werden auch hier Finite Ele-
mente mit linearen Ansatzfunktionen als Referenz benutzt. In diesem Kapitel wird
diskutiert, wie das dynamische Verhalten der Zellen modelliert und bewertet werden
kann. Dabei wird geklärt, wie die Massenträgheit modelliert werden kann. Generell
bieten sich drei Modelle für die Modellierung der Massenträgheit an: Stabmassen-,
Punktmassen- und Stab-Punktmassenmodell (Abb. 6.1).
m1
m
mBar,3
mBar,1
mBar,2
m2
m3
m1
m3
m2
mBar,1
mBar,2
mBar,3
Abbildung 6.1.: Modellierung der Massenträgheit über ein Stabmassenmodell
(links), ein Punktmassenmodell (Mitte) und ein gekoppeltes Stab-
Punktmassenmodell (rechts).
Für ein lineares finites Dreieckselement ergibt sich nach Gl. (6.4) die Massenmatrix
zu
MTri3 =
ρ t Atri
12


2E2 E2 E2
E2 2E2 E2
E2 E2 2E2

 . (6.5)
Die Massenmatrix für einen Stab Bar2 mit räumlicher Dimension i = 1, 2, 3 ergibt
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sich nach Argyris und Mlejnek [2, S.66] mit den Ansatzfunktionen
NBar2 =
1
2
[
(1− ξ)Ei (1 + ξ)Ei
]
(6.6)
zu
MBar2 = ρ A
∫
ξ
NBar2
TNBar2 dξ
=
ρ A L
6

2Ei Ei
Ei 2Ei

 . (6.7)
Die Trägheit muss in allen Raumrichtungen gleich sein, wodurch die Summe aus allen
Einträgen der Massenmatrix im zweidimensionalen Fall 2m und im dreidimensionalen
Fall 3m ergibt.
Aufbauend auf Gl. (6.7) können nun die Massenmatrizen für ein Tri3LSM aufgebaut
und mit der Lösung für finite Elemente verglichen werden.
∆M = MTri3LSM −MTri3 (6.8)
Mit den Kurzschreibweisen Ai Li = A˜i und Atri t = A˜tri kann Gl. (6.8) in
∆M =
ρ
12
·

(
4
[
A˜1 + A˜2
]
− 2 A˜tri
)
E2
(
2 A˜1 − A˜tri
)
E2
(
2 A˜2 − A˜tri
)
E2(
4
[
A˜1 + A˜3
]
− 2 A˜tri
)
E2
(
2 A˜3 − A˜tri
)
E2
sym.
(
4
[
A˜2 + A˜3
]
− 2 A˜tri
)
E2


(6.9)
umgeschrieben werden. Aus dem Nullsetzen der Nebendiagonalen von Gl. (6.9)
werden die Querschnitte Ai mit i = 1, 2, 3 zu
Ai Li =
A˜tri
2
(6.10)
bestimmt. Damit ergibt sich, wie auch bei der Steifigkeitsmatrix, dass die Querschnitte
proportional zu den Quotienten von Dreiecksfläche und Länge sind. Im Gegensatz
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zur Statik wird der Querschnitt noch mit dem Faktor 1/2 gewichtet.
Wird Gl. (6.10) in Gl. (6.9) eingesetzt, bleiben nur noch folgende Terme
∆M = −ρ A˜tri
6︸ ︷︷ ︸
m1
E6 (6.11)
auf der Hauptdiagonalen übrig. Das Ergebnis aus Gl. (6.11) zeigt, dass ein kombi-
niertes Modell notwendig ist, um die Massenmatrix des Tri3-Elements nachzubilden,
wobei die Punktmassenmatrix mit negativen Massen versehen ist.
Im dreidimensionalen Fall ist die Massenmatrix für einen Tetraeder mit linearen
Ansatzfunktionen [2, S.68] gegeben durch
MT et4 =
ρ Vtet
20


2E3 E3 E3 E3
E3 2E3 E3 E3
E3 E3 2E3 E3
E3 E3 E3 2E3

 . (6.12)
Die Nebendiagonalen der Differenz der Massenmatrizen von Finitem Element und
Stabgitterzelle
∆M = MT et4 −MT et4LSM (6.13)
führen direkt auf die Querschnitte der Stäbe, welche durch
Ai =
3VT et
10Li
(6.14)
gegeben sind. Wird dieses Ergebnis in die Massenmatrix des LSM eingesetzt und
von der Massenmatrix des Tetraeders subtrahiert, folgt
∆M = −ρ Vtet
5︸ ︷︷ ︸
m1
E12 . (6.15)
Damit ergibt sich ein gekoppeltes Stab-Punktmassenmodell (Abb. 6.2) wie beim
Dreieck.
Anhand von Gl. (6.14) kann nun eine Abschätzung für die Stabsteifigkeiten einer
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Abbildung 6.2.: Aufteilung der Massenträgheit eines Finiten Tetraederelements in
ein Knotenpunkt- und in ein Stabmassenmodell.
Tetraederzelle angegeben werden, welche ein isotropes Material beschreiben soll. Die
statische Herleitung der Tetraederzelle zeigte, dass eine Tetraederzelle kein isotropes
Materialverhalten abbilden kann. Eine Abschätzung für die Stabsteifigkeiten, welche
das Materialverhalten näherungsweise erfüllen, konnte nicht bestimmt werden. Diese
Abschätzung kann nun anhand der Ergebnisse aus der dynamischen und statischen
Herleitung bestimmt werden. Bei einem gleichseitigen Dreieck kann der in der Statik
bestimmte Querschnitt Ai,stat. aus Tab. 3.2 aus dem in der Dynamik bestimmten
Querschnitt Ai,dyn. Gl. (6.10) über
Ai,dyn. =
Atri
2Li
·2−−−−→ Ai,stat. =
Atri
Li
(6.16)
berechnet werden. Wird nun davon ausgegangen, dass im dreidimensionalen Fall
ebenfalls eine Beziehung zwischen statischem und dynamischem Querschnitt vorliegt
und der Faktor nicht 2 (2D), sondern 3 (3D) ist, ergibt sich der statische Querschnitt
der Stäbe eines gleichseitigen Tetraeder aus
Ai,dyn. =
3Vtet
10Li
: 3−−−−→ Ai,stat. =
Vtet
10Li
. (6.17)
Diese Näherungslösung für die Stabquerschnitte eines gleichseitigen Tetraeders könnte
beim Verfahren für die Optimierung des Gesamtpotentials den Startwert 0 ersetzen,
um eine bessere Approximation des Kontinuums zu erreichen.
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6.2. Bruch
Ein Bruch wird bei LSM durch das Löschen eines Stabs aus dem Stabgitter modelliert.
Auf die Dynamik übertragen führt dies zum Wegfall der Stabmasse. Dies impliziert,
dass bei jedem Bruch die Masse des Stabgitters reduziert wird. Zwar wäre die
Abnahme der Masse vernachlässigbar im Vergleich zur Gesamtmasse des Stabgitters,
eine Reduktion ist jedoch physikalisch gesehen nicht sinnvoll. Bei einem Finite-
Elemente-Modell können bei Elementen mit linearen Ansatzfunktionen verschiedene
Vorgehensweisen zur Anpassung der Massenträgheit (Abb. 6.3) unterschieden werden.
Zum einen kann nur die Steifigkeit gemindert und die Massenverteilung unverändert
bleiben. Dies würde jedoch bedeuten, dass die Kopplung der Trägheit zwischen den
Knoten gleich bleibt, was nicht der Fall ist. Auf der anderen Seite kann die Masse
des Elements aus der Massenmatrix gelöscht werden, wodurch die Masse von einem
Iterationsschritt t zum nächsten Schritt t+∆t verringert wird. Dies tritt nur auf,
wenn sich ein Teil der Struktur vollständig löst. Dies ist jedoch nicht der Fall, wodurch
auch diese Vorgehensweise verworfen wird. Als dritte Variante kann die Masse der
Elemente auf Punktmassen verteilt und diese auf die Knoten aufgebracht werden.
Somit geht die Drehträgheit verloren, die Gesamtmasse bleibt jedoch erhalten. Um
die Drehträgheit zu erhalten, müsste eine Massenträgheit eingeführt werden, welche
eine Kopplung zwischen den Knoten beinhaltet. Ein Stabmodell beinhaltet diese
Kopplung und könnte eingesetzt werden. Neben den hier beschriebenen Varianten
wäre es auch denkbar, die Masse auf die Nachbarelemente zu verteilen, was wiederum
durch ein Punktmassen-Stab-Modell beschrieben werden kann.
Bei LSM gibt es ebenfalls verschiedene Möglichkeiten die Massenverteilung bei einem
Bruch zu modellieren (Abb. 6.4). Im Grunde unterscheiden sich diese Möglichkeiten
nicht von den bereits aufgeführten Varianten, jedoch ist der Masseneintrag durch
die Benutzung von Stäben kleiner als bei finiten Elementen. Dies ist ein Vorteil von
Stabgittermodellen in der Dynamik, dem jedoch die Grenzen bei der Approximation
der Steifigkeit gegenüberstehen.
Insgesamt ist die Aufteilung auf Punktmassen eine effektive Variante, um die Massen-
verteilung beim Versagen eines Stabs dahingehend anzupassen, dass die Gesamtmasse
erhalten bleibt. Ein Vergleichswert für die Massenverteilung beim Versagen kann
nicht angegeben werden, da keine entsprechende Lösung bekannt ist.
112
6.2. Bruch
mt+?t < mt
?v > ?s
mt+?t = mt
t
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m = Gesamtmasse?v = Vergleichsspannung?s = Grenzspannung
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Löschen der
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Abbildung 6.3.: Massenverteilung bei einem Elementversagen bei einem Finite-
Elemente-Modell mit linearen Ansatzfunktionen.
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Abbildung 6.4.: Massenverteilung bei einem Stabversagen.
6.3. Eigenwertberechnungen
Für eine erste Bewertung der Stab-, Punkt- und Stabpunktmassemodelle wird eine
analytische Rechnung für einen einfachen Fall durchgeführt und die Ergebnisse
miteinander verglichen. Als Beispiel wird ein gleichseitiges Dreieck verwendet. Für
dieses Dreieck werden alle möglichen Koordinatenvereinfachungen getroffen und das
Eigenwertproblem gelöst (Gl. (6.18)). Dieses Fallbeispiel bietet die Möglichkeit, eine
untere Schranke für den Fehler der LSM zu bestimmen. Eine obere Schranke kann
nicht angegeben werden, da die Netzabhängigkeit den Fehler beliebig beeinflussen
kann, wie in Kap. 3 gezeigt wurde.
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(−λM + K) v = 0 →
(
−λE + M−1K
)
v = 0 (6.18)
Die Eigenwerte und Eigenvektoren werden mit einer FEM-Massenmatrix MF EM ,
einer reinen Stabmassenmatrix MLSM und einer Punktmassenmatrix MF EMp be-
rechnet. Die Steifigkeitsmatrix von FEM und LSM sind für das gleichschenklige
Dreieck identisch, wobei MLSM aus Stäben mit den Stabquerschnitten aus der Statik
aufgebaut wird. Die Eigenwerte für diese Fälle sind in Gl. (6.19) zusammengestellt.
Die algebraische Vielfachheit ist [1, 2, 3]. Die Wurzel der Eigenwerte beschreibt die
Eigenfrequenz der Struktur.
[
λF EM λLSM λF EMp
]
=
E
2 ρ a2


72 12 9
36 6 4.5
0 0 0

 (6.19)
Damit sind die Eigenwerte des reinen Stabmodells um einen Faktor 6 kleiner als die
des Finite-Elemente-Modells. Die Eigenwerte des Modells mit den Punktmassen sind
sogar um den Faktor 8 kleiner. In diesem Fall wäre die reine Approximation mit
Stäben besser als jene mit Punktmassen. Die deutlich kleineren Eigenwerte ergeben
sich dadurch, dass die Hauptdiagonale bei den Stäben und dem Punktmassenmodell
deutlich stärker gewichtet wird als beim Finite-Elemente-Modell.
Die dazugehörigen Eigenvektoren sind identisch, wobei die nicht Nulleigenvektoren
in Gl. (6.20) gegeben sind.
V =


1 1 0
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3
2
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− 2√
3
√
3
2
−1
2


(6.20)
Wird die Geometrie des Dreiecks verändert, ist es mit den vorhanden Hilfsmitteln1
nicht mehr möglich, die Eigenwerte analytisch zu bestimmen. Durch die Approxima-
tion der Steifigkeit steigt die Abweichung zur Finite-Elemente-Lösung an.
1Für die Berechung ist das Computeralgebrasystem Maxima [26] eingesetzt worden.
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100
40
Abbildung 6.5.: Scheibe für die Eigenmodenberechnung.
u [mm]
0,168
0,127
0,086
0,046
0,005
Abbildung 6.6.: Vierte Eigenmode der Scheibe des Stabgittermodells. Im Hintergrund
ist das Netz unverformt dargestellt.
6.4. Simulationen
Als weitere Beispielrechnung werden die Eigenmoden einer ebenen Scheibe berechnet,
welche in Abb. 6.5 gezeigt ist.
Mit den Materialdaten für Aluminium E = 72 GPa, ν = 1/3 und ρ = 1 kg/mm3
können die Eigenmoden der Scheibe berechnet werden. Es wird die Massenmatrix
der FEM gewählt und keine Lagerung gesetzt, sodass die ersten drei Eigenmoden
Nullmoden sind. Der erste Nicht-Nullmode des Stabgittermodells ist in Abb. 6.6
dargestellt, wobei das Ausgangsgitter im Hintergrund gezeigt wird.
Anhand von Abb. 6.6 zeigt sich, dass die lokale Steifigkeit im LSM die Eigenvektoren
dominiert. Die Eigenmoden aus der Rechnung mit finiten Elementen sind aufgrund des
unstrukturierten Netzes ebenfalls unsymmetrisch, jedoch ist die Netzabhängigkeit bei
der LSM stärker. Werden die Eigenwerte verglichen (Abb. 6.8), driften die Eigenwerte
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u [mm]
0,008
0,006
0,004
0,002
0,000
Abbildung 6.7.: Vierte Eigenmode der Scheibe des Finite Elemente Modells. Das
Netz ist identisch zu Abb. 6.6.
von LSM und FEM mit zunehmendem Eigenwert immer weiter auseinander. Dies
erklärt sich durch die immer schlechter werdende Abbildung der Eigenmoden des
LSM. Insgesamt sind LSM nicht für Eigenwertprobleme geeignet, da die Steifigkeit
nur unzureichend abgebildet wird.
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Abbildung 6.8.: Eigenwert für das Rechtecksnetz für LSM und FEM
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6.5. Schlussfolgerungen
Beim Einsatz von Stabgittermodellen in der linearen Dynamik zeigt sich, dass die
Massenmatrix eines finiten Dreiecks- und Tetraederelements mit linearen Ansatz-
funktionen über ein gekoppeltes Stab- und Punktmassenmodell dargestellt werden
kann. Dabei sind die verwendeten Punktmassen negativ. Darüber hinaus beeinflusst
die Approximation der Steifigkeit bei der LSM die Eigenwertberechnung maßgeblich,
sodass die Eigenvektoren verzerrt sind. Aus diesem Grund eignet sich die LSM
nicht für die Berechnung von Eigenmoden. Jedoch kann aus der Dynamikrechnung
eine Approximation für die Stabquerschnitte Ai eines gleichseitigen Tetraeders be-
stimmt werden, was in der Statik nicht möglich ist. Diese Approximation kann als
Eingangsparameter für die Bestimmung der Stabquerschnitte bei Betrachtung des
gesamten Stabgitters eingesetzt werden.
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Ein besonderes Anwendungsgebiet von LSM ist die Modellierung von Flächentragwer-
ken, was bereits von Hrennikoff [56] angesprochen wurde. Darüber hinaus untersuchte
Wright [136,137] ein- und mehrschichtige Schalenstrukturen (Space frames). In dieser
Arbeit werden zwei Flächentragwerke ausgewählt, an denen die Approximation mit
Stabgittern erläutert wird. Dabei wird insbesondere auf die prinzipielle Vorgehens-
weise und damit zusammenhängende Probleme eingegangen, da sich diese von der
linearen Rechnung aus Kap. 3 unterscheiden können. Die Flächentragwerke sind in
Abb. 7.1 und Abb. 7.2 dargestellt.
x
y
z
Abbildung 7.1.: Schale 1 mit Lagerung (links) und ihre Belastung (rechts). Die Schale
hat eine Breite von 84mm, eine Länge von 120mm und eine Höhe
von 31, 9mm. Die grünen Kegel stellen Festlager und die roten Pfeile
die Knotenkräfte dar.
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x
y
z
Abbildung 7.2.: Schale 2 mit Lagerung (links) und ihre Belastung (rechts). Die Schale
hat eine Breite von 17, 7mm, eine Länge von 18, 5mm und eine Höhe
von 6, 15mm.
7.1. Randbedingungen
Für die Berechnung der Schalen werden Randbedingungen benötigt. Es wird ange-
nommen, dass alle Knoten bei y = 0 (Bodenebene) fest gelagert sind und die Schale
mit einer gleichmäßigen Flächenlast belastet ist, welche in Knotenkräfte umgerechnet
wurde. Die Lasten und Lager der Schalen sind in Abb. 7.1 und 7.2 dargestellt.
Als Last wird eine Flächenlast von 100MPa in y-Richtung gewählt. Als Material
wird Aluminium mit einem Elastizitätsmodul von 72GPa und einer Poissonzahl von
ν = 0, 33 eingesetzt.
7.2. Modellierung der Schale
Für die Modellierung einer Schale mit Stabgittern mit Normalfedern gibt es zwei
Möglichkeiten:
• Einschichtige Schale
• Mehrschichtige Schale (Schale aus Volumenelementen)
Bei der einschichtigen Schale wird die Struktur nur durch eine Elementschicht abge-
bildet. Dabei werden die Tri3LSM-Elemente mit einem ebenen Spannungszustand,
welche in Kap. 3 vorgestellt wurden, im dreidimensionalen Raum eingesetzt. Dies
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ist nur möglich, wenn die Schale eine zweifach gekrümmte Oberfläche besitzt, da
ansonsten keine statisch stabile Struktur entsteht, was zusätzliche Nulleigenmoden
erzeugt. Auch im Fall einer zweifach gekrümmten Oberfläche kann es bei schwacher
Krümmung zu zusätzlichen Nulleigenmoden kommen.
Die zweite Möglichkeit besteht darin, die Struktur orthogonal zur Oberfläche zu
extrudieren und dadurch ein 3D-Modell zu erzeugen. Das 3D-Modell besteht aus
Volumenzellen, die biegesteif sind. Bei dieser Herangehensweise kann das Ergebnis
anhand der Ergebnisse aus Kap. 3 abgeschätzt werden, da dort bereits ein Würfel
(Tetraeder-Zellen) unter Biegung und die Pagano-Platte (Hexaeder-Zellen) untersucht
wurden. Bei beiden Ergebnissen hat sich gezeigt, dass die LSM-Lösung gegen die Kon-
tinuumslösung konvergiert, jedoch verlangsamt sich die Konvergenzgeschwindigkeit
bei gekrümmten Rändern oder einer Netzverzerrung.
Einschichtige Schale
In Kap. 3 wurde ein Verfahren zur Bestimmung der Stabquerschnitte vorgestellt, bei
dem der Quadratfehler bei einem konstanten Dehnungszustand minimiert wird. Diese
Vorgehensweise wird nun auf Flächentragwerke übertragen. Die direkte Übertragung
ist nicht möglich, da bei einer gekrümmten Oberfläche das Koordinatensystem auf
der Oberfläche von der Position auf der Oberfläche abhängig ist und dadurch die
Dehnungsenergie nicht ohne eine Transformation aufaddiert werden kann.
Abbildung 7.3.: Oberflächenausschnitt mit Dreieck aus der Triangulation, dem Refe-
renzvektor und dem lokalen Koordinatensystem des Dreiecks.
Die hier vorliegenden Schalen sind geschlossene Strukturen. Sie besitzen einen Hoch-
punkt mit dem Normalvektor nRef = [0 1 0]
T. Dieser Normalvektor wird als Refe-
renzvektor bezeichnet, welcher für die Bestimmung eines lokalen Elementkoordinaten-
system eingesetzt wird. Bei Betrachtung eines Dreiecks, welches auf der Oberfläche
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liegt (siehe Abb. 7.3), ist durch die drei Knotenpunkte die Ebene eindeutig bestimmt.
Der dazugehörige Normalvektor ne des Elements wird über das Kreuzprodukt zweier
Seiten berechnet. Zusätzlich ist noch die Ausrichtung des Normalvektors zu bestim-
men, d.h. ob er in das Innere der Schale oder nach außen zeigt. Die Ausrichtung
kann aus dem Skalarprodukt
cos (ϕ) =
ne nRef
|ne| |nRef | (7.1)
mit dem Referenzvektor bestimmt werden.
Abbildung 7.4.: Darstellung des Schnittwinkels ϕ, des Normalvektors ne und des
Referenzvektors nRef .
Mit dem Normalvektor ne und dem Referenzvektor nRef kann nun der Schnittwinkel
ϕ zwischen der Elementebene und dem Referenzvektor und die lokale y-Achse ney
über
ney = nRef − ne (7.2)
bestimmt werden. Sie zeigt in Richtung der größten Abflachung bzw. des größten
Gradienten (Abb. 7.4). Bei Berechnung von ney sind beide Normalvektoren ne
und nRef auf 1 normiert. Dadurch ist ein Bezugsvektor geschaffen worden, wel-
cher in der Dreiecksebene liegt. Die Dehnungsenergie kann nun im ortsabhängigen
Elementkoordinatensystem berechnet werden.
Die Komponenten der Matrix C¯mod aus Gl. (3.23) können durch ∆xij und ∆yij
beschrieben werden. Dabei ist ∆xij der Abstand in x-Richtung und ∆yij der Abstand
in y-Richtung zwischen Knoten i und j. Die Differenzen wiederum ergeben sich nach
Abb. 7.5 aus den Skalar- und Kreuzprodukten zwischen den Stabvektoren ri und
122
7.2. Modellierung der Schale
Abbildung 7.5.: Dreieck mit lokalem Koordinatensystem und Winkel zwischen der
y-Achse des Koordinatensystems und den Stäben
ney zu 
∆xij
∆yij

 = 1|ney|

|ney × ri|
ney · ri

 . (7.3)
Bei dieser Vorgehensweise wird angenommen, dass die Krümmung über ein Dreieck
sehr klein ist, da ansonsten die Berechnung auf der analytischen Oberfläche stattfinden
müsste, welche hier nicht bekannt ist. Bei komplizierteren Geometrien, wie z. B. einer
Kugel, kann dieses Vorgehen auf Teilbereiche, z. B. untere und obere Halbkugel,
angewendet und der Referenzvektor dementsprechend angepasst werden.
Mehrschichtige Schale
Die zweite Möglichkeit die Schale zu untersuchen, ist die Generierung eines 3D
Modells. Dadurch erhält die Schale eine Dicke, die nicht nur als Parameter t in
die Berechnung eingeht. Stattdessen wird die Dicke durch eine Stabgitterstruktur
modelliert. Um die Normalvektoren der einzelnen Zellen zu bestimmen, wird ein
Oberflächenmodell mit Dreieckselementen aufgebaut.
Aus diesem Oberflächenmodell kann nun an jedem Knoten ein gemittelter Normalvek-
tor ni bestimmt werden. Dieser Normalvektor ni ergibt sich dabei aus der Mittelung
der Normalvektoren (Gl. (7.4)) der mit dem Knoten verbundenen Dreiecke.
ni =
∑
j
ni|j (7.4)
ni|j bezeichnet den Normalvektor des Dreiecks j, welcher am Knoten i angeschlossen
ist, wie es in Abb. 7.6 gezeigt ist.
Daraus entsteht ein Prisma, welches in 3 Tetraeder aufgeteilt werden kann, wie es
in Abb. 7.7 gezeigt ist. Dieses Tetraeder-Netz kann in ein Stabgitter umgewandelt
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Abbildung 7.6.: Berechnung des gemittelten Normalvektors aus den anliegen Tri3-
Elementen
werden. Mit den in Kap. 3 vorgestellten Methoden können die Stabquerschnitte
bestimmt werden.
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Abbildung 7.7.: Aufteilung des Prismas in drei Tetraeder.
Die Berechnung mit den aus Abb. 7.7 vorgestellten Zelltypen könnte verbessert
werden, wenn noch zusätzliche Diagonalstäbe eingefügt werden (Abb. 7.8).
Hierbei muss erwähnt werden, dass keine der Prisma-Zellen eine Lösung für das
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Abbildung 7.8.: Erweiterte Prisma-Zelle für die Vernetzung der mehrlagigen Schale
Kontinuum liefert, sondern beide nur eine Näherung darstellen. Jedoch ist bereits
aus Kap. 3 bekannt, dass eine unsymmetrische kubische Zelle das Kontinuum nur
ungenügend abbildet, weshalb die Zelle in Abb. 7.8 zu bevorzugen wäre. In dem hier
vorliegenden Fall wird dennoch die schlechtere Variante gewählt, um den Einfluss
der unsymmetrischen Zelle zu untersuchen.
7.3. Statische Last
Wird eine Last auf das erste Flächentragwerk aufgebracht und die Stabquerschnitte
anhand der im Kap. 7.2 beschriebenen Vorgehensweise bestimmt, ergibt sich die
Spannungsverteilung in Abb. 7.9. Das Verschiebungsfeld v in y-Richtung zeigt eine
ungleichförmige Verschiebung in der Mitte des Tragwerks. Diese ungleichförmige
Verschiebung beruht auf der Erstellung des Flächentragwerksnetzes. Das Netz ist
ursprünglich mit Stäben mit dem Querschnitt A aus einer ebenen Platte unter
Druckbelastung erzeugt worden. Mit dem vorgestellten Verfahren wird eine Kon-
tinuumsschale nachgebildet und keine Struktur aus Stäben mit einem konstanten
Querschnitt, wodurch es zu dieser ungleichmäßigen Verformung kommt. Darüber
hinaus ergeben sich an einer Seite Falten, welche auf eine zu geringe Krümmung
zurückzuführen sind. Diese Beulen können durch ein Modell mit Biegesteifigkeit
eliminiert werden.
Bei einer zweiten Rechnung wurden alle Stabquerschnitte zu A = 1mm2 gesetzt.
Das Ergebnis ist in Abb. 7.10 gezeigt. Bei diesem Ergebnis ist die Verformung
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v [mm] 
0.0
-0.002
-0.004
-0.006
-0.008
Abbildung 7.9.: Vertikale Verschiebung v in y-Richtung für die gegebene Belastung.
v [mm] 
0.0
-0.002
-0.004
-0.006
-0.008
Abbildung 7.10.: Vertikale Verschiebung für Schale 1 mit dem Stabquerschnitt A =
1mm2 für alle Stäbe.
gleichmäßiger, wobei es in den Bereichen mit der kleinsten Krümmung und damit
geringsten Stabilität zu kleinen Artefakten kommt.
Bei dem zweiten Flächentragwerk kommt es zu Nullmoden, da die Krümmung
in einigen Bereichen zu klein ist. Da nur das Netz der Schale vorliegt, kann die
Krümmung κ1 nicht direkt ermittelt werden. Als Maß für die Krümmung kann der
kleinste Winkel jedes Knotens ϕmin zwischen den Normalvektoren von benachbarten
Knoten benutzt werden. Für die Schale 2 ist ϕmin in Abb. 7.11 dargestellt. Auf dem
1Die Krümmung ist definiert über κ = lim
∆s→0
∆θ
∆s
, wobei ∆s ein Kurvenstück und ∆Θ der Winkel
zwischen den Tangenten am Anfangs- und Endpunkt des Kurvenstücks sind.
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Bild ist der dunkelblaue Bereich als kritisch zu bewerten, da dort die Krümmung
verhältnismäßig klein ist.
?min [rad]
0,115
0,086
0,057
0,029
3,6e-5
Abbildung 7.11.: ϕmin von Schale 2.
Eine Möglichkeit das Flächentragwerk trotzdem zu berechnen, ist die Erstellung
eines Volumenmodells, wie es in Kap. 7.2 erläutert wurde. Ein in Dickenrichtung
extrudiertes Modell ist in Abb. 7.12 und 7.13 gezeigt, wobei die Dicke 1 mm ist. Die
Verformung ist gleichmäßig über der Oberfläche, was auf die durch das Volumenmodell
eingefügte Biegesteifigkeit zurückzuführen ist. Darüber hinaus ist die Diskretisierung
in Dickenrichtung mit nur einer Schicht auch bei einem Finite-Elemente-Modell
mit Tetraeder-Elementen und linearen Ansatzfunktionen unzureichend, wodurch das
Ergebnis durch die Verwendung von mehreren Schichten verbessert werden könnte.
7.4. Schlussfolgerungen
Die Modellierung von Schalen mit und ohne Biegesteifigkeit mit Stabgittermodellen
ist in diesem Kapitel präsentiert worden. Dabei müssen Nullmoden berücksichtigt
werden, welche z. B. durch eine schwache Krümmung der Schale entstehen können.
Ein erweitertes Modell, welches in Dickenrichtung extrudiert wurde, führt auf ein
Volumenmodell, welches mit den in Kap. 3 vorgestellten Methoden berechnet werden
kann.
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v [mm]
0.00
-2.18
-4.36
-6.53
-8.71
x
y
z
x
z
y
Abbildung 7.12.: Simulationsergebnisse des Stabgittermodells der Schale visualisiert
als Volumenmodelle.
Unverformt
Verformt
v [mm]
0.00
-2.18
-4.36
-6.53
-8.71
Abbildung 7.13.: Halbe Schale 2 in unverformter und verformter Darstellung.
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Neben der Mechanik ist die Wärmeleitung ein mögliches Einsatzgebiet für Stab-
gittermodelle. 2012 setzte Hahn [49] Stabgittermodelle für die Berechnung von
Wärmeleitungsproblemen ein. Dabei leitete Hahn die Eigenschaften des Stabgitter-
modells über den Differenzenstern der Differentialgleichung (DGL) der Wärmeleitung
her und berechnete damit Wärmeleitungsprobleme im zweidimensionalen Raum.
Dabei beschränkte er sich auf ein gleichseitiges Dreieck. Weitere Arbeiten folgten von
Haddad et al. [48], Tomac und Gutierrez [122] und Terreros et al. [119], bei denen
die Anwendung der Methode gezeigt wurde.
Die Herleitung über einen Differenzenstern soll an dieser Stelle nicht erläutert werden.
Stattdessen wird ein Verfahren vorgestellt, welches die Bestimmung der Stabei-
genschaften über eine Energiebetrachtung erlaubt. Bevor jedoch dieses Verfahren
und seine Ergebnisse erläutert werden, wird zunächst auf die Grundlagen der Wär-
meleitung eingegangen. Die Grundlagen basieren auf Baehr und Stephan [6] und
Heintze [53].
8.1. Theorie der Wärmeleitung
Es wird der Körper aus Abb. 8.1 mit Volumen V, Oberfläche A, Dichte ρ, der inneren
Quelle q˙int, der spezifischen Wärmekapazität cp und Wärmeleitfähigkeit λ betrachtet.
Dieses Gebiet hat eine Wandtemperatur TW und ist umgeben von einem Medium mit
der Temperatur T∞. Zwischen Umgebung und Körper findet ein Energieaustausch
statt, welcher durch den Wärmeübergangskoeffizienten charakterisiert ist.
Die Wärmeleitung wird durch die DGL der instationären Wärmeleitung (Gl. (8.1))
beschrieben. Die Wärmeleitfähigkeit λ ist eine Diagonalmatrix mit den Komponenten
λi, welche die Wärmeleitfähigkeit in die verschiedenen Raumrichtungen beschreiben.
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Abbildung 8.1.: Allgemeines Wärmegebiet
div (λ grad T ) + q˙int = ρ cp T,t (8.1)
Des Weiteren werden die thermodynamischen Beziehungen für den konvektiven
Wärmeübergang am Rand
qA · n = −hc (T∞ − TW ) (8.2)
und die Definition des Wärmestromvektors
qA = −λ grad T (8.3)
für die Formulierung des Variationsproblems benötigt. Dabei wird angenommen,
dass der Wärmeleitkoeffizient konstant ist, um die Rechnung weiterhin linear zu
behandeln. Eine Erweiterung ins Nichtlineare ist möglich, jedoch nicht Gegenstand
dieser Arbeit.
8.2. Finite Elemente in der Wärmeleitung
Mit Gl. (8.1) und dem Galerkin-Verfahren wird ein Variationsproblem (Gl. (8.4))
aufgestellt, um die Finite-Elemente-Formulierung des Problems zu erhalten. Dabei
wird die Differentialgleichung (8.1) mit der Variation der Temperatur δT gewichtet.
Andere Wichtungsfaktoren sind mathematisch möglich, jedoch führen diese nicht
auf eine physikalisch sinnvolle Erhaltungsgröße. Die Variation erfolgt über Zeit und
Raum Ω = V, t.
130
8.2. Finite Elemente in der Wärmeleitung
δΠtherm =
∫
Ω
(∇ · (λ∇T ) + q˙int − ρ cpT,t) δT dΩ = 0 (8.4)
Für den stationären Fall vereinfacht sich das Variationsproblem zu
δΠtherm =
∫
V
(∇ · (λ∇T ) + qint) δT dV = 0 , (8.5)
da die zeitlichen Ableitungen wegfallen und die innere Quelle q˙int sich zu qint trans-
formiert. Wird nun z.B. die Greensche Identität aus Gl. (A.5) benutzt, kann eine
symmetrische Form
δΠtherm =
∫
t
∫
V
[
− grad(T )Tλ grad(δT ) + q˙int δT − ρ cpT,tδT
]
dV dt
+
∫
t
∫
A
hc(T∞ − TW ) δT dA dt
(8.6)
gefunden werden, welche hier auch konjugierte Form genannt wird. Durch die konju-
gierte Form ergibt sich eine symmetrische Wärmeleitmatrix
L =
∫
V
(∇N )T λ (∇N ) dV , (8.7)
wenn die Temperatur mit den Ansatzfunktionen
T ≈
[
N1 N2 . . .
]
Tˆ = N Tˆ (8.8)
approximiert wird. Alle anderen Terme stellen Randbedingungen dar.
Die zeitliche Ableitung der Temperatur T,t kann mit unterschiedlichen Methoden
diskretisiert werden, je nachdem ob ein Differenzenquotient oder ein Ansatz für den
zeitlichen Verlauf eingesetzt wird. Auf die Behandlung von instationären Problemen
wird in Kap. 8.4 eingegangen.
Werden für die Ansatzfunktionen N nun lineare Ansätze gewählt, kann ein konstanter
Wärmestrom innerhalb des Elements abgebildet werden.
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8.2.1. Bar2
Ein Stabelement Bar2 hat zwei Knoten mit jeweils einem Temperaturfreiwert Tˆi.
1
2
T1x
y
z
A,?,L
x
T2
~
Abbildung 8.2.: FE-Stab in der Thermodynamik mit lokalem Koordinatensystem x¯
und globalem Koordinatensystem x,y,z mit den beiden Freiheitsgra-
den Tˆ1 und Tˆ2, Querschnitt A, Länge L und dem Wärmeleitkoeffizi-
enten λ˜.
Für das in Abb. 8.2 dargestellte Stab-Element vereinfacht sich der erste Term von
Gl. (8.7) mit linearen Ansatzfunktionen zu
LBar2 = Aλ˜
∫
L
NT,x¯ N,x¯ dL =
A λ˜
L

 1 −1
−1 1

 . (8.9)
Die Wärmeleitmatrix L kann direkt in den zwei- und dreidimensionalen Raum
übernommen werden, da die Temperatur eine skalare Größe ist. Des Weiteren hat
die Wärmeleitmatrix LBar2 die gleiche Form wie die Steifigkeitsmatrix des Stab-
Elements. Dies bedeutet, dass der Querschnitt des Stabs und die Materialkonstante
immer als Produkt vorkommen. Dadurch wird in allen folgenden Rechnungen die
Wärmeleitfähigkeit des Stabes λ˜ zu λ gesetzt. Bevor die Wärmeleitmatrizen der
Stabgitterzellen hergeleitet werden, folgt zuerst die Finite-Elemente-Herleitung der
Wärmeleitmatrix des Dreiecks LTri3 und des Tetraeders LTet4.
8.2.2. Tri3
Aus Gl. (8.7) ergibt sich durch Berücksichtigung der Dicke t die Wärmeleitmatrix
LTri3 für das Dreieck aus Abb. 8.3 mit anisotropen Materialverhalten zu
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Abbildung 8.3.: Seitenvektoren ri und dazugehörige Normalvektoren r⊥i des Dreiecks.
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

(
r⊥2
)T
λ
(
r⊥2
) (
r⊥2
)T
λ
(
r⊥3
) (
r⊥2
)T
λ
(
r⊥1
)
(
r⊥3
)T
λ
(
r⊥3
) (
r⊥3
)T
λ
(
r⊥1
)
sym.
(
r⊥1
)T
λ
(
r⊥1
)

 . (8.10)
Die Leitfähigkeitsmatrix besteht dabei aus Skalarprodukten zwischen den Normal-
vektoren, welche mit dem Materialgesetz skaliert werden.
8.2.3. Tet4
Die für ein Dreieck beschriebene Rechnung kann ebenfalls für einen Tetraeder
durchgeführt werden, wie es in Abb. 8.4 dargestellt ist.
2
1
3
4
x
y
z
r4
r1
r3
r6
r5
r2
Abbildung 8.4.: Tetraeder mit den Kantenvektoren ri.
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Für ein anisotropes Material ergibt sich
LTet4 =
1
36Vtet


(r∗2)
T
λ (r∗2) (r
∗
2)
T
λ (r∗3) (r
∗
1)
T
λ (r∗2) (r
∗
2)
T
λ (r∗4)
(r∗3)
T
λ (r∗3) (r
∗
1)
T
λ (r∗3) (r
∗
3)
T
λ (r∗4)
(r∗1)
T
λ (r∗1) (r
∗
1)
T
λ (r∗4)
sym. (r∗4)
T
λ (r∗4)

 . (8.11)
Im Vergleich zum Dreieck werden die Normalvektoren der Tetraederseiten durch
Kreuzprodukte beschrieben (Gl. (2.54)).
8.3. Stabgittermodelle
Für die Abbildung des Kontinuums mit einem Stabgittermodell müssen die Stabquer-
schnitte bestimmt werden. Die Herleitung beruht auf der gleichen Idee wie in der
Mechanik: Die Deformationsenergie des Kontinuums wird mit der Deformationsener-
gie des Stabgitters gleichgesetzt und die Kennwerte (Querschnitte bzw. Steifigkeit
der Stäbe) aus den entstandenen Gleichungen bestimmt. In der Thermostatik wird
vom stationären thermischen Potential
2Πtherm,int =
∫
V
grad(T)Tλ grad(T) dV =
∑
i
λ˜iAiLi [grad(T)]
2
i (8.12)
ausgegangen, wobei die Lastterme vernachlässigt werden. Wird zusätzlich angenom-
men, dass ein konstanter Wärmestrom vorliegt, können Stabwerks- und Kontinu-
umspotential gleichgesetzt werden.
Aus Gl. (8.12) ergibt sich ein lineares Gleichungssystem der Form Aa = b für die
Bestimmung der unbekannten Größen λ˜i und Ai, welche auch als eine gemeinsame
Größe betrachtet werden können, da Sie immer im Produkt auftreten. Der Vektor a
enthält die gesuchten Querschnitte Ai.
8.3.1. Tri3LSM
Für ein Dreieck Tri3LSM, welches aus drei Stäben besteht, ist A gegeben durch
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A =


∆x1
2 λ˜1
L1
∆x2
2 λ˜2
L2
(∆x2−∆x1)2 λ˜3
L3
2∆x1∆y1 λ˜1
L1
2∆x2∆y2 λ˜2
L2
2 (∆x2−∆x1) (∆y2−∆y1) λ˜3
L3
∆y1
2 λ˜1
L1
∆y2
2 λ˜2
L2
(∆y2−∆y1)2 λ˜3
L3

 (8.13)
und b durch
b =


λ1
0
λ2

Atri t . (8.14)
Die Determinante von A ist gegeben durch Gl. (8.15) und ist immer ungleich 0.
Damit ist das Gleichungssystem eindeutig lösbar.
det(A) = −2 λ˜1 λ˜2 λ˜3 det (J)
3
L1 L2 L3
=
16A3tri λ
3
3∏
i=1
Li
(8.15)
Die Querschnitte ergeben sich letztendlich zu
a =


A1
A2
A3

 = − t4Atri λ


L1
[(
r⊥2
)T
λ r⊥3
]
L2
[(
r⊥1
)T
λ r⊥3
]
L3
[(
r⊥1
)T
λ r⊥2
]


. (8.16)
Für ein isotropes Materialverhalten vereinfachen sich die Querschnitte zu
a = − t
4Atri


L1 (r2 · r3)
L2 (r1 · r3)
L3 (r1 · r2)

 . (8.17)
Die Skalarprodukte in Gl. (8.17) können in Winkelbeziehung
a =
L1 L2 L3 t
4Atri


cos (α)
cos (β)
cos (γ)

 (8.18)
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umgeschrieben werden. Damit ist der Querschnitt für Winkel 0 < α, β, γ < pi/2
positiv und ungleich 0, wie in Abb. 8.3 dargestellt.
Werden die ermittelten Ergebnisse nun in die Leitfähigkeit L des Tri3LSM-Elements
LTri3LSM = λ


A3
L3
+ A1
L1
−A1
L1
−A3
L3
−A1
L1
A2
L2
+ A1
L1
−A2
L2
−A3
L3
−A2
L2
A2
L2
+ A3
L3

 (8.19)
eingesetzt, ergibt sich mit
r1 + r2 + r3 = 0 bzw. r
⊥
1 + r
⊥
2 + r
⊥
3 = 0 (8.20)
nach einigen Umformungen die Wärmeleitmatrix des Tri3-Elements. Durch die
Äquivalenz der Wärmeleitmatrizen von Tri3LSM und Tri3 sind alle Eigenschaften
durch das finite Element eindeutig bestimmt.
8.3.2. Tet4LSM
Das gleiche Vorgehen kann für einen Tetraeder Tet4LSM wiederholt werden, welcher
aus 6 Stäben besteht. Dabei ist die Determinante von A durch
det(A) =
8 λ˜1 λ˜2 λ˜3 λ˜4 λ˜5 λ˜6 det (J)
4
L1 L2 L3 L4 L5 L6
=
8 · 64 V 4tet λ6
6∏
i=1
Li
(8.21)
gegeben. An der Determinante wird deutlich, dass auch hier eine eindeutige Lösung
für die Querschnitte existiert, da diese für alle relevanten Fälle ungleich 0 ist.
Für die Querschnitte ergibt sich somit
a =


A1
A2
A3
A4
A5
A6


= − 1
36Vtet λ


L1 (r
∗
2)
T
λ (r∗3)
L2 (r
∗
1)
T
λ (r∗3)
L3 (r
∗
1)
T
λ (r∗2)
L4 (r
∗
2)
T
λ (r∗4)
L5 (r
∗
3)
T
λ (r∗4)
L6 (r
∗
1)
T
λ (r∗4)


. (8.22)
Die Querschnitte sind durch die Normalvektoren der beiden Flächen, welche nicht
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2
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4
x
y
z
r6
r2*
r2
r1
r3
r3*
Abbildung 8.5.: Normalvektoren der beiden Flächen, welche nicht die Kante 1 bein-
halten.
die betrachtete Kante beinhalten, definiert, wie beispielsweise für Kante 1 in Abb.
8.5 gezeigt wird.
Für ein isotropes Material kann Gl. (8.22) in Winkelausdrücke zwischen Normalvek-
toren überführt werden. Damit ergeben sich die Querschnitte zu
a =


A1
A2
A3
A4
A5
A6


= − 1
36Vtet


L1|r∗2| |r∗3| cos (α23)
L2|r∗1| |r∗3| cos (α13)
L3|r∗1| |r∗2| cos (α12)
L4|r∗4| |r∗2| cos (α24)
L5|r∗4| |r∗3| cos (α34)
L6|r4| |r1| cos (α14)


. (8.23)
Dabei wird der Winkel zwischen r∗i und r
∗
j als αij bezeichnet. Gl. (8.23) zeigt,
dass die Stabquerschnitte immer positiv und ungleich 0 sind, falls für die Winkel
αij die Gleichung pi/2 < αij < 3pi/2 gilt. Dies entspricht dem Ergebnis aus der
zweidimensionalen Rechnung.
Werden die Querschnitte in die Wärmeleitmatrix L von Tet4LSM
LTet4LSM = λ


A1
L1
+ A3
L3
+ A4
L4
−A1
L1
−A3
L3
−A4
L4
A1
L1
+ A2
L2
+ A5
L5
−A2
L2
−A5
L5
A2
L2
+ A3
L3
+ A6
L6
−A6
L6
sym. A4
L4
+ A5
L5
+ A6
L6

 .
(8.24)
eingesetzt, ergibt sich die Wärmeleitmatrix des Tet4-Elements. Somit sind auch
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im dreidimensionalen Fall alle Eigenschaften eindeutig durch das finite Element
bestimmt.
8.4. Instationäre Probleme
Bei der Betrachtung von instationären Problemen muss zusätzlich die Wärmeaufnah-
mematrix C betrachtet werden, welche sich aus der ersten Variation von Gl. (8.4)
ergibt. Dieser Ausdruck entspricht der Massenmatrix in der Dynamik, wie sie in Kap.
6 eingeführt wurde.
Die Wärmeaufnahmematrix entsteht durch Entkopplung von Raum und Zeit durch
einen Produktsatz. Damit kann die Zeit unabhängig vom Raum diskretisiert werden.
Für die Zeitdiskretisierung existieren verschiedene Verfahren, bei denen die zeitliche
Ableitung über einen Differenzenquotienten oder durch einen Ansatz approximiert
wird. Einige Zeitdiskretisierungsverfahren sind in Lewis [78] diskutiert. Bei allen
Herleitungen entsteht die Wärmeaufnahmematrix C, welche definiert ist über
C =
∫
V
ρ(x, y, z) cp(x, y, z)N
TN dV . (8.25)
Für einen Stab ergibt die Wärmeaufnahmematrix zu
CBar2 =
ρ A∗ cp L
6

2 1
1 2

 . (8.26)
Die gleiche Rechnung führt bei einem Tri3 auf
CTri3 =
ρ cp Atri t
12


2 1 1
2 1
sym. 2

 . (8.27)
Wird nun die Wärmeaufnahmematrix für ein Tri3LSM aufgebaut und diese mit Tri3
verglichen
∆C = CTri3 −CTri3LSM(Ai) = 03 , (8.28)
ergeben sich aus den Nebendiagonalen wie in der Dynamik die Querschnitte der
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Stäbe zu
A˜i =
Atri t
2Li
. (8.29)
Dabei wurde eine gleiche Dichte und spezifische Wärmekapazität vorausgesetzt.
Dieses Ergebnis ist jedoch nicht konsistent mit dem Ergebnis aus der stationären
Rechnung, weshalb die Querschnitte mit A˜i bezeichnet werden. Die Querschnitte A˜i
aus der Betrachtung von C sind ebenfalls allein von der Fläche des Dreiecks Atri und
der Stablänge Li abhängig. Es bleibt anzumerken, dass durch eine Anpassung der
Skalierungsfaktoren spezifische Wärmekapazität und Dichte der Stäbe ein konsistentes
Ergebnis erzeugt werden könnte.
Wird das Ergebnis aus Gl. (8.29) nun in die Hauptdiagonalelemente eingesetzt,
zeigt sich, dass die Wärmeaufnahmematrix nicht alleine durch ein Stabgittermodell
approximiert werden kann, sondern dass es einer Überlagerung mit einem Punktwär-
meaufnahmesystem mit den Einträgen
∆C = −Atri t ρ cp
6︸ ︷︷ ︸
C1
E3 (8.30)
bedarf. Das gekoppelte System ist in Abb. 8.6 dargestellt.
CTri3
C1
C1
C1
=
CBar,3
CBar,1
CBar,2+
Abbildung 8.6.: Wärmeaufnahmemodell für ein Stabgitterdreieck.
Insgesamt kann mit diesem Modell des Finite-Elemente-Modells exakt nachgebildet
werden, falls negative Einträge in die Wärmeaufnahmematrix eingeführt und die
Querschnitte nicht konsistent zur stationären Lösung gewählt werden. Ansonsten
kann durch ein reines Stabgittermodell die Wärmeaufnahmematrix nur approximiert
werden.
Beim Tetraeder ergibt sich ebenfalls das Ergebnis, dass die Wärmeaufnahmematrix
in zwei Teile aufgeteilt werden kann. Der erste Teil besteht aus einem Stabmo-
dell und der zweite aus einem Punktmodell, wie es in Abb. 8.7 gezeigt ist. Die
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C1
CBar,1
+
CTet4
=
CBar,5
CBar,2
CBar,6CBar,4
CBar,3
C2
C3
C4
Abbildung 8.7.: Wärmeaufnahmemodell für einen Stabgittertetraeder.
Wärmeaufnahmematrix ist gegeben durch
CTet4 =
ρ cp Vtet
20


2 1 1 1
2 1 1
2 1
sym. 2

 . (8.31)
Aus den Nebendiagonalen ergeben sich die Querschnitte der Stäbe zu
A∗i =
3Vtet
10Li
. (8.32)
Das Punktwärmeaufnahmemodell ist damit definiert durch
∆C = −Vtet ρ cp
5︸ ︷︷ ︸
C1
E4 . (8.33)
Somit ergeben sich bis auf die spezifische Wärmekapazität cp die gleichen Vorfaktoren
wie in der Dynamik. Insgesamt ergeben sich die gleichen Schlussfolgerungen wie beim
Dreieck.
8.5. Schlussfolgerungen
Es wurde gezeigt, dass LSM für die Modellierung von Wärmeleitungsproblemen
eingesetzt werden können. Dabei wurden Stabgittermodelle für Dreiecks- und Tetra-
ederzellen vorgestellt, welche die gleichen Eigenschaften haben wie Finite Elemente
mit linearen Ansatzfunktionen. Des Weiteren konnten Bedingungen für die Innen-
winkel von Dreiecken und Tetraedern bestimmt werden, sodass die Stabquerschnitte
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immer positiv sind. Bei transienten Problemen wurde gezeigt, dass die Wärmeaufnah-
mematrizen von gekoppelten Punkt-Stabmodellen den Wärmeaufnahmematrizen von
Finiten Dreiecks- und Tetraederelementen entsprechen. Dabei ist das Punktmodell
aus negativen Einträgen aufgebaut, wie es bereits in der Dynamik vorgestellt wurde.
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9.1. Zusammenfassung
LSM mit Normalfedern sind in verschiedenen Bereichen (lineare Statik, nichtlineare
Statik, Dynamik, Flächentragwerke und Wärmeleitung) untersucht worden. Es zeigte
sich, dass die obere Grenze für die Güte der Simulationsergebnisse der LSM die
Ergebnisse von verschiebungsbasierten Finiten Elementen mit linearen Ansatzfunk-
tionen sind. In diesem Zusammenhang wurden Dreiecks-, Rechtecks-, Hexaeder- und
Tetraeder-Zellen auf ihre Einsetzbarkeit untersucht. Insgesamt wurde festgestellt, dass
sich Dreieckszellen für die Modellierung am besten eignen. Alle anderen untersuchten
Zellen führen bei Netzverzerrung zu starken Abweichungen zur Referenzlösung. Dar-
über hinaus ist die Einschränkung der zu modellierenden Materialeigenschaften durch
die Cauchy-Bedingungen immer gegeben. Eine Erweiterung der Materialmodelle
auf ein nichtlineares Materialverhalten der Stäbe führt zu keiner Erweiterung der
Materialmodellierung, da das Verhalten von nichtlinearen Stäben auf ein anisotropes
Materialverhalten von linearen Stäben zurückgeführt werden kann. Dieses Verhalten
ist stark vom gewählten Netz abhängig, wie es auch in der linearen Statik der Fall
ist.
Diese Aussagen lassen sich auch auf Risssimulationen übertragen. Wird die Netzfein-
heit innerhalb des Modells verändert, kommt es zu einem anisotropen Materialver-
halten, welches den Rissverlauf beeinflusst. Insgesamt zeigte sich bei zwei Beispielen
des Sprödbruchs, dass der Rissfortschritt unter Zug und Druckbelastung modelliert
werden kann. Dabei ist vorausgesetzt worden, dass die Zug- und Druckfestigkeit des
Materials bekannt ist.
Beim Übergang in die Dynamik zeigt sich, dass Stäbe alleine die Massenmatrix
der FEM nicht abbilden können, sondern die Massenmatrix aus einer Kombination
aus einem Stabwerks- und Punktmassemodell mit negativen Punktmassen zusam-
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mengesetzt werden muss. Darüber hinaus ist die Modellierung der Trägheit nicht
der maßgebende Faktor bei der Bestimmung der Eigenwerte bzw. Eigenfrequenzen,
sondern die Approximationsgüte der Steifigkeit. Je nach Struktur des Netzes kommt
es zu lokalen Steifigkeitsunterschieden zwischen LSM und FEM, welche zu stark
verzerrten Eigenmoden führen. Aus diesem Grund ist eine Eigenwertberechnung mit
LSM nicht sinnvoll und führt nur zu unzureichenden Ergebnissen. Darüber hinaus
wurde bisher die Dämpfung vernachlässigt, welche noch untersucht werden kann.
Neben der Mechanik sind Stabgittermodelle für den Einsatz in der Wärmeleitung
untersucht worden. Dabei wurde eine Methode vorgestellt, mit der die Stabquerschnit-
te bestimmt werden können. Des Weiteren konnte gezeigt werden, dass Dreiecks-
und Tetraederzellen die gleichen Wärmeleitmatrizen haben, wie die entsprechenden
Finiten Elemente mit linearen Ansatzfunktionen. Dabei zeigte sich, dass nur be-
stimmte Innenwinkel im Dreieck bzw. Tetraeder zu positiven Stabquerschnitten bzw.
Stabsteifigkeiten führen. Insgesamt wurde gezeigt, dass die Wärmeaufnahmematrizen
von Dreiecks- und Tetraederzellen der Wärmeaufnahmematrizen der entsprechenden
finiten Elemente mit linearen Ansatzfunktionen gleichen. Bei der Betrachtung von
transienten Wärmeleitungsproblemen zeigt sich, dass die Wärmeaufnahmematrix
über ein gekoppeltes Stab- und Punktmodell zusammengebaut werden muss, um die
Wärmeaufnahmematrix der FEM nachzubilden.
Abschließend wird festgehalten, dass der Einsatz von LSM mit Normalfedern Vorteile
bei der Modellierung von Rissen bietet, jedoch ist das Einsatzgebiet auf Sprödbrüche
beschränkt. Dies beruht auf der Einschränkung bei der Materialmodellierung, welche
einen der Hauptnachteile dieser Methode darstellt.
9.2. Ausblick
Ein mögliches Einsatzgebiet von LSM ist die Modellierung von Faserverbundbauteilen
wie z. B. Gewebe, da dort die Stabgitter für die Modellierung der Schadensmecha-
nismen eingesetzt werden können. Dabei verringern sich die Einschränkungen der
Materialmodellierung vom isotropen zum orthotropen Material, wie es in Kap. 3
erläutert ist. Ein weiteres Anwendungsgebiet könnte die Mikromechanik sein.
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A.1. Jacobi-Matrix und -Determinante
Die Jacobi-Matrix J ist definiert als Transformationsmatrix zwischen dem Koordina-
tensystem x, y, z und dem Koordinatensystem ξ, η und ζ.


dx
dy
dz

 =


∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ


︸ ︷︷ ︸
J


dξ
dη
dζ

 (A.1)
Beim isoparametrischen Konzept wird die Transformation mit den gleichen An-
satzfunktionen approximiert wie die Feldfunktionen. Diese Transformation vom
geometrischen Raum in den Einheitsraum ist nur bei linearen Transformationen ex-
akt, wodurch in allen anderen Fällen ein zusätzlich Diskretisierungsfehler erzeugt wird.
Die approximierte transponierte Jacobi-Matrix ergibt sich mit den Ansatzfunktionen
Ni für jeden Knoten i mit Koordinaten xˆi, yˆi und zˆi zu Gl. (A.2).
JT =


N1,ξ . . . Nn,ξ
N1,η . . . Nn,η
N1,ζ . . . Nn,ζ




xˆ1 yˆ1 zˆ1
...
...
...
xˆn yˆn zˆn

 (A.2)
Die Ansatzfunktionen werden nicht mit der Jacobi-Matrix sondern mit der inversen-
transponierten Jacobi-Matrix in den Einheitsraum transformiert.


N,x
N,y
N,z

 = J−T


N,ξ
N,η
N,ζ

 (A.3)
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A.2. Mathematische Umformungen
A.2.1. Lagrange-Identität
(a× b) · (c× d) = (a · c)(b · d)− (b · c)(a · d)
=
∣∣∣(a · c) (a · d)(b · c) (b · d)∣∣∣ (A.4)
A.2.2. Greensche Identität∫
Ω
(a∇2b+∇a · ∇b) dΩ =
∫
∂Ω
a
∂b
∂n
dS mit
∂b
∂n
= ∇b · n (A.5)
A.2.3. Weitere Vektoridentität
div (T v) = div
(
T T
)
· v + T T · grad (v) (A.6)
A.2.4. Partielle Integration im R3∫
Ω
ϕ div v dV =
∫
∂Ω
ϕ v · dS −
∫
Ω
v · grad ϕ dV (A.7)
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B. Materialdaten
ε [-] σ [MPa]
0.0000 0.000
0.0050 362.805
0.0312 419.282
0.05574 458.801
0.0774 487.939
0.1023 513.534
0.1243 531.228
0.1465 543.024
Tabelle B.1.: Werte der Spannungs-Dehnungs-Kurve einer Aluminiumprobe bis zum
Versagen der Probe.
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