We provide a linkage principle in an arbitrary parabolic category O p for the periplectic Lie superalgebras pe(n). As an application, we classify indecomposable blocks in O p . We classify indecomposable tilting modules in O p whose characters are controlled by the Kazhdan-Lusztig polynomials of type A Lie algebras. We establish the complete list of characters of indecomposable tilting modules in O p for pe(3).
Introduction
1.1. Character problems are central in representation theory. Since Kac's pioneering work in [Ka1] , the irreducible characters of many finite-dimensional classical Lie superalgebras have been studied in connection with various areas of classical Lie theory (see, e.g., [Br1, BW, CLW1, CLW2] ) with the exception of the periplectic Lie superalgebras pe(n).
The periplectic Lie superalgebra pe(n) = pe(n)0 ⊕ pe(n)1 is a superanalogue of the orthogonal or symplectic Lie algebra. There is a natural Z-grading pe(n) = pe(n) −1 ⊕ pe(n) 0 ⊕ pe(n) 1 which is compatible with Z 2 -gradation such that pe(n) 0 = pe(n)0 ∼ = gl(n), and pe(n) −1 ∼ = Λ 2 (C n * ) and pe(n) 1 ∼ = S 2 (C n ), as pe(n)0-modules.
Recently, a breakthrough in the study of the category F n consisting of finite-dimensional modules for pe(n) was achieved using the fake Casimir element (cf. [B+9, Co] ). Subsequently, the problem of irreducible character formulae in F n has been solved in [B+9] by determining multiplicities of standard and costandard modules in indecomposable projective. This has promoted a resurgence of interest in the representation theory of pe(n).
1.2. The description of irreducible modules of blocks in F n has been independently obtained in [Co, Theorem 8.3 .1] and [B+9, Theorem 9.1.2] (also, see [Ch] for partial results). In particular, the number of (indecomposable) blocks in F n is n + 1. Later on, it is proved [CC, Theorem 5.4 ] that the BGG category O Z of modules of integral weights for pe(n) owns the same number of blocks.
While the category F n and the BGG category O for pe(n) have been extensively studied in recent years (see, e.g., [B+9] , [B+92] , [BK] , [CC] , [Ch] , [Co] , [ES1] , [ES2] , [ES3] , [Go] , [HIR] , [IRS] , [Mo] , [Se] ), however, the study about parabolic version of BGG category for pe(n) remains to be unavailable in the literature.
The parabolic subalgebras of pe(n) are classified in terms of combinatorics of bi-partitions in [CCC, Section 5.3] . It is natural to study the representation theory of the corresponding parabolic BGG categories. The goal of the present paper is to study representations in an arbitrary parabolic BGG category for pe (n) . In this sequel to [CC] and [CCC] , we consider block decomposition and character problem in these categories.
1.3. Throughout this article, we let g denote the periplectic Lie superalgebra pe(n). Also, we fix a standard Cartan subalgebra h and a standard Borel subalgebra b0 for g0 as defined in Section 2.1. This gives rise to a distinguished Borel subalgebra b := b0 ⊕ g 1 of g. The BGG category O ≡ O(g, b) for g consists h-semisimple, finitely-generated g-modules on which b acts locally finitely.
Let {ǫ 1 , ǫ 2 , . . . , ǫ n } ⊆ h * denote the dual basis for the standard basis of h (see Section 2.1). The sets of even roots, positive even roots and odd roots of g are respectively denoted by Φ0, Φ + 0 and Φ1:
In particular, the set {α i := ǫ i − ǫ i+1 | 1 ≤ i ≤ n − 1} forms the simple system of Φ0.
The Weyl group W of g is defined to be the Weyl group of g0. We will identify W with S n , the group generated by simple reflections {s α i | 1 ≤ i ≤ n − 1}. We normalize the non-degenerate S ninvariant bilinear form ·, · : h * × h * → C by ǫ i , ǫ j = δ ij for all 1 ≤ i, j ≤ n. It enables one to define usual notions in highest weight theory, e.g., integral, non-integral, dominant, anti-dominant weights. Furthermore, for each positive even root β = ǫ i − ǫ j ∈ Φ + 0 , we define the associated conjugate β to be the odd root β := ǫ i + ǫ j ∈ Φ1.
Throughout, we follow the notions of parabolic decomposition given in [CCC] (see also [Ma] ). We consider a (reduced) parabolic subalgebra p satisfying b ⊆ p ⊆ g with a purely even Levi subalgebra l ⊆ p as defined in [CCC, Section 1] . The even part p0 of p is a parabolic subalgebra of g0 arising from a parabolic decomposition of g0. The corresponding parabolic category O p := O(g, p) is a highest weight category with standard objects ∆ p λ , i.e. parabolic Verma modules, costandard objects ∇ p λ and irreducible objects L λ indexed by p-dominant (cf. [CCC, Section 3] ) weights λ ∈ Σ + p ; see Section 3.1 for the precise definition of the set Σ + p . In particular, L λ is the irreducible module of highest weight λ − ρ with respect to the Borel subalgebra b, where ρ denotes the Weyl vector of g0.
The Weyl group W acts naturally on h * . Following [Hu, Section 5 .1], we define the notion of strongly linked weights as follows. Let λ, µ ∈ h * . We say µ is strongly linked to λ, denoted by µ ↑ λ, if λ = wµ for some w ∈ W such that either w = e or there exist positive roots β 1 , β 2 , . . . ,
Let Φ + (l) denote the set of positive roots of l. The following is the first main result in this article, which enables one to construct linkages in O p .
We have the following sufficient conditions for positive multiplicities in parabolic (dual) Verma modules ∆ p λ and ∇ p λ :
It was shown in [Br3] (see also [CoM2, Section 5 .1]) that each (integral) block in an arbitrary parabolic category for the general linear Lie algebra gl(n) remains indecomposable whenever it is non-zero. As an application of Theorem A, we establish in Section 3 a similar phenomenon for the periplectic Lie superalgebra pe(n). The second main result in this article is the following.
Theorem B. Each block in O remains indecomposable when restricted to an arbitrary parabolic subcategory O p . In particular, the number of blocks in the parabolic category O p Z of modules of integral weights for pe(n) is n + 1.
For an object
where e is a formal indeterminate.
Recently, a version of Ringel duality for an arbitrary classical Lie superalgebra has been established in [CCC, Theorem 3.7] , including pe(n). The character of an indecomposable tilting module T p λ of highest weight λ − ρ can be expressed in terms of those of irreducible modules
where w p 0 is the longest element in the parabolic subgroup of W associated to l. The irreducible and tilting characters of finite-dimensional modules for pe(n) were computed in [B+9] , where an algorithm was given by certain pure combinatorics on diagrams. However, it is highly non-trivial to relate the algorithm with Lusztig's canonical bases and classical Lie theory. It is therefore surprising that there exists a large class of tilting modules whose characters can be obtained by the Kazhdan-Lusztig polynomials of type A Lie algebras, showing a connection between the representation theory of pe(n) and classical Lie theory.
To describe this class of modules, we recall that a weight λ ∈ h * is said to be typical [Se, Section 5] if β∈Φ0 ( λ, β − 1) = 0.
In the present paper, we propose the following notion. A weight λ ∈ h * is said to be p-weakly-typical if
For λ, µ ∈ Σ + p , we denote by M p0 −w p 0 µ and L0 −w p 0 λ the parabolic Verma g0-module of highest weight −w p 0 µ − ρ and the irreducible g0-module of highest weight −w p 0 λ − ρ, respectively. Then we have the following character formula:
In particular, if p = b and λ ∈ h * is a dominant integral weight, then λ is b-weakly-typical. Consequently, Theorem C deduces the tilting character formula
1.5. The characters of projective covers in the full category O for pe(2) has been computed in [CC, Subsection 6.2] . Later on, the tilting characters are obtained by [CCC, Theorem 3.7] in terms of the characters of projective covers. Consequently, the character formulae of T b λ for pe(2) is minimal in the following sense:
As another application of Theorem A, we compute the character formulae of tilting modules in O p for pe(3) (see Section 5). In particular, the character formulae of tilting modules of non-b-weaklytypical highest weights in O is minimal in the following sense:
Theorem D. Let λ, µ ∈ h * , and β, γ ∈ Φ + 0 . The following statements hold for g = pe(3).
We refer the reader to [CW3, Proposition 2.2] for similar formulae for basic classical Lie superalgebras. In fact, 1 and 6 in Theorem D are true for any n. In addition, by Theorem A and Proposition 3.7, one can deduce that 2 and 3 also hold for a specific class of simple roots β for any n. It is an interesting problem to generalize other statements in Theorem D, possibly with mild modifications, to any n.
1.6. The paper is organized as follows.
In Section 2, we set up notations and recall some preliminary results on the periplectic Lie superalgebras. In Section 3, we introduce the block decomposition in the full category O. Theorem 3.2 offers a version for Theorem B. Also, we reformulate Theorem A as given in Theorem 3.4. Subsequently, the proof of Theorem B is established in Subsection 3.3.
In Section 4 some general consequences about the character of tilting modules of p-weakly-typical highest weights are given. In particular, the proof of Theorem C is given in that of Theorem 4.6. Finally, the Sections 5 and 6 are devoted to the proof of Theorem D by providing the complete list of tilting characters in O p for pe(3).
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Preliminaries
Throughout the paper the symbols C, Z, N, and Z >0 := N \ {0} stand for the sets of all complex numbers, all integers, non-negative and positive integers, respectively. Denote the abelian group of two elements by Z 2 = {0,1}. All vector spaces, algebras, tensor products, et cetera, are over C.
2.1. Periplectic Lie superalgebra. For positive integers m, n, the general linear Lie superalgebra gl(m|n) may be realized as the space of (m + n) × (m + n) complex matrices
where A, B, C and D are respectively m × m, m × n, n × m, n × n matrices, with Lie bracket given by the super commutator. Let E ab be the elementary matrix in gl(m|n) with (a, b)-entry 1 and other entries 0, for 1 ≤ a, b ≤ m + n.
The standard matrix realization of the periplectic Lie superalgebra pe(n) inside gl(n|n) is given by
Throughout the present paper, we fix the Cartan subalgebra h = h0 ⊂ g 0 consisting of diagonal matrices. We denote the dual basis of h * by {ǫ 1 , ǫ 2 , . . . , ǫ n } with respect to the standard basis
The set of roots is given by
We recall the definitions (1.1), (1.2) of the subsets Φ0, Φ + 0 and Φ1. The Weyl group W = S n of g is the symmetric group on n symbols. Let ρ := n i=1 (n − i)ǫ i be the Weyl vector. For any α ∈ Φ0, we let s α denote the corresponding reflection in W .
We fix a Borel subalgebra b0 of g0 = gl(n) consisting of matrices in (2.1) with B = C = 0 and A upper triangular. Unless mentioned otherwise, all parabolic subalgebras are assumed to contain b0.
Define the following subalgebras of g:
The standard Borel subalgebra b and the reverse Borel subalgebra b r are defined by
Zǫ i , and ω k := ǫ 1 + · · · + ǫ k , for any 1 ≤ k ≤ n.
Representations.
2.2.1. The BGG category. Recall that we denote by O = O(g, b) the BGG category of g-modules which are finitely generated, semisimple as h-modules and locally finite as b-modules. This is thus the category of g-modules which restrict to modules in the BGG category O0 := O(g0, b0) of [BGG] . For any λ ∈ h * , we denote by
g0-Verma module and g-Verma module of highest weight λ − ρ, respectively. Then the corresponding unique simple quotient of M0 λ and ∆ λ are respectively denoted by L0 λ and L λ . Similarly, we define the dual g-Verma module by
For a given object V ∈ O0, we extend V trivially to a (g0 ⊕ g 1 )-module and define the Kac module
It is well-known that the conditions for λ and µ satisfying L b r λ = L µ can be explicitly described by an algorithm involving odd reflections. Throughout the paper, we refer to [PS1, Section 2.2] for a treatment of odd reflections for Lie superalgebras. Particularly, in [PS1, Lemma 1] the effect on the highest weight of a simple pe(n)-module under odd reflection and inclusion was computed.
Also, for any λ ∈ h * by [CC, Lemma 5 .2] we have
2} for all i}. Finally, for a given module M ∈ O we denote its socle and radical by socM and radM , respectively. We denote by O Z the full subcategory of O consisting of modules with weights in X.
Z-gradation.
We introduce a natural Z-grading for objects in the category O. For each µ = n i=1 µ i ǫ i ∈ h * we set |µ| to be the sum of all components of the weight µ − ρ, that is,
In particular, we have
Note that L λ is Z-graded and the number of its d-eigenvalues is equal or less than n(n−1)
Blocks in O p
In this section, we investigate the blocks in the parabolic version of category O for pe(n). From now on, we set p to be a reduced parabolic subalgebra as defined in [CCC, Subsection 1.4] with the purely even Levi subalgebra l = l0 ∼ = k i=1 gl(n i ) for some positive integers k and n i 's. Namely, if we set n 0 to be zero then we have
The parabolic category O p = O(g, p0) is the full subcategory of O consisting of finitely generated g-modules on which p0 acts locally finitely. Without loss of generality, we assume that p1 = g 1 .
Recall the set of p-dominant weights defined in [CCC, Section 3] : 
λ the block containing L λ in the full category O.
3.2.
A description of blocks in O p . We recall the equivalence relation ∼ on h * defined in [CC, Subsection 5 .2] which is transitively generated by
Here W [λ] denotes the integral Weyl group associated to λ.
We set ∂ 0 = 0. For 1 ≤ i ≤ n, we let
be weights of pe(n). Let C n denote the set of all compositions {∂ i } for pe(n). For a given weight λ ∈ X, we let N odd (λ) be the number of odd integers in {λ 1 , λ 2 , . . . , λ n }. In particular, we have N odd
The following lemma establishes the block decomposition of the full category O and shows that ∂ 0 , ∂ 1 , . . . , ∂ n take over all representatives in X/ ∼. 
Proof. The linkage L λ ∼ L µ ⇔ λ ∼ µ is given by [CC, Theorem 5.4] . It remains to show the claims for block decomposition of O Z .
Let [Co, Section 7.1] . By [CC, Theorem 5 .4] we have block decomposition:
Using the linkages λ ∼ λ ± 2ǫ q for 1 ≤ q ≤ n, one can deduce a permutation σ on the set {0, 1, . . . , n}
This completes the proof.
Let O λ+X be the Serre subcategory of O generated by L µ for µ ∈ λ + X. Then Lemma 3.1 gives rise to the following block decomposition
To further describe the block decomposition (3.3), we assume that g [λ] 0 is a Levi subalgebra of g0 with
Let r 1 , . . . , r k ∈ C be given as follows:
which are all representatives in the conjugacy classes {λ i | 1 ≤ i ≤ n}/Z. For given numbers r ∈ C, b ∈ Z > 0 and a given weight µ = µ 1 ǫ 1 + µ 2 ǫ 2 + · · · + µ a ǫ a with a + b ≤ n, we define
With these fixed numbers r 1 , . . . , r k , we now identify compositions in C n 1 × C n 2 × · · · × C n k with the following specific weights in λ + X:
where ∂ i j ∈ C n j for 1 ≤ j ≤ k. By Lemma 3.1, a description of (3.3) is then given as follows,
In this section, we shall establish the following theorem. Its proof will be given in the next subsection. (1).
Assume that L0 λ is a summand of soc g0 M [z] with λ = µ. By (1), we have an epimorphism K λ ։ N and a short exact sequence in O: 0 → N → M → Q → 0. It leads to the existence of the short exact sequence in O0:
The following theorem and its proof imply the validity of Theorem A in Section 1.
Theorem 3.4. Let λ ∈ Σ + p . For any 1 ≤ q ≤ n, define A q := {q ≤ j ≤ n| λ q = λ j }. Then we have the following facts.
Proof. We prove (i) in detail here where (ii) can be proved in a similar way. Note that
λ . We shall proceed with some estimates of characters of summands in these layers.
In this proof, we define the following orderings: for X, Y ∈ O0, we define chX > chY if chX = chY + chZ, for some Z ∈ O0. Similarly, we define chX
λ . We note that as l-decompositions there is an l-module C such that
By Pieri's rule (cf. [Mac, Formula (5.16 )]), it follows that
As a consequence, we have
With some straightforward computation, it is not hard to show that the assumption of (i) is equivalent to the following statement:
λ − 2ǫ q is not strongly liked to λ − α i for any 1 ≤ i ≤ n.
By the linkage principle for O0, we have [M p0 λ−α i : L0 λ−2ǫq ] = 0 for any 1 ≤ i ≤ n − 1. This implies that the coefficient of chL0 λ−2ǫq in the expression of ch We now in a position to prove Theorem 3.2. Recall that we assume λ ∈ Σ + p and g [λ] 0 is a Levi subalgebra of g0 with g
We claim that in this case the block O p λ contains L ∂ i , for some 0 ≤ i ≤ n. To see this, we first observe that by Theorem 3.4 the simple module L λ−2N ǫn lies in O p λ for any positive integer N . Therefore, there exists some N 1 ∈ Z such that L λ−2N 1 ǫn ∈ O p λ with λ − 2N 1 ǫ n , ǫ i − ǫ n > 0 for any i < n. For a fixed 1 ≤ q ≤ n, if the weight λ ′ ∈ h * satisfies the condition λ ′ q > λ ′ j for all j > q, then L λ ′ −2ǫq ∈ O p λ ′ by Theorem 3.4 (ii). Repeatedly applying the argument above to q = n − 1, n − 2, . . . , 1, we eventually find a simple module L µ ∈ O p λ such that µ, α i ∈ Z >0 , for all 1 ≤ i ≤ n − 1. Consequently, we may conclude from Lemma 3.1 that L ∂ i ∈ O p λ for some 0 ≤ i ≤ n, as desired.
We now assume that λ / ∈ X. Our goal is to show that O p λ = O p ∂ for some ∂ ∈ C n 1 × · · · × C n k . Note that W [λ] ∼ = S n 1 × S n 2 × · · · × S n k . Using a similar argument as above, we obtain a simple module L µ ∈ O p λ such that µ, α i ∈ Z ≤0 , for all 1 ≤ i ≤ n − 1. Therefore we may conclude from Lemma 3.1 that there exists ∂ ∈ C n 1 × · · · × C n k such that L ∂ ∈ O p λ . This completes the proof.
Proof of Theorem B. Let µ ∈ h * and 1 ≤ i ≤ n − 1 such that µ, α i / ∈ Z. By an argument very similar to that employed in the proof of [CC, Proposition 4.4] (also, see [CMW, Section 3.6] ), one can show that there is an equivalence O µ ∼ = O sα i µ sending L ζ to L sα i ζ , for any L ζ ∈ O µ . As a consequence, there exists λ ∈ h * such that g Remark 3.5. The following facts generalizing Brundan's indecomposablity theorem for g0 provide an alternative approach to Theorem B.
(1). By [Br3] (see also [CoM2, Section 5 .1]), every integral block of O0 remains indecomposable when restricted to parabolic subcategory of g0-modules (whenever it is non-zero). Using reduction procedure developed in [CMW, Proposition 2.3] , one generalize to blocks of modules of non-integral weights.
(2). By [CCM, Theorem 49] , we may conclude that the Kac functor give rise to embedding
An alternative proof of Theorem B then follows from Theorem 3.4-(i). 3.4. A linkage principal in O. We will describe a linkage principal about composition factors in Verma modules, which will be helpful in computing characters in sequel.
Corollary 3.6. Let g = pe(3). If λ ∈ h * satisfies λ, α i = 1, then [∆ λ : L λ−α i ] > 0.
Proof. By using the algorithm of odd reflection given in [PS1, Section 2.2], we found that L aǫ 1 +(a−1)ǫ 2 +(a+1)ǫ 3 = socK (a+1)ǫ 1 +aǫ 2 +(a+1)ǫ 3 for any a ∈ C. This completes the proof.
Proof. Consider the Jantzen filtration of M0 λ as given in [Hu, Section 5.3 
where α takes over positive even roots. Applying the Kac functor to (3.6), we have the following filtration
We obtain the following sum formula 
A characterization.
It is known in [CC, Lemma 5.11 ] (see also [Se, Lemma 3 .1]) that if λ is g0-weakly-typical, then K λ = L λ . We now prove the converse statement.
Proposition 4.1. Let λ ∈ Σ + p . Then the following are equivalent:
(1) and (2) are equivalent by definition. It remains to show that (3) implies (2).
Assume that K −w p 0 λ is simple. Then the b r -highest weight of L −w p 0 λ is −w p 0 λ − (n − 1)ω n . By straightforward computation using the odd reflection given in [PS1, Section 2.2], one deduces that −w p 0 λ is g0-weakly-typical. This completes the proof.
4.1.2. Simplicity of parabolic Verma module. Let λ ∈ h * be an integral weight. Using the Kac functor, we observe that soc∆ λ = L µ where µ ∈ W λ is anti-dominant. This implies that every monomorphism between Verma modules is an isomorphism, and so ∆ λ is irreducible if and only if λ is anti-dominant.
The following corollary reduces the simplicity of parabolic Verma modules of p(n) to that of gl(n), and the later can be completely described by Jantzen's simplicity criterion for parabolic Verma modules over g0 in [Ja, Satz 4] . Proof. Assume that [K µ : L λ ] > 0. Then L λ is a subquotient of K µ and we have a short exact sequence
Here we may identify L λ as a semisimple d-submodule of K µ .
By Proposition 4.1, we have K λ = L λ , which implies that the number of eigenvalues of d acting on L λ is n(n−1) 2 + 1. These eigenvalues are explicitly given by |µ|, |µ| − 2, . . . , |µ| − n(n − 1).
Consequently, we have
The former implies that N = 0 and hence M = L λ since socK µ = U (g) · (K µ ) [|µ|−n(n−1)] is irreducible. The latter implies K µ = L λ , as desired. Therefore we have µ = λ. This completes the proof.
The following corollary is a direct consequence of Lemma 4.3. 
We classify tilting modules whose characters are controlled by Kazhdan-Lusztig polynomials of type A Lie algebras as follows.
Theorem 4.6. For any λ, µ ∈ Σ + p , we have
If λ is p-weakly-typical, then
In particular, for any λ ∈ Σ + p the following conditions are equivalent:
Proof. Recall from [CCC, Proposition 3.4 ] that there is a parabolic subalgebrap and a canonical contravariant equivalence D : O(g, p) → O(g,p). By applying D together with [CCC, Lemma 3.6] and Lemma 4.5 above, one deduces that
This proves (4.2) and also (ii) ⇒ (i). Also, (4.3) follows from (4.2) and Lemma 4.3. Now assume that T p λ = ∇ p λ . Suppose on the contrary that λ is not p-weakly-typical. By [ChM, Theorem 4 .1], there exists η ∈ h * such that L −w p 0 λ = socK η . By Lemma 4.1, it follows that η = −w p 0 λ. Also, there is an embedding Λ top g 1 ⊗ L0 η ֒→ Res L −w p 0 λ , which implies that p0 acts locally finite on L0 η . In particular, we found that p0 acts locally finite on K η , namely, η ∈ Σ + p . By (4.2), we have
, a contradiction. This shows that λ is p-weakly-typical. It follows from (4.3) and the BGG reciprocity that M p0 −w p 0 λ is projective in O(g0, p0) . This completes the proof. Remark 4.7. Consider the special case p = g ≥0 := g 0 ⊕ g 1 . Then for a given λ ∈ Σ + g ≥0 we have T
(cf. [Ka2] and [B+9, Lemma 3.4 .1]).
We have the following descriptions for tilting characters in the full category O. 
Translation functors on O.
We recall the translation functor defined in [CC, Corollary 5.9 ]. Let C n|n be the natural representation of gl(n|n). Then the exact functor −⊗C n|n : O → O is decomposed as the direct sum of subfunctors
according to eigenvalues a of the fake Casimir element Ω (cf. [Co, Section 8.4] , [B+9, Section 4 .1] and [CP, Section 2]), where θ a := (− ⊗ C n|n ) a : O → O is the subfunctor of taking the a-eigenspace.
In this subsection we describe the action of θ a on the Grothendieck groups of O ∆ and O ∇ . For weights λ, µ ∈ h * and a ∈ C, we write λ a µ if there exists some 1 ≤ i ≤ n satisfying the following conditions:
(1) µ i = λ i ± 1 and λ i = a.
(2) µ j = λ j , for any j = i.
Also, we write λ a µ if there exists some 1 ≤ i ≤ n satisfying the following conditions:
(1) µ i = λ i + 1 and λ i = a.
(2) µ i = λ i − 1 and λ i = a + 2.
(3) µ j = λ j , for any j = i. Lemma 4.9. ([CC, Proposition 5.7]) For any a ∈ C, we have the following character formula:
(4.5) Also, we have the following rule:
Lemma 4.10. For any a ∈ C, we have the following character formula:
Proof. By (2.3) we have ch∇ λ = κ∈S ch∆ λ−κ . Since θ a is an exact functor, by Lemma 4.9 we have
4.3.2.
Translation functors on O p . As a consequence of Lemma 4.9 and Lemma 4.10, we have analogous character formulae for parabolic categories.
By definition, O p is a full subcategory of O. We denote the exact full embedding functor of categories O p ֒→ O. Its left adjoint functor Z p : O → O p is the corresponding Zuckerman functor, taking the largest quotient inside O p . In particular, Z p is a right exact functor. Also, we have Z p ∆ λ ∼ = ∆ p λ for any λ ∈ Σ + p . We refer the reader to [Hu, Section 9 ] for more details.
Proposition 4.11. Let λ ∈ Σ + p . For any a ∈ C, we have the following character formulae:
Proof. By [Kn, Proposition 6.5 
Since θ a is exact, the Zuckerman functor Z p gives rise to an epimorphism θ a ∆ λ ։ θ a ∆ p λ ∼ = Z p θ a ∆ λ . Observe that for any
Furthermore, by Pieri's rule we have
This means that for any µ ∈ Σ + p we have (∆ p λ ⊗ V : ∆ p µ ) = (∆ λ ⊗ V : ∆ µ ), (4.10) which implies that (θ a ∆ p λ : ∆ p µ ) = (θ a ∆ λ : ∆ µ ) since M = a∈C θ a M for any M ∈ O. This completes the proof.
5.
Character formulae of tilting modules of O p for pe (3) In this section we focus on the case when g = pe(3). For simplicity, if M ∈ O ∆ p , we use the following expression in the remaining part of this article
instead of writing chM = i∈I k i ch∆ p λ i for some coefficients k i ∈ Z ≥0 . Similarly, we use analogous expression of characters in terms of characters of ∇ p , Kac modules and irreducible modules, etc.
We will give the complete list of character formulae of tilting modules in O. By T p a,b,c , we mean the tilting module T p aǫ 1 +bǫ 2 +cǫ 3 with highest weight aǫ 1 + bǫ 2 + cǫ 3 . Similarly, we define ∇ p a,b,c , L a,b,c , etc. To simplify notation, we say a weight λ ∈ h * is weakly typical if λ is b-weakly-typical (i.e., −λ is g0-weakly-typical), which is equivalent to the condition β∈Φ + 0 ( λ, β + 1) = 0. 5.1. Character formulae of tilting modules for integral blocks in O. We first give the complete list of character formulae of tilting modules in O Z . Note that the cases of weakly typical tilting modules have been given in Theorem 4.6. Moreover, observe that T a,b,c ⊗ C kω 3 ∼ = T a+k,b+k,c+k , for any k ∈ C. Consequently, the character problem of an arbitrary tilting module in O Z is reduced to the following special cases: T 0,1,b , T 0,c,1 and T a,0,1 , where a, b, c ∈ Z. 5.1.1. Case T 0,1,b .
Theorem 5.1. We have the following list of character formulae of tilting modules.
Remark 5.2. The character of T 0,1,2 ∼ = T −1,0,1 ⊗ C ω 3 follows from (5.15). 5.1.2. Case T 0,c,1 .
Theorem 5.3. We have the following list of character formulae of tilting modules.
T 0,c,1 = ∇ 0,c,1 + ∇ 0,1,c + ∇ −1,c,0 + ∇ −1,0,c , for c > 1. (5.6) T 0,1,1 = ∇ 0,1,1 + ∇ −1,0,1 + ∇ −1,1,0 .
(5.7)
T 0,−1,1 = ∇ 0,−1,1 + ∇ −1,0,1 + ∇ −1,−1,0 . Theorem 5.4. We have the following list of character formulae of tilting modules.
T a,0,1 = ∇ a,0,1 + ∇ a,−1,0 , for a < −2.
(5.10) T a,0,1 = ∇ a,0,1 + ∇ 0,a,1 + ∇ 1,0,a + ∇ 0,1,a + ∇ a,−1,0 + ∇ −1,a,0 + ∇ 0,−1,a + ∇ −1,0,a , for a > 1. (5.11) T 1,0,1 = ∇ 1,0,1 + ∇ 0,1,1 + ∇ 1,−1,0 + ∇ 0,−1,1 + ∇ −1,0,1 + ∇ −1,1,0 .
(5.12) T 0,0,1 = ∇ 0,0,1 + ∇ 0,−1,0 + ∇ −1,0,0 . (5.13)
The proofs of these theorems are based on straightforward computations and case-by-case discussions. The details can be found in the appendix.
5.2.
Character formulae of tilting modules for non-integral blocks in O. In this subsection, we consider tilting modules of non-integral weights. Let λ = λ 1 ǫ 1 + λ 2 ǫ 2 + λ 3 ǫ 3 ∈ h * and 1 ≤ i ≤ 2 be such that λ, α i / ∈ Z. Then it follows from [CC, Proposition 4.4] that O λ ∼ = O sα i λ (see also [CoM1, Proposition 8.6] ). We may assume that λ, α 1 ∈ Z and λ, α 2 / ∈ Z. As a result, the tilting character problem reduces to the cases in the following theorem.
Theorem 5.5. We have the following list of character formulae of tilting modules for b ∈ Z and c / ∈ Z:
Proof. By Theorem 4.6 it remains to show that T 0,1,c = ∇ 0,1,c +∇ −1,0,c . Observe that T −1,1,c = ∇ −1,1,c and thus θ −1 T −1,1,c = ∇ 0,1,c + ∇ −1,0,c = T 0,1,c .
Suppose that λ = λ 1 ǫ 1 +λ 2 ǫ 2 +cǫ 3 and µ = µ 1 ǫ 1 +µ 2 ǫ 2 +cǫ 3 are pe(3)-weights for some λ 1 , λ 2 , µ 1 , µ 2 ∈ Z, c / ∈ Z. Define the pe(2)-weights λ ′ := λ 1 ǫ 1 + λ 2 ǫ 2 and µ ′ := µ 1 ǫ 1 + µ 2 ǫ 2 . The following corollary is a direct consequence of Theorem 5.5.
Corollary 5.6. Let O n denotes the cateogry O for pe(n). Let P λ and P λ ′ denote the projective covers of L λ and L λ ′ in O 3 and O 2 , respectively. Then we have
Remark 5.7. In [CMW] Cheng, Mazorchuk and Wang proved that non-integral blocks of category O for general linear Lie superalgebras are equivalent to integral blocks in O for direct sums of general linear Lie superalgebras with strictly smaller ranks. A similar phenomenon was observed in [CC, proof of Theorem 6.5] . That is, non-integral pe(2)-blocks are equivalent to integral blocks for pe(1) ⊕ pe(1). However, as pointed out in [CC, Remark 6.6] , in the case of pe(2), there is no parabolic induction as in [CMW] which directly provides such equivalence.
Observe that Theorem 5.5 and its proof imply the isomorphism between the Grothendieck group for the non-integral pe(3)-block O λ and that for the integral blocks for pe(2) ⊕ pe(1). We should mention that a similar argument in the proof of Theorem 5.5 can be generalized to an arbitrary pe(n). For instance, let λ ∈ h * be a weight of arbitrary pe(n). If λ, α 1 ∈ Z and λ, ǫ i − ǫ j / ∈ Z, for any 3 ≤ i < j ≤ n, then the Grothendieck group for the non-integral pe(n)-block O λ and that for integral blocks for pe(2) ⊕ pe(1) ⊕n−2 are naturally isomorphic.
5.3.
Character formulae of tilting modules for other parabolic categories. Recall that tilting modules coincide with projective modules in the category of finite-dimensional modules for pe(n). By Section 5 and [Ch, Section 3 ] (see also [B+9] ), we are left with the problem of tilting characters in O p for p0 = g0, h.
For any parabolic subalgebra s ⊆ g, let Φ + (s) denote the set of positive roots of s. We now set p to be the parabolic subalgebra determined by Φ + (p0) = Φ + (b0) ∪ {−α 1 } and p1 = g 1 . The corresponding Levi subalgebra l ∼ = gl(2) ⊕ gl(1) have roots {±α 1 }.
Recall the canonical contravariant equivalence D : O(g, p) → O(g,p) in [CCC, Proposition 3.4 ], wherep is a parabolic subalgebra determined by Φ + (p0) = Φ + (b0) ∪ {−α 2 } and p1 = g −1 . The corresponding Levi subalgebral is generated by root vectors of even root {±α 2 }. Using the algorithm in [PS1, Section 2.2], the problem of general tilting characters in O p is reduced to the following special cases.
Theorem 5.8. We have the following list of character formulae of tilting modules of non-p-weaklytypical highest weights:
T p 1,0,a = ∇ p 1,0,a + ∇ p 0,−1,a , for a ≥ 3. T p 1,0,2 = ∇ p 1,0,2 + ∇ p 0,−1,2 + ∇ p 0,−2,1 + ∇ p 0,−1,0 + ∇ p −1,−2,0 . T p 1,0,1 = ∇ p 1,0,1 + ∇ p 0,−1,1 + ∇ p 1,−1,0 . T p 1,0,0 = ∇ p 1,0,0 + ∇ p 0,−1,0 . T p 1,0,−1 = ∇ p 1,0,−1 + ∇ p 1,−1,0 + ∇ p 0,−1,−1 . T p 1,0,a = ∇ p 1,0,a + ∇ p 1,a,0 + ∇ p 0,−1,a + ∇ p 0,a,−1 , for a ≤ −2. T p 1,a,2 = ∇ p 1,a,2 + ∇ p 0,a,1 , for a < −1.
Remark 5.9. Similar to the case of the full category O, by tensoring with the one-dimensional representation C kω 3 , the characters provided in Theorem 5.8 indeed give a complete list of tilting characters in O p Z .
Appendix
In the appendix, a weight λ = λ 1 ǫ 1 + λ 2 ǫ 2 + λ 3 ǫ 3 ∈ h * will be written as (λ 1 , λ 2 , λ 3 ). Moreover, the following standard facts will be frequently used:
(1) If µ ↑ wµ and [K µ : L λ ] > 0, then
6.1. Proof of Theorem 5.1. The proof is based on case-by-case discussions. Case (I): proof of (5.1). Observe that T −1,1,b = ∇ −1,1,b since (−1, 1, b) is weakly typical and anti-dominant for b > 2. Applying the functor θ −1 , we obtain θ −1 T −1,1,b = ∇ 0,1,b + ∇ −1,0,b . By Proposition 4.6, T 0,1,b is a direct summand of θ −1 T −1,1,b . It follows from Corollary 3.6 that
Case (II): proof of (5.2). Observe that (−1, 1, 1) is weakly typical and anti-dominant. Applying θ −1 , we have θ −1 T −1,1,1 = ∇ 0,1,1 + ∇ −1,0,1 + ∇ −1,1,0 .
Note that T 0,1,1 is a direct summand of θ −1 T −1,1,1 . By Corollary 3.6, we have (T 0,1,1 : ∇ −1,0,1 ) > 0. Finally, T −1,1,0 = ∇ −1,1,0 since (−1, 1, 0) is not anti-dominant. We conclude that θ −1 T −1,1,1 = T 0,1,1 .
Case (III): proof of (5.3).
Observe that T 0,1,b is a direct summand of θ −1 T −1,1,b . By Corollary 3.6 and Proposition 3.7, it follows that (T 0,1,b : ∇ µ ) = [∆ −µ : L 0,−1,−b ] > 0 for any µ such that (1, 0, −b) ↑ −µ. Consequently, we have T 0,1,b = θ −1 T −1,1,b .
Case (IV): proof of (5.4). Observe that (−1, 1 − 1) is weakly typical. Therefore T −1,1,−1 = ∇ −1,1,−1 + ∇ −1,−1,1 . (6.2) Applying θ −1 , we have θ −1 T −1,1,−1 = ∇ 0,1,−1 + ∇ −1,0,−1 + ∇ −1,1,0 + ∇ 0,−1,1 + ∇ −1,0,1 + ∇ −1,−1,0 . (6.3)
Observe that T 0,1,−1 is a direct summand of θ −1 T −1,1,−1 . As a consequence of Corollary 3.6, we have (T 0,1,−1 : ∇ −1,0,−1 ) > 0. By Proposition 3.7, we may conclude that T 0,1,−1 = θ −1 T −1,1,−1 .
Case (V): proof of (5.5). We firstly solve for the ∇-flag in T −1,1,0 . Observe that T −2,1,0 = ∇ −2,1,0 + ∇ −2,0,1 since (−2, 1, 0) is weakly typical. Applying θ −2 , we have θ −2 T −2,1,0 = ∇ −1,1,0 + ∇ −2,1,−1 + ∇ −1,0,1 + ∇ −2,−1,1 . (6.4) Using odd reflections, we have L 1,−1,0 = socK 2,−1,1 , which implies that (T −1,1,0 : ∇ −2,1,−1 ) > 0. Moreover, since (−2, −1, 1) is not weakly typical, we have T −2,−1,1 = ∇ −2,−1,1 . We may conclude that θ −2 T −2,1,0 = T −1,1,0 .
Applying the functor θ −1 to (6.4), we have θ −1 T −1,1,0 = ∇ 0,1,0 + ∇ −1,0,0 + ∇ −2,0,−1 + ∇ −2,1,0 + ∇ 0,0,1 + ∇ −1,0,0 + ∇ −2,0,1 + ∇ −2,−1,0 . (6.5) Note that T 0,1,0 is a direct summand of θ −1 T −1,1,0 .
On the other hand, by applying the functor θ −1 to (5.4), we have θ −1 T 0,1,−1 = 2(∇ 0,1,0 + ∇ 0,0,−1 + 2∇ −1,0,0 + ∇ 0,0,1 + ∇ 0,−1,0 ). (6.6) Observe that 2T 0,1,0 is a direct summand of θ −1 T 0,1,−1 . Combining (6.5) and (6.6) , we may conclude that T 0,1,0 = ∇ 0,1,0 + a∇ −1,0,0 + b∇ 0,0,1 , for some a ∈ {1, 2} and b ∈ {0, 1} by Corollary 3.6. Since (T 0,1,0 : ∇ 0,0,1 ) = [∆ 0,0,−1 : L 0,−1,0 ] > 0, we must have b = 1. Suppose on that a = 2. It follows from (6.6) that ∇ 0,0,−1 + ∇ 0,−1,0 is the character of either T 0,−1,0 or T 0,−1,0 ⊕ T 0,0,−1 , namely, it leads to T 0,−1,0 = ∇ 0,−1,0 + ∇ 0,0,−1 , which contradicts to Corollary 3.6. This completes the proof. 6.2. Proof of Theorem 5.3. The proof is based on case-by-case discussions.
Case (I): proof of (5.6). For c > 1, (−1, c, 1) is weakly typical and hence T −1,c,1 = ∇ −1,c,1 + ∇ −1,1,c . Consequently we have θ −1 T −1,c,1 = ∇ 0,c,1 + ∇ −1,c,0 + ∇ 0,1,c + ∇ −1,0,c . (6.7)
Observe that T 0,c,1 is a direct summand of θ −1 T −1,c,1 . Note that (T 0,c,1 : ∇ 0,1,c ) = [∆ 0,−1,−c : L 0,−c,−1 ] > 0. Using odd reflections, we find that L 0,−c,−1 = L −2,−c−1,−1 = L b r 3,−c−3,−2 =socK 1,−c,0 , which implies that (T 0,c,1 : ∇ −1,c,0 ) > 0. Finally, T −1,0,c = ∇ −1,0,c since (−1, 0, c) is not weakly typical. This shows that θ −1 T −1,c,1 = T 0,c,1 , as desired.
Case (II): proof of (5.7). Observe that (−1, 1, 1) is weakly typical and anti-dominant. Therefore T −1,1,1 = ∇ −1,1,1 , and hence θ −1 ∇ −1,1,1 = ∇ 0,1,1 + ∇ −1,0,1 + ∇ −1,1,0 . (6.8) Note that T 0,1,1 is a direct summand of θ −1 T −1,1,1 . By Corollary 3.6, we have (T 0,1,1 : ∇ −1,0,1 ) > 0. Finally, since (−1, 1, 0) is not anti-dominant, we have T −1,1,0 = ∇ −1,1,0 , as desired.
Case (III): proof of (5.8). Observe that (−1, −1, 1) is weakly typical and anti-dominant. Hence we have T −1,−1,1 = ∇ −1,−1,1 and θ −1 T −1,−1,1 = ∇ 0,−1,1 + ∇ −1,0,1 + ∇ −1,−1,0 . (6.9) Note that T 0,−1,1 is a direct summand of θ −1 T −1,−1,1 . Also, we have (T 0,−1,1 : ∇ −1,0,1 ) > 0. The proof now follows from the fact that T −1,−1,0 = ∇ −1,−1,0 since (−1, −1, 0) is not weakly typical.
Case (IV): proof of (5.9). For c < −1, (−1, c, 1) is weakly typical. We claim that T 0,c,1 = θ −1 T −1,c,1 . Observe that θ −1 T −1,c,1 = θ −1 (∇ −1,c,1 + ∇ c,−1,1 ) = ∇ 0,c,1 + ∇ −1,c,0 + ∇ c,0,1 + ∇ c,−1,0 . (6.10) Therefore T 0,c,1 is a direct summand of θ −1 T −1,c,1 . Using odd reflections, we find that L 0,−c,−1 = L b r −1,−c−2,−2 = socK 1,−c,0 , Applying θ −3 , we have θ −3 T −3,−1,1 = ∇ −2,−1,1 + ∇ −3,−2,1 . (6.18) Note that T −2,−1,1 = θ −3 T −3,−1,1 by Corollary 3.6. Applying θ −1 to (6.18), we have θ −1 T −2,−1,1 = ∇ −2,0,1 + ∇ −2,−1,0 + ∇ −3,−2,0 , (6.19) which implies that θ −1 T −2,−1,1 = T −2,0,1 by Corollary 3.6 and the fact that T −3,−2,0 = ∇ −3,−2,0 . By Corollary 3.6 again, we may conclude that T −1,0,1 = ∇ −1,0,1 + ∇ −1,−1,0 + ∇ −2,−1,1 + a∇ −2,−1,−1 + b∇ −3,−1,0 + c∇ −3,−2,−1 , (6.20) for some a, b, c ∈ {0, 1}. Now we have a = 1, b = 1 by (5.7) and (5.14), respectively. Finally, note that T −3,−2,−1 = ∇ −3,−2,−1 . This completes the proof.
