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ABSTRACT
In today’s Internet, services are very different in their
requirements on the underlying transport network. In
the future, this diversity will increase and it will be
more difficult to accommodate all services in a single
network. A possible approach to cope with this di-
versity within future networks is the introduction of
support for running isolated networks for different ser-
vices on top of a single shared physical substrate. This
would also enable easy network management and en-
sure an economically sound operation. End-customers
will readily adopt this approach as it enables new and
innovative services without being expensive. In order
to arrive at a concept that enables this kind of net-
work, it needs to be designed around and constantly
checked against realistic use cases. In this contribu-
tion, we present three use cases for future networks.
We describe functional blocks of a virtual network ar-
chitecture, which are necessary to support these use
cases within the network. Furthermore, we discuss the
interfaces needed between the functional blocks and
consider standardization issues that arise in order to
achieve a global consistent control and management
structure of virtual networks.
Index Terms— Use cases, network virtualization, fu-
ture Internet architecture, standardization
1. INTRODUCTION
The Internet of today provides access to many services,
e.g., email, web, and file transfers, but its structure is
inflexible and it is hard to introduce new network ser-
vices. Furthermore, we currently notice two trends,
which will influence the future of the Internet. First, an
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increasing number of users connect to the Internet us-
ing a wireless link, which currently cannot provide the
same Quality of Service (QoS) as a fixed network. Sec-
ond, the Internet is changing from an everywhere net-
work to a ‘real-time’ network. It is no longer sufficient
to get information from one place to another. The in-
formation should be available everywhere in real time,
independent of the type of information. The customer
does not differentiate between short twitter messages
and HD video clips. The Internet architecture is still
bound to its best effort basis and will not be able to
satisfy these demands.
The objective of the COMCON project (COntrol and
Management of COexisting Networks)[1] is to design
novel control and management mechanisms that sup-
port the coexistence of virtual networks in a future
networking scenario and to illustrate their economic
advantages. Virtualization technology is a key compo-
nent that not only acts as an abstraction layer between
services and infrastructure to facilitate innovation, but
also is an integral part of the overall design to sup-
port the evolution and coexistence of different network
architectures. Hence, interfaces between functional
roles in coexisting networks, realized by network vir-
tualization, are specified. Provider- and operator-grade
management and control functions of coexisting virtual
networks are built, which also integrates an end-to-end
view to reflect the users’ perception. These func-
tions comprise of isolation, dynamic reassignment of
resources, and efficient and effective monitoring of
virtual networks.
In order to make network virtualization a successful
technology, several steps have to be taken. First of all,
use cases need to be defined, which demonstrate the ad-
vantages of network virtualization and cannot be imple-
mented using current Internet technology due to exces-
sive costs or missing functionality. In a second step, we
can evaluate different architectural options regarding
these use cases to identify essential functional units and
revise parts, which can not fulfill the needs of these use
1
cases. The interfaces between these functional units
need to be defined and standardized in cooperation with
hardware manufacturers in order to shorten the time to
market period.
The remainder of this contribution is structured as fol-
lows. We present three use cases in Section 2, which
should be supported in future networks. In Section 3,
we describe our virtual network infrastructure needed
to realize the described use cases. In Section 4 we de-
rive interaction points within this infrastructure. Re-
lated work is presented in Section 5. Finally, we con-
clude this work and give an outlook on our future work
in Section 6.
2. USE CASES FOR FUTURE NETWORKS
We consider future networks to be different from to-
day’s networks in some aspects. There are many dif-
ferent kinds of traffic such that it is not economically
feasible to build one network that can satisfy all needs,
c.f. [2]. Hence, we consider that in the future there will
be different networks sharing the same physical infras-
tructure but being isolated from each other. This means
that each network is autonomous in its functionality
and that there is no traffic interference, i.e. overload
situations in one network do not affect the other net-
works. In this situation it is no longer necessary, that
the operator of a network is the owner of the hardware.
Therefore, we consider at least three basic roles: the
first role is owning and operating the physical infras-
tructure. The second role assists in the creation of par-
allel networks and unifies the management view. The
third role operates the networks running on top. Al-
though these three roles are functionally different, all
roles can be taken by the same company.
In the following sections we consider three use cases,
that take advantage of these enhancements and add
value to the network.
2.1. Beta Slice
The name Beta Slice describes a single isolated net-
work that supports the development and roll out of new
services. Nowadays, new network services are usually
developed in small dedicated test beds. These test beds
are expensive and in most cases scalability cannot be
investigated. In a future network, this problem can be
solved if it is possible to run different networks in par-
allel whose resources and reach can be adopted easily,
c.f. Figure 1.
For the Beta Slice use case, we consider a service
provider that has invented a new service, e.g. a new
network protocol or a new application service which
needs special network features. Instead of creating a
specialized test bed the service provider will create a
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Fig. 1. Beta Slice extending its size and reach
network with a small number of hops and a limited
geographical reach. The users accessing this network
will be restricted to a small number, which the service
provider can individually select. With this setup, the
service provider is able to perform its initial evaluation
and basic functionality tests. If this start up phase is
successful, the number of network hosts, the network
reach and the number of participating users can easily
be increased. With this larger environment other tests
can be performed, which evaluate other functions or
consider more inhomogeneous network characteris-
tics, i.e. wired networks and wireless connected end
hosts. Progressively expanding the network and testing
the functionality of the service enables development
strategies, which are common in software development
but cannot economically be implemented for network
protocols these days. Furthermore, this use case allows
to test the scalability of a new service in a real world
environment and not only in a simulated or emulated
environment. Another benefit of this use case is that
the time to market can be significantly decreased.
2.2. Service Broker in Access Networks
As IP-based home communication services, data and
telecommunication services, mobile services, and data
storage will converge more and more in the near fu-
ture, the users’ homes get into the focus of all service
providers. In addition to telephony and broadband data
access – which are traditionally provided by access
providers – new services are introduced to the homes.
For instance, video on demand and Pay TV providers
try to place their set top-boxes in the households. Also
mobile network operators try to gain a foothold there.
Besides the ongoing competitions for the user access
there will be an increasing need to offload cellular user
traffic at the users’ homes. The users are in a com-
fortable position. They can choose from a variety of
services and service providers. However, they are re-
luctant to have individual contracts for each service,
but prefer all-inclusive flat rate packages with only one
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contractual partner who provides all required hardware
and software. Obviously, these requests somewhat
collide with a scenario where hardware from different
providers shall be placed at the users’ residence.
Only in few cases, a single operator is able to offer all
the services that are on the users’ wish list. Moreover,
users might want to have services that are offered by
competing service providers. But the user’s request for
a single contractual relationship offering customer care
for all services. This situation calls for a new mediating
player, who is accepted by all service providers and the
user. This player will act as a service broker who offers
individualized packages to customers. Preferably, this
player will also take care of providing necessary hard-
ware and software. Furthermore, the service broker
will enable service providers contributing to the pack-
age to exclusively control the hardware and software
required for its service. Thus this service broker pro-
vides means to selectively assign individual controller-
ship to different service providers.
The selective controllership has impact throughout the
transport networks since services are configured end-
to-end, between service providers and user equipment,
steered by service brokers. In order to assemble the
best solution for the user, the service broker will take
the users’ ‘wish lists’ and select those appropriate ser-
vice providers that best match the users’ demands, c.f.
Figure 2. Next it configures the components at the
users’ homes – which are shipped by the service bro-
ker as part of the package – in such a way that the ser-
vice providers get exclusive control over those func-
tions that are necessary for service delivery, i.e. a Pay
TV provider to the set-top-box and the mobile network
operator to the femto access point.
2.3. Service Component Mobility in Mobile Net-
works
Due to the proliferation and interconnection of mobile
networks, users can nowadays enjoy connectivity al-
most everywhere. However, technical challenges still
remain, and sometimes users may face difficulties in
accessing their preferred services in a far away loca-
tion.
We envision a future where not only the users are mo-
bile, but also the services, in order to reduce access
latency and network resource consumption. A ser-
vice component can be an application software, e.g. a
Hindi-German translation software, a transcoder mod-
ule to process a video stream or file at an optimized
place in the network, a cache containing video clips,
users’ personalized webpages containing their pre-
ferred multimedia contents, etc. These entities will
move from one place in the network to another in order
to better serve the users. A translation software in the
network can roam with a cellular user into in another
country e.g. from Germany to India. It would impose
significant network delay if the roaming user in India
connects to the home network in Germany to access
the service. It will be even more critical if the service
is necessary in real-time e.g. during a voice conver-
sation. In this case, the translation service component
will migrate to the visited network, in this example, to
India, and provide real-time translation to the user, c.f.
Figure 3. The same principle can be used for mobile
cache distribution. In this cases, it could also econom-
ically make sense to place the service component in
a suitable network location, moving content closer to
the access network to address flash crowds and save
network resources etc.
However, it is an ambitious challenge to realize such
scenarios from the technological perspective. We must
provide application layer functionalities at the routers
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Fig. 3. Service Component Mobility
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or close to the routers, such that application software
can migrate there when appropriate. We must also de-
fine and standardize middleware platforms on which a
migrating service component can accommodate itself
seamlessly over multiple operators. Finally, we must
ensure security, so that malicious software cannot pro-
liferate on such platforms.
3. COMCON VIRTUALIZED ENVIRONMENT
We consider network virtualization to be the enabler
for the described use cases, which require the isolation
of parallel running networks and separation of the net-
work logic from the underlying hardware. In a virtual
network environment, the tasks to operate a network
are the same as in a scenario without virtualization, but
it is no longer necessary, that one company is owning,
operating, and managing the physical hardware and the
network on top. Hence, we do not consider a classic
ISP role model. Instead, we characterize roles accord-
ing to their functional aspects.
Basically, we distinguish five functional roles. 1) The
physical infrastructure provider (PIP) owns and oper-
ates the hardware and offers virtualized resources. 2)
Virtual network providers (VNPs) gather these virtual
resources and construct virtual networks. 3) A virtual
network operator (VNO) requests networks with spe-
cial requirements, e.g. setting up a service level agree-
ment (SLA), and brings them to life, i.e. it installs the
hosts, defines the protocols, and controls the network.
At the edges of the network 4) end-customers (EC) and
5) application service providers (ASP) request and of-
fer services, which are delivered in high quality by the
virtual networks. Figure 4 provides an overview of the
stacking of the functional roles.
Michael Jarschel, Tobias Hossfeld
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We call all forms of hardware and transport media,
which are used to establish the connection between
two end hosts, the physical substrate of the network.
The entities that own and operate this substrate are
called physical infrastructure providers (PIPs).
A PIP creates virtual resources on its hardware and of-
fers these resources to its customers. The virtualization
techniques have to support strict isolation of virtual re-
sources as explained earlier. This means that overload
on one virtual resource does not effect other virtual re-
sources on the same physical resource. The parameters
and properties of the virtual nodes and virtual connec-
tions, which the PIP offers to a customer, are described
by SLAs. Hence, the PIP and its customer have to ne-
gotiate a contract including SLAs with the properties
of the virtual network the PIP provides. As the PIP has
direct access to the physical substrate, it is able to mea-
sure the utilization of its physical resources. Further-
more, if the virtualization technology is able to support
seamless migration of nodes and connections without
effecting the topology and SLAs for the resources, the
PIP will be able to move virtual resources. This en-
ables the PIP in low load situations to move many vir-
tual nodes on the same physical node and switch off the
spare hardware resources in order to save energy costs.
Additionally, the PIP can take advantage of the knowl-
edge of all the SLAs contracted on virtual resources
hosted by this hardware. Combining this knowledge
with exact utilization measurements, the PIP is able
to overbook its physical resources. Another important
function of the PIP is to protect network links with re-
silience features. Only the PIP knows where exactly in
the physical network the virtual resources are located
and it is able to move the virtual resources on his phys-
ical substrate, as long as the topology and SLAs are
kept. It is the only one to implement a virtual connec-
tion that relies on two disjoint paths in the real world.
The second functional role is the virtual network
provider (VNP). The main function of the VNP is
to gather resources from a single or differnet PIPs and
combine them to create a virtual network.
The VNP provides interfaces between the PIPs and the
VNO to install software and protocol stacks on the vir-
tual nodes. The VNP might want to reserve a pool of
virtual resources in order to react quickly on its cus-
tomer’s wishes. On a global market, it is reasonable
that there are some VNPs, which only contract certain
PIPs and vice versa. Therefore, it is possible for a VNP
to request parts of the network he offers from another
VNP. The VNP providing a part of the network of an-
other VNP will act as a subcontractor.
The third functional role is the virtual network opera-
tor (VNO). The VNO requests a virtual network from
a VNP. The VNO uses the interfaces provided by the
VNP to install software and network stacks on the vir-
tual nodes. With this setup, the VNO operates and opti-
mizes the network according to its purpose, e.g. a spe-
cial broadcast network, which is optimized for a certain
service like IP-TV or a content distribution network.
The network could also support other features like ex-
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tended security to provide secure banking or cooperate
networks. The VNO controls how, which kind of data
is transported in the network. He takes care of the op-
eration and maintenance of the virtual network nodes.
Furthermore, he keeps a close watch on how the net-
work reacts on network service degradations. If the net-
work does not transfer data as expected, the VNO has to
locate the problem and act accordingly. If the problems
are caused by some part of the networks, which does
not operate within the requested parameters the VNO
has to report the SLA breach to the VNP. Otherwise,
the VNO will adopt the operation of the network. This
could cover changing settings of the deployed virtual
nodes or requesting new resources.
Finally, we consider the role of the application service
provider (ASP) and the end customer (EC), which can
be a user or an enterprise. The ASP provides the ser-
vice to be delivered and the target group, i.e. it specifies
a service coverage area. Furthermore, as the ASP is the
one that knows the service best, it is in its responsibil-
ity to provide the VNO with QoS requirements, which
can guarantee a high service quality perceived by the
EC. The EC knows the desired services and decides,
which price and quality is acceptable for the service.
It has to be noted that even the EC uses special hard-
ware that supports virtualization and acts as a PIP for
the EC equipment. This guarantees that the quality of
Experience (QoE) and QoS requirements are kept up to
the local end point of the data transmission. Further-
more, the service and requirements can be adopted to
the equipment and the network status of the EC.
4. STANDARDIZATION ISSUES
In the previous section, we described the functional
roles and their tasks. Some of these tasks can be per-
formed within the scope of the corresponding role.
Other tasks need the interaction of different roles. Fo-
cussing on the service component mobility (SCM) use
case, we will discuss interfaces needed between the
roles. These interfaces need to be standardized in order
to enable global interworking of the functional roles.
In the SCM use case, an ASP wants to offer an applica-
tion service to the end-customers. He knows the imple-
mentation details of the service and is therefore able to
specify QoS parameters a network needs to yield a high
QoE. Furthermore, the ASP has to specify the policies
under which the service is offered and the reach of the
network, i.e. in which area and technology the access
to the service should be possible. All this informa-
tion is exchanged between the ASP and the VNO us-
ing a network service request interface. This interface
has to be standardized as well as the service descrip-
tion language, in which the parameters are expressed.
In response to the request, the ASP will get offers for
network services along with the corresponding pricing
schemes. In the case of the SCM the ASP can decide to
which regional areas it wants to offer the service. Fur-
thermore, the ASP has to define the required end-to-end
delay beside other QoS parameters and if he wants to
hand over the responsibility of hosting the service to
the VNO. In the case of a video service, the ASP can
also determine, if the service has to be delivered using
a special codec or if the VNO could adopt the codec
to the situation of the network, as long as the service
satisfies some constraints, e.g. signal-to-noise ratio.
The VNO receives the network service request from the
ASP and makes basic decisions, how it is able to imple-
ment a network with the requested functionality. This
means, the VNO generates a virtual topology and de-
cides, which network protocol will be used. With these
new requirements the VNO needs to contact a VNP
using a network request interface. In reply to this re-
quest the VNO will receive virtual network proposals
along with charging criteria, which it will communi-
cate with added value back to the ASP. In the SCM use
case, the VNO will request a virtual network connect-
ing the communication end-points and the resources for
the translation service. He considers the influence of
the translation service onto the end-to-end delay and
jitter defined by the ASP.
The VNP investigates which PIPs are able to pro-
vide virtual resources suiting the requested parameters.
Then the VNP starts negotiating with the PIPs, which
resources are available at which price and how they can
be used. If the VNP has found one or more possible
solutions, it might want to reserve this resource for
the time needed to offer the networks to the VNO and
the consequent decision process. In case, the VNO is
not satisfied, the VNP has to search for new resources
and the negotiation process will start again. In case,
the VNO accepts an offered network the VNP needs
to book the resources for the network and to release
reservations which are not used for the virtual network.
In the next step, the VNP aggregates the resources
provided by the different PIPs and exposes them to
the VNO using a unified interface. This means that
the VNO can set up, control and operate all virtual
resources using this interface. Particularly, this in-
terface unifies all virtual network nodes, e.g. virtual
routers, so that the VNO can install any network stack
on the devices. If there are many different interfaces
for virtual resources running on different hardware,
this unification is practically very hard, because of the
great diversity. Hence, the standardization of interfaces
for accessing virtual resources has to be considered.
5
5. RELATEDWORK
In this section, we discuss related work that presents
use cases for future Internet scenarios as well as contri-
butions characterizing virtual network architectures.
In [3], Feamster et al. introduce the concept of the
Infrastructure Provider who slices its physical hard-
ware into virtual resources and rents these to service
providers. We have adopted this idea of the infrastruc-
ture provider but have introduced more roles into this
architecture to enable a more flexible provisioning of
virtual networks and services.
In [4], Kroeker suggests that virtualization will play
an important role on mobile devices in the future. We
second that assumption. Our architecture explicitly in-
cludes end devices as physical resources.
In [5] Niebert et al. identify four steps necessary to
instantiate virtual networks. We have adressed these
steps in our architecture in the following way: ‘Re-
source discovery’ is handled by our VNP as it is con-
stantly informed by the PIPs about available resources.
‘Resource description’ works via a standardized inter-
face the PIPs expose and is communicated via a re-
source description language. The ‘resource provision-
ing’ step is the central task of the VNP. As required by
Niebert he ‘identifies, allocates, configures and aggre-
gates resources into virtual networks’.
Shiomoto et al. have developed a heuristic algorithm in
[6] for computing virtual network topologies based on
underlying optical networks. This can be used by the
PIPs to accomodate resources requests on optical links.
The 4WARD project describes in [7] a visionary fu-
ture network and derives many use cases and discusses
two of them in more detail. These two use cases are
namely ‘Community-Oriented Applications’ and ‘In-
ternet of Things or One Thousand Network Devices’.
The document describes how these use cases can be im-
plemented using the virtual network architecture of the
project and explains many details, e.g. how regulatory
aspects affect the implementation of the use cases.
In [8], the 4WARD consortium has published their con-
cept for network virtualization. They introduce their
hierarchical role model consisting of ‘Infrastructure
Provider’, ‘Virtual Network Provider’, and ‘Virtual
Network Operator’. Our functional role model is based
on their work. However, our approach is derived from
the use cases and is service driven. Therefore, we
introduce two roles on top: the ‘Application Service
Provider’ and ‘the End-Customer’. Also in our concept
we have included the customer edge, service edge, and
data centers as enabler for end-to-end virtualization and
consider the implementation of the transport network.
6. CONCLUSION AND OUTLOOK
In future networks, we will have many concurrent net-
works fitted for certain services, which will be isolated
from each other. In this contribution, we presented
three use cases which enable a new kind of services in
the network and cannot be implemented using current
Internet technology due to excessive costs or missing
functionality. Network virtualization is the key tech-
nology to enable this functionality. We defined func-
tional roles in a virtualized architecture and character-
ized how they interact to build and operate virtual net-
works. Finally, we pointed out interfaces needed for
the interaction and commented on areas, where stan-
dardization is needed.
For future work, we will consider further use cases
and specify the interfaces in more detail. These efforts
will lead to an implementation of protocol extensions
and recommendations for standardization to the corre-
sponding expert groups like the ITU-T Focus Group on
Future Networks (FG-FN).
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