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1, INTRODUCTION 
Let d(u), 4-r be analytic for 1 y 1 < r < co, with 
4(y)= f akYk 
k=O 
and a, > 0, a, > 0; ak > 0, k = 2, 3, . . . . There exist [ 31 b E (0, co 1, a domain 
D containing the origin, and a unique function f such that f(0) = 0, f is 
analytic on D, f(x) > 0 for 0 <x < b, and 
f(z) d’u-(z)) =
m-(z)) z9 
ZED. (1.1) 
For II = 1, 2, . . . and ) yI -=c r, let 
&z(Y)= [d(Y)]"= f %kYk. (1.2) 
k=O 
Define the linear operator 
&(kz)= [d,h%))l-' f ank(f(z))kh 
k=O 
(1.3) 
for those h, z for which the right-hand side of (1.3) exists. For example, if h 
is bounded on the positive axis and IzI is sufficiently small, then (1.3) exists 
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UNIFORM APPROXIMATION 9 
and is also a positive operator on some interval [O, a]. This metho 
specializes one introduced by Pethe [3], who obtained uniform 
approximation of bounded functions. The author [S] studied the order of 
approximation of bounded functions with linear combinations of the 
special case of (1.3) defined below. 
Assume 4(O)= 1 and d’(y)= [&y)]“‘” with a= --l/m, m= 1,2, ~.I, or 
a>Q.Ifor= -l/mthen&~)=(l+y/m)“,~(z)=z(l-z/m)-’,and (1.3)is 
the generalized Bernstein polynomial 
L,(h;z)= y,_,(~)(~)“(l-~)““*(~j- 
If c1= 0 then d(y) = ey, f(z) = z, and (1.3) is just the Szasz operator. If x > 0 
then 4(y) = (1 -cly))‘-‘, f(z) =z(l + a~))“, and (1.3) is a generalized 
Baskakov method. For M = l/m, m = 1,2, . . . . we have 
The Baskakov operator is obtained when CI = 1. 
Becker [l] has discussed weighted global approximation for the Szasz 
and Baskakov operators. In Section 2 we derive his direct result for (1.3) in 
the case c( > 0 and also approximate functions having exponential growth 
on [O, co]. Section 3 contains results on the approximation of analytic 
functions. 
2. APPROXIMATION ON THE REAL LINE 
In this section L, denotes (1.3) with d(y) = (1 - o~y))“~~ and cz > 0. 
LEMMA 2.1. For x > 0 and n = 1, 2, ..,, 
L,(l;x)= 1; (2.~1 
L,( t; x) = x; (2‘21 
Prooif: The results follow easily from (l.l), (1.2), (1.33, and 
4’(v)= CtKY)ll+x. 
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LEMMA 2.2. For x > 0, n = 1, 2, . . . . and r = 2, 3, . . . . 
L,(t’;x)= i crf n(n+c+(n+(l-1)X)x1, (2.4) 
i=l n’ 
where cf. are Stirling numbers of the second kind [Z]. 
Proof: Let y=f(x)=x(l +a~)-‘, x>O, in (1.1). Using (1.2), 
Y&2(Y) Y9’(Y) -=n-=nx 
MY) 4(Y) . 
Assume 
YWYY) n = n(n + a). . . (n + (I- 1) L%) x’. 
4&2(Y) 
Using qY( y) = [q5( y)] ’ +’ we obtain 
y’+~~~~+“(y) 
d,(Y) 
=n(n+a)...(n+(I-l)~)(n+zol)x’+’ 
and hence, for I = 1, 2, . . . . x > 0, y =f(x), 
YW’(Y> ~=n(n+t++z+(Z-1)X)x’. 
Al(Y) 
If x20 then O<y< l/a and 
=[~,(y)l-l f ankYk i o;k(k-l)';!k-z+l) 
k=O I=1 
= ,gll 4 
n(n+a).-.(n+(z-l)a)x, 
nr 
Lemma 2.2 shows that the numbers a, j in Lemma 3 of [ 1 ] are Stirling 
numbers, since (2.4) is also valid for the Szasz operator (CI =0 and 
f(x) = xl. 
Define weights we(x)= 1, w,(x)= (1 +xN)-‘, x90, N= 1,2, . . . . and 
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space C, = (h: h E C[O, ~7)) and w,h is uniformly continuous and bounde 
on [0, 00)). For he C, deline [l] 
VII iv = sup w,&) lW)L 
X20 
A: h(x) = h(x + 21) - 2h(x + A) + h(x), i > 8, 
and 
4&(h, 4 = SUP ll~:hll,. 
O-c>.<& 
In the sequel the finite constants M,, a may have different values at each 
occurrence. The next result is an easy consequence of (2.4). 
LEMMA 2.3. For N=O, 1, . . . . x30 n=l, 2, ~.~, 
w&) L,( 1 + tN; x) < MN, %. 
LEMMA 2.4. For N = 0, 1, . . . . h E C,, and n = 1, 2, . . . . 
IIL(h)ll,6M,. llhiliv. 
ProoJ If x > 0, 
w.v(xI &Ah; XII G ~~(~Wdl,vL(~ +fN; x) 
and (2.6) follows from (2.5). 
LEMMA 2.5. For N=O, l,..., x20, andn=1,2,..., 
ProoJ The result is trivial for N = 0. For N > 1 and x 3 0, using (2.4) 
0 d L,((L- x)2tN; x) = Ln(tN+2; x) - 2xL,(tN+ l; x) + x*E,(t”; x) 
Z n...(n+(N+l)a) N+2+6N+ln...(n+N~JxN+l 
N+2 X Nf2 
. . 
n #i2 
X 
+ __- nN+l 2 
n-++(N)dxNi2 
n 
Nfl 
+6+1 n...(n+(N-l)~)~N+l+ .,. +g nN+ I nN 
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+a,-,n-.‘(n+(N-2)a)XN+l+. . . + x3 
=(l~~)(l+4;lrl+(“;“.),(l+~(l+‘“T”^) 
-2(l+$)+ll,n,2+ . . . +-&=$lN,&r(x)+-& 
where A N, n, a(~) is a polynomial in x of degree N with coefficients that are 
bounded in II. Estimate (2.7) follows from (2.3) and the above. 
We can now state the direct result. The proof is exactly the same as 
[l, Theorem 81, using (2.1), (2.2), (2.3), (2.6), and (2.7). 
THEOREM 2.6. For N = 0, 1, . . . . h E C,, x Z 0, and II = 1,2, . . . . 
wN(x)lL,(h; x, - h(x)l d M,, a Ofq (h, (y)‘;‘) , (2.8) 
where 0(x) = clx* + x. 
Since Becker [1] has shown (2.8) for the Szasz operator (a = 0), the 
Szasz operator provides the best weighted global approximation for the 
class of methods generated by the analytic function q5 with d(O) = 1 and 
I’(Y) = Mbu’+a> CI 2 0. Also, (2.8) implies uniform convergence on [0, a] 
for functions, h, having polynomial growth on [0, co). Our next theorem 
yields uniform convergence for functions with exponential growth on the 
positive axis. 
THEOREM 2.7. If h is continuous on [0, a], continuous from the right at 
a, and, for some finite number A, /h(x)/ < eAx, x 3 0, then 
lim L,(h; x) = h(x) 
n+cc 
(2.9) 
uniformly on [0, a]. 
Proof. Choose S > A/ln( l/as + 1) and let n z S, 0 < x d a. Then 
eAi”x 1 
06- 
l+ax% 
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and 
L,(eAf; x) = 
[ 
&A’” x/l + ax) n 
d(x/l + ax1 I 
=[l-(eA’n-l)ax]-~/E. 
Using L’Hopital’s rule, 
lim L,(eA’; x) = eAx (2.10) 
n-tm 
uniformly on [O, a]. 
Let O<x<a, s>O, and choose 6 >O such that lb(t)-h(x) <E if 
It-xl ~6, O<x<a, and O<t<a+6. Let 
c,k(x) = %tk(fWk 
Gw (xl> ’ 
where f(x) =x( 1 + c(x)-l and n > 2A/ln( l/era + I). Then 
and (2.9) follows from (2.3) and (2.10). 
If h E C[O, og) and, for some finite A, 
the proof can easily be modified to yield (2.9). We cannot allow h to grow 
any faster. For example, let h(x) = exi+‘, E > 0. For M > I and x > 0, 
m n(n+cr)...(n+(k-f)cc) 
L,(h; x) > (1 + CLX)-“‘& C - 
k=l k! 
> (1 +cxx)-“‘” 
and the last series is divergent. Theorem 2.7 is well known for the SZ&S,Z 
operator (see [4]). 
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3. APPROXIMATION IN THE COMPLEX PLANE 
Our final results deal with the approximation of analytic functions. In 
the first theorem, L, is the generalized Baskakov method of Section 2, 
while L, denotes the generalized Bernstein polynomial (1.4) in Lemma 3.2 
and Theorem 3.3. 
THEOREM 3.1. If a >O, h is entire, and for some finite number A, 
Ih( d eAx, x 2 0, then 
lim L,(h; z) = h(z) 
n+m 
(3.1) 
uniformly on compact subsets of Re z > -112~. 
Proof: Let 
h(z)= 2 a,,~‘, IZI < co. 
Without loss of generality, we may assume CI, 20, v = 0, 1, . . . . since we 
can write h = h, - h2 + i(h, - h4) where the h,‘s have nonnegative Taylor 
coefficients. Let S be a compact subset of Re z > -l/2&. Since 
f(z) = z(1 + a~)-’ is analytic on Re z> - 1/2a and maps that set into 
1 yl < l/q f(S) is a compact subset of ) y( < l/cr. Thus there exists il such 
that ZE S implies [z/(1 + az)] < l/A < l/a. Hence L,(t”; z) is analytic on 
Re z > - 1/2a for u = 0, 1, 2, . . . . Let 
nn=iz: lgl ‘} ccc = (z:z=x+iy and (x-cc,)‘+y2<rE), 
where 
1 AIn 
c, = 
a(e2Aln - 1) ’ 
rn== e 
a(e2A’n - 1) ’ 
Since [h(x)1 < eAx for x 20, an argument similar to the above shows 
L,(h; z) is analytic on Q,, for each pz = 1, 2, . . . . Next 8, c Q, + i c .‘. c 
Re z > -1/2a. Choose N such that aIll< l/eAIN < 1 and it follows that 
S c 9, for n > N. Theorem 2.7 gives 
lim L,(h, x) = h(x), Odxdc,+r,. 
n-cc 
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Since L,(P’; z) is analytic for Re z > -1/2~, using (2.4) we see that (2.4) 
holds for Re z > -1/2a. If z E Sz, then 
is analytic for z E Q,, n = 1, 2, . . . . Since 
L,(h; x) = f avLn(t”; x) 
0=0 
for Odx<c,+r,, we have 
L,(h; 2) = f a”Ln(P; z) 
0=0 
for z E 52, and n 3 N. Finally, (L,(h; )}, n >N, is a uniformly bounde 
sequence on compact subsets of a,,,. By Vitali’s convergence theorem 
lim L,(h; z) = h(z) 
n+cO 
uniformly on compact subsets of QN and (3.1) follows. 
Analogous to the remark following Theorem 2.7, the proof of Theorem 
3.1 can be modified to obtain conclusion (3.1) if h is entire and there exists 
a finite number A such that 
In particular, Theorem 3.1 is valid for entire functions of exponential type. 
For the Szasz operator, uniform convergence is obtained on compact 
subsets of the finite plane [4]. 
In the sequel let ~(y)=(l+y/m)“,f(z)=z(l-z/m))“, m=I,2,...,an 
%ku-(z))k 
cnk(z) =[~(f(z))]” 
LEMMA 3.2. For 0 < x < m, k = 0, 1, . . . . and n = 1, 2, . . . . 
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ProoJ: Let O<x<m. Using d’(y)= [i(y)]‘-““, 
Chk(X) = %k 
k(fcak- ‘f’(x) _ (fb))kf’(4 n 
CKf- @))I” C~ff(xNl”“‘” 
= nf’(x)CG4fb))l -lb 
‘&k(f(x))k - ’ a,k(f(x))k 
n[oqf(x))]“- l/m - [Qi(f(x))]” 
But 
x =f(x) #‘(f(x)) 
&f(x)) 
=f(xKwYx))l -lb 
and hence 
1 Jcwww -?fw ywmwMx))l -1’m12 
f(x) mf (x) 
f’(x) x2 =- .I-- . 
( ) f(x) m 
Therefore 
THEOREM 3.3. If m is a positive integer, 
h(z)= f cc”ZU, I4 G m, 
u=O 
with 
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and L,(h; z) is the generalized Bernstein polynomial ( 1.4), then 
lim L,(h; z) = h(z) 
n-m 
uniformly on 121 <m. 
Proof As in the proof of Theorem 3.1 we may assume a, > 0, 
2,=&l 2 .... From [3] we have 
lim L,(h; x) = h(x), O<x<m. 
n-00 
The proof of Lemma 2.2 with a = -l/m, d(y) = (1 -+ y/m)m, an 
y =f(x) = x( 1 -x/m)-’ shows that (2.4) holds for 0 6 x < m. Therefore 
L,(t”; z) = i CT’, 
n(n - l/m) .‘.(n- (1-- 1)/m) zI 
13.4) 
I= 1 pa” 
for all complex z. When r > mn the coefficients of z’ vanish for E > mn. From 
(3.4) and 
L,(h; x) = f a,&( t”; x), O<X<WZ, 
7J=O 
we see that 
f aJ+dt”; 21 
0=0 
converges uniformly on jzJ d m. Hence 
L,(h; z) = f a,L,(t”; z), 
II=0 
/zI cm. 
Just as in the proof of Theorem 3.1, 
lim L,(h; z) = h(z) 
n-m 
uniformly on compact subsets of /zI cm. In particular, we have uniform 
convergence on each disk /z/ BP < m. Using (3.4), 
ILXh; z)i < LL(h;p) < LL(h; m) 
for IzI <p =z m. By continuity 
I-WC z)l d G,(k PI 
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for 1.~1 <p d m. Next, for any Iz] d m, p d IzI d m, z = teiv, we have 
IL,(h; z) - L,(h;pei7)l < 1’ ILh(h; xeiq)l dx 
P 
< L,(h; t) - L,(h;p) < (t-p) -q(h; m). 
Therefore the functions L,(h; z) will be equicontinuous in IzI <m if the 
sequence {Li(h; m)> b is ounded. From (2.1), (2.2), which are true for (1.4), 
and (3.2) 
O<Lpz;x)= It ( ) x - x2/m U(r - xl h(t); xl
=(x--t2/mj -L((t - x)(W) + h’(i)(r - xl); xl 
=(x-“X2/m> L(h’(S)(f - x12; x) 
‘[x--“X2/mJ 
L,( (t - x)2; x) h’(m) = h’(m) 
for 0 <x -=c m. By continuity, 
Cl d LXh; m) <h’(m). 
Finally, since the L,(h; z) converge uniformly to h(z) on each disk 
IzI <p < m, and are equicontinuous on 121 < m, they converge uniformly on 
IzI dm and (3.3) is proved. 
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