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Abstract This paper presents golden-ratio primal-dual algorithms (GRPDA) for solving convex
optimization problems with known bilinear saddle-point structure, using a convex combination
of all previous iterates rather than classic inertial technique. Both fixed and adaptive step sizes
gained by linesearch are involved, and each iteration of the linesearch requires to update only
the dual variable. The convergence and ergodic O(1/N) convergence rate for the primal-dual gap
are established under two types of step sizes. Moreover, we observe that GRPDA is an inexact
Alternating Direction Method of Multipliers (ADMM) with linearization and indefinite proximal
regularization. The numerical experiments illustrate the proposed PDA is efficient.
Keywords Saddle-point problem · first order algorithm · primal-dual algorithm · linesearch ·
convergence rate
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1 Introduction
Let X, Y be two finite-dimensional real vector spaces equipped with an inner product 〈·, ·〉 and its
corresponding norm ‖ · ‖ = √〈·, ·〉. We focus on the following bilinear saddle point problem
min
x∈X
max
y∈Y
g(x) + 〈Kx, y〉 − f∗(y), (1)
where K : X → Y is a bounded linear operator, with operator norm L = ‖K‖; K∗ denotes
the adjoint of the operator K; f∗ denotes the Legendre-Fenchel conjugate of the function f , and
f∗ : Y → (−∞,+∞] and g : X → (−∞,+∞] are proper lower semicontinuous convex functions.
Throughout the paper we assume that the solution set of problem (1) is nonempty and denoted
by S. Problem (1) is equivalent to the following primal problem
min
x∈X
f(Kx) + g(x), (2)
and dual problem
min
y∈Y
f∗(y) + g∗(−K∗y). (3)
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By introducing an auxiliary variable z, the primal problem (2) can be written as 2-block sepa-
rable convex optimization:
min g(x) + f(z)
s.t. Kx− z = 0, (4)
x ∈ X, z ∈ Y.
The bilinear saddle point problem (1) and its primal problem with forms (2) or (4) are abstractions
of many application problems, including mechanics, signal and image processing, and economics
[16,6,7,25,17,8,18,9,3]. Saddle point problems are ubiquitous in optimization as it is a very con-
venient way to represent many nonsmooth problems, and it in turn often allows to improve the
complexity rates from O(1/√N) to O(1/N). To solve (1), one can apply alternating direction
method of multipliers (ADMM) [8,11,19,12], primal-dual algorithm (PDA) [29,13,20,33,10] and
their accelerated and generalized versions [26,21,22].
1.1 Background.
We concentrate on the first-order PDA, because it is very simple and therefore easy to implement,
and it involves only simple operations like matrix-vector multiplications and evaluations of proximal
operators which are for many problems of interest simple and in closed-form or easy to compute
iteratively.
For problem (1), the classical Arrow-Hurwicz method [2] used
yn = Proxσf∗(yn−1 + σKxn−1),
xn = Proxτg(xn−1 − τK∗yn),
}
(5)
where τ > 0 and σ > 0 are regarded as step sizes. The convergence of the Arrow-Hurwicz method
was observed in [4] with very small step sizes, and the convergence within O(1/√N) is obtained
in [13,1] when the domain of f∗ is bounded. However, the Arrow-Hurwicz method will not work
in general.
Chambolle and Pock [13,29] adopted K((1 + δ)xn−1 − δxn−2)(δ > 0) instead of Kxn−1 for
solving y-subproblem and presented a well-known PDA, with an auxiliary variable zn, the iterative
scheme with fixed step sizes can be written as
zn = xn−1 + δ(xn−1 − xn−2),
yn = Proxσf∗(yn−1 + σKzn),
xn = Proxτg(xn−1 − τK∗yn).
 (6)
Under assumptions δ = 1 and τσL2 < 1, the convergence of (6) was proved in [13]. It is known
from [4] that this original PDA (6) is equivalent with a linearized ADMM with positive definition
proximal regularization 12‖x − xn−1‖2M with M = 1τ I − σKK∗, because of τσL2 < 1. If one of
the preconditioners is identity 1τ I and the other is the optimal choice τKK
∗, which minimizes the
bound, ADMM is a special case of the preconditioned PDA, see [13,21].
In practice, the eigenvalues of K∗K can be different, so the step sizes governed by the maximal
eigenvalue may be conservative for some cases. For overcoming this difficulty, a linesearch was
introduced to gain more proper step sizes in [22]. Moreover, the step sizes from linesearch may
increase from iteration to iteration. Generally, linesearch requires the extra proximal operator or
evaluations of K, or even both in every linesearch iteration, but for the examples shown in [22], it
can become extremely simple and does not require any additional matrix-vector multiplications.
In [23], Malitsky proposed a fully adaptive forward-backward splitting method for variational
inequalities, called golden ratio algorithm. This method used
zn =
(φ− 1)xn−1 + zn−1
φ
, φ > 1, (7)
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to update and generate sequences. Actually, zn from (7) is a convex combination of all previous
iterates x0, · · · , xn−1. This is completely opposite to the strategy zn = xn + δ(xn − xn−1) for
some δ > 0 used by Chambolle and Pock [13,29]. Numerically, the golden ratio algorithm can
robustly work even for some highly nonmonotone/nonconvex problems. With the aids of this
convex combination (7) and current information about the iterates, Malitsky presented a fully
adaptive step sizes, allowed to increase from iteration to iteration. These features inspired us to
generalize this technique to the Arrow-Hurwicz method, and to present new and efficient PDAs with
convergence. But the challenge we have to face for generating step sizes is to design a completely
new update strategy when the iteration (7) is used, due to completely different iterative scheme
in PDA from the forward-backward splitting. By using linesearch and creating a balance between
step’s increase rate and size, we have achieved our goal.
1.2 Contributions.
Simply speaking, we present golden ratio PDAs by generalizing the convex combination (7) to
the Arrow-Hurwicz method (5), and explore their global convergence. The fixed and adaptive
step sizes are introduced to establish the convergence and improve numerical efficiency. The main
contributions can be summarized in detail as follows:
– Using zn generated as in (7), we propose golden-ratio PDAs with fixed and variable step sizes.
Under the fixed step sizes τ > 0 and σ > 0, the convergence with ergodic rate O(1/N) for the
primal-dual gap is established when τσL2 < 1+
√
5
2 . The variable step sizes are adaptively ob-
tained by linesearch, to improve numerical efficiency. Using variable step sizes, the convergence
with ergodic rate O(1/N) is established as well.
– We present a relaxed version of GRPDA when g = 0, and observe GRPDA is an inexact
ADMM using linearization and indefinite proximal regularization 12‖x − xn−1‖2M with M =
1
τ I − σKK∗, the operator M can be indefinite as τσL2 can be greater than 1 from τσL2 <
1+
√
5
2 . In general, indefinite proximal regularization plays a lighter weight in the objective and
the corresponding subproblem can be solved with a large step size, which may accelerate the
convergence empirically.
– Finally, we apply the golden-ratio PDAs to the tested problems, and illustrate their efficiency.
Interestingly, we may see that the extra iterations used in linesearch for GRPDA is far less
than that for the original PDA (6), which provides benefits for GRPDA in CUP times.
1.3 Organization.
The paper is organized as follows. In Section 2, we provide some useful facts and notations. Section
3 is devoted to our golden-ratio PDA and its relaxed version when g = 0. We prove the convergence
and establish the ergodic convergence rate for the primal-dual gap. In particular, we discuss the
connection to related algorithm that can be interpreted as a linearized ADMM with indefinite
proximal regularization applying to (4). In Section 4, we present a linesearch for GRPDA, and prove
convergence under the standard assumptions. The implementation and numerical experiments, for
solving some problems tested in the existing literatures, are provided in Section 5. We conclude
our paper in the final section.
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2 Preliminaries
Let g : X → (−∞,+∞] be a proper lower semicontinuous convex functions, the proximal operator
Proxλg : X → X is defined as
Proxλg(x) = argmin
y∈X
{
g(y) +
1
2λ
‖x− y‖2
}
, ∀x ∈ X,λ > 0.
Fact 2.1 [5] Let g : X → (−∞,+∞] be a convex function. Then for any λ > 0 and x ∈ X,
p = Proxλg(x) if and only if
〈p− x, y − p〉 ≥ λ[g(p)− g(y)], ∀y ∈ X.
Fact 2.2 Let {an}, {bn} be two nonnegative real sequences, there exists a integer N > 0 such that
an+1 ≤ an − bn, ∀n > N.
Then {an} is convergent and limn→∞ bn = 0.
The following identities appear in many convergence analyses and we will use them many times.
For any x, y, z ∈ Rn and α ∈ R,
〈x− y, x− z〉 = 1
2
‖x− y‖2 + 1
2
‖x− z‖2 − 1
2
‖y − z‖2, (8)
‖αx+ (1− α)y‖2 = α‖x‖2 + (1− α)‖y‖2 − α(1− α)‖x− y‖2. (9)
Let (x¯, y¯) be a saddle point of problem (1), i.e., (x¯, y¯) ∈ S, it therefore satisfies
Kx¯ ∈ ∂f∗(y¯), − (K∗y¯) ∈ ∂g(x¯),
where ∂f∗ and ∂g are the subdifferentials of the convex functions f∗ and g. Throughout the paper
we will assume that f∗ and g are proper (or simple), in the sense that their resolvent operators
have closed-form representations.
By the definition of saddle point, for any (x¯, y¯) ∈ S we have
Px¯,y¯(x) := g(x)− g(x¯) + 〈K∗y¯, x− x¯〉 ≥ 0, ∀x ∈ X,
Dx¯,y¯(y) := f
∗(y)− f∗(y¯)− 〈Kx¯, y − y¯〉 ≥ 0, ∀y ∈ Y.
The primal-dual gap can be expressed as
Gx¯,y¯(x, y) = Px¯,y¯(x) +Dx¯,y¯(y) ≥ 0, ∀(x, y) ∈ (X,Y ). (10)
In certain cases when it is clear which saddle point is considered, we will omit the subscript in P ,
D and G.
3 Golden-Ratio Primal-Dual Algorithm
In this section, we state our golden-ratio PDA (GRPDA) with fixed step size and explore its
convergence, which preserves the same computational cost per iteration as the original PDA (6).
In the case of g = 0, we present a relaxed version of GRPDA using the theory of firmly-nonexpansive
operator, it can numerically accelerate GRPDA with some values of the relaxation factor ρ, e.g.,
ρ ∈ (1, 3/2).
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3.1 GRPDA with fixed step size
Let φ =
√
5+1
2 be the golden ratio, that is φ
2 = 1 + φ. Below, we introduce our GRPDA with fixed
step sizes λ and βλ, when the operator norm of K is easy to estimate and L = ‖K‖ = ‖K∗‖.
Algorithm 3.1 (GRPDA with fixed step size for solving (1))
Step 0. Take β > 0 and φ =
√
5+1
2 , let λ ∈ (0,
√
φ√
βL
), choose x0 = z0 ∈ X, y0 ∈ Y . Set n = 1.
Step 1. Compute  zn =
(φ−1)xn−1+zn−1
φ ,
xn = Proxλg(zn − λK∗yn−1),
yn = Proxλf∗(yn−1 + βλKxn).
(11)
Step 2. Set n← n+ 1 and return to Step 1.
Obviously, GRPDA has the same computational cost as original PDA (6), but exchanges the
updates for xn and yn. As in [22], parameter β in GRPDA plays the role of the ratio between two
fixed steps. We can always choose fixed steps λ and βλ with βλ2 < φL2 in GRPDA.
Lemma 3.1 Let (x¯, y¯) ∈ S, and {(xn, yn)} be a sequence generated by GRPDA. Then for any
(x, y) ∈ X × Y , we have
λG(xn, yn) ≤ 〈xn+1 − zn+1, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+ 〈xn − zn, xn+1 − xn〉
+λ〈K∗yn −K∗yn−1, xn − xn+1〉,
where G(·, ·) is defined in (10)
Proof. By (11) and prox-inequality in Fact 2.1, we have
〈xn+1 − zn+1 + λK∗yn, x¯− xn+1〉 ≥ λ[g(xn+1)− g(x¯)], (12)〈
1
β
(yn − yn−1)− λKxn, y¯ − yn
〉
≥ λ[f∗(yn)− f∗(y¯)]. (13)
Similarly as in (12), for any x ∈ X we have
〈xn − zn + λK∗yn−1, x− xn〉 ≥ λ[g(xn)− g(x)].
Substituting x = xn+1 in the inequality above yields
〈xn − zn + λK∗yn−1, xn+1 − xn〉 ≥ λ[g(xn)− g(xn+1)]. (14)
Adding (12) and (13) to (14), we get
〈xn+1 − zn+1, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+ 〈φ(xn − zn+1), xn+1 − xn〉
+λ〈K∗yn −K∗yn−1, xn − xn+1〉 − λ〈K∗y¯, xn − x¯〉+ λ〈Kx¯, yn − y¯〉
≥ λ[f∗(yn)− f∗(y¯)] + λ[g(xn)− g(x¯)],
where xn − zn = φ(xn − zn+1) is used. By the definition of G in (10), the proof is completed. 
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Theorem 3.1 Let (x¯, y¯) ∈ S and {(xn, yn)} be a sequence generated by GRPDA. Then the se-
quence {(xn, yn)} converges to a solution of (1).
Proof. By Lemma 3.1, (8) and Cauchy-Schwarz inequality, we obtain
‖xn+1 − x¯‖2 + 1
β
‖yn − y¯‖2 + 2λG(xn, yn)
≤ ‖zn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2
−φ‖zn+1 − xn‖2 + (φ− 1)‖xn+1 − zn+1‖2 − φ‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λ‖K∗yn −K∗yn−1‖‖xn+1 − xn‖.
By identity (9) and xn+1 = (1 + φ)zn+2 − φzn+1, we have
‖xn+1 − x¯‖2 = (1 + φ)‖zn+2 − x¯‖2 − φ‖zn+1 − x¯‖2 + (1 + φ)φ‖zn+2 − zn+1‖2
= (1 + φ)‖zn+2 − x¯‖2 − φ‖zn+1 − x¯‖2 + 1
φ
‖xn+1 − zn+1‖2,
then using φ− 1− 1φ = 0 and G(xn, yn) ≥ 0 yields
(1 + φ)‖zn+2 − x¯‖2 + 1
β
‖yn − y¯‖2
≤ (1 + φ)‖zn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2 − φ‖zn+1 − xn‖2 − φ‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λ‖K∗yn −K∗yn−1‖‖xn+1 − xn‖. (15)
From λ <
√
φ√
βL
, we set λ = ζ
√
φ√
βL
with 0 < ζ < 1. It follows that
2λ‖K∗yn −K∗yn−1‖‖xn+1 − xn‖ ≤ 2ζ
√
φ√
β
‖yn − yn−1‖‖xn+1 − xn‖
≤ ζφ‖xn+1 − xn‖2 + ζ 1
β
‖yn − yn−1‖2,
which finally leads to an+1 ≤ an − bn with
an = (1 + φ)‖zn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2,
bn = φ‖zn+1 − xn‖2 + (1− ζ)
[
φ‖xn+1 − xn‖2 + 1
β
‖yn − yn−1‖2
]
.
This together with an ≥ 0, bn ≥ 0 and Fact 2.2 implies that {an} is convergent, lim
n→∞ ‖zn+1−xn‖ =
0, lim
n→∞ ‖xn+1 − xn‖ = 0 and limn→∞ ‖yn+1 − yn‖ = 0, so limn→∞ ‖zn+1 − xn+1‖ = 0.
By the definition of an, the sequence {(zn+1, yn)} is bounded as well as {xn+1} from lim
n→∞ ‖zn+1−
xn+1‖ = 0. Let {(xnk+1, ynk)}k∈N be a subsequence that converges to some cluster (x∗, y∗), then
xnk → x∗. By (12) and (13), we deduce that
〈xnk+1 − znk+1 + λK∗ynk , x− xnk+1〉 ≥ λ[g(xnk+1)− g(x)],〈
1
β (ynk − ynk−1)− λKxnk , y − ynk
〉
≥ λ[f∗(ynk)− f∗(y)],
}
for any (x, y) ∈ X × Y , which implies (x∗, y∗) is a saddle point of problem (1) by passing to the
limit and the fact λ > 0.
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Recall that for any (x¯, y¯) ∈ S the sequence {an} is convergent. Thus, we take (x¯, y¯) = (x∗, y∗)
in the definition of an and label as a
∗
n, then obtain
lim
j→∞
a∗j = lim
k→∞
a∗nk+1
= lim
k→∞
(
(1 + φ)‖znk+1 − x∗‖2 +
1
β
‖ynk−1 − y∗‖2
)
= 0,
which means xn → x∗ and yn → y∗ from lim
n→∞ ‖zn+1 − xn+1‖ = 0. This completes the proof. 
Remark 3.1 Notice that the constant φ in GRPDA is chosen not arbitrary, but as the largest
constant c that satisfies 1c ≥ c − 1 in order to get rid of the term ‖xn+1 − zn+1‖2 in (15). From
λ ∈ (0,
√
φ√
βL
), the larger step size can be applied by choosing the largest constant φ, which is
beneficial to numerical efficiency.
3.2 Ergodic Convergence Rate
For more specific convex-concave saddle point problems, many algorithms exhibit an O(1/N) rate
of convergence [14,24,27], where such an ergodic rate was established. Moreover, Nemirovski has
shown in [27] that this rate is optimal. In this section we prove the same result for GRPDA, using
the ergodic sequence {(XN , YN )}N>1 defined by
XN =
1
N
N∑
l=1
xl and YN =
1
N
N∑
l=1
yl. (16)
It is also important to highlight that functions P (·) and D(·) are convex for fixed (x¯, y¯) ∈ S.
Theorem 3.2 Let {(xn, yn, zn)} be a sequence generated by GRPDA and (x¯, y¯) ∈ S, then
G(XN , YN ) = P (XN ) +D(YN ) ≤ 1
2λN
[
(1 + φ)‖z2 − x¯‖2 + 1
β
‖y0 − y¯‖2
]
.
Proof. First of all, we have by the proof of Theorem 3.1 and bn ≥ 0 that
2λG(xn, yn) ≤ (1 + φ)‖zn+1 − x¯‖2 − (1 + φ)‖zn+2 − x¯‖2
+
1
β
‖yn−1 − y¯‖2 − 1
β
‖yn − y¯‖2.
Summing from l = 1 to N , we get
(1 + φ)‖z2 − x¯‖2 + 1
β
‖y0 − y¯‖2 − (1 + φ)‖zN+2 − x¯‖2 − 1
β
‖yN − y¯‖2 ≥ 2
N∑
l=1
λG(xl, yl).
By convexity of P and D, we observe
N∑
l=1
G(xl, yl) =
N∑
l=1
P (xl) +
N∑
l=1
D(yl) ≥ N [P (XN ) +D(YN )],
where XN and YN are defined in (16). Hence, we conclude
G(XN , YN ) = P (XN ) +D(YN ) ≤ 1
2λN
[
(1 + φ)‖z2 − x¯‖2 + 1
β
‖y0 − y¯‖2
]
,
which finishes the proof. 
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Remark 3.2 Note that when λ =
√
φ√
βL
, the control item 1β ‖yn − yn−1‖2 in bn of the estimate for
yn is lost, we will not be able to prove convergence of {yn}. However in this case, the convergence
of {xn} can still be able to obtained from φ‖zn+1 − xn‖ = ‖zn − xn‖ → 0(n → +∞), and one
can deduce that the sequence {‖yn − y¯‖} is bounded and G(XN , YN ) = O(1/N) from an ≥ 0 and
bn = φ‖zn+1 − xn‖2 ≥ 0.
3.3 Inherent relax property of GRPDA and a relaxed GRPDA when g = 0
Though the relaxed version of GRPDA remains to be observed for general cases, we observe its
inherent relax property for the primal variables. Now, we consider the iteration with a relax step:
z˜n =
(σ−1)xn−1+zn−1
σ ,
x˜n = Proxλg(z˜n − λK∗yn−1),
yn = Proxλf∗(yn−1 + βλKx˜n),
relax step
zn = (1− ρ)zn−1 + ρz˜n,
xn = (1− ρ)xn−1 + ρx˜n,
(17)
with σ > 1 and ρ > 1, where a relax step is adopted only for the primal variables x and z.
It follows from (17) that
x˜n − z˜n = x˜n − [ 1
ρ
zn + (1− 1
ρ
)zn−1]
= x˜n −
[
1
ρ
[σz˜n+1 − (σ − 1)xn] + (1− 1
ρ
)zn−1
]
=
σ
ρ
(x˜n − z˜n+1) + (1− σ
ρ
)x˜n +
σ − 1
ρ
xn − (1− 1
ρ
)zn−1
=
σ
ρ
(x˜n − z˜n+1) + (1− σ
ρ
)x˜n +
σ − 1
ρ
[(1− ρ)xn−1 + ρx˜n]− (1− 1
ρ
)zn−1
=
σ
ρ
(x˜n − z˜n+1) + (σ − σ
ρ
)x˜n + (
1
ρ
− 1)[(σ − 1)xn−1 + zn−1]
=
σ
ρ
(x˜n − z˜n+1) + σ(1− 1
ρ
)(x˜n − z˜n),
we thus have
z˜n+1 =
(ψ − 1)x˜n + z˜n
ψ
,
with ψ = σσ+ρ−σρ . This implies (17) is equivalent with z˜n =
(ψ−1)x˜n−1+z˜n−1
ψ ,
x˜n = Proxλg(z˜n − λK∗yn−1),
yn = Proxλf∗(yn−1 + βλKx˜n).
(18)
Recall that (18) is identified with (11) when ψ = φ =
√
5+1
2 , so the iterative scheme (17) using a
relax step is equivalent with (11) when σσ+ρ−σρ =
√
5+1
2 , see Fig. 1. In other words, the iteration
(11) of GRPDA inherently contains the relax step for variables x and z.
In sequel, we consider relaxed version of GRPDA when g = 0. In this case the primal problem
(2) will be simplified as minx∈X f(Kx). Applying GRPDA to this simple problem, the iterative
scheme reads as  zn =
(φ−1)xn−1+zn−1
φ ,
xn = zn − λK∗yn−1,
yn = Proxλf∗(yn−1 + βλKxn).
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Fig. 1 The plot of σ
σ+ρ−σρ =
√
5+1
2
when σ > 1 and ρ > 1.
It is interesting to represent scheme above as a fixed point iteration:
ξn = F ◦R(ξn−1),
with ξn = (z
>
n , x
>
n , y
>
n )
>,
F =
 I 0 00 I 0
0 0 Proxλf∗
 and R = 1
φ
 I (φ− 1)I 0I (φ− 1)I −φλK∗
βλK (φ− 1)βλK φ(I − βλ2KK∗)
 . (19)
Lemma 3.2 The linear operator R defined in (19) is firmly-nonexpansive when λ ∈ (0,
√
φ√
βL
).
The proof of Lemma 3.2 requires eigenvalue analysis of matrix and is a bit more technical than
expected, and thus we postpone it to Appendix 6.1.
Since operator F is firmly-nonexpansive,R is linear and firmly-nonexpansive when λ ∈ (0,
√
φ√
βL
),
so operator F◦R is 2/3-averaged1 by [5, Proposition 4.32] and (1−3/2)I+(3/2)F◦R is nonexpansive
by [5, Proposition 4.25]. Thus we can adopt a relaxed iterative scheme
relaxed GRPDA:
{
ξ˜n = F ◦R(ξn−1),
ξn = (1− ρ)ξn−1 + ρξ˜n,
where ρ ∈ (0, 32 ). It is known that an overrelaxation parameter larger than 1 can speed up the
convergence though a theoretical justification was still missing.
3.4 Connection to linearized ADMM with indefinite proximal regularization
From [4,13], the original PDA (6) is equivalent with a preconditioned or linearized ADMM with
positive definition proximal regularization. In this section, we discuss the connection of GRPDA
to related algorithm, that can be interpreted as an inexact linearized ADMM with indefinite
proximal regularization applying to 2-block separable problem (4). The main tool for drawing
connection between the algorithms is the Moreau decomposition [28,34].
1 T is averaged with constant α ∈ (0, 1), or α-averaged, if there exists a nonexpansive operator R such that
T = (1− α)I + αR.
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Theorem 3.3 [34, Moreau decomposition] If f : Rm → R is a closed proper convex function and
z ∈ Rm, then
z = arg min
x
f(x) +
1
2α
‖x− z‖22 + α arg min
y
f∗(y) +
α
2
‖y − z
α
‖22, α > 0. (20)
Firstly, we can rewrite GRPDA as
zn =
(φ−1)xn−1+zn−1
φ ,
xn = arg min
x
{g(x) + 〈x,K∗yn−1〉+ 12λ‖x− zn‖2},
yn = arg min
y
{f∗(y)− 〈y,Kxn〉+ 12βλ‖y − yn−1‖2}.
 (21)
Note that y-subproblem in (21) can be expressed as
yn = arg min
y
{f∗(y) + 1
2βλ
‖y − (yn−1 + βλKxn)‖2},
by the Moreau decomposition (20), it is equivalent to{
wn = arg min
w
{f(w)− 〈w, yn−1〉+ βλ2 ‖Kxn − w‖2},
yn = yn−1 + βλ(Kxn − wn).
For the x-subproblem in (21), substituting zn =
(φ−1)xn−1+zn−1
φ yields
xn = arg min
x
{
g(x) + 〈x,K∗yn−1〉+ 1
2λ
‖x− xn−1 − xn−1 − zn−1
φ
‖2
}
= arg min
x
{
g(x) + 〈x,K∗yn−1〉+ βλ2 ‖Kx− wn−1‖2 + 12‖x− xn−1‖2M
+ 1λ 〈x, zn − xn−1〉 − βλ〈x,K∗(Kxn−1 − wn−1)〉
}
= arg min
x
{
g(x) + 〈x,K∗yn−1〉+ βλ2 ‖Kx− wn−1‖2 + 12‖x− xn−1‖2M
+ 1λ 〈x, zn − xn−1〉 − 〈x,K∗(yn−1 − yn−2)〉
}
= arg min
x
{
g(x) + 〈x,K∗yn−2 + 1λ (zn − xn−1)〉+ βλ2 ‖Kx− wn−1‖2 + 12‖x− xn−1‖2M
}
,
where M = 1λI − βλKK∗.
Consequently, we obtain an ADMM-like iteration
zn =
(φ−1)xn−1+zn−1
φ ,
xn = arg min
x
{
g(x) + 〈x,K∗yn−2 + 1λ (zn − xn−1)〉
+βλ2 ‖Kx− wn−1‖2 + 12‖x− xn−1‖2M
}
,
wn = arg min
w
{f(w)− 〈w, yn−1〉+ βλ2 ‖Kxn − w‖2},
yn = yn−1 + βλ(Kxn − wn).

(22)
Comparing (22) with the classic ADMM with penalty parameter βλ
classic ADMM

xn = arg min
x
{
g(x) + 〈x,K∗yn−1〉+ βλ2 ‖Kx− wn−1‖2
}
,
wn = arg min
w
{f(w)− 〈w, yn−1〉+ βλ2 ‖Kxn − w‖2},
yn = yn−1 + βλ(Kxn − wn).
for solving (4), K∗yn−1 in the x-subproblem is modified to be K∗yn−2 + 1λ (zn−xn−1) and proximal
item 12‖x−xn−1‖2M is added. Note that the operator M can be indefinite in (22), as the condition
for convergence in GRPDA is βλ2 < φL2 with φ =
√
5+1
2 . We thus call (22) modified and linearized
golden ratio ADMM with indefinite proximal regularization.
In general, the indefinite proximal regularization is beneficial to improve solution of subproblem,
which may be an explanation why GRPDA performs better than the original PDA for the problems
tested in Section 5
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4 Golden ratio primal-dual algorithm with linesearch
As mentioned before, it is sometimes expensive to estimate the operator norm L of K, and the step
sizes governed by the operator norm L (corresponding to the maximal eigenvalue) may be conser-
vative. We thus introduce a linesearch to estimate step sizes properly, using current information
about the iterates.
Algorithm 4.1 (GRPDA with linesearch (GRPDA-L) for solving (1))
Step 0. Choose x0 = z0 ∈ X, y0 ∈ Y , ψ ∈ (1,
√
5+1
2 ), ε ∈ (0, 1), λ0 > 0 and µ ∈ (0, 1). Set ϕ = 1+ψψ2
and n = 1.
Step 1. Compute
zn =
(ψ − 1)xn−1 + zn−1
ψ
, (23)
xn = Proxλn−1g(zn − λn−1K∗yn−1), (24)
Step 2. Set λn = ϕλn−1 and run
Linesearch:
2.a. Compute
yn = Proxλnf∗(yn−1 + βλnKxn), (25)
δn =
λn
λn−1
. (26)
2.b. Break linesearch if√
βλn‖K∗yn −K∗yn−1‖ ≤ ε
√
ψδn‖yn − yn−1‖. (27)
Otherwise, set λn := µλn and go to 2.a.
From the process of linesearch, it requires computing Proxλnf∗(·) and K∗yn at each iteration.
Note that we can always exchange primal and dual variables in problem (1), it makes sense to choose
for the dual variable in GRPDA-L that one for which the respective prox-operator is simpler to
compute. As introduced in [22, Remark 2], the linesearch becomes extremely simple when Proxλf∗
is a linear (or affine) operator, e.g.,
(i) Proxλf∗(u) = u− λc when f∗(y) = 〈c, y〉;
(ii) Proxλf∗(u) =
1
1+λ (u+ λb when f
∗(y) = 12‖y − b‖2;
(iii) Proxλf∗(u) = u+
b−〈u,a〉
‖a‖2 a when f
∗(y) = δH(y) with the hyperplane H = {u : 〈u, a〉 = b}.
Remark 4.1 In Algorithm 4.1, the increasing rate δn of step size is restricted by ϕ, δn ≤ ϕ and
ϕ ∈ (1, 2) from ϕ = 1+ψψ2 and ψ ∈ (1,
√
5+1
2 ). Large values of ϕ correspond to small ψ. On the other
hand, the larger step size can be obtained from larger ψ by (27). Thus, one needs choosing a proper
ψ ∈ (1,
√
5+1
2 ) to balance step’s increasing rate and size, e.g., ψ = 3/2 and then ϕ = 10/9.
Lemma 4.1 (i) The linesearch in the GRPDA-L always terminates.
(ii) There exists λ > 0 such that λn > λ for all n ≥ 0, namely {λn} is separated from 0.
Proof. (i) Let
ϑ :=
ε
√
ψϕ√
βL
,
note that λn is multiplied by factor µ < 1 in each iteration of the linesearch, and (27) is always
ture for any λn ≤ ϑ, the inner loop can not run infinitely long.
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(ii) Without loss of generality, assume that λ0 > µϑ. Our goal is to show that λn > µϑ from
λn−1 > µϑ. Suppose that λn = ϕλn−1µi for some i ∈ Z+. If i = 0 then λn > λn−1 > µϑ from
ϕ > 1. If i > 0 then λ˜n = ϕλn−1µi−1 does not satisfy (27). Thus, λ˜n > ϑ from (i) and hence,
λn = µλ˜n > µϑ. 
In sequel, we give some lemmas, which play a crucial role in the proof of the main convergence
theorem.
Lemma 4.2 Let (x¯, y¯) ∈ S, and {(xn, yn)} be a sequence generated by GRPDA-L. Then for any
(x, y) ∈ X × Y , we have
λnG(xn, yn) ≤ 〈xn+1 − zn+1, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+ 〈ψδn(xn − zn+1), xn+1 − xn〉
+λn〈K∗yn −K∗yn−1, xn − xn+1〉.
Proof. Using prox-inequality with (24) and (25) gives
〈xn+1 − zn+1 + λnK∗yn, x¯− xn+1〉 ≥ λn[g(xn+1)− g(x¯)], (28)〈
1
β
(yn − yn−1)− λnKxn, y¯ − yn
〉
≥ λn[f∗(yn)− f∗(y¯)]. (29)
Similarly as in (28), we obtain
〈xn − zn + λn−1K∗yn−1, xn+1 − xn〉 ≥ λn−1[g(xn)− g(xn+1)]. (30)
Multiplying (30) by λnλn−1 and using
λn
λn−1
(xn − zn) = ψδn(xn − zn+1) yields
〈ψδn(xn − zn+1) + λnK∗yn−1, xn+1 − xn〉 ≥ λn[g(xn)− g(xn+1)]. (31)
Summation of (28), (29) and (31) gives us
〈xn+1 − zn+1, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+ 〈ψδn(xn − zn+1), xn+1 − xn〉
+λn〈K∗yn −K∗yn−1, xn − xn+1〉 − λn〈K∗y¯, xn − x¯〉+ λn〈Kx¯, yn − y¯〉
≥ λn[f∗(yn)− f∗(y¯)] + λn[g(xn)− g(x¯)].
By the definition of G in (10), the proof is completed. 
Lemma 4.3 Let (x¯, y¯) ∈ S, and {(xn, yn)} be a sequence generated by GRPDA-L. Defining
a¯n : =
ψ
ψ − 1‖zn+1 − x¯‖
2 +
1
β
‖yn−1 − y¯‖2, (32)
b¯n : = ψδn‖zn+1 − xn‖2 + (1− ε)
[
ψδn‖xn+1 − xn‖2 + 1
β
‖yn − yn−1‖2
]
, (33)
we have
a¯n+1 ≤ a¯n − b¯n.
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Proof. By Lemma 4.2, (8) and Cauchy-Schwarz inequality, we obtain
‖xn+1 − x¯‖2 + 1
β
‖yn − y¯‖2 + 2λnG(xn, yn)
≤ ‖zn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2
−ψδn‖zn+1 − xn‖2 − (1− ψδn)‖xn+1 − zn+1‖2 − ψδn‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λn‖K∗yn −K∗yn−1‖‖xn+1 − xn‖. (34)
By (9) and (23), we deduce
‖xn+1 − x¯‖2 = ψ
ψ − 1‖zn+2 − x¯‖
2 − 1
ψ − 1‖zn+1 − x¯‖
2 +
1
ψ
‖xn+1 − zn+1‖2.
Combining this with (34), we obtain
ψ
ψ − 1‖zn+2 − x¯‖
2 +
1
β
‖yn − y¯‖2 + 2λnG(xn, yn)
≤ ψ
ψ − 1‖zn+1 − x¯‖
2 +
1
β
‖yn−1 − y¯‖2
−ψδn‖zn+1 − xn‖2 − (1 + 1
ψ
− ψδn)‖xn+1 − zn+1‖2 − ψδn‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λn‖K∗yn −K∗yn−1‖‖xn+1 − xn‖. (35)
From (27) in linesearch, we observe
2λn‖K∗yn −K∗yn−1‖‖xn+1 − xn‖ ≤ 2ε
√
ψδn√
β
‖yn − yn−1‖‖xn+1 − xn‖
≤ ε
(
ψδn‖xn+1 − xn‖2 + 1
β
‖yn − yn−1‖2
)
.
Recall that ϕ = 1+ψψ2 and δn =
λn
λn−1
≤ ϕ, we observe
1 +
1
ψ
− ψδn ≥ 1 + 1
ψ
− ψ 1 + ψ
ψ2
= 0.
By the definitions of a¯n and b¯n, the proof can be completed. 
Using similar process of Theorem 3.1, we can obtain the following result:
Theorem 4.1 Let (x¯, y¯) ∈ S and {(xn, yn)} be a sequence generated by GRPDA-L. Then the
sequence {(xn, yn)} converges to a solution of (1).
Define the ergodic sequence {(XN , YN )} for N > 1 by
XN =
∑N
l=1 λlxl
sN
and YN =
∑N
l=1 λlyl
sN
with sJ =
N∑
l=1
λl, (36)
we will show the ergodic rate O(1/N) of convergence for the primal-dual gap.
Theorem 4.2 Let {(xn, yn, zn)} be a sequence generated by GRPDA-L and (x¯, y¯) ∈ S, then
G(XN , YN ) = P (XN ) +D(YN ) ≤ 1
2sN
[
ψ
ψ − 1‖z2 − x¯‖
2 +
1
β
‖y0 − y¯‖2
]
.
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Proof. First of all, we have by Lemma 4.3 that
2λnG(xn, yn) ≤ ψ
ψ − 1‖zn+1 − x¯‖
2 − ψ
ψ − 1‖zn+2 − x¯‖
2
+
1
β
‖yn−1 − y¯‖2 − 1
β
‖yn − y¯‖2 − b¯n.
Recall that b¯n ≥ 0. Summing from l = 1 to N , we get
ψ
ψ − 1‖z2 − x¯‖
2 +
1
β
‖y0 − y¯‖2 − ψ
ψ − 1‖zN+2 − x¯‖
2 − 1
β
‖yN − y¯‖2 ≥ 2
N∑
l=1
λlG(xl, yl).
By convexity of P and D, we observe
N∑
l=1
λlG(xl, yl) =
N∑
l=1
λlP (xl) +
N∑
l=1
λlD(yl)
≥ sN [P (XN ) +D(YN )],
where sN , XN and YN are defined as in (36). Hence, we conclude
G(XN , YN ) = P (XN ) +D(YN ) ≤ 1
2sN
[
ψ
ψ − 1‖z2 − x¯‖
2 +
1
β
‖y0 − y¯‖2
]
,
which finishes the proof. 
Taking into account that {λn} is separated from zero from Lemma 4.1, we obtain the O(1/N)
convergence rate for the ergodic sequence {(XN , YN )}N>1 .
5 Numerical Experiments
We present numerical results to demonstrate the computational performance2 of
– GRPDA (Algorithm 3.1) with fixed step size λ =
√
1.618√
βL
;
– GRPDA with linesearch (GRPDA-L, Algorithm 4.1) with ψ = 1.5, µ = 0.7, ε = 0.99;
– relaxed GRPDA (GRPDA-R) when g = 0 with fixed step size λ =
√
1.618√
βL
and ρ = 1.49;
for solving some minimization problems with saddle-point structure. Although GRPDA-L does not
have any restriction on the initial step size, we generate λ0 as in [22], except for some special cases.
Choose any y−1 in a small neighbourhood of the starting point y0 and take
λ0 =
√
ψ‖y−1 − y0‖√
β‖K∗(y−1)−K∗(y0)‖
.
The following state-of-the-art algorithms are compared to investigate the computational effi-
ciency:
– Golden ratio algorithm [23] with adaptive step sizes (denoted by “GRAAL”), with φ = 1.5;
– PDA [13] with fixed step τ = 1√
βL
and σ =
√
β 1L ;
– Primal-dual algorithm with linesearch [22] (denoted by “PDA-L”), with µ = 0.7, α = 0.99 and
τ0 = ‖y−1 − y0‖/(
√
β‖K∗(y−1)−K∗(y0)‖).
We denote the random number generator by seed for generating data again in Python 3.8. All
experiments are performed on an Intel(R) Core(TM) i5-4590 CPU@ 3.30 GHz PC with 8GB of
RAM running on 64-bit Windows operating system.
2 All codes are available at https://github.com/cxk9369010/Golden-Ratio-PDA
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Problem 5.1 (Tomography reconstruction) The tomography reconstruction problem is to ob-
tain a slice image of an object from a set of projections (sinogram). It is mathematically an instance
of a linear inverse problem
Ax = bˆ,
where x ∈ Rn is the unknown image, A ∈ Rm×n is the projection matrix, and b ∈ Rm is the
given sinogram. In practice, however, bˆ is contaminated by some noise ε ∈ Rm, so we observe only
b = bˆ+ ε.
Clearly, we can formulate this linear inverse problem to be a convex feasibility problem to
find a point x ∈ ⋂mi=1 Ci with Ci = {x : 〈ai, xi〉 = bi}. Since the projection matrix A is often
rank-deficient, it is very likely that b /∈ range(A), thus we have to consider
min
x
1
2
||Ax− bˆ||2, (37)
which can be rewritten as a saddle point problem (1) with K = A, f∗(y) = 12‖y‖2 + 〈bˆ, y〉 =
1
2 ||y + bˆ||2 − 12 ||bˆ||2 and g = 0. By [22, Remark 2], Proxλf∗ is linear in this case, we can use
yn = Proxλnf∗(yn−1 + βλnKxn) =
yn−1+βλn(Kxn−bˆ)
1+βλn
,
K∗yn =
K∗yn−1+βλn(K∗Kxn−K∗bˆ)
1+βλn
,
}
(38)
to get yn and K
∗yn in the proposed GRPDAs.
As a particular problem, we test and reconstruct the Shepp-Logan phantom image 256 × 256
(thus, x ∈ Rn with n = 216) from the far less measurements m = 215. We generate the matrix
A ∈ Rm×n from the scikit-learn library as in [23] and define b = Ax+ ε, where ε ∈ Rm is a random
vector, whose entries are drawn from N (0, 1). The starting point is chosen as x0 = (0, · · · , 0) and
y0 = −b.
We compare GRPDA, GRPDA-R and GRPDA-L for solving (37), with EGRAAL using F =
I − T and T = 1m
∑m
i=1 PCi , the original PDA (6) and PDA-L. Fig. 2 shows the original image
and reconstructed results by different methods. In Fig. 3, we report how the residual ‖xn − Txn‖
is changing with respect to the number of iterations. Recall that the CPU time of three PDA
methods with fixed step sizes is almost the same, so one can reliably state that in this case the
convex combination of all previous iterates and over-relax step are efficient for the first-order PDA.
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Fig. 2 The tested and reconstructed images by PDA-L, EGRAAL and GRPDA-L.
We compare our GRPDA-L with PDA-L and EGRAAL, as all of them adopt variable steps. We
see that the residual from two PDA methods is easier to reach smaller value, though it fluctuates
sharply. For the CPU time, EGRAAL performs better than two PDA algorithms, and takes only
half the time of the PDA algorithms.
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Fig. 3 The behavior of residual ‖xn − Txn‖ from different methods with fixed and variable step sizes.
Problem 5.2 (LASSO) We test LASSO problem:
min
x
φ(x) :=
1
2
||Kx− b||2 + µ||x||1
where K ∈ Rm×n is a matrix data, b ∈ Rm is a given observation, and x ∈ Rn is an unknown
signal.
We can rewrite the problem above in a primal-dual form as follows:
min
x∈Rn
max
y∈Rm
g(x) + 〈Kx, y〉 − f∗(y), (39)
where f(p) = 12 ||p− b||2, f∗(y) = 12 ||y||2 + 〈b, y〉 = 12 ||y + b||2 − 12 ||b||2 and g(x) = ω||x||1.
We set seed = 1 and generate some random w ∈ Rn in which s random coordinates are drawn
from N (0, 1) and the rest are zeros. Then we generate ν ∈ Rm with entries drawn from N (0, 0.1)
and set b = Kw + ν. The matrix K ∈ Rm×n is constructed in one of the following ways:
1. All entries of K are generated independently from N (0; 1). The s entries of w are drawn from
the uniform distribution in [−10, 10];
2. First, we generate the matrix B with entries from N (0, 1). Then for any p ∈ (0, 1) we construct
the matrix A by columns Aj , j = 1, · · · , n as follows: A1 = B1√
1−p2 , Aj = p ∗ Aj−1 + Bj . As
p increases, A becomes more ill-conditioned. In this experiment we take p = 0.5 and p = 0.9.
Entries of w are chosen the same as in the first example;
For the primal-dual form (39) of Problem 5.2, we apply primal-dual methods. The values of
parameters are set as in [22], here we rewrite them to facilitate the readers. For PDA (6) and
GRPDA we use σ = 120‖K‖ , τ =
20
‖K‖ . For PDA-L and GRPDA-L we set β = 400. The initial
points for all methods are x0 = (0, · · · , 0) and y0 = Kx0 − b.
For two linesearch-based methods PDA-L and GRPDA-L, we report the extra iterations from
linesearch in Table 1 and may observe that the extra iterations for PDA-L is three times more
than that for GRPDA-L, which is a main reason why the time used by PDA-L is more than that
of GRPDA-L. For the large-size problems, extra time by linesearch is becoming more significant.
To illustrate how does the value φ(xn)−φ∗ (φ∗ = φ(x¯) with (x¯, y¯) ∈ S) change over iterations,
we give convergence plots for the maximum number of iterations set at 10,000. From the results
shown in Fig. 4, primal-dual methods with variable step show better performance with respect
to iterations for the instances of Problem 5.2. And for the first two problems, GRPDA-L is more
efficient than other PDA-based methods.
Problem 5.3 (Min-max matrix game) The second problem is the following min-max matrix
game
min
x∈∆n
max
y∈∆m
〈Kx, y〉 , (40)
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Table 1 Results from PDF-L and GRPDA-L for Problem 5.2. In the table, “Iter for linesearch” stands for the
extra iterations for linesearch.
Problem PDA GRPDA PDA-L GRPDA-L
n m s Time Time Iter for linesearch Time Iter for linesearch Time
500 500 10 1.0 1.0 9965 1.6 2945 1.5
1000 200 10 0.9 1.1 9760 1.6 2944 1.5
Way 1 1000 500 50 1.6 1.8 9862 2.7 2943 2.4
3000 200 20 2.3 2.9 9760 3.5 2945 3.2
5000 1000 50 70.9 77.3 9760 98.9 2944 90.7
500 500 10 1.0 1.0 9967 1.6 2943 1.5
1000 200 10 1.0 1.1 9760 1.6 2944 1.5
Way 2 1000 500 50 1.6 1.7 9952 2.6 2942 2.4
p = 0.5 3000 200 20 2.8 3.0 9760 3.5 2944 3.2
5000 1000 50 71.3 72.4 9761 96.9 2944 90.1
500 500 10 0.9 0.9 9973 1.6 2944 1.4
1000 200 10 0.9 1.0 9976 1.6 2942 1.4
Way 2 1000 500 50 1.7 1.9 9986 2.4 2947 2.1
p = 0.9 3000 200 20 2.3 2.9 9762 3.6 2943 3.4
5000 1000 50 71.4 72.5 9975 94.9 2941 90.3
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(a) Way 1.
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(b) Way 2 with p = 0.5.
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Fig. 4 Comparison of φ(x)− φ∗ for solving Problem 5.2 with n = 1000, m = 200 and s = 10.
where x ∈ Rn, y ∈ Rm, K ∈ Rm×n, and ∆m, ∆n denote the standard unit simplices in Rm and
Rn respectively.
The variational inequality formulation of (40) is:
〈F (z∗), z − z∗〉+G(z)−G(z∗) ≥ 0 ∀z ∈ Z,
where
Z = Rn × Rm, z =
(
x
y
)
, F =
[
0 K∗
−K 0
]
, G(z) = δ∆n(x) + δ∆m(y).
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For a comparison we use a primal-dual gap (PD gap) as in [22], which can be easily computed
for a feasible pair (x, y), defined as
G(x, y) := max
i
(Kx)i −min
j
(K∗y)j .
The initial point in all cases is chosen as x0 =
1
n (1, · · · , 1) and y0 = 1m (1, · · · , 1). We use the
algorithm from [15] to compute projection onto the unit simplex. For PDA and GRPDA we set
τ = σ = 1‖K‖ , which we compute in advance. For PDA-L and GRPDA-L we set β = 1 (the same
as τ = σ in PDA).
We consider four differently generated samples of the matrix K ∈ Rm×n with seed = 50:
1. m = 100, n = 100. All entries of K are generated independently from the uniform distribution
in [−1, 1];
2. m = 100, n = 100. All entries of K are generated independently from the normal distribution
N (0, 1);
3. m = 500, n = 100. All entries of K are generated independently from the normal distribution
N (0, 10);
4. m = 100, n = 200. All entries of K are generated independently from the uniform distribution
in [0, 1].
Table 2 Results of different methods for Problem 5.3.
Example (m,n)
PDA GRPDA PDA-L GRPDA-L
Time Time Iter for linesearch Time Iter for linesearch Time
1 (100, 100) 6.3 6.7 59262 13.3 17722 9.8
2 (100, 100) 6.3 6.5 59309 12.8 17721 9.2
3 (500, 100) 10.3 10.3 59762 21.1 17721 15.8
4 (100, 200) 7.5 7.6 58723 14.9 17715 10.5
For every case we report the computing time (Time) measured in seconds for 60,000 iterations,
and show the primal-dual gap vs the number of iterations. The results are presented in Table 2
and shown in Fig. 5. For PDA-L and GRPDA-L, we report the extra iterations for implementing
linesearch, and may observe that the extra iterations for PDA-L is about three times more than that
for GRPDA-L. The execution time of all iterations for PDA and GRPDA is almost the same from
Table 2, PDA-L is about 1.5 times more expensive than PDA, and GRPDA-L is faster than PDA-L
due to fewer extra iterations from linesearch. By the results in Fig. 5, PDA-L and GRPDA-L show
better performance than PDA and GRPDA for the instances of Problem 5.3.
6 Conclusions
In this work, we have presented a new remedy for the Arrow-Hurwicz method to establish con-
vergence, and proposed golden ratio primal-dual algorithms with fixed and variable step sizes by
linesearch. The convergence and convergence rate O(1/N) are established. Moreover, we observe
that the proposed GRPDA is a modified and linearized ADMM with indefinite proximal regular-
ization.
Interestingly, there are still several questions, which need to be adressed in the future: (a) how
to accelerate for problems where either the primal or dual objective is uniformly convex; (b) from
the papers [35,36,10,37], it is observed that using some inertia and relaxation for the optimization
algorithm often accelerates the latter. In our golden ratio PDA, it will be in particular interesting
to do so.
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Fig. 5 Comparison of PD gap for solving Problem 5.3.
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Appendix 6.1 (Proof of Lemma 3.2)
Lemma 6.1 [5, Proposition 4.2] Let D be a nonempty subset of H and let T : D → H. Then the
following are equivalent:
(i) T is firmly nonexpansive;
(ii) 2T − I is nonexpansive.
Proof of Lemma 3.2.(From Lemma 6.1, we need to show 2R− I is nonexpansive.)
Let θ ∈ C (the set of complex numbers) and ξ = (z>, x>, y>)> be the eigenvalue and eigenvector
of 2R− I, respectively. It follows that (2R− I)ξ = θξ. Combining with (19), we have
(
2
φ
− 1)z + (2− 2
φ
)x = θz, (S1)
2
φ
z + (1− 2
φ
)x− 2λK∗y = θx, (S2)
2βλK(
1
φ
z + (1− 1
φ
)x) + (I − 2βλ2KK∗)y = θy. (S3)
If θ = −1, the corresponding eigenvectors are ξ = ((1 − φ)x>, x>, 0>)> with x ∈ X. If θ = 1,
the corresponding eigenvectors are ξ = (x>, x>, y>)> with x ∈ null(K) (null space of K) and
y ∈ null(K∗). Next, we consider the case of θ 6= −1 and θ 6= 1.
Firstly, we assert that KK∗y 6= 0. Otherwise, by (S1)-(S3) we have
(θ + 1)(Kz −Kx) = 0,
βλ(θ + 1)Kx = (θ − 1)y.
}
(S4)
Then, from θ 6= −1, we have Kz −Kx = 0, then Kx = θKx from (S1), which implies Kx = 0 by
θ 6= 1. Finally, using θ 6= 1 and the second part of (S4) gives y = 0, this along with (S1) and (S2)
leads to x = z = 0. This contradicts with the fact that ξ is an eigenvector.
Let θ1 :=
θ+1
2 , then θ1 6= 0 and θ1 6= 1 due to θ 6= −1 and θ 6= 1. It follows from (S1) that
x =
φ(θ1 − 1φ )
φ− 1 z. (S5)
Multiplying both sides of (S2) by K and using (S1), we get
K(
1
φ
z + (1− 1
φ
)x)− λKK∗y = θ1Kx,
so θ1K(z − x) = λKK∗y. This together with (S5) gives
φ(1− θ1)
φ− 1 θ1Kz = λKK
∗y.
Note that θ1 6= 1, we have
θ1Kz =
1− θ1
|1− θ1|2 (1−
1
φ
)λKK∗y,
where θ1 is the complex conjugate of θ1. Consequently, we observe from (S3) that
(1− θ1)y =
[
1−
(1− θ1)(1− 1φ )
|1− θ1|2
]
βλ2KK∗y, (S6)
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which implies that y 6= 0 is an eigenvector of KK∗. Note that KK∗ is real symmetric, positive
semidefinite and ‖K‖ = L, its eigenvalues are real and small than L2, so there exists φ1 ∈ (0, φ)
such that
βλ2KK∗y = φ1y,
by 0 < λ <
√
φ√
βL
and KK∗y 6= 0.
Denoting θ := a+ ib ∈ C, then θ1 = 1+a2 + i b2 . We deduce from (S6) and y 6= 0 that
1− a =
[
2−
(1− a)(1− 1φ )
|1− θ1|2
]
φ1, (S7)
b =
b(1− 1φ )φ1
|1− θ1|2 . (S8)
Case (i). If b = 0, we have a2 − (2− φ1)a+ (1 + 2φ1 − 4φ1φ ) = 0 from (S7), it is easy to obtain
θ = a ∈ (−1, 3− 2φ), using a ∈ R and 0 < φ1 < φ.
Case (ii). If b 6= 0, we have |1 − θ1|2 = (1 − 1φ )φ1 from (S8), then using (S7) and (S8) yields
a = 1− φ1 and b2 = 4(1− 1φ )φ1 − φ21. Thus, by φ = 1+
√
5
2 we have
|θ| =
√
a2 + b2
=
√
(1− φ1)2 + 4(1− 1
φ
)φ1 − φ21
=
√
1− 2φ1( 2
φ
− 1)
< 1.
Based on the discussion above, we observe |θ| ≤ 1 for any 0 < λ <
√
φ√
βL
. Then we complete the
proof. 
