Abstract. In this paper we study the asymptotic behavior of second-order uniformly elliptic operators on weighted Riemannian manifolds. We appeal to the notion of H-convergence introduced by Murat and Tartar. In our main result we establish an H-compactness result that applies to elliptic operators with measurable, uniformly elliptic coefficients on weighted Riemannian manifolds. We further discuss the special case of "locally periodic" coefficients and study the asymptotic behavior of the LaplaceBeltrami operator on families of weighted manifolds obtained from a reference manifold by a conformal (rapidly oscillating) change of metrics.
Introduction
We study variational convergence on a weighted Riemannian manifold. The problems under investigation are
• H-compactess for second-order uniformly elliptic operators L ε on a general weighted Riemannian manifold; • asymptotic behavior of Riemannian manifolds w.r.t. conformal changes (on small length-scales) of metrics. Our study is inspired by recent progress in variational convergence for forms on spaces more general than R n or varying domains (see [10, 12, 16, 2, 8] and the references within). However, while those studies are based on the notion of Mosco convergence ( [15] ), our approach is rather different. We extend the Tartar and Murat's H-compactess result on R n to elliptic problems on general weighted Riemamnian manifolds, and (as corollary) we obtain Mosco convergence of the associated energy forms. Throughout the paper we assume that M = (M, g, µ) is a connected, n-dimensional (n ≥ 2), smooth weighted Riemannian manifold with metric g, measure µ, and without boundary. We assume that µ has a smooth positive density σ against the Riemannian volume associated with g. We are interested in second-order elliptic operators of the form
, and L denotes a uniformly elliptic coefficient field defined on Ω. More precisely, for λ > 0 and Ω ⊂ M open, we denote by M(Ω, λ, Λ) the set of all measurable (1, 1)-tensor fields L : Ω → Lin(T * Ω) that are uniformly elliptic and bounded in the sense that for µ-a.e. x ∈ Ω and all ξ ∈ T *
x Ω (ξ, L(x)ξ) ≥ λ|ξ| 2 ,
where (·, ·) denotes the inner product in T * (See Remark 1 below for a discussion of m 0 (Ω)). Given a family (L ε ) ε>0 ⊂ M(Ω, λ, Λ) and f ∈ H −1 (Ω) we study the asymptotic behavior as ε ↓ 0 of the solution u ε ∈ H 1 0 (Ω) to the equation
where m denotes a fixed scalar satisfying m > m 0 (Ω) λ
. By the Lax-Milgram lemma, (3) admits a unique solution u ε ∈ H 1 0 (Ω) satisfying (4) u ε H 1 (Ω) ≤ C(Ω, λ, m) f H −1 (Ω) .
Remark 1.
We briefly comment on the constant m 0 (Ω), which appears in the lower bound condition for m in (3). If Ω is compact, then we have Poincaré's inequality (for functions with zero mean), (Ω) is a proper subspace of H 1 (Ω), and Poincare's inequality (for functions with vanishing boundary conditions), implies that satisfy u ε ⇀ u 0 weakly in
In that case we write L ε H → L 0 in (Ω, µ, g) as ε → 0.
Our main result is the following H-compactness statement: , and sequences (f ε ) ⊂ L 2 (Ω) and (F ε ) ⊂ L 2 (T * Ω) with
the solutions u ε , u 0 ∈ H 1 0 (Ω) to
For the proof see Section 2.1. The theorem is an extension of a classical result by Tartar and Murat in [17] where (scalar) elliptic operators of the form −div(A ε ∇) on R d are considered. Their result has been extended to a large class of elliptic equations on R d including e.g. linear elasticity [3] and monotone operators for vector valued fields [4] .
If we restrict to symmetric coefficient fields, i.e. L * ε = L ε (where * denotes transposition), the solutions to (5) can be characterized as the unique minimizers to appropriate quadratic, strictly convex functionals defined on H 1 0 (Ω), e.g. u ε is the unique minimizer of the functional
In this symmetric situation we can appeal to variational notions of convergence, in particular Γ-convergence and Mosco convergence. The latter is extensively used to study the convergence properties of the associated evolution (i.e. the semigroup generated by d * (L ε d)), e.g. see [10, 11, 9, 14, 13] . A simple argument (that we outline for the reader's convenience -together with the definition of Mosco convergence -in the appendix) shows that H-convergence implies Mosco convergence (resp. Resolvent convergence):
The notion of Mosco convergence only directly yields strong convergence of (u ε ) in L 2 (M) (and weak convergence in H 1 (M)). The notion of H-convergence is a bit stronger, since it also yields convergence of the fluxes L ε du ε . In contrast, Mosco convergence in conjunction with the Div-Curl Lemma, see Lemma 2 below, only yields convergence of the L 2 -projection of L ε du ε onto the orthogonal complement of {dφ :
. See a work by Hino [6] for a non-symmetric generalization of Mosco convergence. The precise form of the H-limit in Theorem 1 depends on the subsequence that is extracted. In Section 3 we study coefficient fields with a specific structure that we describe in local coordinates. In particular, we consider "locally periodic coefficients", i.e. we assume that L ε in local coordinates has a periodic structure on scale ε. We prove that in this case the H-limit is uniquely determined and can be computed by means of a homogenization formula (that invokes an elliptic problem in local coordinates), see Lemma 8 below. As an example we consider spherically symmetric manifolds where we discuss laminate-like coeffitient fields, i.e. L ε is periodic in the rotational direction on scale ε.
In Section 4 we apply our results to families of manifolds that are obtained by a conformal change of the metric of a reference manifold and study the asymptotic behavior of the associated Laplace-Beltrami operator, see Proposition 2. As in the previous section we illustrate the result using the example of spherically symmetric manifolds.
We conclude this introduction by explaining the notation used in this paper.
Notation. For the background of the analysis on manifolds, we refer the readers to [5, 7] .
• We write ω ⋐ Ω if ω is an open set such that the closure ω is compact and ω ⊂ Ω.
• We use the notation (·, ·)(x) = g(·, ·)(x) and |ξ|(x) = g(ξ, ξ)(x) to denote the inner product and induced norm in T * x M at x ∈ M. We tacitly simply write (ξ, η) and |ξ| instead of (ξ, η)(x) and |ξ|(x) if the meaning is clear from the context.
the Hilbert space of square integrable functions and denote by
the associated norm.
• We denote by C ∞ c (Ω) the space of smooth compactly supported functions, and by H 1 (Ω, g, µ) the usual Sobolev space on (Ω, g, µ), i.e. the space of functions u ∈ L 2 (Ω, g, µ) with distributional first derivatives in L 2 (Ω, g, µ). Equipped with the norm
(and the usual inner product), H 1 (Ω, g, µ) is a Hilbert space.
• We denote by
and use the notation F, u (Ω,g,µ) to denote the dual pairing of F ∈ H −1 (Ω, g, µ) and u ∈ H 1 0 (M, g, µ). We tacitly simply write Ω (instead of (Ω, The general idea for the proof of Theorem 1 is to adapt the method of oscillating testfunctions -introduced by Tartar and Murat (e.g. see [17] ) in the flat case (M = R n ) -to the manifold setting. In contrast to the flat case, we require a localization argument, since the cotangent spaces T x M change when x varies in M. We therefore first establish H-compactness restricted to sufficiently small balls B (see Proposition 1 below) and then argue by covering M with countably many of such balls. In the following we first state various auxiliary lemmas required for the proof and state Proposition 1 which yields Hcompactness on small balls. We then present the proof of Theorem 1 and Proposition 1 in Section 2.1 and Section 2.2. The proofs of the auxiliary lemmas are contained in Section 2.3.
A central role in the method of oscillating test-functions is played by the celebrated Div-Curl Lemma ([17, Lemma 1]), which we recall in the following form:
We present the short proof of the above manifold-variant of the original Div-Curl Lemma for the reader's convenience in Section 2.3. Another ingredient that we frequently use is the following functional analytic compactness statement.
Lemma 3. Let V be a reflexive separable Banach space and (T ε ) be a sequence of linear operators T ε : V → V ′ that is uniformly bounded and coercive, i.e. there exists C > 0 (independent of ε) such that the operatornorm of T ε is bounded by C and
Then there exists a linear bounded operator T 0 : V → V ′ satisfying (6) and for a subsequence (not relabeled) we have T in the weak operator topology, that is for all f ∈ V ′ we have T
The proof is standard and we refer to e.g. [17, Proposition 4] . With help of the previous two lemmas we can establish the following localized H-compactness statement via the method of oscillating test-functions.
denote an open ball with radius smaller than the injectivity radius at its center. Then there
which is the open ball with the same center point and half the radius of B.
To lift Proposition 1 from small balls to the whole manifold we cover M by a countable collection of sufficiently small balls and pass to a diagonal sequence that features Hconvergence on each of these balls. In order to guarantee that the H-limits associated with these balls are identical on the intersections of the balls, we appeal to the following lemma, which in particular establishes the uniqueness and locality property of H-convergence:
. Finally, to prove that H-convergence on the individual balls yields H-convergence on the entire manifold, and in order to treat the varying right-hand sides in part (b) of Theorem 1, we apply the following lemma.
2.1. Proof of Theorem 1. The proof is structured as follows: In Step 1 we pass to a subsequence and define the H-limit L 0 by appealing to a covering of M by balls, Proposition 1, and Lemma 4; (at this point we only have H-convergence on balls). In
Step 2 we show part (b) of the theorem and recover (a) as a special case.
In the proof we pass to various subsequences and it turns out to be necessary to keep track of them. For a lean notation we denote by E ⊂ (0, ∞) the set of ε's of the given sequence (L ε ) = (L ε ) ε∈E . We represent subsequences by means of subsets E ′ , E ′′ , . . . ⊂ E that have a cluster point at 0. We follow the convention to write
iff for any sequence (ε j ) j∈N ⊂ E ′ with ε j → 0 we have c ε j → c 0 .
Step 1. Choice of the subsequence and definition of L 0 . Let (B j ) denote a countable covering of M by open balls with 4B j ⋐ M such that the radius of B j is smaller than a quarter of the injectivity radius of M at the center of
Step 2. Proof of (b).
, and take
We extract a subsequence E ′′ ⊂ E ′ such that
and that J 0 = L 0 du 0 . For the argument we use the covering (B j ) of M described in
Step 1. Let η j ∈ C ∞ c (M) denote a partition of unity subordinate to (B j ), in the sense that supp η j ⋐ B j and
Moreover set v j,ε := η j u ε and note that v j,ε ∈ H 1 0 (B j ). Since (9) holds in particular for all ϕ ∈ H 1 0 (B j ), we infer that v j,ε is the unique solution in
, and the convergence properties of (f ε ) and (F ε ), we deduce that
Hence, Lemma 5 implies that v j,0 ∈ H 1 0 (B j ) is the weak solution to
Since ∞ j=1 η j = 1 we deduce that ∞ j=1 dη j = 0, and thus
In particular, summation of (11) yields
and on the other hand, by summation of (9), and by (10) ,
The combination of the previous two identities yields (8) . Since the latter adimts a unique solution, we deduce that the convergence holds for the entire subsequence E ′ . Finally we note that if
The same is true if m = 0 and f ε → f 0 strongly in L 2 (Ω). To see this, first note that by L ε du ε ⇀ L 0 du 0 and Lemma 2 we havê
Thus, since we may pass to the limit in products of weakly and strongly convergent sequences,
. This completes the argument for part (b).
Step 3. Proof of part (a)
B and therewith identify L 0 as the H-limit. Moreover we gain the ellipticity of L 0 using the Div-Curl Lemma (Lemma 2).
Step 
B :
T
We claim that there exists a unique measurable tensor field L 0 :
B)), a subsequence E ′ ⊂ E (using the same notation as in the proof of Theorem 1), and functions (v 1,ε ), . . . , (v k,ε ) ⊂ H 1 0 (B) (the so called oscillating test functions) such that for k = 1, . . . , n and ε ∈ E ′ we have
B)).
For the argument note that by uniform ellipticity of L * ε and the boundedness of B, there exists C = C(B, λ) > 0 such that
and thus by Lemma 3 there is L * 0 : 
Since dv 1 , . . . , dv n span T * (
B) the identity
B. Hence, L 0 (the adjoint of L * 0 ) satisfies the last identity in (12) . It remains to check the strong convergence of (L * ε v k,ε ). In fact the stronger statement L * ε v k,ε = L * 0 v k is valid, which is a direct consequence of the definition of v k,ε .
Step 2. H-convergence towards L 0 in 1 2
B.
Let E ′ denote the subsequence, L 0 the tensor field, (v k,ε ) the oscillating test functions of Step 1. We prove that (
B and consider
Arguing as in the previous step, we can find another subsequence E ′′ ⊂ E ′ and a bounded linear, coercive operator
in the weak operator topology for ε ∈ E ′′ .
We claim that
For the argument fix u 0 ∈ H 1 0 (ω) and set u ε := L −1 ε L 0 u 0 so that by (13), (15) u ε ⇀ u 0 weakly in
Combined with the identity d * J ε = L 0 u 0 (which follows from the definition of u ε ) we find that
Hence, for any test function ρ ∈ C ∞ c (ω), the convergence properties of (v k,ε ) yield
On the other hand, since L *
B) by (12), the Div-Curl Lemma (Lemma 2) yieldŝ
Hence, by combining the previous two identities we conclude that
Since ρ ∈ C ∞ c (ω) is arbitrary and since dv 1 , . . . , dv n span T * (ω), we get J 0 = L 0 du 0 µ-a.e. in ω. Thus (14) follows from (17) . Moreover, since J 0 and L 0 are uniquely determined by L 0 , the convergence in (13), (15) , and (16) holds for the entire sequence E ′ (which in particular is independent of ω). Next we argue that L 0 ∈ M(ω, λ, Λ). Indeed, from (15) and (16) and Lemma 2 we learn that for any non-negative ρ ∈ C ∞ c (ω) we havê
By uniform ellipticity of L ε in form of (1), we have´ω(L ε du ε , du ε )ρ ≥ λ´ω |du ε | 2 ρ, and thusˆω
Since this is true for all u 0 and ρ, we conclude that L 0 satisfies the lower ellipticity condition, cf. (1) µ-a.e. in ω. On the other hand (2) implieŝ
and thus by the same reasoning as before, we get for µ-a.e. x ∈ ω and all ξ ∈ T *
0 (x)ξ ′ yields the boundedness condition, cf. (2). Since the above arguments hold for arbitrary ω ⋐
Proof of the auxiliary lemmas.
Proof of Lemma 2. In the case v ε ∈ H 1 0 (Ω) the statement follows by an integration by parts. In the general case, for ρ ∈ C ∞ c (Ω) we have
Regarding the first term of the right-hand side of (18),
For the second term of the right-hand side of (18), since ) . Hence, the right-hand side of (18) converges to´Ω(ξ, dv)ρ.
Proof of Lemma 4 part (a)
. Let x ∈ ω and denote by B ⋐ ω an open ball centered at x and with a radius that is smaller than the injectivity radius of Ω at x. Thanks to the latter, we can find
Fix k ∈ {1, . . . , n} and define
By H-convergence of (L ε ) and the definition of f , we get v ε ⇀ v k weakly in
, and thus ( L 0 − L 0 )dv k = 0 µ-a.e. in B. Since k was arbitrary, the last identity holds for all k = 1, . . . , n. Hence (19) yields L 0 = L 0 µ-a.e. in 1 2 B. Since x is arbitrary, the last identity holds µ-a.e. in ω.
Proof of 4 part (b).
It suffice to show that u ε ⇀ u 0 weakly in
and the convergence of fluxes
Since the limiting equation uniquely determines u 0 , it suffices to prove the statements up to a subsequence.
Step 1. Convergence of (u ε ). By a standard energy estimate and the uniform boundedness of (L * ε ) the sequences (u ε ) and (L * ε du ε ) are bounded in H 1 0 (ω) and L 2 (T * ω), respectively. Hence, there exists u 0 ∈ H 1 0 (ω) and J 0 ∈ L 2 (T * ω) such that for a subsequence (not relabeled),
and thus
Since, on the other hand we havê
we may conclude L * B we set
where
and thus J 0 = L * 0 du 0 .
Proof of Lemma 5. Since the claimed limit equation uniquely determines u 0 , it suffices to prove the statement up to a subsequence. First note that (up to a subequence) (u ε ) converges weakly in
and thus v ε → v 0 in L 2 (ω) by compact embedding. Together with u ε ⇀ u 0 weakly in
On the other hand we havê
By the argument of Step 2 in the proof of Lemma 4 (b), we deduce that J 0 = L 0 du 0 , which completes the argument.
H-convergence on a local coordinate chart
For a general sequence of coefficient fields (L ε ) the H-limit L 0 obtained by Theorem 1 depends on the choice of the subsequence. In contrast, if the coefficient field features a special structure, then the H-limit is unique, the convergence holds for the entire sequence and one might even have a homogenization formula for L 0 . In the flat case M = R n such results are classical. The simplest (non-trivial) example is periodic homogenization when
) and L is sampled from a stationary and ergodic ensemble, see the seminal papers [19] or [18] for a selfcontained introduction to periodic and stochastic homogenization. In the flat case these results rely on the fact that we can define an ergodic group action on the manifold M. For general manifolds this is not possible. In this section we first make the simple observation that a coefficient field locally H-converges if and only if the coefficient field expressed in local coordinates H-converges, and secondly, obtain H-convergence and a homogenization formula for locally periodic coefficient fields on general manifolds.
For this purpose we fix (Ω, Ψ; x 1 , x 2 , . . . , x n ) a relatively-compact local coordinate chart of M and set U := Ψ(Ω) ⊂ R n . We will suppress Ψ when the meaning is clear from the context. We note that the metric g is uniformly bounded both from below and above on Ω in the sense that there exists C ∈ (0, ∞) such that
and σ is the density of µ against the Riemannian volume measure. (Here and below we use Einstein's summation convention).
Lemma 6. In the situation above there exist 0 < λ ′ ≤ Λ ′ < ∞ (only depending on λ, Λ and the constant in (20)) such that a.e. in U we have
where " · " denotes scalar product in R n .
Proof.
We identify x ∈ Ω and the corresponding point in U. Since g is uniformly bounded from above and below, and L is uniformly elliptic, there exists a positive constant C ′ (only depending on λ, Λ and the constant in (20)) such that
and
and thus the statement follows.
Next we express the elliptic equation in local coordinates.
be the vector field on U with the coefficients F i = g ij ξ j where ξ j is defined by ξ = ξ j dx j . Then
where " · " stands for the scalar product in R n .
With help of this transformation we can make the following observation:
and denote by A ε , A 0 the associated coefficient fields on U defined by (21). Then the following assertions are equivalent.
(2) (A ε ) H-converges to A 0 on U equipped with the standard Euclidean metric and measure.
Proof. We prove only (2) =⇒ (1) as the opposite implication can be proved in the same
By (22), u ε is the solution to
By (23)
Hence,
Since (24) is equivalent to
together with (25) and (26) we arrive at the conclusion.
On the level of A ε (which is defined on the "flat" open subset U ⊂ R n ), we can naturally consider periodic homogenization. In the following we denote by Y := [0, 1) n the reference cell of periodicity and by H 1 # (Y ) the Hilbert-space of Y -periodic functions φ ∈ H 1 (Y ) with zero average, i.e.´Y φ = 0. Given a uniformly elliptic coefficient field A = A(x, y) on U × R n , assumed to be continuous in x and Y -periodic in y, we define the homogenized matrix A hom = A hom (x) on U associated with A by the homogenization formula, for all j = 1, . . . , n and x ∈ U, (27)
A hom (x)e j =ˆY A(x, y)(∇ y φ j (x, y) + e j ) dy,
where (e j ) is the standard basis in R n , and φ j ∈ L 2 (U; H 1 # (Y )) denotes the unique weak solution tô
By appealing to periodic homogenization, we can make the following observation:
. . , x n ) denote a local coordinate chart as discussed above. Assume that the coefficient field A ε on U ⊂ R n associated with L ε on Ω takes the form
where A hom : U → R d×d denotes the homogenized matrix associated with
The proof is a direct consequence of Lemma 7 and the well-known fact from periodic homogenization that A ε (x) = A(x, 
in the polar coordinates (r, θ) (see e.g. [5] ). For example, • R 2 is a model with R = ∞ and s(r) = r; • S 2 without pole is a model with R = π and s(r) = sin r; • H 2 is a model with R = ∞ and s(r) = sinh r.
For the sake of simplicity we normalize
a.e. in M and assume that M ∋ (r, θ) → L # (r, θ, y) is continuous for a.e. y ∈ R and y → L # (r, θ, y) is measurable and 1-periodic for all (r, θ) ∈ M. Denoting by {φ(t)} the one-parameter group
the coefficient field L ε oscillates (on scale ε) along φ, while it is slowly varying in the radius direction. We therefore call L ε a laminate-like coefficient field on M.
By Theorem 1 we have L ε H → L 0 for a subsequence and some coefficient field L 0 . As we shall see below, the limit L 0 can be expressed by a "homogenization formula" that uniquely determines L 0 in terms of L # . Hence, L 0 is independent of the chosen subsequence and we conclude that L ε H → L 0 for all sequences ε ↓ 0. Consider the special case
with a # , b # : R → (λ, Λ) measurable and 1-periodic. Above, we tacitly expressed
. In this case we may represent L 0 with help of the arithmetic and harmonic mean of a # and b # to express the diffusivity orthogonal to the flow φ and aligned to the flow φ, respectively:
In order to prove these claims it suffices to identify L 0 locally. Consider an open, bounded set ω ⋐ M. We may assume without loss of generality that ω does not intersect the curve {(r, θ) : θ = 0}. Denote the chart of polar coordinates by Ψ and define U ⊂ R 2 by U := Ψ(ω). According to (21) we associate to L ε a coefficient field A ε on U. It can be written in the form A ε (r, θ) = A # (r, θ, θ ε ) with
where we identified L # (r, θ, y) with the corresponding coefficient matrix in polar coordinates. Since L ε H → L 0 on ω, we have A ε H → A 0 on U by Lemma 7. On the other hand, since A ε is a coefficient field of the form A # (r, θ, θ ε ) with A # being continuous in the first two components and periodic in the third component, the periodic homogenization formula (27) applies and we deduce that A 0 only depends on L # and the metric g (but not on the extracted subsequence). Hence, L 0 is uniquely determined by L # and the metric, and thus H-convergence holds for the entire sequence. We finally discuss the special case (28) for which we obtain The above identities can be seen by evaluating (27), which in the case of laminates can be done by hand.
Application to conformal change of metrics
In this section we discuss (as an application of our results) the asymptotic behavior of a family of manifolds (M, g ε , µ ε ) that we obtain from a reference manifold (M, g, µ) via a conformal change of metrics that invokes scalar functions σ ε ∈ L ∞ (M, µ). In the following we assume that
as it is e.g. the case when M is compact. In addition, we suppose that there exists C > 0 such that for all ε > 0 we have
1 C < σ ε < C µ-a.e. in M.
For ε > 0 we consider the manifold M ε = (M, g ε , µ ε ) with metric g ε = σ ε g and measure µ ε = σ Proof. By Theorem 1 there exists a subsequence such that the uniformly elliptic coefficient field L ε := σ n 2 +1 ε I (with I denoting the identity on T * M) H-converges on the reference manifold (M, g, µ) to some limit coefficient field L 0 . By passing to a further subsequence, we may additionally assume that σ 
+1) 0
L 0 . We now study the asymptotic behavior of the equation for u ε . Writing mu ε + ∆ ε u ε = f ε in a weak form, M mu ε ψ + g ε (du ε , dψ) dµ ε =ˆM f ε ψ dµ ε for all ψ ∈ C ∞ 0 (M), and expressing this by the original metric g, (31)ˆM σ ε g(du ε , dψ) σ n 2
