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O mundo contemporâneo é caracterizado por sistemas de grande dimensão e 
de natureza marcadamente complexa, sócio-técnica e interdisciplinar. A 
Engenharia de Sistemas (ES) propõe uma abordagem holística e integrada 
para desenvolver tais sistemas, tendo em consideração a sua natureza 
multifacetada e as numerosas inter-relações que advêm de uma quantidade 
significativa de diferentes pontos de vista, competências, responsabilidades e 
interesses. A Engenharia de Sistemas Baseada em Modelos (ESBM) é um
paradigma emergente na área da ES e pode ser descrito como a aplicação 
formal de princípios, métodos, linguagens e ferramentas de modelação ao ciclo 
de vida dos sistemas descritos. Espera-se que, na próxima década, a ESBM 
desempenhe um papel fundamental na prática da moderna Engenharia de 
Sistemas. 
Esta tese é dedicada à aplicação da ESBM a um desafio real que constitui 
uma preocupação do mundo actual, estando “na agenda” dos líderes mundiais, 
governantes nacionais, autoridades locais, agências de investigação, 
universidades e público em geral. O domínio de aplicação, o 
Tráfego & Ambiente, caracteriza-se por uma considerável complexidade e 
interdisciplinaridade, sendo representativo das áreas de interesse para a ES.
Propõe-se um sistema (GUILTE) que visa dotar os municípios de um quadro 
de desenvolvimento integrado para adopção de Sistemas de Transporte 
Inteligentes e apoiar as suas operações de tráfego urbano, destacando dois 
aspectos fundamentais: a avaliação dos impactos ambientais associados (em 
especial, a poluição atmosférica e o ruído) e a divulgação de informação aos 
cidadãos, motivando o seu envolvimento e participação. Estes objectivos
relacionam-se com o desafio mais abrangente de desenvolver redes de 
transporte urbano sustentáveis. 
O processo de desenvolvimento do sistema apoia-se numa nova metodologia
(LITHE), mais ágil, que enfatiza os princípios de comunicação contínua, 
feedback, participação e envolvimento dos stakeholders, iterações curtas e 
resposta rápida. Estes princípios são concretizados através de um processo de 
ES universal e intuitivo (redefinido à luz dos padrões internacionais), de um 
método simples e de linguagens gráficas de modelação de referência (SysML 
e OPDs/OPL). 
As principais contribuições deste trabalho são, na sua essência, modelos: um 
modelo revisto para o processo da ES, uma metodologia ágil para ambientes 
de desenvolvimento baseados em modelos, uma ferramenta gráfica para 
suportar a metodologia proposta e o modelo de um sistema para as operações 
de tráfego & ambiente num contexto urbano. Contribui-se ainda com uma 
cuidada revisão bibliográfica para a principal área de investigação (ES/ESBM)
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The contemporary world is crowded of large, interdisciplinary, complex systems 
made of other systems, personnel, hardware, software, information, processes, 
and facilities. The Systems Engineering (SE) field proposes an integrated 
holistic approach to tackle these socio-technical systems that is crucial to take 
proper account of their multifaceted nature and numerous interrelationships, 
providing the means to enable their successful realization. Model-Based 
Systems Engineering (MBSE) is an emerging paradigm in the SE field and can 
be described as the formalized application of modelling principles, methods, 
languages, and tools to the entire lifecycle of those systems, enhancing 
communications and knowledge capture, shared understanding, improved 
design precision and integrity, better development traceability, and reduced 
development risks. 
This thesis is devoted to the application of the novel MBSE paradigm to the 
Urban Traffic & Environment domain. The proposed system, the GUILTE 
(Guiding Urban Intelligent Traffic & Environment), deals with a present-day real 
challenging problem “at the agenda” of world leaders, national governors, local 
authorities, research agencies, academia, and general public. The main 
purposes of the system are to provide an integrated development framework 
for the municipalities, and to support the (short-time and real-time) operations 
of the urban traffic through Intelligent Transportation Systems, highlighting two 
fundamental aspects: the evaluation of the related environmental impacts (in 
particular, the air pollution and the noise), and the dissemination of information 
to the citizens, endorsing their involvement and participation. These objectives 
are related with the high-level complex challenge of developing sustainable 
urban transportation networks. 
The development process of the GUILTE system is supported by a new
methodology, the LITHE (Agile Systems Modelling Engineering), which aims to 
lightening the complexity and burdensome of the existing methodologies by 
emphasizing agile principles such as continuous communication, feedback, 
stakeholders involvement, short iterations and rapid response. These principles 
are accomplished through a universal and intuitive SE process, the SIMILAR 
process model (which was redefined at the light of the modern international 
standards), a lean MBSE method, and a coherent System Model developed 
through the benchmark graphical modeling languages SysML and OPDs/OPL. 
The main contributions of the work are, in their essence, models and can be 
settled as: a revised process model for the SE field, an agile methodology for 
MBSE development environments, a graphical tool to support the proposed 
methodology, and a System Model for the GUILTE system. The comprehensive 
literature reviews provided for the main scientific field of this research 
(SE/MBSE) and for the application domain (Traffic & Environment) can also be 
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1.1 Presentation and Relevance of the Theme 
The theme of this doctoral research can be generally described by three key interacting subjects: “Systems 
Engineering”, “Modelling” and “Urban Traffic & Environment Operations”. The first one can be considered 
the scientific field of research, the second one is the prime approach to drive the development efforts (which 
coupled to the first term results in Model-Based Systems Engineering), and the third one refers to the 
application domain. Their meaning and the way they relate to each other will be described in the following 
pages. 
The contemporary world is crowded of large interdisciplinary complex systems made of other systems, 
personnel, hardware, software, information, processes, and facilities. An integrated holistic approach is 
crucial to develop these systems and take proper account of their multifaceted nature and numerous 
interrelationships. As the system’s complexity and extent grow, the number of parties involved (commonly 
referred as stakeholders) usually also raises, thereby bringing a considerable amount of points of view, skills, 
responsibilities, and interests to the interaction. 
The field of Systems Engineering (SE) aims to tackle the complex and interdisciplinary whole of those 
socio-technical systems, providing the means to enable their successful realization (International Council on 
Systems Engineering [INCOSE], 2007a), and constitutes the main scientific area of this research work. Its 
exploitation in our modern-world is assuming an increasing relevance noticeable by emergent standards, 
scientific journals and papers, international conferences, and academic programmes in the field. This 
significance is probably due to the escalating complex and “hasty” nature of our present-day systems and to 
the interest in achieving their overall “maximum” performance through cooperative, integrative, adaptable 
and interoperable environments. 
The challenge is getting higher as the classical systems are evolving to contemporary complex 
Systems-of-Systems (SoS) (Jamshidi, 2008; Lane and Boehm, 2008), including both technological and social 
perspectives (Haskins, 2008), involving a considerable component of customized services with complex 
human-centred aspects (Tien, 2008), and incorporating an extensive set of “-ilities” like flexibility, 
sustainability, real-time capability, adaptability, expandability, reliability, usability, and delivery of value to 
society (Rhodes, 2008). 
Modelling is a universal technique to understand and simplify the reality through abstraction. From brain 
representations to computer simulations, from the first discussion of their usefulness in engineering (in the 
world’s oldest known engineering textbook – Vitruvius, The Ten Books on Architecture (Selic, 2003)) to the 
most sophisticated virtual reality models, it is difficult to find any complex (or simple) system which does 
not include models or which development was not based in any kind of modelling. In this particular work, 
the models will play the main role as the key tools to drive systems’ development and also as the major 
components of the proposed system. Furthermore, “modelling is the common basis to human activities and 
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thus its development is also a measure of our ability to understand nature, society and related issues” 
(Karcanias, 2004). 
Model-Based Systems Engineering (MBSE) is an emerging approach in the SE field (Rhodes, 2008; 
Grady, 2009) and can be described as the formalized application of modelling principles, methods, languages 
and tools to the entire life cycle of large, complex, interdisciplinary, socio-technical systems. This 
model-centric approach, which main artefact is a coherent model of the system being developed, contrasts 
with the traditional document-based one (Friedenthal et al., 2008). Pointed out, by Bahill and Botta (2008), as 
a fundamental principle of good system design, the essence of MBSE relies on the application of appropriate 
formal models to a given domain. The major potential advantages of this emergent paradigm include, for 
instance, enhanced communications, shared understanding and knowledge capture, improved design 
precision and integrity, better development traceability, and reduced development risks. 
In the next decade, it is expected that MBSE will play an increasing role in the practice of Systems 
Engineering and will extend its application domains beyond hardware and software systems, including social, 
economical, environmental, and human performance components (INCOSE, 2007b). 
The relative immaturity of the SE/MBSE field argues for empirical research to impel knowledge evolution 
and theory building (Valerdi and Davidz, 2009). In order to contribute to this development, it was decided to 
work out on a contemporary real-world challenging problem, that of sustainable urban traffic networks. The 
elected application domain, Urban Traffic & Environment, is characterized by significant complexity and 
interdisciplinarity and is “at the agenda” being a present-day preoccupation of world leaders, national 
governors, local authorities, research agencies, academia, and society-at-large. 
This multifaceted challenge requires a development framework that enables the integrated planning, 
development, and deployment of traffic & environment intelligent operations. This framework should 
integrate and coordinate systems, processes, tools, personnel, and data, so they work as a whole, and support 
well-informed integrated decisions by the agents with major responsibilities on urban traffic (typically, the 
municipalities). In addition, providing citizens’ information and steering their involvement and commitment 
into the urban traffic & environment decisions are, nowadays, an obligation of modern societies and a key 
piece for the success of any collaborative plan of action. The urban area “concentrates” the economic and 
social activities, the roads, the travellers, the vehicles and consequently, the environmental impacts. The 
interactions between the road traffic system and its users are stronger at the urban context so, the author 
believes that the action plans on traffic & environment can achieve their full potential at the city level. 
The urban traffic & environment concerns are firmly reflected in the objectives of the modern Intelligent 
Transportation Systems (ITS). Their critical mission is the endorsement of efficient, safety and 
environmental-friendly transport networks that promote the citizens’ quality of life (Vanderschuren, 2008), 
and their potential to provide solutions for the 21st century urban transportation system has already been 
demonstrated in several piecewise applications. According to the Intelligent Transportation Society of 
America [ITS America] (2009), the ITS encompass a broad range of wireless communications-based 
 Chapter 1 – Introduction 
Model-Based Systems Engineering: A System for Traffic & Environment - 5 - 
information, control and electronics technologies embedded in the system’s infrastructure and vehicles to 
relieve congestion, improve safety and enhance productivity, saving lives, time and money. 
The author proposes a system, GUILTE (Guiding Urban InteLligent Traffic & Environment), that intends to 
support the management of urban traffic operations, in the short and real-time horizons, highlighting two 
fundamental aspects: the evaluation of the related environmental impacts (in particular, the air pollution and 
the noise), and the dissemination of information to the public, endorsing their involvement and active 
participation (Ramos et al., 2008). The backdrop of the system are the ITS where the technologies supporting 
Communications, Sensing & Surveillance mechanisms, and Information & Control systems are spread 
through the road infrastructure, the vehicles, and the users. The GUILTE system is particularly suited to the 
municipal authorities and to the operational aspects of urban road transport policies. 
In this context, this doctoral research describes the design process of the GUILTE through the novel MBSE 
paradigm. The system’s development process is supported by the LITHE (Agile Systems Modelling 
Engineering) methodology, which aims to lighten the complexity and burdensome of the existing 
methodologies by emphasizing agile principles such as continuous communication, feedback, stakeholders’ 
involvement, short iterations and rapid response. These principles are accomplished through a universal and 
intuitive SE process, the SIMILAR process model, which was redefined at the light of the modern 
international standards, a lean MBSE method, and a coherent System Model developed through the 
benchmark graphical modelling languages, Systems Modelling Language [SysML] and Object-Process 
Diagrams/Object-Process Language [OPDs/OPL], and through prototype models. It is also proposed a 
graphical tool (GRAPHITE matrices) that aims to support MBSE development environments. 
1.2 Objectives of the Thesis and Expected Contributions 
This doctoral research is motivated by relevant scientific opportunities in the SE field (particularly, in the 
MBSE area), and in the Traffic & Environment domain. 
The SE holistic approach is of increasingly relevance as the modern-systems evolve to more intricate, 
interdisciplinary, socio-technical patterns. The field claims for (i) unified principles, models and terminology 
to support the application of SE to different domains, (ii) the application of SE to large-scale global problems 
like sustainable development and global warming, (iii) lean/agile process sets and life cycle concepts, 
(iv) multiple views in the SE process like the socio-technical and the political ones, and (v) convergent 
MBSE standards, modelling skills and domain-specific modelling languages (INCOSE, 2007b). 
The emergent MBSE paradigm requires a new way of thinking and a considerable investment in processes, 
methods, tools, and skills. These cultural and technical challenges demand a “proof of value” that can be 
accomplished through the widespread utilization of systems modelling languages, the availability of 
languages/tools experts able to develop coherent and integrated Systems Models and able to train other team 
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members, the extension of application domains (beyond the traditional Defense and Aerospace industries) 
and implementation of pilot projects, the development and promotion of processes, methods, tools and 
interoperability standards, the identification of best practices, and the sharing of knowledge and experience 
across the SE/MBSE community. 
The application domain is a present-day concern with notorious relevance all over the world. The growing 
mobility needs of modern-days allied to a significant utilization of private vehicles are causing notable 
congestion problems concentrated in and around cities, where approximately 80% of the world’s population 
will live, by 2030 (Banister, 2008). The social and economical costs of this urban traffic congestion are very 
significant but the environmental damages like air pollution and climate change, noise and vibration, energy 
consumption and exhaustion of oil sources, land take, and road accidents represent perhaps the most dramatic 
impact (Eriksson et al., 2008). These evidences make the Traffic & Environment thematic a relevant 
multidisciplinary issue with enough complexity to be considered the focus of this research. 
In this context, the main objectives of this doctoral work are the following: 
 to analyze the existing SE processes, methods, and tools available to support a MBSE environment 
and assess their adequacy to tackle the development of modern, large, complex, interdisciplinary, 
socio-technical systems; 
 to design the GUILTE System using a Model-Based Systems Engineering approach supported by an 
appropriate methodology; 
 to evaluate and compare the usefulness and adequacy of brand new Object-Oriented Domain-Specific 
Modelling Languages for SE in the model-based development process; 
 to develop an agile graphical tool to enhance the MBSE methodologies and to facilitate the work of 
systems engineers in cooperative development environments; 
 based on a carefully review of the literature, to provide a reference text for the main field of this 
research (SE / MBSE) and for the multidisciplinary domain (Traffic & Environment). 
Regarding these objectives, it is expected that this work will contribute, in the Systems Engineering field, to: 
• the creation of a foundation text compiling the fundamental issues of SE and MBSE towards 
consistent nomenclatures, definitions and standards; 
• the advance of the state-of-the-practice of SE/MBSE through the development of a challenging 
real-world system, the GUILTE, which is believed to be representative of the systems-of-interest for 
SE (large, complex, interdisciplinary, socio-technical, and a remarkable example of systems 
integration); 
• the advance of the body of knowledge of SE/MBSE by providing an accurate analysis of existing 
processes, methods, and tools an by proposing a revised SIMILAR process, an agile methodology 
(LITHE), and a graphical tool (GRAPHITE) to support and enhance MBSE environments; 
• the wide-acceptance and adoption of new systems modelling paradigms and model-driven SE 
development contexts; 
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• the expansion of the application domains of SE/MBSE (beyond the traditional military, aeronautical, 
and industrial systems). 
Concerning the application domain, it is expected that this research will provide some contributions to the 
major challenge of sustainable urban mobility. The system aims to prepare the Portuguese medium-size 
municipalities to the effective adoption of ITS and intends to steer their traffic operations in order to mitigate 
the related environmental impacts, thus contributing to a better local traffic & environment performance. The 
citizens’ information, involvement and active participation are critical aspects emphasized in the proposed 
system, expecting to incite more sustainable lifestyle options and to contribute to a truly modernized and 
participatory urban life. 
1.3 Research Methodology and Structure of the Document 
According to INCOSE (2008), a methodology is a collection of related processes, methods, and tools to 
undertake a given problem or, in other words, ‘the recipe to make the cake’. The processes define “WHAT” 
is to be done, the methods define “HOW” to do, and the tools enhance the “WHAT” and the “HOW”. It 
could not be forgotten the context which enables or disables the “WHAT” and the “HOW”. The research 
methodology mentioned in this section refers to the “general formula” used to guide the development of the 
work, which is reflected in the structure of the document. 
The methodology includes three major components which correspond to the three parts of the thesis: the 
definition of a theoretical foundation on the field (Part I – Model-Based Systems Engineering: An Emerging 
Approach), the thorough characterization of the domain-in-analysis (Part II – Intelligent Urban 
Traffic & Environment: A Large, Complex, Multidisciplinary Application Domain), and the development of 
the experimental work with the related inferences (Part III – Model-Based Systems Engineering for Urban 
Intelligent Traffic & Environment). 
The work’s general methodology is illustrated by a modified version of the Systems Engineering Process 
Activities (SEPA) methodology and the associated funnel abstraction (Barber et al., 1998). This 
representation is particularly simple, comprehensible and adjustable to this research. The adapted version is 
depicted in Figure 1.1 with the corresponding parts of the document. The proficient knowledge from field 
experts, domain experts and system clients/users is the key input of the work. The gathering and examination 
of this knowledge in order to refine, structure, merge, and discard data, respects the Analysis phase (the 
exploratory component of the research that narrows the available universe through the perspective of the 
author). The MBSE Design phase (the experimental component of the research), “a creative, iterative, 
decision-making process” (White, 1999), involves the definition of requirements, the analysis of alternatives, 
the definition of functions, subsystems and interfaces, the integration of subsystems, the creation and 
discussion of models, and the evaluation and redesign of a case-study system. The outputs of this process, 
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which can be considered as the final results of the work, include a text that intends to be a base guide to 
anyone with interest in this field of research, a detailed System Model for the GUILTE system (including 
graphical and prototype models), a revised SIMILAR process model, an agile LITHE methodology, and a 
GRAPHITE tool for MBSE environments. It is expected that these outputs (which are, in their essence, 
models) can contribute to the (field and domain) Expert Knowledge acting like inputs for future works thus, 
closing the loop and making the science to advance. 
 
Figure 1.1 – Methodology and parts of the document (adapted from Barber et al., 1998) 
The thesis is divided in six chapters, embraced in three parts, along with an introductory chapter and a 
concluding chapter. The present chapter (Introduction) introduces the theme of research, points out the 
relevance of the work and presents its main objectives and expected contributions. The chapter also includes 
the description of the general methodology and the document’s organization. 
The Part I (Model-Based Systems Engineering: An Emerging Approach) contains two chapters and is related 
with the scientific field of this research: i) the second chapter gives an overview of Systems Engineering 
describing the related major concepts and definitions, the existing standards, the system life cycle, the 
SE processes, and the emerging trends, and ii) the third chapter discusses, in more detail, the Model-Based 
Systems Engineering approach, its fundamental concepts, the modelling languages, the methodologies, and 
the more relevant real world applications. 
The Part II (Intelligent Urban Traffic & Environment: A Large, Complex, Multidisciplinary Application 
Domain) comprises two chapters, presents the multidisciplinary nature of the domain and reviews the 
relevant literature for each main subject: i) the fourth chapter describes the modern transport networks with 
Intelligent Transportation Systems, highlighting the related operational modelling issues, with special focus 
on GIS for Transportation (to tackle the spatial dimension) and traffic microsimulation models (to tackle the 
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temporal dimension), and ii) the fifth chapter discusses the main environmental impacts of traffic, 
emphasizing the air pollution and the noise cases, points out some intelligent traffic measures to reduce these 
adversities, and discloses some major relations between these environmental impacts and the human health; 
the chapter also discusses the fundamental traffic-related environmental modelling issues. 
The Part III (Model-Based Systems Engineering for Urban Intelligent Traffic & Environment) has two 
chapters and explains the experimental work: i) the sixth chapter describes the proposed GUILTE system, the 
MBSE methodology used for its conception and development, and explores the utilization of that 
methodology and associated modelling tools (SysML, OPDs/OPL and prototype models) to tackle the work, 
and ii) the chapter seven discusses the main contributions of the experimental work for the SE/MBSE field, 
suggesting a practical tool (GRAPHITE matrices) to enhance the application of the model-based paradigm. 
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2.1 Chapter Introduction 
 “See worlds on worlds compose one universe, 
 Observe how system into system runs, 
 What other planets circle other suns” 
(Alexander Pope, Essay on Man, 1733) 
This chapter aims to provide some basic knowledge on the Systems Engineering field. Being a scientific area 
with an insufficient consolidation, it is important to establish a body of nomenclature and terminology able to 
promote a common and shared understanding, and enhanced communications. This piece of knowledge is a 
key input for the exploratory component of this research, constituting a major part of the Field Knowledge. 
The ‘Systems Engineering Overview’ section includes a brief introduction on the field’s essence (the 
Systems and the Systems Science), the fundamental system-related concepts, a succinct history, the most 
relevant definitions, the roles of the SE professional, the academic programs, and the main technical 
standards in the field. The system life cycle, the SE value, and the SE processes are also described with 
particular emphasis on the SIMILAR process model. It is proposed a new version of the SIMILAR process 
model revised at the light of the modern ISO/IEC 15288 process standard. The section ‘Emerging Trends’ 
presents some new tendencies and paradigms which are being explored in the community and some topics 
from the INCOSE Systems Engineering Vision for 2020. This Vision forecasts the future of the SE field in 
different key areas and defines priority themes for following research such as, Model-Based Systems 
Engineering. The chapter ends with some final considerations. 
2.2 Systems Engineering Overview 
It seems appropriate to present some basic definitions before introducing the meaning of Systems 
Engineering. Despite the numerous variants found in the literature it was decided to use the straightforward 
definitions adopted by the INCOSE (the institutional reference in the field) (INCOSE, 2007a), to contribute 
to the adoption of a common terminology and because the author believes that they are the most relevant to 
describe the present work: 
Activity: “a set of actions that consume time and resources and whose performance is necessary to 
achieve, or contribute to, the realization of one or more outcomes”. 
Environment: “the surroundings (natural or man-made) in which the system-of-interest is utilized and 
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Process: “a set of interrelated or interacting activities which transforms inputs into outputs”. 
Stakeholder: “a party having a right, share or claim in a system or in its possession of characteristics that 
meet that party’s needs and expectations”. 
System: “a combination of interacting elements organized to achieve one or more stated purposes”. 
System element: “a member of a set of elements that constitutes a system”. 
System hierarchy: “a partitioning of the entity into smaller more manageable entities”; the typical 
hierarchy includes: system, element, subsystem, assembly, subassembly, component, and part. 
System-of-interest: “the system whose life cycle is under consideration”. 
System life cycle: “the evolution with time of a system-of-interest from conception through to 
retirement”. 
User: “individual who or group that benefits from a system during its utilization”. 
These key terms, all systems-related, are quite simple and almost familiar to everyone because, in fact, the 
systems are attached to every walk of life. They are part of us (e.g. the body system), they are present in our 
homes (e.g. the heating system), in the goods we buy (e.g. a watch), in the services we use (e.g. an air flight) 
and in the Nature that surrounds us (e.g. the animals, the plants, the solar system). Being the system the 
essence of Systems Engineering it is appropriate to describe some of its characteristics in more detail. 
The words which better describe a system are perhaps ‘elements’ (or ‘parts’), ‘interactions’ and ‘whole’, and 
they are well-stated in the mature definition of Hitchins (2003): “A system is an open set of complementary, 
interacting parts, with properties, capabilities and behaviours of the set emerging both from the parts and 
from their interactions to synthesize a unified whole”. The definition by Meadows (2008) adds, with 
clearness, the ‘purpose’ or function, the crucial part to determine the system’s performance: “a system is an 
interconnected set … organized in a way that achieves something”. 
Bahill et al. (2002) quote Rechtin’s definition which is, perhaps, the most complete one: “A system is a 
construct or collection of different elements that together produce results not obtainable by the elements 
alone. The elements, or parts, can include people, hardware, software, facilities, policies, and documents; that 
is, all things required to produce systems-level results. The results include system level qualities, properties, 
characteristics, functions, behaviour and performance. The value added by the system as a whole, beyond 
that contributed independently by the parts, is primarily created by the relationship among the parts; that is, 
how they are interconnected”. The Figure 2.1 depicts some graphical models which illustrate these 
definitions and are typically used to represent a system. The ‘whole’ (the outer circles), the ‘elements’ (the 
small circles, spheres, and boxes) and the ‘interactions’ (the arcs and the interacting spheres through the 
enclosed environment) are evident in these representations. 
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Figure 2.1 – Examples of graphical models to represent a system (adapted from 
Hitchins, 2003, 2007) 
The issue of interaction is of critical importance for the ‘systems approach’ (or ‘systems thinking’, or 
‘systems view’). The challenge is to break down complexity without disregarding the mutual 
interdependences which impel unique emergent properties. The parallel established by Hitchins (2003) 
exemplifies this belief: it is quite impossible to excise and explore individually the organs from a patient and 
then put them back together at work, because the interactions between the organs and their complementarities 
are vital. 
The importance of the ‘systems view’ can be formally supported by three principles of Systems Philosophy 
(Hitchins, 2007): i) organismic analogy (suggests that the complex systems behave like unified wholes, like 
the biological organisms: they have an analogous life cycle with conception, birth, growth, maturity and 
death), ii) holism (considers that the systems have to be viewed as wholes and the wholes are more than the 
sum of its parts), and iii) synthesis (assumes a combination of the complementary parts, which cannot be 
considered in isolation, to bring the system into existence). The emergence is the other basic tenet which 
argues that the properties, capabilities and behaviours of the whole cannot be explained by any of its 
separable parts per se but by the interactions of these parts. 
This philosophy, opposite to the classical analytical Cartesian reductionism (everything can be reduced to 
simple indivisible parts), has guide the way to the Systems Age, to the General Systems Theory 
(Boulding, 1956; von Bertalanffy, 1976) and to the Systems Science, a relatively new branch of science with 
the first meeting of the ancestor organization of the International Society for the Systems Sciences (ISSS) 
taking place 55 years ago (Bailey, 2005). This broad science devoted to the study of the systems is a science 
of the life, of the open systems, of the wholes, of the emergence. It is “a science whose central purpose is to 
provide the avenue to resolution of problematic situations of whatever nature that arise from whatever 
source” and is a “a science that is open to imports from other disciplines and incorporates means of 
identifying and integrating essential components of those disciplines” (Warfield, 2003). 
With multidisciplinary inputs from, for example, biology, management, psychology (the backgrounds of the 
leaders: Ludwig von Bertalanffy - biologist; Kenneth Boulding - economist; Anatol 
Rapoport - mathematician/biologist; Ralph Gerard - neurophysiologist; James Miller - psychologist; 
Margaret Mead - anthropologist), the systemic outputs or applications are also spread through several fields, 
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from systems dynamics, to biology, to cybernetics, to systems engineering, to operations research, to 
psychology, to general philosophy (Davidz and Nightingale, 2008). 
The complexity and multidisciplinarity of the modern world, as well as the strong interdependencies between 
its elements, demand a systematic thinking. The interrelations which characterize the present networked 
systems cannot be ignored. Ecological networks, biological networks, social networks, electrical networks, 
telecommunications networks, computer networks do not work without nets, the interactions. 
2.2.1 History and Definitions 
The Systems Engineering field can be either classified as an application of Systems Science and, 
consequently, its perspective is the one of the ‘systems thinking’ previously discussed “One could imagine a 
science of relationships underlying systems engineering” (Sheard and Mostashari, 2009), and as a branch of 
Engineering with relatively young tradition and characterized by the professional creative application of 
scientific principles to the design and development of systems. According to Wymore (1993), engineering is 
“the creative exploitation of energy, materials and information in organized systems of men, machine and 
environment, systems which are useful in terms of contemporary human values”. 
The beginnings of Systems Engineering date back from the 1940s in the Bell Telephone Laboratories. 
According to Buede (2009), M. Fagen dates the origins of the concepts of systems engineering within Bell 
Labs to the early 1900s with some major communication applications during World War II (development of 
cryptology and the digital computer), and A. Hall states that the Director of SE at Bell, Mr. Gilman, was the 
first teacher of SE at the MIT, in 1950. The U.S. Department of Defense (DoD) and the U.S. Air Force were 
also SE practice pioneers. The DoD, in the 1950s, developed the submarines, the missiles and the 
Intercontinental Ballistic Missile System, and the Air Force founded the RAND (Research ANd 
Development) Corporation, in 1946, which had developed the systems analysis, a part of systems 
engineering, with major contributions to the space system and the U.S. space program. The first known 
textbook Systems Engineering: An Introduction to the Design of Large-scale Systems (Harry Goode and 
Robert Machol, McGraw-Hill) was published in 1957. During the 1960s, space and military programs used it 
intensely. In the 1970s, SE was considered by managers as just common sense and the field has fallen into 
decline. However, the U.S. Navy continued to use it deeply with the development of the AEGIS combat 
system. Some failures in important public programs make the field to resurge in the 1980s, and the intense 
software developments of the 1990s realized the importance of higher-order systems engineering 
(Honour, 2008). 
The first professional society for Systems Engineering was established in 1990, in the United States, with the 
name of National Council on Systems Engineering (NCOSE). With its worldwide expansion and growing 
involvement of members from all over the globe (over six thousand in December 2008), its designation has 
become, since 1995, International Council on Systems Engineering (INCOSE). This prominent and leading 
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society has remarkable contributions from industry, academia, and government and its main goals include 
“(i) to provide a focal point for the dissemination of systems engineering knowledge, (ii) to promote 
international collaboration in systems engineering practice, education and research, (iii) to assure the 
establishment of competitive, scaleable professional standards in the practice of systems engineering, (iv) to 
improve the professional status of all persons engaged in the practice of systems engineering, (v) to 
encourage governmental and industrial support for research and educational programs that will improve the 
systems engineering process and its practice” (INCOSE, 2009a). 
Regarding these objectives, the initiatives, programs, and products sponsored by INCOSE are numerous. 
Some major examples include a Professional Certification Program, a Systems Engineering & Architecting 
Network for Research (SEANET) of doctoral students, a Systems Engineering Center of Excellence 
(SECOE), an Annual International Symposium, the Journal of Systems Engineering, the Systems 
Engineering Handbook, and a Metrics Guidebook. The Council working groups are spread through a 
considerable range of thematic areas including, for example, Anti-terrorism International, Biomedical, 
Complex Systems, Global Earth Observation System-of-Systems (GEOSS), Human-Systems Integration, 
Intelligent Transportation and Transit Systems, Model Driven System Design, Power and Energy, Tools 
Integration and Interoperability, Verification and Validation (V&V). 
The definitions of Systems Engineering, which began to be formalized in the 1970s with the first U.S. 
military standard, are numerous and diverse however, they all share the underlying concepts of the ‘systems 
approach’ like holism, synthesis, interrelationships, as well as the engineering project-based ideas of system 
life cycle and requirements (these concepts will be discussed in the sub-section 2.2.3). Figure 2.2 presents 
some of the most relevant and commonly accepted definitions. The classical definitions, from the 1970s, are 
still used but their focus was mainly on the translation of requirements to design. The following ones, from 
the 1990s and the 2000s, are more expanded embracing a more holistic perspective, the emergent properties, 
and the socio-technical aspect. 
Once more, the definition proposed by the INCOSE is the one assumed as the leading reference for this work. 
It is important to note that a considerable part of the mentioned authors are/were members of the INCOSE 
and active fellows on the development of a body of knowledge and terminology for the field. So, the 
INCOSE definition can be understood as a consensus of their different perspectives. 
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Figure 2.2 – Definitions of Systems Engineering 
Being explicit that Systems Engineering is concerned with the “big picture”, the whole, the interrelationships, 
the synthesis, the interdisciplinarity, the emergent properties, the life cycle, and the requirements of the 
system, it is now relevant to clarify what “type of system” is under consideration. 
Surprisingly, in a recent field as Systems Engineering, there are already references to “the old Systems 
Engineering” (or the traditional, the classical, the ordered) and “the new Systems Engineering” 
(Rhodes, 2008; Sheard and Mostashari, 2009). This evolution has been reflecting predominantly the nature of 
the systems to engineer, which in turn reflects the tremendous and continuous advances in the technological 
and societal fields. 
This emerging meta-field of study, in a synergistically co-evolution with SE and aiming to add a broader 
context to the area, is called Engineering Systems: “a field of study taking an integrative holistic view of 
large-scale, complex, technologically-enabled systems with significant enterprise level interactions and 
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socio-technical interfaces” (MIT Portugal, 2008; Rhodes, 2008). There are some other references which label 
this new field as Complex Systems Engineering (Sheard and Mostashari, 2009), Engineering of Complexity 
(Honour, 2008), or Systems-of-Systems Engineering (Jamshidi, 2008; Lane and Boehm, 2008). The trend is 
to evolve to a unified systems engineering of the future. This subject will be further explored in the section 
2.3 (Emerging trends). 
The classical systems (the system-as-machine paradigm) were small to large-scale, multidisciplinary, 
relatively stable and predictable, without people as component, and were typically from the aerospace and 
defense industries. The new ones (the system-as-organism paradigm), which must cope with the global 
challenges of sustainable development, are large-scale, complex, adaptive, interoperable, scalable, 
technology-intensive, human-integrative and comprise, for example, the so-called “Super Systems” like 
transportation and sustainable energy (Hybertson and Sheard, 2008). The perspectives of the different 
stakeholders, which may be conflicting and competing, must be synthesized and resolved to serve the highest 
order system-of-interest needs (Rhodes, 2008). So, considering the 21st century systems, and particularly the 
system focused in this work, the challenge to undertake is the large-scale, socio-technical, complex, 
system-of-systems: 
Large-scale: systems characterized by a large number of medium or small-scale constituents, 
interrelationships, variables, uncertainties and nonlinearities; decentralized in nature and broad in scope. 
Socio-technical: systems with “technical works involving significant social participation, interest, and 
concern” (Maier and Recthin, 2002); “…include people as inherent parties of the system, are governed 
by organizational policies and rules and may be affected by external constraints such as national laws 
and regulatory policies” (Sommerville, 2007). 
Complex: systems “i) with many autonomous heterogeneous components (the basic building blocks are 
the individual agents of the system), with a boundary often hard to pin down and with no central 
authority; ii) displaying emergent macro-level behaviour that emerges from the actions and interactions 
of the individual agents; the behaviour may be unpredictable with nonlinear dynamics; the agents are 
often organized into groups or hierarchies, in which case the structure influences the evolution of the 
system; such structures tend to highlight a number of different scales, any of which can affect the 
behaviour of the complex system; iii) self-organizing (show a decrease in entropy due to utilizing energy 
from the environment and to evolve from disorder and dysfunction to order and function); iv) which 
adapt to their environment as they evolve (they continually increase their own complexity, given a 
steady influx of energy (raw resources) and feedback among elements; over time, they display increasing 
specialization and capability; their elements change in response to imposed “pressures” from 
neighbouring elements” (Sheard and Mostashari, 2009). The Figure 2.3 displays schematically the 
aforementioned characteristics. 
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Figure 2.3 – Characteristics of complex systems (reproduced with permission from the author, 
Illustration copyright ® 2008 M. Clemens, www.idiagram.com) 
Systems-of-Systems (SoS): “man-made, created and utilized to provide services in defined environments 
for the benefit of users and other stakeholders. These systems may be configured with one or more of the 
following: hardware, software, humans, processes, procedures, facilities, and naturally occurring entities. 
In practice, they are thought of as goods or services. The perception and definition of a particular system, 
its architecture and its system elements depend on an observer’s interests and responsibilities. One 
person’s system-of-interest can be viewed as a system element in another person’s system-of-interest. 
Conversely, it can be viewed as being part of the environment of operation for another person’s 
system-of-interest” (INCOSE, 2007a). 
The SoS are often but not always, complex systems. The SoS demand managerial and operational 
independence of the component systems (Lane and Boehm, 2008). Frequently, these ones are autonomous 
commercial off-the-shelf (COTS) systems, with individual system life cycles, that are bought for integration 
into the highest-level system. This integration of independent component systems usually brings ambiguity 
and complexity to the development. 
The modern systems involve a considerable component of customized services with complex human-centred 
aspects (Tien, 2008), and incorporate an extensive set of challenging requirements (“-ilities”) like flexibility, 
sustainability, real-time capability, adaptability, expandability, reliability, usability, and delivery of value to 
society (Rhodes, 2008). 
Being explained the essence of Systems Engineering and the nature of the systems under consideration, a 
final remark to the Systems Engineering professional and to the Systems Engineering education. The 
Systems Engineer is the one responsible to ‘put things together’, being the interface between managers, 
customers, suppliers, and the different specialty engineers that are part of the process development. These are 
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usually dedicated to specific aspects of the system whereas the Systems Engineer is concerned with the 
integration of the pieces into a unified coherent whole, the higher system, during its entire life cycle. The 
success of this system depends on the ‘winning perspective’ of the critical stakeholders. 
The traditional main roles of the Systems Engineer include: system designer, system analyst, requirements 
owner, information manager, coordinator and technical manager (Sheard, 1996). The current complex 
socio-technical challenges demand more competences to connect people, to tackle modelling tasks, and to 
cope with variety, holism, flexibility, scalability, and risk. A good mathematical background and strong 
management and communication skills are typically mandatory requirements to do the job (INCOSE, 2009b). 
The technical competences, the leadership and versatility, the capacity for systems thinking and to solve 
problems creatively are also part of the profile. Haskins (2007) refers to Borhaug who characterizes the 
‘ultimate systems engineer’ as a leader and curious person with strong will, long-sighted eyes, fast moving 
legs, long-reaching arms, coordinated by a systematic and strategic brain. The Figure 2.4 illustrates the 
probable interfaces, the main roles and the desired skills of the Systems Engineer, emphasizing his/her 
required multifaceted and multidisciplinary nature. 
 
Figure 2.4 – Comics (source: INCOSE, 2009d) and Interfaces, roles and skills of Systems 
Engineers 
The INCOSE has been committed with the certification of the Systems Engineering professional through a 
multi-level certification program which aims to recognize the knowledge, the experience and the 
competences of the SE professionals. 
The educational background of the Systems Engineers is quite varied since the traditional education on the 
field was typically based on Domain-Centric SE programs (a classification by Fabrycky (2007)). In U.S.A., 
this kind of degree programs includes the fundamentals of systems engineering within a specific domain as 
Industrial, Computers, Mechanical, Electrical or Biological engineering. The Systems Engineering 
Centric-programs are pretty unusual and are more frequent at the advanced levels like the Master and the 
Doctoral ones. The trend and the efforts from INCOSE, along with ABET (Accreditation Board for 
Engineering and Technology, in U.S.A.) are directing the future education for Systems Engineering 
Centric-programs, at the basic level, and the corresponding accreditation. Being the INCOSE an international 
leading society in the field, the Council aims to extend this SE academic certification throughout the world 
developing its own certification program, beyond ABET national jurisdiction. 
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Jain et al. (2007) propose a reference framework to develop a SE curriculum which can support the 
development of SE centric-programs worldwide. Thus, the modern Systems Engineers must have a strong 
foundation in mathematics, statistics and fundamentals of SE, followed by core courses in ‘systems 
design/architecture’, ‘systems integration’, ‘quality, safety and suitability’, ‘modelling, simulation and 
optimization’ and ‘decisions, risk and uncertainty’. The specialization courses can include, for example, 
‘software systems engineering’, ‘finance, economics, and cost estimation’, ‘manufacturing, production, and 
operations’, and ‘organizational leadership’. Rhodes (2006) suggests that the education of the new generation 
of Systems Engineers must be supported by a collaborative effort of government, industry, and academia; 
must evolve to a more interdisciplinary synergistic endeavour; must be influenced by a culture of 
experimentation and management of risk and uncertainty, and must have the ability to make decisions taking 
into account a broader perspective of systems’ higher order capabilities. 
The SEANET is another academic initiative from INCOSE aiming to encourage doctoral level research and 
to promote a world doctoral students’ network. This project enables synergies between doctoral researchers 
across the world and mentoring from technical field leaders. This social network is particularly relevant due 
to the relatively young tradition of SE academic programs and SE related research methodologies (Rhodes 
and Valerdi, 2007). 
A brief analysis of the official list of the basic level programs offered by public Portuguese Universities 
in 2009 (590 programs spread through 15 Universities), considering only the designation of the programs and 
not their curricula, shows that there is no registry of a Systems Engineering centric-program (no entry which 
includes the expression Systems Engineering or Engineering Systems). There are 4 references with the word 
Systems in the designation, all from the Computers field, and just one of these contains the words Systems 
and Engineering in the title (Network Engineering and Computer Systems). 
The Master level of the graduate programs presented by public Universities (996 programs in 15 
Universities) has one Master SE centric-program (a Master in Systems Engineering with a core set of courses 
in Systems Analysis, Simulation and Logistics, and several optional courses in the areas of, for example, 
Industrial Informatics, Decision Analysis, Network Engineering, Software Engineering, Algorithms, Project 
Evaluation) and about 20 domain-centric SE programs widen by the fields of Computers, Mathematics, 
Management, Bioengineering, Transports, Energy and Geography. Among the Doctoral programs 
(310 programs in 13 Universities) there are 4 related entries in the areas of Energy and Computers. 
The Engineering Accreditation Board (Ordem dos Engenheiros - OE) certifies the traditional fields in 
Engineering (e.g., Agronomic, Chemical, Civil, Computers, Geographical, Mechanical) and has one 
reference to an accredited domain-centric SE course in the Computers field (Computers and Systems 
Engineering) (OE, 2009). 
The Portuguese Foundation for Science and Technology (Fundação para a Ciência e Tecnologia - FCT) is 
following the new systemic thinking tendencies and has included, in 2008, a new scientific field for research 
projects entitled Engineering Systems, which comprises two sub-domains: Energy and Transports. By 2007, 
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there were several research institutes certified by FCT dedicated to the research of systemic issues in diverse 
domains and one in particular with the designation of Institute of Systems Engineering and Computers 
(INESC). The cooperation program of MIT in Portugal has also an Engineering Systems track which intends 
to develop this new field of study in Portugal “engineering systems knowledge is of strategic importance for 
Portugal, since it will be a fundamental requirement for economic and social development in the 21st century” 
(MIT Portugal, 2009). 
2.2.2 Technical Standards 
A technical standard is an established norm which allows the unified utilization of criteria, terminology, 
methods, processes, measures, frameworks, tools, etc. The standards are unifying references necessary to 
institutionalize the practice of a given discipline, helping to translate the technical perspective to a more 
business one, helping to clarify its relevance to society, and to meet future challenges (Arnold, 2007). 
Furthermore, and in emerging collaborative world environments, they facilitate the interoperability between 
people and organizations. The standardization is somehow a measure of the maturity, widely expansion and 
growing acceptance of a given field and, in this sense, Systems Engineering is still a newborn area with a 
lack of accepted definitions and metrics (Valerdi and Davidz, 2009). 
The core set of SE standards is relatively new, with less than a decade, and is currently in intense 
development by the Standards Technical Committee of the INCOSE, the Subcommittee Seven of the 
International Organization for Standardization (ISO), the International Electromechanical Commission (IEC), 
the Institute of Electrical and Electronics Engineers (IEEE), and the Object Management Group (OMG). 
The first standards in the SE field have risen from the American military and aerospace industries, in the 
1970s and 1980s, and were dedicated to the engineering process or, in other words, to the “WHAT” activities 
are to be performed. A process is a set of interrelated activities which transform inputs into outputs (Cloutier 
and Verma, 2007). 
Since then, there has been an effort to take these standards to be domain-independent in order to be 
applicable across different sectors, and to be international. The process standards still constitute the 
predominant core of norms, being the ISO/IEC 15288 (“Systems and software engineering – System life 
cycle processes”), from 2002 and revised in 2008, the most relevant updated international benchmark. 
Despite the initially independent and sequential evolution of the two fields, the SE processes share much of 
their contents with software (SW) engineering practices and they present an increasing interaction which is 
reflected in the modern standards like the CMMI (Capability Maturity Model® Integration, 2000, from the 
Carnegie Mellon Software Engineering Institute), the ISO/IEC 12207 for SW engineering (“Systems and 
software engineering – Software life cycle processes”) and the ISO/IEC 15288 for SE. These standards are 
harmonized to be used by the two fields and they underline the need to integrate systems and software 
engineering processes, along with hardware and human engineering processes (Boehm, 2006). These 
Ana Luísa Ramos 
- 26 - Model-Based Systems Engineering: A System for Traffic & Environment 
growing integration needs are mainly due to the increasing criticality of software within systems and to the 
increasing emphasis on user-intensive systems and value generation. 
The non-ISO major standards (IEEE 1220: “Application and Management of the Systems Engineering 
Process”, from 1998, and ANSI/EIA-632: “Processes for Engineering a System”, from 1999) are also aligned 
with ISO/IEC 15288. The INCOSE has also announced the commitment to adopt this international standard, 
which is reflected in its SE Handbook latest version (INCOSE, 2007a). The Table 2.1 shows the 
chronological evolution of the main process standards of SE with a corresponding succinct description. The 
majority has already been replaced by new revised versions. 
Table 2.1 – Main process standards in the Systems Engineering field 
Date Standard Description 
1974 MIL-STD-499A 
Engineering Management 
The first definition of the scope of engineering 
management and the definition of a Systems Engineering 
Management Plan (SEMP). 
1985 MIL-STD-490A 
Specification Practices 
Some guidance on the process of writing system 
specifications for military systems. 
1998 IEEE 1220 
Application and Management of 
the Systems Engineering Process 
The interdisciplinary tasks which are required throughout 
a system's life cycle to transform stakeholder needs, 
requirements, and constraints into a system solution. It is a 
standard for managing a system. 
1998 EIA-731.1 
Systems Engineering Capability 
Model 
A basis to determine how well the processes are 
implemented in order to improve the capability to perform 
SE. 
1999 ANSI/EIA-632 
Processes for Engineering a 
System 
A typical SE Work Breakdown Structure, based on a 
building block concept,  with 5 fundamental processes, 13 
high-level process categories and 33 activities to engineer 
a system. 
2000 CMMI 
Capability Maturity Model 
Integration 
A set of best practices to develop and improve effective 
processes. Guides the integration of separate 
organizational functions, the definition of goals and 
priorities, the quality processes, and the appraisal of 
current practices. 
2002 ISO/IEC 15288 
Systems and software 
engineering –System life cycle 
processes 
The set of processes and terminology to perform during 
the life cycle of man-made systems, configured with one 
or more of the following: hardware, software, data, 
humans, processes, procedures, facilities, materials and 
naturally occurring entities. 
Besides the process standards, the fundamental core that provides a foundation for a Systems Engineering 
approach, there are other groups of standards in the field. The Architecture Frameworks (AF) is one of 
those groups, which includes the standard frameworks that have been developed to support systems’ (and 
software) architecting. According to Cloutier and Verma (2007), a framework is a logical structure or an 
organizational skeleton used to classify concepts, terminology, data, artifacts, etc. This tool, for structuring 
and integration, provides generic guidance for designing the architecture of a system that is, “the fundamental 
organization of a system, embodied in its components, their relationships to each other and the environment, 
and the principles governing its design and evolution” (IEEE, 2000). Maier (2006) quotes Brooks regarding 
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the importance of a system’s architect and the value of an architectural approach: “Today I am more 
convinced than ever. Conceptual integrity is central to product quality. Having a system architect is the most 
important step towards conceptual integrity”. Chen and Clothier (2003) also state that “architecture is one of 
the key elements of modern SE”. 
Browning (2009) provides an excellent description of AF and describes them as a collection of integrated and 
synchronized views dedicated to describe a complex system. Each view is a repository of subsets of 
information which addresses particular needs, of particular groups, in order to support different perspectives, 
purposes, tasks and design decisions. The IEEE defines view as “a representation of a whole system from the 
perspective of a related set of concerns” and viewpoint as “a specification of the conventions for constructing 
and using a view” (Maier, 2006). These definitions are provided by the most popular standard in this topic, 
the IEEE 1471, 2000 (IEEE Recommended Practice for Architectural Description of Software-Intensive 
Systems). The principles are more tailored to software development but the ISO is working on the adoption 
of this norm as an international standard and on its revision to include system architectural description and 
not just software-intensive architectures. The core idea behind this standard relies on the utilization of models 
to describe the architecture of a system. 
There are several established AF typically oriented for a given target domain. The Enterprise Architecting, 
the Systems Architecting and the Software Architecting are the classical contexts (Tang et al., 2004; 
Browning, 2009). The best well-known AF is perhaps the ‘Zachman framework’ (Zachman, 1987), which 
presents a high-level logical construct to control the interfaces and to integrate all the components of an 
information system. In 1997, the framework was reengineered to tackle the modern concept of Enterprise 
Modelling, the ‘Zachman Framework for Enterprise Architecture’, and in 2008 the ‘Zachman Enterprise 
Framework2’ was released. This structure, depicted in a two dimensional matrix, addresses the different types 
of perspectives for each of the different participants of the enterprise: the strategists, the executive leaders, 
the architects, the engineers, the technicians, and the workers. 
Zachman identifies six enterprise architecture categories: data (what), functional (how), location (where), 
personal (who), temporal (when), and purposeful (why). Each cell of the matrix includes architecture design 
elements (models) which are outcomes of an activity of a given group of stakeholders. Despite the holistic 
enterprise perspective, the major drawbacks of the framework are the non-attendance of non-functional 
requirements, the lack of an architecture evolution support and the lack of a description on the architectural 
process and on the design rationale and design tradeoffs, complicating the traceability and verifiability issues. 
Figure 2.5 shows the latest version of this AF. 
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Figure 2.5 – Zachman Enterprise Framework (reproduced with permission from ® 2008 
Zachman Framework Associates, www.zachmanframeworkassociates.com) 
The Enterprise Architecting domain also includes the ‘TOGAF’ framework (The Open Group Architecture 
Framework) and the ‘FEAF’ framework (Federal Enterprise Architecture Framework). The first one 
introduces a method for the development of the enterprise architecture and the second one, closely alike the 
Zachman framework, is more focused on capital management and citizen services’ improvement. Additional 
details on these AF can be found at Tang et al. (2004) and Richards et al. (2007a). 
In the 1990s the former principles of the Zachman framework were extended, by the defense industries, to 
several different areas like Command, Control, Communications, Computers, Intelligence, Surveillance, and 
Reconnaissance originating the ‘C4ISR framework’ (Browning, 2009). This framework evolved into the 
current U.S. Department of Defense Architecture Framework ‘DoDAF’ (DoD, 2007), which involves a 
broader scope of systems and SoS. These systems, typically from the military/defense domain, engage 
complex integration and interoperability issues. 
The framework relies on a Core Architecture Data Model, which defines the database schema to gather 
shared works, and encloses four main types of views, the All View, the Operational View, the Systems View, 
and the Technical Standards View, which entail, in the totality, 29 perspectives of an architecture. Each view 
has particular artifacts (e.g. requirements documents, UML models) to describe the attributes of the model. 
Table 2.2 depicts an example of four DoDAF views. 
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Table 2.2 – Four views of the DoDAF (adapted from Browning, 2009) 
View Type Reference View General Description 
All View AV-2 Integrated Dictionary 
Data repository with definition 
of all terms used in all 
products. 
Operational OV-4 Organizational Relationships Charts 
Command, control, 







Identification of systems 







Listing of standards that apply 
to the given architecture. 
This AF does not include mechanisms for synthesizing the information into convincing conclusions and has 
no formal development method (Richards et al., 2007a). In fact, most frameworks are method agnostic 
(Muller and van de Laar, 2009). 
The DoDAF has a similar version in U.K., developed by the Ministry of Defence, the 
‘MoDAF’ (MoD, 2005), which adds a strategic view and an acquisition view. Both DoDAF and MoDAF 
have references to the Zachman framework but are more tailored to Systems Architecting. According to 
Richards et al. (2007a) the Enterprise Architecting links the organizational goals to the business activities 
while the Systems Architecting relates operational concepts and competences to technical architectures. 
The ‘4+1 View Model of Architecture’ (Kruchten, 1995) is a typical AF for Software Architecting. It 
provides four concurrent views, the logical, the process, the implementation, and the deployment, which are 
integrated by a fifth view, the use case/scenarios view. Each view addresses specific perspectives and 
concerns of the software-intensive system being the models of the Unified Modeling Language (UML) an 
excellent artifact to describe these views (Booch et al., 1999). 
The ‘Model Driven Architecture’ (MDA®), launched in 2001 by the OMG, can also be considered as a 
software architecture. This initiative, particularly concerned with interoperability issues, bases the executable 
software architecture in UML (or other OMG) models. An abstract computer-independent model (CIM) is 
the base to develop a platform-independent model (PIM) that is then transformed into a platform-specific 
model (PSM) that is transformed into code such as Java or C# (Arlow and Neustadt, 2005). The main idea is 
to separate the business logic from the underlying technology platform. There are already some tools 
supporting MDA capabilities and enabling the use of UML models as a programming language. 
Richards and colleagues (2007a) and Gardiner (2009) state that Architecture Frameworks are static in nature, 
depicting diagrams and textual descriptions that could be inadequate to represent the behavioural and 
performance aspects. This shortcoming is motivating the development of executable models to perform 
simulations in order to illustrate the dynamic properties and performance limitations of the systems. 
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In conclusion, “the AF constitute a mechanism to create a consistent set of artifacts that support collaborative 
development, ensure configuration control, organize information in a useful form and manage complexity” 
(Richards et al., 2007b). In other words, the ones of Maier (2006), an AF is the fundamental 
organization/structure of a system, in terms of elements, relationships and behaviour, developed during the 
design process, and reflecting decisions about what a system will consist of. The Figure 2.6 depicts a 
diagram, produced during the Special Architecture Workshop at INCOSE’s International Workshop of 2008 
(Sillitto, 2009), straightforward and well representative of the AF role and essence. 
 
Figure 2.6 – Role of Architecture Frameworks (adapted from Sillitto, 2009) 
In addition to the formal process standards and architecture frameworks, there is a collection of informal 
methodological principles. The group of the SE methods, the “HOW” to perform the activities, is not 
contemplated by official standards but, as Friedenthal and colleagues (2008) state, they will emerge as they 
prove their value over time. These methods, and the associated methodologies like, for example, the 
Harmony-SE, the Object-Oriented Systems Engineering Method (OOSEM), the Rational Unified Process for 
Systems Engineering (RUP SE) or the Object-Process Methodology (OPM), will be described in the next 
chapter since they are, in their essence, Model-Based Systems Engineering methods. 
The Modelling tools can be classified as another group of Systems Engineering standards. This group 
includes the common representations used to describe a system. The Functional Flow Block Diagrams 
(FFBD), developed in the 1950s, have been, for many years, the classical representation of SE with a wide 
spread use within the community. This tool illustrates a step-by-step sequence of a system’s functional flow 
through a functional decomposition approach. During the 1970s, the Structured Analysis and Design 
Technique (SADT™) emerged as the graphical language for communicating ideas and to understand and 
describe systems as a hierarchy of functions (Ross, 1977). 
In 1993 the National Institute of Standards and Technology (NIST) launched the IDEF0 (Integration 
DEFinition for Function Modeling), a graphical notation belonging to the IDEF (Integrated DEFinition 
Methods) suite of modelling approaches and derived from the SADT. This notation was developed to 
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represent activities or processes that are carried out in an orderly manner (Kim et al., 2003), illustrating the 
functional perspective of a system, the data flow and the system control (DoD, 2001). 
These traditional functional decomposition procedures/representations are being “replaced” by 
object-oriented approaches. The OMG has developed the UML, the standard modelling language for 
software development, and an extension for Systems Engineering has been released in 2007, the Systems 
Modeling Language (SysML). This graphical systems modelling language, which supports the specification, 
analysis, design, and verification of complex systems, is considered as the next de facto modelling language 
for SE. The UPDM (Unified Profile for DoDAF/MoDAF) is also an extension of UML to describe Systems 
of Systems and enterprise architectures compliant with DoDAF and MoDAF requirements. This profile is 
particularly tailored for military acquisition programs. 
The Object-Process Diagrams (OPDs) and the Object-Process Language (OPL) are, respectively, the 
graphical and textual representations used by the Object-Process Methodology (OPM) (Dori, 2002). They are 
available at the software environment OPCAT (Object Process CASE Tool). The SysML and the OPDs/OPL 
constitute the major references from the INCOSE. These representations will be described in detail in chapter 
three since they represent a significant part of this work. 
Finally, the data and model interchange standards support data and model exchange among tools. The 
UML-based modelling languages have a common foundation known as OMG Meta Object Facility (MOF™) 
(also an ISO standard, ISO/IEC 19502, 2005), an extensible integration framework for defining, 
manipulating and integrating metadata (the data whose purpose is to describe other data) and data in a 
platform independent manner. This framework has a four-layered architecture: i) the M0 information layer 
(the data to describe); ii) the M1 model layer (the metadata, aggregated as models, that describes the data in 
the information layer); iii) the M2 metamodel layer (the descriptions that define the structure and semantics 
of metadata; this meta-metadata is aggregated as metamodels); and iv) the M3 meta-metamodel layer (the 
description of the structure and semantics of meta-metadata or, an abstract language for defining different 
kinds of metadata) (ISO/IEC, 2005a). 
The XMI (XML Metadata Interchange) specification, also from OMG (and also an ISO standard, 
ISO/IEC 19503: 2005), enables the interchange of metadata between UML-based modelling tools, like UML 
or SysML, and MOF-based metadata repositories in distributed heterogeneous environments, through the 
XML (eXtensible Markup Language) (ISO/IEC, 2005b). This language, which describes a class of data 
objects known as XML documents, is mainly used to store and transport data over the Internet. 
Probably, the most relevant and inclusive standard in this area will be the norm STEP (Standard for the 
Exchange of Product model data) / ISO 10303 - AP233 (Industrial automation systems and 
integration - Product data representation and exchange - Part 233: Systems engineering data representation). 
Still under development, this standard is a modular vendor-neutral format for interchange of systems 
engineering data supporting interoperability among tools. The Application Protocol 233 covers the entire SE 
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life cycle considering requirements, functional modelling, behavioural modelling, etc. For example, an 
IDEF0 activity diagram can be exported as AP233 and re-imported as a SysML activity diagram. 
The categorization of the standards described above is depicted in Figure 2.7. This taxonomy is based on the 
classification proposed by Friedenthal et al. (2008) but it is modified by the author. 
 
Figure 2.7 – Taxonomy for SE standards (adapted from Friedenthal et al., 2008) 
These (formal/informal) standards constitute the core set of norms that have been driven the development of 
Systems Engineering. This standardization is crucial to advance the field and to establish benchmark 
practices across different domains. 
2.2.3 System Life Cycle 
As obvious, the concept of life cycle is intrinsic to the Systems Engineering process since every man-made 
system has a life cycle or, a series of stages, from the conception through the retirement, that may overlap, 
iterate, or run in parallel. The Systems Engineering is, in fact, a system’s life cycle engineering. The 
definition of a life cycle, with corresponding control/decision gates, establishes a framework to develop a 
system’s solution, in an orderly and efficiently way, which accomplishes the needs of the stakeholders. The 
Systems Engineer must orchestrate the technical aspect, involving all the required experts for maximum 
performance, the business aspect, ensuring that all the valuable opportunities are taken, and the budget 
aspect, identifying and mitigating all the significant risks (costs and schedule constraints). The triad of cost, 
schedule, and performance (cheaper, faster and better) constitutes the emblematic objective of almost every 
stakeholder. 
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As general description, the life cycle of a system “begins with the gleam in the eyes of the users or 
stakeholders, is followed by the definition of the stakeholders’ needs by the systems engineers, includes 
developmental design and integration, goes through production and operational use, usually involves 
refinement, and finishes with the retirement and disposal of the system” (Buede, 2009). It is of extreme 
importance to treat adequately every step of this cycle, namely the stakeholders’ needs, in order to develop a 
successful system. The Systems Engineer efforts are emphasized at the beginning of the life cycle but they 
are required throughout the succession in order to accommodate refinements and changes to the system. 
According to the ISO/IEC 15288 standard (and also to the Systems Engineering Handbook, 
(INCOSE, 2007a)), the life cycle of a system encompasses six main stages, namely: i) concept, 
ii) development, iii) production, iv) utilization, v) support, and vi) retirement. The Concept stage aims to 
assess new business opportunities, to explore concepts, to identify the stakeholders’ needs and requirements, 
and to propose viable solutions; the Development stage intends to refine the requirements, to create a 
description of the solution, to build the system, and to verify and validate it; the Production stage has as 
purpose the production of the system and its inspection and test; the Utilization stage aims to operate the 
system in order to satisfy the users’ needs; the Support stage provides sustained system capability; and the 
Retirement stage is responsible for store, archive, or dispose the system. 
The decision gates correspond to milestones or major decision points in the life cycle of a system which 
guarantee some discipline in the execution of the project and help to manage the risks in proceeding to next 
stages. ‘Execute next stage’, ‘Continue this stage’, ‘Go to a preceding stage’, ‘Hold project activity’ 
constitute typical examples of these control points. 
This standardized life cycle structure has several variants (quite aligned), being the ones from the DoD and 
from NASA (National Aeronautics and Space Administration), two of the most well-known versions. These 
are usually referred as acquisition life cycle models since the main projects associated with these institutions 
involve the acquisition and development of large and complex systems which absorb billions of tax payer 
dollars (INCOSE, 2008). Consequently, they have to follow strictly acquisition guidelines to guarantee good 
investments. Figure 2.8 compares these (slightly) different viewpoints. The milestones A, B and C, in the 
DoD structure, represent the start of the development phase, the program start, and the production 
commitment, respectively. IOC stands for Initial Operational Capability and FOC stands for Full Operational 
Capability. This work will take as reference the general life cycle framework adopted by INCOSE and 
normalized at ISO/IEC 15288. 
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Figure 2.8 – Life cycle structures (adapted from INCOSE, 2007a) 
The models used to define the start, stop, and activities proper to the life cycle stages, are usually known as 
life cycle development models. These models constitute development templates or frameworks for 
developing the engineering process. Once again, systems engineering and software engineering share the 
utilization of these frameworks. Many authors (Barber et al., 1998; Patterson, 1999; Blanchard and 
Fabrycky, 2006; Sommerville, 2007; INCOSE, 2008; Buede, 2009) are consensual in the enumeration of 
three seminal models: the Waterfall Model (Royce, 1970), the Spiral Model (Boehm, 1988), and the Vee 
Model (Forsberg and Mooz, 1991). The first two, or variants, have been extensively used in software 
development projects while the third one has been more applied to systems (engineering) development. 
From a development approach point of view these models can be categorized in two general philosophies: 
i) the linear sequential approach and ii) the iterative incremental approach or evolutionary development 
(strictly, the evolutionary approach is similar to the incremental one but a new system is delivered at each 
build rather than adding new modules; this evolutionary approach is particularly useful for cases where user 
requirements are expected to change severely over time and where innovative technologies allow for major 
improvements (Sahraoui et al., 2008)). 
The first category, which includes the original versions of the Waterfall and the Vee models, is characterized 
by a systematic and disciplined linear series of representations, from the requirements (well understood from 
the beginning) through the final product, which is typically delivered only at the end of the process. This 
approach is usually suited to predictable, stable and repeatable environments where it is crucial to maintain 
strict adherence to documentation in order to assure safety or security concerns (for example, the 
development of medical equipment). 
The iterative incremental approach, where we can find the Spiral Model and Rapid Prototyping, consists of 
expanding increments of a given product with the directions of evolution being determined by operational 
experience (Boehm, 1988). The main idea underlying this perspective is to minimize the risks via risk 
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analysis phases and prototypes, and to provide rapid value and responsiveness. The requirements are allowed 
to be unclear at the beginning being fine-tuned through the iterative development. A mixed solution, where 
the benefits of the two referred approaches are incorporated, is generally “the good choice”. There are also 
several adapted versions of the sequential models to facilitate some flexibility, user involvement and 
evolutionary development (Mooz and Forsberg, 2001). For example, the Vee Model has a variation (VP) 
which includes prototyping (Patterson, 1999) and has an incremental version represented by a set of 
horizontally offset Vees (Buede, 2009). 
The Waterfall Model (depicted in Figure 2.9) is characterized by a linear and sequential evolution of phases 
(a cascade). After each phase is created a set of artifacts (mainly, documents) that should be approved before 
to proceed to the next step. The order “requirements before design, design before code” rule the 
development. There are some variants of this original model, involving from five to seven phases, and 
including some interaction between adjacent phases (“Splashing Waterfall”) (Boehm, 1988; Sage and 
Palmer, 1990). The discipline imposed by this framework requires early commitments with the final product 
“aspect” being difficult to accommodate changes in the user requirements and to cope with the flexibility 
required by modern times. The feedback mechanisms are not explicit, increasing the risks of a poor final 
solution. The costs involved in error detection and correction are considerably higher as the product move 
towards the end-user (Pressman, 2005). This document-driven model is frequently used to illustrate wrong 
software development practices and, in fact, was in this sense that Royce (1970) has presented it. 
 
Figure 2.9 – Waterfall Model and Vee Model 
The Vee Model (illustrated in the right side of Figure 2.9), the model widely used in Systems Engineering, 
has a Decomposition & Definition part (the top-down left side) followed by an Integration & Verification 
part (the bottom-up right side). The time and system maturity evolves from the left to the right. It starts with 
the identification of user requirements, on the upper left, follows with the definition of specifications for the 
system components and items (detailed design process), proceeds with implementation and integration 
procedures with corresponding verification, and ends with a system validated by the user, on the upper right. 
This model emphasizes the verification and integration of subsystems in order to achieve an integrated 
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whole. The four levels of the Vee represent four layers of perspectives including, from top to bottom, the 
User view, the Systems Engineer/Architect view, the Designer view and the Developer view 
(Gonzales, 2000). As major drawbacks of this model are pointed out the necessity to ensure feedback 
mechanisms, the need to do some integration planning during the requirements capture phase, and the 
revision of the requirements during the integration phase. 
In order to accommodate the cyclic and iterative nature of software/systems development, and to cope with 
the dynamic nature of requirements (Sommerville, 2007) it was introduced a new approach based on the need 
to shorten the time period between the statement of needs and the production of a product which could be 
used as a working interacting model. 
The Spiral Model (depicted in Figure 2.10), or risk-driven model, introduces explicit risk evaluation phases 
to address requirements understanding, technical feasibility, and system operations, followed by waterfall 
sequences. The model presents four major processes moving clockwise: the definition of objectives, initial 
requirements and design; the evaluation of alternatives and risk analysis; the development and testing; and 
the planning the next stage with stakeholders’ approval. The number of iterations of this sequence is variable 
and depends on the achievement of a well understood (low-risk) solution able to be developed by a waterfall 
model (the concluding wrap of the spiral). The spiral development is “materialized” in prototypes which act 
as working models to interact with stakeholders. The cumulative development costs are illustrated by the 
radial distance. This model is mainly criticized by the difficulty to manage and control the concurrent 
different stages of development for the different system components. 
 
Figure 2.10 – Spiral Model (source: Boehm, 1988) 
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The description of the system life cycle and the associated development metamodels would be incomplete 
without a brief characterization of the life cycle costs (LCC), the contemporary COSYSMO (Constructive 
Systems Engineering Cost Model) model, and some considerations about the value of SE and related metrics. 
These topics will be shortly described in the next section as they are important to characterize the SE field 
and to reinforce the need of a comprehensive development of the conceptualization and design stages as a 
critical aspect to achieve a successful system. 
2.2.4 Systems Engineering Value 
The LCC include all the costs involved in design, development, production, distribution, system operation, 
maintenance and support, retirement, and material disposal/recycling (Blanchard, 1999). The COTS products 
involve mainly acquisition, operation, maintenance and disposal costs. The full-cost visibility and traceability 
are fundamental aspects that can be addressed by adequate cost-effectiveness analyses which are, in turn, 
critical tools to support trade studies and decision-making. 
It is universally known that it is at the early stages of a life cycle where the greatest gains in terms of total 
LCC can be achieved (design-to-cost). The Figure 2.11 illustrates the typical curves associated with the LCC 
and the costs involved in error recovering. Several studies from software and systems engineering 
(Pressman, 2005; INCOSE, 2007a) reveal that when just 8% of a project actual costs are spent (during the 
concept phase) up to 70% of the life cycle costs are already committed by the decisions taken, illustrating the 
statement “all the really important mistakes are made on the first day” (Stasinopoulos et al., 2009). 
 
Figure 2.11 – Committed Life Cycle Costs (source: INCOSE, 2007a) 
These decisions, made at an early stage in the life cycle, have a considerable impact on the overall 
effectiveness and cost of the system being of paramount importance the implementation of SE principles and 
practices at this stage in order to influence the system design in an efficient and effective manner (Blanchard 
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and Fabrycky, 2006). This concept is shared by the concept of Concurrent Engineering (Clausing, 1991). The 
graph also suggests that the cost to repair errors is less significant at early stages in the life cycle being 
extremely important to invest in concept and design efforts with adequate information and analysis. 
The need to shorten the time from prototypes to significant market penetration is another feature of our 
modern societies. The Figure 2.12 shows that this time has dropped considerably in the last half-century. The 
PCs, the Mobile Phones and more recently, the High-Definition Television are well-known examples of this 
accelerated development and market adoption. These products will have uncertain life cycles characterized 
by constant improvements afforded by constant technological developments. 
 
Figure 2.12 – Time from prototype to significant market penetration (source: INCOSE, 2007a) 
This systems’ development contemporary environment, characterized by rapid change and complexity, 
requires a versatile approach able to cope with uncertain and adaptive life cycles. The Systems Engineering 
field aims to contribute to this challenge through its principles and practices like, for example, a complete 
definition of the problem, a good requirements engineering, the involvement of the stakeholders, and the 
utilization of model-based approaches. 
A study conducted by the INCOSE Systems Engineering Center of Excellence, since 2001, has demonstrated 
that SE efforts can be a valuable factor in controlling project cost and schedule overruns (Boehm et al., 2008; 
Vanek et al., 2008). Despite these evidences, the value of SE is not yet a completely well defined issue. If by 
one side, SE is seen as cumbersome and as not producing directly the product; on the other side, the Systems 
Engineers are occupying leadership roles with high salaries (Boehm et al., 2008). These contradictory 
perspectives recall for empirical research in quantifying the value of SE as well as in defining SE effective 
metrics. 
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Honour (2004) argues that SE practitioners intuitively understand its value but, in fact, the application of SE 
has been guided by the use of heuristics learned by each one during their personal experiences and without a 
quantified measurement of the SE actual value to the project. The intuitive perception of the SE value in 
terms of cost and risk reduction is depicted in Figure 2.13. The quantification of this value is obviously a 
challenge at the research agenda. 
 
Figure 2.13 – Intuitive value of Systems Engineering (adapted from Honour, 2004) 
The mentioned author proposes a mathematical model which constitutes the seminal work of the COSYSMO 
model. The results of his work, with the limitations associated to the highly varied nature of SE projects, 
indicate that the SE effort improves development quality and the adequate effort (defined by the 
ratio: number of hours allocated to SE/total number of hours worked during the lifetime of the project) is in 
the range of 15-20%. 
The COSYSMO model aims to accurately estimate the effort associated with the SE activities performed 
throughout the system life cycle (Valerdi et al., 2004; Valerdi, 2008). The COSYSMO is for Systems 
Engineering as COCOMO (Constructive Cost Model) is for software development cost estimation in 
Software Engineering. The COSYSMO is a parametric model, based on empirical data, with Cost Estimating 
Relationships between the independent variables (e.g., requirements) and the dependent variable (i.e., effort). 
The Figure 2.14 illustrates the operational concept of the model which involves sixteen drivers. Four of these 
drivers (Size Drivers) are utilized to estimate the size of the effort while the other twelve (Cost Drivers) are 
used to adjust the effort through parameters that are sensitive to cost (Valerdi, 1995). 
 
Figure 2.14 – COSYSMO Operational Concept (adapted from Valerdi, 1995) 
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The Size Drivers include: the number of system requirements, the number of major interfaces, the number of 
operational scenarios, and the number of unique algorithms. The Cost Drivers or Effort Multipliers are 
divided in two groups: i) the application factors and ii) the team factors. The first group includes the 
requirements understanding, the architecture complexity, the level of service requirements, the migration 
complexity, and the technology maturity. The second group embraces the stakeholder team cohesion, the 
personnel capability, the personnel experience/continuity, the process maturity, the multi site coordination, 
the formality of deliverables, and the tool support. 
Besides the actual added-value afford by this tool in the field of cost estimation and budget planning for the 
large-scale system’s entire life cycle, the model helps to justify the value of SE within an organization and 
provides a wide-ranging list of size and cost drivers which can serve as risk management catalogues. The 
base study for the development of COSYSMO revealed that the SE effort is more accentuated at the first 
phases of the life cycle namely, the conceptualization and the development stages. A comprehensive 
description of COSYSMO can be found at Valerdi (1995). 
Parallel works in order to demonstrate the value of SE are being developed by Vanek and colleagues (2008) 
and Rhodes and colleagues (2009). These works are related with the definition and characterization of a set 
of performance measures and metrics for measuring the effectiveness of SE activities. According to 
Kitterman (2005), a measure is a quantified value of a given attribute and a metric is a measure compared to 
what it is expected. These metrics aim to provide an indication if the process is moving in a successful way in 
order to achieve a successful outcome. 
Vanek et al. (2008) present a review on the characteristics of effective SE attributes which are, for example, 
relevance, completeness, timeliness, simplicity, accuracy, and cost-effectiveness, and provide a list of the 
most representative SE metrics. This list, gathered from different institutions like the Lean Aerospace 
Initiative (LAI)/INCOSE, the Boeing, the IBM, includes, for example, metrics for requirements volatility, 
system design tasks versus time, SE staffing & skills maturity, compliance to product standards, and 
customer satisfaction with the product. 
The authors also suggest the utilization of performance management systems from other engineering and 
management fields, which can provide valuable insights for SE. These systems are, for example, Six Sigma, 
Total Quality Management, Balanced Scorecards, or Lean Product Development. 
The Systems Engineering Leading Indicators Guide (Roedler and Rhodes, 2007) developed by INCOSE, 
LAI, and PSM (Practice Software and Systems Management) embraces thirteen leading indicators which are 
“measures for evaluating the effectiveness of how a specific activity is applied on a program in a manner that 
provides information about impacts likely to affect the system performance objectives”. The indicators are: 
i) requirements trends, ii) system definition change backlog trend, iii) interface trends, iv) requirements 
validation trends, v) requirements verification trends, vi) work product approval trends, vii) review action 
closure trends, viii) risk exposure trends, ix) risk handling trends, x) technology maturity trends, xi) technical 
measurement trends, xii) systems engineering staffing & skills trends, and xiii) process compliance trends. 
Part I Chapter 2 – Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 41 - 
The value of SE is a field in current evolvement and debate but, by this time, with no definite resolutions. 
The discussions point out to the definition of a common architecture for SE metrics and best practices that 
can be tailored to each project. In the future, the value of SE will be mainly evaluated as a function of the 
value delivered to every stakeholder, being this value a trade-off between worth, utility, benefit, or reward 
and their contributions to the system/enterprise (INCOSE, 2007b). 
2.2.5 Systems Engineering Process 
There is no universal ‘recipe’ to do Systems Engineering. Since every system is unique and the 
characteristics of its users, suppliers, manufacturers, and operators are so diverse, the Systems Engineer 
tailors his/her favourite processes to satisfy the needs of a given project (Buede et al., 2002). The process 
defines WHAT activities are to be performed with no details on how to perform them (a concern of the SE 
methods). 
The literature provides several SE process models which are based on the standards previously presented 
(section 2.2.2) like the ANSI/EIA-632, the CMMI, and the ISO/IEC 15288. Some of those models are quite 
burden and complicated while others are more manageable and, from the author’s point of view, more easily 
tailored to the uniqueness of each system. The Tufts’ Systems Engineering Process Model, the Plowman’s 
Systems Engineering Process Model, and the SIMILAR Process Model are perhaps the most referred models 
in the field (Bahill and Gissing, 1998; Martin, 2000; Buede et al., 2002; INCOSE, 2007a; Buede, 2009). It is 
also common to find some variants from DoD and NASA. 
With more or less details, these roadmap models share the obvious relation with the life cycle stages and a 
series of iterative high-level activities, namely: (i) to know what the customers want and to define the 
systems objectives; (ii) to define and manage system requirements and to establish the functionality; (iii) to 
identify and minimize risk conducting trade studies as a basis for informed decision making; (iv) to evolve 
design and operation concepts; (v) to plan and integrate the work; (vi) to enhance communication and system 
understanding; and (vii) to verify that the system meets customers’ needs. 
To be aligned with the international standard, the activities that characterize the SE process following the 
ISO/IEC 15288 (also adopted by INCOSE) are illustrated in Figure 2.15. 
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Figure 2.15 – ISO/IEC 15288_INCOSE SE Processes (source: INCOSE, 2007a) 
Nevertheless, and because the author believes that intelligibility and simplicity are required to guide the 
action, it will be also analyzed the SIMILAR process model which can be considered more closely related to 
human thinking (Bahill and Gissing, 1998) gathering the consensus of a representative group of senior 
systems engineers (INCOSE, 2009c). 
The SIMILAR Process (Figure 2.16) is an abstraction which reflects a logically consistent and effective 
means of planning and problem solving (Bahill and Gissing, 1998). The acronym stands for State the 
problem, Investigate alternatives, Model the system, Integrate, Launch the system, Assess performance, and 
Re-evaluate. As their authors state, this process is quite “universal” and a considerable number of 
well-known processes from diverse fields can be mapped to the SIMILAR process. The authors also remind 
that the linear appearance of the model does not represent a sequential procedure. The functions are 
performed in a parallel and iterative manner. 
 
Figure 2.16 – SIMILAR Process (adapted from Bahill and Gissing, 1998) 
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The two models just referred will be described in parallel in this section. In fact, the ISO/IEC 15288 outlines 
the areas of concern for SE but does not detail the process to do the work, giving some flexibility to pick the 
right processes for a given situation but suffering of some lack of “glue”. Being a simpler, intuitive, 
integrated, and guided model the SIMILAR process will be the author’s selection to carry on the work. 
The Figure 2.17 depicts the ISO/IEC 15288 SE processes mapped to the elected SIMILAR process, as well 
as the main life cycle stages defined at the international standard, and a series of several processes and factors 
that are transversal to the entire life cycle and that can be accommodated into three major categories, as 
proposed by Martin (2000): Project Environment, Enterprise Environment, and External Environment. This 
mapping is an attempt to integrate the two models into one consistent description of the SE process 
(Ramos et al., 2010). The ISO processes were allocated to the functions where they assume more relevance. 









Figure 2.17 – ISO/IEC 15288 Processes mapped to the SIMILAR Process 
The four right columns represent the four process categories defined in the standard. The Technical Processes 
are used to identify the requirements which constitute the basis of the efforts to create the system, to sustain 
the system throughout its useful life, and to support the disposal of the system. The Project Processes are 
essential to general management activities and relevant to the technical coordination of a project. The 
Enterprise Processes focus on the capabilities of the organization which are relevant to the realization of a 
system. The identification and exploitation of internal and external interfaces are crucial objectives of these 
processes providing the context of the business environment. The Agreement Processes conduct the focal 
business of the organization: the buying and selling of goods or services. All of these processes are supported 
by other transversal tasks and enabler/disabler factors that make part of the Project Environment (e.g., Project 
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Management, Team Work, Writing Lessons Learned), the Enterprise Environment (e.g., Policies & 
Procedures, Available Technologies), and/or the External Environment (e.g., Laws & Regulations, Social 
Responsibilities). The SE is the glue that holds it all together (Bahill and Dean, 2009). 
The following description summarizes the major aspects of the SIMILAR Process functions along with the 
fundamental characteristics of the associated standard Technical Processes. This perspective is based on the 
works of Bahill and Gissing (1998), Bahill and Briggs (2001), Bahill et al. (2002), INCOSE (2007a), Bahill 
and Dean (2009), and on the author’s point of view (Ramos et al., 2010). The other standard processes, which 
correspond mostly to strategic and management functions, will not be described here since they are not 
fundamental to the objectives of this doctoral research (INCOSE (2007a) describes them comprehensively). 
Nevertheless, they are critical to SE and to the successful realization of a system. There will be also an 
emphasis on the Model the system function because it is the core theme of the work. 
Since a process consists of a series of interacting activities that transform inputs into outputs, the description 
will be based on diagrams containing the major activities of the function in analysis along with the main 
inputs, enabler and controller mechanisms, and outputs. These diagrams are OPDs from the Object-Process 
Methodology (Dori, 2002). This MBSE methodology will be described in detail in the next chapter but, since 
the corresponding modelling language is quite simple and intuitive, it was decided to use it in this section. 
The basics of the OPDs are described in Appendix B. 
State the problem 
This function starts with the identification of the “reason to do” followed by the high-level description of the 
main functionalities of the system (what the system should be able to do in its operating environment) with 
all of the requirements that must be satisfied. The following list includes the typical activities performed at 
this level: state the problem; define a vision and a mission; identify all the stakeholders; understand 
customers’ needs and expectations; elicit and manage system requirements; verify (ensuring that each 
requirement has been satisfied) and validate (ensuring that the requirements are correct, complete, consistent 
and attainable that is, a real-world solution can be built) requirements; summarize the four most important 
metrics: performance, cost, schedule, and risk; and express the Concept of Operations. These elements should 
be cleared and unambiguously expressed in words or as models. 
The main inputs are the stakeholders’ needs, which rule the development of the project. The stakeholders 
(individuals or organizations) are parties with legitimate interests in the system and can be classified as 
end-users, operators, owners, enterprise decision-makers, regulatory agencies, sponsors, support 
organizations, and society-at-large. Sometimes they are not directly involved but they are represented by 
other organizations (for example, the stakeholder ‘future generations’ in sustainable development contexts). 
The project constraints, in terms of budget, schedule, risk, and technical solutions (for example, legacy 
systems) are also inputs to state the problem. The terms and conditions of certain agreements, the project 
processes, the business statutes and regulations, and the societal laws are controller mechanisms which can 
restraint the problem definition. The enterprise organization, infrastructure, policies and processes can act as 
enablers favouring (or not) the successful statement of the problem. 
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The major outputs, typically documents and/or models, include the Concept of Operations document, the 
approved system requirements, the measures of effectiveness and suitability that will be used for assessing 
the developed system, the architectural constraints that will limit the investigation of alternatives, and a 
requirements verification and traceability matrix (RVTM). This matrix documents how the requirements are 
intended to meet the stakeholders’ objectives, their verification and validation methods, and a registry of the 
history for each requirement. The OPD for the function State the problem is depicted in Figure 2.18. 
 
Figure 2.18 – OPD for the State the problem function 
It is important to devote some attention to the element ‘Concept of Operations’ (ConOps or CONOPS), very 
familiar in the SE field. The ConOps constitutes a high-level foundation document that defines what the 
system is intended to do from the perspective of the stakeholders or from an operational perspective. The 
ConOps provides conceptual integrity, works as a formal communication mechanism between all 
stakeholders (Gonzales, 2000), and constitutes the baseline for following analyses. 
Typically, the ConOps defines who are the stakeholders involved with the system, what are the elements and 
the high-level capabilities of the system, what are the geographic and physical extents of the system, what is 
the sequence of activities that will be performed, what is the problem or opportunity addressed by the system, 
and how will the system be developed, operated, and maintained (FHWA, 2007). The document also gathers 
a consensus on the system’s performance measures and on the validation plan. It should be kept as clear as 
possible. 
Summarizing, the State the problem function aims to identify all the relevant stakeholders and to understand 
their needs well enough to support the architecture design process. It is a crucial function for the development 
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of a successful system that is, a system which meets the needs of its clients. These needs must be, sometimes, 
discovered and explained by the systems engineer. 
Investigate alternatives 
This function has as main objectives to explore alternative concepts for the solution system and to design its 
baseline architecture (selection of the types of system elements, their characteristics, their arrangement, and 
their interactions). The identification of alternatives clarifies the requirements thus reducing risk. 
Architecting the system is one of the systems engineer most important tasks, embracing technical knowledge 
and also creative work. The architecture establishes a framework for the development of the system that will 
satisfy the requirements. If the system will only use COTS components, the architecture definition relies on 
choosing those components but, if there will be design and creation of components, architecting will be more 
creative and challenging. 
The most important activities of this function consist of: defining goals, objectives and evaluation criteria for 
trade off studies; involving domain experts and all the relevant people to identify and evaluate alternative 
designs; conducting trade off studies with updated information and with sensitivity analyses; making 
decisions considering multicriteria techniques; defining the architecture; partitioning the requirements and 
allocating them to system components; identifying interfaces within the system and with external systems; 
and defining an integration plan. 
It is important to keep in mind that the alternative designs can be explored in parallel or sequentially, with 
successive revisions, and should be evaluated through performance & cost figures of merit (quantification of 
requirements). None of the feasible alternatives is supposed to optimize all the criteria so, there will be 
trade offs. Prototypes and simulation models can help to assess preferred solutions. 
The interfaces between system elements and their integration should take particular care of human aspects 
(Human System Integration). The interoperability is another critical issue on architecting in a modern 
environment. With growing large and complex systems, it is vital to ensure the compatibility of system 
components (which can be systems as well) to work as a whole. Besides the current components, legacy and 
future ones must be considered. The compliance with standards is essential to guarantee existing and 
potential interoperability. 
The ConOps, the requirements, the RVTM, the architectural constraints and the specifications of interacting 
systems external to the system-of-interest are the key inputs to this function. The OPD for the function 
Investigate alternatives is depicted in Figure 2.19. 
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INVESTIGATE ALTERNATIVES





















Figure 2.19 – OPD for the Investigate alternatives function 
The major outputs of this function include the baseline architecture for the system, the high-level description 
of their elements, their main interface requirements, the plan to integrate them, and the RVTM updated with 
requirements assigned to major system elements. 
Model the system 
This function, the central part of this doctoral research, is also commonly referred as Design the system. In 
fact, Blanchard and Fabrycky (2006) consider the State the problem and Investigate alternatives as 
‘Conceptual Design’, the Model the system as ‘Preliminary System Design’ and the Integrate function as 
‘Detail Design and Development’. According to Buede (2009) design “is the preliminary activity that has the 
purpose of satisfying the needs of the stakeholders, begins in the mind of the lead engineer but has to be 
transformed into models employing visual formats in a highly skilled manner for success to be achieved (…) 
there is always an element of artistry”. For Wymore (1993) design a system “is to develop a model on the 
basis of which a real system can be built, developed, or deployed that will satisfy all its requirements”. 
Model the system is a function employed since the early beginning of the “reason to do” until the deployment 
of the system. The models are defined, extended, refined and validated throughout the entire system’s life 
cycle. The model is a simpler representation of the system-of-interest. This representation can be 
accomplished through several kinds of models like prototypes, blueprints, functional flow block diagrams, 
object-oriented diagrams, simulations (this discussion will be detailed in the following chapter). 
The models are cost-effective tools to create data in the analysis domain and provide an approximation of 
structure and/or behaviour (of the system) which help to support better decisions with less risk of failure in 
the finished system. The models can enhance the clarification of requirements, the identification of 
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bottlenecks, and the exposure of efforts’ duplication. As obvious, the time and resources used to develop and 
to operate the models must not exceed the value of the information obtained through their use. 
The major objective of this function is to provide a comprehensive description of the system and of all its 
components through the development of models. The main activities may comprise the functional 
decomposition of the system, the selection of the appropriate model(s) for the particular objectives and 
characteristics of interest; the development of the model(s); the verification and validation of the model(s); 
the execution of the model(s); the analysis of results; the refinement of the model(s); and the selection of 
COTS components. The selection of technology should be delayed until the right choice can be made that is, 
until there is a solid understanding of the requirements and of the architecture of the system. The OPD for the 
function Model the system is depicted in Figure 2.20. 
MODEL THE SYSTEM
Do functional 
















Figure 2.20 – OPD for the Model the system function 
The functional decomposition aims to breakdown the system function into smaller and more manageable 
chunks (elementary functions) in order to allocate them to physical components. This assignment is typically 
of type one-to-one or many-to-one. The cardinality one-to-many should be further investigated (it can be 
derived to forced redundancy or to different action modes). The traditional FFBD and the IDEF0 modelling 
tools are being replaced by object-oriented design in order to guarantee, in addition to the hierarchical 
element, the abstraction, the encapsulation and the modularity features. 
In the high-level design developed during the investigation of alternatives, the functionality and performance 
of each component are defined. In the detailed design, the architecture is refined and the design specifications 
Part I Chapter 2 – Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 49 - 
for hardware, software and bioware (human or other biological organisms) components specify how they will 
be implemented/handling so that they meet the requirements. 
The major inputs are the ConOps, the baseline architecture design and the RVTM, controlled by settled 
agreements, the project processes and the business regulations and standards. The enterprise environment can 
act as activities’ enabler as well as the selected modelling tools. The outputs of the function are verified, 
validated and documented models which provide a complete low-level description of the system (they can be 
generally referred as Model-based system design). Integration, verification and validation plans make also 
part of the results. The essence of Model-Based Systems Engineering, which will be discussed in the next 
chapter, relies on using well-structured models that are suitable for the given problem domain (Bahill and 
Botta, 2008). 
Integrate 
System integration means build the system bringing things together so they work as a whole and provide 
emergent behaviour (the essence of systems thinking). This function is intimately connected with the 
previous one since systems engineering modelling implies holistic design with interactions prominence. The 
development of software and hardware units, and the interfaces are the core business of the function which 
main purpose is to “realize the system-of-interest by progressively combining systems elements in 
accordance with the architectural design and the integration strategy” (INCOSE, 2007a) and with 
corresponding verification and validation procedures to ensure correct boundaries, correct data flow, proper 
interactions and fulfilled requirements. This process is usually taken iteratively and bottom-up. That is, the 
components at the lower level of the hierarchy are integrated and verified first. The process continues until 
the entire system is integrated and verified against all its requirements. Like in a business environment, all 
activities must be totally integrated under a common direction or plan that supports the vision/mission and 
the goals of the enterprise. 
The major activities include the development/purchase of software/hardware units (based on detailed 
models); the design and management of internal interfaces and interfaces with external systems; the 
definition of an integration strategy ensuring the availability of system elements; the “assembly” of the 
system (or build the system); the Human-Systems Integration; the verification of the system; the application 
of corrective actions in the event of non-conformance; and the demonstration of end-to-end operation. The 
OPD for the function Integrate is depicted in Figure 2.21. 
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Figure 2.21 – OPD for the Integrate function 
The hierarchy of the system, provided by the detailed models, offers a good knowledge of the system’s 
structure and supports the definition of interfacing subsystems and components. The subsystems should be 
defined along natural boundaries to minimize the amount of information, physical items, and energy to be 
exchanged between them. They should send finished products to other subsystems through functional (data, 
commands, power) or physical (fluids, heat, connectors) interfaces. Interface control documents should be 
developed and managed. 
The acquired COTS components (acquisition delayed until they are actually needed in implementation), the 
written software and the built hardware are now working as a coherent whole. The integrative efforts require 
extensive communications and coordination between legacy systems owners and operators, stakeholders, and 
system implementers. 
The verification of the system intends to guarantee that the system “has been built right” with all the 
requirements being fulfilled. The verification procedures like tests (using direct measurements of system 
operation), analyses (using logical, mathematical and/or graphical techniques), inspections (using direct 
observation of requirements), demonstrations (witnessing system operation in the expected or simulated 
environment without need for measurement data), and certifications (operating the system in alignment with 
legal or industrial standards) should be selected according to the perceived risks, safety and criticality of the 
element under analysis. 
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The Human-Systems Integration (HSI) focuses on the system’s human element including all personnel 
(owners, users, customers, operators, maintainers, trainers…) who interact with the system, providing a “total 
system” approach. The human-centered concerns of the SE process should be considered throughout the 
system life cycle, within and across all system elements but, they are particularly critical in the integrative 
process. HSI seeks to treat human elements as other system elements such as software or hardware, being 
integration essential to ensure adequate interfaces between man-machine. The people outside the system may 
be affected by its operation so, it is important to consider these interactions as well. 
The human-centered domains usually considered in HSI are (INCOSE, 2007a; Hardman et al., 2009): 
• Manpower: determines the number and type of personnel in the various specialties of the system 
keeping human resource costs at reasonable levels; determination of manpower positions should 
take in consideration the evolving demands on humans (cognitive, physical and psychological) and 
the impacts of technology on them. 
• Personnel: considers the human performance characteristics (knowledge, skills, abilities, physical 
condition, cognitive level, experience, and aptitudes) and the means to provide and retain such 
people in the system (recruitment and training, career progression, assignments). 
• Training: determines the instruction and resources required to install training systems which provide 
personnel with enhanced user capabilities, updated skill proficiencies and expedite skill attainment. 
• Human Factors Engineering: creates effective integration of human-system interfaces to achieve 
“optimal total system performance”; through comprehensive task analyses the design should 
maximize usability, should not demand unachievable skills, should avoid characteristics that induce 
frequent errors, and should consider ergonomics (the discipline concerned with the elimination of 
system design features that could cause temporary or permanent injury to people who interact with 
the system); the aspects of Human Computer Interaction (HCI) are particularly relevant to the 
development of effective, intelligible and friendly interfaces for the software components. 
• Environment: considers air, water, land, cyberspace, markets, organizations, their relationships and 
the interactions with the system in order to protect it against harmful environment conditions and in 
order to protect the environment from system design, manufacturing, operation, maintenance and 
disposal activities (Environmental Impact Analysis). 
• Safety: endorses system design features and procedures to diminish the potential for accidents which 
can cause death or injury to humans, which menace the system operation and which can incite 
cascading failures in other systems; sub-systems for system status, alert, backup, error recovery, and 
environmental risk are examples of those features. 
• Occupational Health: promotes system design characteristics to prevent health risks like acute or 
chronic illness or disability, to enhance job performance, and to incite the use of protective 
Ana Luísa Ramos 
- 52 - Model-Based Systems Engineering: A System for Traffic & Environment 
equipment; the typical sources of health hazards include: noise, humidity, physical trauma, electric 
shock, and CBRNE (i.e., Chemical, Biological, Radiological, Nuclear, and Explosive) substances. 
• Survivability: evaluates the mechanisms (e.g. helmets, air bags, ejection equipment) that can reduce 
the susceptibility of the system to loss components, to cause injury or loss of life, or to collapse; 
protection and escape systems must ensure personnel and system survivability. 
• Habitability: sponsors characteristics of system living and working conditions such as ventilation, 
lighting, space, temperature, noise, medical care, food services; these aspects incite high morale, 
motivation, safety, health and comfort thus, contributing to the overall system performance. 
These interacting domains should live in the SE process in order to accomplish an effective human 
integration. Many of the mentioned considerations can take the form of system requirements and should be 
elicited and explored since the beginning of the project. The systems engineer has a crucial role in engaging 
the HSI team in the system design. 
The main inputs for this function include the ConOps, the architecture design, the RVTM, the detailed 
models of the system (model-based system design), the acquired COTS components, and the verification 
criteria. The development and integration tools can facilitate the integrative activities. The key output of the 
function is an integrated verified system able to be launched. The RVTM should be updated and the results of 
the corrective actions resulting from integration and verification procedures should be reported. 
Launch the system 
The verified system is installed in its operational environment (if not developed in-house) and the 
responsibility transferred from the development team to the client organization (the organization that will 
own and operate the system). This transition stage also includes logistic support equipment, operators 
training and other enabling systems, as well as basic acceptance tests to confirm that the system performs as 
intended in its deployment site(s) and to be accepted to go operational. The eventual detected anomalies and 
malfunctions should be reported and corrected. Sometimes it is necessary to install the system in stages, 
whether due to budget constraints, to risk diminishing, or to other projects’ synchronization. 
The transition to full operation can be particularly complex when the system-of-interest interoperates with 
several other systems, when there is a replacement of an old familiar system, when there are disruptions on 
client services, or when there is a considerable amount of human interaction. The design of effective training 
systems is of paramount importance to warrant operators with adequate knowledge and capabilities to run the 
system properly. 
The transition phase is usually followed by the system validation. As already mentioned, the verification 
process ensures that “the system was built right” while the validation process guarantees that “it was built the 
right system”. The objective is to confirm that the entire system is working according to the stakeholders’ 
requirements (ConOps) and to the validation criteria previously defined. This process can only be 
accomplished when the system is in its operational environment and is being used by the real users. To avoid 
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unpleasant surprises it is desirable to perform in-process validation through the corroboration of the different 
products (like the ConOps, the design models) that lead up to the final system-of-interest. 
After validation the system is operated producing the desired outputs (the system is doing what it was 







acceptance tests Apply corrective actions
Validate the 
system Operate the 
system
 
Figure 2.22 – OPD for the Launch the system function 
The main inputs to launch the system include the integrated and verified system, an installation plan, the 
prepared operational environment involving the people, the facilities, and the processes, the validation plan 
and criteria, the consumables required to the normal operation of the system, and the operational procedures 
to guide its deployment. The project processes like, for example, configuration management, the agreements 
on supply conditions, and the Concept of Operations maintain control over the system. 
Besides the infrastructure and the enterprise internal organization, the conditions of the operational site 
provided by the system client and the support systems like logistics, documentation, and training schemes 
can enable an effective installation and operation. 
The major outputs involve the installed verified & validated system operating according to the users’ needs, a 
list of eventual corrective actions detected by acceptance tests or validation procedures and discussed with 
the system’s client, the final documentation of the system (as a product instructions manual), training 
materials and the system maintenance plan to allow a first-class long-life. 
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Assess performance 
This function intends to evaluate the performance of the system through measurement. “If you cannot 
measure it, you cannot control it; if you cannot control it, you cannot improve it” (Bahill and Gissing, 1998). 
The system should be continuously monitored in order to provide operational data, in order to be evaluated 
through defined metrics, and in order to be maintained, changed, corrected, upgraded, and improved. 
Recording and documenting/reporting these issues is vital to track changes, control versions, and notice 
trends. 
The system’s performance is assessed through figures-of-merit (typically used to quantify system 
requirements in the trade off studies), technical performance measures (normally used to monitor system 
performance during the design, development and manufacturing), and metrics (typically used to help manage 
a company’s processes) (Bahill and Gissing, 1998). 
A performance measure is a quantified value of a given physical or functional attribute relating to the 
execution of a process, function, activity or task. It can be related with quantity (how much or how many), 
quality (how well), timeliness (how responsive, how frequent), and readiness (when, under which 
circumstances). The number of requirements defined, the number of software modules completed, the 
number of acceptance tests passed are classical examples of technical performance measures related with the 
SE process. A metric is a measure of performance compared to what it is expected (target value) and is 
associated with the system effectiveness. The performance measures and metrics for a given system are 
intimately related with its nature but they can include, for example, productivity, customer satisfaction, and 
number of defects reported. The collection of data that will not be used for any purpose should be avoided. 
The main activities included in this function involve the monitoring of operations (design, development, and 
operation), the collection of technical performance measures and defined metrics, the establishment and 
execution of maintenance procedures, and the reporting of measures, deviations and recommended actions. 
The Assess performance function is normally applied throughout the system life cycle including the SE 
process and the active system-of-interest. In this last case, the main inputs enclose the installed system, the 
defined maintenance procedures and eventually replaceable materials required for system preservation. The 
chosen monitoring systems and maintenance systems can facilitate the activities. The OPD for the function 
Assess performance is depicted in Figure 2.23. 
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Figure 2.23 – OPD for the Assess performance function 
The major outputs of this function include the technical performance measures and the metrics of the system 
as well as the reports on these measures and detected deviations. There should be recommendations for 
subsequent corrective actions, upgrades, changes, or any other enhancement. This measurement allows 
control over the system, and the control allows continuous improvement. 
Re-evaluate 
The function Re-evaluate means feedback. Feedback, one of the most important engineering tools, means 
observing outputs and using this information to modify the systems, its inputs, and the process. The 
re-evaluation should be a recurrent process with many parallel loops, used as needed (Bahill and 
Gissing, 1998). 
Continuous re-evaluation ensures control over the system and quality improvement. Implementing changes, 
upgrading versions, correcting procedures, and improving methods are typical activities derived from 
re-evaluation. Every time the system is altered, by means of software upgrades, hardware replacements, and 
job enrichment, there should be a registry in order to control the system configuration and to maintain all the 
system data updated. 
From a system life cycle perspective, the system re-evaluation can lead to its (or elements) disposal with the 
intent to permanently terminating its use. In the modern days, the design of the system takes into account 
environmental considerations and considers disassembly, reusing, reprocessing, and recycling procedures in 
order to contribute to a better environment (Design for Environment). Concepts such as Zero Footprint, Zero 
Emissions, and Cradle-to-Cradle cycles (materials perpetually circulating in closed loops) are driving current 
Ana Luísa Ramos 
- 56 - Model-Based Systems Engineering: A System for Traffic & Environment 
trends towards corporate social responsibility (INCOSE, 2007a). The ISO 14000 series define the standards 
for Environmental Management Systems and Life Cycle Assessment. 
The major inputs of this function can embrace the installed V&V system (or any of the other SE process 
functions), the assessed performance measures/metrics and the disposal requirements. The agreements with 
stakeholders, the internal disposal procedures, the industry/service standards for disposal, and the 
Government and regulatory agencies control the disposal activities. The OPD for the function Re-evaluate is 










Figure 2.24 – OPD for the Re-evaluate function 
The major outputs of this function include the reports of carried improvements, a possible disposed system, 
and some archival documentation registering the final system configuration and the “lessons learned”. 
As a synthesis, the Figure 2.25 depicts the general context of the described SIMILAR model and related 
technical processes. These processes are applied to the system development (project) which resides in an 
enterprise, which in turn resides in an external environment. The project support includes the ISO/IEC 15288 
project processes essential to general management activities and relevant to the technical coordination of a 
project. The project environment includes several factors (plans, tools, metrics, etc.) that affect the 
development of the engineering process acting as controllers and/or enablers. 
The project environment is settled on the enterprise environment which supports the project development 
through enterprise processes (focus on the capabilities of the organization which are relevant to the 
realization of a system; provide the context of the business environment). This environment, as well as the 
external environment, has also several factors that control and/or enable the projects’ development. 
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Figure 2.25 – Context of SIMILAR/technical processes (adapted from Martin, 2000) 
In conclusion, the SIMILAR process for doing SE can be applied vertically (at levels of greater detail: 
system, subsystems, components,…) and horizontally (to [system alternative 1 … system alternative n], to 
[subsystem 1 … subsystem n],…), is dynamic, repetitive, recursive with multiple feedback loops, iterative, 
and with many things done in parallel (Bahill and Gissing, 1998). The development of models during the 
State the problem and Investigate alternatives functions, the concurrent development of Modelling and 
Integration functions, and the iterative and concurrent application of Assessment and Re-evaluation at each of 
the other functions are clearly examples of the “not sequential” nature of this process. 
From the perspective of the system life cycle development frameworks, described in section 2.2.3, the 
SIMILAR SE process can be fitted into a combined approach of the Vee and the Spiral models. The 
“top-down” development and “bottom-up” implementation approach of the Vee model is used by the 
SIMILAR process in the State the problem, Investigate alternatives, and Model the system functions 
(definition and decomposition) and then, in the Integrate, Launch the System and Assess performance 
functions (integration and verification). The permanent Re-evaluate function applied in the SIMILAR 
process, to control and manage risks, is a key characteristic of the Spiral development model as well as the 
development of models, like prototypes or computer simulations, to interact with stakeholders and to develop 
an end-solution more close to the real needs and expectations (the SIMILAR process applies these principles 
through the Model the system function). 
The selected process is quite generic, straightforward (seven basic functions which match human information 
capacity (7±2 theory, Miller (1956))), and illustrative of the main activities that the systems engineer must 
perform (the WHAT is to be done). The authors also call it a fractal process reminding the pictures created 
with fractal algorithms. 
As any other process, it must be documented, relatively stable, adaptive and able to be tailored. Typically, the 
use of a given process contributes to a better utilization of resources but is not always a guarantee of success. 
As Bahill and Dean (2009) refer, “there is a key difference between a mere cook and a true chef. The cook 
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can only blindly follow the process. A chef can tailor the recipe to fit the situation and is aware of the big 
picture in terms of the entire meal, the entire experience”. 
2.3 Emerging Trends 
This last section aims to enumerate and shortly describe the emerging trends in Systems Engineering. These 
topics reflect the broad, interdisciplinary and dynamic nature of the field and are based on the Vision created 
by the INCOSE (INCOSE, 2007b) with recommendations from the IEEE, the American Institute of 
Aeronautics and Astronautics, the UK Institution of Engineering and Technology, the Systems Engineering 
Society of Australia, and others. 
The document presents a shared vision of leaders and pioneers in industry, academia, and government for the 
state of the practice of SE to the year 2020 in five key areas, namely i) the Global Systems Engineering 
Environment, ii) Systems and their Nature, iii) Systems Engineering Processes, iv) Models and Model-Based 
Systems Engineering, and v) Systems Engineering Education. These perspectives provide the basis for 
identifying research areas for cooperative activities across the SE community and for interactions with 
government agencies and international organizations. The author adds some topics (in the corresponding key 
area) mentioned by other relevant field researchers. 
Global Systems Engineering Environment – the international context and imperatives 
Current trends 
The emergence of a widespread and effective Systems Engineering practice is becoming a fact, as well as the 
realization that SE is critical to successfully design, develop and sustain the 21st century complex systems. 
Nevertheless, there is a lack of unified principles, models, and consistent terminology and definitions, and 
there is a perception that SE is excessively cumbersome and not applicable to small projects. 
The application domains of SE are definitely evolving to a broader number of sectors going beyond the 
traditional Aerospace & Defense domain. The Automotive, Energy, Transportation, Pharmaceutical & 
Healthcare, Construction, and Telecommunications sectors are already target areas for SE applications. 
The major commercial and government organizations are recognizing the importance and value of SE and the 
collaboration between SE professionals and other societies is increasing. This collaboration is also visible at 
enterprise collaborative environments where, geographically distributed, multi-disciplinary teams work on 
common projects. The standards in the field like the EIA 632 and the IEEE 1220 are being updated and 
aligned with the international standard ISO/IEC 15288. The joint efforts to generate an integrated capability 
maturity model (CMMI) for both Systems Engineering and Software Engineering were successful and the 
model is an adopted practice by many companies worldwide. 
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Besides the integration of hardware and software, there is a lack of consistent incorporation of human factors 
in a balanced way. The role of people in the systems is still failing. 
Tomorrow vision (2020) 
The system value to every stakeholder must be identified and delivered. SE will be especially important for 
multi-national teams, respecting cultural differences, facilitating effective communications, and acting as the 
lingua franca. Collaborative tools and virtual collaborative environments, with simple user interfaces, will 
shorten the distance (physical and conceptual) between involved stakeholders and will enable SE practice. 
Globally, there will be an increased harmonization of engineering, project management and business 
processes; a full support of life cycle perspectives such as supply chains and system sustainment; an 
intensified usability of standards; an increased use of analytical methods and tools; an improved integration 
of engineering specialties; and an improved shared understanding of SE concepts among stakeholders. 
Systems and their Nature – the scope and technical areas of the discipline 
Current trends 
The contemporary in-development systems reveal a trend towards more ambitious purposes across geography 
and capabilities. The so called “Super Systems” such as Intelligent Transportation, Air Traffic Control, 
Defense Systems, and Energy Systems, involve large interdisciplinary teams and considerable infrastructures 
which are globally connected. This tendency to develop “big” heterogeneous systems is accompanied by a 
complementary trend to develop “small” components, based on nanotechnologies. 
The complexity is another attribute of modern systems and constitutes a topic of intense research. Due to the 
large number of elements, to the large number of relationships among elements, or due to the nonlinear, 
discontinuous, uncertain nature of those relationships, the systems’ complexity is definite evidence. There are 
several research lines working on Complex Systems Engineering (CxSE), on the chaos theory, and on the 
complexity theory as the foundation for the new Systems Engineering (Braha et al., 2006; Rouse, 2007; 
Honour, 2008; Sheard and Mostashari, 2009). According to INCOSE (2007b), the complexity can be seen as 
a measure of how well the knowledge of the system’s components explains the system behaviour (emergent 
properties) and also by the number of interacting entities. This complexity, also related with an 
overwhelming number of parameters to control, is leading to a growing recognition of the system’s architect 
role as a critical component to define the “big picture”. Rouse (2003) states that this architect should identify 
the essence of the big picture and integrate knowledge across engineering and science that enables for 
quickly linking puzzles. 
The Systems of Systems Engineering (SoSE) (Chen and Clothier, 2003; Lane and Valerdi, 2007; 
Jamshidi, 2008; Lane and Boehm, 2008) is another topic of significant interest. The man-made aggregation 
of otherwise independent systems in order to achieve emergent behaviour leads to highly network-centric 
systems (or net-centric, or knowledge-centric) where a complex set of people, devices, information and 
services (nodes) are interconnected by a communications network to achieve optimal benefit of resources and 
better synchronization of events and their consequences. The objective is to provide complete information on 
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events and conditions to support well-grounded decision-making. The interfaces within the system-of-interest 
and with the other interacting systems rise significantly and effective integration is a fundamental issue. 
The technology will definitely influence the systems’ nature. Increasing computation power and storage 
capabilities, increased miniaturization, increased use of biotechnology, increased connectivity and 
interoperability will lead to constant evolutions and adaptive requirements. The systems are also more 
software-controlled and the relative proportion of software to hardware is increasing exponentially. Current 
trends also indicate that open source software will succeed over proprietary software contributing to a larger 
and more dynamic market. The legacy systems are a significant piece in every organization and they are 
usually updated beyond their expected longevity. The information exchange protocols and services are of 
paramount importance to enable this coexistence and the migration for new systems. The synchronization, 
privacy and security issues of these new ultra-scalable heterogeneous systems will be major challenges, as 
well as their resilience to failure (Kalawsky, 2009). 
The human role in large, complex and interdisciplinary systems is particularly important not only as system 
components but also as integrative and decision-making elements. In this sense, Human-Systems Integration 
is an essential enabler to SE practice (Mueller, 2008). The systems must be designed to accommodate human 
error either accidental or deliberate. The information and sensor technologies improvement is giving greater 
autonomy to the systems (autonomous and multi-agent systems with self-configuration and adaptive 
capabilities) removing some emotion and avoiding some hazardous situations but, human intelligence is still 
unique and indispensable in the majority of the situations. 
The Cognitive Systems Engineering (CSE) is one of the key research topics in this field. CSE is “an approach 
to the design of technology, training, and processes intended to manage complexity in socio-technical 
systems” and includes domains like cognitive work analysis, decision-centered design, situation 
awareness-oriented design, and work-centred design (Militello et al., 2010). The Ubiquitous Computing, 
Human-Computer Interaction, User-Centered Design, and Usability Engineering (Nielsen, 1993; 
Preece et al., 2002; Dix et al., 2004; Sears and Jacko, 2007) are also modern topics in this field that have 
matured over the last decades. They focus on effective user interfaces and aim “to develop a system where 
human and machine synergistically and interactively cooperate to conduct the mission” 
(Hardman et al., 2009). 
Table 2.3 depicts a synthesis of the current trends on the SE scope based on the perspectives of Hybertson 
and Sheard (2008) and Rhodes (2008). As a continuously evolving field, the current SE is now defined as 
Advanced Systems Engineering, Extended Systems Engineering or Engineering Systems (a broader field to 
cope with the global and socio-technical aspects of the 21st century systems’ challenges) as opposed to the 
traditional or classical or ordered SE. 
Part I Chapter 2 – Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 61 - 
Table 2.3 – Traditional Systems Engineering vs. Advanced Systems Engineering (adapted from 
Hybertson and Sheard, 2008 and Rhodes, 2008) 
 Traditional Systems Engineering Advanced Systems Engineering 
Scope Small-scale to large-scale including 
subsystems, systems, systems-of-systems. 
Very large-scale, complex, socio-technical, 
open, systems-of-systems which are 
technologically enabled. 
Purpose 
Development of single system to meet 
stakeholder requirements and defined 
performance. 
Evolving new systems-of-systems 
capability by leveraging synergies of 
legacy systems; define emergent properties 
and define desirable adaptations. 
System 
Architecture 
Established early in the life cycle; remain 
relatively stable. 




Defines and implements specific interface 
requirements to integrate components in 
systems. 
Component systems can operate 
independently; protocols and standards 
essential to enable interoperable systems. 
System “ilities” Reliability, Maintainability, Availability 
are typical “ilities”. 
Enhanced emphasis on Flexibility, 




Considerations in systems engineering; 
“system-as-machine” metaphor. 
Primary issues in an overall system 
solution; Human-Systems Integration. 
Stakeholders Single or homogeneous stakeholder groups 
with similar measures of success. 
Multiple heterogeneous stakeholder groups 
with divergent measures of success which 
must be resolved to serve the higher 
purpose of society as a whole. 
Tomorrow vision (2020) 
The systems of 2020 will exhibit wide-ranging interconnectedness and will be designed for continuous 
adaptation, stimulating an increased use of COTS components. The system architecture will embrace 
markets, customers, technologies, and will be enhanced by the development of methods, languages like 
SysML, and tools. 
The human-system interfaces will be highly sophisticated due to the inclusion of virtual devices and sensory 
inputs and to the integration of genetic engineering, nanotechnologies, biotechnology and neurotechnologies. 
Artificial intelligence, virtual reality, monitoring sensors, adaptive software and hardware, and robotics will 
enable the development of new modern products and systems. Human intelligence will complement system 
intelligence. 
Meanwhile, the application of SE to large-scale global problems (sustainable development, global warming, 
international conflicts, etc.) is needed to understand the nature of these broad, large, complex 
systems-of-systems. The GEOSS (Global Earth Observation System-of-Systems: the comprehensive, 
coordinated, sustained Earth observing network for humankind benefit, Figure 2.26) is one of the few cases 
in this area, involving a worldwide collaboration of over 115 countries and participating organizations. 
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Figure 2.26 – GEOSS (source: GEOSS, 2009) 
At the time, there will be a comprehensive compilation of world best practices enabling the establishment of 
well-grounded Systems Engineering theories and applications. 
Systems Engineering Processes – elements of the practice of the discipline 
Current trends 
The SE processes are being codified and standardized but, as obvious, there is no “one size fits all” process 
and it is required a process tailoring from project to project and from organization to organization. The 
formalism of SE processes induces a perception of cumbersome efforts indefensible for small/medium 
enterprises. The processes must become coherent for the entire organization and for multi-party teams. The 
increasing and complex supply chain relationships demand lean and adaptive principles and processes which 
provide value-added. 
Lean Systems Engineering joins the Lean Thinking paradigm to Systems Engineering with the intention to 
deliver life cycle value to the stakeholders of complex systems with minimum waste of resources, delays, 
cost overruns, frustrations (Murman, 2008; Oppenheim, 2009). The value can be seen as a trade off between 
their contributions to the system and the worth, utility, benefit, or reward they find in it. A collection of more 
than 190 holistic practices and recommendations is being collected and disseminated by the INCOSE Lean 
Systems Engineering Working Group, under the designation of Lean Enablers for Systems Engineering 
(LEfSE). This “product” is organized under the six well-known Lean Principles: Value, Value Stream, Flow, 
Pull, Perfection, and People. The Lean Advancement Initiative at MIT is another research consortium 
working on these matters. 
Biological metaphors and complex systems theory will lead the development of co-creation processes where 
all stakeholders are involved and share information through virtual media (e.g. the European Network of 
Living Labs). 
Tomorrow vision (2020) 
The engineering processes will be continuously improved and will evolve to accommodate new technological 
advances, legacy systems, and interfaces and to support effective collaborative environments. The system 
ability to interoperate and its resilience in accommodating novelties will be critical success factors which 
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depend on robust processes. The lean processes with value-added will be enforced and workflow 
management tools will become widespread. 
The SE processes of the future will include cost estimation for both the systems and their entire life cycle and 
will “enable the development of an effective and efficient logistics and maintenance support infrastructure” 
(INCOSE, 2007b). 
The coordination and alignment of process standards will minimize confusion and will strength the SE 
practice. The cognitive-human-socio-technical concepts will be integrated in the SE processes through 
intelligent decision support systems, real-time analysis and feedback, and knowledge management. The SE 
processes will be supported, among other issues, by better visualization capabilities, better access, searching 
and mining of distributed knowledge databases, virtual collaboration support, and session-management 
support. 
Models and Model-Based Systems Engineering – new capabilities in the practice 
Current trends 
The MBSE paradigm (the formalized application of modelling to support the SE activities throughout the 
system life cycle) is a long-term trend towards model-centric approaches and is expected to replace the 
document-centric approach that has been practiced for the last decades, and to integrate the overall SE 
processes. 
There are several modelling tools for SE but their interoperability (model and data interchange) is not 
effective being an inhibitor to the widespread utilization and adoption of MBSE. The methods and tools 
impose exigent training requirements demanding convergent MBSE standards. These standards, such as the 
ISO 10303:AP233, the specification XMI for XML metadata interchange, the MDA from the Object 
Management Group, and the SysML modelling language are beginning to emerge and are expected to 
strongly impel the proliferation of MBSE. 
The High Level Architecture (HLA) (Kuhl et al., 1999) for distributed computer simulations interoperability 
is also a remarkable example of worldwide standards aiming to integrate models and tools and to influence 
the evolution of MBSE. This object-oriented software architecture for component-based simulation (the 
components are the individual simulations) is particularly important to enhance the utilization of simulation 
tools (COTS simulation packages) and models as a way to represent and evaluate system’s dynamics and 
performance, and minimize risk. 
Tomorrow vision (2020) 
The future of Systems Engineering will be model-based (INCOSE, 2007b). Besides engineering models, 
MBSE will embrace effects-based modelling through the integration of social, economic, political, and 
human behaviour models. Modelling standards will support high-fidelity real-world representations and 
simulations at different levels of abstraction. Domain-specific modelling languages, built on the general 
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purpose systems modelling language, as well as specialized model libraries, will help the systems engineer to 
focus on the studied domain and to hasten the system’s development. 
The increasing computer power will favour rapid system model-based design in virtual development 
environments, promoting enhanced multi-dimensional visualization capabilities and reducing the need for 
physical prototypes. An integrated model repository will support marketing research, decision analysis, 
environmental impact analysis, social and economical modelling, biological modelling, as well as 
collaborative environments with world teams. The development time will be drastically reduced while 
improving overall quality and availability. System models and coupled real-time simulations will explore 
impact analysis (organizational, economical, social, and environmental) in effective and realistic ways. As 
obvious, these remarkable advances require model-based skills across the entire organization, as well as 
significant technical and cultural challenges. This MBSE topic will be further explored in the next chapter. 
Systems Engineering Education – communicating and advancing the principles and practice 
Current trends 
The traditional undergraduate engineering programs do not offer SE courses and typically, the companies 
hire industrial, mechanical, or software engineers and provide on-the-job training. These professionals are 
now taking systems engineering certification programs in order to win professional world recognition. In 
USA there is already a trend which reveals some infusion of systems thinking principles in undergraduate 
curricula for classroom projects emphasizing team work and problem space holistic approaches. This SE is 
mainly taught from a domain-centric viewpoint. 
At the graduate level, the number of master programs in SE is growing and the teaching strategy is being 
supported by scenario-based cases and team projects that undertake real-world SE problems. The courses are 
being taught by academics and experienced practitioners.  
Tomorrow vision (2020) 
“The systems engineer of 2020 will develop expertise in the user domain and will be able to address the 
social, economic and political impact of solutions” (INCOSE, 2007b). Their formation will be expanded in 
order to accommodate non-engineering disciplines such as psychology, sociology, environmental science, 
and healthcare, trough the collaboration of different schools. The systems engineer will acquire the 
competences to work on distributed and multidisciplinary environments and to deal with the complexities of 
systems and human behaviour. There is a potential for the study of SE to become entwined in the academic 
world. 
The methods to deliver education will evolve dramatically. Web-enabled global teaching programs will be 
commonplace, as well as the use of advanced technologies like simulation, visualization, and interactive 
gaming. The SE students, educators and researchers will be involved in large scale societal problem-solving. 
Issues like national security, urban expansion, crime prevention, global warming will be their daily problems. 
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Doctoral programs will flourish highlighting research on specific topics and high-level theory. The research 
conferences and professional societies will act as a platform to encourage contributions and discussion 
among academics, researchers, governors, and business managers enhancing SE theory, practice and 
education across the entire community. 
2.4 Final Considerations 
The 21st century systems (system-as-organism paradigm) are large-scale, complex, socio-technical, 
system-of-systems which must cope with the global challenge of sustainable development. The perspectives 
of the different stakeholders must be synthesized and resolved to serve the highest order system-of-interest 
needs (probably the “wining perspective” of the critical stakeholders). The modern systems involve a 
considerable component of customized services with complex human-centred aspects, and incorporate an 
extensive set of challenging requirements like flexibility, sustainability, real-time capability, adaptability, 
expandability, reliability, usability, and delivery of value to society. 
An integrated holistic approach is crucial to develop these systems and take proper account of their 
multifaceted nature and numerous interrelationships. As the system’s complexity and extent grow, the 
number of parties involved usually also raises, bringing to the interaction a considerable amount of points of 
view, skills, responsibilities, and interests. The SE approach aims to tackle the complex and interdisciplinary 
whole of those socio-technical systems, providing the means to enable their successful realization. Its 
exploitation in our modern world is assuming an increasing relevance noticeable by emergent standards, 
academic papers, international conferences, and post graduate programmes in the field. 
The Systems Engineering can be considered a relatively new field, in continuous evolution, with definitions, 
processes, metrics, and models, somehow immature, and claiming for empirical research (Valerdi and 
Davidz, 2009). Empirical observations (from the real-world laboratory) are essential to understand the world 
and can be used to create or test existing theories. The “Unified Theory of Systems Engineering” is far from 
being released but the past, present, and future research efforts will provide significant progress towards this 
unified vision. The mentioned visionary challenges give the community a roadmap which will help to steer 
the efforts and to encourage researchers to work together and share their knowledge. 
This research work aims to provide some contributions to this challenge. The major topic in study is the 
MBSE trend which will be discussed in the next chapter and will be empirically explored in the Part III. 
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3.1 Chapter Introduction 
“All models are wrong but some are useful (...) the practical question is 
how wrong do they have to be to not be useful”. 
(Empirical Model-Building and Response Surfaces – George Pelham Box, 1987) 
This chapter is dedicated to the essential part of this research that is, the Model-Based Systems Engineering 
(MBSE) paradigm. As a recent trend, within the Systems Engineering field, it does not have, by this time, a 
dedicated piece of fundamental theory. Nevertheless, there is a universal idea behind all the on-going 
published research efforts: the critical importance of modelling in engineering complex socio-technical 
systems. The following sections constitute an attempt to gather the more relevant science in the topic. 
The chapter begins by introducing the concept of modelling, emphasizing the more representative 
classifications of models. The visual modelling languages, as fundamental tools for systems’ modelling, are 
also described with particular reference to the object-oriented modelling languages for SE: the SysML and 
the OPDs (from OPM). Then, the MBSE paradigm is clarified and the associated methodologies are 
explored. The chapter ends with some final considerations. 
3.2 Modelling 
Modelling is a typical task of the scientific activity. The generated models are undoubtedly a main instrument 
of modern science. A model (the term “model” derives from the Latin word modulus, which means measure, 
rule, pattern, example to be followed (Ludewig, 2003)) is a representation of a selected part of the world 
(with actual existence or projected) which constitutes the domain-of-interest. That representation is an 
abstract view of the thing being modelled in order to capture the important aspects, from a certain point of 
view, simplifying or omitting the irrelevant features (Rumbaugh et al., 1999). Ludewig (2003) describes three 
criteria that a model must meet to be elected as a model: mapping criterion (there is an original object or 
phenomenon that is mapped to the model), reduction criterion (not all the properties of the original are 
mapped onto the model and this one must mirror at least some properties of the original), and pragmatic 
criterion (the model is useful that is, it can replace the original for some purpose). 
According to Rumbaugh and colleagues (1999), the models are important to: i) capture and state 
requirements and domain knowledge so that all stakeholders may understand them; ii) think about the design 
of a system; iii) produce usable work products; iv) organize, find, examine, filter, manipulate, and edit 
information about large systems; v) explore several solutions operationally, economically, and 
environmentally; and vi) master complex systems. Sussman (2000) adds the importance of using models to 
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gain insight into complex systems, to do experimentation (in a considerable number of cases is impractical, 
due to cost, technical or other constraints, to experiment on the real systems and to get direct measurements), 
to operate systems in real-time (real-time modelling), and to negotiate, with conflicting parties, how the 
system will be deployed. He synthesizes the models’ functions as following: “we model to understand, we 
model to explain, we model to predict, and we model to improve”. Dennis Buede (2009) states that the main 
purpose of a model is to answer a set of questions that we could not answer without it and, additionally, to 
understand why the answers are what they are that is, to gain insight into how the world functions. 
The underlying shared idea is to comprehend the reality in analysis through some kind of simplification 
depending on the purposes of the study and the model. According to the Stanford Encyclopaedia of 
Philosophy (SEP, 2006), the models are vehicles to explore, to understand, and to learn about the world, 
being this cognitive function the basis of the so-called ‘model-based reasoning’. Learning occurs with 
denotation (defining a representation relation between the model and the target), demonstration (investigating 
the characteristics of the model in order to demonstrate theoretical conjectures), and interpretation 
(converting the findings into claims about the target system) (Hughes, 1997). These activities require a deep 
analysis of the system to be modelled enhancing its understanding. 
The modeller tends to shape his view of the system according to his favourite(s) modelling approach(es) like, 
for example, simulation, network analysis, system dynamics, control theory, cost/benefit analysis. The “art” 
of choosing the best approach and representing the model adequately, in order to answer to the target 
questions, constitutes the major characteristic of a good modeller. Frequently, those decisions are closely 
related with time and budget constraints, and the availability of data. 
The creation of a good model involves the definition of the questions the model should be able to answer, the 
development of the model, the verification, the refinement, the validation, and the corresponding evaluation. 
The expertise on the selected approach(es) is crucial to develop the model adequately and to verify it 
(ensuring that the model was developed correctly). The validation of the model guarantees that the right 
model has been built. This validation can have several dimensions namely, the conceptual validity which 
addresses the structure of the model and the assumptions made, the operational validity which looks into the 
behaviour of the model’s outputs ensuring a valid representation of the real target system, and the data 
validity that addresses whether the appropriate inputs (individuals, observations, statistical distributions, etc.) 
were used in building, testing, and using the model (Law and Kelton, 2000; Buede, 2009). 
The success of the model is then measured by their users in different ways and according to their 
perspective/expectations of/on the model purpose. Criteria such as reliability, completeness, accuracy, power 
to convince, ease of use, compatibility, run time, and extendibility are of frequent utilization. According to 
Karcanias (2004) modelling is “the common basis to human activities and thus its development is also a 
measure of our ability to understand nature, society, and related issues”. 
Part I Chapter 3 – Model-Based Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 71 - 
3.2.1 Classification of Models 
There are several model taxonomies provided by philosophers, biologists, mathematicians, engineers, 
economists, software developers, etc. Their model-types are usually related with the nature of the systems 
under study and with the questions to answer. 
The general classification proposed by the Stanford Encyclopedia of Philosophy (2006) includes a 
categorization in terms of what they represent. Models can represent phenomena, data, and theory. The first 
category includes scale models which are materialized into physical objects (down-sized or enlarged copies 
of the target systems; naturalistic replicas such as model bridges, or wind tunnels), idealized models which 
are represented by fictional objects (representations made through the isolation of some remarkable 
characteristics of a system and their distortion into an extreme case, such as the infinite velocities, isolated 
systems, the planetary system mechanic’ model, or markets in perfect equilibrium), analogical models which 
are usually represented by descriptions (representations which recur to similar systems, based on similar 
structure or properties, such as the billiard model of a gas, or the computer model of the mind), and 
phenomenological models (representations that reflect only the observable properties of their targets, such as 
the liquid drop model of the atomic nucleus). The data models usually entail the reduction of data and curve 
fitting, requiring sophisticated statistical techniques (e.g., the model of a trajectory of a planet). The models 
representing theory are structures that make all sentences of a theory true (for example, the finite state 
machine model representing the theory of finite state machines). 
A simpler taxonomy is presented by Whitten and colleagues (2004), within the Systems Analysis and Design 
area, and includes the distinction between physical and logical models. The first category also known as 
implementation or technical models depicts what the system does and how the system is physically 
implemented. The logical models also known as essential, conceptual or business models are pictorial 
representations of what a system is or does. 
Sommerville (2007) presents several model classifications in his book Software Engineering. He considers 
three types of models for describing the software process namely, workflow models, dataflow or activity 
models, and role/action models, which are based on three general development models: the waterfall, the 
iterative incremental or evolutionary, and the component-based. When describing the systems’ models 
developed during the requirements engineering process, the author enumerates four major types of models 
regarding the representation of the system from different perspectives namely: 
i. the external perspective which leads to context models that describe the context, the boundaries, and 
the environment of the system to be modelled; 
ii. the behavioural perspective that is represented by behavioural models that describe the actions of the 
system; 
iii. the structural perspective that is illustrated by data models which express the architecture of the 
system and the logical form/structure of the data to be processed; 
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iv. the object-oriented perspective, that combines behavioural and structural modelling and is represented 
by object models that reflect the real world entities that are manipulated by the system. 
The explanation of the architecture of the system also includes a categorization of models: static structural 
models, dynamic process models, interface models, relationship models, and distribution models, as well as 
the organization of the system: repository models, client-server models, and layered models. In the 
requirements engineering tasks and design of user interfaces the author suggests the utilization of prototype 
models that can be throw-away prototypes (for example, paper prototypes, storyboards, ‘wizard of Oz’ 
prototypes) or evolutionary prototypes. 
Sánchez and colleagues (2009), studying the area of information systems, propose a main division consisting 
of models as originals (a reality serving as example) and models as copies (a representation of a domain 
according to a specific point of view). The former category includes the metamodels (“models as originals to 
describe the models as copies”), the architectural styles (“abstractions of types of elements and formal 
aspects from different specific architectures”), the patterns (“descriptions of communicating objects and 
classes that are customized to solve a general design problem in a particular context”), and the process 
models (“abstract representations of a process from some particular perspective”), whereas the latter category 
embraces the schemas (“abstract and organized representations of a domain”), diagrams (“abstract and 
organized graphic representations of a domain” or graphical schemas), ontologies (“explicit specifications of 
a conceptualization” that is, the process of creating a concept of something), and architectures (“the 
fundamental organization of a system embodied in its components, their relationships to each other and to the 
environment, and the principles guiding its design and evolution”). 
As obvious, the presented taxonomies, as well as a considerable additional number not mentioned in this text, 
are diverse and are intimately related with the reality to represent. It is also common to found different names 
meaning the same type of abstraction. 
Modelling in Systems Engineering means primarily to create a shared vision among the system’s 
stakeholders, to specify, describe, communicate, and test that shared vision, to estimate or predict some 
quantitative measure of the system, and to select design options (Buede, 2009; Van Daalen et al., 2009). As 
Buede (2009) also states “In fact, models are so pervasive in the engineering of systems that engineers must 
always remind themselves not to confuse reality with the models of reality that are being created, tested, and 
used”. 
The referred author proposes a classification, more related with the field of SE and more interesting to this 
work, involving a high-level classification based on four major categories namely, physical, quantitative, 
qualitative, and mental models (summarized in Figure 3.1). 
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Figure 3.1 – Classification of models (adapted from Buede, 2009) 
The physical or scale models are three-dimensional representations of the target system and can be of type: 
full-scale mock-up (used to enable the visualization of the physical placement of elements of the system, or 
to match the interfaces between systems and components), subscale mock-up (used to examine a certain 
issue), electronic mock-up (used to test complex arrangements of electronic components), and breadboard (a 
board to build and test electronic or mechanical prototypes). 
The quantitative or mathematical models endow with numerical answers and are subdivided in analytic, 
simulation, and judgemental models. These subcategories can be further divided into 
deterministic / stochastic, discrete / continuous, and static / dynamic. The analytic models are based on a set 
of equations that can be solved to find a set of solutions, the simulation models are used when the analytical 
methods are not realistic and there is a need to test complex operational scenarios, and the judgemental 
models provide representations based on opinions of experts, which are particular useful when there is lack 
of information or as support for subsequent modelling activities. 
The qualitative models make available symbolic, textual or graphical answers. The symbolic models are 
based on logic or set theory. The textual models provide verbal descriptions. The graphical models, also 
referred as visual models, use elements of mathematical graph theory or simply artistic graphics to represent 
structure, flow, behaviour, etc. 
The mental models, which can be considered as the basis of all the other types of models, are individualized 
mental representations of the problem and the solutions. Prior to the development of physical, quantitative, 
and qualitative models every engineer or modeller has his own mental model that needs to be “translated” 
into unambiguous representations that can be clearly shared and discussed with other parties (Figure 3.2). 
  
Figure 3.2 – Translation of mental models (source: www.idiagram.com, 2009) 
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The present work emphasizes the modelling approach as a means to objectively create, specify, describe, 
communicate, and test a shared vision among the stakeholders of the system. In that sense, the category of 
qualitative models will be the elected group. In this group, the graphical models have always had a particular 
role in the SE field. They will be addressed in the following section. It seems appropriate at this point to 
reveal some interesting considerations about the graphical representations and brain thinking. 
It is important to understand how the brain system functions and handles information in order to try to 
improve the learning processes and the mechanisms of communication. The brain is divided in two 
hemispheres, connected with fibbers, which interpret the world differently (Di Carlo et al., 2009). The 
left-brain thinking or the L-mode is the analytical, quantitative, verbal, rational, linear, step-by-step thinking. 
The right-brain thinking or R-mode is the integrative, qualitative, holistic, creative, visual thinking 
(Figure 3.3). Soliman (2005) states that the left side is predominantly analytic and sequential while the right 
side seems specialized for holistic mentation being more simultaneous in its mode of operation. The latest 
neuroanatomical and neurophysiologic studies show that the right brain is in charge of image recognition. 
The pictures are images of the real world and therefore picture recognition is a task for the R-mode which is 
capable to deal with complex visual elements (Soliman, 2005). 
 
Figure 3.3 – Left side (verbal, analytical, sequential, logical, rational thinking) and right side 
(visual, holistic, random, intuitive, subjective thinking) of the brain 
The pictorial representation and the amount of information that it can handle, as well as the facility to be 
stored in our memory, is frequently illustrated by the aphorism “A picture is worth a thousand words”. It 
means that long complex verbal descriptions (processed by the left brain) can be synthesized in a visual 
representation (processed by the right brain) that is most effectively in the communication and understanding 
of the verbal message. This kind of representation enables communications and displays information at 
different levels of abstraction, helping to manage complexity. 
As previously referred, the SE field is concerned with the whole, the complexity, the multidisciplinarity, the 
holistic thinking, and the synthesis and consequently, it seems natural to identify these concerns with the 
R-mode, which is normally neglected in engineering curriculum (Di Carlo et al., 2009). According to these 
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authors, the architecting of systems can greatly benefit from the use of the creative holistic thinking provided 
by the R-mode, and more easily reproduced with visual representations. As Peter Senge (1990) states “If we 
want to see system wide, we need a language of interrelationships [R-mode]”. The “ultimate” performance 
can be achieved with the inter-play between the left and the right brain or the whole-brain thinking, which 
allows mixing science and art, premises and creativity, words and pictures. 
3.2.2 Graphical Modelling Languages 
The modelling techniques used in the field of SE, to develop systems (modelling concepts, properties, 
attributes, structure, behaviour, entities, interactions, relations, etc.), have always been predominantly 
qualitative and based on a graphical or pictorial representation. These techniques require a corresponding 
describing language (graphical modelling language or visual modelling language), used to represent reality, 
that involves semantics (set of symbols or signs which form the basis of representations) and syntax (the 
proper ways of combining the symbols and signs to form thoughts and concepts). 
The first representations, with Functional Flow Block Diagrams (FFBD) for ballistic missile development, 
date back to the 1950s and have been a classical modelling approach within the SE community for long 
decades. In 1975, J. Long had extended these diagrams, adding an input/output element, and creating a 
behaviour diagram that depicted the sequential relationship of the functions (blocks) performed by the system 
with a “control” flow (Oliver et al., 2009). By the time it was also published a methodology, the Structured 
Analysis and Design Technique (SADT™), borrowed from the work of Long, which described a system as a 
hierarchy of functions (Ross, 1977). This technique, developed by software engineers at IBM 
(Oliver et al., 2009), used a top-down decomposition approach but did not represent the interactions between 
the parts and the emergent properties of the whole. 
In the 1990s the NIST launched the IDEF0 (Integration DEFinition for Functional Modeling), a part of the 
IDEF suite of modelling tools derived from the SADT. This graphical language is mainly devoted to the 
representation of activities or processes illustrating the functional perspective of the system, as well as the 
data flow and the system control (DoD, 2001). Among other tools from the suite, the IDEF1X enables the 
representation of the information of the target system (a data modelling tool), the IDEF2 is used to depict the 
behaviour or the dynamic characteristics of the system (a behaviour modelling tool), and the IDEF4 is 
utilized in the design of object-oriented software systems (an object-oriented modelling tool). 
The enhanced FFBD and the IDEF0 have been the main modelling languages used in SE in the last decades. 
Other tools include, for example, the N-Squared Charts, State-Transition Diagrams, and Petri Nets. 
The modern object-oriented practices, with its roots in Software Engineering, are now pervasive in the 
Systems Engineering field. Oliver and colleagues (2009) trace the origin of the object-oriented paradigm 
back to the 1970s, with the development of abstract data types and the introduction of classes to 
programming languages, like Simula67, in order to provide procedure, data, and control abstractions. In the 
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1990s these principles have been extended to the analysis and design of software, through the Booch method, 
the Object Modelling Technique (OMT) (Rumbaugh et al., 1991) and then through the de facto Unified 
Modeling Language (UML) (Booch et al., 1999). The gurus Booch, Jacobson, and Rumbaugh, are the main 
authors of this universal graphical modelling language for software development that is now under the 
responsibility of the Object Management Group (OMG). The characteristics of the software systems are 
different from those of the systems of SE (that may also include software components) and consequently, the 
UML lacks support from aspects like the whole/part decomposition, the interconnections provided by 
physical things (and not by compilers), or the trade studies. In order to incorporate these and other features, 
the OMG and the INCOSE have joined efforts and developed an extension of UML for Systems Engineering, 
the Systems Modeling Language (SysML) (Friedenthal et al., 2008), that has been released in 2007. 
According to Oliver et al. (2009) “SysML continues to lack a few of the needed concepts, but has extended 
others in useful ways beyond historic systems engineering practice”. 
The Object-Process Methodology (OPM), founded by Dov Dori in 2002, and the corresponding graphical 
and textual representations, OPDs and OPL, enlarge the domain of object-oriented modelling tools for SE. 
According to its author, OPM “is a comprehensive novel approach to systems engineering. Integrating 
function, structure and behaviour in a single, unifying model, OPM significantly extends the system 
modelling capabilities of current object-oriented methods” (Dori, 2002). In fact, SysML and OPDs/OPL 
constitute the current state-of-the-art systems modelling languages. Being SysML a more 
“institutionalized/standardized” language with the support of the OMG and the INCOSE, and the OPDs/OPL 
a more intuitive simpler language with less training effort, it seems interesting to combine the advantages of 
both languages creating synergies between them (Grobshtein and Dori, 2009). 
Buede (2009) arranges the graphical modelling techniques that have been mostly used in the field (as well as 
in Software Engineering) in four major categories namely, data modelling, behaviour modelling, process 
modelling, and object-oriented modelling (Table 3.1). 
Table 3.1 – Graphical modelling techniques for SE (adapted from Buede, 2009) 
Modelling Approach Graphical Modelling Languages 
Data Modelling 
(relationships among the inputs and outputs of a 
system) 




(control, activation, and termination of system 
functions needed to meet the performance 
requirements of the system) 
Functional Flow Block Diagrams (FFBD) 
Behaviour Diagrams (BD) 
Finite-State Machines (FSM) and State-Transition Diagrams (STD) 
Statecharts 
Control Flow Diagrams (CFD) 
Petri Nets (PN) 
Process Modelling 
(functional decomposition of the system function 
and the flow of inputs and outputs for those 
functions) 




(multiple views at varying levels of abstraction 
combining structural, process, and behaviour 
modelling through objects representing real-world 
entities) 
Unified Modeling Language (UML) 
Systems Modeling Language (SysML) 
Object-Process Diagram (OPDs) 
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These graphical modelling techniques, that have been used in SE (as well as in Software Engineering), will 
be succinctly described in the following paragraphs. The SysML and the OPDs, the new paradigms in the 
field, are further detailed in separate appendixes since they are the core languages used in this work. 
The approaches to model data have been mostly applied in database modelling and accomplished through 
ER diagrams and Higraphs (short for ‘hierarchical graphs’). The formers, proposed by Chen (1976), model 
the relationships between data entities (boxes) that are represented by labelled arcs or diamonds. The entities 
can be characterized by attributes (oval circles) and the relationships can exhibit cardinality. The diagrams 
are typically read from left to right or from top to bottom. The Higraphs (Harel, 1988) extend the ERD by 
incorporating the representation of subsets (leading to the concept of depth: higraph=graph+depth) and 
cross-product relationships among entities (Buede, 2009). The entity is a set with multiple elements (a blob) 
which can includes unordered n-tuples. These visual representations had constituted the foundation for 
Statecharts and the state diagrams of UML. The IDEF1X (Integration Definition for Information Modeling) 
is a known data modelling approach from the IDEF suite to model relational databases, using entity classes 
and relationships among classes, and the central notion of candidate key (the set of attributes of the entity that 
jointly distinguish every instance of the entity from the others). The Figure 3.4 depicts a simple example of 
each mentioned diagram. 
 
Figure 3.4 – Simple examples of a ERD and a Higraph (adapted from Harel, 1988), and a 
IDEF1X diagram (adapted from Menzel and Mayer, 2006) 
The FFBD have been, for many decades, the favourite approach of systems engineers to model behaviour 
and to explore the systems’ dynamics, depicting the order of the system’s functions. These blocks have been 
extended in order to accommodate more types of control logic and became EFFBD (enhanced FFBD). They 
provide a hierarchical decomposition of the system’s functions (not showing the inputs and outputs of the 
functions) with a control structure that dictates the order of execution at each level of 
decomposition (Buede, 2009). Each function (the block) occurs after the preceding one, with control passing 
from left to right. The basic control structures include: series (a set of functions executed in a given order), 
concurrent (a set of functions can be executed in parallel through AND nodes), selection (one of several 
functions can be activated through an exclusive OR node), and multiple-exit function (one of several 
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functions can be activated through an explicit function labelled at the fork of the selection process). 
Additional control structures include the looping control (LP node), the iteration control (IT node), and the 
replication control (stacked paper icon). The Figure 3.5 shows a simple example of an EFFBD. 
 
Figure 3.5 – Simple example of an EFFBD (adapted from Buede, 2009) 
The Behaviour Diagrams (BD) describe the system dynamics through a decomposition of a sequence of 
functions (represented by verb phrases inside boxes) and their inputs and outputs (items). The control 
structures are represented by lines that flow through the boxes from top to bottom and the input and output 
items are represented in round boxes with the corresponding entry and exit arcs. The control structures are 
similar to those of FFBD namely, sequence, selection, iteration, looping, concurrency, and replication. The 
items can be, for example, of type external, internal, time, discrete, message, and global. These diagrams, 
defined by Alford (1977) as part of the Distributed Computer Design System of the Department of Defense, 
have been typically used in Software Engineering. 
The Finite-State Machines (FSM) and State-Transition Diagrams (STD) (Denning et al., 1978) are not very 
common in the field of systems engineering since they are not general enough to model the behaviour of 
complex systems (Buede, 2009). They have been predominantly used in the design of hardware digital 
systems. The FSM are behaviour models that have discrete values for states, transitions, and actions. The 
FSM are usually divided in combinational and sequential (enable memory through the consideration of past 
inputs in the definition of the current outputs). These sequential FSM are represented by STD which model 
the discrete-event, time-dependent behaviour of the system. The syntax includes boxes (system modes) and 
arcs (direction of mode change) with labels that describe both the event that triggers the mode change and the 
action corresponding to the response of the system to that event. The STD must be defined on one level 
leading, in the case of large systems, to unintelligible representations. 
The Statecharts (Harel, 1987) constitute an extension of STD including more features to model the behaviour 
of complex discrete-event systems. Nevertheless, Buede (2009) refers the limited semantics and syntax for 
modelling those systems. The Statecharts embrace the subset concept of Higraphs and enhance the STD with 
the notions of hierarchy, concurrency, and communication. This visual formalism has been mainly applied in 
the field of reactive systems, communication protocols, and digital control units. The initial state is defined 
by the arc that emanates from the black dot and the labelled arcs represent the transition of state. The dotted 
vertical line indicates a Cartesian product with independent blobs. The Figure 3.6 displays a STD for a 
computer-controlled washing machine. 
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Figure 3.6 – Simple example of a STD (adapted from Yourdon, 1989) and a Statechart (adapted 
from Dehne et al., 2003). 
The Control Flow Diagrams (CFD) are the simplest visual formalism and least valuable to model the 
behaviour of complex systems. They are typically used in conjunction with Data Flow Diagrams (DFD) and 
they model changes in the system’s operating mode (Buede, 2009). 
The Petri Nets (PN), formalized by Carl Petri in his doctoral thesis in 1962, are a graphical modelling 
language based on a rigorous mathematical foundation particular useful to describe concurrent, 
asynchronous, distributed, parallel, non-deterministic, and/or stochastic systems (Murata, 1989). Due to the 
considerable sophistication of this formalism, it is unusual to find applications in the systems engineering 
field. The successful areas of application have been the areas of communication protocols, 
distributed-software systems, flexible manufacturing, and fault-tolerant systems. The PN is a bipartite 
directed graph that captures the precedence relationships and interactions of concurrent processes through the 
utilization of a set of places or conditions (circles), transitions (bars), arcs (arrows), and markings or tokens 
(dots). These last features define the state of the PN and are used to simulate the dynamic and concurrent 
activities of the system (Murata, 1989). According to this author the only rule of PN is “the rule for transition 
enabling and firing”. Coloured PN, Timed PN, and Stochastic PN are well-known variants/extensions of the 
original PN. The Figure 3.7 displays a short example of a Petri net for the famous water chemical reaction 
(2H2+O2→2H2O). In Figure 3.7(a) there are two tokens in each input place depicting the availability of two 
units of H2 and O2, and the transition t is enabled. After firing t the tokens will change to the one illustrated in 
Figure 3.7(b) and the transition t is no longer enabled. 
 
Figure 3.7 – Petri net for a chemical reaction: (a) the tokens before firing the enabled 
transition t (b) the tokens after firing t, where t is disabled (adapted from Murata, 1989) 
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The approaches to model processes reflect the functional decomposition of the systems, representing the 
transformation of inputs into outputs that is, how the data is processed. The Data Flow Diagrams (DFD), the 
N2 Charts, and the IDEF0 are well-known graphical modelling languages for this purpose, being the IDEF0 
the approach most standardize and, as already mentioned, one of the tools of election in the SE field in the 
last decades. 
The DFD, one of the original diagramming techniques defined by Constantine and colleagues in the 
development of the SADT (Stevens et al., 1974), is quite common in the software and information systems 
fields. The language includes the following constructs: function or activity or process (typically a circle), data 
flow (represented by arcs between functions or to and from stores), store or buffer (typically two parallel 
horizontal lines), and terminator (boxes) (Buede, 2009). Branches and doubled-headed arcs are allowed. 
According to Yourdon (1989), there should be a hierarchical numbering along with the utilization of levelled 
DFD (each level provides more detailed information about a part of the superior level, and the top-level is 
known as context diagram). The DFD have extensions to model real-time systems. 
The N2 Charts (or interface diagrams) were created in the 1960s, by systems engineers, along with FFBD in 
order to represent the inputs and outputs of the functions (Lano, 1990). These diagrams are represented 
through a matrix where the N functions (rectangles with numerical boxes across the top) are displayed along 
a diagonal of the matrix with N rows and N columns. The off-diagonal elements (rectangles with rounded 
corners) depict the item being sent from the box in the corresponding row to the box in the associated 
column. The designation of the charts is due to the fact that for a set of N functions the diagram contains N2 
boxes. The chart can also depict additional boxes along the top and right sides to illustrate the flow of 
external items into and out of the set of N functions, respectively. The N2 charts do not provide the concept of 
storage supplied by DFD, nor the control items offered by IDEF0 diagrams. 
The Figure 3.8 displays a DFD for a market research system and a N2 Chart for an elevator system. 
 
Figure 3.8 – Examples of a DFD (adapted from Yourdon, 1989) and a N2 Chart (adapted from 
Buede, 2009) 
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The IDEF0 includes both a definition of a graphical modelling language (syntax and semantics) and a 
description of a comprehensive methodology for developing models. The primary modelling construct is the 
function (represented by a box) that is “a set of activities that takes certain inputs and, by means of some 
mechanism, and subject to certain controls, transforms the inputs into outputs” (Kim et al., 2003). The data 
and objects represented by arrows (flows of data, material, or energy) can be used to model the 
interrelationships between different functions. 
The IDEF0 model comprises two or more pages being the A-0 page the context diagram that shows the 
Inputs, Controls (guide the transformation process), Outputs, and Mechanisms (physical resources that 
perform the function) (ICOMs) for the A0 top-level function. This page depicts the boundaries of the system 
in analysis. The interactions with other external systems are placed on the page A-1. The subsequent levels 
decompose the parent functions (hierarchical decomposition) preserving the ICOMs. The IDEF0 basic syntax 
and an example of an IDEF0 diagram are illustrated in Figure 3.9. 
 
 
Figure 3.9 – IDEF0 basic syntax and IDEF0 diagram (adapted from Sun, 2009) 
Buede (2009) states that this formalism is not sufficient to represent the engineering of systems since “is not 
precise enough to define a unique dynamic representation of the system’s design”, being more useful as an 
approach to start the modelling task. 
Object-Oriented Modelling 
The essence of Object-Oriented Modelling (OOM) is the object that is the instance of a concept (Martin and 
Odell, 1998). The Object-Oriented philosophy organizes systems as collections of interacting objects that 
combine data and behaviour and highlights the principles of abstraction (the focus on essential aspects while 
ignoring pointless details), encapsulation (the compartmentalizing of the structural and behavioural elements 
of an abstraction in order to separate the external specification from the internal implementation), and 
modularity (the organization of a system into groups of related objects promoting coherence and 
comprehension) (Blaha and Premerlani, 1998). This paradigm, typically related with the emergence of the 
(non-procedural) programming languages such as Simula67, Smalltalk and C++, has attracted a lot of 
attention during the 1980’s with the publication of the first object-oriented development methods by Shlaer, 
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Mellor, Yourdon, Booch, Rumbaugh, Wiener and others, and give raising to the field of object-oriented 
methodology (Rumbaugh et al., 1999). 
In the 1990’s the efforts were directed to the unification of the several existing methods. This task was 
successfully accomplished by Rumbaugh and Booch, in 1994, at Rational Software Corporation, with the 
fusion of the concepts of the OMT (Object Modeling Technique), which was better for OO Analysis (the 
mapping of a perception of the real world to a representation of that perception or, to understand the 
problem), and the Booch method, which was better for OO Design (the mapping of an analysis representation 
to an expression of implementation). As Arlow and Neustadt (2005) state, “Prior to 1994, the OO methods 
world was a bit of a mess”. In 1995 this unification had the contribution of Jacobson, and his OOSE 
(Object-Oriented Software Engineering) methodology, and their conjoint efforts had guided the way to the 
Unified Modeling Language (UML). In 1996 the Object Management Group launched a request-for-proposal 
for a standard approach to OOM and “The Three Amigos” had submitted their UML proposal. In 1997 the 
OMG accepted the UML as the first open, industry-standard OO modelling language (Rumbaugh et 
al, 1999). Since then, the language has received several enhancements and extensions, remaining loyal to its 
fundamental principles, and is now a mature modelling language, in its current official specification UML 2.0 
(OMG, 2010), that has proven its value in several software development projects and is becoming the de 
facto modelling language for OO Analysis and Design. 
The UML is, according to the OMG (2010), “a graphical language for visualizing, specifying, constructing, 
and documenting the artifacts of distributed object systems”. The initial definition was devoted to 
software-intensive systems but, its extensibility mechanisms and the numerous profiles (e.g. Profile for 
Systems Engineering-SysML, Profile for Software Radio, Profile for Modeling QoS and Fault Tolerance 
Characteristics and Mechanisms, Profile for Modeling and Analysis of Real-time and Embedded 
Systems-MARTE, Profile for Voice) that have been developed enable this modelling language to describe 
non-software systems too. The unified concept embraces not only the application domains but also the 
development life cycle, the implementation languages and platforms, and the development processes. The 
UML is also accepted as an ISO standard (ISO/IEC 19501 - Information technology-Open Distributed 
Processing-Unified Modeling Language (UML) Version 1.4.2, from 2005). 
The desired universality and expressivity, in order to provide modelling support for a considerable range of 
modern systems, depicting concurrency, distribution, inheritance, encapsulation, and component features, is 
accomplished through a relevant dimension and complexity that complicates the learning process and 
demands exigent abstraction and modelling skills. 
Its widespread use within industry is probably due to its graphical representation and to its 
methodology-independent nature so it can be used to describe the modelling efforts regardless the 
methodology used to analyze and design the target system. There is an incremental iterative methodology 
known as UP (Unified Process) (or the commercial version RUP-Rational Unified Process) that uses UML as 
the visual modelling syntax and is usually saw as the ‘preferred method’ for UML but the language provides 
visual modelling support for other methods. The XMI standard (also from OMG) enables the data exchange 
Part I Chapter 3 – Model-Based Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 83 - 
of UML models from one tool to a repository or to another tool. According to Nunes (2001) this language is 
also responsible for the development of the CASE (Computer-Aided Software Engineering) tool industry 
improving the availability and quality of high-end modelling case tools (CASE tools cover a wide range of 
programs used to support software process activities such as requirements engineering, systems modelling, 
debugging and testing, therefore including design editors, data dictionaries, compilers, debuggers, and so 
on (Sommerville, 2007)). 
The UML helps to view and organize the world as a collection of interacting objects, which are cohesive 
clusters of data and function (Arlow and Neustadt, 2005). The language captures information about the static 
structure (what types of objects are important to describe the system and how they are related) and the 
dynamic behaviour (the life cycles of these objects and how they interact with each other to accomplish the 
system functionality) of a system. The UML basis structure includes: (i) the building blocks (the basic 
modelling elements or things, the relationships, and the diagrams), (ii) the common mechanisms (the UML 
ways of achieving specific goals), and (iii) the architecture (the UML view of system architecture) (Arlow 
and Neustadt, 2005). 
The building blocks of the UML embrace things, relationships, and diagrams: 
• modelling elements or things: they can be of type structural (the nouns of the model, such as class, 
interface, use case, collaboration, component, and node), behavioural (the verbs of the model, such as 
interactions, activities, and state machines), grouping (the package that is used to group semantically 
related elements into cohesive units), and annotational (the note, which can be appended to the model 
to capture additional information) (Figure 3.10 displays some basic UML things); 
Designation Description Graphical notation
Class
The descriptor for a set of objects that share the same attributes, 
operations, methods, relationships and behaviour.
Object
An instance of a class; a discrete entity with a well-defined boundary 
that encapsulates state and behaviour.
Actor




A specification of sequences of actions, that a system, subsystem or 
class can perform by interacting with outside actors.
Interface
A named set of public features; separates the specification of 
functionality from its implementation.
Interface
Component
A modular part of a system that encapsulates its contents and whose 
manifestation is replaceable within its environment.
Package The mechanism for grouping things allowing the organization of model 
elements and diagrams into groups.
State
A condition or situation during the life of an object during which it 
satisfies some condition, performs some activity, or waits for some event.
Package
State
Node A physical, runtime element that represents a computational resource.
Note A symbol for displaying a comment or other textual information. Note
 
Figure 3.10 – Some basic modelling elements of UML 2.0 
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• relationships: specify how the things are related allowing the capture of meaningful semantic 




source         target
Association
A connection between classes (the link is an instance of an 
association and connects objects). It can have a name, role 
names, multiplicity*, and navigability.
Dependency
The source element depends on the target element and may 
be affected by changes to it.
Aggregation
The target element is part of the source element (a whole-
part relationship).
Composition
A more constrained form of aggregation. The parts have no 
independent life outside the whole.
Containment The source element contains the target element.
Generalization
The source element is a specialization of the more general 
target element and may be substituted for it (hierarchy).
Realization
The source element guarantees to carry out the contract 
specified by the target element.
*Multiplicity (specifies the number of objects that can participate in a relationship at any point in time)
0..1 Zero or one
0..* Zero or more
* Zero or more
1..6 One to six
1..* One or more
1 Exactly one 1..3, 7..10, 15, 19..*
One to three or seven to ten or
exactly fifteen or nineteen to many
 
Figure 3.11 – Some basic relationships of UML 2.0 (adapted from Arlow and Neustadt, 2005) 
• diagrams: are windows or views into UML models that show collections of things; they are the way to 
visualize what the system will do or how it will do it, and the primary mechanism for entering 
information into the model (Figure 3.12 depicts the thirteen diagrams of UML 2.0). 
 
Figure 3.12 – Diagrams of UML 2.0 (adapted from Arlow and Neustadt, 2005) 
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The common mechanisms describe four strategies to achieve specific goals namely: 
• specifications - textual descriptions of the semantics of an element or, in other words, the semantic 
backplane that gives meaning to a model; 
• adornments – items of information that highlight important features on a diagram increasing its overall 
clarity and readability like, for example, the display of operations of a given class; 
• common divisions - describe particular ways of thinking about the world and can be of type 
classifier / instance (a classifier is the abstract notion of a type of thing and the instance is the specific, 
concrete thing itself, e.g., type of dog / my dog), or interface / implementation (the interface refers to 
what something does and the implementation refers to how it does it, e.g., the buttons on the front 
board of the PlayStation / the mechanism inside the PlayStation); 
• extensibility mechanisms – extend the UML in order to tailor it to specific needs; it can be a constraint 
(a text string in {} that allows to add new rules, extending the semantics of an element), a stereotype (a 
variation of an existing model element with the same form but with a modified intent; these new 
modelling elements, added to the UML metamodel, can be identified through a name in «...», an icon, 
a colour, or a texture), or a tagged value (a keyword that can have a value attached, adding extra 
information to a model element, e.g., {author = Ana Luísa}, or indicating properties of new modelling 
elements defined by a stereotype); a UML profile is a collection of stereotypes, tagged values, and 
constraints that customize UML for a specific domain, e.g., the Wisdom Approach constitutes a UML 
Profile for Interaction Design (Nunes e Cunha, 2000). 
The architecture of a system is its high-level structure or “the organizational structure of a system, including 
its decomposition into parts, their connectivity, interaction, mechanisms and the guiding principles that 
inform the design of a system” (Rumbaugh et al, 1999). The UML provides outstanding support to describe 
the “4+1 View” architecture model proposed by Kruchten (1995). Each view is an abstraction that 
emphasizes a particular aspect of the target system from the perspective of a particular stakeholder, such as 
an analyst, designer, programmer, or customer. The Logical View is concerned with the system functionality 
and vocabulary, the Process View is concerned with the system performance, scalability, and throughput, the 
Implementation View is concerned with the system assembly and configuration management, the 
Deployment View deals with the system topology, distribution, delivery, and installation, and the Use Case 
View integrates the other four views describing the stakeholders’ requirements as a set of use cases. The 
Figure 3.13 depicts the “4+1 View” architecture model with the corresponding UML typical diagrams used 
to represent those views. 
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Figure 3.13 – “4+1 View” architecture model (adapted from Arlow and Neustadt, 2005) 
The future of UML is being guided by the development of the MDA (Model Driven Architecture) that 
defines a vision for the development of software based on models. The UML models assume a key role as 
primary mechanism of code production being compiled to generate the machine code (such as Java or C#). 
The UML 2 is a substantive improved version of UML 1 adding support for component-based development 
via composite structures, hierarchical decomposition of structure and behaviour and corresponding 
integration, and a layered architecture (Basic, Intermediate, and Complete) in order to facilitate incremental 
implementation and standards compliance testing. However, the use cases are still not rightly integrated with 
the rest of the language, there is a considerable syntactic and semantic overlap between classes and 
components with internal structures, there are constructs in the Complete level not well proven and 
integrated, and the infrastructure of UML 2 is complex and difficult to maintain (Kobryn, 2004). 
3.2.3 SysML and OPDs 
Systems Modeling Language (SysML) 
As previously mentioned, the Object Management Group Systems Modeling Language (OMG SysML™) is 
the UML profile or dialect for Systems Engineering. This graphical modelling language supports the 
analysis, specification, design, verification, and validation of complex systems that may include hardware, 
software, data, personnel, procedures, facilities, and other elements of man-made systems (Friedenthal et 
al., 2008). SysML represents a subset of UML 2 (Figure 3.14) with extensions to cope with the particularities 
of systems modelling namely, the issues of requirements modelling, interdisciplinarity, hierarchical 
decomposition, quantitative analysis, and trade studies. According to David et al. (2010), this language 
provides a comprehensive system specification paradigm and avoids the software vocabulary of UML. 
Moreover, SysML is having the same success in the field of Systems Engineering as UML has in the 
software development industry. 
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Figure 3.14 – Relationship between SysML and UML (adapted from OMG SysML, 2010) 
The language results from conjoint efforts of OMG and INCOSE, through the Systems Engineering Domain 
Special Interest Group, with a request for proposal in 2003 containing the requirements for a systems 
modelling language aligned with the AP233, in order to support tool interoperability (and integration with 
other engineering models). The SysML Partners (tools vendors, leading industry users, academia, 
professional organizations, and government representatives) (OMG SysML, 2010) answered to this request 
and submitted a first version, to the OMG, in 2005. The final version was adopted by the OMG as 
OMG SysML™ in 2006, and the first official specification (version 1.0) was released in 2007. 
The current available specification (version 1.1) was published in 2008 and the version 1.2 has been 
submitted to the OMG in 2009. The language is now implemented in several tools such as Artisan Studio 
(from Artisan Software) and Rhapsody (from IBM/Telelogic), is described in diverse books and articles, and 
is offered in academic courses. Regardless this pervasive knowledge, the language is still very young, 
immature, claiming for a wide adoption, further research and developments, as well as for verification by use 
on real projects (Willard, 2007; Oliver et al., 2009). 
The use of industry-standard visual modelling languages like UML and SysML allows unambiguous 
communications and is expected to leverage commercial tools as well as education and training programmes 
offered by industry and academia (INCOSE, 2008). 
The SysML metamodel (the abstract syntax that describes the language concepts, characteristics, and 
interrelationships) is, like UML, described by the MOF (referred in subsection 2.2.2). The SysML model (or 
user model) is a description of a system and its environment for a definite purpose and includes model 
elements, which have a concrete syntax that must conform to the language metamodel. The Figure 3.15 
illustrates the relation between real-world concepts, model elements, and metaclasses (the representations of 
the language concepts in the metamodel). In a profile, such as the case of SysML, some metaclasses are 
replaced by stereotypes that create new or modified concepts. For example, the Block stereotype extends the 
metaclass Class, and the Value Type stereotype extends the metaclass Data Type adding quantitative features 
like units and dimensions. 
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Figure 3.15 – Real-world concepts, model elements, and metaclasses/stereotypes (adapted from 
Friedenthal et al., 2008) 
The SysML modelling tools usually store the user model as structured data in a model repository and the 
model enters and retrieves that information by using the graphical representation (i.e., the diagrams). The 
SysML diagrams, which reflect various aspects of a system, are nine and are organized in four major blocks 
that are known as the four pillars of SysML and represent four key modelling facets: the requirements of the 
system, the structure, the behaviour, and the parametric relationships (Figure 3.16). These different views 
match particular viewpoints (the stakeholders’ perspectives) and enable the holistic approach required by 
Systems Engineering. 
 
Figure 3.16 – Four pillars of SysML (source: Friedenthal et al., 2009) 
The SysML reduces the UML size (both in the number of diagrams and the number of total constructs) and 
the related software bias, and adds two critical diagrams for Systems Engineering activities, the requirements 
and the parametric ones (Figure 3.17). These are essential to support requirements engineering and 
performance analysis. 
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Figure 3.17 – SysML diagram taxonomy (adapted from OMG SysML, 2010) 
The SysML basic unit of structure is the block that can represent hardware, software, facilities, personnel, or 
other element of a system. The structure of the system is described by Block Definition diagrams (bdd) and 
Internal Block diagrams (ibd). The system’s model is organized through the Package diagram (pkg). The 
Parametric diagram (par) depicts constraints on property values such as performance, acceleration, reliability, 
and is particularly useful to integrate the system’s specification and design models with other engineering 
models. 
The behaviour of the system is described through the Use Case diagram (uc) that depicts the system’s 
high-level functionality, the Activity diagram (act) that represents the flow of data and control between 
activities, the Sequence diagram (sd) that represents the interaction between collaborating parts of a system, 
and the Sate Machine diagram (smd) that describes the state transitions and actions that a system or its parts 
perform in response to events. 
The novel Requirements diagram (req) allows the hierarchical representation of text-based requirements and 
the “satisfy” and “verify” relationships enable the modeller to relate the requirement to a model element. This 
diagram fills the gap between the typical requirements management tools and the system model 
(OMG SysML, 2010). 
The language also provides non-graphical representations in the forms of tables, matrices, and trees. One of 
the most common tabular representations are the allocation tables which are dynamically derived tables from 
the SysML “allocation” relationships and can represent the allocation of functions to components, logical to 
physical components, and software to hardware. The Table 3.2 provides a general description of SysML 
diagrams along with a parallel to UML 2 diagrams. 
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Table 3.2 – SysML diagrams description (adapted from SysML.org, 2010) 
SysML Diagram Description UML 2 Diagram Analogue 
Block Definition diagram (bdd) 
Shows system structure/hierarchy as components 
(blocks) along with their properties, operations, and 
relationships. Useful for system analysis and design. 
Class diagram 
(modified) 
Internal Block diagram (ibd) 
Shows the internal structure of the block in terms of its 





Package diagram (pkg) Shows how a model is organized into packages, views, 
and viewpoints. Useful for model management. Package diagram 
Parametric diagram (par) 
Describes the parametric constraints between structural 
elements. Useful for performance and quantitative 
analysis. 
N/A 
Requirement diagram (req) 
Depicts system text-based requirements and their 
relationships with other elements. Useful for 
requirements engineering. 
N/A 
Activity diagram (act) 
Shows system behaviour as data and control flows. 
Useful for functional analysis. Support of the EFFBD 
already commonly used among systems engineers. 
Activity diagram 
(modified) 
Sequence diagram (sd) 
Shows system behaviour as interactions between 
system collaborating components. Useful for system 
analysis and design. 
Sequence diagram 
Use Case diagram (uc) 
Shows system high-level functionality in terms of how 
a system or part is used by external entities (i.e., actors) 
to accomplish a set of goals. Useful for specifying 
functional requirements. 
Use Case diagram 
State Machine diagram (stm) 
Shows system behaviour of a component in terms of its 
transition between states triggered by events. Useful for 




Tabular format that represents the various kinds of 
allocations (structural, functional, requirements). 
Useful for automated V&V procedures. 
N/A 
Each SysML diagram represents a model element and has a frame enclosing a contents area (canvas) where 
the diagram is designed, and a left header that provides the diagram context in the following manner: 
diagramKind [modelElementType] modelElementName [diagramName]. For example, the header 
bdd [Package] Structure [Structure Hierarchy] refers to a block definition diagram called Structure Hierarchy 
that represents a package element named Structure. Additionally, the diagram can have a textual description 
attached to the frame detailing the version, status, and purpose of the diagram. 
As obvious, it is quite burden and pointless to describe all the language details. The Appendix A provides a 
brief description of each kind of diagram and the most relevant associated features. The description is based 
on some of the major references on the language: Wilkiens (2007), Friedenthal et al. (2008), and 
Friedenthal et al. (2009). The description is illustrated with original SysML diagrams which were developed 
in the tool Artisan Studio®. 
As UML, the modelling language for Systems Engineering is not attached to any methodology. The SysML 
also supports model and data interchange via the XML Metadata Interchange (XMI) and via the evolving 
neutral ISO AP233 standard (this application protocol aims to support the exchange of data during the whole 
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system development life cycle and across different domain engineering disciplines allowing the creation of 
one consistent view of the system). The XMI provides interoperability capabilities such as, to export selected 
parts of a SysML model to another UML tool in order to support software development, and to import and 
export parametric diagrams relating data to engineering analysis tools (Friedenthal et al., 2008). The 
Figure 3.18 depicts a fragment of the XMI code generated by the used SysML tool. The interchange 
capabilities are limited by the quality of the model and how the tools in use implement these standards. 
 
Figure 3.18 – Fragment of the XMI code generated from a SysML model 
SysML also provides mechanisms to enable customization and to support domain-specific modelling, such as 
model libraries and profiles. The model libraries aggregate a set of model elements to be reused in different 
models and the profiles extend the language through the utilization of stereotypes. 
The integration of SysML models into a systems development environment is crucial for the successful 
accomplishment of the objectives. A wide range of tools for systems’ modelling, project management, 
requirements management, engineering analysis, configuration management, performance simulation, 
hardware development, verification, and document generation, should be integrated ensuring overall data 
consistency and supporting collaborative holistic engineering. The system model, developed in SysML, can 
act as the integrating framework (Friedenthal et al, 2008). For example, the SysML parametrics provide 
design information to analysis or simulation tools like Simulink (an extension of MATLAB, from The 
Mathworks, designed to model, simulate, and analyze dynamic systems using block diagrams) that can 
perform the analysis and return back the results in terms of property values that can be captured in the system 
model. 
The data exchange between tools can be manually (re-typing the data from one tool into another one), 
file-based (using neutral file formats or exchange formats like XMI), interaction-based (using application 
programming interfaces or queries to access and filter data from tools when required), or 
repository-based (using exchange format files and packaging schemes to manage data, in a database, 
accessible by multiple tools). By this time, and as already stated, the most used approach is based on 
file-based standards like XMI and AP233 in order to reduce costs and improve the quality of data exchange. 
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Friedenthal (2009) perspectives the following future directions for SysML: i) evolution of the language, 
based on end-user and tool vendor feedback, in order to incorporate further enhancements to support a truly 
MBSE environment, ii) SysML certification program (expected to be in place in 2011), carried out by OMG 
and INCOSE, to help organizations to improve their skills in this critical area, to promote the use of SysML 
in support of MBSE, and to help SE professionals to assess and demonstrate their skills in SysML, 
iii) integration with Simulation & Analysis models such as the Modelica simulation modelling language, 
iv) tool interoperability through model and data interchange standards, such as XMI and AP233, in order to 
support the integration of different modelling domains and the consistent exchange of information, and 
v) integration of SysML with other profiles like MARTE (Modelling and Analysis of Real-Time Embedded 
Systems). 
Object-Process Diagrams (OPDs) 
The Object-Process Diagrams (OPDs), and the associated elements, can be considered as the visual 
modelling language of the underlying Object-Process Methodology (OPM) (the literature refers indistinctly 
the methodology and the language as OPM). The methodology also provides a textual description of the 
models expressed in the Object-Process Language (OPL). This bi-modality (graphical and textual) facilitates 
the understanding of complexity since it is very similar to the power of both sides of the brain, the right side 
that acts like the visual interpreter and the left side that acts like the language interpreter. According to Dori 
and colleagues (2003), this intuitive dual notation provides a single model that is comprehensible to the 
different stakeholders (both technical and non-technical) involved in the development process. 
The commercial software environment that supports OPM-based development is the 
OPCAT® (Object-Process CASE Tool) that was created by Professor Dov Dori (the founder of OPM) and 
launched in the market in 2005. The tool is the result of several years of research in the Technion-Israel 
Institute of Technology and in the MIT. Since this section is dedicated to the SE visual modelling languages, 
the OPM, as a methodology, will be described in the section 3.4 when describing the MBSE methodologies. 
Nevertheless, it is important to explain at this point some fundamental aspects about it in order to better 
clarify the related modelling language. 
The OPM is an inclusive life cycle approach for modelling, communicating, documenting, and engineering 
complex multidisciplinary systems that comprise humans, physical objects, and information. As a 
methodology, it specifies a way of understanding and developing systems (Dori, 2002). The first ideas of 
OPM were expressed in 1995 and 1996 by Dori and colleagues and were applied in diverse areas such as 
computer integrated manufacturing, image understanding, algorithm specification, and electronic commerce 
transactions (Dori, 2002). 
Like SysML, the OPM is an ontology since “is a catalog of the types of things that exist or may exist in a 
domain-of-interest from the perspective of a person who uses a specific language, for the purpose of talking 
about that domain” (Sowa, 1999). In its essence, the OPM can be seen as a combined 
object-oriented/process-oriented approach putting objects and processes at the same level of importance. 
While the object-oriented paradigm distributes behaviour and functionality among the different objects of the 
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system, the OPM combines function, structure and behaviour in one single view and extends the OO 
approach by creating an independent process class that is not encapsulated in an object 
class (Reinhartz-Berger et al., 2009). 
The OPM is based on three fundamental aspects of a system: the structure (how it is made), the function 
(what it does), and the behaviour (how it changes over time). The function is enabled by the architecture of 
the system that combines the structure and the behaviour. The graphics (OPDs) and the natural 
language (OPL) express these characteristics in a unified frame of reference that corresponds to an integrated 
single model. This model consists of several hierarchically organized OPDs being the System Diagram (SD) 
the most abstract view of the system (typically depicts the boundaries of the system and one single process 
that corresponds to the target function of the system). The main elements/building blocks of the OPM 
ontology are the objects (reflecting the system’s structure), the processes (reflecting the system’s function), 
and the states (reflecting the system’s behaviour). The links establish the connections between the building 
blocks. 
The objects are the physical or informatical things that exist and that define the structure of the system. The 
processes express what the system does and transform objects (this transformation can be the creation of new 
objects, the consumption of existing objects, or the change of their states). The states are used to describe the 
situation of the objects for a period of time. The links that connect the referred elements can be 
structural (express static relations between entities) or procedural (express the behaviour of the system and 
may be transformation, enabling, or event links). The Figure 3.19 illustrates the software modelling 
environment provided by OPCAT and a simple OPD depicting the main elements referred in the previous 
paragraph. The diagram describes the object ‘Pressure Measurement Device’ and the process that turns it 
from the state off to the state on. The picture also shows the corresponding OPL for the diagram. 
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The OPD syntax and semantics are described in the Appendix B, also with original diagrams. The constructs 
of the OPD are expressed by semantically equivalent OPL sentences that are defined through a constrained 
subset of natural English (Figure 3.19) and that can be translated to various target languages such as Java. 
The conjoint utilization of the two representations compensates potential misunderstandings in each of them. 
The complexity of the system is managed (balancing completeness and clarity) by three abstraction 
mechanisms, namely: i) folding/unfolding (used to abstract/refine the structural hierarchy of a thing), 
ii) zooming-in/zooming-out (used to expose/hide the inner details of a thing within its frame), and iii) state 
expressing/suppressing (used to expose/hide the states of an object). The utilization of one single 
domain-neutral model with these refinement mechanisms enables the representation of a system at any 
desired level of detail without loosing the “big picture”, and avoids the synchronization among different 
views (Dori et al., 2003). 
Like the SysML tool used in this work (Artisan Studio), the OPCAT tool provides automated documentation 
mechanisms and XMI code generation. The OPCAT tool also provides a simulation engine that animates the 
system behaviour and supplies accurate design-level debugging (Yaroker et al., 2009). This integrated 
structure/behaviour simulation mechanism is a remarkable value-added of the OPM/OPCAT since it 
supports, in the conceptual modelling phase, the exploration of incorrect control flows, missing structural 
relations, and overall system’s dynamics (the Artisan Studio tool used to develop the SysML models offers 
an application that enables the animation of state diagrams). Besides this model-based simulation framework, 
the OPM has a minimalist ontology expressed by a condensed set of intuitive symbols that make the 
modelling language significantly simple and with a restricted group of rules. 
SysML and OPDs 
Looking at Appendixes A and B it is evident that the two described modelling languages for SE are 
considerably different in terms of size and complexity. The comparison between the two modelling 
languages is not well-documented in the literature but Cohen and Soffer (2007), Grobshtein et al. (2007), and 
Grobshtein and Dori (2009) provide some significant contributions in this area. These authors are rather 
unanimous in the following opinions: 
• both languages are well-suited to model general-purpose complex systems but while SysML is more 
tailored to model a detailed picture of the system, the OPM methodology/language is more 
appropriated to define the system’s boundaries and the overall picture of the system; consequently, the 
OPM is more fitted to the early stages of conceptual modelling whereas the comprehensive SysML is 
more suitable for later detailed stages of the design process; 
• SysML is a UML-based language with extensions and modifications while the OPM has no inherent 
“software-oriented” language semantics; 
• SysML includes several kinds of diagrams (block definition, requirements, package, parametrics, 
sequence, etc.) while OPM uses a single type of diagram that allows concurrent modelling of structure 
Part I Chapter 3 – Model-Based Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 95 - 
and behaviour; SysML supports hierarchy represented in different views while OPM represents the 
system’s hierarchy in one single view; 
• SysML is large, rich, comprehensive and uses standard notation supported by several commercial 
tools but, on the other hand, its dimension and complexity are cumbersome and involve considerable 
learning effort leading frequently to a partial use of the language (most modellers only use a small 
subset of SysML views); 
• the OPM is simple and has a compact set of modelling elements being more intuitive and easy to 
learn/use; on the other hand, this simplicity causes the absence of some SE useful modelling elements 
such as requirements and parametric constraints; the only software environment available to develop 
OPDs/OPL is OPCAT; 
• the execution/simulation engine provided by the OPM/OPCAT is unique allowing the modeller to use 
it as an effective debugging tool and the user to see the system (structure and behaviour) in action 
through a coloured animation; the majority of SysML tools allow the execution of sequence and state 
diagrams but, the static structure cannot be simulated (the extraction of executable models from 
SysML to execute in simulation environments like Modelica or Simulink has been a topic of current 
research (Friedenthal et al., 2008; Paredis and Johnson, 2008); 
• the diagrams of both languages make the information more easily human interpretable but the textual 
information provided by the OPM reduces ambiguity helping to prevent misinterpretations; 
• the “friendliness” of development and navigation offered by OPM seems to add some efficiency to the 
modelling process and to improve the communication mechanisms required in a MBSE environment 
but, when dealing with the technical perspective, SysML has more modelling potentialities allowing 
more expressiveness in the system’s representation. 
These differences enforce additional application studies, in different domains, and the definition of guiding 
principles to select the more adequate modelling language for a specific case. Every case involves a specific 
system, a specific set of characteristics, a set of specific development stages, and a specific group of 
stakeholders. The hybrid approach, combining the two modelling languages, is perhaps the most gainful 
approach since there is a possibility to establish synergies and use “the best” of each to model one complex 
system. 
Regarding this objective, Dori and his team are working on the creation of automated OPM-to-SysML views 
that enable the initial top-down OPM conceptual modelling and the succeeding translation to any subset of 
SysML views that can be further explored and detailed (Grobshtein and Dori, 2009). The one-to-many 
(elements) mapping scheme, from OPM to SysML, is accomplished through several translation algorithms 
implemented in OPCAT. The output of this automated translation is a XMI file that can be imported to any 
SysML supporting tool (e.g., Artisan Studio), promoting wider interoperability. The Figure 3.20 depicts some 
rules from the OPM-SysML bdd mapping scheme. 
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Figure 3.20 – Some rules of the OPM-SysML bdd mapping scheme (adapted from Grobshtein 
and Dori, 2009) 
This integration can strongly contribute to a common understanding of the system and to improved 
communications between different stakeholders, as well as to a proficient Systems Engineering collaborative 
development environment (some cornerstones of the MBSE paradigm). This research also suggests a 
following step towards the creation of a “SysMLite” version that combines a light version of SysML with 
OPM key ideas (Grobshtein and Dori, 2009). 
According to Wilkiens (2007) there will be, in the future, a great demand for modelling languages since 
systems will become increasingly complex and there are considerable advantages in modelling and 
simulating before using them in practice. This author synthesizes the advantages of modelling languages with 
the following idea: “The modelling language allows me to move on different abstraction levels. The more 
abstract I get the simpler the system appears to be. This is the art of being concrete on an abstract level”. 
3.3 Model-Based Systems Engineering Overview 
Model-Based Systems Engineering (MBSE) is an emerging approach in the Systems Engineering field that 
can be formally stated as “the formalized application of modelling to support systems requirements, design, 
analysis, verification, and validation activities beginning in the conceptual design phase and continuing 
throughout development and later life cycle stages” or “elevating models in the engineering process to a 
central and governing role in the specification, design, integration, validation, and operation of a system” 
(INCOSE, 2007b). A simplified definition of MBSE is provided by Mellor and colleagues (2003) “…is 
simply the notion that we can construct a model of a system that we can transform into the real thing”. The 
literature refers indistinctively Model-Based Systems Engineering and Model-Driven System Design. Since 
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the expression MBSE is more up-to-date and is the most used in the professional societies, it will be used in 
this work. 
The main principle underlying this approach relies on the creation of a coherent model of the system being 
developed. This model-centric approach is expected to replace, in the next years, the traditional 
document-centric approach that is based on documents written in text. The emergence of computers in the 
1950s and 1960s has strongly contributed to this paradigm-shift in a considerable range of engineering 
disciplines like the mechanical and the electrical ones, but in the SE field the transitioning process, while 
becoming prevalent, is still immature (Andary and Oliver, 2007; Friedenthal et al., 2008; Rhodes, 2008). 
The traditional document-based approach is typically characterized by the development of textual 
specifications and design documents that reflect the requirements and the system design, and are stored in 
paper or electronic files which are exchanged between system architects, clients, programmers, etc. The 
systems engineer is concerned with the control, validity, completeness, and consistency of the documents and 
drawings and if the system conforms to the documents. The specifications’ documents for the system are 
depicted in a hierarchical tree and the progress of the SE activities is measured by the state of completeness 
of those documents. Since the system’s information (requirements, design, trade off studies, engineering 
analysis, etc.) is scattered across several documents the access, synchronization, and traceability of the 
information is difficult, as well as the management of evolving versions (Friedenthal et al., 2008). As 
Fisher (1998) stated, the requirements are perceived as just words, the specifications are often written after 
the design is complete and written words are quite ambiguous. 
The emergent model-based approach aims to facilitate the SE activities through the development of a unified 
coherent model as the main artifact. The SE process is accomplished with increasing detailed models that are 
all part of the system model. The major advantages of this approach include enhanced communications 
between the stakeholders and team members as well as a true shared understanding of the domain, improved 
design precision and integrity without disconnections among the representations of data, better information 
traceability, enhanced reuse of artifacts, and reduced development risk. As Friedenthal and colleagues (2008) 
state, “the emphasis is placed on evolving and refining the model using model-based methods and tools” so, 
the prominence of controlling documents is now replaced by controlling the model of the system. 
It is expected that this paradigm will become a standard practice in the Systems Engineering field in the next 
years. The standards evolution in the field, including the SysML, the ISO 10303: AP233, the XMI, the HLA, 
and the MDA are impelling the proliferation of MBSE. According to the INCOSE Vision for 2020 
(INCOSE, 2007b), the future of SE will be model-based, embracing high-fidelity static and dynamic models 
at different levels of abstraction. The MBSE approach will expand its boundaries and all the application 
domains (defense, industrial, pharmaceutical & healthcare, transportation, telecommunications, energy, etc.) 
will be potential targets for a model-based development. 
As a curiosity, the INCOSE has published in its INSIGHT Journal, in 1998, when the theme was flourishing, 
the title “Model-Based Systems Engineering: A New Paradigm” (the modelling language was, by this time, 
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the UML) and, ten years later, in 2009, the Journal launched the subject under the title “Model-Based 
Systems Engineering: The New Paradigm” (the great bulk of articles refers SysML). 
3.3.1 MBSE Main Features 
The System Model is the main artifact of MBSE and is typically developed in a modelling language, 
available in a modelling tool (for example, SysML in Artisan Studio, OPDs/OPL in OPCAT), depicted on 
graphical diagrams, and contained in a model repository. This integrated model repository so that “everyone 
draws from the same well” (Browning, 2009) will embrace all the relevant information for the system and 
will enable marketing research, decision analysis, environmental impact analysis, social and economical 
modelling, biological modelling, and other appropriate analyses. 
The System Model is made by interconnected modelling elements that represent the key aspects of the 
system namely, its requirements, its structure, its behaviour, and its parametrics (Friedenthal et al, 2008). 
This integrated specification is usually in interaction with other engineering models (e.g., simulation models, 
analysis models, hardware models) that address multiple aspects of the systems, originating a complete 
coherent development environment. This environment is, nowadays, a global one without physical barriers 
and geographical constraints. Consequently, the collaborative world teams must “speak” the same language 
and must work on the same “matter” that, in a MBSE approach, corresponds to the System Model. 
The main potential advantages of adopting a MBSE approach are referred in the literature by several 
authors (Fisher, 1998; Oliver, 1998; Baker et al., 2000; Ogren, 2000; Friedenthal et al., 2008; 
Browning, 2009) and can be summarized as the following: 
• enhanced communications between stakeholders through expressiveness and rigour: the models can 
express complex information in ways that are easily understood by people with different skills and 
competencies (systems engineers, customers, software/hardware vendors, programmers, etc.), and they 
provide unambiguous definitions of structure, behaviour, and capability; this clearness will increase the 
probability of the customers to obtain what they need; 
• increased ability to manage system complexity: the system model can be viewed from multiple 
perspectives and can be used to evaluate the impact of changes; 
• improved product quality: the model ensures the compliance between the system performance and the 
stakeholders’ expectations and can be tested for consistency, integrity, correctness, and completeness; 
the traceability between requirements, design, analysis, and testing is more rigorous; 
• enhanced knowledge capture and reuse of information: the capture of information based on standardize 
methods and the corresponding abstraction mechanisms will provide a common understanding between 
all the involved parties and will enable the reutilization of information/modelling elements to support 
design evolution; 
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• increased productivity: the reuse of system elements and models supports design evolution reducing 
cycle times; the integration and testing of the system’s elements is expected to present fewer errors and 
take fewer time; the tools provide automated document generation; 
• reduced development risk: the requirements engineering and the design V&V that are done during the 
system’s development reduce the risk of non-compliance; the system development costs can be more 
accurately estimated; 
• improved ability to teach and learn systems engineering fundamentals: the utilization of unambiguous 
and clear (and standardize) representations of SE concepts enhances the teaching/learning activity. 
All these advantages are mandatory to cope with the complexity of the global development environment of 
modern systems. This environment demands adaptive and accurate communication mechanisms that can 
support considerable dimension and interdisciplinarity, geographically-dispersed teams, people and 
technology as inherent parties of the systems, cooperation and concurrency of different subsystems (that, 
many times, are developed by different organizations and used by different clients), the integration of legacy 
and COTS systems, and “personalized” standards and system descriptions. The coexistence of these features 
and their integration along with “the system’s big picture” can be enabled by a MBSE approach. Particular 
care must be taken in order to ensure that completeness, integration, and synchronization are aligned with 
focus and simplicity (“managers prefer simple models that they understand and trust, to more realistic ones” 
(Little, 1970)). The transitioning to MBSE implies a considerable investment in processes, methods, tools 
and, obviously, in training (Friedenthal et al., 2008). The MBSE approach requires a new way of thinking 
and a new set of skills. The community working with the modelling tools and languages must include 
language/tool experts that will develop the system model and that are able to train other team members. 
The MBSE metrics are the quantified values of given attributes compared to what it is expected. These 
metrics can be used to assess design quality, development progress, and risk and they provide an indication if 
the process is moving in a successful way in order to achieve a successful outcome. The metrics to evaluate 
the design quality embrace, typically, the satisfaction of requirements (which requirements have been 
allocated, which requirements have been verified, etc.), the critical performance properties (performance or 
physical properties of the system to be monitored such as reliability, weight, etc.), and the partitioning of the 
design (the level of cohesion and coupling of the design; the cohesion can be measured in terms of how a 
component encapsulates behaviour without access to external data, and the coupling can be measured in 
terms of the number of interfaces between parts). The development progress can be assessed, for example, by 
the number of use-case scenarios completed, by the number of requirements satisfied, by the percentage of 
logical components that have been allocated to physical components, by the completeness of the specification 
of interfaces and properties, and by the number of test cases and verification procedures that have been 
accomplished. The development effort and risk can be managed through the COSYSMO model (described in 
the section 2.2.4) that aims to accurately estimate the time and effort associated with the SE activities 
(Valerdi, 2008). In a MBSE environment, the size drivers that estimate the magnitude of the effort can be 
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identified in terms of number of modelling constructs such as requirements, use-cases, states, test cases, 
system and component interfaces (Friedenthal et al., 2008). 
The future of MBSE will be facilitated by the continuously evolving information technologies (computing 
power, storage and analysis capacities, distributed capabilities, virtual networking, etc.) as well as by the 
fine-tuned profile of the systems engineers (the proliferation of SE courses at the various graduation levels 
and the adaptive profile innate to the new generations will contribute to the Systems Engineer of the future). 
The Figure 3.21 depicts the roadmap for the evolution of MBSE in the next fifteen years, provided by the 
INCOSE MBSE Initiative. 
 
Figure 3.21 – Roadmap for the evolution of MBSE (adapted from Friedenthal, 2007) 
Besides the hardware and software modelling integration (that is expected to be well-defined by 2015), 
MBSE will extend its domains beyond engineering and will support effects-based modelling in order to 
enable the evaluation of the system impacts on the broader environment (social, economical, environmental, 
political, human-behavioural, etc.). This multiple-domain approach, based on a integrated, distributed and 
secure model repository, is expected to be accomplished by 2025 when the MBSE paradigm will be 
institutionalized across academia and industry. 
The proliferation of domain-specific modelling languages (for example, a SysML profile for 
traffic & environment systems) and the extensive use of model libraries will enable the systems engineer to 
focus on the problem particularities and to reduce development life cycles. The integrated model repository 
will incite the establishment of world-scale collaborative environments across academia, industry, and 
government. By 2020, it is expected that virtual simulation/visualization environments will provide realistic 
verification of requirements without the need to develop physical prototypes and will enable the analysis of 
impacts in a realistic way. 
The Human-System Integration (HSI) will be another critical research aspect in MBSE (Meilich, 2008). 
Since people will be fundamental elements of the system and will affect its emergent behaviour, it is 
mandatory to establish a bridge between cognitive engineers (and all the HSI domains) and systems 
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engineers. The HSI MBSE Initiative (from INCOSE) is currently engaged in this challenging topic of 
creating a “human centric” MBSE. 
The evolving Model-Driven Architecture® Initiative (from OMG) aims to separate the concerns, through the 
utilization of different viewpoint models. The utilization of the MDA in a MBSE environment is expected to 
improve the efficiency of SE projects in 10-20% (Cloutier, 2008). This author suggests that in a MDA MBSE 
approach, the Computation Independent Model (CIM) will serve to define the WHAT (the system would do), 
capturing and modelling the ConOps for the system, its goals, its requirements and its interactions with other 
systems. The resulting high-level diagrams (e.g., requirements, use-cases, sequence SysML diagrams) will 
then be transformed into the next-level, the Platform Independent Model (PIM) that defines the HOW (the 
system performs). The PIM will represent the system’s architecture and the allocation of customer 
requirements to the system requirements, detailing the model of the system (e.g., block definition diagrams, 
allocation tables, state machines, parametric diagrams). Then, the implementation details, with the 
corresponding particular type of platform such as .NET or J2EE (according to the OMG, a platform is a set of 
subsystems and technologies that provide a coherent set of functionality through interfaces and specified 
usage patterns), are specified in the Platform Specific Model (PSM). This PSM is then transformed into code 
such as Java or C#. The UML/SysML models are the main source of code production. The AndroMDA, the 
OpenMDX, and the Eclipse Modeling Framework projects are promising open source initiatives that enable 
the automatically conversion of UML models into deployable components for a specific platform. 
The Executable UML Foundation (xUML, also developed by OMG along with the MDA) introduces action 
semantics for UML 2 (Mellor and Balcer, 2002). Being SysML build on UML, an executable SysML model 
is a future opportunity that may support simulation techniques for engineering analysis. 
As obvious, these remarkable trends are potential and can only be effective if the required cultural and 
technical challenges will be overcome. The market forces and the field visionaries must “push the envelope 
to demonstrate value, exploiting opportunities and setting an example for others to follow” 
(INCOSE, 2007b). Some concrete recommendations for advancing MBSE include the development of 
metrics and value analysis for MBSE, the promotion of the use of modelling tools and interoperability 
support/standards, the identification of MBSE best practices, the advancement of standards such as SysML 
and AP233, the integration of SysML and simulation standards, the sharing of knowledge across the 
SE/MBSE community, and the development of a MBSE certification in education. 
3.3.2 MBSE Formalisms 
By the present time, the theory and formalisms of MBSE are quite inexistent. As depicted in Figure 3.21, the 
first standards in the field are now emerging and an established MBSE body of knowledge is expected to be 
achieved in ten years. Nevertheless, there already exist three main formalisms that deserve special attention. 
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One of them is more elementary and is related with the SE field while the other two are mainly devoted to the 
MBSE discipline. 
The first formalism is a Semantic Glossary and Model for Systems Engineering Concepts proposed by 
Oliver, Dickerson, Andary and Frisch (Dickerson et al., 2007; Oliver et al., 2009). The authors provide a set 
of definitions and a graphical model (written in SysML with an extension – the open diamond with 
a “c” - used to represent complete decomposition into all the parts) for the SE concepts that aims to introduce 
rigorous and consistent definitions in the field, which are critical to support a MBSE approach. The complete 
glossary is described in Oliver et al. (2009). The glossary provides, for example, a characterization of a 
system aligned with the way that engineers use to model it. The Figure 3.22 depicts the corresponding 
graphic model with the definitions related with system. 
 
Figure 3.22 – Model with definitions concerning system from the Semantic Glossary for SE 
(adapted from Oliver et al., 2009) 
Each word (box in the model) has a short definition, enumeration of its relationships, explanation and 
examples. For example, the word System (6) is described as following: 
 Definition: It is an (2) Engineering_Thing that exhibits a well defined (5) Boundary. 
 Relationships: (6) System is a subclass of (2) Engineering_Thing. 
   (6) System inherits a relationship to (3) Emergent_Property. 
   (6) System has a (5) Boundary. 
   (6) Systems are built from systems (systems-of-systems form a hierarchy). 
   (6) Systems connect with systems. 
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Explanation: For a thing to be a system it must exhibit observable and reproducible properties and 
have a boundary that separates it from all the other things in the environment. It is essential to know 
what is inside the system and what is outside. 
Example: The Tacoma Narrows Bridge is not defined until at least it is known where it is located, 
how it is attached to the earth, how it interacts with weather, how it ages with exposure, and how it 
interacts with traffic load. These boundary definitions are critical. When reduced to math analysis, 
there are conditions that must be met to get a solution. These include establishing the boundary of 
the math problem and values of function and function derivatives on that boundary. 
The glossary provides other definitions and models for additional concepts of SE such as the system’s 
structure and emergent properties, and its function-based behaviour. 
The information model for System Design proposed by Baker and colleagues (2000) helps to understand the 
MBSE approach from the perspective of the kinds of information to be used and the associated relationships. 
The model suggests four main kinds of information (the boxes) that are interrelated (annotated lines). The 
bullets show a “many” relationship. The Figure 3.23 illustrates the proposed model. 
 
Figure 3.23 – Information model for MBSE (adapted from Baker et al., 2000) 
This simplistic model tells the reader that the main kinds of information in a MBSE approach embrace 
Models, Requirements, Components, and Design Alternatives. The Requirements specify Components, the 
Requirements may be decomposed into other Requirements, the Components may be decomposed into other 
Components, the Design Alternates satisfy Requirements, the Design Alternates represent Components, the 
Models execute Design Alternates, and the Models represent Components. In the early stages of the Design 
the models are high-level and low-fidelity and there are many Design Alternates as possible. By the end of 
the Design (after a concurrent incremental process) there should be only one Design Alternate (the best 
according to given criteria) and the models must become sufficiently faithful for compliance assessment. 
The mathematical formalism for Systems Engineering and MBSE was introduced in 1993 by Wayne 
Wymore in its book Model-Based Systems Engineering: An Introduction to the Mathematical Theory of 
Discrete Systems and to the Trycotyledon Theory of System Design, and is informally known as Wymorian 
theory. The book provides a rigorous mathematical framework as the basis for the development of models 
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and designs for large-scale, complex systems. Since each person has an internalized notion of system, his 
seminal work was devoted to establish a (universal) mathematical formalization of the concept of ‘system’ 
based on set theory concepts and based on system models. A system model is a description that separates the 
perceived universe into two parts: the ‘inside’ of the system, described by states, and the ‘outside’ of the 
system, from where the inputs come and to where the system delivers its outputs (Wymore, 2004). 
The Trycotyledon Theory of System Design (T3SD) is the designation given by Wymore to name the 
mathematical system theory he developed to assist the process of system design (for pedagogical reasons, the 
theory is restricted to discrete systems). To design a system is to “develop a model on the basis of which a 
real system can be built, developed, or deployed, that will satisfy all its requirements”. The term cotyledon 
comes from the botanic field and represents the structure of the embryo of a seed plant that may form a leaf 
after germination. The trycotyledon designation is due to the identification of three spaces of system designs 
with the ultimate system design “flowering” from these cotyledons (INCOSE, 2008). 
The T3SD emphasizes the notion of requirements, as well as his definition of Systems Engineering (“the 
intellectual, academic and professional discipline the principal concern of which is the responsibility to 
ensure that all requirements for a bioware/hardware/software system are satisfied throughout the life cycle of 
the system”), and enunciates that a System Design Problem consists of explicit definitions of six core 







According to him, in every SE project the system has to verify that these six conditions are met. For example, 
the Technology Requirements (TYR) is enunciated as “the specification of the set of components - hardware, 
software, human or bioware - considered, by the designers and the customer, to be available to build the 
system to be designed” (Wymore, 1993). 
The “spaces” of system design represented by the cotyledons correspond to the functionality cotyledon 
(FSR), the buildability cotyledon (BSR), and the implementability cotyledon (ISR). The first one represents 
the space of functional system designs that satisfy the Input/Output Requirements (IOR). The second one 
represents the space of buildable system designs generated by the Technology Requirements (TYR). The 
third one represents the space of implementable system designs, each system of which satisfies the IOR and 
the TYR. Conceptually, each point within the cotyledons is a functional system design, a buildable system 
design, and an implementable system design, respectively. 
SDR = (IOR, TYR, PR, CR, TR, STR) , where 
 
SDR is System Design Requirements 
 
IOR is Input/Output Requirements 
TYR is Technology Requirements 
PR is Performance Requirements 
CR is Cost Requirements 
TR is Trade-off Requirements 
STR is System Test Requirements 
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The contours within FSR, BSR, and ISR represent, respectively, equivalent system designs generated by the 
Performance Requirements (PR), the Cost Requirements (CR), and the Trade-off Requirements (TR) 
(Figure 3.24). For instance, the Performance Requirements (PR) specifies how well the IOR shall be in terms 
of figures-of-merit, and the Trade-off Requirements (TR) consists of “an algorithm by means of which any 
two implementable system designs can be compared consistently with respect to a trade off between the 
performance and the cost requirements”. The System Test Requirements (STR) anchors the system design 
problem to the real world and specify, for each implementable test item, observance, compliance, 
conformance, and acceptance. This function is defined over the space of implementable system test items 
(ISTISR), generated by the IOR and TYR. 
 
Figure 3.24 – Visual representation of the T3SD (source: INCOSE, 2008) 
To design a system in T3SD means to choose a point in the implementability cotyledon (ISR), preferably 
optimal with respect to the Trade-off Requirements (TR) and most likely to pass the system test, if possible 
(INCOSE, 2008). Wymore (2004) intends to pursue his research by, for example, advancing this theory to the 
next level (MBSE2) providing a mathematical structure which can lead to the actual design of the system, 
adapting the system models for continuous time, and analyzing the predisposition to system failure. 
These contributions help to establish coherent and unambiguous foundations for the MBSE paradigm. They 
should evolve in the next years and provide the desired body of knowledge required to elevate the MBSE 
approach to a truly scientific discipline. 
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3.4 Model-Based Systems Engineering Methodologies 
A successful MBSE context consists of a Systems Engineering process (e.g., the SIMILAR), a set of 
modelling tools that can be, for example, modelling languages (e.g., SysML, OPDs/OPL), software 
environments (e.g., Artisan Studio, OPCAT, Arena), and interoperability mechanisms (e.g., XMI, AP233), 
and a modelling methodology. This development circumstance is influenced by the capabilities and 
limitations of the available technology, by the knowledge, skills, and abilities of the people involved, and by 
the environment that has a set of social, cultural, economical, political, physical, and organizational 
conditions that influence the actions (INCOSE, 2008). The Figure 3.25 illustrates this MBSE development 
context and the associated elements. 
 
Figure 3.25 – Elements of a MBSE development context (adapted from INCOSE, 2008) 
A methodology is an implementation of a specific process, defining the “HOW” to perform the process 
activities, is “the recipe”. According to Friedenthal and colleagues (2008), a methodology is “a set of related 
activities, techniques, and conventions that implements one or more processes and is generally supported by 
a set of tools”. According to Estefan (2009), a MBSE methodology is a set of related processes, methods, and 
tools used to support the discipline of Systems Engineering in a model-based context. It implements the SE 
process (the WHAT), specifies the techniques for performing the tasks of the process (the method or the 
HOW), and applies tools to the method in order to enhance the efficiency of the tasks. One of the primary 
artifacts of a MBSE methodology is the System Model. 
The modelling methodology must be chosen from the particular problem so, the systems engineer must be 
aware of the problem domain to understand which methodology will be more appropriate (Bahill and 
Szidarovszky, 2009). 
The following paragraphs describe the main MBSE methodologies that have received attention in the last few 
years and are based on the work published by INCOSE, in 2008 (INCOSE, 2008). The selected 
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methodologies are: Harmony-SE from IBM Telelogic, Object-Oriented Systems Engineering Method 
(OOSEM) from INCOSE, Rational Unified Process for Systems Engineering (RUP SE) from IBM, Vitech 
Model-Based Systems Engineering Methodology from Vitech Corporation, and Object-Process 
Methodology (OPM) from Dov Dori. As the author of the report states, some of these methodologies use the 
term ‘process’ in the name (“an unfortunate confusion”) but they have in fact an implied methodology. 
Analyzing these methodologies, one can see that they are particularly focused on the implementation of the 
Concept & Development phases of the SE process. In fact, it is in these stages that SE (and MBSE) can 
provide considerable value-added. The referred methodologies are devoted to define the “HOW” to execute 
the functions of the process, highlighting the central role of model the system and considering the System 
Model as the main output of the design process. 
Harmony-SE 
The Harmony-SE is the systems engineering component (upper-left corner of Figure 3.26) of the larger 
systems and software development process known as Harmony® (from IBM Telelogic). The “process” 
mirrors the classical Vee life cycle development model and assumes that the model and requirements artifacts 
are stored and maintained in a centralized model/requirements repository. 
 
Figure 3.26 – Harmony Integrated Systems and Software Development Process 
(source: Hoffmann, 2008) 
The Harmony SE methodology has the following main objectives: i) to identify/derive the required system 
functionality, ii) to identify associated system states and modes, and iii) to allocate system 
functionality/modes to a physical architecture. These objectives are accomplished through three top-level 
elements that are depicted in the Figure 3.26 namely, the Requirements Analysis, the System Functional 
Analysis, and the Design Synthesis (or Architectural Design). 
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In the Requirements Analysis phase, the focus is on the analysis of the process inputs and on the translation 
of the stakeholders’ requirements into system requirements that define what the system must do (functional 
requirements) and how well it must perform (quality of service requirements). The requirements are then 
grouped into Use Cases. In the System Functional Analysis phase, the emphasis is on the translation of the 
functional requirements into a coherent description of system functions (Operations), being each use case 
translated into a model and the underlying requirements verified and validated through model execution. In 
the Design Synthesis phase, the focus is on the development of a system architecture capable of performing 
the required functions within the limits of the defined performance constraints (Hoffmann, 2008). 
The “HOW” is then detailed with complete task flows and artifacts for each of the mentioned top-level 
elements. This is done by a “service request-driven” modelling approach along with the SysML artifacts. The 
service request-driven approach describes the system structure by means of the SysML structure diagrams 
and the communication between blocks is based on messages (service requests). The Figure 3.27 displays a 
detailed view of the Harmony-SE Elements along with the associated SysML artifacts, and the detailed task 
flow for the Design Synthesis Element. 
Design Synthesis
 
Figure 3.27 – Harmony-SE Elements and Task Flow for the Design Synthesis Element (adapted 
from Hoffmann, 2008 and Telelogic, 2008) 
The Harmony SE methodology was designed to be tool-neutral and vendor-neutral but, as naturally, IBM 
offers tool support for the methodology via the Telelogic Rhapsody® and the Telelogic TAU® model-driven 
development environments. These products enable the automation of various tasks like, for example, creating 
a sequence diagram from an activity diagram, or creating port elements and interface definitions from 
analyzing sequence diagrams. 
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Object-Oriented Systems Engineering Method (OOSEM) 
The OOSEM combines object-oriented concepts and the traditional SE top-down approach in order to help to 
architect more flexible and extensible systems with considerable evolving technology and changing 
requirements. This methodology uses SysML modelling artifacts to support the specification, analysis, 
design, and verification of systems (Friedenthal et al., 2008). 
The seminal work on the OOSEM was due to the Software Productivity Consortium in collaboration with the 
Lockheed Martin Corporation, in the mid 1990’s. In 2000, the INCOSE has established a working group to 
further evolve the methodology. The main objectives of OOSEM are: i) to capture and analyze the 
requirements and design information to specify complex systems, ii) to promote the integration of 
object-oriented software, hardware, and other engineering methods, and iii) to support system-level reuse and 
design evolution (INCOSE, 2008). The Figure 3.28 illustrates the main activities of the OOSEM, the 
associated modelling artifacts, and a detailed activity diagram for the first activity. 
 
act Activities [Analyze Stakeholders Needs]
characterize as-is system and enterprise
perform causal analysis
specify mission requirements
define enterprise use cases define to-be domain bdd capture measures of effectiveness
conduct mission requirements review









Figure 3.28 – OOSEM main activities, modelling artifacts and a detailed activity diagram for 
‘Analyze Stakeholders Needs’ (adapted from Friedenthal et al. (2008) and INCOSE (2008)) 
The main development activities, the “HOW” to do, and the major associated modelling artifacts of the 
OOSEM are (Friedenthal et al., 2008; INCOSE, 2008): 
• Analyze Stakeholders Needs: characterizes the problem space by defining the “as-is” system/enterprise 
(using a block definition diagram), its current deficiencies, and potential improvement (causal analysis to 
determine limitations and to derive the mission requirements using, for example, Ishikawa diagrams, and 
Pareto analysis; the relationship between the parameters can be also depicted in a SysML parametric 
diagram), and by developing the “to-be” system (a block definition diagram depicting the enterprise, its 
constituent systems, systems to be modified, and external actors) with its mission requirements 
(specified on a requirements diagram) and measures of effectiveness (specified on a parametric 
diagram); the mission objectives that correspond to the mission requirements are defined in use cases; 
the system model should be organized in a package structure that mirrors the system hierarchy. 
• Define Systems Requirements: the systems requirements that support the mission requirements are 
defined modelling the system as a black-box that interacts with external systems and users represented in 
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the enterprise model (system-level use cases and scenarios reflect the operational concept; the scenarios 
are modelled using sequence diagrams or activity diagrams with swimlanes for the black-box system, 
external systems, and users; the interfaces are described in an internal block diagram, the system states 
are also specified with state machine diagrams); this operational concept is used to derive the system 
functional (modelled as operations of a block or as activities allocated to blocks), interface (modelled by 
ports on the block), data (modelled as properties of the block), and performance (modelled as value 
properties with eventual parametric constraints) requirements that are represented in a Requirements 
Diagram and in a Requirements Traceability Matrix. 
• Define Logical Architecture: the system is decomposed and partitioned into logical components, such as 
a user interface realized by a web browser or an environmental monitor realized by a sensor, and their 
interactions to satisfy the system requirements are defined, capturing the basic functionality of the 
system (using, for example, block definition diagrams to define logical components, internal block 
diagrams and activity diagrams to describe interactions, and state machines to describe component 
specifications); the guidelines for logical decomposition are provided and emphasize the planning for 
change. 
• Synthesize Candidate Allocate Architectures: this activity allocates, based on partitioning criteria like 
cohesion, coupling, design for change, reliability, environmental care, and control, the logical 
components to physical components that are implemented in hardware, software, data and/or procedures. 
The partitioning of components and associated functionality, control, and persistent data based on the 
geographic location of the components is represented by system nodes (logical or physical). A 
considerable number of contemporary systems is highly such that each node has complete functionality, 
control, and data and can operate autonomously (the COTS). The logical nodes and components are 
specified in block definition diagrams, internal block diagrams, and activity diagrams. The allocation to 
physical components is typically described in allocation tables. The allocated components form the basis 
for the allocated (physical) architecture. The relationships among the components and additional 
physical domain-specific implementation concerns are used to derive the corresponding hardware, 
software, and data architectures (modelled using bdd, ibd, activity and sequence diagrams, package 
diagrams; the software architecture can be refined using UML). The requirements for each component 
are traced to the system requirements (in the RTM). Engineering analysis and trade studies are carried 
out to evaluate, select, and refine the preferred architecture. 
• Optimize and Evaluate Alternatives: this activity is a “parallel” one that can be invoked throughout all 
the others OOSEM activities in order to optimize the candidate options and conduct trade studies to 
select the preferred one. The activity includes the identification of the analyses to be performed 
(e.g., simulation studies, risk analysis, and sensitivity analysis), the definition of the analysis context 
(using a bdd with constraint blocks), the capture of constraints in a parametric diagram, and the 
conduction of engineering analyses (with the aid of engineering analysis tools). 
• Validate and Verify System: this activity aims to verify that the system design satisfies its requirements 
and to validate that the requirements meet the stakeholders’ needs. System, element, and component 
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verification is usually done by a combination of inspection, analysis, demonstration, and testing 
procedures. The system-level use cases, scenarios, and requirements are used to develop test cases and 
associated verification procedures. A package diagram with the stakeholders’ view points can be used to 
augment the requirements traceability. 
The requirements traceability is managed all through the OOSEM activities using requirement diagrams and 
requirements traceability matrixes. These activities are consistent and provide support to the typical Vee 
process that can be recursively and iteratively applied at each level of the system hierarchy. The OOSEM 
methodology does not have a dedicated tool but, since the main associated modelling language is SysML, the 
available OMG SysML tools (e.g., Artisan Studio) can provide support to this methodology. Other tools for 
performance modelling and verification should be integrated with the SysML tool. 
Rational Unified Process for Systems Engineering (RUP SE) 
The RUP SE is a derivative of the well known methodology to manage software development projects 
Rational Unified Process® (RUP), from IBM Rational. The RUP (Jacobson et al., 1999; Kruchten, 2003) is 
an object-oriented approach that typically uses the UML as support modelling language. The RUP process 
framework is depicted in the Figure 3.29 and, as one can observe, is usually referred as the “whale chart”. 
The development cycle considered in the RUP is incremental and iterative and is based on three main content 
elements: the roles (the set of related skills, competencies, and responsibilities), the work products (the 
results from a task including all the models and documents produced), and the tasks (the units of work 
assigned to roles that provide meaningful results). 
 
Figure 3.29 – Rational Unified Process (RUP) framework (source: Jacobson et al., 1999) 
The tasks are categorized into six engineering disciplines or focus areas (Business Modeling, Requirements, 
Analysis & Design, Implementation, Test, and Deployment) and three supporting disciplines 
(Configuration & Change Management, Project Management, and Environment). The tasks are also 
organized into phases (Inception, Elaboration, Construction, and Transition). Within each phase is performed 
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a set of iterations that involve the referred disciplines but with different weights. For example, in the 
Construction phase, the emphasis is putted on the Implementation (“the yellow whale”) of the software 
product and this emphasis is reduced after a given number of iterations. 
The RUP for Systems Engineering (RUP SE) is an application of the RUP that supports the development of 
large-scale systems that are made of software, hardware, people, and information components. It retains the 
key principles of the RUP development life cycle such as the concurrent design and iterative development 
(Figure 3.30). 
 
Figure 3.30 – RUP SE life cycle (source: INCOSE, 2008) 
Furthermore, it extends some other principles in order to enhance its utility for the SE discipline. The 
refinements and extensions include, for example, new roles (the role of the systems engineer in addition to 
the architects, developers, testers, etc.), an emphasis on the enterprise modelling (use case modelling of the 
system context with scope, actors, boundaries, external interactions, and services) in order to adequately 
define the enterprise requirements and then derive the system requirements through the use case flown-down 
activity, and new artifacts and workflows to address security, training, and logistics support. 
The development of an architecture framework for RUP SE is also a remarkable extension. This architecture 
provides a set of different perspectives in order to develop a system that addresses the concerns of the 
different stakeholders. This is accomplished through a separation of concerns (provided by two dimensions, 
the viewpoint dimension and the model dimension), integration of concerns (by the use of a common set of 
design elements across multiple sets of concerns), and system decomposition (the framework provides levels 
of structure that enable parallel development). 
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The two dimensions in the framework involve the model dimension and the viewpoint dimension. The model 
dimension describes different levels of abstraction, specified by different UML diagrams, and includes the 
Context level (treats the system as a black-box or as a whole), the Analysis level (treats the system as a 
white-box representing its internal elements), the Design level (realizes the analysis level in hardware, 
software and people designs), and the Implementation level (realizes the design model into specific 
configurations). The viewpoint dimension addresses a certain set of engineering concerns maintaining a 
consistent representation of the underlying design and includes, in its typical configuration, the Worker 
viewpoint (expresses the roles and responsibilities of system workers), the Logical viewpoint (expresses the 
logical decomposition of the system as a coherent set of subsystems that collaborate to provide the desired 
behaviour), the Information viewpoint (expresses the information stored and processed by the system), the 
Physical or Distribution viewpoint (expresses how the functionality of the system is distributed across 
physical resources), the Process viewpoint (expresses the threads of control that carry out the computation 
elements), and the Geometric viewpoint (expresses the spatial relationship between physical components) 
(Brown and Densmore, 2005). The viewpoints’ set, as well as each viewpoint’s content, are dictated by the 
specific development project. The RUP SE general architecture framework is usually depicted as a matrix 
with columns representing viewpoints and rows representing model levels. The views (the set of artifacts, 
such as UML models, at a certain level of abstraction that addresses a certain set of concerns) are the cells at 
the intersections. 
In the RUP SE the system is break down into subsystems and these are coupled to localities where processing 
takes place. The localities, which are groups of physical resources that enable a physical partitioning of the 
system, are linked to each other by connections or physical linkages (Cantor, 2003). The requirements 
considered in the RUP SE are of two types: the functional requirements captured by use cases, and the 
supplementary requirements which cover non-functional attributes like, for example, reliability. The 
requirements related with the subsystems and localities are also classified as allocated (the subsystem or 
locality is responsible for fulfilling the requirement) and derived (the requirement is identified by analyzing 
the collaboration between the subsystems and localities). The system requirements are derived from business 
requirements through use case flow down activities. These activities add detail to the black-boxes at higher 
levels (services) creating white boxes (use cases) that can be further transformed into black boxes for the next 
application. 
The RUP SE methodology is supported by the RUP SE plug-in for the Rational Method Composer (RMC), 
from IBM Rational® software. 
Vitech Model-Based Systems Engineering Methodology 
The Vitech MBSE Methodology, developed by the Vitech Corporation, encompasses four main concurrent 
systems engineering activities (Requirements Analysis, Behaviour Analysis, Architecture Analysis, and 
Design V&V) that are connected and maintained through a shared System Design Repository (left side of 
Figure 3.31). These activities fall into four associated domains that compose the Process Domain (right side 
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of Figure 3.31). The concurrent development enables the analysis of cross-domain issues and promotes 
overall design consistency. 
 
Figure 3.31 – Vitech MBSE main concurrent activity domains (source: INCOSE, 2008) 
The methodology recommends the use of a common, structured, explicit, context-free System Definition 
Language (SDL) to manage the syntax and semantics of model artifacts. Although Vitech methodology 
proposes an SDL based on the Entity-Relationship-Attribute model, the SysML can provide the desired 
function (note that UML or SysML are not currently supported by the CORE product). 
The main principles underlying the methodology are the following: i) model via the modelling language the 
problem and the solution spaces, ii) utilize a MBSE design repository, iii) engineer the system horizontally 
before vertically, and iv) use tools to do the “perspiration stuff” and the brain to do the “inspiration stuff”. 
In order to accomplish principle iii) the methodology uses an incremental development known as “Onion 
model” that iterates the primary concurrent SE activities at each layer (Figure 3.32). INCOSE (2008), citing 
Childers and Long, refers that “…as the SE team successfully completes one level of system design, they 
peel off a layer of the onion and start to explore the next layer. When the team reaches the desired level of 
detail (the center), their design is complete”. This incremental approach, based on layer completeness (guided 
by a completion criteria) and convergence (the team cannot iterate back more than one layer), reduces the 
development risks since complete solutions are available at early stages for review and validation. 
 
Figure 3.32 – Vitech MBSE “Onion model” (source: INCOSE, 2008) 
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The authors of the methodology provide a set of methods and tooling support for each of the four main 
activities. For example, for the Source Requirements Analysis, a set of sub-activities is identified: to identify 
and extract requirements, to organize requirements, to analyze requirements, to establish requirements 
relationships, to view the requirements graphically, and to generate the requirements and related information 
in a table. The Functional/Behaviour Analysis activity is based on EFFBDs. The Design V&V activity 
includes testing methods such as functional testing, recovery testing, interface testing, and stress testing. 
The Vitech MBSE Methodology intends to be tool-independent but, in practice, the methodology is strongly 
tied and supported to/by the CORE® product suite. 
Object-Process Methodology (OPM) 
The Object-Process Methodology (OPM), from Professor Dov Dori (Technion-Israel Institute of 
Technology) and his team, was already introduced in section 3.2.3, being the associated modelling language 
(OPDs/OPL) detailed in the Appendix B. According to his author, the OPM is “a formal paradigm to systems 
development, life cycle support, and evolution” and, as a methodology, it specifies a way to understand and 
develop natural or artificial systems (Dori, 2002). The methodology is based on the idea that everything in 
the universe is either an object or a process, and it uses a dual-purpose language (graphical and textual) to 
express the function, the structure, and the behaviour of the system in an integrated single model. The 
function or purpose of the system is enabled by the architecture that combines the structure and the behaviour 
of the system. The semantics and syntax of the graphic symbols used in the OPDs and the corresponding 
natural language provided by the OPL sentences provide a major contribution to the SE field, and particularly 
to the MBSE discipline (INCOSE, 2008). 
The integrated model is built on top of three types of entities (object, process, and state) and its complexity is 
managed through the folding/unfolding, zooming-in/zooming-out, and state expressing/suppressing 
abstraction and refinement mechanisms. This holistic combined approach enables the representation of the 
system at any desired level of detail without loosing legibility and “the big picture”, and avoids the 
synchronization among different views (Dori et al., 2003). 
In its essence, the OPM combines the object-oriented approach and the process-oriented approach, putting 
objects and processes at the same level of importance. The OPM extends the OO paradigm creating an 
independent process class (representing a pattern of transformation that an object undergoes) that is not 
encapsulated in an object class. Dori and Reinhartz-Berger (2003) refer to the OPM methodology as a 
reflective methodology since it is a “self-contained approach that does not require auxiliary means or external 
tools to model itself”. 
The OPM-based system development process (or system evolution) is represented by the “System 
Developing” process. This process is framed in the context diagram (SD) that refers to the top-level 
specification of the OPM metamodel (Figure 3.33). This specification is described through an OPD and the 
corresponding OPL sentences. 
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Figure 3.33 – Top level specification of the OPM metamodel (source: INCOSE, 2008) 
The “System Developing” process, handled by the user, includes three main stages: the Requirement 
Specifying, the Analyzing & Designing, and the Implementing, as well as a Using & Maintaining stage. The 
diagram describing this process (SD1) is depicted in Figure 3.34 and it was “acquired” by a zooming into the 
“System Developing” defined in the SD of Figure 3.33. The stages or sub-processes, represented along the 
vertical axis (the time line) of the in-zoomed process, are executed in that order, from the top downwards, 
and they all use the same OPM ontology. The User is specialized into Client, System Architect and 
Implementer. 
 
Figure 3.34 – Zooming into the “System Developing” process (source: INCOSE, 2008) 
The Requirement Specifying stage is also zoomed into a new diagram (SD 1.1) (left diagram on Figure 3.35) 
and includes four sub-processes, namely: the Problem Defining (the Client and the System Architect define 
the problem to be solved by the system and create a Problem Definition that is part of the Requirement 
Document), the Requirement Reusing (the System Architect reuses, optionally, existing artifacts from 
existing systems or projects that can be adapted to fit the current development project), the Requirement 
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Adding (the Client and the System Architect add new requirements or update existing ones), and the 
Development Process Backtracking (this sub-process is displayed by the true state of the Boolean object “Is 
Backtracking required?” and invokes the entire System Developing). If Backtracking is not required then the 
Requirements Specifying terminates and the Analyzing & Designing process begins. 
 
Figure 3.35 – Zooming into the sub-processes of the “System Developing” process 
(source: INCOSE, 2008) 
The Analyzing & Designing process is zoomed into the SD 1.2 diagram (center diagram on Figure 3.35) and 
displays four sub-processes: Analysis & Design Skeleton Generating (a skeleton of an OPL script is created 
from the Requirement Document written using OPM), Analysis & Design Reusing (optionally, the System 
Architect can reuse analysis and design artifacts from previous projects), Analysis & Design Improving (an 
iterative process, that is detailed in the SD 1.2.1, where the System Architect can engage in OPL Updating, 
OPD Updating, System Animating, General Information Updating, or Analysis & Design Terminating), and 
Development Process Backtracking (similar to the one in the previous stage). When the Analysis & Design 
Improving is finished, the entire System Developing process can restart or the next Implementing stage 
begins. 
The Implementing stage is zoomed into the SD 1.3 diagram (right diagram on Figure 3.35) and displays six 
sub-processes namely, the Parameter Determining (identification of the parameters to define the 
Implementation Profile that includes a Target Language, such as Java or C++, and a default Directory for the 
artifacts), the Implementation Skeleton Generating (based on the OPL Script for the current system and 
internal Generation Rules), the Implementation Reusing (the Implementer can reuses artifacts to modify the 
Implementation Skeleton that defines the structure and behaviour of the system); the Implementation 
Improving (the Implementer can improve the skeleton), Testing & Debugging (the resulting Implementation 
is checked against the Requirements Document), and the Development Process Backtracking (analogous to 
the others). If the System if finished the process Using & Maintaining proceeds and includes the 
sub-processes: delivered, assimilated, and used. 
The OPM-based development is supported by the OPCAT® (Object-Process CASE Tool) environment, 
developed by the team that has developed the methodology. The OPCAT supports the concepts related with 
the OPM metamodel including the OPDs and the OPL modelling support for defining the SD. The tool also 
offers an adaptable template for different kinds of systems’ artifacts like, for example, System Overview, 
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Future Goals, Business Constraints, and Software Requirements. The provided animated simulation is 
another remarkable feature of the commercial tool that helps to avoid deviations from the intended goal of 
the system, helps to reduce time and development efforts detecting errors early in the development and thus, 
it contributes to reduce the “time-to-market”. 
The Table 3.3 summarizes the describe MBSE methodologies with its main distinctive features. 
Table 3.3 – MBSE methodologies 
Methodology Origin Main development 
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Analysis and designing 
Implementing 
Using & maintaining 
OPDs/OPL OPCAT 
By this time, the presented MBSE methodologies (and eventually others) are not covered by formal standards 
but, as Friedenthal and colleagues argue (2008), they will emerge as they prove their value. 
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MBSE Applications 
The applications of the MBSE paradigm to real-world scenarios are beginning to be disseminated to the 
community. The papers in the Systems Engineering Journal, in the IEEE Transactions on Systems, Man, and 
Cybernetics Journal, in the Journal of Systems Science and Systems Engineering, and in the INSIGHT 
Magazine, and the recent dedicated conferences in the field confirm it. 
Probably, the first MBSE applications have arisen from the Defense and Aerospace industries that are 
typically characterized by systems-of-systems. The dimension and complexity of these systems, with a strong 
technological facet, had impelled the evolution of engineering solutions to deal with cost overruns, schedule 
delays, technology constraints, and interoperability issues. The Bell Labs, in the 1940s, the U.S. Department 
of Defense, in the 1950s, and the NASA, in the 1960s, were possibly the first ones to recognize the 
importance of the SE interdisciplinarity to manage and integrate large complex engineering projects. 
The increasing complexity of those systems, with people, technologies, hardware, software, processes, and 
enterprises acting as interacting agents, demand the utilization of “intelligent and intuitive model-based 
systems engineering techniques” (Garcia Jr., 2009). 
The “MBSE Challenge” team (collaboration between the INCOSE and the European Southern Observatory) 
is one of the most active initiatives in the application of MBSE to contemporary complex systems. The 
“Telescope Modelling” project and the “Space Systems” project, in current development, are examples that 
belong to this initiative. The major goals are to apply SysML to solve the modelling problems, to 
demonstrate its adequacy to support MBSE, and to create modelling guidelines for future MBSE projects. 
The “Telescope Modelling” project involves the development of a next-generation optical telescope that must 
provide a continuous mirror surface. The “Space Systems” project is working on the FireSat system whose 
mission is to detect, identify and monitor forest fires from orbit. 
The project “Excavator Model”, to evaluate interoperability issues between modelling & simulation, is being 
developed by the Georgia Institute of Technology. The project involves the integration of SysML models 
leveraged with conventional modelling & simulation tools like mechanical CAD, factory CAD, spreadsheets, 
math solvers, finite element analysis, and discrete event solvers, and optimization tools (Peak et al., 2010). 
The “GEOSS System” for monitoring and collecting information related to Earth’s resources is another 
application example of MBSE. Rao and colleagues (2008) illustrate the use of SysML to define the GEOSS 
architecture and the combined utilization of Colored Petri-Nets to develop the executable simulation model. 
Mandutianu and colleagues (2009) describe an example of a pilot application of the OOSEM methodology to 
design a space mission. The study reveals some encouraging potential benefits of using a MBSE approach 
such as, the improved communications among model designers and stakeholders, the consistent and complete 
representation of system models across different missions and phases, the reduction of errors and ambiguity, 
the reduction of design and maintenance costs, and the saved time and resources. 
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Simpkins and colleagues (2009) present a practical application of MBSE, using the Vitech methodology, to 
lead to an integrated and convergent solution for an automated parking system. The major benefits pointed 
out involve a better insight of the problem, a faster response to stakeholders’ inquiries, a more rigorous 
traceability, and automated consistency checking and documentation. 
The INCOSE MBSE Initiative is also working on the Urban Transportation field, along with the Florida 
Department of Transportation, using the cases of a Urban Traffic Signal and a Highway Maintenance 
System. These projects are quite immature and require further advances. The U.S. Department of 
Transportation provides the report “Systems Engineering for Intelligent Transportation Systems”, from 2007, 
which orients the development of ITS projects through the application of the SE Vee process model. This 
report emphasizes the “WHAT” to do (the SE process) and not the “HOW” so, the model-based approach is 
not analyzed. From the literature reviewed, there is a clear deficiency of real applications and studies in the 
urban transportation field. 
The importance of these real-world applications and the true essence of MBSE is quite highlighted at the 
following statement “…the specific tool, or language, or approach, is not the important thing; rather, systems 
engineers should model to understand the problem, and to communicate with others about the problem. If 
your modelling approach helps you accomplish that, it is a good thing” (Cloutier, 2009). The idea is 
corroborated by Rasmussen “the benefit of formal modelling is that we can finally stop being ambiguous and 
say exactly what we mean” (Delp et al., 2009). 
3.5 Final Considerations 
A balance provided by Friedenthal (2009), resultant from the experiences of pioneer applications of the 
MBSE approach, points out some guidelines for the successful implementation of a MBSE environment: 
• MBSE is a cultural change from the traditional document-centric approach to a model-based approach 
and requires a different way of thinking and working; since the system engineering practice is formalized 
through the use of models, the effort must be planned, executed, and controlled in a different manner and 
must be supported by organizational change and continuous improvement concepts. 
• A well-defined MBSE methodology is essential to support the development and management of the 
system model. 
• Training in the languages, methods and tools is critical for the success of MBSE and the learning curve 
can take months to reach a reasonable level of proficiency in their application. The training should be 
different for the languages, the methods, and the tools and should be adapted to the different team 
members. Continuous mentorship is vital to ensure that the team climbs the curve. 
Part I Chapter 3 – Model-Based Systems Engineering 
Model-Based Systems Engineering: A System for Traffic & Environment - 121 - 
• Pilot projects are needed to validate the MBSE approach and to test its adequacy and applicability to the 
project. The pilots can help to build the base skills for the program and the resulting modelling artifacts 
can serve as a starting point for the large project. 
• Well-defined modelling purposes, objectives and scope are essential to define the required resources and 
schedule that constraint the project. The purposes of the project dictate the model breadth, depth and 
precision, and scoping the model to achieve the desired objectives is essential to manage the 
stakeholders’ expectations that can be considered the most noticeable measure of the MBSE project 
success. 
To engineer the modern large, complex, interdisciplinary systems-of-systems, the collaborative world teams 
must “speak” the same language and must work on the same “matter”. The “matter” is the System Model and 
the communication mechanisms must be supported by standard, flexible, and friendly modelling languages. 
The evolving MBSE approach is leading the way and it is expected to become a standard practice in the 
Systems Engineering field in the next decade. The future of MBSE will be facilitated by the continuously 
evolving information technologies (computing power, storage and analysis capacities, distributed 
capabilities, virtual networking, etc.) as well as by the fine tuned profile of the systems engineers (the 
proliferation of SE courses at the various graduation levels and the adaptive profile innate to the new 
generations will contribute to the Systems Engineer of the future) (Ramos et al., 2011). 
The emergence of the MBSE discipline is well-visible in the new dedicated conferences that are flourishing 
such as The International Conference on Systems Engineering and Modelling sponsored by the IEEE, the 
Technion, and the INCOSE (with a second edition that took place in 2009 under the designation MBSE’09), 
and the ACM/IEEE International Conference on Model Driven Engineering Languages and Systems 
(MODELS) that is, in 2010, in its thirteen edition but was been, until 2007, under the designation of 
International Conference on the Unified Modeling Language. The topics of interest in these conferences 
include, for example, ‘Standards for SE models’, ‘UML and SysML: scope, expectations, and observations’, 
‘Evolution of modelling languages’, ‘Object-Process Methodology’, ‘Methodologies, processes and 
modelling languages’, ‘Comparative studies of conceptual modelling approaches and languages’, and ‘New 
types of SE paradigms: biological, nano’. 
The content of the chapter highlights the opportunity, the relevance, and the forefront position of this 
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4.1 Chapter Introduction 
“Transportation systems are complex, dynamic, and internally 
interconnected as well as interconnected with other complex dynamic 
systems (e.g., the environment, the economy).” 
(Introduction to Transportation Systems - Sussman, 2000) 
The modelling methodology must be chosen from the particular problem so, the systems engineer must be 
aware of the problem domain to understand which methodology will be more appropriate (Bahill and 
Szidarovszky, 2009). Therefore, the present chapter, as well as the following one, aims to provide an 
overview of the application domain of this doctoral research that is, the Traffic & Environment. 
The chapter begins by introducing the concept of transportation system, its related components, and the 
present sustainable and equity challenge. Then, the Urban Traffic System (UTS) is described according to a 
systemic view and based on the conventional demand/supply equilibrium. The traditional management levels 
(Urban Transportation Planning and Traffic Management & Control) are clarified in the Appendix C. 
The second part addresses the contemporary area of intense scientific investigation, the Intelligent Transport 
Systems (ITS), which can be perceived as a new analysis dimension, that of real-time operations. The 
definition, the evolution, and the different dimensions of ITS are described. The European and the Portuguese 
ITS major deployments are explored in more detail. 
The chapter ends with a section dedicated to the issue of urban traffic modelling. The main approaches being 
used are pointed out and particular emphasis is given to the spatial and temporal modelling through, 
respectively, Geographical Information Systems and Traffic Microsimulation. The chapter is closed with 
some final considerations. 
4.2 Transportation Systems Overview 
The transportation activity is part of our everyday lives. Each one of us has already experienced some 
transportation activity, as a car driver, as a bus user, as a train passenger, or as a two-wheel biker, and it is 
quite improbable to imagine our days without people or goods movements from one location to another. 
According to Hall (2003), transportation can be seen as a scientific discipline “…that transcends 
transportation technology and methods. Whether by car, truck, airplane – or by a mode of transportation that 
has not yet been conceived – transportation obeys fundamental properties”. These properties, which 
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characterize the scientific method, entail a series of principles and procedures for the systematic creation of 
knowledge. 
The phenomena investigated by the transportation science are the movements of people and goods from one 
place to another, with the purpose of meeting demands for services and activities (Hall, 1995). The 
transportation system is the set of means and equipment necessary to satisfy these demands, preferably at 
minimum cost. This cost includes direct costs such as operation and maintenance of the infrastructure, and 
indirect costs, like discomfort, pollution, and accidents. 
In accordance with Tolley and Turton (1998), the transportation system can be seen as an industry able to 
respond to the ever-growing needs for movements between individuals and for the movement of 
commodities. Whaley (2004) shares this industry vision stating that the transportation system consists of four 
major industries namely, air, water, surface transportation, and pipelines. These major pieces are composed 
by several sub-industries, the different carrier modes, with their own and unique characteristics that make the 
transportation system’s management a complex and difficult task. Those characteristics include, for example, 
the public versus private ownership, and the degree of unionization. 
Cascetta (2001) classifies the transportation system as an engineering discipline with an intrinsic complexity 
due to its several elements with non-linear interactions, some unpredictable behaviour and feedback cycles. 
Its main objective is to design and develop “…projects relating to transportation supply. These projects 
define the functional characteristics and performance of system elements (services, prices, infrastructures, 
vehicles, control, etc.) that, taken as a whole, provide transportation opportunities to satisfy the travel demand 
of persons and goods in a given area”. 
Tarko (2004) defines the transportation system through its extremes and reminds the considerable number of 
possible intermediate scenarios: “…a single driver/vehicle with its second-by-second interactions with the 
road and other vehicles…” is at the narrower extreme while “…the regional transportation infrastructure with 
its year-by-year interactions with the regional economy, the community of transportation users and owners, 
and its control components such as transportation administration and legislature…” is at the broader level. 
Sussman (2006) considers the transportation system as a Complex, Large, Interconnected, Open, and 
Socio-technical (CLIOS) system. Is complex because it is a collection of several interrelated subsystems, 
strongly tied through feedback loops, with different time-scales and some uncertainty associated to their 
relationships. Is large because its impacts are large in scale, are of long-duration and of large geographical 
coverage. It is interconnected with other subsystems like the environmental one. Is open because interacts 
explicitly with other critical societal systems like the social, the political, the economic and the 
environmental ones, and is socio-technical because has complex associated technology and important social 
impacts. 
Despite the simplicity of the term transportation “…the physical movement of people and goods between 
points…” (Wood and Johnson, 1995), the majority of the authors consider the transportation system a broad, 
complex and multifaceted structure. The taxonomies used to characterize it are diverse but, their essence is 
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fairly similar. More or less explicit, the trip length, the type of entities transported, and the number of entities 
moved are the key vectors of the approaches proposed by Hall (1995), Sussman (2000), and Immers and 
colleagues (2004), which are summarized in Figure 4.1. The figure is also used to illustrate the focus area of 
this research that is, the urban private passenger transport, usually identified as urban traffic (highlighted in 
orange). 
 
Figure 4.1 – Functional classifications of transportation system (adapted from: Hall, 1995; 
Sussman, 2000; Immers et al., 2004) 
In order to get a comprehensive description of transportation systems, it is required to add to their functional 
classification a description of their components. Sussman (2000) provides an extensive catalogue for the 
internal and external components. The internal components comprise: 
i) the infrastructure or the fixed part of the system, with three classes: guideways (e.g., highways, 
railroads, and air corridors), terminals (e.g., bus terminals, airports, and intermodal change points), and 
stations (e.g., subway stations, train stations); 
ii) the vehicles or the moving part of the system, with (e.g., automobiles, locomotives, and airplanes) or 
without propulsion (e.g., containers, and trailers); 
iii) the equipment or the machinery to assist the transportation business (e.g., airport baggage handling, 
sand and road salt, and storage for fuel); 
iv) the power systems or the modes that propel vehicles (e.g., electric motors, internal combustion 
engines, human power); 
v) the fuel to “feed” the vehicles (e.g., gasoline, diesel, natural gas, coal, electricity, solar energy, and 
gravity); 
vi) the control, communications and location systems or the different methods used to control the entire 
transportation system (e.g., traffic signals, loop detectors, human controllers, and Global Positioning 
System (GPS)). 
Besides the physical part, the internal components also embrace the operators and the operating plans. The 
operators include labour (e.g., automobile drivers, bus drivers, pilots, fare collectors, and maintenance 
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crews), organized labour or labour unions, and management functions (such as strategic planning, operations, 
marketing, information management, and operations research). The operating plans are related to schedules, 
crew assignments, flow balances, definition of connection patterns, analysis of cost/level-of-service 
trade offs, and contingency planning. 
The external components interact with the transportation system in a bidirectional way. The constant and 
pervasive changes of the outside environment force the overall transportation structure to change and the 
features of the transportation system induce the response and behaviour of the political, social, economic, 
geographical and environmental ambience. Every individual and every organization can be seen as a 
stakeholder in transportation that is, an element critically concerned with the transportation system and its 
practices. Sussman (2000) categorizes the external components as the following: a) the government as a 
partner and regulatory structure; b) the dynamic competition between entities, from the sector or external; 
c) the financial community as a financing source; d) the supply industry that provides infrastructures, 
automobiles, buses, fuel, control technologies, computers, research and scientific development; e) the 
stakeholders like environmental agencies, the general public concerned with their quality of life, the 
economic development, the national security, the environmental impacts; and f) the customer, the 
fundamental piece that buys transportation services. 
The traditional systems perspective, that followed the infrastructure age (focused on the construction of 
physical facilities and on economic growth and mobility) which has leaded the way since the 1960s, 
recognizes the integrated and multidisciplinary nature of transportation, is focused on both mobility and 
accessibility, and uses quantitative analysis and operations research methodologies, with transportation 
economics and simulation, as the tools to undertake transportation systems’ planning and operations as a 
whole. 
According to the literature (Masser et al., 1993; Nijkamp et al., 1998; Sussman, 1999; Shiftan et al., 2003), 
and this systemic approach, there are several forces driving the development of transportation systems. They 
include the spatial and land-use patterns (the size of the area, the density of buildings, and the spread of 
activities influence the demand for travel), the economic forces (the large-scale transportation projects are 
highly sensitive to economic variations), the technology (the development of new information and 
communication technologies, the new waste treatments, and the new substitutes for physical travel shape the 
field’s development), the government policy (the transportation development is sensitive to political priorities 
and strategies), and the social and behavioural trends (the individuals’ habits and transportation choices are 
highly influenced by social values and norms). Sussman (1999) aggregates these forces into three categories 
namely, technologies, institutional and organizational realities, and resources/externalities. 
A new shift to a redesigned paradigm, the CLIOS Systems Era, is proposed by Sussman (2006). The 
transportation field is seen as an “Engineering System” or an interface between Engineering, Management 
and Social Sciences (a system for Systems Engineering). The systemic and integrative nature is still present 
but it is extended to a broader scale, on several dimensions. More comprehensive quantitative models, more 
technologically advanced methods to deal with operations and control in real-time, more qualitative analysis’ 
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frameworks to cope with more complex and sensitive institutional realities, are required to handle the 
21st century transportation field, and a broader driving triplet in technology, systems, and institutions must be 
considered. It involves quantitative and qualitative methodologies with transportation domain-knowledge 
applied to all timeframes, especially the real-time one, on all geographic scales, and on all organizational 
scales. The Figure 4.2 displays the mentioned transportation eras and the evolution of the transportation 
driving forces. 
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Figure 4.2 – Transportation eras and driving forces (adapted from Sussman, 1999, 2006) 
The target goal is to develop a sustainable transportation system. The sustainable development concept has 
been discussed since the seventies. One of the most well-known definitions is the one stated in the World 
Commission on Environment and Development report (Brundtland report) of 1987: “development which 
meets the present needs without compromising the ability of future generations to achieve their own needs 
and aspirations”. 
The concept has been developed for different sectors and the transportation one is not an exception. There 
exist several definitions but, the one proposed by the Council of Transport Ministers of the European Union 
and the Centre for Sustainable Transportation in Toronto (EU/CST approach) is widely recognized: “…a 
system that allows the basic access needs of individuals, companies and societies to be met safely and in a 
manner consistent with human and ecosystem health, and promises equity within and between successive 
generations; is affordable, operates fairly and efficiently, offers choice of transport mode, and supports a 
competitive economy, as well as balanced regional development; limits emissions and waste within the 
planet's ability to absorb them, uses renewable resources at or below their rates of generation, and, uses 
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non-renewable resources at or below the rates of development of renewable substitutes while minimizing the 
impact on land and the generation of noise”. 
In the transportation sector, it is particularly difficult to implement sustainable development policies because 
“transportation is a complex and porous social, technical, and economic system, difficult to address 
comprehensively” (Goldman and Gorham, 2006). Furthermore, there is a high degree of uncertainty 
associated with the large number of potential policies, the way of implementing them, and the travellers’ 
response (Shiftan et al., 2003). So, the challenge of sustainable transportation will be “at the agenda” for the 
next decades, being a problem of considerable relevance and complexity. 
The more recent trends on the area extend the definition of sustainability and add, explicitly, the term equity 
that is, “the distribution of impacts (benefits and costs), and the degree to which that distribution is 
considered fair and appropriate” (Ahmed et al., 2008). According to the executive committee of the 
Transportation Research Board, “equity will be one of the major themes in transportation policy for the 
coming decade”. So, the new challenge is to achieve a sustainable and equitable transportation system. 
Besides the economic and environmental sustainability of transportation systems, this new perspective 
reinforces the social fairness dimension, being the transportation system’s costs paid by its users, and the 
transportation improvements equilibrated between all the demographic populations. Strategies like road 
congestion charging schemes and electronic road pricing are flourishing across Europe, Japan, and Singapore 
in order to provide a more equitable pricing regime for public transportation and car users. 
4.3 Urban Traffic System 
The urban transportation system matches the characteristics defined for a general transportation system, 
described in the previous section, but is confined to a typical geographical and administrative region, the city 
or the urban area, which is characterized by a distinctive activity system. 
The urban transportation system is the backdrop connecting the central parts of the city, and connecting the 
city to other cities and to the world. The description of Thomson (1977) is still completely up to date: the 
transportation system is part of the city, which is “made essentially of buildings and transport”, serves the 
city, and is the support of the activities within it. The facilities and services that allow the movement of 
vehicles and passengers during specific periods of time, allied to the economic, social and environmental 
circumstance of the urban space, form the urban transportation system. As this author states in his 
emblematic book Great Cities and Their Traffic, “a bad transport system can make city life intolerable”. 
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4.3.1 Systemic Approach 
A comprehensive description of the urban transportation system, based on a systemic view, is provided by 
Meyer and Miller (2001). The Figure 4.3 presents the main variables for this systemic approach. 
 
Figure 4.3 – Main variables for the systemic view of urban transportation (adapted from Meyer 
and Miller, 2001) 
According to Meyer and Miller (2001), these main variables include: 
 hierarchy: every system relates to and is part of another system. The transport system is part of the 
urban system along with others like the water system, the educational system, and the 
telecommunications system. Being a part of the urban system, it interacts with higher-level systems 
like the regional land-use, the environmental, and the economical ones. The transportation system 
itself has an internal hierarchy of subsystems, components and relationships. The vehicles and 
travellers, the infrastructure and services, and the modes of transportation are examples of those 
subsystems. The highway or road network is a modal network (typically dedicated to one mode of 
transportation) and contains arterials, collectors and local streets. The Figure 4.4 displays some 
examples of this functional classification for an urban area. The relative width of the roads gives the 
hierarchical idea. 
 
Figure 4.4 – Typical functional classification of the urban road network (map source: Google 
Maps™) 
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 purpose: the objectives of the transportation system reflect the vision of the planners or 
decision-makers. The purpose of the transportation function itself is to provide opportunities of 
mobility and accessibility. Mobility is the “ability and knowledge to travel from one location to 
another in a reasonable amount of time and for acceptable costs” and accessibility is “the means by 
which an individual can accomplish some economic or social activity through access to that activity” 
(Meyer and Miller, 2001). Mobility is the “movement” while accessibility is a more holistic concept, 
embracing people and places. The accessibility is “ a product of mobility and proximity, enhanced by 
either increasing the speed of getting between point A and point B (mobility), or by bringing points A 
and B closer together (proximity), or some combination thereof” (Cervero, 2005). At a higher level, 
the purpose of the transportation system reflects the interdependencies with other systems. It can be a 
facilitator of the activities of other systems, like the economic, or can cause, at the same time, damages 
to other systems, like the environmental one. 
 boundary: the definition of the frontiers of the urban area, or the study area, is a complex task and 
depends on the problem definition, decision domain and scale of analysis. The level of analysis inside 
the border line is generally quite detailed. The activities outside the boundary have an effortless 
representation, typically as external nodes. Isolating the analysis system with its relevant elements and 
interactions and considering the remaining elements as external environment constitutes the classic 
systems engineering approach (Cascetta, 2001). 
 components: the individual parts work together for the urban transportation system to perform 
effectively. The main components are: the system user (the individual traveller whose characteristics 
influence travel behaviour); the mode of transportation used (it can be the car, the focus of this work, 
the bus, the tram, walking, a combination of two or more modes, or the virtual mode by means of the 
information technologies); the infrastructure (the modal networks such as the road and the railway, the 
facilities like the bus stop, and the services like petrol stations); the intermodal connections (represent 
the system’s connectivity and are places where the movements between modes occur; stations and 
transfer points are examples of these connections); and the stakeholders (the employers and 
employees, the local governors, the community that are members of the urban transportation system 
with expectations over it). 
 performance: it can be directly measured over the level and quality of the outputs produced (like for 
example, the average travel delay or the number of road accidents) or it can be evaluated in respect to 
the impacts of those outputs on environmental quality or social equity that is, the outcomes of 
system’s performance. The impressions of the system’s users should also be analyzed. The system’s 
performance is crucial to evaluate the system and to guide upcoming action efforts. 
 capacity: the Transportation Research Board (TRB) defines, in its current version of the Highway 
Capacity Manual (HCM), the capacity of a road facility as “the maximum hourly rate at which persons 
or vehicles reasonably can be expected to traverse a point or a uniform section of a lane or roadway 
during a given time period, under prevailing roadway, traffic and control conditions” (TRB, 2000). 
This publication is the world reference manual to study and define capacities for the road network. 
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Nevertheless, the definition has evolved over time and there are several recent studies that evaluate the 
real-world variability of the “maximum flow” (Hellinga and Abdy, 2008; Li, 2008). The main factors 
that influence the capacity of the facility can be grouped into three categories: the vehicle 
characteristics, the driver characteristics, and the roadway design and environment 
(Elefteriadou, 2004). The capacity of the system, like in a typical production system, reflects the 
capacity of the “weakest” link on the network, the bottleneck. 
 control: the guidance or coordination among the different components of the urban transportation 
system is vital for its successful performance and can be analyzed through different perspectives. The 
urban operational control takes place, at a higher-level, at traffic management centres and, at a lower 
local level, is accomplished through traffic control devices like traffic signals. The technologies allied 
to ITS have the potential to control the system in real-time. The institutional structure of the 
competences and decision areas of the urban transportation system is another perspective on system’s 
control. The planning decisions and the infrastructure provision and maintenance are typically a 
responsibility of the government (national, regional or local) but, the urban services related with the 
transportation function are increasingly provided by private organizations. Therefore, the effective 
cooperation and coordination between the public and the private sectors is of crucial importance. 
 feedback: the performance of the urban transportation system induces environmental responses that 
must “reefed” the individual components of the dynamic system. Monitoring the system performance 
is a possible feedback mechanism used to evaluate the impact of implemented strategies and to 
identify new ones. The economic market theory is another feedback instrument, using the price of the 
transportation services to influence their demand (for example, increasing the price of road travel can 
decrease the number of trips made by car and incite the utilization of public transportation). 
 impacts: the impacts of the urban transportation system over other systems are high in number and 
diversity. They range from natural to social and cultural systems, and are quite “visible” at the 
environmental one (air pollution, noise, and energy consumption). The impact analysis is nowadays a 
fundamental piece of any transportation study. Being a major piece of this thesis, the next chapter is 
dedicated to the environmental impacts of urban traffic. 
In line with this systemic view, it is important to define the boundaries of this research work and 
consequently, the system under analysis. The work is mainly devoted to the Urban Traffic System (UTS) 
that is, an urban transportation system focused on the road network and on the car as the elected mode for 
traveller movements. According to Chabrol and colleagues (2006), the UTS consists of a network (a set of 
roads and junctions), a set of functioning rules (the Highway Code), an Urban Traffic Management and 
Control system, and a set of entities (vehicles) borrowing the network, and its main purpose is “to allow the 
users to achieve their trips in the network in a reasonable time and with a sufficient safety level”. 
Being the car the predominant means of urban traveller transportation, it is also the major contributor for the 
traffic-related environmental degradation. Taking the projections of the European Commission for 2020, the 
modal split asymmetry in passenger transportation (EU-27) will become more or less stable, in the long-term, 
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staying the car the elected mode of travelling (European Communities, 2006a) (Figure 4.5). Analyzing the 
available Eurostat data, for the Portuguese case, the comparison between the figures of the years 2000 and 
2008 reinforce this projected trend (in 2000 the passenger car share was about 82% and in 2008 was 
approximately 85%; the bus share was about 13,5%, in 2000, and about 11%, in 2008). The tram & metro 























Figure 4.5 – Evolution of modal split in passenger transport for the period 2000-2020 
(source: European Communities, 2006a) 
The urban areas, where 75% of Europeans lived, in 2007, are the centre of the economic activity and generate 
something like 85% of the European Union GDP. According to the European Union information website 
(EurActiv.com), the majority of the urban trips are done by car and, between 1995 and 2030, the number of 
kilometres travelled in European urban agglomerations is expected to increase by 40%. The numbers confirm 
the manifest car monopoly problem and the urban areas “concentrate” the effects being critical to support the 
local authorities in the evaluation and enhancement of the traffic-related environmental performance of their 
cities. 
4.3.2 Transport Demand and Supply 
The urban transportation system, and inherently the UTS, is usually intrinsically tied to the activity system 
which has its geographical expression through the land-use shape. The interaction between these two 
systems has been studied and reviewed for many years (Stead and Marshall, 2001; Van Wee, 2002; 
Hunt et al., 2005) highlighting the impact of the urban form on travel choices and the impact of transport 
services on urban development patterns. According to Rayle (2008), the concept of accessibility links these 
two complimentary interactions in that “the ability to reach desired employment, services, or activities, as 
determined by the built environment, drives travel decisions while the relative accessibility of locations, as 
determined by the transport system, drives development decisions”. The connections between transport and 
land-use are much more complex when exogenous factors like socio-demographic characteristics and 
political forces are considered (Handy, 2005). This integrated land-use/transport modelling problem is quite 
intricate and has been subject of intense research in the last decades. As a result of this work, are available 
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several integrated modelling frameworks for this purpose such as ITLUP, MEPLAN, TRANUS, 
NYMTC-LUM, and UrbanSim (Hunt et al., 2005). This thematic is typically carried out by the urban 
planners. 
Cascetta (2001), as well as other authors (Bates, 2000; Ortúzar and Willumsen, 2004), presents and explores 
the interaction between the urban activity system and the transport system based on the fundamental 
modelling approach that considers two main components of the transportation system namely, the transport 
demand and the transport supply. The Figure 4.6 depicts these two components, some of their 
characteristics and their relations with the urban activity system. 
 
Figure 4.6 – Relationships between the urban transportation system and the urban activity 
system (definitions from Cascetta, 2001) 
In general terms, the urban activity system consists of spatially dispersed households, whose members 
undertake different urban functions or economic activities like working or shopping, also spatially spread on 
the available space. Those movement decisions are done through mobility choices like holding a drive 
license, and travel choices like the time of departure or the mode of transportation, and determine the travel 
demand that generates the urban travel patterns or the way people move on the city. The support of this city 
motion is the transportation supply, which is characterized by performance characteristics (for example, 
travel time, reliability, cost, or comfort of the different modes) that influence the mobility and travel choices. 
When the users’ flows come close to the limited capacity of the physical part of the supply, the congestion is 
generated and the performance of the network is deteriorated (for example, travel delays). The side-effects of 
this congestion on the surrounding environment, like the air pollution, and the noise are noticeable. The 
performance of the transportation system determines the “cost” of reaching different zones of the urban space 
and consequently, it influences the relative accessibility of those zones. That accessibility dictates the 
location of the households and economic activities on the space of the urban area. 
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The transportation planners work on the equilibrium between the demand and the supply or, in other 
words, they intend to satisfy a given demand for person (and goods) movements, given a transportation 
system (an infrastructure, a set of modes and operators, and a management and control system) with a certain 
operating capacity. Some additional considerations about the transport demand and the associated 
transportation planning activity are provided in Appendix C. This planning activity, in charge of analyzing 
and modelling the travel demand, is typically associated with the long-ranging temporal horizon, and the 
macro-level analysis. 
The supply side function of the urban transportation system, that includes a set of facilities, services, 
regulations and prices which create travel opportunities (Cascetta, 2001), is usually a task for traffic 
engineers and the field of study is known as traffic management and control or traffic engineering. This 
“supply service”, which can not be stocked, can be evaluated through three dimensions, namely: its 
performance, its impacts on other systems, and the costs incurred in its construction, utilization and 
maintenance (Meyer and Miller, 2001). The performance is narrowly connected to the system’s operation and 
it can be considered the main output of the urban transportation supply. The impacts of the urban 
transportation system on other systems are diverse (this issue will be discussed in the next chapter). 
The cost analysis of the urban transportation system and the costs’ assessment of the related impacts are 
subject of dedicated research and are out of the scope of this work. However, it is opportune to mention that 
the cost analysis of the domain explored in this thesis - traffic & environment - is of extreme importance and 
can not be relegated to backcloth. This field of investigation is usually known as transportation economics 
and is very broad in scope, including the application of economic principles to cost analysis, pricing, 
regulatory matters, cost-benefit analysis of transportation improvement and construction projects 
(Pagano, 2004), and more recently including the costs of traffic-related impacts (Jensen et al., 2008; 
McDonald et al., 2008) and the costs of ITS deployments (Rich and Nielsen, 2007; Farooq et al., 2008). The 
determination of cost functions for the construction and for the operation and maintenance of transportation 
facilities and services, and the valuation of traffic externalities’ costs are crucial for decision-making (Pels 
and Rietveld, 2000). Without such information is not viable an efficient management function of 
private/public transport companies and public authorities. The consideration of costs is very important for 
“real-world applications”, since they are usually at the top of the constraints’ list of the majority of 
decision-making processes, and it is critical for an effective integrated holistic approach. Despite this fact, 
and because it is not practicable to investigate all the dimensions of the problem, this work will not consider, 
in a direct way, the cost dimension. 
“Traffic engineering or, in more modern terms, traffic control and management, concerns itself with the 
provision of efficient mobility of people and goods while preserving safety and minimizing all harmful 
impacts on the environment” (Abdulhai and Kattan, 2004). Typically, the engineering skills include the 
design, construction, operations, maintenance, and optimization of transportation systems but, in practice, the 
focus is on the system’s operation. The function “operations” intends to manage efficiently the existing road 
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network with appropriate instruments for monitoring, intervention and control. For example, the coordination 
of traffic signals’ schemes is perhaps one of the best known instruments of traffic management and control. 
Traditionally, the “operations” function is undertaken by several departments in the municipal building like, 
the traffic department, the construction and maintenance department, or the urban services department. More 
advanced solutions, for cities with a considerable dimension, centralize this function at a “brain headquarter”, 
the Traffic Management Center (TMC), where the information about the network’s condition is monitored 
(online or offline), decisions are made, and actions are taken and controlled. 
The role of the traffic engineer has been clearly changed through the years, in result to the society’s 
expectations and concerns about the traffic and its related impacts on the environment. The coexistence of 
different modes in the urban context, especially “green modes” as walking and cycling, and the need to fit 
more traffic onto a finite road system had increased the complexity of the traffic engineer work 
(Slinn et al., 2005). This “operational” work includes two main areas, network management and network 
control, which are particularly relevant in the contemporary urban context since the infrastructure expansion 
is severely limited. Thus, the activities of design and construction are not as much dynamic as in the last 
decades, being out of the scope of this work. The infrastructure maintenance activities are a daily occupation 
usually performed by teams with substantial dimension and with several specialized tasks. The traffic 
engineering fundamental elements and concepts are also described in Appendix C. 
The road congestion is probably the most serious “headache” of the modern traffic engineers. “Traffic 
congestion is not a new phenomenon. Roman history records that the streets of Rome were clogged with 
traffic, and at least one emperor was forced to issue a proclamation threatening the death penalty to those 
whose chariots and carts blocked the way” (Slinn et al., 2005). Despite the long tradition of this phenomenon, 
its expression is undoubtedly more obvious and critical in the current times because the number of circulating 
vehicles had increased considerably in the past decade and the road infrastructure expansion is severely 
limited by physical and other constraints. According to Macário (2001), the urban road infrastructure is 
overcrowded causing high congestion problems and consequently the global level of accessibility, measured 
in travel time, is lower for all the population. 
The congestion results from high demand for constrained facilities and this overbooking is reflected on 
increasing travel times. When the demand exceeds the road capacity the queues are obvious and the delays 
are significant. From an optimistic point of view, congestion is a phenomenon related to success (to vibrant 
city activity and prosperity) but, it must be controlled and must have an adequate level (Barceló et al., 2006). 
The consequences of high congestion levels are usually undesirable since the travel becomes, usually, 
ineffective. Daily delays or lost time, crash rates, wasted fuel, and increasing emissions result from road 
congestion. It can be recurring (arises regularly at approximately the same time of the day and in the same 
location) and thus it can be anticipated, or can be nonrecurring resulting from unexpected events such as 
crashes or foggy weather. 
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The operational performance of the urban traffic system is intimately related to its capacity (the maximum 
number of vehicles that can be safely accommodated by a given facility within a given time period) and is 
usually evaluated through level and quality statistics. These statistics are, for example, the number of 
kilometres travelled, the travel time, and the travel delay, and are commonly referred as Level of Service 
(LoS), ranging from the best performance (LoS A) to the worst (LoS F). The LoS is multidimensional and 
highly dynamic and, according to Meyer and Miller (2001), is “a measure that describes performance 
conditions in terms of operational characteristics of interest to users”. For example, the delay or time spent 
waiting in queue, for a signalized intersection, inferior or equal to 10 seconds/vehicle corresponds to a LoS of 
A. If that value is higher than 80 the LoS drops to F. 
From a decision-making point of view, the performance measures should reflect the priorities and what is 
considered important for the system’s success. Consequently, these measures are closely tied to the 
evaluation criteria used to assess different scenarios and to plan urban traffic projects. The Table 4.1 provides 
some common urban traffic performance measures used for the evaluation of different goals. 
Table 4.1 – Traffic performance measures usually elected to evaluate different urban 
management goals (adapted from Meyer and Miller, 2001) 
Goal Performance measure 
Accessibility 
> Average travel time from origin to destination 
> Average trip length 
> Mode split by facility or route 
Mobility 
> Travel time or average speed 
> Delay time due to congestion 
> Customer perception on travel times 
> Transfer time between modes 
Quality of 
Life 
> Lost time due to congestion 
> Average number of hours spent travelling 
> Customer perception of safety and urban quality 
Safety 
> Number of accidents per year, per trip… 
> Number of high accident locations 
> Response time to incidents 
With the new monitoring and control technologies the assessment of the system’s performance can be 
undertaken in a real-time basis and, when opportune, provided to each individual traveller in order to support 
or influence his/her travel decisions. 
The management of the supply component of the urban transportation system in order to avoid and reduce 
the problems caused by traffic congestion (usually undertaken by the Traffic Management and Control field 
and by traffic engineers) is currently very enthusiastic with the utilization of the new technologies to 
efficiently manage and control the urban traffic system in real-time. This new telematics age is widely known 
as Intelligent Transportation Systems (ITS) and, being the scenery of this research, is described in the 
following section. 
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4.4 Intelligent Transportation Systems 
Probably, Mr. Henry Ford was not aware of the enormous success of his Ford Model T. After a century, his 
popular statement “It will be constructed of the best materials, by the best men to be hired, after the simplest 
designs that modern engineering can devise. But it will be so low in price that no man making a good salary 
will be unable to own one—and enjoy with his family the blessing of hours of pleasure in God's great open 
spaces…” is almost completely true, except for the last part. In the urban context, the spaces are no longer 
great or open. They are mainly congested and polluted spaces, accommodating increasing flows of 
“Model Ts” and contributing to the conflicting cycle of urban mobility, resulting from a complex 
confrontation of supply and demand (Figure 4.7). 
 
Figure 4.7 – Conflicts generated by urban mobility (adapted from Barceló, 2009) 
The expansion of the existing road infrastructure, in order to accommodate those increasing flows, is 
prohibitively expensive either by territorial, financial or environmental constraints (Barceló et al., 2006). 
Consequently, the contemporary challenge of the urban traffic system is more related with the “green” 
management of the available network and constituent entities, and with a qualitative improvement based on 
timely information, personalized travel-related services, and high-quality guidance provided to the entities 
moving on those roads. This shift from “quantity of roads” to “quality of roads” is being characterized by the 
development of a comprehensive information network (parallel to the physical network) and by the fostering 
of a safe environment. As Ezell (2010) states, “transportation systems are networks, and much of the value of 
a network is contained in its information”. This information platform will impel the emergence of a host of 
new products and services for modern transportation. 
According to Ghosh and Lee (2000), this jump must be accompanied by an interdisciplinary training of the 
future traffic engineers. Basic knowledge on transportation engineering and planning, civil and electric 
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engineering, human factors, and computer science and engineering is fundamental to deal with the 
complexity and interdisciplinarity of the modern transportation systems. According to Abdulhai and 
Kattan (2004), the new field of ITS is no longer restricted to civil engineers and is multidepartmental, 
multiagency, and multijurisdictional, cutting across the public, the private and the academic sectors. These 
aspects reinforce the need of the future traffic engineer to become, also, a systems engineer. 
The discipline of Intelligent Transportation Systems (ITS) provides a set of innovative strategies for 
addressing the challenges of safety (to diminish the crash rates, the traffic conflicts, and the traffic law 
violations in order to create a secure network for the coexistence of motorized vehicles, bicycles, and 
pedestrians), mobility (to enable savings in travel time, delays, and travel time budgets, and to enhance 
on-time performance), congestion (to reduce congestion by the efficient management of the existing road 
network), environment (to reduce the negative impacts of traffic on environment, such as the fuel 
consumption and the pollutant emissions), and customer satisfaction (to increase the LoS of the road facility). 
According to ITS America (2009), “ITS encompass a broad range of wireless and wire-line 
communications-based information, control and electronics technologies embedded in the system’s 
infrastructure and in vehicles to relieve congestion, improve safety and enhance productivity, saving lives, 
time and money”. The ITS are taken as the means to achieve sustainable and environmental-friendly 
transportation systems for the 21st Century. Through the integrated application of modern computer, 
communications, surveillance and traffic control techniques the traveller will be informed, the vehicles and 
the infrastructure will become more “intelligent” and efficient, the road operations will be smarter, and the 
environment will be grateful. 
The informal birth of ITS is usually assigned to the first electric traffic signal system implemented in 1920 in 
Detroit (USA). In fact, the first traffic signal device, called semaphore (a tall post with moveable arms and a 
gas light at the top, operated by hand), was installed at an intersection in London, in 1868, and was dedicated 
to ensure a safe crossing for pedestrians in horse-drawn traffic (Figure 4.8 a). In 1914, in Cleveland-Ohio, the 
American Traffic Signal Company installed a set of eight high-candle power lights, four green and four red, 
wired to a manually operated switch located in a control booth (Figure 4.8 b). The 4-way, 3-color traffic 
signal, inspired in the railroad signals and taken as the original ITS, was invented by a police officer named 
William Potts and was installed in Detroit, in 1920 (Figure 4.8 c). In 1922 the automatic traffic signals were 
introduced in Houston and in the 1980s some cities began to adopt computerized synchronization of their 
traffic lights. In the 1990s, the incandescent lights moved to LED (Light-Emitting Diode) displays that allow 
faster signal switching and a broader assortment of colours. 
 
Figure 4.8 – The first traffic signals 
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After the 30s, the ITS area had seen significant research developments that have been considerably 
strengthened in the 90’s with several research programs and projects through USA, Europe and Japan. The 
major progresses are usually categorized in three developing stages: the first phase, between 1930 and 1980, 
was considered as a Preparation phase, followed by a Feasibility Study phase, between 1980 and 1995, and a 
Product Development phase, since 1995 (Figueiredo et al., 2001). 
The Preparation phase was characterized by the presentation of a concept for Automated Highway Systems 
(AHS), the appearance of the first computer-controlled traffic signal, the development of some electronic 
route guidance systems, the introduction of the microprocessor, and the GPS embryonic development (not yet 
related with transportation). 
The Feasibility Study phase was marked by an intense development of ITS programs such as the 
PROMETHEUS (Program for European Traffic with Efficiency and Unprecedented Safety) project working 
on vehicle technologies for car following and collision avoidance, and the DRIVE (Dedicated Road 
Infrastructure for Vehicle Safety in Europe) project working on communication systems. The European Road 
Transport Telematics Implementation Coordination Organization (ERTICO) was founded to support the 
development of the European TELEMATICS project. In the United States, an informal group of industrials, 
governors, and academics called “Mobility 2000” led to the formation of the IVHS America (Intelligent 
Vehicle-Highway System), in 1990, aiming to promote the international cooperation in ITS, and improve the 
safety, capacity and operational efficiency of the surface transportation system while reducing the 
environmental and energy impacts (also the goals of the Intermodal Surface Transportation Efficiency Act 
(ISTEA), settled in 1991). In 1994 this forum changed the name to ITS America (Intelligent Transportation 
Society of America). The AHS project was emblematic creating fully automated vehicles that were tested on 
California highways (Figueiredo et al., 2001). In Japan, the RACS (Road Automobile Communication 
System) project, the AMTICS (Advanced Mobile Traffic Information and Communication System) project, 
the ARTS (Advanced Road Transportation Systems) project, and the ASV (Advanced Safety Vehicle) project 
were the most remarkable projects working on vehicle’s location, communications, and safety technologies. 
Some academics and industrials established the Japanese organization VERTIS (Vehicle, Road and Traffic 
Intelligent Society) (which was renamed as ITS Japan, in 2003), that worked on conjoint programmes and 
activities with its homonymous ERTICO and ITS America. 
This period of intense technological-based developments was followed by the Product Development phase 
that can be regarded as a stage of consistent integration and deployment of ITS programs, and creation of 
prototypes and feasible products. In Europe, the trans-European transport network (TEN-T) was probably the 
most emblematic project launched in this phase. This network aims to allow the quickly and easily 
circulation of goods and people between Member States and to assure international connexions. In Japan, 
projects like the ETC (Electronic Toll Collection System), and the AHS (Advanced Cruise-Assist Highway 
System) were intensely developed and deployed, contributing to less congestion on highways and to safer 
roads. In the USA, significant efforts were taken to deploy, in large-scale, intelligent systems such as the 
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ATMIS (Advanced Transportation Management & Information System), and the AVCSS (Advanced Vehicle 
Control and Safety Systems). 
In the last few years, the location, communication, information, and sensors & control technologies that 
characterize the ITS have pervade the roads, the vehicles, and the users, offering a promising approach to 
improve the operational performance of the network, with particular concerns with congestion, safety, user 
comfort, and environmental aspects. These current developments of ITS can be categorized into traffic flow 
management & control activities (mainly with traffic signal control), and the provision of traffic information 
to drivers and users (with traffic information services). It is expected that the following advances will 
underline the decision and operation assistance to drivers for safe driving, possibly with fully automated 
cruising. 
The major benefits of ITS can be classified in five categories (McDonald et al., 2006; Ezell, 2010), namely: 
i) increased safety: the intelligent solutions like real-time traffic alerts, collision avoidance, anti-lock 
braking, and ramp metering aim to avoid the crash, increasing driver and pedestrian safety; 
ii) improved operational performance by reducing congestion: the ITS applications like traffic signal 
optimization, ramp metering, electronic toll collection systems, and congestion pricing can reduce 
vehicle stops, travel times, emissions, and increase vehicle throughput therefore improving the 
operational performance of the network and reducing congestion; ITS also allow the collection of 
real-time data needed to measure and to improve the performance of transportation systems; 
iii) enhanced personal mobility and convenience: the decreasing in congestion, the improvement of road 
operational performance, the timely travel information provided to the users, and the route selection 
and navigation capabilities are telematics-based features that can enhance personal mobility and travel 
handiness; 
iv) environmental benefits: by reducing traffic congestion and enabling more efficient driving, the ITS 
solutions can decrease the adverse environmental impacts; the “Eco-driving” is an example of an ITS 
application that “influences” the driver behaviour by providing feedback on how to operate the vehicle 
at the most efficient speed across different driving situations (Ezell, 2010); 
v) boosted productivity and economic expansion: the efficient transportation of people and goods can 
enhance the productivity of a nation, and the reduction on traffic accidents delivers economic benefits; 
the industry of ITS has been providing an important industry growth with considerably job creation 
and export opportunities. 
These benefits are numerically estimated and illustrated by several authors, agencies, and studies 
(McDonald et al., 2006; U.S.DOT, 2008; Vanderschuren, 2008; Staley and Moore, 2009; Ezell, 2010). 
“Coordinated traffic signal control reduces vehicle emissions by 13 to 26 percent”, “Traffic-signal 
optimization improved travel time by 13%, reduced delay by 21%, and eliminated 30% of the stops”, “the 
traffic management program reduced traffic accidents by 30%”, “Ramp metering has increased average 
speeds 22% on the first highway and 89% on the second, and has also reduced total crashes between 15% and 
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50%”, “computerized operations of 40 traffic signals decreased the total annual emissions for carbon 
monoxide, nitrogen oxides, and volatile oxygen compounds by 135 000 kilograms and improved fuel 
consumption by 9%” are some examples of the figures presented by the mentioned authors. The benefit-cost 
ratio of these intelligent measures is estimated in 8.9 to 1 (the addition of conventional highway capacity has 
a benefit-cost ratio of 2.7 to 1). Thill and colleagues (2004) provide some models to evaluate the benefits and 
costs of ITS elements, the U.S.DOT (2008) provides a comprehensive report on the benefit/cost analysis of 
ITS, and He and colleagues (2010a) propose a practical framework to evaluate the societal profitability of 
ITS projects. 
Despite these clear and significant potential/actual benefits, some environmentalists argue that ITS can have 
an adverse impact on urban mobility as they contribute to an unsustainable lifestyle by making driving more 
attractive (Lin, 2003). It is also argued that ITS can promote driver distraction and compromise safe driving. 
Nevertheless, it seems obvious that their potential to reduce congestion and minimize the traffic-related 
environmental impacts prevails over these negative facets. 
It is important to remember that the ITS development has began in the area of road transport but, nowadays, 
the railroad, the maritime, and the air transport are also object of intelligent solutions. The leading concept 
refers to an integrated intermodal solution with a fully integration of these different modes of transportation. 
The complex socio-technological urban road transportation system largely depends on information and 
communication technologies (ICT) and derived knowledge-based applications such as traveller information 
services, traffic monitoring & management services, and navigation. According to Tuominen and 
Ahlqvist (2010) this information/knowledge society will evolve towards a ubiquitous information society 
that will highlight the micro-scale end-user level. The transportation system will be based on mobile, flexible 
and personalized ICT services relying on real-time and transparent information/knowledge. The mentioned 
authors point out that the transportation system will be, by 2025-2050, a global system or a grid that 
“functions and constantly communicates at every level: man-to-man, man-to-machine and 
machine-to-machine”. 
The challenges created by this paradigm-shift are complex and require the intense involvement of policy 
makers, public and private partners, researchers, and end-users. The new service layer or technology service 
(“a flexible and tailored combination of technologies and services that takes into consideration the travel 
preferences, needs, and expectations of the different end-users in the transportation system”) must consider 
three complimentary perspectives namely, the networking technologies (applications and concepts that make 
knowledge accessible to the different actors in the system), the interactive systems based on real-time 
information (interactive mobile information systems that give end-users constant access to real-time 
information on travelling possibilities enhancing the fluency, safety, and eco-efficiency of the transportation 
system), and the service packaging (selection of individual transport technology services which are easy to 
acquire and use, and with prices at a reasonable level) (Tuominen and Ahlqvist, 2010). 
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As mentioned, the ITS work on the efficient management and control of the urban road, and they are taken as 
the major solution for the present-day congestion problems. However, there exist some authors that state that 
most urban areas will need to physically expand their existing network in order to accommodate rising travel 
demand (Staley and Moore, 2009). They propose the development of a three-dimensional infrastructure 
(below or above) that can provide a multi-layered access to key points through new engineering solutions like 
flyovers, tunnels, queue jumpers, and elevated expressways that can function has HOT lanes (High 
Occupancy Toll - charged lanes to maintain free-flow traffic). The underlying idea is not just laying more 
asphalt but to develop a Just-In-Time transport spider web “putting the right capacity, in the right place, at 
the right time” to fulfil the needs of a decentralized, dynamic, service-based urban economy. 
4.4.1 Applications, Technologies and Architectures 
Applications 
The ITS encompass the three major elements of the transportation system namely, the infrastructure, the 
vehicles, and the users. The computing, information and communication technologies are coupled to these 
elements. Typically, the ITS are characterized along two dimensions: the functional categories and the user 
services. The general ITS subsystems or functional categories, based on the primary functional intent or 
application, include the ATMS (Advanced Traffic Management Systems), the ATIS (Advanced Traveller 
Information Systems), the AVCSS (Advanced Vehicle Control and Safety Systems), the APTS (Advanced 
Public Transportation Systems), the CVO (Commercial Vehicle Operations), the EMS (Emergency 
Management Systems), and the EPS & ETC (Electronic Payment Systems & Electronic Toll Collection). 
Each of these categories, defined by ITS America, ERTICO and ITS Japan, and standardized by the ISO (Wu 
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Table 4.2 – ITS major functional categories and corresponding user services 
Category Description/Objectives User Services 
ATMS 
To improve the carrying capacity and flow of 
the road network by integrating traffic 
sensors, cameras, vehicle probes, remotely 
operated traffic signals, real-time monitoring 
and prediction, and dissemination of route 
information. 
> Traffic Management Centres (TMC) 
> Ramp metering 
> HOT lanes 
> Real-time traffic data collection and information provision 
> Adaptive traffic signal control 
> Incident detection and management 
> Variable Message Signs (VMS) 
> Parking management 
> Infrastructure maintenance and Construction management 
ATIS 
To acquire, analyze, communicate, and 
disseminate accurate, real-time information 
to assist surface transportation travellers in 
moving from one location to another. 
> Trip planning 
> Location, route selection and guidance (navigation) 
> Traffic and weather conditions 
> Delay estimate due to congestion, accidents, road works… 
> En route driver information in-vehicle and out 
> Parking availability and reservation 
AVCSS 
To enhance driver control and vehicle safety 
through the utilization of sensors, computers, 
and control systems into vehicles and the 
road infrastructure. Promotes 
Vehicle-to-Infrastructure Integration (V2I) 
and Vehicle-to-Vehicle integration (V2V) 
into a consolidate platform.. 
> Intelligent speed adaptation (ISA) 
> Collision warning / avoidance systems 
> Vision enhancement 
> Vehicle condition and performance monitoring 
> Automated Highway System (“hands-off” and platooning) 
APTS 
To enhance public transportation systems’ 
operations and to stimulate the use of mass 
transit (buses, share-ride vehicles, taxis, 
subway, rail) by road customers through 
convenient, reliable and safety public 
transportation and accurate and timely 
information. 
> Public transportation scheduling and dispatching 
> Automatic Vehicle Location (AVL) 
> Provide real-time bus information to passengers 
> High-Occupancy Lanes / Bus dedicated lanes 
> Smart Cards for electronic fare payment 
> DRT, Dynamic ride sharing/ ride-matching and reservation 
> Prediction of bus time of arrival (“next bus”, “next train”) 
> Pre trip and en-route multi-modal travel information 
CVO 
To enhance the operations of freight 
companies and the commercial fleet 
productivity, as well as to increase safety of 
commercial fleets. 
> Automatic Vehicle Location and communications 
> Route planning 
> Vehicle scheduling and dispatching 
> Weigh-in-motion 
> Monitoring hazardous materials cargo 
> Real-time shipment status 
> Driver condition monitoring 
EMS 
To timely detect road incidents/accidents and 
promptly display emergency vehicle 
dispatching and also to notify road users 
enhancing security. 
> Incident detection 
> Emergency vehicle management 
> Emergency notification and personal security 
EPS & ETC 
To detect and identify vehicles with road-side 
readers/on-board devices and debit an 
account electronically (usually known as 
road user charging). 
> Electronic toll collection/Congestion pricing schemes 
> Electronic road pricing / Fee-based HOT lanes 
> Automatic Vehicle Identification (AVI) 
> Vehicle miles travelled (VMT) fee system  
> Variable parking fees 
A classification proposed by the U.S.A. Department of Transportation (Federal Intelligent Transportation 
Systems program) is based on the fundamental aspects of intelligent infrastructure and intelligent vehicles 
Ana Luísa Ramos 
- 148 - Model-Based Systems Engineering: A System for Traffic & Environment 
and on the creation of an ITS through integration within and between these two components (RITA, 2010). 
The Figure 4.9 displays the main categories included in these application areas. Each of the presented 
categories embraces a set of sub-applications and the associated strategies, benefits/costs, and technologies 
used to deploy the service. 
 
Figure 4.9 – ITS application areas and associated categories (source: RITA, 2010) 
Ezell (2010) proposes another categorization of ITS applications that comprises two classes: i) ITS 
applications that can be deployed locally, and ii) ITS applications that must be deployed as part of a scalable 
interrelated system to deliver meaningful value. This classification is particularly relevant to understand the 
future challenges of ITS that are related with systems’ interdependency and interoperability, scale and 
network effect, funding, and political/institutional directives. The first class includes applications such as 
ramp metering, roadside cameras, traffic signal control, and local traffic operation centres that can be 
deployed locally delivering benefits lo local users. The second class contains applications such as, toll 
collection systems, vehicle miles travelled systems, and automated highway systems that must operate at 
scale involving adoption by the overall system and by the users. This work is more focused on the first class 
since it is directed to the municipalities and their associated local operational decisions. 
Technologies 
The technologies associated with the described applications and user services are diverse and at constant 
evolution, and constitute the other typical dimension employed to characterize the ITS. In fact, the 
technologies can be considered as the basis of ITS providing intelligence (the “I”) to the transportation 
system. The range of technologies for ITS is quite extensive but, in general, they can be accommodated into 
three major categories namely, i) Sensing/Surveillance, ii) Communications, and iii) Information/Control. As 
can be confirmed by the applications, the emphasis on the technologies that provide real-time services is 
particularly relevant. The integrated utilization of the Telecommunications and Information/Computer 
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technologies to convey information over networks is usually known as telematics. The term is markedly used 
in the ITS field. The Figure 4.10 depicts two examples of ITS on work with the associated technologies. 
 
Figure 4.10 – Examples of ITS on work and respective technologies (sources: Ezell, 2010 and 
http://www.etsi.org/) 
The Sensing/Surveillance technologies are mainly used to detect and locate vehicles, to sense a group of 
given conditions in-board or out-board, and to monitor a given point or area in the network. These 
technologies are typically associated with the vehicle or with the road infrastructure. The following list refers 
some of the most important technologies in this cluster: 
 The GPS (developed by the American DOD, and also known as Navstar-GPS: Navigation Signal Timing 
and Ranging Global Positioning System) is probably the core technology included in this group and is 
typically related with the vehicle. The GPS provides users with positioning, navigation, and timing 
services. The GPS receivers are embedded in the vehicle’s On-Board Unit and receive signals from the 
constellation of 24 satellites orbiting the Earth that continuously broadcast their position and a timing 
signal. The modern receivers read the signals from at least four satellites and provide three-dimensional 
location (latitude, longitude, and altitude) plus the time. This measurement is based on a triangulation 
from satellites, using the travel time of radio signals that can be affected by, for example, atmospheric 
conditions, underground roads or urban canyons. The GPS augmentations like the DGPS (Differential 
GPS) increase the measurement accuracy by using a ground-based fixed station (such as a cell tower) to 
send the “corrected” information to the receiver (Figure 4.11). Depending on the equipment, best 
accuracies are now under 10 cm. The Navstar GPS is compatible with its Russian counterpart, the 
CLONASS, and its European counterpart, the GALILEO system. 
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Figure 4.11 – GPS satellites and DGPS functioning 
 The Automatic Vehicle Location (AVL) technology is a computer-based tracking system, typically 
GPS-based (sometimes combined with dead reckoning), which measures real-time positions of vehicles 
and relay back the information to a control centre via dedicated radio systems or cellular data services. 
This system is notably used to manage public transportation fleets, commercial fleets, and emergency 
vehicles, and to display updated information to the public. 
 The Probe Vehicles are another vehicular technology enabled by the GPS. The mobile units (often taxis 
or government-owned vehicles), equipped with positioning and communication technologies, flow 
through the regular traffic and report their location, speed and other information to the Traffic 
Management Centre where the probe data is processed to provide information to the users and to the 
decision-makers. Current research is using probe devices (mobile phones) as a mechanism to generate 
real-time traffic information based on the GPS-derived location of the phone as it moves along with the 
vehicle (Figure 4.12). 
 
Figure 4.12 – Cellular phones as probe devices (source: www.rpi.edu/~banx) 
 The Automatic Vehicle Identification (AVI) technology uses the RFID (Radio-Frequency Identification) 
to identify and validate the identity and status of a vehicle when it enters a given area. The vehicle has a 
small windshield-mounted electronic tag (transponder) and the tag-reader is placed in the road 
infrastructure (road-side) (the Portuguese Via Verde system is in this category). 
 The Inductive Loop Detectors are the most common in-road devices used to measure traffic volumes, 
flow rates, vehicle speed, and lane occupancy. They are reliable, flexible, and relatively low cost but 
require good road maintenance. When the vehicle passes over the loop (loops of wire embedded in the 
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pavement) its metal disturbs the magnetic field of the loop which causes a change in the loop’s 
inductance increasing the frequency of oscillation that is sensed by the detector unit. 
 The Pneumatic Tubes, the Magnetometers, and the Piezoelectric Sensors are also in-road technologies 
that enable the detection of vehicles. They are more used to counting vehicles. 
 The Radar and Laser Detectors are road-side technologies, placed on the infrastructure or used by police 
units, usually to control the speed of the vehicles. 
 The Closed Circuit TV Cameras (CCTV) are digital cameras mounted on proper network points to 
monitor congestion and other events that occur at the road. The images are monitored by traffic 
management centres (they can also be broadcasted by TV channels). 
The Communications technologies are mainly used to convey data, voice and video information from one 
point in the system to another one. These technologies are usually divided in Wireline and Wireless being 
this last group the most significant one in the ITS field. The wireline technology, such as coaxial cables or 
fiber optics, is mainly used to fixed-point to fixed-point communications. The wireless communications 
enable the transfer of data between different fixed or mobile points (at short or at long distance) without the 
use of physical wires. The communication is deployed via radio frequency, microwaves or infrared. The most 
well-known categories/applications of wireless in the field include: 
 The Dedicated Short Range Communications (DSRC) are a short-to-medium range wireless 
communication channel operating in the 5.8 (Japan and Europe) or 5.9 GHz (USA) wireless spectrum, 
designed for vehicular environments. The DSRC, a subset of RFID technology, is used in 
vehicle-to-vehicle communications, vehicle-to-infrastructure integration, electronic toll collection, 
electronic road pricing, adaptive traffic signal timing, etc. 
 The Wireless Networks enable the transmission of information between nodes interconnected without 
wires. The Wireless Personal Area Networks (WPANs) interconnect devices within a short distance 
(e.g., Bluetooth standard), the Wireless Local Area Networks (WLANs) are used within the urban space 
and are also known as Wi-Fi (a certification for products belonging to the WLANs devices based on the 
IEEE 802.11 standards), and the Wireless Metropolitan Area Networks (WMANs) that connect several 
WLANs within metropolitan spaces. The urban Hot Spots that offer Internet access over WLANs, using 
Wi-Fi connectivity, enable the travellers with laptops or smart phones to get information about the road 
network conditions and travel solutions. The WiMAX (Worldwide Interoperability for Microwave 
Access) protocol is being used in South Korea as the wireless communication infrastructure to transmit 
traffic and transit information throughout the road network. 
 The Mobile Telephony technology with the GSM (Global System for Mobile Communications) standard 
(2G), the GPRS (General Packet Radio Service) data transfer service (2.5G), and more recently with the 
3G Wide-Band Code-Division Multiple Access (W-CDMA) technology that enables the simultaneous 
use of speech and data services and higher data transfer rates, promotes the ITS data exchange between 
users and applications through cellular telephone networks. Despite the usage costs, the wide availability 
and utilization of this technology in the urban context makes it interesting for the field. The modern 
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mobile phones known as smart phones offer, among other features, personal digital assistant (PDA) 
characteristics, GPS navigation, Internet e-mail and browsing, music and video playback, Bluetooth and 
Wi-Fi connectivity (Figure 4.13). 
 
Figure 4.13 – Smart phones and Wi-Fi connectivity (source: http://newsimg.bbc.co.uk) 
 The Digital Broadcasting is the one-way diffusion of audio and/or video data through digital links to 
present information to a given audience. The radio and television broadcasting is typically used in the 
ITS field to send out traffic conditions, congestion and incidents information to the general public. 
The Information/Control technologies serve to collect, to analyze, and to display information in order to 
manage and control the traffic-related data and the traffic system. The following paragraphs list some of the 
most remarkable technologies for intelligent transportation: 
 The Internet is, for excellence, the contemporary network information technology. The transportation 
field is no exception and the Internet is used to communicate within the organization, with stakeholders 
and with the general public. The web applications are now common to display information to road users 
and also to attain information from them. 
 The Geographical Information Systems (GIS) are database management systems used to store, analyze 
and display geographically referenced data provided, in large part, by GPS. They will be further 
discussed in section 4.5. 
 The In-Vehicle Navigation Systems are based on the GPS and GIS technologies and are used to guide 
the traveller along the optimal route based on the actual traffic conditions (dynamic route guidance) or 
based on other offline conditions. 
 The Computer-Aided Dispatching (CAD) Systems are software programmes that organize transit routes, 
schedules, and vehicle assignments to trip orders being usually integrated with AVL, GIS, and mobile 
data terminals. They enable the Demand Responsive Transportation solutions. 
 The Automatic Passenger Counter (APC) estimates the number of passengers boarding or alighting 
allowing the careful planning of public transportation resources and schedules. The modern technologies 
include stereoscopic vision technology and infrared sensors. 
 The Incident Detection technologies include a monitoring/surveillance system used to attain traffic data, 
and a data processing system used to detect and classify the incidents in order to alert drivers and call 
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emergency services. The most common types of data processing algorithms include, for example, 
decision-trees, pattern recognition, neural networks, fuzzy logic, statistical forecasting, time-series, and 
video image processing. 
 The Ramp Meters are traffic signal systems placed on freeway entrance ramps and are used to control 
the rate of vehicles entering the freeway. The system includes the following components: ramp metering 
signal and controller, upstream and downstream mainline loop detectors, presence loop detectors, 
passage loop detectors, and queue loop detectors (Figure 4.14). 
 
Figure 4.14 – Ramp metering detectors 
 The portable or fixed Variable Message Signs (VMS) are LED-based electronic traffic signs that are 
normally used to give travellers information about the road conditions (e.g., incidents, traffic congestion, 
and bad weather), special events (e.g., speed limits, road works, and road closures), and urban parking 
conditions. This information is obtained from the monitoring systems. 
 The Computer Controlled Traffic Signal Systems like SCOOT (Split, Cycle, Offset Optimization 
Technique) and SCATS (Sydney Coordinated Adaptive Traffic Control System) use real-time traffic 
information provided by road-side or vehicle detectors to optimize the appropriate signal timing 
parameters given a network objective such as to minimize queues or minimize delays. 
 The License Plate Recognition Systems are image processing systems that use cameras and the Optical 
Character Recognition technology to identify the vehicle license plates and then use that information for 
traffic studies or for charging congestion zones. 
 The Electronic Payment Cards such as Smart Cards contain an embedded microchip and are identified 
by a unique serial number. These cards can include a range of fare options such as travel cards or 
credited monetary amounts. They are mainly used for public transportation. 
Architectures 
The integration and interoperability of systems, technologies, equipments and procedures is of critical 
importance to enforce the potential benefits of ITS at large-scale. Consequently, an ITS architecture is 
critical to provide a framework for its planning, design, deployment, and integration (Sayeg and 
Charles, 2005). This architecture is like a general guide “to ensure system, product, and service 
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compatibility/interoperability without limiting the design options of the stakeholders” (Abdulhai and 
Kattan, 2004). 
The most well-known ITS architecture is the U.S.A. one, with a first version from 1996 and a latest version 
from 2009, that reflects the contributions of a broad cross-section of the ITS community (transportation 
practitioners, systems engineers, systems developers, technology specialists, consultants, etc.) and defines: 
i) the functions (e.g., gather traffic information or request a route) that are required for ITS, ii) the physical 
entities or subsystems where these functions reside (e.g., the field or the vehicle), iii) the information flows 
and data flows that connect these functions and physical subsystems together into an integrated system, and 
iv) the communications for the information flows in order to address the underlying user service 
requirements (e.g., wireline or wireless) (U.S.DOT, 2009). The logical architecture was developed using 
Structured Analysis techniques and is represented by data flow diagrams, process specifications, and data 
dictionary entries. The physical architecture or the systems view for the transportation layer is depicted in 
Figure 4.15. 
 
Figure 4.15 – U.S.A. National ITS Architecture subsystems and communications 
(source: U.S.DOT, 2009) 
The European ITS architecture proposed by the KAREN (Keystone Architecture Required for European 
Networks) project as part of the 4th Framework Programme of the European Commission was created, in 
2000, for the development and deployment of ITS applications within Europe and is frequently referred as 
the FRAME Architecture. This reference technologically-independent architecture defines the structure and 
behaviour of an integrated ITS and will serve as the basis to develop national, local, service, and system 
architectures while keeping consistency, interoperability and a common understanding (FRAME, 2010). 
The FRAME architecture shows the relationships between functions. The architecture team selects the 
functions the ITS European User needs to satisfy the stakeholders’ aspirations generating a Functional 
Viewpoint and a Context Diagram that shows the links needed by the functionality to communicate (inside 
and outside). Then, the team allocates the functions and data storages to physical components, using Physical 
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Viewpoints, and identifies the communications requirements through Communication Viewpoints. The 
FRAME Architecture is now being extended to accommodate the functionality required for cooperative 
systems (Bossom and Jesty, 2009). These authors also sate that the architecture was developed, as well as the 
U.S.A. one, using a process-oriented methodology rather than using OO methodologies. They argue that the 
resulting Data Flow Models are intuitive and non-system designers do not have any difficulty to interpreting 
them. 
The two architectures are similar in the principles and fundamental structure, but they present considerable 
differences in purpose, dimension, and nomenclature. The European Communities (2000) provide a 
comprehensive comparison between the U.S.A. and the European ITS Architectures. 
In practice, the European framework is complex and burdensome and the ITS clients, like the Portuguese 
municipalities, do not use it to support an integrated development context. The architecture framework needs 
further developments and requires a simplified version to be used by local decision-makers. The system 
proposed in this work can be a starting point to establish this link (from a complex, complete, and extensive 
European/national framework to an agile skeleton that provides integrated ITS development for medium-size 
cities). 
Other regions like Japan, Canada, and Australia are also developing their own regional ITS architectures. The 
underlying reasons to develop these architecture frameworks are common to all of them: the need to integrate 
diverse intelligent “building blocks” that have been developed during years, the need to ensure compatibility 
of information and equipment thus impelling open-markets and economies-of-scale, the need to create 
synergies across the different applications, and the need to offer better services to the end-users. These 
reasons reveal the need to adopt a Systems Engineering approach in order to “glue” the different existing 
pieces taking into account the complexity and multidisciplinarity of the field. This appears to be the big 
challenge of the future that is, to deal with the network effect and the systems’ coordination. Further 
variability added by investment and funding, public and private forces, world, regional, national and local 
jurisdictions/responsibilities, and technological and societal challenges demands a holistic approach only 
“realized” by Systems Engineering. 
4.4.2 Intelligent Transportation in Europe and Portugal 
As already mentioned, the first works on ITS are assigned to U.S.A., Europe and Japan. Today, the ITS are 
spread through a considerable number of nations and countries. 
Japan, South Korea and Singapore are becoming the world leaders in what concerns ITS national relevance, 
deployment, and applications’ maturity (Ezell, 2010). In these countries, where the major goal is to provide 
real-time traffic information on major urban expressways and arterials, the market penetration in ATMS, 
ATIS, APTS, and ETC applications has been prominent (Wu and Lee, 2007). The utilization of probe 
vehicles to monitor and collect traffic data, driver behaviour and environmental conditions is being a key 
information resource. This information is available to third-party service providers and to the general public 
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(through radio wave and infrared beacons, DSRC, Internet, and broadcasting). The commitment and 
investment of the government and national authorities, and the synergies between public and private actors 
have been critical factors to achieve the leadership in the field. 
In Japan, the Smartway ITS service is now being nationally spread. The success of this ambitious service 
“has been attributed in part to a strong systems engineering approach, and also because the effort heavily 
tapped into academia’s extensive expertise” (Ezell, 2010). The Smartway will provide road information, 
driving assistance, smart driving via V2V communications, Internet connection services, and cashless 
payment at toll booths, gas stations, and parking lots. The display of information in 3D maps is also being 
developed. 
In South Korea, the “ITS Model Cities” belonging to the Ubiquitous Cities initiative, are working on the 
provision of information technology throughout all traffic and navigation services and the citizens’ access to 
those services anytime, anywhere, and from any device. Inductive loops, CCTV and probe vehicles are the 
main surveillance devices. The elected channels to display information to the public embrace VMS, the 
Internet, and 24-hour broadcasting. The public transportation buses are equipped with GPS-units and wireless 
modems and the bus stops communicate with the TMC to display, on LED screens, on-time current bus 
location, bus arrival time and transit statistics. The T-money smart card enables the electronic payment at 
buses, subway, taxis, vending machines, etc. 
In Singapore, the fleet of 5000 probe vehicles (mainly taxis) continuously feeds traffic data for the TMC that, 
after collection and analysis, displays information via strategically placed VMS and radio broadcasting. The 
DSRC are used to deploy a fully automated electronic road pricing system (Figure 4.16). The real-time bus 
arrival panels are installed throughout the public transit network. A Parking Guide System (Figure 4.15) 
alerts drivers to the location of public parking and the available spots. An integrated adaptive computerized 
traffic signal system (GLIDE) provides intelligence to the urban intersections of Singapore in order to 
optimize the travelling experience by sequencing the flows through traffic lights. 
 
Figure 4.16 – Singapore’s Electronic Road Pricing System and Parking Guide System 
In the United States, the leader of ITS technologies in the 1990’s (with the GPS and first-generation 
telematics systems), the adoption and deployment of ITS were not as successful as in the Asiatic countries. 
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The ITS in U.S.A tend to be sporadic, isolated and not connected into a national integrated system. The 
factors like economic growth, higher population densities, geographic constraints, restrictive land-use 
policies, cultural habits for access to real-time information, less concerns with privacy issues, and consumers’ 
disposition to be first adopters of new technologies and devices has driven the Asiatic countries to adopt 
massive intelligent transportation solutions. The policy factors are perhaps the most relevant and include, for 
example, the comprehensive and systemic national vision for IT infrastructure and applications, and the 
government’s recognition, commitment and investment in ITS. 
Ezell (2010) reports ten policy principles that world transportation policy makers should take into account in 
order to successfully implement ITS: i) ITS is a “force multiplier” for the transportation network, ii) ITS 
enable countries to shift to performance-based systems by facilitating better collection of data to measure 
performance, iii) governments need to articulate an ITS vision for their country, state or community, 
iv) governments must convene and co-develop platforms that enable public and private actors, and national 
and local governors to collaborate on the development of ITS and related technologies, v) governments must 
provide funding for both ITS R&D and deployment, vi) ITS investments create a platform through which the 
private sector can develop value-added products and services, vii) governments have a critical role in leading 
the co-development of interoperable standards for ITS, viii) allocating wireless spectrum of radio frequencies 
for ITS is of critical importance, ix) governments should fund deployment of infrastructure to collect 
real-time traffic information and should provide the means to make this information available to the private 
sector and to the public, and x) a national technical architecture for the implementation of ITS at the state, 
regional, or community level is fundamental. 
European Case 
The European case is not so vibrant as the Asiatic but, the European Union has been making, since 2006, a 
considerable effort to create a dynamic knowledge-based economy and an integrated vision for the 
information space (e.g., the i2010 initiative, and the Digital Agenda programme for Europe that aims to 
“deliver sustainable economic and social benefits from a digital single market based on fast and ultra fast 
internet and interoperable applications” (European Commission, 2010)). 
These efforts are also reflected in the transportation field, being the ITS one of the major applications of 
information and communication technologies. This vision and leadership is crucial for the development of 
the field but, by this time, there is still a lack of effective implementation. The lack of a comprehensive 
holistic approach for the urban traffic system management has been a major drawback. The majority of ITS 
applications that have been developed, since the 1980s, in areas such as traffic congestion, clean transport, 
and road safety, are stand-alone systems that are neither integrated nor interoperable (like a “patchwork” of 
applications and services). Furthermore, the urban dimension asymmetries within European countries call for 
appropriate ITS solutions integrated in an overall framework but compatible with the city size. 
The European Commission (EC) has been underlying the relevance of ITS since 2001 when, with the White 
Paper on European transport policy for 2010: time to decide (European Communities, 2001), the potential of 
ITS to provide solutions for the 21st century urban transportation system was manifestly emphasized. In its 
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mid-term review Keep Europe Moving: Sustainable mobility for our continent (European 
Communities, 2006a), the agenda was renewed and, although following the main line of the White Paper of 
2001, the concept of co-modality was underlined, given more importance to the efficient combination of the 
different modes instead of alternatives to the car. The ITS are perceived as a main contributor “to the safe, 
efficient, sustainable, and seamless transport of goods and people on the European road network and its 
interfaces with other transport modes, and to improve the competitiveness of European industry”. 
In 2008 the EC turned clear that the acceptance and market penetration of these intelligent novel applications 
and services was still low and, consequently, launched an Action Plan on Intelligent Transport Systems for 
Road Transport (European Communities, 2008). This action plan aimed to accelerate and coordinate the 
deployment of ITS in road transport, “It is high time for ITS to play their due role in enabling tangible results 
to emerge” in order to develop a more green, efficient, and safety transportation. The highlighting of traffic 
congestion, energy consumption, and climate change as the major transport challenges are fully aligned with 
the core of the Lisbon Strategy. 
This Action Plan was developed with the support of a wide consultation of stakeholders that enabled the 
identification of needs and priority issues. The majority of the stakeholders reveal that: the deployment of 
ITS was slower than expected due to the lack of full coverage, consistent deployment and low penetration 
rates derived from too high costs for the public authorities; the ITS deployment would benefit with a better 
linkage to clear policy objectives like road safety or transport efficiency; the European Union must support 
the development of standards, must provide a platform and interfaces for synchronized deployment of ITS, 
and must give financial support to R&D; there is a need to develop open standards to enable one open 
common in-vehicle platform; and the lack of interest of the public sector in ITS applications is the main 
problem of business development in the field. The traffic management/congestion relief, the promotion of 
co-modality, the development of in-vehicle safety systems and electronic payment, and the provision of 
real-time traffic and travel information were the priority topics identified. 
With this information, the Action Plan suggested six priority areas where mature and interoperable ITS 
applications can be deployed in the short-to-medium term (until 2012 - 2014). They are (European 
Communities, 2008): 
 Optimal use of road, traffic and travel data: the provision of real-time traffic and travel information and 
development of the inherent processes of data collection, digital mapping, validation and timely 
updating, the consistency of information between all sources, the facilitation of the electronic exchange 
between the relevant public authorities and the ITS service providers, and the deliver of “universal traffic 
messages” (messages free of charge to all road users as a public information service) are proposed 
actions. 
 Continuity of traffic and freight management ITS services on European transport corridors and in 
conurbations: the electronic interchange of traffic data between the relevant Traffic Management 
Centres, the integration of localization results (through innovative technologies like RFID or Galileo 
positioning system) in the TMC for freight (eFreight) and travellers, the development of an European 
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ITS Framework Architecture and the definition of an ITS Framework Architecture for urban mobility, 
and the implementation of interoperable electronic road toll systems are some of the proposed actions. 
 Road safety and security: the deployment of advanced driver assistance systems, the development of a 
regulatory framework on a safe on-board Human-Machine Interface and the integration of nomadic 
devices (pieces of communication and information equipment that can be brought inside the vehicle by 
the driver such as mobile phone, pocket PC, or navigation systems), and the development of appropriate 
measures to ensure the safety of vulnerable road users (e.g., elderly, cyclists) are key actions. 
 Integration of the vehicle into the transport infrastructure: the adoption of an open in-vehicle platform 
architecture for the provision of ITS services and applications, the development of harmonised standards 
for ITS implementation, the development of a cooperative system for investments in intelligent 
infrastructure, and the definition of specifications for I2I, V2I and V2V communications in cooperative 
systems are proposed actions. 
 Data security and protection, and liability issues: key proposed actions include the assurance of security 
and personal data protection aspects related to the handling of data in ITS applications and the definition 
of legal responsibilities regarding the use of ITS applications. 
 European ITS cooperation and coordination: the proposal for an ITS European legal framework, the 
development of a decision-support toolkit for ITS investment decisions, the development of guidelines 
for the public funding of ITS projects, and the establishment of an ITS collaboration platform between 
Member States and local governments to promote ITS initiatives in the area of urban mobility are key 
proposed measures. 
The actual initiatives taken by the EC comprise, for example, the Trans-European Transport Network 
Programme TEN-T (a programme to provide the infrastructure needed to support the EU citizen’s right to 
move freely across Member States and boost economic, social and territorial cohesion including the 
telematics infrastructure for traffic management systems and information services), the GALILEO 
deployment (the European initiative for a state-of-the-art global navigation satellite system, under civilian 
control, that will consist of 30 satellites and the associated ground infrastructure providing a higher degree of 
precision, reliability and coverage), the eSafety (the initiative to hasten the development, deployment and use 
of vehicle safety systems in order to increase road safety and reduce the number of accidents on Europe's 
roads), the i2010 initiative on Intelligent Cars (the programme to promote the use of new IC technologies 
such as ABS, Automated Cruise Control, and night-vision and obstacle warning and avoidance, in order to 
make cars smarter, safer and cleaner), the eCall (a pan-European in-vehicle emergency call system which 
uses the European emergency number 112 in the event of an accident), and the 7th Framework Programme for 
Research and Technological Development. More details on each of these initiatives and related sub-projects 
can be found at the website of the European Commission. The ERTICO European association for ITS has 
been actively working with the EC support in the R&D of intelligent initiatives for Cooperative mobility, 
Safety mobility, Info mobility, and Eco mobility. 
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Regarding the intelligent urban mobility thematic (the core subject of this work), the EC launched a broad 
public consultation in 2007, involving the main stakeholders on urban mobility, gathering a consensus on the 
lack of efficient management of urban mobility, with ITS solutions underexploited or developed without due 
attention to interoperability, and on the need to establish a framework for ITS deployment in EU cities. 
As a result, the development of a sustainable urban mobility policy is a priority for world leaders, national 
governors and local authorities and the EC has been strengthen this preoccupation through the adoption of the 
Thematic Strategy on the Urban Environment in the 6th Environment Action Programme 2002-2012 
(European Communities, 2006b), the publication of the Green Paper Towards a new culture for urban 
mobility (European Communities, 2007) and the promotion of several initiatives like the European Mobility 
Week, the SMILE (The Gateway to Sustainable Mobility), the INSPIRE (Infrastructure for Spatial 
Information in Europe), and the CIVITAS (Cleaner and better transport in 
cities: CIty-VITAlity-Sustainability). All these plans and programmes recognize the car monopoly problem 
and the related environmental degradation, and identify the urban areas as the places that can significantly 
contribute to accomplish the EU policy objectives in the area of sustainable transportation. Besides the 
cooperation between the different levels of administration and the European and National guidance, support 
and networking, it is also highlighted the imperative responsibility of local authorities in the evaluation and 
enhancement of the environmental performance of their cities. 
The Commission core challenges are to make the cities and the urban transportation systems more fluid, 
green, smart, accessible, and safe. The measures invoked as Sustainable Urban Transport Plans (SUTP) are 
diverse: encouraging co-modality, and walking and cycling, promoting flexible, affordable and high-quality 
public transport, encouraging car sharing and car pooling, endorsing urban charge schemes, developing park 
& ride facilities, promoting the development of clean, energy-efficient transport technologies and alternative 
fuels, installing eco-driving habits and traffic restrictions on Green Zones, developing systems for smart 
charging, and sponsoring special road safety campaigns are just some examples of the numerous mechanisms 
that local authorities can use and manage to get new urban mobility patterns with fewer adverse 
environmental impacts. 
Besides the EU networking support to improve and share knowledge between Member States, and the efforts 
to develop significant urban mobility initiatives and integrated databases, there are also common financial 
resources to assist national and local governors. They include, for example, the European Regional 
Development Fund (ERDF) and the Cohesion Fund that will contribute to almost 8 billion Euros for urban 
transportation during the period 2007-2013, the European Investment Bank (EIB) that provides something 
like 2.5 billion Euros per year for urban transportation projects, the Intelligent Energy Europe (IEE) 
programme, the CIVITAS initiative, and the 7th Framework Programme (FP7) for research and technological 
development (this Programme has an activity area on sustainable urban mobility under the dedicated 
“Transport” theme, with a budget of 4 600 million Euros, and an “Information and Communication 
Technologies” theme for mobility and services) (European Communities, 2007). 
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In 2009, to encourage this development, the EC launched the Action Plan for Urban Mobility that proposes 
twenty measures to encourage and help local, regional and national authorities in achieving their goals for 
sustainable urban mobility. This Action Plan, for the next four years, constitutes the first comprehensive 
support package in the field of sustainable urban mobility. To improve travel information, to establish an 
urban mobility observatory, to encourage energy-efficient driving, and to improve accessibility for persons 
with reduced mobility are just some examples of those measures. The Action 20 refers to Intelligent 
Transportation Systems (ITS) for Urban Mobility and aims to complement the previously mentioned ITS 
Action Plan. The target goal is to develop an Urban ITS Platform, multi-modal and broad in nature that can 
act as a guide to deploy ITS solutions on urban environments. The platform must include guidelines or 
roadmaps for deployment, must encourage the exchange of best practices and sharing of experiences, and 
must address an overarching urban ITS architecture for interoperability issues. The EU support is decisive 
but the local authorities demand autonomy for ITS deployment decisions (Paquet, 2010). 
The key applications for the Urban ITS Platform are travel and traffic information, electronic payment and 
ticketing, traffic management, demand management, public transport priority, demand responsive transport 
systems, and urban logistics. The main barriers for ITS deployment are more organizational and institutional 
relying on the complexity of the urban transportation system with shared responsibilities across different 
stakeholders, the lack of “political will” and culture of ITS use, the variability in city size claiming for 
adjusted solutions, the lack of ITS expertise at the city level, the modal tension (mainly, car versus public 
transport), and the lack of interoperability and standards. 
The EC mentions a number of (big) European cities that can be taken as good practice examples for urban 
ITS deployment namely, London, Dublin, Bologna, Rome, Stockholm, Madrid, Barcelona, Berlin, Vienna, 
Grenoble, Lyon, Paris, Budapest, and Istanbul. The following pictures (Figure 4.17, Figure 4.18 and 
Figure 4.19) display European examples of ITS deployments concerning some of those cities. 
 
Figure 4.17 – Real-time traffic cameras and VMS at London and Central London Congestion 
Charging Zone (source: http://www.tfl.gov.uk/) 
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Figure 4.18 – Expected travel times in Barcelona and the public transport planner “Want to go 
to” (source: http://w3.bcn.es/) 
 
Figure 4.19 – Traffic density map in Istanbul and Electronic Detection System of Red Light 
Violation (source: http://tkm.ibb.gov.tr/) 
Portuguese Case 
In Portugal, the ITS initiatives follow the same patchwork pattern that has been observed in the rest of 
Europe, with an obvious lack of institutional interest in the field. The newborn organization ITS Portugal has 
been founded in 2007 and, as his president states, “We have a lot of work to do to stimulate ITS within 
Government and to try to promote ITS to politicians. We feel that companies are pushing ITS but without an 
umbrella organisation” (ITS Portugal, 2010). Its main objective is to serve as a platform for Portuguese ITS 
development while promoting telematics in transportation, and safety and sustainable procedures. 
The National Strategic Reference Framework (QREN, 2007-2013), supported by the Structural Funds and the 
Cohesion Fund, provides three Thematic Operational Programmes and several Regional Operational 
Programmes which aim to qualify the people and the national territory. The transportation field is obviously a 
strategic area involved in these programmes, including a particular regulation for Mobility. This regulation 
involves, as eligible actions, the development of transportation coordination centres, the promotion of 
sustainable mobility actions and alternative modes of transportation, the development of innovative solutions 
for public transportation, and the deployment of intelligent systems for passengers and drivers’ information, 
among others. 
The central administration body responsible for the coordination of inland transport with jurisdiction over the 
national territory IMTT (Instituto da Mobilidade e dos Transportes Terrestres), under the responsibility of 
the MOPTC (Ministério das Obras Públicas, Transportes e Comunicações) is, since 2009, a member of the 
European Platform for Mobility Management (EPOMM) (dedicated to the promotion and development of the 
European Mobility Management). Within this platform, the IMTT aims to develop a network for managing 
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the mobility (CIDADES MÓVEIS, launched in April 2010) supported by the exchange of key information and 
knowledge between the involved European cities. 
The IMTT established, in January 2010, the priorities of Portugal in the Urban Transportation field taking as 
reference the European Action Plan for Urban Mobility. The priorities include fostering the adoption of 
Sustainable Urban Transport Plans, inciting eco-driving habits, and analyzing financing sources. The 
development of IC Technologies for ITS is also a strategic concern but, unfortunately, without proper 
emphasis. 
In April 2010, the IMTT recognized the nonexistence of a coherent conceptual and operational framework 
devoted to this set of priorities and announced the Mobility Package which is a national strategy for mobility. 
This package includes a set of national directives (i) ensure accessibility for all citizens, ii) develop an 
efficient configuration for transportation systems, iii) guarantee the economical sustainability of the mobility 
system, iv) reduce the negative environmental impacts of urban mobility, v) develop the conditions for the 
utilization of non-motorized vehicles, vi) promote the rational utilization of motorized vehicles, vii) ensure 
the quality of public transportation, viii) promote the effective integration of transportation and land-use 
politics, ix) develop integrated multimodal solutions, x) improve the information  about transportation and 
urban mobility, and xi) involve the public on the decision processes), a guide for the elaboration of Mobility 
and Transportation Plans directed to the municipalities, a set of thematic fliers on sustainable mobility 
solutions (e.g., demand responsive transportation, co-modality, carsharing, bikesharing), a collection of 
technical brochures on methodologies and technical tools for mobility solutions (e.g., Origin/Destination 
surveys, traffic counts), and a guide for the elaboration of enterprise and services plans. This proposed 
Mobility Package is under broad consultation and discussion. 
At the municipal level, the CIVITAS PLUS Projects (co-funded by the EU, from 2008 to 2012) are by now 
in intense activity. The group includes different target projects where are included some Portuguese cities: 
i) the CIVITAS ELAN project is devoted to mobilise the citizens to develop clean urban mobility 
solutions - the partner city of Oporto is developing projects such as the conception of a light weight hybrid 
bus shuttle within Asprela area, the creation of a new Mobility Shop, and the Mobile Mobility information; 
ii) the CIVITAS MIMOSA project is committed with the development of innovative concepts for urban 
mobility and sustainable actions - the partner city of Funchal is working on aspects such as the introduction 
of clean vehicles, the implementation of a Green Line with low emission buses, the creation of Dial-a-Ride 
services, and the settlement of a Urban Mobility Control and Monitoring Centre; iii) the CIVITAS 
MODERN project is determined to ensure political commitment, to encourage stakeholders’ engagement, 
and to pursue performance orientation to improve the urban quality of life - the partner city of Coimbra is 
developing projects related to the utilization of alternative fuels by private and public transport operators, the 
creation of an Infomobility Centre, the development of a new Ticketing System, and the production of 
Renewable Energies for Trolleybus Lines. 
Some Portuguese medium-size municipalities (e.g., Aveiro, Beja, Castelo Branco, Faro, Guimarães, and 
Leiria) have joined the CIUMED network (Network for the Promotion of Medium-sized Cities in European 
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Union). This network includes several EU medium-size cities (20 000 ≤ inhabitants ≤ 150 000) and aims to 
promote the exchange of information and good practices on mobility, environment, tourism, etc. The website 
of the network provides a database with examples of good practices implemented at the different cities. 
A brief overview of the Portuguese medium-size municipalities’ websites reveals that only some of them 
display a section dedicated to Mobility describing the different sustainable mobility projects that the 
municipality is promoting (e.g., the LifeCycle project in Aveiro, the Bus Blue Line in Bragança and Viseu, 
the BicLis project in Leiria). They also display insipient Geographical Information Systems (GIS) services 
that enable the interactive search of geo-referenced information mostly related with road infrastructures and 
parking areas. These websites are considerably different and puzzled with a lack of clear and relevant 
information concerning the mobility issues. The ITS aspect is not mentioned. 
This fragmented pattern reflects, at some degree, the multifaceted problem of the Portuguese 
jurisdiction/organization associated to a lack of guidance strategies and coordinated policies. The 
municipalities are under the jurisdiction of Metropolitan Areas (AMTL and AMTP, for Lisboa and Porto, 
respectively) and/or Regional Authorities (CCDRs, Comissões de Coordenação e Desenvolvimento Regional, 
based on the statistical territorial units NUTS II) that are under the jurisdiction of the Central Government 
(MOPTC, MAOTDR, IMTT and INIR (Instituto de Infra-Estruturas Rodoviárias)) that manages the EU 
structural funds and must follow the EU directives. 
According to Viegas (2009), the European and national integrative guidance, strategic framework, and 
support are vital to the development of sustainable urban mobility solutions but, it is the municipality that has 
to develop its own mobility strategies and plans and then engage the regional and national authorities in that 
tailored plans. 
In terms of R&D and education, the country has been significantly active with several research projects 
approved by the Foundation for Science and Technology (FCT) in the “Engineering Systems – Transport” 
track, with the post-graduate courses in ITS offered by the MIT Portugal Program, and with the research 
projects being developed under this conjoint Program. The ongoing projects SCUSSE and CityMotion are 
emblematic examples of these intense cooperative research activities. The SCUSSE Project (Smart 
Combination of passenger transport modes and services in Urban areas for maximum System Sustainability 
and Efficiency) is devoted to the development, organization and simulation of new smart transport modes and 
services such as congestion pricing, incident detection systems, and car-sharing, and the CityMotion Project 
(Data Fusion for Mobility Consumers, Providers, and Planners) aims to develop a knowledge infrastructure, 
computational models, and user applications that allow access to real-time transport information and 
predictions (MIT Portugal, 2010). 
The ITS deployments like advanced traffic monitoring systems, highway management systems, electronic 
toll collection systems, and intermodal traveller information systems are, for the Portuguese case, relatively 
scarce and, usually, limited to major urban centres. The medium-size municipalities, which are spread over a 
considerable part of the territory (in Portugal, there are 308 municipalities that, in 2009, presented the 
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following distribution: 181 with less than 20 000 inhabitants, 112 with 20 000 ≤ inhabitants ≤ 150 000, and 
15 with more than 150 000 inhabitants; the highest number of inhabitants is observed for Lisboa and Porto, 
and for a set of municipalities that surround these major cities such as Amadora, Cascais, Loures, Oeiras, 
Sintra, Braga, Gondomar, Matosinhos, and Vila Nova de Gaia) are implementing some piecewise intelligent 
solutions, yet with a clear lack of integrated guidance and support. 
Probably, the most famous ITS in Portugal is the system Via Verde (under the responsibility of Brisa 
Company) that is a national system for electronic toll collection, using the RFID technology (Figure 4.20). 
Since 2002, the system has been enlarged to allow the electronic payment at fuelling stations and parking 
areas, and the access to restricted historic zones in Lisbon. 
 
Figure 4.20 – Portuguese Via Verde System 
The website from Estradas de Portugal displays, to the public, a traffic monitoring system supported by 
cameras and sensors installed along the major arterials (at Lisboa and Porto metropolitan areas), and along 
the national highways (Figure 4.21), a system of road incidents’ alert, and a route planner tool. The 
Advanced Traffic Management Centre at Vasco da Gama bridge is another example of ITS. The traffic 
centre controls the traffic at the bridge and manages the VMS along it (Figure 4.20). 
 
 
Figure 4.21 – Estradas de Portugal traffic monitoring system and Vasco da Gama Bridge 
Traffic Control Centre 
The national mass transit companies like Carris and STCP provide the general public with several Intelligent 
Advanced Public Transportation Systems that are strongly supported by Automatic Vehicle Location systems 
that enable GPS-based fleet location. The electronic panels at bus stops that display the “next bus” arrival 
time, the sms (or e-mail) services to inform the public about the waiting times at given bus stops, the contact 
and contactless Smart Cards for “virtual” payment and multimodal travel, the Bike Bus service to carry 
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bicycles on buses, and the route planning services with public transportation at Google Transit, are 
well-known examples of these intelligent services (Figure 4.22). 
 
Figure 4.22 – Some Advanced Public Transport services provided by the major Portuguese 
mass transit companies 
The ITS car-sharing initiatives are also intelligent solutions supported by national public transportation 
companies and private business companies. The Mob Carsharing (from Carris), the Citizenn.com (from 
Transdev, with a fleet of Smart electric vehicles), and the Galpshare (from Galp Energy) are emergent 
car-sharing projects. The private companies Advantis, Armis, Critical, Dynasys, Efacec, Link, Makewise, 
NEC, OPT, Skysoft, SolTráfego, TIS, and Tracevia are examples of ITS stakeholders that contribute with 
their technical products and consulting services for Portuguese intelligent urban road solutions. 
The cooperation between all the stakeholders of the urban transportation system like national, regional and 
local authorities, citizens and users, public transportation organizations, employers and employees 
associations, urban transportation and car industries, universities, and research agencies is decisive to achieve 
the goals of sustainability. Furthermore, the public involvement and participation in the decision processes 
is critical to guarantee their commitment with the mobility system and to encourage effective change in their 
behaviours. It is probably the best option to attain well succeed plans of action. The public participation is 
becoming a more relevant issue in modern societies (Taylor and Tight, 1997; Hansen and Reinau, 2006; 
Banister, 2008), being one of the directives of the national Mobility Package, from IMTT. This participation 
includes the dissemination of friendly, intelligible, accurate and realistic online information, the promotion of 
consultation processes, the endorsement of collaborative decision-making processes, and the realization of 
conjoint actions. It is expected that these aspects increase transparency and public trust. The information and 
communication technologies can play an important role in e-participation. 
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4.5 Urban Traffic Modelling 
As mentioned before, modelling is a fundamental activity of modern science that enables the comprehension 
of reality through some kind of simplification. In the case of the urban traffic system, the major modelling 
aspect results from the complex dynamic confrontation of demand and supply that is reflected in the daily 
traffic conditions. The demand side is characterized by the individual driver/traveller decisions regarding the 
elected trips, the chosen transportation mode, the hour of departure, the route followed, etc., and the supply 
side is mainly determined by the available road infrastructure and services, and corresponding capacity 
(Papageorgiou et al., 2007). 
Typically, as in other systems, it is not possible to experiment on the real urban traffic system and there is a 
need to develop models to gain a better understanding of system’s behaviour (the actual process of building 
the models provides awareness of the real systems). These models enable the estimation of measures of 
performance, the evaluation of alternatives, the selection of the “best alternative” (according to given 
criteria), the evaluation of the impact of measures, and the communication/negotiation with the different 
stakeholders. 
In terms of modelling, the urban transportation system is typically analyzed at three levels: the urban 
planning, the transportation planning, and the operational planning (or traffic management and control). 
The first level was shortly described in section 4.3, the second level is explained in Appendix C, and the third 
level, the focus of the work, will be explored in the next paragraphs. Traditionally, the three levels have 
evolved almost independently with little interaction and exchange of information but, the new tendencies 
emphasize the need of an integrated approach (Barceló, 2007). 
The supply side modelling, more related with the operational perspective, the short-horizon management and 
control of the urban traffic, and the real-time traffic operations (emphasized by the ITS) is undertaken by 
traffic engineers or systems engineers that aim to manage efficiently the existing road network with 
appropriate instruments for monitoring, intervention, and control. The key issue relies on the adequate 
understanding of the traffic flow characteristics and dynamics (through proper modelling) in order to evaluate 
and predict the traffic performance under given conditions, and in order to support decision-making. 
The category of models typically used to describe these structural and dynamical aspects is the quantitative 
one. The quantitative or mathematical models provide numerical answers and can be of type analytic, 
simulation and judgemental. These subcategories can be further divided into deterministic/stochastic, 
discrete/continuous, and static/dynamic models. The underlying mathematical abstraction most commonly 
used in the area is probably the network approach. It has already been used along the text and it is easily 
understood as a natural representation of the urban transport ways. The modern complex intermodal 
transportation systems can be represented as networks. 
The network representation is “a very convenient way of thinking about, characterizing and modelling 
transportation systems” (Sussman, 2000). The network can be modelled at different levels of aggregation. 
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The typical description of the network is based on a system of nodes and links joining them. The nodes often 
represent road junctions or terminals/stations like parking lots or bus stations, and the links represent 
homogeneous stretches of road between junctions (Ortúzar and Willumsen, 2004). To build the network there 
is usually an aggregation process that aggregates a set of geographical areas into traffic analysis zones 
(TAZs) which represent the geographic locations of trip origins and destinations. Each TAZ contains a single 
point, called centroid, which concentrates all the attributes of that zone. The centroid is connected to the 
internal nodes by connectors. 
The links can take flows (vehicles per hour, passengers per minute, etc.), in one or both directions, and are 
characterized by several attributes like road type, road width, length, capacity, number of lanes, presence of 
bus lanes, travel speed, and so on. The urban road network is redundant (there are multiple ways to travel 
between nodes) and depicts a hierarchical organization (e.g., freeways, arterials, collectors, local streets). 
There is a cost from traversing a link that is defined, usually, in terms of travel time or other explicit aspect 
such as a road toll. As obvious, the Level of Service (defined by the travel time) provided by a link is not 
constant and, as the number of vehicles using the link increases, the LoS perceived by users decreases. If 
traffic tries to flow through a link at a rate greater than capacity occurs queuing and congestion starts 
developing (Willumsen, 2000). 
The interface between the demand side (typically analyzed by transportation planners) and the supply side 
(typically analyzed by traffic engineers) is accomplished through a traffic assignment activity (or network 
assignment, or network loading, or trip assignment) that loads the trips from OD modal matrices (the 
demand) onto the routes of multimodal transportation networks, resulting in flows on its links. The traffic 
assignment aims to: i) estimate the volume of traffic on the links of the network and obtain aggregated 
network measures, ii) estimate inter-zonal travel cost, iii) analyze the travel pattern of each OD pair, and 
iv) identify congested links (Mathew and Rao, 2007). The basic inputs for the assignment models include the 
network in analysis (nodes, links and their properties), trip matrices expressing estimated demand (peak-hour 
matrix in urban congested hours, off-peak periods matrices, etc.), and route selection rules. 
The Figure 4.23 depicts the traffic assignment activity in the context of the classical Four-Step planning 
model. This model, probably the most widely known approach to model transport demand, constitutes the 
basic framework for travel forecasting and long-range transport planning and remains, since the 1950s, the 
touchstone modelling tool for a considerable number of large urban areas. Based on a zoning/network 
system, on land-use activity system analysis and on socio-demographic traveller characteristics, the four 
stages of the model include trip generation (how many trips will be made from and to individual analysis 
zones which are, respectively, the productions and the attractions), trip distribution (where trips will be 
destined, linking origins and destinations from the generation model), modal split (by what mode will the 
travel be carried out; usually includes motor vehicles and mass transit), and trip assignment (what route will 
be taken for each mode). The time-of-day models, which incorporate a percentage (time-of-day factor) to a 
24-hour trip table to produce trip tables for different daytime periods, can be applied after trip distribution, 
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modal split or traffic assignment. Manheim (1979), McNally (2000b), Ortúzar and Willumsen (2004), and 
Boyce (2007) are excellent references on the theme (additional information can be found at Appendix C). 
 
Figure 4.23 – Basic structure and components of the Four-Step Model (4-stage graphs from 
Meyer and Miller, 2001) 
It is normally assumed that, for the rational traveller, the route choice is a function of travel time and 
monetary costs which are deemed proportional to travel distance. The main reasons for different drivers (and 
even the same driver) often choose different routes between the same two points are the differences in 
individual perceptions of what constitutes the “best route” (these perceptions are usually referred as 
stochastic effects), and the congestion effects on shorter routes making them comparable to initially less 
attractive routes (congestion effects) (Ortúzar and Willumsen, 2004). According to this explanation, the 
traffic assignment methods are typically classified as depicted in Figure 4.24. 
 
Figure 4.24 – Classification of traffic assignment methods (adapted from Ortúzar and 
Willumsen, 2004) 
The all-or-nothing assignment is the simplest method and considers that all drivers perceive route choice in 
the same way (the link costs are fixed and they all choose the same route). The Stochastic assignment 
emphasizes the variability in drivers’ perceptions of costs and is based on a choice probability for each route 
(the Monte Carlo simulation-based method of Burrell and the proportional method of Dial are amongst the 
most used techniques). The User Equilibrium (UE) is based on Wardrop’s first principle “Under equilibrium 
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conditions traffic arranges itself in congested networks such that all used routes between any 
origin-destination pair have equal and minimum costs while all unused routes have greater or equal costs” 
(the Frank-Wolfe algorithm is the most used solution method for the equilibrium problem). In the UE 
assignment the travel time on a given link is a function of the flow on that link only. The second principle of 
Wardrop (also known as System Optimum Assignment) aims to guarantee a social equilibrium (organization 
of traffic to minimize total travel cost) and can be solved with an adaptation of the referred algorithm. The 
stochastic user equilibrium (SUE) emphasizes the variability in drivers’ perceptions of costs and considers 
the congestion effects. In SUE each driver defines the travel costs instead of using a single cost applicable to 
all drivers (as occurs in UE). 
The modern context of ITS, claiming for offline short-term operational management schemes evaluation and 
online traffic management & control, has been driving the development of dynamic traffic 
assignment (DTA) techniques. The DTA takes into account the dynamic and stochastic interactions between 
demand and supply considering the day-to-day (e.g., mode choice, route choice) and within-day 
(e.g., incidents, lane closures) evolution of traffic, the traveller behaviour, and the network performance in 
response to special events like incidents, bad weather conditions, lane closures, road works, sport events, etc. 
(Sundaram, 2002; Juran et al., 2009). 
The long-term factors such as demographics, land-use, and residential locations are considered to be fixed. 
The short-term/real-time behaviour modelling requires a realistic disaggregated representation of travel 
demand, reflecting the heterogeneity among travellers, a detailed representation of the performance of the 
network (e.g., formation of queues, spill-backs), a estimation of time-dependent OD matrices (e.g., an OD 
matrix for every 15 min) capturing the dynamics of the system, and an adequate representation of 
stochasticity (e.g., unplanned events such as incidents). The DTA models include two main components: the 
route choice mechanisms (e.g.,  random choice utility theory, splitting proportions) and the network-loading 
mechanism i.e., the method used to represent the evolution of the traffic flow over the network’s links once 
the route choice has been determined (e.g., cellular automata theory, discrete-time procedure). 
The analytical DTA models (e.g., based on mathematical programming or optimal control) are 
mathematically rigorous but are not able to capture all the variability of the systems and, for large real-world 
problems, the computation is impractical (Wei, 2010). The advent of powerful computers had prompted the 
development of simulation-based DTA approaches that are able to cope with the requirements above 
mentioned. According to Florian and colleagues (2008), the contemporary most popular dynamic traffic 
models are perhaps microsimulation models that are based on the representation of the behaviour of each 
driver regarding car following, lane changing, and gap acceptance rules. This issue will be discussed in the 
following section. 
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4.5.1 Traffic Microsimulation 
As widely accepted, the analytical models cannot describe adequately the behaviour of large complex 
systems where the interactions among a considerable number of entities are significant and where the 
stochastic behaviour is a major issue. The urban traffic system is one of those complex systems and has been 
studied, since the 1950s, by means of simulation models. A simulation model is (a computational) 
mathematical/logical representation of a real-world system (with physical existence or not) or, according to 
Shannon (1998), simulation “is the process of designing a model of a real system and conducting 
experiments with this model for the purpose either of understanding the behaviour of the system or of 
evaluating various strategies for the operation of the system”. Computer simulation has been one of the most 
successful techniques for designing and analyzing complex transportation systems, representing 
appropriately the spatial and temporal dynamics and their stochastic behaviour (Abdulhai and Kattan, 2004). 
The development of a traffic simulation model usually entails the following steps: i) the identification of the 
objectives of the study, the scope, and the selection of the adequate approach, ii) the development of the 
conceptual model including the data collection and preparation, iii) the development of the base (computer) 
model, iv) the verification (error checking), v) the calibration and validation, vi) the execution and alternative 
analysis, and vii) the output analysis and technical documentation (U.S.DOT, 2004). 
The traffic simulation models are usually classified according to the level of detail with which they represent 
the traffic performance namely, the macroscopic, the mesoscopic, and the microscopic levels. 
The macroscopic level considers traffic as a continuous process and the traffic flow as a whole, describing it 
in terms of macroscopic characteristic such as volume or flow, density, and mean speed. The traffic is 
represented continuously following the general fluid dynamic approach and the simulation takes place on a 
section-by-section basis. The macroscopic simulation models are suited for planning applications of 
large-scale networks where macroscopic characteristics of the flow are of primary interest. The calibration of 
these models is relatively simple but, they cannot adequately represent a low level detail on the road 
strategies, movements and impacts as required by urban Intelligent Transportation Systems. The AIMSUN 
Planner, the FREFLO, the METANET, the TRANSYT, and the VISUM are well-known examples of 
macroscopic simulators (Jayakrishnan et al., 2002). The main outputs from a macroscopic model include the 
estimated number of vehicles using the roadway, the mean travel speed, and the level of congestion 
represented by a ratio of traffic volume to traffic capacity. 
The mesoscopic level is the intermediate one and describes the behaviour of groups of drivers (platoons) 
modelled according to macroscopic rules such as, the average speed on the travel link. These models assume 
that the platoons of vehicles follow some patterns of decision instead of individual ones. The traffic is 
represented discretely (groups of vehicles) but are calculated aggregated performance measures. The analysis 
will be more realistic as smaller the size of the platoon. They are especially useful to describe medium-size 
transportation networks. The CONTRAM, the DYNASMART, and the DYNAMIT are examples of 
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mesoscopic simulators (Abdulhai and Kattan, 2004; Florian et al., 2008). The output from a mesoscopic 
model can include, for example, estimates of turning movements, speeds and delays at intersections. 
The microscopic (or entity-based) level describes the behaviour of individual vehicles in relation to the 
infrastructure and other vehicles in the traffic stream, simulating their individual time-space trajectory. The 
microscopic parameters include the headway, the gap and the occupancy (described in Appendix C). The 
explicit modelling of the individual driver behaviour allows the calculation of disaggregated performance 
measures. As expected, the input data requirements and the calibration procedure are much more 
time-consuming and resource-intensive. The AIMSUN, the CORSIM, the DRACULA, the HUTSIM, the 
MITSIM, the PARAMICS, the TRANSIMS, and the VISSIM are famous traffic microsimulators. The 
SMARTEST (Simulation Modelling Applied to Road Transport European Scheme Tests) project was an 
emblematic work, carried out during 1997/1999, that had studied several existing microsimulators. 
According to the U.S.DOT (2004), traffic microsimulation is the “modelling of individual vehicle 
movements on a second or subsecond basis for the purpose of assessing the traffic performance of highway 
and street systems, transit, and pedestrians (…) the processing logic includes algorithms and rules describing 
how vehicles move and interact, including acceleration, deceleration, lane changing, and passing 
manoeuvres”. The disaggregated nature inherent to traffic microsimulation matches the individual-level 
operations that characterize the ITS. Intelligent systems such as responsive signal control, VMS, ramp 
metering, and dynamic route guidance provide information to the individual driver. It seems pertinent to 
evaluate the impacts of these systems using a tool that is capable to model the interactions at the individual 
level accounting for drivers’ reactions when exposed to ITS. Furthermore, the noticeable improvements in 
computer performance enable traffic microsimulators to simulate quite large networks (e.g., entire cities like 
Singapore and Barcelona) and to run faster than real-time which allows the future state of the network to be 
predicted for ITS real-time applications. They also provide performance measures that cannot be measured or 
may be measured inadequately in the real network such as noise and pollutant emissions (Barceló and 
Casas, 2005; Gerodimos and Torday, 2010).  
In addition to these detailed modelling capabilities, the microsimulation tools provide realistic graphical 
animated displays (Figure 4.25) that are a unique and powerful way to gain the acceptance of the different 
stakeholders involved in ITS strategies. The 3D visualization offers an appealing way to capture the attention 
of non-technical staff (Florian et al., 2008). The current commercial traffic microsimulators have the capacity 
to represent different types of vehicles (cars, buses, motorcycles, and bicycles) and the interaction with 
pedestrians. 
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Figure 4.25 – Traffic microsimulation 3D animated graphics (sources: www.aimsun.com and 
www.paramics-online.com) 
Typically, a traffic microsimulation model is a discrete-time (the system is updated at fixed time intervals) 
and a stochastic model (the driver and vehicle characteristics are drawn from statistical distributions; this 
randomness implies the execution of several runs in order to obtain representative estimates of real traffic 
behaviour). The core algorithms and logic describe i) how to generate vehicles into the system, ii) how to 
move vehicles around the network, and iii) how to model vehicle interactions. 
Main Logic 
The i) vehicles are generated at the entry nodes of the network based on entry volumes and an headway 
distribution; when a vehicle enters the network the model assigns several attributes (typically represented by 
statistical distributions which parameters must be calibrated to reflect local conditions) for each 
driver-vehicle unit such as vehicle type, maximum speed, acceleration and deceleration, driver destination, 
aggressiveness, and reaction time. The ii) movement of an individual vehicle travelling through the network, 
in the absence of other vehicles, is accomplished through the reaching of a desired speed (free-flow speed) 
that can be sensitive to network specific conditions like vertical alignment or pavement conditions. The 
network is made up by links (with one or more lanes operating in one or both directions), nodes (junctions 
and intersections) and control features (e.g., priority at intersections, traffic calming schemes, pedestrian 
crossings). The vehicle journey can be based on the OD matrix (the destination is assigned at the origin given 
the input OD matrix) or on turning-fractions (the destination is randomly assigned at the entry of the link 
based on turning proportions at the end of the link). 
When (time-dependent) OD matrices are used as input, a path will be computed and it can be dynamically 
updated during the simulation as the conditions on the network change. This is accomplished through DTA 
algorithms that involve two main components namely, a method to determine the time-dependent path flow 
rates (path selection) and a method to load those time-varying flows into the network (dynamic network 
loading) originating time-dependent arc volumes, arc travel times and path travel times. To select the path 
(route choice) two alternative approaches can be considered: dynamic assignment en route (based on route 
choice models that reflect how drivers react to information received on route such as VMS, radio broadcasts) 
or dynamic equilibrium assignment (based on dynamic equilibrium conditions with all drivers attempting to 
minimize their travel times) (Barceló and Casas, 2005; Florian et al., 2008). 
The iii) vehicle interactions between following units in the traffic stream are usually determined by 
car-following and lane changing models. The car-following models, studied since the 1950s with significant 
research performed at the General Motors laboratories, describe the behaviour of the current vehicle when it 
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follows a leader vehicle. Emblematic research in this area includes the works of Pipes, in 1953, of Chandler, 
in 1958, of Helly, in 1961, of Wiedemann, in 1974, of Gipps, in 1981, and of Lenz, in 1999 
(Tordeux et al., 2010). The GHR (Gazis-Herman-Rothery) model assumes a stimulus-response function 
where the driver’s acceleration is related to the speed of the leader, the relative speed and distance between 
the follower and the leader, and driver reaction time (Brackstone and MacDonald, 1999). The modern traffic 
microsimulators use safe following distance or collision avoidance models being the Gipps Model one of the 
most famous in this group. This model assumes that a vehicle always avoid a collision if the leader vehicle 
stops unpredictably. The algorithm involves an equation that calculates the acceleration (deceleration) of the 
following vehicle in response to the motion of the leader in order to maintain a minimum safety spacing 
(U.S.DOT, 2004). More recent works on the field are devoted to fuzzy logic based models that represent the 
vehicle behaviour as also the driver behaviour using fuzzy sets and logic operators (e.g., If Distance 
Divergence is “To Far” and relative speed is “Closing”, then the driver’s response is “No Action”) (Panwai 
and Dia, 2005). 
The lane changing models describe the moving from one lane to another (due to overtaking a slower car, 
avoiding an obstacle, etc.) in few seconds, constrained by the existing vehicles in the source and target lanes. 
Normally, are considered three types of lane changing: mandatory (when the vehicle is required to exit the 
current lane due, for example, to an incident), discretionary (when the vehicle wants to improve its position, 
i.e., reaching the desired speed), and anticipatory (when the vehicle may change the lane in anticipation of 
downstream slowdowns in the lane). These models have inherent gap acceptance models that verify if it is 
possible to execute the lane-change by observing the positioning and velocity of the closed vehicles. 
Input Data 
The vast majority of traffic microsimulation models require the following types of input data in order to 
describe, in detail, the road network geometry, the behaviour of individual vehicles, and the rules of traffic 
management and control (Pursula, 1999; U.S.DOT, 2004): 
 Geometry of the network: layout of the network (e.g., number of lanes, link lengths and widths, free-flow 
speeds, grades, horizontal curvature, height limits, load limits, shoulders, street parking, and pavement 
conditions), intersections (e.g., junction layouts, vehicle storage lengths), transit network (e.g., public 
transport stops, priority lanes), and bicycle and pedestrian facilities (e.g., bicycle lanes, crosswalks). This 
type of data can be obtained from construction drawings, GIS files, aerial photography, and field 
surveys. 
 Demand data: entry volumes, OD matrices for short time periods providing a better approximation of 
time varying traffic demand, traffic mix (typically defined in terms of the percentage of total vehicles 
generated in the OD process), vehicle dimensions, vehicle performance characteristics (e.g., maximum 
acceleration rate, emissions), turning volumes at intersections, driver characteristics 
(e.g., aggressiveness, response to information), bus operation (e.g., routes and schedules), and bicycle 
and pedestrian demand data. These data can be obtained from field surveys (e.g., manual or automatic 
traffic counts, license plate matching survey, and GPS data), vehicle classification studies, and transit 
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companies. Some data are difficult to measure and are often supplied with the software with various 
default values. 
 Traffic control data: location of traffic control devices (signs, signals), signal-timing settings (pre-timed, 
actuated, adaptive), and ramp metering. These data can be obtained from agencies operating the traffic 
controls or from field inspections. 
 Traffic operations and management data: the regulatory data (e.g., speed limits, HOVs, HOTs, lane 
channelization), information data (e.g., roadside beacons, VMS), warning data (e.g., incidents, lane 
drops, exits), surveillance detectors (type, location). These data can be obtained from agencies operating 
the traffic or from field inspections. 
 Events data: blockages and incidents, work zones, social events, etc. 
This input data is critical for the accurate estimation of performance measures. As for any other (simulation) 
model, the GIGO (Garbage In, Garbage Out) rule is always applicable. 
Calibration and Output Data 
The calibration procedure is the “process where the analyst selects the model parameters that cause the model 
to best reproduce field-measurement local traffic operations condition” (U.S.DOT, 2004) and is a critical step 
in the development of a traffic microsimulation model. It is normally a very time-consuming phase that 
requires carefully planning, adequate resources, and a mandatory field inspection. The parameters to calibrate 
represent a set of characteristics of the drivers (e.g., driver aggressiveness, route choice), of the vehicles 
(e.g., car-following sensitivity) and of the network system (e.g., physical extent of give-way zones). 
Hollander and Liu (2008) provide a good review on the calibration process. The calibration data include 
measures of capacity (link capacity and saturation flow rate), traffic counts, and measures of performance 
like, for example, flows and velocities, travel times, delays, and queues. These data can be measured by 
direct observation of the network (e.g., with probe vehicles) or can be collected by automatic devices such as 
loop detectors. With the considerable advances in automatic data collection, it is expected that the calibration 
and validation of traffic microsimulation models will become facilitated. The validation procedure checks the 
predicted traffic performance measures against field measurements not used in the calibration process. 
The performance measures for the simulated system are driven by the objectives of the project. They can 
provide the individual real-time driving conditions (vehicle class, position, instantaneous speed and 
acceleration in each time step) and space-time trajectories. By aggregation, they can estimate, for a link or 
route, and for the desired time period, key performance indicators such as traffic volumes, travel times, 
localized system breakdowns/persistent queues (“hot spots”), average speeds, number of stops per 
vehicle/kilometre, and average delays. They may also estimate performance measures for transit 
(e.g., journey times, dwell times, and service delays). The most advanced simulation tools include plug-ins 
that enable the simulation of pedestrians interacting with traffic/transit and the estimation of individual 
vehicle-based pollutant emissions, noise levels and energy consumption (taking into account the acceleration 
and deceleration profile) (Figure 4.26). 
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Figure 4.26 – 3D animations of pedestrian & traffic simulation and vehicle emissions modelling 
(sources: www.ptvag.com, www.people.cs.uu.nl and www.sias.com) 
By the above description it seems evident that a traffic microsimulation tool able to represent the dynamic 
interactions of the transport system, taking proper account of time-varying demand patterns, time-dependent 
queuing, and drivers’ behaviour, is of critical importance to address the challenges of ITS 
(Barceló et al., 2004). These models have proven their usefulness in the analysis of complex traffic systems 
and, although their intensive data requirements, they have seen, in the last few years, a rapid evolution in 
their sophistication and a major expansion of their use in transportation operations, particularly to evaluate 
technological advanced strategies and to support real-time decisions (e.g., responsive traffic signal control, 
dynamic route guidance, incident detection, public transport priority schemes, and congestion-based road 
pricing). The current computer capabilities enable the microsimulation to run “a model of Singapore with 
10 580 intersections and 4 483 km of lanes at 2 to 3 times faster than real-time. A model of Barcelona city 
centre with a typical 1-hour demand micro-simulates in 1 minute (60 times faster than real-time)” 
(TSS, 2010). 
The most well-known commercial traffic microsimulators, such as AIMSUN, PARAMICS or VISSIM, offer 
a variety of interfaces that make possible the exchange of information between the most used transportation 
modelling/analysis tools. These include, for example, Computer Aided Design (CAD) and GIS files (for 
example, the microsimulator AIMSUN is able to automatically create network geometry from GIS files), 
transportation planning tools like Emme/2, signal-timing optimization software like TRANSYT, and adaptive 
control tools such as SCATS and UTOPIA. As mandatory by ITS, they can also read real-time data from 
roadside and mobile detectors. 
The integrated approach, combining the macro, the meso and the micro analysis into one modelling 
environment is emerging as a promising research line to model the transportation system considering 
different levels of abstraction and different perspectives on the system-of-interest (Lee et al., 2004; Siegel 
and Coeymans, 2005; Chabrol et al., 2006; Barceló, 2009) (Figure 4.27). 
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Figure 4.27 – Macro, meso and micro modelling levels combined into an integrated platform 
(sources: Barceló, 2009 and Barceló et al., 2006) 
This hybrid approach allows an aggregated or disaggregated view of the urban traffic system maintaining the 
consistency of the network representation and the synchronization of the information. The automatically 
translation from one modelling approach to another in the same integrated platform is an existing challenge 
that must take into account the different representations of demand (e.g., one OD matrix for all the time 
horizon considered in the macro approach versus a set of OD matrices for smaller time periods spanning the 
whole temporal horizon, in the micro approach) and the different representations of the network (e.g., in the 
macro and meso approaches the links represent the infrastructure and the nodes represent the intersections 
while in the micro approach the network is modelled in detail considering signalized intersections, 
roundabouts, etc.). This new methodological paradigm, combining consistently the macro, meso and micro 
levels is expected to become the modelling approach of the future traffic (systems) engineers. 
4.5.2 Geographical Information Systems for Transportation 
As described above, traffic microsimulation is a valuable modelling tool to describe the traffic dynamics and 
the real-time temporal dimension related with intelligent urban traffic systems. The detailed network 
representation is vital to the development of traffic microsimulations (as well as to the development of the 
majority of transportation models). This representation, which can be considered as a model of spatial data, 
can be properly accomplished through the utilization of Geographical Information Systems (GIS). 
The urban transportation system is mainly characterized by static and dynamic spatial attributes like, for 
example, traffic signals for a given intersection, type of pavement for a given road section, traffic counts 
from a specific road segment or travel delays from a particular route, which cannot be adequately explored by 
conventional databases (Taylor et al., 2000). In a GIS environment, the geographic data can be properly 
stored, managed, analyzed, and displayed. The GIS adds to the traditional Database Management Systems 
(DBMS) a spatial referencing mechanism (georeferencing) which enables powerful analytical and 
geovisualization capabilities (Thill, 2000). Furthermore, its integrative capabilities are notable combining 
information from different systems (e.g., land-use system, transportation system, and environmental system), 
different themes from the same subject (e.g., road base network, road inventory, and traffic operations for the 
transportation subject), and data from different sources and styles (e.g., databases, census files, picture files, 
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and GPS data points) at different resolutions (e.g., intersection, segment, and traffic analysis zones). The 
Figure 4.28 illustrates these integrative capabilities accomplished through different GIS layers referenced to 
the same locational framework. 
 
Figure 4.28 – Integrative capabilities of GIS (sources: www.ncddc.noaa.gov, 
www.divisiontech.com, Curtin et al., 2003) 
A GIS is a computer-based system, interconnecting software, hardware, data, people, organizations, and 
procedures, that can be used to collect, store, inquiry, analyze, modify, and display large amounts of 
geographical data. The underlying maps have been used in transportation for long time and they constitute a 
natural interface to use in modelling and simulation (Goulias, 2004). The application of GIS in transportation 
problems, typically referred by the acronym GIS-T (Geographical Information Systems for Transportation), 
dates from the 1960s (as well as the scientific interest in general GIS, with the first GIS, the Canadian 
Geographic Information System, dating from 1966) but this research area has come out with major advances 
and dedicated bibliography just in the last decade (Waters, 1999; Goodchild, 2000; Miller and Shaw, 2001). 
In fact, as stated in 2001 by Miller and Shaw, “transportation is one of the most important and growing 
applications of GIS”. The advantages of using GIS in transportation modelling have been identified by 
several authors and include, for example, analytical (e.g., shortest path algorithms) and spatial analysis 
(e.g., identify all accidents that occurred within 200 meters of any urban intersection) capabilities, visual 
power (geovisualization), efficiency of data storage, and integration of spatial and non-spatial data 
(Bielli et al., 2006; Rodrigue et al., 2009). 
The network data model underlying GIS-T is the main support of most transportation analysis and describes a 
set of locations and a set of links representing connections between those locations. The arrangement and 
connectivity of a network is known as its topology. The digital representation of the transport network is a 
complex task since the data is multifaceted involving multi-modal information, different scales of interest 
(e.g., the scale 1:100 000 is adequate for urban planning problems while road engineering design and ITS 
strategies require scales of 1:1 000), a need to reference events such as accidents, and an ability to track 
objects and conditions over time. 
As illustrated in Figure 4.28, the GIS data is usually accommodated in layers each representing an 
homogeneous collection of geographic elements such as points, lines, polygons or cells. The points, lines and 
polygons are known as vector data and are stored as coordinate pairs (defined in a geographic coordinate 
system) that reference locations on the surface of the earth (georeferencing). This kind of discrete 
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representation is used to symbolize vehicles, traffic signs, bus stops, roads, buildings, TAZs, etc. The cells, or 
raster data, divide the world into squares/rectangles of equal area laid out on a grid and are commonly used 
to describe continuous data such as temperature, rainfall values, air quality levels, etc. The cell values 
characterize all the units inside it. Both data representations can be used in transportation applications but 
vector-based data is by far the most used data structure (Spring, 2004). 
Linear Referencing Systems 
In transportation there is a clear need to attributing the components of the urban road. The segment width, the 
number of lanes, the pavement condition, the speed limits, the traffic volumes, the travel costs, and the 
restrictions at nodes are examples of well-known attributes of transportation spatial data. The attributes are 
linked to spatial data through geocoding processes like the address ranges or the linear referencing systems 
where an attribute is seen as a spatial event occurring on the network and its variation is referenced to 
discrete locations measured by relative positions on a linear feature (the routes). The accidents, the pavement 
conditions, and the traffic flows are examples of these dynamic attributes. The route-milepost system is one 
of the most familiar linear referencing systems in Europe (this system consists of a road naming convention 
and a series of milepoint references which are distances, typically measured in kilometres, calculated from a 
given point-of-origin). 
The management of the linearly referenced events is typically based on a fixed segmentation or on a 
dynamic segmentation (the more common approach). The fixed-length segmentation divides each network 
arc into segments of uniform length and records attribute value for each segment. The variable-length or 
dynamic segmentation allows representation of non-uniform attributes without requiring the modification of 
the link geometry. This method holds the attribute value constant and measures the locations where this 
attribute exhibits the specified value (each segment may vary in length to encompass all the contiguous 
locations that exhibit that value) (Miller and Shaw, 2001). The route events (point events such as an accident 
location or a bus stop or linear events such as the pavement condition or the traffic volume) are located along 
a route feature through straight-line interpolation. The Figure 4.29 shows some examples of dynamic 
segmentation. The use of coordinates as a reference system is becoming more popular with the great 
advances in GPS technologies (ESRI, 2009). 
 
Figure 4.29 – Examples of dynamic segmentation for representing point events and linear 
events 
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Database Management Paradigms 
The processing and management of data in a GIS-T follows one of the two most common database 
management paradigms namely, the relational model and the object-oriented model. The relational model, 
the most widely accepted model for managing the attributes of geographic data, uses tables of data arranged 
as columns (categories of data or fields) and rows (entries or records), and is particularly suited for ad hoc 
user queries, linking tables via a unique identifier (Spring, 2004). In a GIS, the spatial objects are linked with 
tables containing information (attributes) related to those objects through unique identification numbers. The 
language shared by the RDBMS is the Structured Query Language (SQL). 
The object-oriented (OO) model, a more modern approach in the field, manages the data as a set of objects 
with attached attributes and is based on fundamental concepts such as abstraction, encapsulation and 
inheritance (Butler, 2008). The transportation network can be seen as an object composed of other objects 
such as nodes and links. The objects are categorized in classes (e.g., road or intersection) which have 
properties (e.g., number of lanes, speed limit, and type of control), and have relationships with each other 
(e.g., a street is an instance of the road class which is an instance of the transport infrastructure, thus the street 
inherits the properties of the transport infrastructure). An OO database management system is characterised 
by having an object-oriented conceptual/logical data model and by using an object-oriented programming 
language as its principal interface. “The OO foundation of a geodatabase offers advantages, such as extra 
functionality, over a purely relational database” (Butler, 2008). The advantages include, for example, a more 
natural mapping between real-world concepts and their representation in the database, and a higher flexibility 
to manage versioning, concurrency control, and security issues. 
The current approach, adopted by the modern systems such as the well-known GIS commercial tool ArcGIS® 
from ESRI (Environmental Systems Research Institute), uses an object-relational model that extends the 
traditional relational model by adding OO concepts. This hybrid model uses an OO data model, known as 
geodatabase, and a relational implementation approach to store data. The geodatabase is conceptually 
designed using OO principles and consists of feature and object classes which are sets of spatial or attribute 
data that are related to each other pursuing the principles of abstraction, encapsulation and inheritance. The 
mentioned commercial tool provides mechanisms to translate the UML models that can be used to describe 
the geodatabase data model into a relational geodatabase. 
Transportation Data Model 
The UNETRANS (Unified Network-TRANSportation data model) is the most significant transportation GIS 
data model, under development by several researchers of the UCSB (University of California, Santa Barbara) 
like Curtin, Noronha and Goodchild, developers from ESRI, and a group of users, and corresponds to an OO 
geodatabase for transportation specified in UML and implemented in ArcGIS through a relational model 
(Rodrigue, 2009). The UNETRANS, also known as ArcGIS Transportation Data Model, aims to support the 
development of transportation applications providing a context to describe the transportation systems 
(Curtin et al., 2003). The object and feature classes are organized into six logical groupings or packages 
namely, the Reference Network, the Assets, the Mobile Objects, the Activities, the Incidents, and the Routes 
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and Location Referencing. The Figure 4.30 displays an example of this combined object-relational approach. 
The left side of the picture shows the OO data model for the TransportJunction element of the UNETRANS 
(developed in UML) and the right side of the picture shows a piece of the physical geodatabase relational 
implementation in ArcGIS. 
 
Figure 4.30 – Example of ArcGIS object-relational approach (adapted from Butler, 2008) 
The TransCAD® software, from the Caliper Corporation, is probably the best known specialized GIS-T 
package (ArcGIS is considered as a generic GIS package with a dedicated Transportation Model). Besides 
the core GIS product they commercialize a set of extensions to deal with specific modelling and visualization 
aspects. In their essence, they offer the same capabilities but ArcGIS is definitely a more world-used tool. 
The spatial modelling and analysis capabilities include, for example, thematic mapping, query analysis and 
display (e.g., “Show the sections of road that are in bad condition”), overlay analysis (superimposing 
different raster or vectorial information layers), buffering (creating buffer areas adjacent to points, lines or 
areas for examining, for example, immediacy relations, e.g., “The number of car crashes within 1 km from a 
given intersection”), surface modelling (modelling 3D surfaces, through TIN triangular irregular networks or 
raster grids, to depict information such as terrain morphology or pollution levels), address geocoding, linear 
referencing, matrices manipulation, urban transportation planning (the classical 4 Step Model), network 
analysis (e.g., shortest path routines, travelling salesman models, and optimal location), and vehicle routing 
and dispatching. The Figure 4.31 illustrates the visual power of 3D modelling capabilities of GIS. 
 
Figure 4.31 – GIS 3D displays (sources: cybergeo.revues.org, www.esri.com, www.chmi.cz) 
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Applications 
The applications of GIS-T have been implemented at various government institutions (national and municipal 
authorities), transport agencies, and private companies. They cover a considerable amount of diverse 
transportation-related topics such as infrastructure planning and management, road design, public 
transportation planning, transit operations, traffic analysis and control, transportation safety analysis, 
emergency response, fleet management, routing, vehicle tracking and dispatching, and environmental impact 
assessment. With the rapid growth of Internet and wireless communications, it is now common to find 
several web-based GIS services (e.g., Google Maps) that, coupled to GPS and wireless communication 
systems, can provide real-time traffic information and helpful location-based services for the general public. 
The ITS are an ambitious application area, challenging the current status of GIS-T and their integration with 
communication technologies and traffic dynamic models. In fact, the ITS intend to efficiently manage the 
transportation system by collecting and integrating detailed spatial and temporal data (e.g., infrastructure, 
assets location, census data, traffic volumes and speeds, travel diaries, signal data, incidents location, bus 
delays, toll tag readings, parking occupancy, planned events, and vehicle emissions) and using it to support 
real-time decisions. In this sense, the GIS-T must be able to receive significant amounts of real-time data, 
collected by sensors embedded in the transportation infrastructure and in the GPS-equipped vehicles, and 
must be able to integrate this information with other relevant historical information for accurate 
decision-support. It is important to note that these data is usually quite spread through different places and 
entities, like the National Statistics Institutes, the Police Departments, the Municipal Departments, the 
National Roads Institute, and the National Environment Institutes. 
The ITS bring new challenges to GIS-T regarding several dimensions (Goodchild, 2000; Thill, 2000; Miller 
and Shaw, 2001; Rodrigue et al., 2009): 
 Legacy systems: the modern GIS-T must be able to integrate disparate data from traditional 
transportation systems and applications in order to provide truly multi-thematic analysis. 
 Network representation: the modern GIS-T must be capable to represent the network with considerable 
level of detail (e.g., to incorporate the road limits) in order to build comprehensive ITS applications. 
 Data interoperability: the transportation data is usually maintained by several agencies and private 
services, within different platforms and accuracy levels; the modern GIS-T must be able to integrate 
independent and heterogeneous data by means of data quality and data exchange standards, and with the 
support of advanced algorithms for map matching that allow unambiguous communications. 
 Distributed database: the GIS-T data is usually shared by different users and ITS applications so, the 
database must be able to disseminate information among different nodes in a computer network. 
 Large data sets: the modern ITS involve large amounts of spatial data that must be collected, stored and 
analyzed; the GIS-T will require innovative geovisualization principles and computational methods for 
knowledge discovery and data mining. 
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 New technologies: like ITS, the GIS-T can be the beneficiary of a large number of technical 
developments such as wireless communications and GPS technologies, and must maintain the creativity 
and flexibility required to take advantage of these new technological advances. 
 Model integration: the modern GIS-T must ensure a holistic analysis of the transportation systems; in 
this sense, they need to provide integrative mechanisms to join transportation, economic, environment, 
and social models. 
 Temporal dimension: the most important transportation geographic object is perhaps the vehicle which is 
dynamic in nature, moving from one point to another point in the network; the modern GIS-T must 
incorporate this dynamic representation by means of more efficient representations of network 
movements, more efficient storage of temporal attributes, and more intelligible visualization of the 
temporal dimension (the 4D). 
Time Dimension 
The time dimension received relatively minor attention in transportation geography (Shaw, 2006) but it is 
critical to understand the urban traffic problem. By 2005, the GIS modelling functions were “far from 
providing adequate support to examine space-time dynamics” (STELLA, 2005). The issue is now under 
intense research within the community mainly regarding household travel diaries GIS modelling 
(Timmermans and Zhang, 2009; Neutens et al., 2010). The Figure 4.32 illustrates some results of this 
research area: the left side shows the 24h movements of four individuals being the time dimension displayed 
in the vertical axis (the GIS map layers can move up and down along the time axis), and the right side depicts 
the conceptual framework for intersecting the two space-time prisms. 
 
Figure 4.32 – Space-time in GIS (sources: Rodrigue et al., 2009 and Neutens et al., 2010) 
The need to couple GIS spatial models and traffic microsimulation dynamic models seems, by this time, 
fundamental to explore the space-time dynamics of urban traffic and the ITS applications and strategies. This 
coupling allows complementary linkages between the spatial dimension (GIS) and the temporal dimension 
(traffic microsimulation). The loose coupling approach is the most used since it is simpler to implement and 
only involves the import/export of files between independent products. However, this approach often 
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involves topology and objects identity loss, requiring additional data processing. The tight coupling is based 
on interoperable interface services that read data schemas in all software components. The fully integration 
requires a common data model and a single-user interface for GIS and other software (Miller and 
Shaw, 2001; Goodchild, 2003; Wang, 2005). 
Wang (2005), Huang and Pan (2007), Liang and Wu (2008), Zhou and colleagues (2009), and Feng and 
colleagues (2010) describe several conceptual and practical cases of GIS (ArcGIS and TransCAD tools) and 
traffic microsimulation tools (AIMSUN, Paramics, and MITSIM) integration. This combined approach is still 
in an initial stage. All the researchers share the idea that GIS-T are outstanding integrative tools that can act 
as foundational data platforms for transportation but the traffic simulation tools are essential to deal with the 
dynamic analysis and to capture the full dynamics of time-dependent urban traffic phenomena, in a realistic 
way. Furthermore, the simulation and 3D animation capabilities are critical to evaluate the ITS strategies and 
to disseminate the results to non-technical staff. The time-dependent traffic information supplied by the 
traffic microsimulation tools can then be integrated in a GIS environment. The GIS furnished with dynamic 
traffic information engines provide a powerful platform for ITS and is a promising research area requiring 
further exploration (Huang and Pan, 2007). 
Spatial Data Acquisition 
The spatial data acquisition and integration has been one of the topics of most intense research in the last few 
years. The major advances in GPS and wireless communication technologies and the growing need of 
real-time information for ITS have been driving the continuous developments in the area. The integration of 
GPS and GIS has been discussed and reported in several studies. The association of remote sensing, spatial 
databases (GIS), GPS and telecommunication systems, in order to support real-time decision making, is 
known as TeleGeoMonitoring (Laurini, 2000) or Telegeoprocessing (Xue et al., 2002; Ramos et al., 2009), a 
branch of GIS devoted to real-time spatial decision support systems. Its application in the ITS field is very 
promising and had already been demonstrated through several piecewise applications, mainly for location 
and routing, fleet management, assets management, incident detection, and for congestion, travel time and 
speed management studies (Quiroga, 2000; Taylor et al., 2000; ESRI, 2009; Uno et al., 2009). 
The use of GPS to collect traffic data is being typically used in vehicle techniques which are not 
infrastructure dependent, have higher levels of coverage, resolution and accuracy, and are less expensive to 
install and maintain, as opposed to roadside techniques, like loop detectors, infrared sensors or closed circuit 
television cameras. The GPS/GIS integrated procedure is generally the following: a GPS-equipped vehicle 
(probe vehicle) driven in a traffic stream “gets” data from road and traffic conditions, as well as vehicle 
performance parameters, and the data is telecommunicated (online or offline) to a Traffic Control Centre 
where is transformed with map-matching, data reduction and data processing procedures in order to be 
stored, analyzed and displayed by a GIS. 
The data that can be collected by a probe vehicle is broad and diverse. Besides time-tagged positioning data 
(latitude and longitude pairs), speed and direction of travel (provided by differential GPS), the vehicle can 
supply on-board engine data like, for example, fuel consumption, engine revolutions, and gear, and when 
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equipped with appropriate mobile devices the probe can be used to carry out road inventories and to transmit 
network occurrences. These data is the base to derive several traffic performance measures like travel time, 
delay, congestion index and traffic emissions. The main advantages of GPS/GIS integration include the 
capacity to collect, every second and from anywhere in the urban network, positional and other traffic data 
which can be automatically stored in a GIS and used in real-time operations. These data can also be easily 
integrated with other relevant data and displayed in a GIS environment. The main disadvantages, which tend 
to be overcome in the next few years, with the recurrent advances in computing and telecommunication 
technologies, consist of large amounts of data to process, relatively high data transaction costs (for real-time 
data), and data bias. The mobile computing devices like PDAs and the web-based GIS applications are 
examples of modern tools which illustrate the contemporary global connectivity and the enormous potential 
of distributed computing to facilitate data acquisition and information access. 
Geovisualization 
The geovisualization (geographic visualization) is another topic that is believed to be decisive in the future. 
This scientific emerging field combines inputs from several disciplines such as cartography, scientific 
visualization, and exploratory data analysis in order to enable the visualization of complex (large, 
multivariate, spatio-temporal) data through effective interfaces. It is expected that this field can strongly 
contribute to the participation of different groups and individuals in the decision processes. The geographical 
representations, especially in a 3D format (Figure 4.33), are usually more realistic, familiar and easier to 
understand. “The increasing importance and use of spatial information and the map metaphor establishes 
geovisualization an essential element of 21st century information use, a genuine opportunity for 21st century 
Cartography and a requirement for modern map users” (Dykes et al., 2005). The development of virtual and 
augmented reality approaches using 3D, speech and voice activation, and devices like head-tracking displays 
will succeed and will replace 2D static map-oriented representations. Andrienko, Kraak and MacEachren are 
well-known researchers devoted to this field of knowledge (Andrienko et al., 2007). 
 
Figure 4.33 – 3D Geovisualization (sources: www.geosimulation.org, Google Earth - Lisbon) 
The GIS-T applications and services in the public sector (e.g., in the municipalities) will probably be decisive 
to support the dynamic ITS operations and to involve the citizens in the urban living. The provision of 
information by this public sector, to other service providers, to research laboratories and to the citizens, is 
mandatory in our contemporary world and is the basis of sustainable urban transportation networks. 
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4.6 Final Considerations 
The contemporary challenge of the urban traffic system is related with the “green” management of the 
available network and constituent entities, and with a qualitative improvement based on timely information, 
personalized travel-related services, and high-quality guidance provided to the entities moving on the urban 
roads. The shift from “quantity of roads” to “quality of roads” is being characterized by the development of a 
comprehensive information network and by the fostering of a safe environment. As Ezell (2010) states, 
“transportation systems are networks, and much of the value of a network is contained in its information”. 
This information platform will impel the emergence of a host of new products and services for modern 
transportation. 
This new complex and multidisciplinary scenery requires more comprehensive quantitative models, more 
technologically advanced methods to deal with operations and control in real-time and on all geographic 
scales, and more qualitative analysis frameworks to cope with more complex and sensitive institutional 
realities. Thereby, an inclusive modelling & simulation platform that enables the comprehension of this 
multifaceted reality through some kind of abstraction and replication is imperative. Typically, as in other 
systems, we are unable to experiment on the real urban traffic system and there is a need to develop models 
(analytic, simulation, prototypes, 3D visualizations, etc.) to gain a better understanding of the system. With 
these models we can estimate performance measures, we can evaluate alternatives and impacts, we can 
decide, and we can communicate with the different stakeholders. 
The integration of a wide-range of typically decentralized information will promote a holistic perspective 
(maybe the one of systems engineering) on complex transportation problems. The integration and 
interoperability of systems, technologies, equipments and procedures is of critical importance to enforce the 
potential benefits of ITS at large-scale. The need to integrate the diverse intelligent “building blocks” that 
have been developed during years, the need to ensure compatibility of information and equipment thus 
impelling open markets and economies of scale, the need to create synergies across the different applications, 
and the need to offer better services to the end-users reveal the urgent necessity to adopt a holistic approach 
in order to “glue” the different pieces taking into account the complexity and multidisciplinarity of the field. 
This appears to be the big challenge of the future transportation that is, to deal with the network effect and 
the systems’ coordination. 
The integrative capabilities of a GIS-T are vital for the holistic approach required by ITS. The integration of 
information from different systems, different themes, and different sources and styles, at different 
resolutions, make this spatial modelling tool obligatory to operate the urban traffic system. The traffic 
microsimulation enables the modelling of individual vehicle movements on a second or subsecond basis for 
the purpose of assessing the traffic performance of the urban street system (traffic, transit, pedestrians, etc.). 
In addition to these detailed modelling capabilities, the microsimulation tools provide realistic graphical 
animated displays that are a unique and powerful way to gain the acceptance of the different stakeholders 
involved in ITS strategies. Despite their intensive data requirements, they have seen, in the last few years, a 
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rapid evolution in their sophistication and a major expansion of their use in transportation operations, 
particularly to evaluate scenarios, provide short-term forecasting, and support real-time decisions. 
The traffic information is becoming more appealing and accessible to the society-at-large encouraging wider 
participation in the decision processes. The new generation of PDAs (with voice, e-mail, web-browsing, 
computing, and mobile-positioning services) enable the general public to access spatial and temporal 
information as never seen before. Wireless GIS-T services will increase in number and quality, improving the 
transportation literacy of the citizens. This trend is generating completely new service markets and spatial 
data consumers. 
The statement of Fletcher (2000) stays realistic and up-to-date: “The transportation community has an 
unprecedented opportunity over the next few years to obtain, use, and distribute spatial data using many 
spatially-enabled technologies. If utilized intelligently, the data will provide a wealth of information about 
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5.1 Chapter Introduction 
“Every time I see an adult on a bicycle, I no longer despair for the future of the human race.” 
(H. G. Wells, 1946) 
As mentioned in the previous chapter, the urban traffic system is typically evaluated by its performance, its 
impacts, and the costs incurred in its construction, utilization and maintenance. This chapter is dedicated to 
the impacts of the urban traffic system on the surrounding environment and, along with the previous one, 
describes the application domain of this research (Traffic & Environment). 
The chapter provides an overview of the main adverse environmental impacts of urban traffic. The cases of 
the air pollution and the noise are emphasized since they are probably the most prominent and the most 
experienced by the urban citizens. The effects of these impacts in human health are also described once they 
can represent the most effective way to change the habits of the general public. The final section discusses 
the major ITS aspects that can contribute to the development of sustainable green transportation networks. 
The chapter ends with some final considerations. 
The traffic-related environmental impacts, and in particular the air quality and the noise, constitute a broad 
research field with intense activity. This chapter aims to describe only the most relevant issues, within an 
updated European regulatory framework, that can contribute to the objectives of this work. 
5.2 Environmental Impacts of Urban Traffic Overview 
The impacts of the urban traffic system are considerable in number and in diversity. Normally, they are 
categorized according to the definition of sustainable transportation (cited in section 4.2) that considers the 
social/cultural (“…allows the basic access needs of individuals, companies and societies to be met safely and 
in a manner consistent with human and ecosystem health, and promises equity within and between successive 
generations”), the economical (“…is affordable, operates fairly and efficiently, offers choice of transport 
mode, and supports a competitive economy, as well as balanced regional development”), and the 
environmental (“…limits emissions and waste within the planet's ability to absorb them, uses renewable 
resources at or below their rates of generation, and, uses non-renewable resources at or below the rates of 
development of renewable substitutes while minimizing the impact on land and the generation of noise”) 
dimensions. 
Sussman (2006) labels these dimensions as the 3Es of sustainability (social Equity, Economic efficiency, and 
Environmental responsibility). They are obviously interrelated and must be all taken into account for a truly 
holistic development of a sustainable transportation system. Given the incapacity to treat adequately all the 
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dimensions and due to the enormous attention that has been dedicated to the environmental aspect, it was 
decided to work on this aspect. The traffic-related environmental dimension, which is probably the most 
perceptible one, is “at the agenda” of the modern world being a priority in the political scene. 
People like cars because they provide transportation flexibility, they are often (not always) the fastest mode 
to reach a destination, they are private, they reflect a given position in society, and because people simply 
enjoy the sensation of driving (Sussman, 2006). Frequently, the most important Level of Service (LoS) 
variables for urban travellers, such as travel time, reliability, cost, waiting time, availability, comfort, and 
safety are “fulfilled” by the car. This significant utilization of private vehicles, allied to the growing mobility 
needs of modern societies, is causing notable congestion problems concentrated in and around cities where, 
according to Banister (2008), approximately 80% of the world’s population will live by 2030. As a result, the 
transportation sector is becoming increasingly linked to the environmental aspect (Rodrigue and 
Comtois, 2009). 
The environmental damages of this urban traffic congestion are quite dramatic (Eriksson et al., 2008) and are 
reflected on the air pollution, on the climate change, on the energy consumption, on the noise levels and 
vibration, on the land take and urban sprawl, and on the road accidents (Figure 5.1). The impacts on the 
environment are not just due to the vehicles’ travel activity. In fact, the construction and maintenance of the 
road infrastructure, the vehicles’ manufacturing, the vehicles’ maintenance, and the vehicles’ disposal are 
transportation-related activities that may cause severe environmental damages. 
 
 
Figure 5.1 – Examples of traffic-related environmental impacts 
The impacts of the urban traffic on the environment considered in this work are often the most visible to the 
general public and are the target of some existing environmental legislation. They include the air pollution, 
the noise, the climate change, the energy consumption, the land take and urban sprawl, the road accidents, 
and the visual intrusion/aesthetics. The air pollution (one of the most prominent ones) and the noise (one of 
the most perceptible ones) will be further described in the next subsections. The others will be briefly 
examined in the following paragraphs. As already mentioned, the focus of this work is the passenger car 
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transportation at the city level (or urban traffic). Regarding the figures from the report of the European 
Environment Agency (EEA, 2010), the car journeys comprised 72% of all passenger-kilometres in the 
EU-27, in 2007, remaining the dominant mode of transport. In Portugal, the modal split of passenger 
transport in 2007 was the following: 83,3% for car, 12,2% for bus, and 4,5% for rail (the same numbers for 
the year of 2000 were, respectively, 78,7%, 16,1%, and 5,2%). 
The climate change problem is mainly related with the greenhouse gases (GHG) concentration. The 
abnormal concentration of these gases, such as the carbon dioxide (CO2), the methane (CH4), the nitrous 
oxide (N2O), the hydrofluorocarbons (HFCs), the perfluorocarbons (PFCs), and the sulphur 
hexafluoride (SF6) causes the enhanced greenhouse effect (anthropogenic or derived from human activities) 
by trapping the infrared radiation in the atmosphere. According to the World Meteorological Organization, 
the decade of 1998-2007 was the warmest on record. The GHG emitted by human activities are mainly due to 
the burning of fossil fuels like the coal, the oil and the gas. According to a report of the European 
Commission on Climate Change (European Commission, 2009), the 27 EU member countries are responsible 
for approximately 14% of world GHG emissions and “more than 80% of EU emissions come from the 
production and use of energy and from transport”. The CO2 is one of the most important GHG released by 
road transportation human activities and is the more representative in terms of quantity in the atmosphere. 
The Figure 5.2 displays two maps that illustrate the emissions growth of the CO2, in %, from 1990 to 2008, 
emphasizing the Portuguese case. The map on the left side shows the total emissions growth (LULUCF 
stands for Land Use, Land Use Change and Forestry and is the only sector that may emit into or remove 
GHG from the atmosphere) and the map on the right side shows that same variation for the transportation 
sector (91,57% for the Portuguese case). 
 
Figure 5.2 – Emissions growth of CO2, from 1990 to 2008, for all the sectors and for the 
transportation sector (source of maps: http://maps.unfccc.int/di/map/) 
As widely known, it is believed that the climate change is causing the melting of polar ice caps, the rising of 
sea levels, and the occurrence of extreme weather events. The 1992 UN Framework Convention on Climate 
Change and the 1997 Kyoto Protocol (not ratified by the USA) are the major international agreements that 
address the climate change problem. These agreements are based on the principle that the industrialised 
countries are the main responsible for the bulk of emissions and consequently they must lead the combat. The 
Kyoto reduction targets (6% or 8% relatively to the base year of 1990, in most cases) expire in 2012 and the 
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world is now working on an international agreement for the post-2012 in order to keep warming below 2ºC 
above the pre-industrial level. 
The EU is proposing that developed countries reduce their collective emissions to 30% by 2020 (below the 
levels of the base year of 1990). The EU Emissions Trading System (which does not cover the transportation 
sector), launched in 2005, is expected to play a central role in achieving the desired targets as well as the 
increasing of renewable energies, the increasing of energy efficiency, the development of alternative fuels, 
and the development of the carbon capture and storage technologies. The new Regulation (EC) 443/2009 of 
the European Parliament and of the Council of April 2009, aligned with the general European policy towards 
achieving a low-carbon transportation system, sets the performance standards for new passenger cars in order 
to reduce CO2 emissions from light-duty vehicles. The target for 2012 is of 120 g/km and the long-term 
target for the year of 2020 is specified as 95 g/km (just as example, the tailpipe emissions of CO2 for the 
Volkswagen Polo 1.2 TDI BlueMotion 75PS are of 91 g/km and for the BMW 7 Series F01/F02 760Li Saloon 
are of 303 g/km). 
The energy consumption of non-renewable resources is another impressive side-effect of transportation. The 
European transport sector was, in 2007, responsible for 33% of overall energy consumption and the road 
accounted for approximately 80% of that share (ECB, 2010). In 2007, the transport-related energy market 
was almost 98% dependent on oil, with 75% belonging to road flows (EEA, 2006a). This dependency on 
fossil fuels contributes to the exhaustion of oil reserves and is directly related with the GHG emissions. “The 
dominance of petroleum-derived fuels is a result of the relative simplicity with which they can be stored and 
efficiently used in the internal combustion engine vehicle” (Rodrigue and Comtois, 2009). The European 
Union has been actively working on the development and promotion of alternative fuels and energy-efficient 
technologies. “Renewables (wind, solar, biomass, etc.) will produce 20% of all the EU’s energy by 2020” 
and “At least 10% of transport fuel in each country must be renewable (biofuels, hydrogen, electricity, etc.). 
Biofuels must meet agreed sustainability criteria” are examples of targets defined at the EU Climate Action 
and Renewable Energy Package. The discussion on the cost effectiveness and potential of biofuels 
(bioalcohols, biodiesel, algae fuel, etc.), hybrid diesel/electric cars, and electric vehicles is far from gathering 
a consensus. The technological progresses, the evidence of environmental gains, the available supporting 
infrastructure, and their mass utilization will dictate the cost of these alternatives and will shape their future. 
The physical limitations of the congested road infrastructure at urban centres are forcing the expansion of the 
city frontiers that are assaulting the quite surrounding villages. The expansion of the transport system is not 
the only cause of this land take but is definitely a driving force of urban sprawl. The phenomenon 
characterized by the low density expansion of large urban areas was typically American but it is now 
common throughout Europe (EEA, 2006b). The growing utilization of private cars is seen as a cause and a 
consequence of urban sprawl. The congestion problems pressure the scattered expansion of the roadways and 
this incites additional problems to connect the city with public transports hence more private cars utilization 
(Anas and Pines, 2008). It is generally accepted that compact cities can be more energy-efficient, in terms of 
transportation, and can cause less damages to the environment. As Martins (2009) state “…sprawling urban 
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areas, when compared to contained urban development, are responsible for higher temperatures, higher 
emissions of pollutants to the atmosphere, and higher atmospheric pollutant concentrations”. 
The road safety decrease is also a negative impact of urban traffic congestion. Almost 70% of overall road 
accidents and 30% of fatal accidents occur in urban areas (European Communities, 2007). Poor road design, 
bad driving, alcoholised drivers, and excessive speeds allied to traffic congestion problems are recurrent 
causes of road accidents (Spyropoulou et al., 2008). The vulnerability of cyclists and pedestrians is 
particularly high at urban centres as well as of the elderly, children and disabled people. 
The road infrastructure and the traffic activity are elements that can be visually intrusive in the urban scene. 
They must coexist with the landscape and should not control it. If the road, the parking areas, or the vehicles 
cut off a view of important natural, cultural, or archaeological features such as watercourses, vegetation, or 
museums, they will certainly have a negative impact on the physical environment by creating “bad pictures”. 
They can also affect significantly the social cohesion by creating physical barriers on urban communities. A 
good road engineering design and the development of public consultation processes are decisive measures to 
avoid this urban severance and visual intrusion that undermine the quality of urban life. 
The assessment of these traffic-related impacts is critical to understand the current damages that the urban 
traffic causes to the environment and to develop, implement, and evaluate sustainable policies to reduce these 
adverse impacts. Typically, this issue is addressed by the Environmental Impact Assessment (EIA) Directive 
and, for public plans and programmes, by the Strategic Environmental Assessment (SEA) Directive. They 
ensure that plans, programmes and projects that can have significant effects on the environment are 
environmentally evaluated before to be approved. The consultation with the public is a key feature of these 
procedures. 
The environmental impacts of transportation are, in an economic framework, externalities that is, “costs or 
benefits arising from an economic activity that affect somebody other than the people engaged in the 
economic activity and are not reflected fully in prices” (Bishop, 2009). They include the consideration of the 
physical measures of environmental damage and the assessment of the involved costs for the society. 
According to Daniels and Adamowicz (2000) and Rodrigue and Comtois (2009), the economical valuation of 
these impacts is controversial and non-trivial due to the complex relationships between the transport and the 
environment, and their indirect and cumulative nature. 
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5.2.1 Air Pollution 
The traffic is the dominant anthropogenic source of air pollution in urban contexts (Smit et al., 2008). This 
pollution is probably the major environmental concern at the urban level since the vehicular emissions can be 
considerably damaging to the human health. The air pollution is estimated to cause approximately 2 million 
premature deaths worldwide per year (WHO, 2008). The world has made considerable progresses in reducing 
air pollutant emissions but they remain significant and preoccupant as road traffic increases. In the USA is 
frequent to hear alerts in the radio like “Particle pollution levels are forecast to be unhealthy for sensitive 
groups!” (EPA, 2009). In the European context, it is expected that the total kilometres travelled in EU urban 
areas will increase by 40%, between 1995 and 2030, being the car the more representative mode of urban 
transport. 
Despite the recent advances in vehicle and fuel technologies (e.g., three-way catalysts, particulate filters, 
end-of-pipe technologies, and tighter fuel specifications), the “stop and go” nature of urban driving is a major 
cause of concentrated gas and particles’ releases. The catalytic converters are less effective for the initial 
minutes of engine operation and, since many urban trips cover small distances (less than 6 km), the average 
emission per urban distance travelled is considerably high. “About 90% of gaseous pollutants are emitted 
within the first 200 seconds after initial ignition, when the catalytic converter has yet to reach its full 
operating temperature” (WHO, 2005). Major urban highways and street canyons (where dispersion is limited 
by tall buildings and the pollution is trapped), with significant traffic, reveal higher concentrations of all 
traffic-related pollutants than areas with less traffic. 
The air pollution is a complex phenomenon that depends on many factors. The vehicle type (e.g., large 
engines pollute more; gasoline engines emit more CO; diesel engines emit more PM, SO2 and NOx), the 
vehicle age (typically, older vehicles have higher emissions) and maintenance condition (e.g., filters in bad 
condition pollute more), the fuel composition (e.g., the more sulfur and lead content, the more harmful 
emissions), the engine temperature (e.g., the catalytic converters are effective for given operating conditions), 
the road geometry (e.g., increasing and decreasing speed causes higher emissions), the traffic congestion 
(e.g., most vehicles are most efficient at moderate speeds, between 80 and 100 km/h), and the driver 
behaviour (e.g., calm driving is better than aggressive driving because the level of accelerations/decelerations 
is less frequent and intense) dictate the volume and distribution of the emissions, whereas the weather 
conditions, the wind direction, the vegetation, and the topography influence the dispersion of those 
emissions. The patterns of residence, activity and mobility affect the population exposure. It is known that 
people who live near busy roads and who spend a long time on the roads have higher levels of exposure. 
Both the short-term and the long-term exposure, along with individual vulnerability, disclose adverse health 
effects which can occur immediately (e.g., respiratory difficulties) or a few years later (e.g., lung cancer). 
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Key Pollutants 
According to the World Health Organization (WHO, 2006a), the key pollutants, released during the 
combustion of fossil fuels (mostly, gasoline and diesel), comprise: 
 Carbon monoxide (CO) : is a colourless and odourless gas that is created during the incomplete 
combustion of fossil fuels (e.g., during vehicle starting, acceleration conditions or at higher altitudes, 
when the air-to-fuel ratios are low) and whose main source are gasoline engines (diesel engines produce 
a smaller quantity). In cities, the bulk part of CO is derived from motor vehicle exhausts (the other 
sources of CO emissions include, for example, industrial processes and residential wood burning). The 
advances in vehicle technology over the last decades, with remarkable improvements in catalytic 
converters and oxygen additives, have resulted in significant reductions in CO emissions. In terms of 
health, the CO is highly toxic because it enters the bloodstream through the lungs and reduces the 
blood’s capacity to carry oxygen, forming carboxyhemoglobin. Impairing visual perception, manual 
dexterity and learning functions, fatigue, headaches, and disturbed sleep activity are some of the effects 
that may be caused by CO. The elderly, the infants, the pregnant women, and the individuals with 
cardiovascular or respiratory disease are particularly sensitive to CO poisoning. In extreme 
concentrations the CO can cause death. 
 Particulate matter (PM): fine solid and liquid organic and inorganic particles of material suspended in 
the air containing sulphate, nitrates, ammonia, sodium chloride, carbon, mineral dust and water. They are 
classified according to their size: coarse particles PM10 (particles of equivalent aerodynamic diameter 
smaller than 10 microns) and fine particles PM2.5 (equivalent diameter smaller than 2.5 µm). The former 
are mainly produced by tires, brakes, and road surface abrasion, whereas the latter come primarily from 
combustion sources. The PM2.5 are more risky when inhaled since they may reach the bronchioles, 
interfering with gas exchange inside the lungs. In general, the PM damage lung function, causing breath 
difficulties, chest pain and fatigue, exacerbating asthma and chronic bronchitis, and contributing to the 
risk of developing lung cancer. The particle pollution has been also associated with cardiac arrhythmias 
and heart attacks. The Figure 5.3 shows the relative size of PM, compared with a human hair, and the 
PM found on human lung tissues. 
 
Figure 5.3 – PM relative size (EPA, 2009) and PM found on human lung tissues (Ling and 
Eeden, 2009) 
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 Ozone (O3) : the ground-level ozone is a severe irritant and is a by-product of a photochemical 
reaction between Volatile Organic Compounds (VOCs) (mostly from gasoline vehicles) and nitrogen 
oxides (NOx) (from gasoline and diesel vehicles). The levels of this gas are typically higher with hot 
weather because heat and sunlight increase ozone formation. It is the major chemical in photochemical 
smog and is potentially harmful to the human health causing, eventually, coughing, chest pain, breathing 
problems, respiratory infections, and aggravation of asthma, bronchitis and emphysema. When the levels 
of O3 are high, the outdoor activity (e.g., running, playing), which causes faster and deeper breathing, is 
not recommended (especially for sensitive groups such as children, people with lung diseases, and 
elderly). 
 Sulphur dioxide (SO2) : this colourless and sharp odour gas is mostly originate from diesel motors 
and depends on the sulphur content of the fuel. Contributes to acid rains (when SO2 combines with water 
forms sulphuric acid). It may cause irritation of the eyes, bronchoconstriction, and changes in lung 
function, aggravating asthma, chronic bronchitis and other respiratory diseases. 
 Nitrogen oxides (NOx) : the fast oxidization of the NO, released during high-temperature fuel 
combustion, results in nitrogen dioxide (NO2) that is severely irritant for the eyes, nose, and lungs and 
may cause bronchitis as well as reduced lung function. They also react with hydrocarbons producing 
photochemical smog (these reactions are stimulated by the sunlight). They are a major contributor to 
acid rains. 
In many cities in European developed countries, the ground-level concentrations of PM and O3 are 
particularly preoccupant since their daily limit values are exceeded frequently. Furthermore, there are several 
adverse health effects that have been linked to these pollutants even when they are present in low 
concentrations. Peak exposure and long-term exposure can lead to minor respiratory problems and to 
premature mortality. According to the WHO (2008), the life expectancy in Europe is 8.6 months lower due to 
exposure to PM2.5 from human activities, and the daily mortality rises by 0.3% per 10 µg/m3 increase in 
ozone exposure. 
The epidemiological and toxicological studies on the effects of traffic-related air pollution have increased 
substantially in the last years and they confirm the association of mortality and hospital admissions with 
registered levels of the most common urban air pollutants (WHO, 2010). The typical health outcomes include 
mortality, respiratory morbidity, allergic illness, cancer, and pregnancy and male fertility problems. 
According to the European Environment Agency (EEA, 2009), many European urban areas experience daily 
average PM10 concentrations higher than the target value of 50 µg/m3 on more than the allowed 35 days per 
year. The highest concentrations were registered in cities in Spain, Portugal, northern Italy, Czech Republic, 
Poland, Hungary, Romania, Bulgaria, Greece, Benelux countries and the West Balkan. The EEA supports an 
online air quality database (AirBase), which holds air quality monitoring data from Europe’s air quality 
networks and individual stations measuring ambient air pollution, and also the service “Explore ozone today” 
that provides daily near-real-time information on ozone pollution across Europe during the summer season. 
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European Commission Milestones 
The Air Quality Framework Directive, adopted in 1996 (with following revisions known as “air quality 
daughter directives”), the Clean Air for Europe (CAFE) Programme, launched in 2001, the following 
Thematic Strategy on Air Pollution (that aims to reduce the number of deaths linked to air pollution by 40% , 
of 2000 levels, by 2020), adopted in 2005 under the 6th Environment Action Programme (6th EAP) 
2002-2012, and the EU Air Quality Directive, released in 2008, represent the most emblematic European 
Commission milestones regarding the air quality subject. These rules provide target values for the major air 
pollutants and force the Member States and their local authorities to monitor air quality, to provide 
information to the public, to introduce improvement plans and programmes in order to meet the specified 
criteria, and to develop better systems for gathering information, modelling and forecasting. The main 
underlying objective is to deliver cleaner air raising the overall quality of life for every European, with 
particular concern for vulnerable groups such as children, elderly people, and pregnant women. The air 
quality directives are aligned with the guidelines provided by the WHO. 
The EU air quality concerns cannot be dissociated from the other European policy intervention areas like the 
vehicle emissions, the alternative fuels and the fuel quality, and the inspection and maintenance programmes 
for vehicles. Regarding the first aspect, the EURO 5 emissions standard is in action since September 2009, to 
all new light car models, restricting the emissions, for both gasoline and diesel cars, of CO, NOx and PM. For 
example, the emission of PM from diesel cars will be reduced by 80% compared to EURO 4 (from 25 mg/km 
to 5 mg/km). The stricter longer-term EURO 6 standard is scheduled to enter into force in January 2014 and 
will mainly reduce the emissions of NOx from diesel cars (from 180 mg/km to 80 mg/km). The Renewable 
Energy Directive aims to increase the share of renewables in energy use to 20%, by 2020, and the share of 
biofuels to 10%. The Fuel Quality Directive, from 2009, sets the technical specifications for the content of 
gasoline and diesel fuels (e.g., sulphur, lead, and ethanol requirements) in order to reduce the emission of key 
air pollutants and to achieve the GHG reduction target of 20% (by 2020).  
The directives and guidelines for air quality have also significant synergies with the strategies and rules for 
the Urban Environment. As stated in the Thematic Strategy on the Urban Environment, from 2006, “Four out 
of five European citizens live in urban areas, and their quality of life is directly influenced by the state of the 
urban environment”. In line with the 6th EAP, the Strategy encourages the State Members and the local 
authorities to adopt more integrated approaches to manage the urban space, improving the quality of the 
urban environment, making cities more attractive and healthier places to live, and reducing the adverse 
environmental impacts of urban metabolism. A high-quality urban environment also contributes to the main 
concern of the renewed Lisbon Strategy “to make Europe a more attractive place to work and invest”. The 
European Action Plan for Mobility, from 2009, proposes twenty measures for the effective achievement of 
sustainable urban mobility, mentioning the critical role of ITS for that purpose. 
Despite the efforts of the EU and Member States to develop greener urban spaces, and the improvements that 
have been achieved in the last decades (mainly through fuel quality improvements, more efficient engine 
technologies, and development of cleaner fuels), the growth of transport, the increasing number of diesel cars 
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on the market (when compared to gasoline engines, they emit less CO2 but they may lead to an increase in 
the PM emissions), the large number of short trips, and the current traffic congestion may offset the benefits 
derived from these improvements (WHO, 2005). 
Air Quality Guidelines and EU Air Quality Directive 
Based on several epidemiological and toxicological studies, the latest version of the Air Quality Guidelines 
(WHO, 2006a) recommends target values for the main air pollutants (Figure 5.4). The long-term and 
short-term targets are defined according to medical evidence on the relation between the exposure and the 
health effects. These values aim to support the action of policy-makers and public authorities in order to 
establish long-term sustainable actions to protect the population health. Some of these targets have been 
adopted by the 2008 EU Air Quality Directive that, for the first time, had introduced air quality objectives for 
PM2.5. 
 
Figure 5.4 – Target values for major air pollutants from the WHO Air Quality Guidelines 
The EU Air Quality Directive, from 2008, also defines that the Member States should divide their territories 
into a number of air quality management zones (homogenous geographical areas in terms of air quality, land 
use and population density) and agglomerations (e.g., metropolitan areas or big cities with a population in 
excess of 250 000 inhabitants or with a given density per km2 defined by each State) reflecting the population 
density. For each of the defined areas it is requested to assess air quality using measurements, modelling, or 
other empirical techniques. Whenever possible, modelling techniques should be used to enable point data to 
be analyzed in terms of geographical distribution of concentration. When the air quality is good it should be 
maintained or improved. When pollutant levels are elevated, they must prepare plans and programmes to 
comply with air quality legislation. They are also forced to inform the public and warning particularly 
sensitive population groups regarding poor air quality episodes by applying real-time air quality forecast and 
scenario tools (EEA, 2010). 
The criteria for the establishment of zones and agglomerations, the criteria for the assessment of air pollution 
levels, the required sampling points, the reference measurement methods, the plans contents, and the 
information to make public are also regulated in this Directive. The Figure 5.5 displays the normative scheme 
used as assessment criteria for air pollution levels and an example for the NO2 pollutant. 
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Figure 5.5 – Normative scheme for air quality assessment (adapted from APA, 2008) 
The thresholds indicate the levels below which given assessment techniques must be used. The Alert 
Threshold (AT) corresponds to a level beyond which there is a risk to human health from brief exposure and 
immediate steps need to be taken (Short-term Action Plans). 
Portuguese Case 
For the Portuguese case, the national entity in charge of this matter is the Portuguese Environment Agency 
(Agência Portuguesa do Ambiente - APA), under the jurisdiction of the Ministério do Ambiente e do 
Ordenamento do Território. The agglomerations are characterized by a population in excess of 250 000 
inhabitants or by a density greater than 500 inhabitants/km2 but with a population not inferior to 50 000 
inhabitants. In 2005, the country has defined 25 zones, being 13 of type agglomeration (these numbers are 
revised every five years). 
The monitoring stations belonging to the zones, which were, for that year, 72, are installed according to 
population and exceedences numbers, and are classified according to the type of area where they are located 
(urban, suburban, and rural) and the type of emissions source that determines the pollutant levels at the 
station (traffic, industrial, and background) (Figure 5.6). As can be observed, the bulk of traffic stations is 
located in the more populated agglomerations of Lisboa Norte (Metropolitan Area, AML Norte) and Porto 
Litoral. 
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Figure 5.6 – Portuguese zones in 2005 (left side) and monitoring stations by emissions source, 
operating in 2005 (right side) 
A study performed by APA (APA, 2008), analyzing the evolution of the air during the period 2001-2005, 
revealed that the most preoccupant levels of pollutants were observed for PM10 and O3, followed by NO2 in 
the agglomerations of AML Norte and Porto Litoral. The exceedences for the daily and annual limit values of 
PM10 occurred in several agglomerations (e.g., Vale do Ave, Porto Litoral, Aveiro/Ílhavo, AML Norte, 
Setúbal, Portimão/Lagoa) while the exceedences for the target value and long-term objectives of O3 were 
generalized through the territory. The evolution on the levels of these pollutants does not evidence significant 
progresses. The Figure 5.7 displays a synthesis of the exceedences, for the period 2001-2005, for Portugal 
and for the agglomeration Aveiro/Ílhavo (as example), and the exceedences observed in 2007 in 
Aveiro/Ílhavo. As can be observed, the performance remains “red” for the daily PM10 and O3. 
 
Figure 5.7 – Exceedences in Portugal and Aveiro/Ílhavo for the period 2001-2005 and in 
Aveiro/Ílhavo for 2007 
In order to establish a national information system for air quality, the APA has developed a national online 
database (QualAr) that makes public the data from each monitoring station. It is also provided a daily Air 
Quality Index (IQAr) for each zone and agglomeration. The Air Quality Index is an important informative 
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tool that aggregates information on different pollutants and provides a simple and clear message for the 
general public. The IQAr is the result of an arithmetical mean computed for each pollutant measured in all 
the monitoring stations belonging to a given zone/agglomeration. The considered pollutants are the NO2 
(hourly means), the SO2 (hourly means), the CO (8-hour means), the O3 (hourly means), and the PM10 (daily 
means). 
The computed values are compared with a set of concentration intervals (revised every year) associated with 
a 5-grade coloured scale, and the pollutant(s) with higher concentrations dictate(s) the final colour of the 
Index (from green - Very Good to red - Bad). For the yellow (Average), orange (Weak) and red (Bad) levels 
there are some corresponding health advises. For example, the red Index suggests that every adult should 
avoid open air exercise and the sensitive groups (children, elderly, and individuals with respiratory problems) 
should stay at home with closed windows. The coloured scale for 2010 is illustrated in the Figure 5.8 as well 
as two examples for the agglomeration Aveiro/Ílhavo: on the left side the number of observations for each 
category of the Index for the month of January 2008, and on the right side the Index value for a given day in 
September, 2010 (Index Weak, colour orange, due to the pollutant PM10). This agglomeration has two 
stations, one in Aveiro (urban traffic station) and one in Ílhavo (suburban background station). 
 
Figure 5.8 – Coloured scale for the IQAr in 2010 (all values in µg/m3), number of observations 
for each value of the Index for one month (left side) and Index value for one day (right side) in 
the agglomeration Aveiro/Ílhavo 
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The Agency also offers, since 2006, an air quality forecasting system (PrevQualAr) that provides a daily 
forecast for the pollutants that are exceeded more frequently and that are considered to be more damaging to 
human health (Particulate Matter and Ozone). The forecasting system is being developed in partnership with 
the DCEA-FCT/UNL (Departamento de Ciências e Engenharia do Ambiente da Faculdade de Ciências e 
Tecnologia da Universidade Nova de Lisboa) and the GEMAC-DAO/UA (Grupo de Emissões, Modelação e 
Alterações Climáticas do Departamento de Ambiente e Ordenamento da Universidade de Aveiro). 
The DCEA-FCT/UNL is responsible for the development of a forecasting stochastic model (based on a 
historical data analysis of the relationships between the meteorological conditions and the pollutants 
concentrations measured at the monitoring stations) and the GEMAC-DAO/UA is responsible for the 
development of a forecasting deterministic numerical model (based on the simulation of the pollutants 
dispersion and transformation through the analysis of pollutant emissions inventories and meteorological 
data). The objective is to combine the two independent models into one single forecasting methodology, 
taking “the best” of each model. By this time, the two models are working on a separate basis. The stochastic 
model is active for the agglomerations of Lisboa Norte and Lisboa Sul (Metropolitan Areas), Porto Litoral, 
Aveiro/Ílhavo, Braga, Coimbra, Faro/Olhão and Setúbal, and the deterministic model is active for the entire 
country (Figure 5.9). 
PrevQualAr Index 
based on the 
stochastic model 











Figure 5.9 – PrevQualAr Index forecasting 
As described, this air quality information is only available for the zones/agglomerations that have monitoring 
stations. For the particular case of traffic monitoring stations, the air quality data is restricted to an area on 
the proximity of that station. The mass emission rates are averaged to form hourly or daily mean values. For 
example, the medium-size city of Aveiro, belonging to the agglomeration Aveiro/Ílhavo, has just one urban 
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traffic monitoring station and it is quite evident that the city has other traffic hot-spots. The installation and 
maintenance costs of these facilities are expensive (Martins et al., 2005; Bell, 2006; Wang et al., 2008) and 
are not a feasible option for the majority of Portuguese municipalities (as an example, the monitoring station 
of Aveiro had cost 100 000 €, of initial investment, plus 10 000 €/year, of maintenance). There exist other 
roadside instruments to measure the emissions from a specific vehicle as it passes (“remote sensing”) or 
on-board air quality monitoring vehicles that measure data directly from real-world conditions 
(e.g., SNIF-AirLab mobile laboratory from Universidade Nova de Lisboa) but, once again, these monitoring 
techniques are expensive and impractical for widespread utilization. 
Furthermore, without a modelling basis it is not possible to test ITS strategies and evaluate their 
environmental impacts, before to implement the adequate traffic solutions. Whenever possible, the 
combination of monitoring & modelling techniques offers the best approach to tackle the urban 
environmental assessment problem, enabling the development of simulation models and forecasting analysis. 
The citizens also claim for accurate air-quality information at the street level, for the entire city. 
Modelling Air Quality 
For the reasons mentioned above, and as also encouraged by the Air Quality Directive (modelling techniques 
should be used to support monitoring in the context of air quality assessment or when monitoring is not 
mandatory), modelling is a decisive way to provide traffic-related air quality data for several areas at the 
urban level (or at least for the hot-spots) and to enable the analysis of ITS strategies and scenarios. To model 
the traffic-related air quality it is necessary to: i) estimate the emissions from the vehicles in a given area 
(emission models), and ii) model the dispersion of those emissions through the airshed (dispersion or air 
quality models). 
Modelling Air Quality: Emission Models 
The emission models involve a considerable number of parameters that affect the levels of the emitted 
pollutants. Traditionally, the emissions are described by driving modes that are represented by test 
driving-cycles which measure vehicle emissions on average traffic flow conditions for an average trip. A 
driving-cycle is a speed/time profile developed for a certain type of vehicle in a particular environment to 
represent the typical driving pattern that consists of a complicated series of modes (acceleration mode, 
deceleration mode, idle mode and cruising mode) and it is simulated on a laboratory chassis dynamometer. 
The ECE-15 is the standardized European driving-cycle for the urban environment and is characterized by 
low vehicle speed (max. 50 km/h), low engine load, and low exhaust gas temperature (Tzirakis et al., 2006). 
Haan and Keller (2000), Marsden and colleagues (2001), Lin and Niemeier (2003), and Pandian and 
colleagues (2009) believe that the existing standardized driving-cycles do not reflect adequately the daily 
variations in urban traffic conditions and the related high-speed fluctuations that typically lead to higher 
emission levels. 
The associated emissions are categorized into: cold-start emissions (exhaust emissions during transient 
operation after engine start-up, that are estimated to be double that from hot engines), hot emissions (exhaust 
emissions under thermally stabilized engine operation), evaporative emissions (emissions originating directly 
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from fuel evaporation), and non-exhaust PM emissions produced by wear of vehicle components (such as 
tyres, brakes and clutch) and road abrasion. The parameters that influence these emissions can be compiled, 
according to Dabbas (2010), into four major groups: 
 Vehicle Technology: this group represents the interactions between the engine, the vehicle, and the 
emissions and includes the engine technology (cycle, cylinder capacity, fuel injection system, cooling 
type, etc.), the transmission system (manual vs. automatic), the aerodynamic properties (vehicle weight, 
size, rolling resistance, etc.), the number of gear speeds, the type of fuel, and the vehicle age and 
maintenance condition (e.g., the inspection and maintenenace programmes reduce vehicle emissions 
substantially). 
 Vehicle Operational Variables: this group represents the interactions between the vehicle, the traffic, 
and the emissions and includes the average speed and the instantaneous speed and acceleration. The 
average speed is the most used operational measure since it is more practicable. In general, the emissions 
are triple when average speeds are between 10 km/h and 15 km/h (observed frequently at urban scenes) 
and are minimal at average speeds between 40 km/h and 60 km/h. Other opinions favour the analysis of 
instantaneous speeds arguing that vehicle emissions can vary by 300 percent within test driving-cycles 
with similar average speeds but different speed distributions. 
 Traffic Flow Conditions: this group represents the interactions between the vehicle, the infrastructure, 
and the emissions and includes the driving modes and the infrastructure designs. The different driving 
modes (idle, cruising, acceleration, deceleration) correspond to different parts of the driving-cycle and 
enable the correlation between vehicle emissions and traffic activities (e.g., a rapid deceleration induces 
a poor combustion and a higher level of CO). The infrastructure designs involve the road class and road 
features (e.g., the road type, the existence of speed humps, the presence of traffic signals or roundabouts 
that influence the traffic conditions that, in turn, influence emissions), the road gradient (e.g., vehicle 
emissions are double when travelling uphills), and the altitude for non-catalytic convertor vehicles. 
 Driving Behaviour: this group represents the interactions between the driver, the vehicle, and the 
emissions and reflects the way the driver handles the accelerator, the brake, and the gear stick. It 
includes two major aspects: accelerating and braking, and gear-shifting. The sport driving style, also 
known as aggressive driving, is characterized by sudden and high acceleration and heavy braking being 
responsible for more fuel consumption and emissions when compared to normal 
driving (Panis et al., 2006). 
Additionally, it is important to address the weather conditions (e.g., cold weather tends to reduce the 
efficiency of vehicles and catalytic converters). Some examples of the effects of the described parameters are 
reported in Pandian and colleagues (2009): “an efficient signal coordination can reduce emissions even up to 
50%”, “roundabout intersections are subject to lesser emissions than signalized ones”, “the vehicle weight 
and size increases fuel consumption and emissions of PM and NOx”. The Figure 5.10 depicts two graphics 
illustrating the effects of mean travelling speed and driving dynamics on emission levels. As one can observe, 
the “stop-and-go” nature of urban driving, leading to slow speeds may significantly increase emissions 
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(moderate speeds are the more favourable option). The driving dynamics chart highlights the frequency and 
intensity of accelerations and indicates that calm driving is obviously better than more aggressive vehicle use. 
 
Figure 5.10 – Effects of mean travelling speed and driving dynamics on emission levels 
(source: WHO, 2005) 
The combination of these aspects enables the compilation of pollutant emissions according to the source of 
emanation that, in the case of road traffic, is known as line/mobile source. This compilation, for a given 
geographical area and for a given period of time, is called emission inventory. The emission inventories 
provide the adequate information for air quality management, modelling purposes and development of future 
scenarios (D’Angiola et al., 2010) and should include the chemical identity of the pollutants, a quantification 
of the human or natural activity responsible for the emission, the emission factors or the information needed 
for their calculation, and the location and temporal variation of the emissions (Bellasio et al., 2007). The 
European guidelines to prepare emission inventories are based on the EMEP/CORINAIR Emission Inventory 
Guidebook, from the cooperative programme for monitoring and evaluation of the long-range transmission of 
air pollutants in Europe (EMEP) and the European Environment Agency (EEA), now under the designation 
EMEP/EEA Air Pollutant Emission Inventory Guidebook (revised in 2009). The guidebook provides a 3-tier 
approach (from the most simple to the most complex method) for different sectors. The European Member 
States have reporting obligations concerning emission inventories to comply with international commitments 
under the United Nations Framework Convention on Climate Change (UNFCCC) and the European 
Commission. 
The road transport sector has a dedicated software COPERT 4 (COmputer Programme to Calculate 
Emissions from Road Transport) that estimates the emission from the major pollutants (CO, NOx, VOC, PM, 
NH3, SO2, and heavy metals) produced by different vehicle categories (passenger cars, light-duty vehicles, 
heavy-duty vehicles, and motorcycles), as well as greenhouse gases (CO2, N2O, CH4). There are three fonts: 
emissions produced during thermally stabilized engine operation (hot emissions), emissions occurring during 
engine start from ambient temperature (cold-start and warming-up effects) and NMVOC (non-methane 
volatile organic compounds) emissions due to fuel evaporation. The non-exhaust PM emissions from tyre and 
break wear are also included. 
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The total emissions are calculated as a product of activity data (e.g., vehicle kilometres travelled per 
year-VKT) and average speed-dependent emission factors for different vehicle categories calculated by the 
software (Emissions [g] = Activity Data [km]*Emission Factor [g/km]). The emission factors (express the 
mass of pollutant emitted per unit distance [g/km], time [g/s] or mass of fuel burned [g/kg]) are based on 
average speed conditions adapted to the European conditions. Some pollutants are estimated based on fuel 
consumption. The associated methodology is fully consistent with the EMEP/EEA guidelines and can be 
found at Ntziachristos et al. (2009). The equivalent model used in the U.S.A., developed by the 
Environmental Protection Agency (EPA), is the MOBILE 6 and, for the California state, it is used the 
EMFAC. 
In terms of research strategy and associated spatial/temporal resolution, models like COPERT, MOBILE and 
EMFAC usually employ a top-down approach that computes the total emissions of some administrative area 
(e.g., country or region) for which the required relevant statistical data are available (e.g., Census data, fuel 
use, vehicle registration) establishing emission inventories for the period of one year (typical temporal unit). 
Then, these overall emissions are disaggregated to sub-units (e.g., municipality) by applying actual activity 
data (e.g., traffic volumes of urban roads, traffic mix, vehicle speeds) or, for example, demographic or 
socio-economic statistical indicators that can be assumed to have an identical geographical distribution to that 
of the polluting activity (Colvile et al., 2001; Borrego et al., 2002). The GIS play a very important role in this 
disaggregation task, allocating emissions to the relevant areas (polygons). In fact, the GIS are logical tools to 
use as emissions processing systems as they enable the representation of the emission’s distribution at 
various resolutions according to the requirements of policy-makers (Lindley and Longhurst, 1998). 
Furthermore, this mapping allows the development of relationships with new or existing spatial datasets such 
as land-use or traffic activity. The temporal disaggregation has a similar procedure considering the typical 
time cycles (e.g., hourly traffic counts). The referred models are also classified as macroscopic average-speed 
models assuming that the emission factor for a certain pollutant and a given type of vehicle is a function of 
the average speed during a trip. 
The bottom-up approach consists on the calculation of emissions based on geographical resolved data (local 
datasets) and emission factors. The input is the vehicle operating at the level of the road and on a fine time 
unit, such as second-by-second, and the emission factors are estimated as a function of vehicle instantaneous 
speed and acceleration in order to taking into account the urban vehicle kinematics or “cycle dynamics” 
(Haan and Keller, 2000). The output is aggregated upwards (summing and weighting the individual 
contributions) to predict emissions for the average mix of vehicles in several seconds, considering traffic 
counts, vehicle composition, speed records, etc. This approach involves more detailed information and is 
more time-consuming but enables the development of microscopic emission models more suited for a high 
spatial and temporal resolution (local models). This type of resolution can be more appropriated to feed the 
subsequent dispersion models (Boulter et al., 2007). In addition, the average-speed models are considered to 
be too simplistic to estimate the emissions of the newest generation of vehicles with sophisticated 
after-treatment devices. The Figure 5.11 shows the different approaches for emission estimates and the 
associated transportation models, along with examples of tools for each class. 
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Figure 5.11 – Transportation and emission models interface and tools examples (adapted from 
Meyer and Miller, 2001) 
This emerging research trend, of instantaneous emission modelling (or ‘modal’ models), with the first 
developments in the 1980s but with research significance just in the last decade, enables the derivation of a 
relationship between the vehicle emissions and the type, the instantaneous speed and the acceleration of the 
vehicle in the traffic stream (Panis et al., 2006). The instantaneous speed fluctuation, for the same average 
speed, results in very different fuel consumption and emission levels. The emission factors (typically defined 
in terms of mass of pollutant emitted per unit time [g/s]) are a function of vehicle operating and engine 
models at the highest resolution (one to several seconds). The corresponding activity data corresponds to the 
total time spent in particular driving conditions or modes (e.g., idling, accelerating). If this microscopic effect 
can be neglected for long-time national/regional inventories (that provide a long-term average measure of 
traffic emissions), it cannot be ignored for the local operational scale and for real-time ITS applications. As 
Smit and colleagues (2010) state, the utilization of models beyond their capabilities, like using average-speed 
models for micro-scale modelling of road sections, results in errors. 
However, this kind of modelling involves detailed and precise information of vehicle operation and location 
that is usually difficult and expensive to gather, and the quality of input data may offset the potential 
accuracy gains of more complex models (Barlow et al., 2007). The GPS-equipped probe vehicles or urban 
fleets are accurate and cost-effective means that can have a critical role in the collection of these real driving 
patterns that are strongly influenced by congestion situations (Taylor et al., 2000; Oettl et al., 2006; Ahn and 
Rakha, 2008; Beckx et al., 2010). 
In order to overcome these data collection difficulties, there has been an effort to link the emission models to 
traffic microsimulation models that can generate the required inputs. As already mentioned, the development 
of traffic microsimulation models is also time-consuming and requires appropriate calibration but, this 
linkage enables the relation, at the micro-scale, between traffic and emissions, thus allowing the evaluation of 
real-time ITS strategies and policy measures (e.g., speed limit reduction) and their environmental impacts 
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(Bell, 2006; Pandian et al., 2009). Since the traffic microsimulation models, such as AIMSUN, PARAMICS 
or VISSIM, provide detailed individual real-time driving behaviour (instantaneous speed and acceleration) 
and space-time trajectories determined by car-following, lane-changing and gap-acceptance models, the 
instantaneous emission models can use these accurate data to estimate exhaust emissions, rather than 
standardized driving-cycle conditions (Panis et al., 2006). 
The Figure 5.12 illustrates the relevance of the micro approach for the urban context. The left-side depicts the 
second-by-second speed profiles for different driving patterns (aggressive and smooth) and the related 
estimated instantaneous emissions for CO and NOx. The central area displays the time and acceleration 
profile for a road with speed humps and the associated NOx emission pattern. The right-side of the figure 
shows the relationship between instantaneous speed, acceleration and CO and NOx emissions evidencing the 
dependency of vehicles’ emissions on vehicles’ operating modes (e.g., when vehicles accelerate, the loads 
increase, resulting in higher exhaust emissions). The data were collected with GPS-equipped probe vehicles. 
 
Figure 5.12 – Left-side: Estimated instantaneous emissions for aggressive and smooth driving 
patterns (source: Ahn and Rakha, 2009). Centre: speed, acceleration and NOx emission profiles 
for a road with speed humps (source: Anyayahan and Magnaye, 2008). Right-side: CO and NOx 
emissions for instantaneous speed and acceleration profiles 
The more well-known instantaneous emission models (or modal models, because they reflect the vehicle 
operational modes like acceleration), and commercially available, include the MODEM (Modelling of 
Emissions and Consumption in Urban Areas), the DGV (Digitised Graz Model), the VeTESS (Vehicle 
Transient Emissions Simulation Software), the PHEM (Passenger car and Heavy-duty Emission Model), the 
CMEM (Comprehensive Modal Emissions Model), and the EMPA model. Boulter et al. (2007) provide a 
comprehensive description of each of these models. 
A recent survey (Barlow et al., 2007) shows that the VISSIM, the PARAMICS, and the DRACULA traffic 
microsimulation models contain embedded emission functions but, since they are somewhat outdated, there 
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have been some studies reporting their link to external emission models such as the PHEM and the CMEM 
(this later model presents some drawbacks concerning the European standards). The manufacturers of 
AIMSUN and VISSIM had announced, in 2009, a link with the VERSIT+ micro tool which employs 
multiple linear regression models to identify descriptive variables and estimate emissions. Panis and 
colleagues (2006), Chen and Yu (2007), Ahn and Rakha (2009), and Panis and colleagues (2010) describe 
traffic-related air quality case studies based on an integrated approach combining traffic microsimulators 
(mainly VISSIM) and instantaneous emission models (e.g., VeTESS, CMEM). 
The Figure 5.13 displays the interfaces between a general traffic microsimulation model and a general 
instantaneous emission model, producing results able to be used by dispersion models. The emission model 
can be embedded within the traffic tool (concurrent processing) or can be applied over the speed-trace files 
produced by the traffic models (post-processing) (Barlow et al., 2007). The figure also provides an example 
of the vehicle operating data from a traffic microsimulation tool and the emission data resulting from an 
instantaneous emission model. 
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Figure 5.13 – Schematic of a combined approach between a traffic microsimulation model and 
an instantaneous emission model, and an example of related data files 
Evidently, the outputs of traffic microsimulation models must match the input requirements of emission 
models in order to accomplish a proper modelling environment. These items encompass the road 
characteristics, the traffic flow, the vehicle operation, and the systems of vehicle classification. The road 
characteristics like the road functional type, the speed limit, the number of lanes, the road segment length, 
and the road gradient are usually part of the traffic model (or can easily be loaded). The emission model 
typically uses the segment length and the gradient (for heavy vehicles). The traffic flow refers to the bulk 
properties of the traffic stream including the total number of vehicles travelling on a section during a given 
time period, and the traffic composition, which are fundamental aspects for traffic microsimulation. The 
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vehicle operation corresponds to the driving pattern (speed and acceleration profiles) and power demand 
(e.g., torque, gear selection) and usually, the output of traffic models (speed and acceleration as a function of 
time and location) is appropriated for the requirements of emission models. The systems of vehicle 
classification are the most challenging problem since that frequently they do not have correspondence, being 
the classifications required by the emission models typically more numerous and complex (e.g., categories of 
emission legislation EURO, weight, engine capacity) to take account of the various factors affecting 
emissions. Both tools should have the same classification that can entail the following tree: type of vehicle 
(car, light goods vehicle, heavy goods vehicle, buses, trams, and motorcycles), type of fuel (gasoline, diesel), 
emission control technology (catalyst, non-catalyst), engine size, emissions standard level (EURO), etc. 
The emission factors calculation depends on the instantaneous model in-use but they typically rely on 
emission matrices (a two dimensional speed vs. speed*acceleration matrix derived from data collected from 
real-world second-by-second vehicle drive cycles, e.g., MODEM model), statistical regression techniques 
(linear or non-linear regression models of polynomial speed, speed*acceleration, grade, and other terms, 
e.g., VERSIT+), or detailed vehicle and engine load-based estimations (the emission factor is derived from 
engine operating conditions from vehicle pattern and gear choice by simulating the physical phenomena 
acting on the vehicle, e.g., CMEM model, or estimating the engine operating point at every second and 
looking-up for an emissions map developed in terms of engine speed and torque, e.g., PHEM model). 
The outputs of the instantaneous emission models usually involve the fuel consumption and the emission 
level estimates, for a given set of pollutants such as CO, NOx, CO2, and PM, for an individual vehicle 
belonging to a given category, on a second-by-second timescale. These results can be aggregated (total 
emissions) for the desired time interval and for the fleet that characterizes the traffic mix on that link or 
section. As mentioned, the sophisticated traffic microsimulation tools, such as AIMSUN, PARAMICS and 
VISSIM, have already plug-ins with the VERSI+ micro tool that enable the computation of instantaneous 
emissions and the display of results in a eye-catching mode, attractive for technical and non-technical staff 
(Figure 5.14). These results can be exported to a GIS environment. 
 
Figure 5.14 – Road traffic emissions display in VERSIT+ micro and in PARAMICS 
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Modelling Air Quality: Dispersion Models 
The next step in air quality modelling involves the characterization of the dispersion of the pollutants in order 
to define their concentrations. The dispersion models (also known as air quality models) use the emission 
levels provided by the emission models and an additional set of parameters to simulate the transportation and 
dispersion of pollutants in the atmosphere once they are emitted. The main output of these models is the 
pollutants concentration (g/m3 or µg/m3) in a 3D space. The parameters usually taken into account include 
the chemical and physical characteristics of the pollutants, the site meteorological conditions (atmospheric 
stability, wind speed, wind direction, ambient temperature, and cloud cover), the topography and building 
environment, and the distance from the source. The more important atmospheric layer in terms of air quality 
is the Atmospheric Boundary Layer (from the Earth’s surface to about 1.5-2.0 km in height) which is the 
lowest part of the troposphere (with an extension of approximately 10 km above the surface until reaching 
the stratosphere). The dispersion models are usually classified into the following major categories (Holmes 
and Morawska, 2006): Box models, Gaussian Plume models, Lagrangian/Eulerian models, and 
Computational Fluid Dynamics (CFD) models. 
In the Box models, based on the conservation of mass, the site is considered as a box into which the 
pollutants are emitted (airshed) and undergo chemical and physical processes. These models are relatively 
simple, considering as inputs the meteorological conditions and the emissions, and assuming that the air 
pollutants inside the box are homogeneously distributed. Examples on this category are AURORA (Air 
Quality Modelling in Urban Regions using an Optimal Resolution Approach), CPB (Canyon Plume Box) and 
PBM (Photochemical Box Model). 
The Gaussian Plume models describe the transport and diffusion of a pollutant, from a source to a receptor, 
based on a Gaussian distribution of the plume (a column of one fluid moving through another) in the vertical 
and horizontal planes under steady-state conditions. This kind of models is very popular but is not very well 
suited to model dispersion under low wind conditions or at sites close to the source (less than 100 m). 
Examples in this class include the famous American dispersion model CALINE4 (California Line Source 
Dispersion Model) and also the AERMOD (American Meteorological Society/EPA Regulatory Model 
Improvement Committee Dispersion Model). These models are widely used but lack the sophistication for 
modelling in street canyons. More advanced models include chemical and physical processes within the 
plume and dispersion around buildings. The OSPM (Operational Street Pollution Model) and UK-ADMS 
(UK Atmospheric Dispersion Modelling Systems) are well-known examples. They have been widely applied 
to plumes from line sources, characteristic of road traffic (Mensink and Cosemans, 2008; Wang et al., 2008; 
Taseiko et al., 2009). 
The Lagrangian/Eulerian models are similar to Box models as they define a region of air containing an initial 
concentration of pollutants but incorporate changes in concentration due to mean fluid velocity, turbulence of 
wind components and molecular diffusion. The Lagrangian models use a moving coordinated system, 
moving along with the plume, while the Eulerian models use a fixed coordinated system, watching the plume 
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goes by. Examples include the GRAL (Graz Lagrangian Model) and the ARIA Regional. These models are 
complex and have not been widely used for road traffic sources. 
The CFD models (that can be considered as a subsystem of the Lagrangian/Eulerian models) are complex and 
provide an analysis on fluid flow and dispersion based on the mass conservation (continuity) equation, the 
momentum conservation (Navier-Stokes) equations in three dimensions, the transport equation, and based on 
a turbulence model. Examples include the ARIA Local, the MISKAM (Micro-scale flow and dispersion 
model), the STAR-CD, the MICRO-CALGRID (Micro-scale California Photochemical Grid Model), the 
FLUENT, and the VADIS (Pollutant dispersion in the atmosphere under variable wind conditions), 
developed by Universidade de Aveiro (GEMAC). These models are computationally demanding but they are 
proving their accurateness and are playing an increasing role in air quality modelling for complex street 
canyon geometries which are typical in urban areas (Borrego et al., 2003; Boulter and McCrae, 2007). These 
geometries, which induce uneven wind patterns with flow recirculation and/or stagnant conditions, have a 
significant impact in the pollutants dispersion and concentration. The wind tunnel models are often used to 
develop and validate the mathematical models. Several studies (Chu et al., 2005; Mensink and 
Cosemans, 2008; Xie et al., 2009; He et al., 2010b) reveal the close relation between traffic volumes, wind 
direction and wind speed, and pollutant concentrations. In general: i) as traffic volumes increase, the 
pollutants concentration also increases, ii) low wind speeds and perpendicular wind produce maximal effects 
on concentrations, iii) as height increases, the wind speed increases too, thus causing more dispersion and 
less pollutant concentration levels, and iv) the high pollutants concentrations are found near the buildings 
where wind flows upward. 
The Figure 5.15 shows a study area (the computational domain) that uses two line sources representing 
emissions from vehicles traversing the main streets, and two images displaying the characteristics of the 
pollutant dispersion, simulated by a CFD model (for low elevation at 2 m), for easterly wind with wind speed 
of 5 m/s, and for southerly wind with wind speed of 5 m/s (Chu et al., 2005). 
 
Figure 5.15 – CFD model simulations for urban street canyons (adapted from Chu et al., 2005) 
Since the instantaneous emission models provide data resolved with a considerable spatial and temporal 
resolution (seconds and meters), the CFD models emerge as the preferred approach to work with that kind of 
detail. These dispersion models are based on a three-dimensional grid (the grid size varies and is a 
compromise between the required resolution and accuracy and the computational effort but, for the street 
level, is usually of 0.5 or 1 meter) to simulate the atmosphere and calculate the average concentration by grid 
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square, for the desired time scale, and for pollutants of interest. The typical inputs include the emission levels 
(provided by the emission model), the topography and building data such as building shapes, sizes and 
density (can be provided by the GIS database), and the meteorological data (wind velocity and direction, 
ambient temperature and humidity, solar radiation, cloud cover, atmospheric pressure, etc., that can be 
provided by national meteorological institutes or stations). 
These parameters are frequently grouped into two main modules: a meteorological model that simulates the 
wind flow over complex terrain describing the atmospheric boundary, and a photochemical model that 
describes the dispersion and chemical transformation of pollutants in a 3D region (Borrego et al., 2006). For 
example, the VADIS local dispersion model is based on the FLOW and the DISPER modules. The FLOW 
module calculates the 3D wind, the turbulent viscosity, the pressure and the temperature fields taking as 
inputs the simulation domain characteristics (dimension of the computational area and grid resolution), the 
meteorological conditions (wind speed and direction at the entrance of the domain, and air temperature), and 
the building/trees volumetry (3D extreme coordinates and angle with the grid). The DISPER module uses the 
wind field estimated by the FLOW module, along with the road emission sources (3D extreme coordinates in 
the domain) and the emission levels (for each pollutant and for each road segment) in order to calculate the 
Lagrangian displacement of numerical particles and compute the pollutant concentration in each grid cell 
(Borrego et al., 2003; Miranda et al., 2005). The grid resolution (vertical and horizontal) varies between 0.5 
and 5 meters. The simulation time steps can go from 0.1 to 5 seconds (depending on the available data and 
cell sizes) and the simulated time period can very from few minutes to several hours. The continuous 
concentration surface maps developed in a GIS environment, such as ArcGIS, typically employ a 
geo-statistical interpolation technique known as Kriging method (Zou et al., 2009). 
The information resulting from dispersion models (as also from emission models) is usually stored in a GIS 
environment in order to create planar and non-planar views. The planar view is usually defined by colour 
ramps associated with pollutant concentration levels, in raster maps. As obvious, the representation of 
pollutants concentration in a non-planar view is more attractive and intuitive for decision-makers, who are 
normally non-technical human resources. This 3D visualization can also be accomplished through a GIS 
environment, creating observations along the street surface and building facades, in the vertical axis, to the 
entire city (Figure 5.16). 
 
Figure 5.16 – GIS representation of pollutant concentrations: planar (source: 
Martins et al., 2005) and 3D views (sources: Wang et al., 2008; www.geoportal.icimod.org) 
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Modelling Air Quality: Exposure of the Population 
To tie this traffic-related air quality to the human health (the main concern in the regulation of urban air 
quality) it is required to assess the exposure of the population to the pollutants in the atmosphere. According 
to the World Health Organization, exposure is “the contact over time and space between a person and one or 
more biological, chemical and physical agents” (WHO, 2005). 
As one can imagine, the traffic pollutants are emitted in close proximity to people, thus enhancing exposure 
levels (Smit et al., 2008). At kerbsides of major roads, the concentrations of major pollutants are typically 
two to three times the urban background levels and consequently the pedestrians or people walking, working 
or living near these roads are exposed to pollutant levels that can have potentially harmful effects on health 
(Park, 2005). Furthermore, a growing number of studies suggest that short-term exposures, mainly to PM 
concentrations, may be associated with undesirable health effects, highlighting the need to develop 
short-term high-resolution individual exposure modelling in order to protect and promote public health 
(Kaur et al., 2006). The Figure 5.17 displays some data from a real-time exposure measurement system, to 
ultrafine PM, used in central London. On the left-side, it is displayed the interface of the visualization 
software and, on the right-side, the resulting time-activity exposure profile for the walking mode. It is visible 
the exposure variation due to time, activity, and location. 
 
Figure 5.17 – Time-activity exposure profiles: visualization software (left-side) and profile for 
the walking mode (right-side) (source: Kaur et al., 2006) 
The assessment of exposure is influenced by the concentration of pollutants (in µg/m3 or other metric), the 
duration of exposure (in seconds, minutes, hours, days, etc), the setting (such as location of residence or 
transport mode), and the exposed population (general population, groups, or individuals). The exposure to 
traffic-related air pollution is rarely monitored due to the high costs and unavailability of monitoring devices 
so, once again, some form of modelling is essential (Vienneau et al., 2009). This modelling requires the 
identification of time-activity patterns and the associated levels of exposure as a basis for epidemiological 
studies and health risk assessment. 
The traditional exposure modelling and health impacts assessment is based on the intersection of static maps 
of pollution and population (large population groups characterized by the average pollutant concentrations 
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like, for example, from monitoring stations, measured over time and space at low resolutions). This 
extrapolation leads inevitably to substantial exposure misclassification, assigning the same concentrations to 
large numbers of people (Vienneau et al., 2009; Zou et al., 2009). According to Beelen and 
colleagues (2010), there is a considerable variation in outdoor pollutant concentrations on a very small scale, 
especially for traffic-related air pollutants. 
The recent trends identify a GIS-based dispersion modelling approach as a feasible and reliable indirect 
assessment method to model exposure (Gulliver and Briggs, 2005; Borrego et al., 2006; WHO, 2006b; 
Vienneau et al., 2009; Zou et al., 2009; Beelen et al., 2010). The high resolution spatial and temporal 
pollutant concentrations’ variability provided by the enhanced CFD dispersion models and the underlying 
GIS platform enable the estimation of exposure for individuals over both time and space. 
The individuals can be followed through their space-time activity patterns (acquired, for example, with 
GPS-based travel diaries or through time-activity surveys) and their exposure profiles, for the different time 
intervals and for each outdoor microenvironment (walking, in-vehicle, etc.), can be accumulated. The 
modelled spatial and temporal resolution can be defined according to the resolution of the available data. The 
Figure 5.18 displays an exposure profile modelled with the TOTEM tool, for a given time-activity pattern, 
and the projection of a given pattern in a GIS environment. This GIS-based dynamic exposure assessment is 
a relatively new research area, with significant developments experienced in the last five years. 
 
Figure 5.18 – Exposure modelling with TOTEM (source: Gulliver and Briggs, 2005) and 
time-activity pattern projected in a GIS environment (source: www.geography.osu.edu) 
The emblematic European project HEARTS (Health effects and risks of transport systems), completed in 
2005, aimed to developed an integrated impact assessment method to evaluate changes in exposure patterns 
and related health effects caused by different transportation policies (WHO, 2006b). This method includes 
several models (air quality, noise, time-activity patterns, exposure, etc.) linked via a GIS, highlighting the 
micro-approach to tackle appropriately the urban environment dynamics. The selected pollutants for the 
Ana Luísa Ramos 
- 218 - Model-Based Systems Engineering: A System for Traffic & Environment 
study were the PM because they capture the most relevant effects of traffic-related air pollution. According to 
the WHO (2006b) “achieving higher accuracy in estimating the spatial and temporal distribution of pollutant 
emissions is essential for credibly estimating population exposure to air pollution, since exposure depends on 
the detailed (time and space) intersection between people and the transport-related concentrations”. 
The epidemiological studies are often used to estimate the relationship of the exposure to health outcomes 
(exposure/dose/concentration-response functions or CR). The CR functions are combined with data on the 
prevalence of exposure in order to calculate the proportion of the outcome in question. Improving the 
resolution of exposure assessment and the related exposure classification will probably reduce bias in 
exposure-effect analyses thus, it is important to account for within-city variability in air pollution 
concentrations (Marshall et al., 2008; Zou et al., 2009). 
The results of these epidemiological studies are synthesized in Figure 5.19, that depicts the quantified 
adverse health effects related with some major traffic pollutants. In general, there has been a consistency of 
results highlighting the adverse impacts of traffic pollution on health, especially the mortality impact of PM. 
 
Figure 5.19 – Major traffic pollutants and quantified health effects 
(sources: Colvile et al., 2001; WHO, 2005) 
Air Quality Modelling and GIS 
As can be concluded by the above description, the traffic-related environmental problem is large, complex, 
and dynamic and has an obvious spatial dimension that can be assessed by Geographical Information 
Systems. These geographical tools play a very important role in the integration of data from the diverse 
traffic & environment models, in the geo-analysis of related spatial data, and in the visualization of the 
resulting 2D/3D data. The GIS can act as a central storage system that allows communication and 
intermediate storage and display between the different models, providing a smoothly operating environment. 
The attractive map displays supplied by a GIS environment make the results of the models user-friendly and 
easily understandable both for local authorities and the public (Wang et al., 2008). The London Air Quality 
Network is a remarkable example where one can see 3D GIS maps displaying air pollution levels for 
different city areas (Figure 5.20). 
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Figure 5.20 – London Air Quality Network 3D GIS pollution maps 
(source: http://www.londonair.org.uk) 
During the last decade, the presence of GIS in the development of projects and frameworks to address the 
traffic-related urban environmental problem has been a constant. Fedra (1999) describes the work resulting 
from the ECOSIM, the AIDAIR and the SIMTRAP European projects that focused the air quality assessment 
and management, integrating a GIS, on-line monitoring and simulation models. Ambrosino and 
colleagues (1999) describe the SLAM project that had resulted in an integrated software environment to 
support decision-makers in the evaluation of traffic-related environmental impacts (energy consumption and 
air quality). Brown and Affum (2002) describe the TRAEMS GIS-based system to add-on existing transport 
planning models and to assist the evaluation of environmental impacts of transport proposals. Borrego and 
colleagues (2003) propose a GIS-based environment to link emission and dispersion modelling for air quality 
assessment in Lisbon. Arampatzis and colleagues (2004) explain a GIS-based DSS to evaluate the emissions 
and energy consumption impacts of traffic management strategies. Gulliver and Briggs (2005) describe the 
development and testing of a GIS-based system for modelling air quality and human exposure. Wang and 
colleagues (2008) propose a 3D GIS environment to model emissions and pollutants dispersion. Elbir and 
colleagues (2010) describe a GIS-based DSS for urban air quality management in the city of Istanbul. 
These works emphasize the critical role of GIS in integrating traffic and environmental-related models in 
order to support scientific analyses and decision-making processes. In the last few years this theme has 
received special attention due to the political commitment with the subject and the associated legislation. The 
related model integration represents adequately the dynamics and interactions of modern systems that, as 
previously referred, demand a holistic thinking and a Systems Engineering approach. “Modelling air 
pollution in urban areas is a multidisciplinary topic requiring research in areas such as emissions, basic fluid 
mechanics, meteorology, chemistry, mathematics, and computer science” (Taseiko et al., 2009). 
However, these works represent macro and meso scattered applications, overlooking the holistic framework 
that is vital to guide the sustainable actions of local decision-makers and the micro-approach (traffic 
microsimulation, instantaneous emissions, CFD dispersion models, etc) required to model adequately the 
urban traffic & environment profiles that characterize the problem. The major part also neglects the 
mandatory aspect of dissemination of intelligible and truthful information to the citizens and do not explicitly 
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take into account the fundamental role of ITS in dealing with this thematic. The author did not found, in the 
literature, any traffic & environment system developed through a Systems Engineering approach. This work 
also aims to contribute to this issue, setting up this integrated framework using the recent MBSE paradigm. 
5.2.2 Noise 
The noise (the underestimated problem) related to urban traffic is possibly one of the most “visible” effects 
of excessive motorized flows. The hearing damage, the disturbed sleep, the annoyance, the loss of memory, 
and the impaired school and work performance are some of the noise adverse effects on 
health (Pathatk et al., 2008). Furthermore, there is evidence that the excessive noise can contribute to high 
blood pressure and a higher risk of cardiovascular diseases. In Germany, for example, the road traffic noise is 
considered to be the cause of 4 000 premature deaths (European Communities, 2007). Vibration (acoustic 
waves travelling through the ground) is part of the noise spectrum but it is not heard. Is mostly caused by 
road freight vehicles and can be very damaging to buildings along the roads and to cultural monuments. It 
may also cause interference with delicate procedures such as surgeries and may cause sleeping disturbances. 
According to the World Health Organisation, it is estimated that about 40% of the population in the EU is 
exposed to road traffic noise at levels exceeding 55 dB(A), being 20% exposed to unacceptable levels, that is, 
above 65 dB(A), during daytime, and more than 30% exposed to levels exceeding 55 dB(A) during the night. 
The typical unit of noise measurement is the decibel (dB), filtered with an A-scale in conformity to the 
frequency response of the human ear. 
The WHO guidelines recommend less than 30 dB(A) in bedrooms during the night for a sleep of good 
quality, and less than 35 dB(A) in classrooms to allow good teaching and learning conditions. A doubling of 
noise at the source produces a 3 dB(A) increase in the sound pressure level (barely perceptible to the human 
ear) and an increase of 10 dB(A) in noise level will cause the noise to be perceived as being about twice as 
loud. Typically, the noise level from a traffic road will decrease between 3 or 4.5 dB(A) each time the 
distance from the road is doubled (Meyer and Miller, 2001) (Figure 5.21). 
The noise levels are usually expressed in the long-term (one year) averaged harmonised indicators [Lden] 
(day-evening-night equivalent level) and [Lnight] (night equivalent level). The [Lden] is the equivalent 
continuous noise level over a whole 24-hour period, but with noise in the evening (20:00 to 23:00) increased 
(“punished”) by 5 dB(A) and noise at night (23:00 to 07:00) increased by 10 dB(A) to reflect the greater 
noise-sensitivity of people at those times (Figure 5.21). For road traffic noise it may also be relevant to use 
the [Lday] (07.00-20.00) and the [Levening] (20.00-23.00). These indicators are defined in order to better reflect 
a given effect. For example, the [Lnight] is the A-weighted long-term average sound level determined over all 
the 8-hour night periods (23:00 to 07:00) of a year, to reflect sleep disturbances and long-term effects such as 
cardiovascular disorders. 
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Figure 5.21 – Noise level decrease with distance from a line source, [Lden] expression and noise 
levels criteria 
Environmental Noise Directive (END) 
The major European milestones on noise policy include the Green Paper on Future Noise Policy, from 1996, 
and the Environmental Noise Directive (END), from 2002. This Directive enforces the assessment and 
management of environmental noise, requiring EU Member States to map hot-spots, to inform and consult 
the public, and to establish action plans to control and reduce the harmful effects of noise exposure. The 
strategic noise maps should present noise levels expressed in the long-term averaged harmonised indicators 
[Lden] and [Lnight] in order to assess, respectively, the number of people annoyed and sleep-disturbed 
throughout Europe. 
The noise maps are to be developed, in a first phase, for agglomerations with more than 250 000 inhabitants 
and for places near the major roads which have more than six million vehicle passages a year and, in a 
second phase (to complete in 2012), for agglomerations with more than 100 000 inhabitants and for places 
near the major roads which have more than three million vehicle passages a year. A noise map, usually 
developed in a GIS environment, describes the spatial distribution of noise levels in a given area. These 
levels are represented by a colour scale or contour lines. The maps are elaborated for the Lden and Lnight 
indicators. They must be reviewed every five years. These maps constitute a valuable strategic tool to 
integrate with urban land-use policies and to assess the impacts of noise reduction measures. 
The Portuguese Noise Regulations, from 2006 and 2007, are coordinated with the European Noise Directive. 
The municipalities work under the jurisdiction of the Portuguese Environmental Agency (APA). The NOISE 
(Noise Observation and Information Service for Europe) web-based database, developed by the EEA, is 
responsible to gather quality-checked data reported in accordance with the END Directive and represents “the 
first step towards a truly pan-European assessment of environmental noise impacts” (EEA, 2010). The 
Figure 5.22 shows two noise maps for a given area in London reflecting the Lden (on the left-side) and the 
Lnight (on the right-side) indicators. 
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Figure 5.22 – Noise maps for an urban area in London: Lden and Lnight indicators 
(source: www.londonnoisemap.com) 
 
Traffic Noise Sources and Noise Reduction 
The noise from road traffic comes from several sources: the vehicle (engine work, acceleration, braking), the 
friction between the vehicle tyres and the road surface, the driver behaviour (horn usage, sudden braking or 
starting, door slam, alarms, and loud music), and the construction and maintenance works. The Municipal 
Noise Reduction Plans must be defined whenever urban noise conflicting situations (the environmental noise 
levels surpass the noise limits) exist. Environmental noise can be defined as “the unwanted or harmful 
outdoor sound created by human activities, including noise emitted by means of transport, road traffic, rail 
traffic, air traffic, and from sites of industrial activity and described by a noise annoyance indicator like 
day-evening-night noise indicator (Lden) or night-time noise indicator (Lnight)” (Rocha and Carvalho, 2007). 
The mitigation actions should follow a given order: actuate on the source, actuate on the path, and actuate on 
the receiver. This order reflects the potential to reduce the noise exposure and the cost-benefit relation. The 
most common measures to reduce urban noise include: engine technical enhancements (with a considerable 
impact in the last twenty-years), vehicle standards like tyres regulation, road profile changes, acoustically 
absorptive pavements, traffic calming techniques like reduced speed limits, noise barriers like walls or 
vegetation fences, noise-friendly urban forms (building shapes and orientation, building materials, protected 
sensitive areas, etc.), restricted vehicle movements, public transportation and alternative silent modes 
(walking and cycling), traffic signal coordination, tunnels and bypasses around cities, and double-paned 
windows at home. The Figure 5.23 shows a noise scale, in dB(A), with illustration of noise sources and some 
examples of traffic measures that can reduce the urban noise. 
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Figure 5.23 – Noise scale, in dB(A), with noise sources, and some examples of measures to 
reduce noise (source: IA, 2004) 
 
Modelling Noise 
As traffic and as air pollution, the noise can be measured and/or modelled. Like in the other situations, it may 
be thought that the best way of doing it is by measurement, but the areas that need to be covered, the time 
periods that have to be considered to collect representative measures, and the difficulties associated with the 
distinction of noise sources, make the modelling methods a more viable option to develop noise mapping and 
to assess the effect of different noise reduction strategies. This impact assessment is critical for noise action 
planning. Evidently, the modelling option requires accurate and comprehensive input data as well as reliable 
and efficient emission and propagation calculation methods. 
The calculation methods used across Europe (the CRTN – ‘Calculation of Road Traffic Noise’ is one of the 
most famous ones, used in U.K.) are different and there is a clear need to improve their accuracy and promote 
their harmonization (Nijland and Van Wee, 2005; WHO, 2006b). The HARMONOISE (Harmonized 
Accurate and Reliable Methods for the EU Directive on the Assessment and Management of Environmental 
Noise) and the IMAGINE (Improved Methods for the Assessment of the Generic Impact of Noise in the 
Environment) projects are two well-known examples of EU-funded research works that aimed to develop 
improved methods for noise assessment, with particular emphasis on traffic-related noise. The deliverables of 
HARMONOISE and IMAGINE are intended to be used by the Member States for the creation of strategic 
noise maps and to help to predict the efficiency of noise action plans. As also observed for the traffic and air 
pollution models, the noise models call for an accurate representation of urban traffic dynamics such as 
traffic congestion, traffic lights, and kinematic behaviour (acceleration, idling, etc.). 
Typically, the information needed for the traffic road source includes the emission data (e.g., traffic volumes, 
average vehicle speeds for each vehicle category, and road geometry), the propagation data (e.g., road 
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pavement, acoustic properties of building facades, wind patterns, and temperature gradient), and other 
relevant issues needed to define the noise levels in the selected area. The static noise models consider 
free-flow constant speed traffic and homogeneous traffic flows within road sections being the noise levels 
estimated from mean flow rates and mean flow speeds. These models are particularly useful to assess noise in 
macro-environments such as inter-urban conditions and are less useful to represent urban traffic noise, 
especially close to intersections and traffic signals where traffic conditions vary a lot (Can et al., 2009). The 
analytical noise models consider the mean kinematic patterns of a vehicle that are combined in a noise 
emission law to compute the instantaneous sound power levels due to the bypass of a single vehicle that is 
considered as a mobile line source. Since they only account for single vehicle kinematics, they disregard the 
vehicle interactions that characterize the urban traffic dynamics (Chevallier et al., 2009). Many ITS measures 
can influence the vehicle speed and acceleration parameters (driver behaviour), and the traffic interactions 
and consequently, it seems interesting to provide additional detail to the models in order to evaluate the 
impact of these strategies on traffic & environment. 
The accuracy of the models is closely related with the underlying traffic representation and can be enhanced 
with speed and acceleration profiles for each vehicle at each road segment. As already mentioned, this data 
representation is particularly relevant in the urban context, and can be achieved through the combination of 
traffic microsimulation models with noise microsimulation models. The noise microsimulation models, or 
dynamic models, are based on an instantaneous dynamic representation of traffic that provides, for each 
time-step (usually one second), the location, speed and acceleration of each vehicle in the road network. 
These data feed a noise emission law in order to assign an instantaneous sound power level to each vehicle. 
The noise levels at a given reception point are then calculated through a sound propagation model and the 
desired noise descriptors are finally computed. DRONE, MOBILEE, ROTRANOMO and SYMUBRUIT are 
















Figure 5.24 – Noise microsimulation model: general description and interfaces 
The emission model computes the instantaneous sound power level (Lw) of the vehicle defined by its class, 
position, speed, acceleration, driving direction and other corrections for driving conditions, tyre type, road 
surface and condition, road gradient, etc. The sound power level considers two point sources (the rolling 
source and the propulsion source). This level, combined with meteorological conditions and building 
characteristics and geometry, allows the computation of the sound propagation using a fixed grid of emission 
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points or using emission points for all vehicles at their exact location at each time-step (Peeters and 
Blokland, 2007). The propagation model generates the path between the emission point and the receiver, and 
computes the immission considering attenuation coefficients for temperature and wind gradients, ground 
effects, barrier diffraction, etc. The noise level at the receiver (LAeq, 1s) is the summation of the contributions 
of all point sources. The short-term (e.g., evolution of LAeq, 1s, LAeq, 15m) or long-term average noise 
descriptors (e.g., Lden and Lnight) can be computed by aggregating instantaneous noise levels, weighted by 
their period of occurrence. The recent research works in this area (De Coensel et al., 2005; Can et al., 2009; 
Chevallier et al., 2009; Can et al., 2010) provide very convincing results and demonstrate that the 
microsimulation models outperform the other approaches at urban areas where traffic dynamics are 
significant, thus improving noise estimation. 
Noise Modelling and GIS 
Once more, the input/output data is usually stored in a GIS environment. Like traffic and air pollution, the 
noise is a spatial dynamic phenomenon that fits into a GIS. This information system allows the regular 
update of noise data and the prompt creation of dynamic noise maps (the noise map can be understood as a 
layer over the base geographical data), as well as comprehensive spatial analyses. The 2D (required by the 
END Directive, at a height of 4m from the surface) and 3D GIS noise maps are a very effective tool in the 
dissemination of information to technical and non-technical staff. The 3D maps provide the volumetric 
information of noise giving noise levels for different heights, which is important to assess exposure levels in 
















Figure 5.25 – 2D and 3D GIS noise maps (adapted from Kurakula, 2007) 
Several epidemiological studies have been evidencing the adverse effects of noise on human health and 
general quality of life (Babisch, 2005; WHO 2006b; Goines and Hagler, 2007; Fyhri and Aasvang, 2010). 
The noise acts like an environmental stressor that influences behavioural, psychological and physiological 
processes. The main health endpoints that have been reported can be grouped into seven categories, namely: 
Hearing Impairment, Interference with Spoken Communication, Sleep Disturbances (effects on sleeping 
behaviour, effects on performance and mood through the following day, and long-term effects on well-being 
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and health), Cardiovascular Disturbances (such as hypertension and ischaemic heart disease), Disturbances in 
Mental Health, Impaired Task Performance (like difficulty to sustain attention and concentration, and poorer 
school performance), and Negative Social Behaviour and Annoyance Reactions. The most vulnerable groups 
include neonates, infants, children, those with mental or physical illness, and the elderly. 
As Goines and Hagler (2007) state, the environmental noise is “the modern manmade plague” and “the 
society now ignores noise the way it ignored the use of tobacco products in the 1950s”. The road traffic noise 
is a serious and widespread problem that must be considered in the local, national, and international policies. 
There is a clear need to integrate detailed noise models with detailed traffic and air quality models in order to 
develop an integrated platform able to mimic the urban dynamics and able to support consistent 
decision-making processes involving, inevitably, the general public. 
The micro models are data-intensive and time consuming but, as computer power increases and more local 
authorities adopt these models, the micro approach will grow providing an incredible level of detail that is 
critical to represent adequately the urban forms, to test ITS and other traffic & environment strategies, and to 
create accurate and powerful visualization displays. The reporting of combined studies, considering micro air 
quality and noise modelling is practically inexistent being the work of King and colleagues (2009) a first step 
towards the combined assessment and reduction of traffic air pollution and noise in urban areas. 
5.3 Intelligent Measures for Urban Green Transportation 
The traffic-related environmental impacts are increasingly relevant in the contemporary discussion of 
sustainable transportation and urban liveability. The estimation of the urban traffic contributions for air 
quality and noise are particularly important to evaluate pollution-reduction measures (e.g., dynamic speed 
limits, VMS, ramp metering) and to implement them appropriately (Smit et al., 2010). Furthermore, to keep 
the citizens informed and vigilant is vital to their well-being and to achieve some behavioural changes. The 
knowledge on traffic-related health impacts can probably help to convince people to change their mobility 
options for “greener” habits. In fact, the worldwide epidemiological studies reveal a consistent increase in 
cardiac and respiratory morbidity and mortality due to exposure to air pollution (Baldasano et al., 2010). 
The primary studies in the field of transportation have emphasized the congestion mitigation but, the 
present-day challenges claim for an emphasis on environmental impacts reduction (mainly, air quality, noise 
and fuel consumption). The measures to reduce congestion and the measures to reduce traffic emissions are 
usually different and can be, sometimes, conflicting. For example, the settlement of dedicated bus lanes can 
improve the traffic operation but may increase the CO emissions by cars (Chen and Yu, 2007). Consequently, 
the urban traffic strategies should consider both aspects: mitigating traffic congestion and improving traffic 
operations while reducing traffic emissions and noise. To evaluate these strategies the modelling approach is 
fundamental since it enables the assessment of the impacts on emissions or on noise levels of traffic control 
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measures or ITS deployments. These measures can influence a considerable set of traffic operational 
parameters such as the traffic volume on the links of the network, the driving mode on the links (distribution 
of speed, acceleration rates), and/or the number of trips by time-of-day and mode along the links that, in turn, 
influence the emissions and the noise levels on those links. 
The following paragraphs will describe a collection of measures, mainly related with Intelligent 
Transportation Systems solutions (that the author named as Intelligent Measures), that the urban 
municipalities can appraise and implement in order to achieve a more “greener” traffic system. The ITS can 
contribute to reduce the environmental side-effects of traffic and thus deliver better quality of life and long 
term sustainability of towns and cities (Bell, 2006). As already mentioned, measures to mitigate congestion 
are not always measures that reduce emissions and consequently, they all must be evaluated, by means of 
modelling & simulation, to assess, simultaneously, the potential impacts on the traffic operations and on the 
environment (Traffic & Environment). Bell (2006) provides an excellent review of ITS technologies and 
evidence on how they can reduce the adverse environmental impacts. Some examples include: “traffic signal 
control can relocate queues from closed to open spaces so that natural ventilation can disperse pollution more 
effectively”, “VMS to inform on speed limits to calm traffic, or car parking information systems to reduce 
search time for parking space play an important role in reducing pollutant emissions”, “the vehicle control 
systems with ISA could, by managing speeds through satellite communication along vulnerable streets, 
significantly reduce air emissions”, “the smart card technology provides valuable information on the 
demands of trip making and thus allows better management of public transport. Furthermore, the data from 
these systems would allow information on personal activity to be collected that may then be used as input to 
exposure models”. This author highlights the need to use micro-level models to understand the 
traffic & environment dynamics and the impacts of ITS strategies.  
The proposed classification of Intelligent Measures, based on the particular perspective of this work, 
embraces two major categories: Measures to reduce car utilization and Measures to deal with car utilization. 
The first category, probably the most sustainable and “green”, aims to encourage the utilization of alternative 
modes such as public transportation, walking, and/or cycling. The second category, probably the most 
pragmatic one, in the short-term horizon, aims to improve traffic operations in order to both reduce 
congestion and mitigate the resulting adverse environmental impacts, and is effectively more related with the 
ITS philosophy (it does not aim to increase capacity by building more roads). The first category can be 
considered as “political” while the second one can be entitled as “technical” since the main instruments 
within each one are more related with strategic/political decisions and operational/technical decisions, 
respectively. The “informational” dimension, as the means to attain and disseminate information, is 
transversal and critical for both categories and relies on modern sensing, surveillance, communication, and 
computing technologies. 
The focus units of the former category are the city and the citizen. The focus units of the later category are 
the car, the roads, and the driver. The measures within the categories should be supported by a legal 
framework that is, by international, European, and national directives (e.g., Air Quality and END Directives), 
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regulations, standards (e.g., EURO standards), and programmes (e.g., CIVITAS). Obviously, the categories 
and associated measures are not exclusive and present a high synergetic degree. So, whenever possible, they 
should be combined in order to attain a truly holistic sustainable urban traffic & environment system. The 
Figure 5.26 depicts the proposed classification for Intelligent Measures for Urban Green Transportation and a 
set of instruments for each subclass. 
International, European and National policies, directives, regulations, standards and programmes
INTELLIGENT MEASURES FOR URBAN GREEN TRANSPORTATION









- concentrate urban services and residential buildings
- place new developments around public transport nodes
- parking spaces for electric vehicles
- encourage telecommuting, flexitime, and peak-hour spreading
Public transportation services
- increase frequency, coverage, reliability, punctuality,
   cleanness and safety of bus services
- afordable prices and smart charging systems
- efficient and pleasant terminals and intermodal interfaces
- park & ride facilites, dedicates bus lanes, traffic signal prioritiy
- BRT, DRT, integrated smart ticketing
Traffic restraint & car occupancy
- physical (limited speeds, low-emission zones, parking
   restrictions…)
- financial (charge fuels, road congestion charges, charge park
   utilization, quotas on number of vehicles…)
- car-pooling, DRT
- dedicated lanes for vehicles with more than one occupant
Walking & cycling
- dedicated walking and cycling lanes
- pleasant sidewalks, green spaces, reduced car speeds
- bike racks for buses and trains, bike-sharing services
Public campaigns
- provide clearly targeted personal information
- inform about the local initiatives and involve citizens
- inform the citizens about traffic & environment & health
- establish networks, share experiences and best practices
Technological advances
- catalytic converters, particulate filters
- unleaded gasoline, low-sulfur fuels, biofuels
- hybrid and electric vehicles
- silent pavements
- ISA, collision warning/avoidance systems
- emergency braking systems, night-vision systems
- incident detection systems
Traffic operations management & control
- Traffic Management Centres
- ramp metering, HOT lanes
- speed limit control, VMS
- traffic signal control
- route planning and navigation systems
- AVL, AVI
- en-route driver information, parking information
- incident detection systems, emergency vehicle managment
Driver behaviour patterns
- vehicle inspection/maintenance routines
- encourage vehicle retirement
- campaigns to respect speed limits, drive with no-alcohol
- eco-driving
- VMS, ISA, collision avoidance systems
- en-route driver information
 
Figure 5.26 – Classification of Intelligent Measures for Urban Green Transportation 
Measures to Reduce Car Utilization 
The measures to reduce car utilization have, as underlying principle, to influence travel demand and to 
encourage modal shift. They can be of type: land-use/spatial planning, public transportation services, traffic 
restraint & car occupancy, walking & cycling, and public campaigns. 
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The land-use/spatial planning subclass entails the measures that intend to plan and organize the urban space 
and the land-use development in order to reduce journey distances and demand less car use such as, to 
concentrate the urban services (central business district) and residential buildings limiting urban sprawl, to 
consider spatial allocation separating homes, schools and hospitals from major pollutant and noise sources 
like major roads, to concentrate new developments around public transport nodes, to deploy parking spaces 
for electric vehicles, to encourage telecommuting, flexitime and peak-hour spreading work policies, etc. 
These measures typically act on the density, the city structure and the local design. 
The public transportation services subclass is of critical importance in the urban space. Improving the quality 
of public transport systems, in special the bus services, by increasing their frequency, surface coverage, 
reliability, punctuality, cleanness and safety, is mandatory to incite their utilization. Obviously, the price 
must be affordable and supported by smart charging systems. As Poudenx (2008) stated “Understanding 
people behaviour is certainly one of the keys to unlock the situation and the signs are not encouraging for 
transit systems”. The public transport franchising can be an option to develop attractive and competitive 
public transportation. The local authorities can act on the infrastructure, providing, for example, more 
efficient and pleasant terminals, weather protection at bus stops, efficient intermodal interfaces, park & ride 
facilities, dedicated bus lanes, traffic signal priorities, and access to areas where cars are restricted. The 
APTS and the ATIS are the two ITS categories whose user services can have a fundamental role in this 
subclass (e.g., Bus Rapid Transit services, DRT, integrated smart ticketing). The “InfoBoard” service 
developed by the Portuguese company OPT, SA, and implemented at Hospital de São João and Faculdade 
de Medicina da Universidade do Porto, and the “Net Bus” service provided by Carris, are brand new 
examples of APTS/ATIS services that provide real-time and high-quality bus information to the public, as 
well as wireless services within the bus (Figure 5.27). 
 
Figure 5.27 – “InfoBoard” and “Net Bus” ATIS services (source: www.opt.pt; www.carris.pt) 
The traffic restraint & car occupancy subclass entails the instruments that can be used to limit the utilization 
of private car. These traffic restraint instruments can be divided into physical and financial. The physical 
instruments deploy traffic restrictions by means of regulations or infrastructure obstructions (e.g., traffic limit 
speeds, car-free zones/low-emission zones, parking restrictions). The financial instruments, very common 
nowadays, implement pricing solutions to charge fuels, road and car-parking utilization. Pricing appears to be 
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an effective tool to address traffic volumes. According to the European Environment Agency (EEA, 2010), 
people are sensitive to road pricing policies, as confirmed by the London and Stockholm road congestion 
charges. The EPS & ETC category, within ITS, can play a fundamental role in road and parking pricing 
systems. The quota on the number of vehicles is another financial instrument that can be used to restraint 
urban traffic. For example, Singapore has a licensing system that requires a licence at auction before the 
vehicles are allowed onto the road. These licences are so expensive that is prohibitive to have a car. The car 
occupancy measures aim to favour a higher rate of car occupants in order to reduce the number of cars. The 
car-pooling, the car-sharing, the DRT services, and the dedicated lanes for vehicles with more than one 
occupant are examples of these measures. The APTS can provide ITS services for this subgroup. 
The walking & cycling subclass entails a series of measures that incite people to use non-motorized modes 
like walking or cycling instead of using the car. The safety of pedestrians and cyclists is of critical 
importance thus, the infrastructure and the surrounding conditions must be appropriate and pleasant in order 
to support a good “green” experience. Dedicated walking and cycling lanes forming a complete urban 
network, pleasant sidewalks, non-motorized promenades, green spaces, reduced car speeds, bike racks for 
buses and trains, and bike sharing services (e.g., Call-a-Bike service in Berlin, Frankfurt and Munich) are 
some instruments that can stimulate these green mobility modes. It is also important to create evidence of the 
potential health benefits from increasing cycling and walking. 
The public campaigns are informational instruments that should act like marketing campaigns to inform the 
general public and to promote the change of some behavioural patterns. In this particular case, the campaigns 
should reinforce the need to shift from the utilization of cars to more green modes, highlighting the 
traffic-related adverse impacts. The involvement of the different stakeholders, including the citizens, in the 
decision-making processes is of paramount importance for successful outputs. The impacts on health are now 
beginning to take a major role in these initiatives since the public is, in general, quite sensitive to these 
questions. These campaigns must be accomplished through individualized marketing initiatives that provide 
clearly targeted personal information (e.g., “my exposure profile”). The author believes that this is the way to 
reach the citizens and to achieve fundamental changes in mobility patterns. 
The European Mobility Week (EMW) is a remarkable example of these campaigns. Under the theme “Travel 
Smarter, Live Better”, and with 2089 participating cities, the EMW of 2010 intended to be a “wake up call to 
local authorities, to consider more the impact of travel policies on the urban environment and quality of life, 
and to help people make smarter, healthier travel choices” (statement of Janez Potočnik, Commissioner for 
the Environment). As it is also stated in the factsheet, “30% of car journeys in Europe cover distances of less 
than 3 km; 50% are still under 5 km in length. These are ideal cycling distances, taking only 15 to 20 minutes 
to cycle, or can be covered at a brisk walk in 30 to 50 minutes, and would ultimately ensure the 
recommended amount of daily physical activity is undertaken”. According to the WHO (2005), the 
associated Car-free Day Initiative (every September, 22) improved the overall air quality by 10-16%. These 
campaigns inform the citizens about the initiatives that the local authorities are promoting and are an 
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excellent platform for the Member States to establish networks and to share opinions, experiences and best 
practices. The Figure 5.28 shows some images related with the EMW 2010. 
 
Figure 5.28 – European Mobility Week 2010 (source: www.mobilityweek.eu) 
Measures to Deal with Car Utilization 
The measures to deal with car utilization have, as underlying principle, to improve traffic operations in order 
to reduce congestion and the related undesirable environmental impacts (the ITS main objective). They can 
be of type: technological advances, traffic operations management & control, and driver behaviour patterns. 
The technological advances subclass includes the instruments that have resulting from technological 
improvements in engine technology, exhaust technology, fuel technology, road surface materials, etc. The 
three-way catalytic converters, the particulate filters, the unleaded gasoline and low-sulfur fuels, the biofuels, 
the hydrogen fuel cells, the hybrid and electric vehicles (“zero emission” vehicles), and the “silent” 
pavements are just some examples on this subclass. The AVCSS and EMS categories of ITS provide user 
services that are outputs of these technological advances such as, the Intelligent Speed Adaptation (ISA) 
system (a in-vehicle electronic system to control driving speed through a GPS/locating system, a GIS, and a 
device to shock off the fuel supply if the speed limit is exceeded), the collision warning/avoidance systems, 
the emergency braking systems, the incident detection systems, the night-vision systems, and the AWAKE 
system (to detect sleepy drivers). 
The traffic operations management & control subclass corresponds to the instruments that can be used to 
smooth urban traffic and avoid congestion, bearing in mind the related environmental impacts. They act on 
the traffic operations, ideally in real-time, using computing, information, and communication technologies 
embedded in the infrastructure, in the vehicles, and in the drivers. This is, by excellence, the subclass that fits 
the intelligent ATMS (Advanced Traffic Management Systems) category, as well as the AVCSS, APTS, 
ATIS, EMS, and EPS & ETC ones. Traffic Management Centres, ramp metering, HOT lanes, VMS, speed 
limit control, traffic signal control, signals with time indication for the driver (a pioneering system, in the 
country, installed in the city of Viseu), route planning and navigation systems, AVL, AVI, en-route driver 
information, parking information, incident detection, and emergency vehicle management are just some 
instances of these instruments. The Figure 5.29 displays an adaptive traffic signal control system (SCOOT) 
that responds automatically to fluctuations in traffic flow through the use of vehicle detectors and/or 
microsimulation models, coordinating the operation of all traffic signals within a given area. 
Ana Luísa Ramos 
- 232 - Model-Based Systems Engineering: A System for Traffic & Environment 
 
Figure 5.29 – Adaptive traffic signal control SCOOT (source: www.scoot-utc.com) 
The driver behaviour patterns subclass includes the measures that can influence the car driver to drive in a 
“greener” smoothly and safer way. The regulations to enforce vehicle inspection/maintenance routines and 
good tyre condition, the programmes to encourage vehicle retirement, the campaigns to respect speed limits 
and drive with no alcohol, the informative campaigns to show evidence of traffic-related adverse impacts and 
effects on health are examples of instruments that can be used to persuade the car driver. For example, the 
“EcoDrive” system, developed by Microsoft and Fiat is a computer modern software that analyses the driver 
style and tells him/her how to drive more efficiently, reducing fuel consumption and CO2 emissions. The 
ATMS, ATIS and AVCSS categories provide user services, such as Variable Message Signs, ISA, collision 
avoidance systems, and en-route driver information that can help to accomplish this change of behaviour. 
Once more, the individualized targeted information is of critical importance. 
5.4 Final Considerations 
The described measures can both contribute to smooth urban traffic and to mitigate the negative 
environmental effects but, this is not always true (e.g., the road humps can benefit local speed reduction but, 
the associated deceleration/acceleration typical profile can increase emissions; altering urban speed limits 
from 50 km/h to 30 km/h suggests a decrease in noise levels of 0.8 dB(A) but at the expense of an increase in 
pollutant emissions by over a quarter) and consequently, it is vital to test each of these instruments before to 
deploy them. This fully integrated traffic & environment operations management system is essential to 
support the urban transport decisions of every medium-size (and large) city. As Bell and colleagues (2009) 
state “The effectiveness of technical and policy decisions depend on the accuracy, timeliness and 
appropriateness of information being available for the technical manager and operator as well as for the 
public”. 
This system requires a comprehensive database, modelling & simulation platform that can be supported by a 
GIS, several microsimulation models (e.g., traffic microsimulation, instantaneous emission models, CFD 
dispersion models, noise microsimulation) and 3D visualization tools able to appropriately describe the urban 
traffic & environment dynamics and to support cooperative decision environments involving technical and 
non-technical stakeholders. The relevance of the micro-scale end-user information claims for mobile, flexible 
and personalized applications that can provide real-time accurate information to the citizens on 
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Traffic & Environment & Health. The 3D traffic, environment and exposure visualization can motivate a 
better awareness of the relationship between the public and the urban environment and incite lifestyle 
changes. The generation of 3D city models through, for example, the CityGML open data model and 
exchange format (based on XML) can be a fundamental step to create 3D urban geo-data models that 
combine geometry and semantics and can support advanced environmental analyses. 
The local authorities have a fundamental role in improving the traffic & environment system of their urban 
jurisdictions. Locally developed tailor-made solutions, based on public consultation and active participation, 
are essential to make the city more attractive, cleaner and healthier thus, a better place to live, work, and play. 
A higher-level supporting institutional framework is as well critical to hold up strategic guidance, 
coordination and cooperation and to steer the actions towards a sustainable urban traffic system. According to 
the EEA (2009), the EU policies and programmes have been mostly sectoral in nature and project driven, and 
the urban management requires more integrated and comprehensive approaches to address the modern 
challenges: “the development of a holistic perspective on urban management that considers the various 
interlinkages within the urban environment, and seeks to combine the related processes in order to develop 
greater coherence and mutual reinforcement of planned responses to the challenges generated by the key 
drivers of urban development” (the relevance of this holistic approach is also corroborated by 
Macário (2005)). Furthermore, “policy-makers need a solid basis of information and intelligence to support 
decision-making” and “participatory decision-making is desired and demanded by citizens who wish to play 
a more active role in the governance of their society”. The public acceptability is a critical element of 
sustainable urban transportation. 
This chapter closes the Part II of this thesis (Intelligent Urban Traffic & Environment: A Large, Complex, 
Multidisciplinary Application Domain). The author hopes that the provided description, in Chapters 4 and 5, 
helped to demonstrate the large, complex, and multidisciplinary nature of this domain and the significance of 
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6.1 Chapter Introduction 
“There is this hope, I cannot promise you whether or when it will be 
realized - that the mechanistic paradigm, with all its implications in 
science as well as in society and our own private life, will be replaced by 
an organismic or systems paradigm that will offer new pathways for our 
presently schizophrenic and self-destructive civilization.” 
(General System Theory - Ludwig von Bertalanffy, 1968) 
This chapter is dedicated to the experimental part of the work, where the Field Knowledge described in 
Chapters 2 and 3, and the Domain Knowledge described in Chapters 4 and 5, are combined to carry out the 
design of a real-world system. This system, named GUILTE (Guiding Urban InteLligent 
Traffic & Environment), has as main objectives to create an integrated development framework and to 
support the urban traffic & environment operations that are typically under the municipalities’ jurisdiction. 
The GUILTE was developed (is in development) in straight collaboration with the Câmara Municipal de 
Aveiro (CMA), and with the valuable support of Departamento de Electrónica, Telecomunicações e 
Informática da Universidade de Aveiro (DETI), Departamento de Ambiente e Ordenamento da Universidade 
de Aveiro (DAO) and Associação para a Formação Profissional e Investigação da Universidade de Aveiro 
(UNAVE). 
The chapter begins by providing a general description of the GUILTE system explaining its relevance in the 
present context and its alignment with the current directives, needs and expectations. This introductory part 
also contains a justification for the use of a Systems Engineering approach and the proposal of an agile 
MBSE methodology. The second part addresses the different phases of the Model-Based approach that were 
pursued to design (and develop) the system-of-interest, following the proposed methodology. Each of these 
phases encloses a series of models built with SysML and OPM, and prototype models developed for some 
components of the system. The chapter ends with some final considerations about the empirical work. 
6.2 GUILTE System, SE Approach and MBSE Methodology 
The GUILTE (Guiding Urban InteLligent Traffic & Environment) system is, simultaneously, a 
framework and a system. Is a framework since it is a logical structure or an organizational skeleton that 
enables the planning, development and deployment of traffic & environment intelligent operations by 
integrating and coordinating several “building blocks” that need to be interrelated to generate the emergent 
properties of the “whole”. In this sense, the framework gives the “big picture” to guide the future 
developments. Is a system because it is a collection of different parts or elements (people, hardware, 
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software, facilities, policies, documents) that together, by their interconnections, produce the system-level 
results (characteristics, functions, behaviour, performance) achieving one or more stated purposes. Given that 
the system concept is more extensive and encloses the concept of framework, the GUILTE will be referred, 
from this point forward, as a system. 
The main purposes of the GUILTE are to provide an integrated development framework for the 
municipalities, and to support the (short and real-time) network operations of the urban traffic, through 
Intelligent Transportation Systems (ITS), highlighting two fundamental aspects: the evaluation of the related 
environmental impacts (in particular, the air pollution and the noise) and the dissemination of information to 
the citizens, endorsing their involvement. These purposes are obviously related with the high-level complex 
and multifaceted challenge of developing sustainable urban transportation networks. 
The intentions above mentioned are fully aligned with the requirements, tendencies, and directives 
described in Chapters 4 and 5 (when describing the application domain). The GUILTE aims to support the 
contemporary challenge of “green” management of the network with a qualitative improvement (“quality of 
roads” instead of “quantity of roads”) based on timely information, personalized traffic & environment 
services, and high-quality guidance provided to the entities moving on the roads. The networking 
technologies, the real-time based interactive systems, and the service packaging are the perspectives that 
support this “quality” and are the basis of the proposed system. 
As also stated, an ITS architecture is critical to guide the development and deployment of 
traffic & environment applications ensuring systems, products, and services’ consistency, compatibility, and 
interoperability, and is fundamental to articulate a shared vision for the municipality. For the majority of the 
Portuguese cities this integrated vision has been inexistent and the applications and services that have been 
developed are like a “patchwork”. As recognized by the European urban mobility stakeholders, there is a lack 
of efficient management of urban mobility, with ITS solutions underexploited and scattered. The GUILTE 
intends to act as a simple architecture, suitable for the medium-size municipalities, to provide the required 
guidance. This architecture must be integrated, in the future, into the European complex and extensive 
FRAME architecture (still in development and requiring a national formal adoption). 
As proposed by the European Action Plan on ITS for Road Transport, from 2008, the development of a 
decision-support toolkit for ITS investment decisions, the development of guidelines for the public funding 
of ITS projects, and the establishment of an ITS collaboration platform between Member States and local 
governments to promote ITS initiatives in the area of urban mobility are priority areas of action (until 
2012-2014). The Action Plan for Urban Mobility (2009), which complements the Action Plan on ITS, 
strengths the need to develop an Urban ITS platform that can act as a guide to deploy intelligent solutions on 
urban environments. The proposed system aims to contribute to these challenges by providing that platform, 
as well as a comprehensive database, modelling & simulation core able to support ITS scenarios’ analysis 
and well-supported traffic & environment local decisions. 
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Inspired by this Action Plan for Urban Mobility, the IMTT had recognized the nonexistence of a coherent 
conceptual and operational framework and had announced, in 2010, a Mobility Package (under consultation 
and discussion) which is a national strategy for mobility. According to Viegas (2009), the municipalities have 
to develop their own mobility strategies and plans and then engage the regional and national authorities in 
that tailored plans. The GUILTE aims to support this local work providing the means to accomplish the 
Mobility Package national directives such as to improve the information about transportation and urban 
mobility, to reduce the negative environmental impacts of urban mobility, and to involve the public on the 
decision processes. With accurate, attractive, and well-supported information, the local governors can prove 
their points of view and persuade the regional and national authorities, as well as the citizens. 
In the Urban Traffic & Environment domain, modelling is critical to gain a better understanding of the 
systems, to estimate performance measures, to evaluate alternatives and their impacts, and to 
communicate/negotiate with the different stakeholders. The GIS and the traffic microsimulation models are 
benchmark tools critical to model properly the spatial and temporal dimensions of the urban traffic system. 
The GUILTE includes these two tools at the centre of its “brain platform”. 
The Thematic Strategy on the Urban Environment and the Green Paper highlight the imperative 
responsibility of local authorities in the adoption of more integrated approaches to urban management, and in 
the evaluation and enhancement of the environmental performance of their cities which should become more 
fluid, green, smart, accessible, and safe. The EU Air Quality Directive and the Environmental Noise 
Directive reinforce the need to assess urban air quality and noise levels and the obligation to inform the 
public. Like in the traffic system, monitoring the environment is expensive, geographically-limited, and not 
adequate to test alternative strategies and scenarios so, once more, modelling is a decisive way to deal with 
the subject. The GUILTE considers the environmental modelling as another key aspect of the “brain 
platform” and highlights the need of micro approaches to offer personalized urban traffic & environment 
services. 
The Figure 6.1 depicts the GUILTE system’s general structure. 
 
Figure 6.1 – GUILTE: a system for urban intelligent traffic & environment 
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The major elements of GUILTE are: 
 Urban Traffic & Environment Real System: it refers to the actual system being analyzed or managed 
that is, in this case, the urban transport network and specifically, its traffic operations and related 
environmental impacts; the area under analysis can be a hotspot, a link, an area or the entire city; 
 Data Acquisition: it is the element that gathers the different ways of attain data from the real system in 
order to feed the “brain” platform; 
 Database, Modelling & Simulation Platform: it is the system’s central part and is based on three 
fundamental pieces: a Geographical Information System for Transportation (GIS-T), a traffic 
microsimulation tool, and a set of environmental models; 
 Applications for Municipalities: it is the element that congregates and manages the relevant functions 
or applications that the municipalities need to carry out Urban Intelligent Traffic & Environment 
Operations; the municipality is taken as the major local authority in these matters; 
 Sensing & Surveillance, Communications, Information & Control: it is a transversal element that 
includes technologies like, for example, sensors, GPS, wireless communications, mobile devices, and 
web, which can be grouped into the three clusters enumerated in its name and that are used by all the 
other elements; it also represents the “physical” support of ITS; 
 Stakeholders: it is also a crosswise element that considers the different parties that have a right, a 
share, a claim, a need, or an expectation in the system or in part of it like, for example, local 
authorities, technicians, citizens, and academics; this element, which interacts with all the other 
elements of the GUILTE, highlights the Human factor in SE by modelling, explicitly, people as 
inherent parties of the system. 
The main output of the GUILTE system is a collection of traffic & environment information services that are 
based on the information provided by the Applications for Municipalities element to the different 
Stakeholders (e.g., local governors, general public). These services should act like inputs when converted 
into actions or decisions (which, desirably, should be increasingly sustainable actions) including, for 
example, political resolutions, regulatory measures, modal and route choices, or even do-nothing. These 
actions are executed on the Urban Traffic & Environment Real System by the Stakeholders thus, closing the 
loop. Each of the mentioned elements (the parts) serves a specific purpose but they must work together (the 
dependencies/interrelationships) to achieve the system’s overall principle (the whole). 
Can be the GUILTE system considered as a system-of-interest for the Systems Engineering field? 
In fact, every system can be interesting to the field and can be developed through a SE approach but, from the 
author’s point of view, and as claimed by the relevant literature, the large, complex, socio-technical SoS are 
those that can provide remarkable advances in the field. For the following reasons, it is assumed that the 
GUILTE system can be considered as a system-of-interest for the SE field: 
• the GUILTE is large: i) it is characterized by a large number of constituents including, for example, 
several systems (e.g., GIS, GPS), hardware (e.g., road and vehicle sensors, traffic signals, and mobile 
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devices), software (e.g., traffic microsimulation tools, web and PDA applications), processes 
(e.g., traffic measurements, model development, and calibration procedures), facilities (e.g., roads, bus 
terminals, and municipal buildings), and personnel (e.g., governors, municipal technicians, public 
transport companies, drivers, general public, research agencies, academia, programmers, and 
software/hardware vendors), the interrelationships between these constituents are also numerous and 
with an uncertain nature, ii) it has a decentralized nature, regarding the different stakeholders involved 
in the system which are, frequently, geographically dispersed and at dissimilar levels of 
decision/utilization, regarding the different technologies spread through the roads, the vehicles, the 
users, and regarding the several distributed computer applications that must cooperate to achieve the 
final result, and iii) it is wide in scope since it embraces a strong interdisciplinary nature made of 
several related scientific/technical fields (e.g., SE, ITS, GIS, traffic modelling, environmental 
modelling, and communications) and its impacts can be spread through numerous areas 
(e.g., transportation, environment, land-use, and human health); 
• the GUILTE is complex: i) the system involves many autonomous heterogeneous components, with 
different space and time-scales, dynamically interacting and tied through feedback loops, ii) its 
boundary is difficult to define, in fact, the regulatory entities are found at the international, national, 
and local levels, the stakeholders are numerous and diverse with different points of view, skills, 
responsibilities, and interests, and the impacts of the urban traffic & environment policies, typically of 
long-duration and large geographical coverage, are difficult to confine since they involve a high 
degree of uncertainty associated with the large number of potential policies, the way of implementing 
them and the travellers’ response, iii) some of the elements of the GUILTE system self-organize 
themselves to achieve a certain equilibrium (e.g., the case of the public transport fares, the route 
selection based on given hourly traffic conditions, and the teams organization), consuming and 
dissipating energy (cars, fuel, emissions, noise, funds, drivers, etc.) from/to the environment and 
from/to the interacting systems like the political, the economical, and the social ones; iv) the system 
displays desired/undesired emergent behaviour that derives from the interactions of the different 
agents (e.g., a non-coordinated traffic signal at a given urban intersection, it may cause traffic 
difficulties during peak periods, which can originate traffic jams, more fuel consumption, higher levels 
of emissions, and higher rates of respiratory diseases), and v) the system adapts to its environment as it 
evolves since it should become adjusted to new regulations, technologies, threats, market demands, 
and client needs, resulting in increasing specialization and complexity; 
• the GUILTE is socio-technical: the system, like the majority of modern systems, is 
technology-intensive but, it has a significant social participation at different levels: the people are an 
inherent part of the system as decision-makers, workers, users, or even as future generations, the 
technical works associated with the urban traffic & environment operations involve people work and 
interaction that must be supported by efficient socio-technical interfaces and effective Human-Systems 
Integration, the system utilization and its outputs can have a significant impact in the users’ interests, 
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concerns, and quality of life, and the system is strongly ruled by man-made international/national/local 
laws and policies; 
• the GUILTE is a SoS: the system is a man-made system, created and utilized to provide services in the 
urban environment for the benefit of users and other stakeholders, it integrates several independent 
operational systems like GPS, GIS, and traffic microsimulation tools, with individual system life 
cycles and which are typically autonomous COTS products that are acquired to integrate the 
system-of-interest, bringing additional complexity and ambiguity, the requirements are continuously 
evolving due to developing user needs and technology advances, it involves a considerable number of 
stakeholders with conflicting needs (for example, the growing mobility needs of the citizens and the 
governors directives aiming to reduce the car utilization) that must be resolved to achieve the system’s 
main purpose, and the GUILTE is supported by an integrated computing infrastructure with a high 
degree of complexity. 
Additionally, the GUILTE can be considered as a net-work centric system since it is characterized by a 
complex set of people, devices, information, and services (the nodes) which are interconnected by a 
communications network to achieve optimal benefit of resources and a better synchronization of events and 
their consequences, in order to support well-grounded decision-making. The GUILTE, a 21st century system, 
is particularly devoted to the modern challenge of sustainable development, comprising the so-called “Super 
Systems” such as Intelligent Transportation and Sustainable Environment (involve large interdisciplinary 
teams and considerable infrastructures which are globally connected), and considering an extensive set of 
“-ilities” like flexibility, modularity, sustainability, real-time capability, interoperability, expandability, 
reliability, usability, and delivery of value to society. 
The aforementioned characteristics make the GUILTE system naturally well suited to be analyzed and 
developed at the light of a modern Systems Engineering approach. The application of a SE approach to 
develop the GUILTE system can also be considered as an innovative research since the domain has not been 
analyzed and modelled, as far as the author’s knowledge, using this holistic approach. The present-day 
relevance of the application domain (Urban Traffic & Environment), which is “at the agenda” of world 
leaders, national governors, local authorities, research institutes, academia, and general public, make the 
author believe that this research work is opportune and may be of considerable practical usefulness. 
Life cycle development model 
The life cycle development model philosophy that was naturally elected to support the GUILTE 
development, and as recommended by the experts, is a combination of the two major approaches, the linear 
sequential approach, materialized in the Vee Model, and the iterative and incremental approach, materialized 
in the Spiral Model. The Vee Model, more used in SE, provides a linear and sequential evolution of phases, 
arranged in two parts, the Decomposition & Definition part and the Integration & Verification part. The base 
point is a set of well-defined user requirements and then, there is a linear sequential development that enables 
discipline and rigour but disables flexibility, timely error recovery, and dynamic evolution. Since the 
GUILTE system is characterized by a considerable dynamic nature and a continuously evolving environment, 
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with several elements, subsystems and components made of dynamic requirements that are somehow unclear 
at the beginning phases, and made of stakeholders that demand rapid value and responsiveness, it was clear 
that an iterative and incremental approach would be the appropriate philosophy to develop the different 
subsystems and components and, consequently, the overall system. As will be described in the next sections, 
the used SE process and MBSE methodology reflect this mixed approach taking advantages of both system 
life cycle development philosophies: the linearity of the first one and the agility provided by the second one. 
At this point, it is also relevant to clarify the system’s hierarchy considered in this work in order to make 
clear the associated terminology. The GUILTE system has six main elements (depicted in Figure 6.1), that 
are made of several subsystems, which comprise several components, that are made of parts. This 
arrangement (system-element-subsystem-component-part) frequently used in SE, divides the GUILTE 
system into smaller entities to expound relative positions and to facilitate development and management 
tasks. 
Systems Engineering Process 
To guide the development of the GUILTE system and to define, from a high-level point of view, the main 
activities to perform in order to transform the inputs into outputs (the WHAT), it was chosen the SE process 
proposed in Chapter 2, which is a revised version, at the light of the modern ISO/IEC 15288 processes 
standard, of the SIMILAR Process model. As previously stated, the SIMILAR Process is a simple, intuitive, 
logical and universal model, more closely related to human thinking but, its alignment with the ISO 
international standard is fundamental so that it can be applied to the present-day systems and used worldwide 
as a unified reference. 
The ISO standard includes a series of SE processes that, from the author’s point of view, require some further 
integration that can be provided by the SIMILAR. This integrated process is described in Chapter 2, 
Section 2.2.5, and in Ramos et al. (2010). The revisited SIMILAR Process, as it was named, is described 
through a series of Object-Process Diagrams containing the major activities of the function in analysis (the 
original seven functions, performed in a parallel and iterative manner), along with the main inputs, enabler 
and controller mechanisms, and outputs. 
The revisited process underlines the technical processes of the international standard since they constitute the 
base efforts to create the system, to sustain the system, and to support the disposal of the system. The other 
processes (Project, Enterprise, and Agreement) correspond to strategic and management functions 
(e.g., planning, information management, resource management, quality management, and acquisition) that 
are critical for the system’s success but were not considered necessary to describe the fundamental aspects of 
the work. Consequently, they were present through all the development phases but they will not be described 
in detail. The same rule applies to the supporting factors and tasks that make part of the Project, Enterprise 
and External Environments (e.g., team work, metrics, available technologies, policies & procedures, 
standards & guidelines, laws & regulations, and social responsibilities). Many of these factors that enable or 
disable the engineering process were already described in Parts I and II of this document. 
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Several well-known processes, from diverse fields, have been mapped to the SIMILAR Process, emphasizing 
its universality. The Table 6.1 displays the mapping of the GUILTE system’s development process to the 
SIMILAR. This mapping is a roadmap model that defines a set of iterative high-level activities which are 
closely related with the system life cycle stages (Concept, Development, Production, Utilization, Support and 
Retirement). The art of the Systems Engineer is to tailor this recipe to the concrete situation never 
overlooking the big picture. 
Table 6.1 – GUILTE system mapped to the SIMILAR Process 
SIMILAR Process GUILTE System 
State the problem Assess the need for the system and the relevant stakeholders, and do 
requirements engineering 
Investigate alternatives Design the architecture of the system 
Model the system Apply a Model-Based Systems Engineering methodology 
Integrate Integrate the different subsystems and interfaces and verify the system 
Launch the system Install, validate, operate and manage the system 
Assess performance Monitor operations, measure and evaluate the system 
Re-evaluate Use feedback, upgrade, enhance, extend, and dispose the system 
Due to time and other institutional constraints, the work described in this thesis is devoted to the first three 
functions of the Process (State the problem, Investigate alternatives, Model the system), as well as to some 
root works in the Integrate function. These functions correspond to the Concept and Development system life 
cycle stages which are the phases where SE has typically a more relevant role and can provide more 
significant gains of proficiency, time and money. 
As expected, the Model the system function and the fundamental role of the modern MBSE paradigm are 
emphasized. In fact, the Model function is transversal to the entire process being used to define the users 
needs, the system functionalities, the system architecture, the interfaces, etc. As mentioned when describing 
the SIMILAR Process, its recursive, incremental, and iterative nature is adequate to tackle dynamic 
environments such as the one of GUILTE. The permanent use, during all the functions, of the Model, Assess 
and Re-evaluate functions (applied to the different elements, subsystems and components) is a clear example 
of its flexible and dynamic nature, as required by modern SE processes. 
Proposed MBSE Methodology 
The MBSE method specifies HOW to execute the process and relies on the development of a coherent 
System Model through a set of modelling tools, which enhance the WHAT and the HOW. The methodology 
relates the processes, the methods, and the tools in order to support an effective MBSE development context. 
The capabilities and limitations of the surrounding environment, including the available technologies, the 
knowledge and skills of people involved, and the social, cultural, economical, and organizational scenery 
enable or disable the methodology and the resulting success or failure of system’s development. 
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As already mentioned, the modelling methodology must be chosen from the problem in analysis which 
requires a comprehensive knowledge of the problem domain in order to identify which methodology will be 
more appropriate. That knowledge was described in Part II – “Intelligent Urban Traffic & Environment: A 
Large, Complex, Multidisciplinary Application Domain”, and was supported by an outstanding field 
experience of the supervisors, as well as by an exploratory analysis that had comprised two major aspects: a 
carefully and comprehensive review of the literature, and a discussion work with some municipalities. 
After the election of the universal, simple, intuitive, and customizable revised SIMILAR Process to define 
the general guiding lines (the WHAT to do) it was decided to use an agile MBSE method able to cope with 
the existing dynamic environment thus, based on an iterative and incremental development approach and on 
state-of-the-art modelling tools (SysML and OPDs/OPL). These criteria lead the way to a combined approach 
of the three methods/methodologies that, according to the author’s opinion, better satisfy the requirements: 
the OOSEM (Object-Oriented Systems Engineering Method), the RUP SE (Rational Unified Process for 
Systems Engineering), and the OPM (Object-Process Methodology). The other methodologies were 
discarded because the Harmony-SE is, in a certain way, covered by OOSEM and RUP SE and the Vitech 
methodology is supported by a proposed SDL that is not coherent with the required standard modelling 
languages. The RUP SE is quite arduous to use and is still strongly based on UML so, it was only exploited 
to supply some particular development features. 
The combined approach, called LITHE (Agile Systems Modelling Engineering), intends to be a more agile 
methodology, using a universal and intuitive SE process, lightening the complexity and burdensome of the 
supporting methods, emphasizing the agile principles such as continuous communication, feedback and 
stakeholders’ involvement, short iterations and rapid response, and rousing the utilization of a coherent 
System Model developed through the two benchmark SE graphical modelling languages. The synergies 
between these languages, considerably different in terms of size and complexity, can strongly contribute to a 
better knowledge capture, enhanced communications between the different stakeholders (technical and 
non-technical), a shared understanding of the system, an improved design precision and integrity, and a 
reduced development risk. Aiming to support the development of successful systems, which satisfy the 
stakeholders’ expectations, the methodology is particularly concerned with Human-Systems 
Integration (HSI) so, the related fundamental aspects are considered throughout the process. 
The LITHE methodology encloses the revised SIMILAR process, with the Model the system, Assess 
performance and Re-evaluate functions being transversal to the entire process and being performed 
concurrently. For each of the functions State the problem, Investigate alternatives, Integrate and Launch the 
system the methodology provides a simple method that is supported by HSI concerns, by the graphical 
modelling tools SysML and OPDs/OPL (the system model developed with these modelling languages 
corresponds, in practice, to the Model the system function) and, when necessary, by other types of models 
such as prototypes. This structure (Figure 6.2) can be applied horizontally (to different system, subsystems, 
or components’ alternatives) and vertically (to the different elements, subsystems, and components of the 
Ana Luísa Ramos 
- 248 - Model-Based Systems Engineering: A System for Traffic & Environment 
system-of-interest hierarchy), and should always identify the “big picture” along with the position in current 
























































































































































Figure 6.2 – LITHE methodology for a MBSE development environment 
Evidently, this MBSE development environment is enabled/disabled and controlled by the project 
environment (e.g., directives and procedures, plans, facilities, and tools), by the enterprise environment 
(e.g., policies and procedures, standards and specifications, agreements, people skills and competences, and 
local culture), and by the external environment (e.g., laws and regulations, social responsibilities, available 
technologies, and competing products/services). 
The application of the proposed Model-Based Systems Engineering methodology to the GUILTE system will 
be explored in the following section. The empirical findings and the “lessons learned” from the conducted 
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6.3 MBSE Approach for the GUILTE System 
This section describes the application of the proposed LITHE methodology to the development of the 
GUILTE system. As mentioned, the MBSE methodology can be applied horizontally, to different system, 
subsystems, or components’ alternatives, and vertically, to different system’s hierarchies. In this particular 
case, the LITHE was applied horizontally to different subsystems and components within a given element 
(subsystem 1, subsystem 2,…, component 1, component 2,…), and vertically to the different levels (system, 
elements, subsystems, components) of a one well-defined system alternative. The subsystems and 
components that are in a more advanced stage of development will be described in more detail. 
As previously stated, the methodology aims to provide an agile model-based development context by 
emphasizing agile principles such as continuous communication, feedback and stakeholders’ involvement, as 
well as short iterations and rapid response. These principles are accomplished through a universal and 
intuitive SE process, a lean MBSE method supported by HSI concerns, and a coherent System Model based 
on the benchmark graphical modelling languages, SysML and OPDs/OPL. For each function of the process, 
the method is applied iteratively through models that act as working platforms among the involved 
stakeholders. 
The models intend to incite continuous communication and feedback, and active stakeholders’ participation 
thus, reducing development risks. Whenever possible, were developed alternative SysML and OPM models 
to illustrate the same concepts in order to discover the most effective graphics to communicate with the 
different stakeholders. When appropriate, were added prototype models to support the system’s development 
and to improve communications. It was also necessary to develop some general diagrammatic models 
(developed in the Computer-Aided Design tool Visio®) to present and discuss some general concepts with 
stakeholders with no formal modelling aptitudes. The best model(s) for this effective communication with the 
stakeholders “around the table”, at each function, were found during the development process. 
These models, all part of the System Model, are described in the following subsections through selected 
diagrams and interfaces which intend to illustrate the key features for the elements/subsystems/components 
that have been explored in deepness. The description will be guided by the methodology skeleton with 
highlights at the corresponding system level in-analysis and function in-study. The SysML models were 
developed in the Artisan Studio® tool and the OPDs/OPL in the OPCAT® tool. 
The presented System Model is in English, the language of the document, but for obvious reasons, it was 
necessary to develop a parallel model in Portuguese to use with the stakeholders. 
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State the problem In analysis:
GUILTE System
 
The State the problem function of the methodology encloses the main activities described in Chapter 2 and is 
supported by the following iterative method: characterize the operational domain, identify legitimate 
stakeholders, perform requirements engineering, summarize important metrics, and do Human-Systems 
Integration. Its key objectives are to define the problem/opportunity to address, the high-level capabilities of 
the system, and the general system’s performance measures agreed by the various stakeholders. This function 
is supported by the transversal functions: Model the system, Assess performance and Re-evaluate. 
Operational Domain 
The operational domain or system context describes the basic ideas of the system, its main goals and its 
boundaries in order to allow an accurate definition of the involved stakeholders. The system’s idea was 
“born” in the author’s mind (and within the working team) given the context, the needs, and the directives 
that characterize the modern challenge of sustainable urban traffic networks. 
The general ideas (the initial sketches are depicted in Figure 6.3) were to create an integrated urban 
traffic & environment development framework for the municipalities, and a system able to support the 
network operations of the urban traffic through Intelligent Transportation Systems (ITS) with two particular 
concerns: the evaluation of the related environmental impacts (especially, the air pollution and the noise) and 
the dissemination of attractive and useful information to the public. 
 
Figure 6.3 – Initial sketches of the GUILTE system 
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The major output of the system is expected to be a set of traffic & environment information services that can 
act as an input to the system, as users “sustainable” actions on the urban traffic & environment system 
(e.g., traffic signal scheme improvement, route choice, and travel mode choice). The system’s high-level 
purpose can be defined as to endorse the development of sustainable urban transportation networks. This can 
only be achieved with the whole system and with the emergent properties resultant from the interactions of 
the different subsystems and components. 
As already justified, the system is particularly tailored for the municipalities (the major authorities of the 
local urban traffic & environment systems) and, having as backdrop the Portuguese context, it is particularly 
useful for medium-size municipalities which are the ones that cover a considerable part of the national 
territory and are the ones that have, usually, less technical support and more budget constraints. Despite the 
“national” development environment, it is considered that the GUILTE is general and flexible enough to be 
universal and valid for every urban traffic & environment system. 
To characterize the operational domain it is essential to understand it. As pointed out, the needs for the 
system and the related knowledge on the domain became from the outstanding experience of the supervisors 
in the transportation field (Ferreira, 1988; Ferreira, 2005; Ferreira e Guimarães, 1995; Dias et al., 2001; 
Barceló et al., 2004; Barceló et al., 2006; Barceló and Casas, 2005; Barceló, 2009), as well as from their 
valuable social networks, and from an exploratory research that had encompassed two major aspects: i) a 
carefully review of the literature on the multidisciplinary theme, and ii) an exploratory work with some 
municipalities (the potential major owners/clients/users of the system). 
The review of the literature, presented in the Part II of this document, was a very important instrument to 
identify the contemporary problems and opportunities, to recognize the benchmark modelling tools and 
technologies available for system’s development, and to be aware of the governmental directives that 
regulate the multidisciplinary domain and will drive the future steps in the field. The exploratory work with 
some municipalities was essential to understand the problem, in the real-world daily context, to be aware of 
the decision-makers/technicians motivations, and to comprehend the organizational reality with its inherent 
practices. This work included informal interviews with the city councillors responsible for the mobility and 
environment areas, informal discussions with department headers and chief technicians, and direct 
observation of their daily procedures, informal habits, and tacit knowledge, as well as of the technologies and 
tools typically used to do their work. 
This preliminary research, which had corroborated the system’s relevance, necessity, and opportunity, lead to 
an initial high-level solution (in fact, several solutions) that was then refined to provide a feasible initial 
proposal to suggest, discuss, and develop with the relevant stakeholders. This work was also very important 
to discover that a considerable part of the individuals from the municipalities and society-at-large does not 
have any kind of knowledge on formal modelling languages such as UML/SysML. Being aware of this fact 
was decisive to plan the system’s development. Being the development team conscious about the difficulties 
that could be encountered when discussing the system, the plan was to create, when needed and opportune, 
diagrams developed in a general Computer-Aided Design tool (Visio) that could be easily interpreted without 
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formal modelling aptitudes, and that could be easily “translated” to formal modelling languages by the 
systems engineer. 
The initial proposal was formalized in four diagrams (two developed in Visio, one SysML block definition 
diagram bdd and one OPD System Diagram with the corresponding OPL) that acted as the first working 











































































Figure 6.4 – Initial working models to describe the GUILTE operational context (Visio 
diagrams) 
The SysML bdd (Figure 6.5) details the operational context, through a formal systems’ modelling language, 
reflecting the system’s main objective (with a note construct), the inputs and the outputs (blocks), the main 
clients/users (actors), and the interactions with external entities/systems (blue blocks). This model was used, 







































Develop sustainable urban traffic networks
 
Figure 6.5 – Initial working model to describe the GUILTE operational context (SysML bdd) 
The OPM System Diagram (Figure 6.6) is the top-level diagram that depicts the top-level function (in this 
case it was defined as ‘GUILTE System in Operation’) and acts like a context diagram including the most 
significant objects that interact with the system. The different links differentiate the relationships with the 
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objects (invocation link for the main objectives, consumption link for the inputs, result link for the outputs, 
agent link for the clients, and effect link for the interactions with external systems). The OPL sentences 
“translate” the diagrammatic notation for English natural language, helping the non-technical stakeholders to 
understand it and providing the infrastructure required for automatic application generation such as Java 
executable code or database schema. 
 
Figure 6.6 – Initial working model to describe the GUILTE operational context (OPD SD/piece 
of OPL) 
The main high-level objective of the system is to support the development of sustainable urban traffic 
networks by producing, as output, accurate and timely traffic & environment information services that can be 
employed by the different users who utilize those services to support their (sustainable) actions over the real 
traffic & environment system. The GUILTE is “handled” by the municipalities and can interact with several 
external entities/systems such as the governmental jurisdiction (e.g., metropolitan areas, IMTT, and 
MOPTC), the public transportation companies (e.g., bus operators), the third-party service providers (these 
entities should be able to attain information from the system to develop and provide other information 
services to the users), the financial community (e.g., banks, and funding agencies), etc. 
Stakeholders 
The legitimate stakeholders are “individuals, groups of people, organizations or other entities that have a 
direct or indirect interest (or stake) in a system” (Hull et al., 2011). They can be responsible for the system, 
they can use the system, they can be affected by the system, etc. They can include owners or clients (who pay 
for the system or use it to take decisions), domain experts/developers (who architect, design, develop, and 
maintain the system), users (who interact with the system to get the desired information or to get their work 
done), suppliers (who provide products/services to the system), and trade union 
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representatives/non-governmental organizations (who represent the concerns of groups of stakeholders 
including the future generations). 
A previous analysis of the municipalities’ typical internal structure enabled the selection of a pool of 
stakeholders that was considered relevant for the development of the GUILTE system. The municipality’s 
organization is typically based on a hierarchical structure with the Mayor at the top of the hierarchy, with 
several supporting sections and several departments/functional areas under the jurisdiction of the Mayor but 
assigned, in managerial terms, to different department chiefs and different city councillors, being one city 
councillor usually responsible for several functional areas. The organizational structure of the different 
Portuguese municipalities (verified through the respective websites) revealed that this hierarchical 
organizational arrangement is common, and it is very frequent to find the Transportation and the 
Environment subjects being part of different functional areas and being managed by different city councillors 
(which are, sometimes, from divergent political factions). Some municipalities are in charge of the urban 
public transportation (mainly, bus services) that are managed by municipal companies. 
Aveiro was the elected municipality to develop this work for several reasons. First of all, CMA is an 
institution that has a straight cooperation relationship with the University of Aveiro for several years, and is 
receptive to the conjoint development of research works. Secondly, it is believed that this municipality is 
representative of the medium-size Portuguese municipalities, in terms of size, internal organization, 
complexity, and operational capacity. This conviction is supported by the team knowledge and experience, 
and by informal contacts maintained with other municipalities. Thirdly, Aveiro has a long tradition on the 
development and deployment of new technologies so, it was the right place to develop a system like 
GUILTE. Fourthly, the physical proximity of the research team and the client is taken as fundamental to 
achieve an agile development context with continuous interactions and feedback (the modern ICT can avoid 
this physical proximity but, for an exploratory work like this, the physical contact was important). Possibly, 
the research could benefit from formal works with other municipalities but, given the enumerated reasons, 
the team thinks that Aveiro is an expressive case study that can be used to draw extensive conclusions. 
The list of stakeholders defined for the GUILTE system includes the following entities: 
 Municipal Decision-Makers: the city, represented by the municipal council and its Mayor, is taken as 
the major local decision-maker on the subject; in this particular case, the system’s development was 
directly discussed with the city councillor, representing the Mayor, in charge of the Mobility area; the 
GUILTE system can be seen as a system dedicated to a public service (providing 
traffic & environment information services) and, consequently, the municipalities and their associated 
decision-makers are the key potential owners as well as the main clients of the system; 
 Municipal Technicians: this group includes the chiefs of the departments and all the persons that work 
on the relevant functional areas of the municipality (e.g., traffic engineers, environmental engineers, 
and GIS technicians) and interact with the system as users (to do their work); these technicians, from 
the CMA, were involved in the process as their perspectives, interaction, and feedback were relevant; 
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 Systems Engineers: the ones who architect the system and are responsible for its design and 
development; in this case, this role was taken by the author of this thesis who had permanently guided 
and accompanied the development process, acting as “the glue” person; 
 Domain Experts: this group includes the people that have a considerable knowledge on the 
traffic & environment domain, in all of its dimensions, and whose competences are fundamental to the 
accurate development of the system; the core research team (author and supervisors), with 
competencies on the MBSE and urban traffic domains, the municipality’s technicians, with practical 
know-how and experience, and some researchers from the University of Aveiro, especially from the 
Informatics, Telecommunications, Environment, and GIS areas, were the domain experts involved in 
this work; 
 Developers: this group consists of software/hardware developers and was mainly composed by 
“in-house” students and researchers from DETI and UNAVE; 
 Suppliers: this category includes the software, hardware, consultancy and/or other types of 
products/services’ providers who contribute to the development/utilization of the system; the ESRI 
and the TSS make part of this group; 
 Citizens: this group respects the general public, who uses the urban traffic & environment real system 
and interacts with the GUILTE system to attain information (through the pertinent applications) and to 
participate in public opinion/decision processes; this group, which also includes the future generations 
(since the system aims to contribute to the development of sustainable urban traffic networks), can be 
considered as the main end-user of the system; the group was represented “informally” by a 
considerable number of persons/common citizens that had some relationship with the team members 
and reflected different types of target public (different ages, incomes, residential locations, formation); 
 Drivers: these entities, that drive the cars, could be included in the previous category but, since they 
represent one of the most relevant actors in the traffic & environment context and one of the most 
important targets of some ITS applications and campaigns, it was decided to consider them as a 
distinct stakeholder; these users were members of the previous group but satisfying the condition of 
being car drivers. 
From a higher-level point of view, these entities can be grouped into two major classes: the stakeholders that 
will interact with the final system as clients/users (Municipal Decision-Makers, Municipal Technicians, 
Citizens, and Drivers) and the stakeholders that will interact with the system as developers/partners (Systems 
Engineers, Domain Experts, Developers, and Suppliers). Evidently, the system has other stakeholders like the 
regional/national authorities, the public transportation companies (in the particular case of Aveiro, the bus 
operator is a municipal company), the third-party service providers, and the R&D agencies, which were 
considered as external entities. From the perspective of the system’s development, they were not considered 
actors with direct interaction with the system and they were not included, formally, in its development. 
The dimension of the considered group of stakeholders, a large set of different people with some kind of 
interest on the GUILTE system and that make part of it, illustrates the relevance of a holistic Systems 
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Engineering approach. The following diagrams show how these stakeholders were added to the System 
Model. The SysML bdd diagram (Figure 6.7) illustrates the high-level hierarchical composition of the 
GUILTE with its main elements (through composite associations that relate the parts and the whole), and the 
specialization of the Stakeholders element, highlighting the concept of inheritance (through generalization 
relationships). 
 
Figure 6.7 – Stakeholders on the System Model of GUILTE (SysML bdd) 
The top-level SD (System Diagram) OPD was zoomed-in to detail the system development (SD1) and the 
object ‘GUILTE System’ was refined (in a View) to provide additional details about its top-level hierarchical 
structure (through a folding mechanism). This hierarchy uses the aggregation-participation relationship 
(reflecting the whole-part feature) and the generalization-specialization relationship (reflecting the concept of 
inheritance) (Figure 6.8). 
 
Figure 6.8 – Stakeholders on the System Model of GUILTE (OPD SD1 with piece of OPL and 
OPD View) 
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As mentioned before, the Human-Systems Integration (HSI), which main objective is to bring to the entire 
system’s life cycle (design, development, operation, maintenance, disposal, etc.) the human-centered 
concerns, is a fundamental enabler to SE/MBSE practice and, consequently, it was a primary preoccupation 
on the development of this work. To accomplish a truly modern agile model-based development context, 
where “human and machine synergistically and interactively cooperate to conduct the mission” 
(Hardman et al., 2009), is mandatory to consider the different dimensions of HSI that encompass aspects like 
human performance characteristics, technological impacts, recruitment processes, training needs, 
ergonomics, human-computer interaction, environmental concerns, habitability, safety, etc. As Militello and 
colleagues (2010) state, “…if the technologies fail to support cognitive functions, they will be rejected in the 
workplace and marketplace”. 
In the GUILTE system the HSI concerns were taken into account throughout the development process by 
several different ways that will be discussed when opportune. The first aspect that was considered was the 
integration of the human dimension as an intrinsic element of the system. This element interacts with the 
other elements (software, hardware, bioware, etc.) and this interaction (as well as others) is responsible for 
the emergent properties of the system. Being a system’s element, the humans are part of the System Model 
and were modelled as stakeholders (Figures 6.7 and 6.8). It was also a concern their (absence of) knowledge 
on formal modelling notations and this was taken into account by providing some informal training and by 
using other diagrammatic representations. 
With the operational domain clarified and the legitimate stakeholders identified it was established a protocol, 
between the University of Aveiro and the CMA, to begin the formal works. The preliminary informal works 
can be seen as a feasibility study that had corroborated the need for the system, its usefulness to the business, 
its alignment with the organizational mission and purposes, and its technological viability. As recommended 
by Sommerville (2007), this feasibility study had preceded the requirements engineering process. 
Requirements Engineering 
Requirements Engineering (RE) is “the subset of systems engineering concerned with discovering, 
developing, tracing, analyzing, qualifying, communicating and managing requirements that define the system 
at successive levels of abstraction” (Hull et al., 2011). According to the definition of the 
IEEE-STD-1220-1998 standard, the requirement “is a statement that identifies a product or process 
operational, functional, or design characteristic or constraint, which is unambiguous, testable or measurable, 
and necessary for product or process acceptability (by consumers or internal quality assurance guidelines)”. 
The RE is a multidisciplinary human-centred process that uses the cognitive and social sciences, such as 
cognitive psychology, sociology, and linguistics to provide a theoretical and practical grounding that enables 
an accurate discovering process (Nuseibeh and Easterbrook, 2000). The RE discipline had gained significant 
prominence in the Systems Engineering field (as well as in Software Engineering), because system problems 
are attributed to failures in requirements more than any other cause (Booher, 2006; Sommerville, 2007). 
The requirements define what the stakeholders need from the system and what the system must do in order to 
satisfy those needs so, a requirement is a property that the system must exhibit in order to solve a real world 
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problem. According to Buede (2009), the requirements are the cornerstone of the Systems Engineering 
process and “…the systems engineer must work hard with the stakeholders of the system to develop the 
requirements”. This author, one of the gurus in the SE/MBSE field, also affirmed that “There are few 
references that provide a coherent view of the systems engineering process for developing stakeholders’ 
requirements for a system, including a definition of how these requirements might be usefully characterized 
to aid the generation process”. This work hopes to contribute to this topic. 
Typically, for complex socio-technical systems such as GUILTE, the requirements are in large number, are 
varied, are not very clear at the beginning, evolve over time, are volatile, may be conflicting, may be 
constrained by external factors, and are often expressed in natural language. Nevertheless, it is critical to 
establish an agreed basis to start development. In SE, most requirements are satisfied by the properties that 
emerge from the whole system (Hull et al., 2011). The system’s success can be measured in terms of the 
satisfaction of stakeholders’ requirements and fulfilment of their expectations. 
There is, in the literature, a considerable number of classifications for requirements but, for the objectives of 
this work, it was adopted a mixed approach supported by the perspectives of Sommerville (2007) and 
Buede (2009) (Figure 6.9). The first categorization is related with the level of detail by which the 
requirements are expressed/used and distinguishes the Mission Requirements (top-level requirements that 
establish how the stakeholders will benefit by using the system), the Stakeholders Requirements or User 
Requirements (high-level abstract requirements, expressed in natural language with the help of informal 
diagrams, as statements of what the system is expected to provide and what are the operational constraints; 
they should be as design-independent as possible), and the System Requirements (detailed descriptions of 
what the system shall/should do including its functions, services, and operational constraints; they add detail 
and explain how the stakeholders requirements should be provided by the system/subsystems/components in 
engineering terminology and, for this reason, they are considered as derived requirements; to reduce 
ambiguity they are usually expressed in specialized notations such as graphical modelling languages). These 
different levels of detail are important to communicate information about the system to different stakeholders 
that use that information in a different way and for different purposes. 
 
Figure 6.9 – Classification of requirements based on the categorization provided by 
Sommerville (2007) and Buede (2009) 
The second categorization makes a distinction in terms of object in-analysis and includes Functional 
Requirements, Non-Functional Requirements, and Domain Requirements. The Functional requirements are 
related, as the name indicates, with the system’s functionalities or capabilities, i.e., what are the 
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services/functions/facilities that the system shall/should provide, how the system shall/should react to given 
inputs, and how the system shall/should behave in particular conditions. It is also frequent to state what the 
system shall/should not do. These requirements should be both complete and consistent. The consistency is 
difficult to ensure when the systems are large and complex and when different stakeholders have dissimilar, 
and often inconsistent, needs. 
The Non-functional requirements, or quality requirements or “-ilities”, are constraints on the services or 
functions that the system will offer. These constraints involve aspects like response time, cost, performance, 
safety, usability, reliability, and extensibility and often apply to the system as a whole, being related with its 
emergent properties. Failing to meet a non-functional requirement is critical because it can mean that the 
whole system is unusable. These requirements are further classified into product requirements (they are 
derived from user needs and specify product behaviour like, for example, performance, space, usability, 
reliability, extensibility, and portability), organizational requirements (they are derived from organizational 
policies and procedures and include, for example, standards and development methods that must be used, or 
delivery times), and external requirements (they are derived from factors external to the system and include, 
for example, interoperability, legislative and ethical aspects). The non-functional requirements are usually 
difficult to state and consequently, difficult to verify so, whenever possible, they should be defined 
quantitatively so that they can be objectively tested. Sommerville (2007) provides some metrics for this 
quantification (e.g., metrics for reliability: mean time to failure, availability, etc.; metrics for 
ease-of-use: training time, number of help frames, etc.; metrics for speed: user response time, refresh 
time, etc.). 
The Domain requirements are functional requirements that derive from the specific characteristics of the 
application domain rather than from the needs of system’s stakeholders. They often include domain concepts, 
terminology, technology, and specific data types, and are usually defined by the domain experts. 
The Figure 6.10 depicts a SysML Requirement Diagram (req) with the hierarchy of requirements that was 
adopted for the development of the GUILTE system. This SysML diagram is very useful to manage 
requirements allowing their classification, unique identification, rationale, traceability, etc. The top-right 
corner of the figure illustrates the hierarchical structure presented by the explorer pane of the Artisan Studio 
tool. The alternative tabular format (requirements tables and traceability matrices) is also useful to display a 
large number of requirements and to easily verify their relationships with other modelled elements. 
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 req illustrating the hierarchy of requirements adopted for the GUILTE system 
The requirements engineering process includes, according to Kotonya and Sommerville (1998), 
Sommerville (2007), and Hull and colleagues (2011), a former feasibility study (already described) and four 
high-level sub-processes that are performed iteratively and incrementally around a spiral: i) requirements 
elicitation, ii) requirements analysis, iii) requirements specification, and iv) requirements validation 
(Figure 6.11). These sub-processes are supported by a crosswise requirements management function. 
 
Figure 6.11 – Spiral model for requirements engineering (adapted from: Kotonya and 
Sommerville, 1998) 
The elicitation of requirements is a human-centred activity, focused on the stakeholders, that aims to 
discover, articulate and understand the requirements of the different involved parties (usually, an 
heterogeneous group). This activity promotes the relationship between the stakeholders and the development 
team and is usually classified as a difficult one because often, stakeholders don’t know what they exactly 
Part III Chapter 6 – GUILTE System 
Model-Based Systems Engineering: A System for Traffic & Environment - 261 - 
want, they express the requirements in natural language with tacit knowledge difficult to interpret, the 
requirements may be conflicting demanding some negotiation, they change over time, and they may be 
influenced by external factors such as political issues. For these reasons, it is mandatory, for the systems 
engineer/requirements engineer, to have a complete knowledge of the domain in analysis in order to manage 
the different viewpoints. The typical sources to obtain the requirements include the stakeholders, the 
organizational goals and environment, the domain in study, and the system’s operational environment. The 
elicitation is an iterative activity that benefits from continuous communication and validation. 
There are several techniques that can be used to elicit requirements such as, questionnaires and surveys, 
interviews, scenarios, prototypes, and observation. Nuseibeh and Easterbrook (2000) classify these 
techniques in the following groups: i) traditional techniques (generic data gathering techniques like 
questionnaires and surveys, interviews, and analysis of existing documentation), ii) group elicitation 
techniques (brainstorming and focus groups techniques to foster team dynamics, conflict resolution, and 
stakeholders’ agreement), iii) prototyping (when there is uncertainty about the requirements, or when early 
feedback from stakeholders is fundamental, the prototypes can help the process), iv) model-driven 
techniques (specific models, such as UML use cases or task models, can be used to incite discussion and 
drive the elicitation process), v) cognitive techniques (the knowledge acquisition techniques that are based on 
acts, words, and expressions, like protocol analysis or card sorting, enable the recognition of the stakeholder 
cognitive model), and vi) contextual techniques (the direct observation of the user in the working context and 
the conversation analysis are examples of these techniques that apply fine grained analysis to identify 
working patterns). The techniques that involve a more active interaction/collaboration (e.g., focus groups and 
contextual observation) can be more effective (Ambler, 2004) but, the selection depends on time and 
resource constraints and on the type of information that is required for the problem-in-analysis. 
The analysis of requirements implies reasoning about the elicited requirements, examining relationships, 
resolving conflicts by negotiation, reducing inconsistencies, and detecting missing properties, in order to 
organize the requirements into coherent clusters. The classification of requirements can be based on the 
categorization (user/system, functional/non-functional, desirable/mandatory, stable/volatile, etc.) that is more 
adequate to the application. The analysis of requirements can be supported by modelling and analysis 
techniques (e.g., Object-Oriented Analysis and Design), that help to understand the problem and, at a given 
moment, by a high-level model of the architecture of the system to identify subsystems and allocate 
(functional) requirements to each subsystem. The negotiation of requirements can be supported, for example, 
by a win-win approach identifying the most important goals of each participant and ensuring that these goals 
are met, or using quantification (“willingness-to-pay”) to state the preferences. 
The specification of requirements intends to systematize and record the requirements through appropriate 
unambiguous forms (e.g., using a unified graphical notation), providing a requirements specification 
document/model which is the main result of the initial requirements engineering process and should support 
adequate communication (for reading, analysis, revising, and validation). The validation of requirements is 
done by confirming with the relevant stakeholders, through inspection/formal reviews, prototyping, and 
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specification animated techniques, that the specified requirements (in the document/model) are valid, correct 
and complete, and that they will guide the development of the right (expected) system. 
The management of requirements is a crucial activity through all the process in order to control their 
evolution over time. Attributing requirements with a unique identifier, a classification, a verification method, 
a rationale, and a change history is essential to control them. The traceability of requirements is fundamental 
to follow the life of a requirement in both forward and backward directions providing integrity and 
completeness, and to evaluate the impact when the requirements change (Nuseibeh and Easterbrook, 2000). 
Once again, the HSI concerns were taken into consideration in the GUILTE requirements engineering 
process by including the organizational and social contexts in the analysis process, by placing the key 
stakeholders and their goals in the centre of the process, by using iterative development based on users 
feedback, and by promoting multidisciplinary development teams. These principles are characteristic of 
User-Centered Design (UCD) that is supported by a comprehensive knowledge of the users and their tasks in 
order to develop systems that are easy to learn and use, that increase productivity and satisfaction, and that 
reduce operating errors (Maguire, 2001; Nunes, 2001; Sharp et al., 2007; Teixeira, 2008). As Abras and 
colleagues (2004) state, “…the important concept is that users are involved one way or another”. The UCD 
concept will be related with Usability Engineering when describing software components and interface 
design (in following subsections). 
In this context, of system’s development and requirements engineering, there are several techniques that can 
be used to promote UCD in order to achieve a usable system. These techniques include, among others, 
stakeholders’ identification and analysis, interviews (traditional techniques), direct observation and task 
analysis (contextual techniques), focus groups (group elicitation techniques), and scenarios and prototypes 
(model-driven techniques). The prototypes deserve here a special attention since the author considers that 
they can play a crucial role in agile MBSE development contexts, when coupled to the System Model. For 
interaction with stakeholders, especially the non-technical ones, they can be more effective than textual 
descriptions or graphical models. 
From a Systems Engineering perspective, a Prototype can be understood as “a physical manifestation of the 
configuration of information presentation and interaction methods, and functional capabilities and 
technologies, which have been proposed in the system conceptual design and architecture as potentially 
satisfying the user requirements for the system to be engineered” (Booher, 2006). Succinctly, a prototype is a 
model or a replica of parts of the system, which can be a valuable tool to attain or clarify requirements by 
providing a context which users better understand, to design interfaces that are usable, to illustrate dynamic 
behaviour, and to design an end-solution more close to the real needs and expectations. For these reasons, it 
is useful to introduce prototypes from the early beginning of the development process in order to interact 
with the different stakeholders and achieve rapid value and responsiveness. The Figure 6.12 displays a 
classification of prototypes based on the perspectives of Pressman (2005), Booher (2006), 
Sommerville (2007), and Buede (2009). Although the different terminology, these authors share the same 
general concepts. 
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Figure 6.12 – Classification of prototypes 
According to the classification of Nielsen (1993), the throw-away prototypes can be supported by an 
horizontal version (prototypes that display the high-level functionalities allowing the user to navigate through 
the upper levels, laterally) while the evolutionary ones can be supported by a vertical version (prototypes that 
display less functionalities but the user can navigate in-depth interacting with the different layers, from the 
front-end to the back-end). Some authors argue that the cosmetic features of prototypes can distract the users 
from the core functionality but this will only happen in bad-oriented development sessions. The other 
disadvantage of prototypes can be their cost but this aspect can be easily justified if they prevent the waste of 
resources associated with the satisfaction of erroneous requirements (they reduce the development risk). 
The requirements engineering process for the GUILTE system was focused on a user-centered 
model-based development environment (where model-driven techniques and HSI concerns were the core 
guidelines). The different activities of the process (elicitation, analysis, specification, validation, 
management) were performed incremental and iteratively (through a spiral development), and some of them 
were carried out concurrently such as, for example, the analysis and the specification. 
The elicitation of requirements was based, on a “first round”, on a combination of traditional and 
model-driven techniques. Semi-structured interviews with different stakeholders (Municipal 
Decision-Makers, Municipal Technicians, and Domain Experts), analysis of the existing documentation and 
legislation, informal meetings with Citizens and Drivers, throw-away prototypes (mock-ups), and the initial 
working models were used, along with the former feasibility study, to establish the Mission Requirements. 
These requirements assume the system as a black-box and highlight the inputs and outputs of the system 
explaining how the stakeholders will benefit from using the system or, in other words, what is the 
value-added by the system. The Figure 6.13 depicts the key stakeholders involved in this phase and the main 
techniques that were used. 
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Figure 6.13 – Elicitation of Mission Requirements for the GUILTE system (Stakeholders 
involved and Techniques used) 
The throw-away prototypes were used in the interviews and informal meetings and were, actually, 
paper/computer images of some potential outputs of the system’s applications, and animated simulations of 
traffic microsimulation models. The Figure 6.14 displays some of the mock-ups that were utilized. As 
expected, the municipal decision-makers and the citizens/drivers were enthusiastic about the presented 
displays due to their intelligibility and visual attractiveness. 
 
Figure 6.14 – Throw-away prototypes (mock-ups) used to illustrate potential outputs of the 
GUILTE system 
The elicited Mission Requirements were then analyzed and specified through the selected graphical 
modelling tools. For this level of detail, the SysML provides two types of diagrams that can be valuable. The 
first one is the Requirement Diagram (req) that can be used to describe the hierarchy of requirements, as 
already illustrated, and the relationships between requirements and other model elements. The Figure 6.15 
depicts the req developed to specify the GUILTE Mission Requirements. Due to space constraints, the 
presented diagram depicts the more representative features that illustrate the development highlights. It is 
possible to verify that the req enables the introduction of derived requirements, the association of other 
elements to reduce ambiguity and refine the requirement’s description (such as use case diagrams, as 
illustrated), and the linkage of structural elements (e.g., a block) to satisfy a given requirement. 
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Figure 6.15 – req depicting the GUILTE Mission Requirements and associated model elements 
(block and use cases) 
The other type of diagram, the Use Case Diagram (uc), allows the description of the high-level functionalities 
(use cases) of a system in terms of how its users use that system to achieve their goals. A uc can represent 
several scenarios that are usually further described by more detailed behavioural diagrams (e.g., activity, 
sequence). The actors may represent humans, organizations or external systems. The Figure 6.16 depicts two 
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Figure 6.16 – uc refining the GUILTE TMC requirement and the Public Service requirement 
The tabular format provided by SysML is an alternative way of representing and communicating the 
requirements and is definitely more comprehensible when there is a considerable amount of information. It is 
a valuable format to interact with the non-technical stakeholders. The table, exported to Excel®, can be 
formatted with the desired fields, colours, order, etc. The Figure 6.17 displays an excerpt of a table of 
requirements for the GUILTE illustrating the general format. 
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Name Id# Txt Satisfied By Refined By
Functional Requirements FUNREQ These req describe the capabilities of the system.




Top-level Mission MIREQ_1 The System should support the development of sustainable urban traffic networks «block» GUILTE System (GUILTE_Structure)
Local Mission MIREQ_1.1 The System shall provide an integrated intelligent traffic & environment development framework for the local 
municipalites.
Public Service MIREQ_1.2 The System shall provide a public service by offering traffic & environment information services.
«Use Case Diagram» Public Service Mission 
Use Case (GUILTE_UseCases::Mission 
UseCases)
TMC MIREQ_2 The System should incite the establishment of an Urban Traffic & Environment Management Center. «Use Case Diagram» T&EMC Mission Use Case (GUILTE_UseCases::Mission UseCases)
Inputs MIREQ_3 The System shall be feeded by the (sustainable) actions of the citizens on the real system and by the corresponding data.
 
Figure 6.17 – SysML requirements table exported to Excel 
The OPM is not so complete regarding this aspect and does not have a dedicated “requirement” construct, 
like SysML. Nevertheless, it has a tabular format that makes possible to import the requirements from other 
tools (e.g., Excel) and to link those requirements to existing modelling elements. The linkages are displayed 
with the same colour (Figure 6.18). 
 
Figure 6.18 – OPM requirements representation 
After the elicitation, analysis, and specification of the mission requirements, they were reviewed and 
validated and it was decided to proceed for the discussion of the Stakeholders Requirements. These 
high-level requirements assess what the system is expected to provide, from the perspective of the key 
stakeholders, and what are the operational constraints. They should not contain too much information and 
should simply focus on the key facilities to be provided, leaving room for design flexibility. 
For this requirements engineering spiral process it was used the information (and requirements) gathered in 
the previous stage and were elicited additional requirements through traditional, group elicitation, contextual, 
and model-driven techniques. The traditional techniques had involved the analysis of existing documentation 
and legislation in order to identify directives and legal constraints. The group elicitation techniques, like 
focus group meetings, were fundamental to incite brainstorming and team dynamics, to discuss the 
requirements collectively, and to refine the ideas provided by the prior techniques in order to walk through an 
agreed solution. These meetings were performed, iteratively and on a separate basis, between the 
municipality’s stakeholders (local decision-makers and municipal technicians, mainly chief departments) and 
the systems engineer, between the domain experts and the systems engineer, and between the group of 
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citizens/drivers and the systems engineer. The Figure 6.19 resumes the key stakeholders involved in this 
phase and the main techniques that were used. 
 
Figure 6.19 – Elicitation of Stakeholders Requirements for the GUILTE system (Stakeholders 
involved and Techniques used) 
The contextual techniques included the direct observation of the users (municipal technicians) in the working 
context in order to identify roles, responsibilities, relevant working patterns, and tools’ interaction routines. 
The main idea was to observe the environment in which the system will be used as a working tool. It was also 
observed the expertise of the citizens/drivers group in dealing with web and mobile applications. 
The model-driven techniques were mainly based on SysML due to the weakness of OPM in dealing with the 
representation of requirements. In addition, the SysML diagrams utilized for this purpose are fairly simple 
and intelligible enabling the interaction, with some minor explanations, with the different stakeholders 
(technical and non-technical). Besides the SysML req, to state the requirements and illustrate their 
relationships, it was developed a collection of scenario-based Use Case Diagrams (uc) that enable the 
representation of interactions between the stakeholders and the system. 
The Figure 6.20 depicts the req developed for the Stakeholders Requirements. These requirements were 
organized based on the perspectives and key priorities of the main stakeholders namely, the municipal 
decision-makers, the municipal technicians, the citizens, and the drivers. The diagram shows this 
classification, the primary requirements discussed with each group, and some examples of modelling 
elements associated with each requirement. 
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Figure 6.20 – req depicting the GUILTE Stakeholders Requirements and associated model 
elements 
The associated elements include a “problem note” to emphasize a potential problem, a “trace” relationship 
that relates the requirement Budget to source documentation (in this case, a “block” that represents a 
document, the Financial Plan), and three “refine” relationships that clarify each requirement by linking it to 
Use Case Diagrams. The presented associations intend to demonstrate the potentialities of the modelling tool 
and the artifacts that enable requirements’ refinement and traceability. 
To avoid cluttered diagrams, the text associated with each requirement was not depicted in the req. However, 
this text is important to demonstrate the different needs and concerns, and therefore it is presented below: 
 Budget (from Municipal Decision-Makers): the System shall be developed within the budget and with 
the resources allocated to the functional areas in analysis (mobility, road infrastructure, 
environment, etc.); 
 Legislation (from Municipal Decision-Makers): the System shall be compliant with the EU and 
national directives and regulations; 
 ITS (from Municipal Decision-Makers): the System shall provide a set of ITS strategies and best 
practices to guide the Councillors and Mayor in the sustainable mobility challenge; 
 Data Acquisition (from Municipal Decision-Makers): the System shall provide the means to attain 
offline and online data from the real urban traffic & environment system; 
 Coverage (from Municipal Decision-Makers): the System shall acquire data from the hotspot to the 
entire urban area; 
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 Monitoring (from Municipal Decision-Makers): the data shall be acquired by monitoring devices when 
the associated costs do not exceed the planned budget; 
 Modelling (from Municipal Decision-Makers): the System shall support the modelling of the urban 
traffic & environment system to enable ITS scenarios/strategies analysis and the management of the 
urban system; 
 Decision (from Municipal Decision-Makers): the System shall provide accurate Key Performance 
Indicators (KPIs) on the urban traffic & environment system to support offline and online 
decision-making; 
 Public Information (from Municipal Decision-Makers): the System shall provide accurate and 
attractive traffic & environment information services to the general public; 
 Collaborative Decisions (from Municipal Decision-Makers): the System shall provide the means to 
enable collaborative decision processes (between the municipality and the society); 
 Outsourcing (from Municipal Decision-Makers): the System’s components (e.g., software 
applications) can be developed “in-house” or subcontracted to external entities; 
 Interoperability (from Municipal Technicians): the System’s components such as hardware and 
software, developed in-house or subcontracted, shall be interoperable with existing systems; 
 Integration (from Municipal Technicians): the information provided by subcontracted applications or 
services shall be fully integrated within the System; 
 Extendibility (from Municipal Technicians): the System shall be flexible and prepared to extend its 
functionalities by incorporating new types of data, software, hardware, and user applications; 
 Data Privacy (from Municipal Technicians): the data acquisition methods shall be compliant with 
existing standards and protocols, and must obey privacy and other ethical terms; 
 Micro Models (from Municipal Technicians): The System shall enable the development of models 
able to provide detailed information, at the street or hotspot level; 
 Working Interfaces (from Municipal Technicians): the System shall provide simple and easy-of-use 
working interfaces; 
 T&E Info (from Citizens): the System shall provide accurate information on the urban traffic and on 
the urban environment; 
 Health Info (from Citizens): the System should provide information about the impacts of the urban 
environment on human health; 
 Personalized Info (from Citizens): The System shall provide the traffic-related environmental impacts 
for the citizen’s street and actual location; 
 Traffic Conditions (from Drivers): the System shall provide real-time and accurate information on 
urban road infrastructure and urban traffic conditions; 
 Impacts (from Drivers): the System shall provide the means to characterize the driver impacts on the 
environment derived from his/her mode choice and driving style; 
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 Decision Info (from Citizens/Drivers): the System shall provide intelligible information for the public 
to be informed about the municipal decisions on the traffic & environment system; 
 Participation (from Citizens/Drivers): the System shall provide the means for the general public to 
provide suggestions, to introduce complaints, and to participate in the decisions concerning the urban 
traffic & environment system; 
 Usability (from Citizens/Drivers): the System shall provide easy-of-use and simple interfaces and shall 
provide attractive and intelligible information; 
 Dissemination (from Citizens/Drivers): the System shall provide the traffic & environment 
information services to the general public through the Internet, radio/TV broadcasting, mobile 
applications, street outdoors, and street info points. 
The operational constraints within which the system is to be designed were discussed along the elicitation of 
requirements and were mainly related with budget and legal constraints, as specified by the requirements 
Budget and Legislation. Being the municipalities’ public institutions, under the jurisdiction of the national 
government and the European directives, the compliance with the legal environment is mandatory. The 
budget is regulated by a strictly financial plan and the (low-cost) solutions must “fit into it”. The political 
scenery was not discussed but, in fact, it is an actual operational constraint that, frequently, disables the 
development of an integrated long-ranging solution due to the different political factions of the city 
councillors and the (short) duration of their mandates. As a result of the particular nature of this work (a 
collaborative research project) the schedule was not considered as an operational constraint and there were no 
time obligations. Obviously, it was desirable to launch the system as soon as possible. 
As verified in the req, some requirements were detailed using uc that were very effective analysis and 
interaction tools to get feedback from the non-technical stakeholders. The Figure 6.21 illustrates some of the 
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Figure 6.21 – uc refining the GUILTE Stakeholders Requirements Decide in Collaboration and 
Health Information 
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Metrics 
The Assess performance function ensures that the system is continuously monitored in order to provide 
operational data, in order to be evaluated through defined metrics, and in order to be maintained, changed, 
corrected, upgraded, and improved. At this stage of development, the definition of measures of 
effectiveness (moes) for the system, and the associated metrics (target values), provides the means to assess 
performance and to reflect the needs of the critical stakeholders, as well as the value of the system to them. 
These measures are intimately related with the system’s nature and are derived from the mission and 
stakeholders requirements analysis. 
In the GUILTE case, the foremost moes identified were associated with Sustainability (the development of a 
system that can contribute, in the long-term, to the high-level challenge of sustainable urban traffic 
networks), Delivery of Value to Society (the provision of an accurate public service on 
traffic & environment), Usability (the development of a system easy-to-use with simple and attractive 
interfaces), Public Satisfaction (the satisfaction of the citizens and drivers with the provided services and 
collaborative decision processes), and Real-time Capability & Comprehensiveness (the acquisition of offline 
and online data from the real urban system and the development of detailed models able to offer KPIs and to 
facilitate the test of ITS strategies, supporting truthful decision-making). These moes can be integrated in an 
optimization function that defines the overall cost effectiveness of the final system solution. The metrics for 
the moes can be defined through several ways and depend on the methods that will be used to verify their 
accomplishment degree. For example, a metric for the Sustainability moe can be “the reduction, in 10%, of 
the daily exceedences verified for a given air pollutant, in a given hotspot, in two years after the system 
launch”. A metric for the Usability moe can be defined, for example, as “a training time of one-week for the 
municipal technicians” or “a maximum number of three help frames by each web application for the public”. 
The SysML introduces an extension to UML (very useful for the Systems Engineering field) that enables the 
representation of constraints on the physical and performance properties of the system and the definition of 
properties that need to be evaluated in trade off studies. The SysML Parametric Diagram (par) provides the 
artifacts to define moes for a given solution that can be then evaluated using an objective function (in this 
case, as an illustrative example, a cost function) (Figure 6.22). Additional analysis models can be established 
for each moe. 
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par [block] GUILTE System [Cost Efectiveness]
«moe»Sustainability :
«moe»Cost Effect :
«moe»Delivery of Value :
«moe»Public Satisfaction : «moe»RealTimeC&C :
«moe»Usability :
Cost Effectiveness : cost
cost ef : 
del val : pub sat : real tim : sust : usab : 
 
Figure 6.22 – par for the GUILTE top-level measures of effectiveness 
Like observed for the requirements, the OPM does not have a dedicated construct for system’s parametrics. 
The definition of moes and objective functions can be done through the combined utilization of dedicated 
views, object and process entities, and appropriate relationship links (Figure 6.23). This representation is 
clear, simple and provides the auxiliary OPL natural language but, is not as proficient and expressive as the 
above one. 
 
Figure 6.23 – OPD view and OPL for the GUILTE top-level measures of effectiveness 
The described requirements engineering process was applied incremental and iteratively (with the support of 
the spiral development process and the Re-evaluate function) until it was found an accepted solution (agreed 
by the key stakeholders) which was considered appropriate to guide the concept development. This result is 
usually known, in the field, as Concept of Operations (ConOps) – a high-level foundation document that 
defines what the system is intended to do (the system is viewed as a black-box, with internals blacked out) 
providing conceptual integrity and supporting the architectural development. As the Concept develops, the 
requirements are refined and new ones can be identified. In the proposed MBSE approach, the ConOps 
document is replaced by a ConOps model (part of the System Model) that is constituted by several diagrams 
developed in SysML and OPM, and mock-up prototypes. 
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The Investigate Alternatives function of the methodology encloses the main activities described in Chapter 2 
and is supported by the following incremental and iterative method: identify/evaluate alternative designs, 
define the system’s architecture, evaluate COTS components, and do Human-Systems Integration. Its key 
objectives are to explore alternative concepts for the GUILTE final solution and to design its baseline 
architecture that is, the system’s elements, their characteristics, their arrangement, and their interactions. The 
architecture establishes a framework for the development of the system that will satisfy the requirements, and 
its definition is one of the systems engineer most critical and creative tasks. This function is supported by the 
transversal functions: Model the system, Assess performance and Re-evaluate. 
Identify/Evaluate Alternative Designs 
The identification and evaluation of alternative designs for a given system should be based on the Systems 
Requirements, and supported by the trade off analysis of the moes defined for the system and by additional 
performance engineering analysis (e.g., analytical models, simulation models, and mechanical CAD models) 
considered interesting to evaluate the system design and components against top-level moes. This evaluation 
is performed throughout this stage of development at an increasing level of detail in order to select “the best” 
architecture for the system. 
As known, there are different design solutions (combinations of hardware, software, humans, 
procedures, etc.) that can satisfy the requirements but there is always a set of constraints (e.g., cost, 
organizational directives, and political issues) and associated trade offs that dictate the final choose. The 
trade off decisions are based on a comparison of design options under a certain degree of uncertainty 
(associated with the state of the technology, the needs of the stakeholders, etc.) and are generally supported 
by decision analysis techniques such as decision trees, influence diagrams, and utility theory (Hillier and 
Lieberman, 2001), accompanied by simulation and sensitivity analysis studies. When the decision 
environment is more clear and detailed (e.g., choosing physical architectural components) the multicriteria 
decision analysis (including multi-attribute or multi-objective analysis) can provide more effective decision 
support. Buede (2009) points up the importance of HSI concerns in these decision processes, “the good 
decisions are the ones where people with the best knowledge and largest stake in the decisions were involved, 
and these people did discuss the relevant alternatives, values, and facts with clarity”. 
The System Requirements support the Mission Requirements and are derived from the Stakeholders 
Requirements, providing detailed engineering descriptions about how the stakeholders’ requirements will be 
accomplished by the system/elements/subsystems/components to create the architecture (they restate the 
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operational concept on which the system will be based). The GUILTE System Requirements were 
established through a careful analysis process of the feasibility study results, the previously elicited and 
agreed (mission and stakeholder) requirements, and through exhaustive discussions between the systems 
engineer, the domain experts, and the developers. Taking into account the classification defined for the 
requirements (Figure 6.10), the System Requirements were partitioned into the following groups: functional 
requirements, non-functional requirements (product, organizational, and external requirements), and domain 
requirements. The presented requirements are focused on the system’s operation but, for a complete 
definition, they should be defined for the entire life cycle of the system including its design & development, 
deployment, operation, training, maintenance, refinement, and retirement. 
The System Requirements specification was accomplished, in SysML, through a set of collaborating 
diagrams: a req to describe the organization of requirements and their relationships, an Internal Block 
Diagram (ibd) to describe the top-level system’s interfaces, and Sequence Diagrams (sd) to specify critical 
scenarios. 
The req is depicted in Figure 6.24 and includes the organization of requirements as specified by the proposed 
classification. These requirements constitute the basis for the development of the system’s architecture and 
are directed to the overall system. They are then refined, revised, and incremented as the subsystems and 
components are identified and explored. The diagram includes several additional elements to exemplify 
SysML modelling potentialities: the derivation of requirements from others is depicted in the compartment 
derivedFrom; the functional requirements related with Input/Output needs are refined by an internal block 
diagram ([block] GUILTE System Interfaces) which is depicted in the following picture (Figure 6.25); the 
Sequence Diagram ‘Usability Test’ is a «testCase» stereotype that represents a testing method that will be 
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Figure 6.24 – req for System Requirements of GUILTE 
Part III Chapter 6 – GUILTE System 
Model-Based Systems Engineering: A System for Traffic & Environment - 275 - 
The Internal Block Diagrams (ibd) enable the identification of the internal structure of the block in terms of 
its parts, ports, and connectors. The ports define the block’s points of interaction or its interfaces. In order to 
clarify the top-level interaction flows between the system-of-interest (seen as a black box) and the main 
actors it was developed an ibd depicting the GUILTE block as the object-in-analysis and a series of flow 
ports that specify what can flow in and out of the system (Figure 6.25). The flowing entities (Item Flow) are 
of type physical or informational. The ibd includes, in the right side, the actors that were considered as 
external entities, and some possible items for the interacting flows. 
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Figure 6.25 – ibd for top-level GUILTE System Interfaces description 
Several Sequence Diagrams (sd) were developed for the top-level critical functionalities that the GUILTE is 
expected to ensure. These diagrams enable the definition of scenarios and the detailed representation of the 
behaviour of the system through a sequence of message exchanges that are appropriated to represent 
service-oriented behaviour, providing an input/output trace. They are usually developed to refine the 
stakeholders use cases and to describe scenarios that represent high likelihood occurrences or failures, critical 
system functionality, and circumstances that can significantly impact the moes. The Figure 6.26 illustrates 
two sd that were develop for the GUILTE system characterizing the top-level critical functionalities “Output 
T&E Public Information Services” (refining the uc ‘Offer T&E Information Services’) and “Processing 
Collaborative Decision-Making” (refining the uc ‘Develop Collaborative Decision Processes’). 
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Figure 6.26 – sd for two top-level critical functionalities of GUILTE 
The sd are very rich diagrams in terms of message exchange syntax and semantics. They provide the lifelines 
(displayed vertically) to represent the lifetime of an actor or other system’s element and these are related to 
an ordered sequence of events or occurrences that can be asynchronous or synchronous messages, behaviour 
executions, or creation/destruction of instances. It is also possible to introduce combined fragments and 
operators (such as loop, par, or alt sentences) that enable the representation of more complex patterns of 
interaction. The Artisan Studio tool provides an Object Animator that allows the animation of object 
interactions in an sd, which is a very useful mechanism to explain the interactions to the end-users. The 
Figure 6.27 depicts two animation snapshots of the previous sequence diagram. 
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Figure 6.27 – Animation snapshots for the GUILTE sd ‘Processing Collaborative Decision-Making’ 
In OPM the System Requirements were modelled like the mission and the stakeholders’ ones (importing the 
description of requirements from Excel and linking those requirements to existing modelling elements 
through a corresponding colouring mechanism, like in Figure 6.18). The Functional I/O Requirements and 
the associated flows can be detailed by means of intermediate objects (physical or informational) that can be 
connected to the GUILTE system and to the actors by procedural transformation links reflecting consumption 
(input) and result (output). This representation is not as expressive as the one of the SysML ibd and was 
already illustrated, in Figure 6.6, for the main inputs/outputs of the system. The top-level functionalities 
illustrated by SysML sequence diagrams can be accomplished, in OPM, through the combination of objects, 
processes, and procedural links (transformation, enabling and event links) expressing the dynamic behaviour 
of the system. The Figure 6.28 depicts the functionality ‘Deciding in Collaboration’ zoomed into its 
sub-processes and attributes. 
 
Figure 6.28 – OPD representing the top-level functionalities of the GUILTE 
The OPM also provides a simulation engine that permits the testing of processes and the model verification 
and validation. It is possible to analyze, through object/process colouring and tokens (red bold dots), the 
time-dependent execution of processes, instancing of objects, and flow of data through the links 
(Figure 6.29). 
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Figure 6.29 – Simulation snapshots in the OPCAT environment 
The System Requirements and the associated refining diagrams/views were presented and discussed with the 
municipal stakeholders and the citizens/drivers in order to obtain their approval. In terms of development 
efforts, the OPM is simpler and has the OPL natural language that reduces ambiguity and aids the modelling 
process but, the SysML modelling potentialities are definitely richer and easier to implement (once the 
language is familiar to the system’s modeller). In terms of communication with non-technical stakeholders 
the OPDs are more effective for high-level structural representations but, when the idea is to share and 
discuss the system’s detailed behaviour, the SysML has demonstrated more proficiency emphasized by 
non-cluttered diagrams and by the animation mechanism. In fact, the animation mechanisms provided by 
both languages were very useful in the discussion process. This involvement of the relevant stakeholders in 
the requirements engineering process highlights, once more, the HSI concerns taken into account throughout 
the project. The agreed set of Systems Requirements (reflecting the ConOps) was the basis to start 
developing the architecture of the system. 
Define the GUILTE Architecture 
The architecture of a system is a very valuable tool to deal with complexity and to create a framework to 
develop the expected system. According to the IEEE (2000), architecture is “the fundamental organization of 
a system, embodied in its components, their relationships to each other and the environment, and the 
principles governing its design and evolution” and, as mentioned before, it is a key element of modern 
Systems Engineering providing conceptual integrity. If the system will only use COTS components, the 
architecture definition relies on choosing those components but, if there will be design and development of 
components, architecting will be more creative and challenging. 
The architecture elected for a system should reflect the most critical non-functional requirements. For 
example, if performance is a critical requirement then the architecture should be designed to accommodate 
critical operations within a small number of subsystems having large-grain components to reduce 
communications, if security is the key aspect then the architecture should be layered with the most critical 
assets protected in the innermost layers with high security validation procedures (Sommerville, 2007). 
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Typically, in the SE field, there are considered two main types of architectures (Sage and Rouse, 1999; 
Friedenthal et al., 2008; Buede, 2009): the Logical Architecture (or Functional) and the Physical 
Architecture. The Logical Architecture intends to create a series of functions (which transform the inputs of 
the system into outputs) that will satisfy the scenarios defined in the ConOps. The Physical Architecture 
provides a hierarchical description of the resources that comprise the system beginning with the system 
top-level subsystems and progressing down to the components. 
These two architectures, which must be develop concurrently with close interaction, constant feedback and 
fine-tuning, enable the definition of an integrated architecture (known as Allocated Architecture) that shall 
meet the system’s requirements. The development of these architectures is accompanied by performance 
analysis studies and trade off decisions. The Figure 6.30 schematizes this architecting process. Ideally, the 
process should be completed like “peeling an onion” (Buede, 2009) or, in other words, the Allocated 
Architecture should be achieved at successive lower levels of abstraction (greater detail) until a final solution 
can be accepted by the key stakeholders. 
 
Figure 6.30 – Architecting process in Systems Engineering 
The architecture process deserves here a special attention to explain its main associated concepts. The 
Logical Architecture defines the hierarchical model of system’s functions and the physical and/or 
informational items that flow between them. The system-of-interest has a single top-level function that can be 
decomposed into a hierarchy of subfunctions, as part of the development of the functional architecture. A 
function is a transformation process that converts an n-tuple of inputs into an m-tuple of outputs. The items 
are the inputs received by the system, the outputs produced by the system, and the inputs and outputs 
generated internally, and can be physical entities or information. The logical components of this architecture 
interact (this interaction is critical because it affects the extent to which the system will exhibit the desired 
emergent properties) to satisfy system requirements and do not impose implementation constraints. The 
logical architecture is an intermediate level of abstraction between the system requirements and the physical 
architecture reducing the impact of both requirements and technology changes on the physical design. 
The establishment of a Logical Architecture includes the definition of: i) the functions of the system (there 
are, in the literature, several generic partitions that identify a series of general functions such as receive 
inputs, control processing, provide support, etc.), ii) a functional decomposition (which can be accomplished 
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via a top-down decomposition or a bottom-up aggregation; typically, the best decomposition is usually the 
one that matches the partitioning of the system’s physical resources thus enforcing the relevance of 
developing the functional and the physical architectures in parallel), iii) inputs and outputs (adding the data 
or material items that serve as inputs and outputs to the various functions), and iv) a trace of requirements to 
the logical elements of the architecture (the system requirements are traced both to the functions and to the 
items flowing through the functions). 
The Physical Architecture represents the partitioning of physical resources available to perform the system’s 
functions. This partitioning subdivides the problem into manageable parts (subsystems and components), 
permitting and encouraging an iterative process. The components are subsets of the physical realization of a 
system to which subsets of the system’s functions will be allocated. The component represents the lowest 
level in the physical architecture and can be a piece of hardware, a segment of software, people, facilities, 
procedures and data, or a combination of these items. The Physical Architecture can be, in a first instance, a 
generic architecture (without any specification of the performance characteristics of the physical resources; 
e.g., a central processing unit) and then it can be instantiated (with complete definitions of the performance 
characteristics of the resources to use; e.g., a LED display, a loop detector). When the architecture is 
instantiated, a Morphological Box (Zwicky, 1969; Buede, 2009) can be a very valuable tool to assist the 
selection of the physical instances by imposing the creation of a catalogue for the possible solutions. The 
columns (or rows) in the Box represent the components of the generic physical architecture and the boxes 
represent alternate choices for fulfilling that generic component. Each option should have well-defined cost 
and performance characteristics. 
The Allocated Architecture is the mapping of functions and requirements to resources, bringing the entire 
design together and enforcing the identification and design of interfaces (an interface is a connection resource 
for hooking to another system’s interface - external interface, or for hooking one system’s component to 
another - internal interface). This integrated architecture addresses which physical resources of the system are 
going to perform which functions and which requirements are satisfied by which functions and resources. 
The allocation or assignment is typically of type one-to-one (function-to-physical component) or 
many-to-one. The cardinality one-to-many should be further investigated (it can be derived from forced 
redundancy or from different action modes). The traditional functional flow block diagrams (EFFBDs) and 
IDEF0 modelling tools are being replaced by object-oriented design in order to guarantee, in addition to the 
hierarchical element, the abstraction, the encapsulation, and the modularity features. 
As can be deduced, the Assess performance and Re-evaluate functions are critical in this architecting process 
that requires continuous feedback, iterative development, performance evaluation and trade off decisions. 
Being the GUILTE a software-intensive system, like the bulk part of the modern systems, the development of 
the architecture should take into account the principles underlying computer-based system architectures. For 
this particular case, a distributed architecture was the most obvious choice. In fact, as Sommerville (2007) 
states “Virtually all large computer-based systems are now distributed systems”. A distributed system is the 
one where the information processing is distributed over several computers. The main advantages of using 
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this architecture include openness (the systems are designed around standard protocols and well-defined 
interfaces that allow additional resources to be added and combined with little adjustments), concurrency 
(several processes can be executed simultaneously on separate computers on the network), scalability (the 
systems can increase their capabilities by adding new resources to cope with new demands), and fault 
tolerance (the availability of several computers and the potential to replicate information enable the systems 
to be tolerant to some hardware and software failures) (Sommerville, 2007; Buede, 2009). 
The distributed systems usually require middleware software to manage the different parts of the system 
(e.g., communications with databases, and data converters) ensuring that they communicate and exchange 
data. They are typically developed using an object-oriented approach since this paradigm reflects the nature 
of these systems: loosely-integrated independent parts, interacting with each other or with users. The 
interoperability is another critical aspect on architecting in a modern environment. With increasingly large 
and complex systems, it is vital to ensure the compatibility of system’s components (legacy, current, and 
future ones) so they can work as a whole. The compliance with standards is a good principle to guarantee 
interoperability. 
For the GUILTE system, developed under the object-oriented paradigm, the openness and scalability are 
mandatory requisites since the system is supposed to have a long-life and evolve over time. This evolution or 
upgrading, dictated by political actions, budget availability and customer needs, will only be possible if the 
architecture provides an adaptable and scalable platform for such upgrades. The software architecture 
considered for the GUILTE was a distributed client-server where the system can be thought of as a collection 
of services, provided by the servers, and a set of clients that make use of those services (Sommerville, 2007). 
The design of the client-server architecture should reflect the logical structure of the system that is being 
developed and this structure, for the GUILTE, can fit the traditional three-tier model. This model includes a 
data management layer (concerned with all database operations), an application processing layer (concerned 
with implementing the logic of the applications), and a presentation layer (concerned with presenting the 
information to the user and with all user interaction) (Figure 6.31). 
 
Figure 6.31 – Distributed client-server architecture for the GUILTE system 
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This architecture can, in the future, be re-designed in terms of a service-oriented paradigm and evolve to a 
distributed Service-Oriented Architecture (SOA) (Earl, 2005). This modern distributed computing approach 
can be a more suitable framework as the municipalities will foster their governance style to accomplish the 
new principles of openness, participation, accountability, effectiveness and coherence (as redefined by the 
Treaty of Lisbon), reinforcing the principle of subsidiarity. The municipalities can create a series of public 
service applications by integrating stand-alone web services from a range of external service providers 
through appropriate standard protocols (e.g., XML-based standards) that support service communication and 
information exchange. As Sommerville (2007) states “Most importantly, perhaps, building applications based 
on services allows companies and other organizations to cooperate and make use of each other’s business 
functions”. 
The following paragraphs will describe the model-based development of the GUILTE integrated allocated 
architecture (Logical and Physical). Since the entire description of the model would be long and burdensome, 
it will be presented a top-level characterization of the architecture and then, a detailed description of 
representative subsystems. The aspects that were emphasized during the development of the system’s 
architecture were the Design for Affordability (the budget was/is an effective constraint and the low-cost 
solutions are encouraged in trade off decisions in order to minimize the overall solution cost), the Design for 
Scalability (the budget and political forces will dictate the system’s enlargement so, it must be prepared to 
upgrade its capabilities and services by means of simplicity, independence, modularity, and compliance with 
standards), and the Design for Usability (the involvement of the key stakeholders and the design of interfaces 
for effective Human-Systems Integration were critical aspects taking into consideration throughout the 
development process). 
The Logical Architecture was developed, in SysML, through several collaborating diagrams and in parallel 
with the Physical Architecture. The first diagrams were bdd to illustrate the main logical components and 
the main physical components of the GUILTE. The top-level logical component “Sustainable Urban Traffic 
Networks” corresponds to the top-level function of the system that was decomposed (top-down approach) 
into three logical subunits: the unit responsible for attaining and formatting the inputs from the real urban 
traffic & environment system, the unit in charge of transforming the inputs into outputs (the “brain” 
processing centre), and the unit responsible for formatting the outputs and providing user interfaces for the 
different stakeholders (Figure 6.32). Each of these subunits is further decomposed into a series of more 
dedicated logical units in charge of its specific activities. For example, the ‘Inputs Acquisition and Format’ 
logical unit is partitioned into the acquisition and formatting of online inputs, the acquisition and formatting 
of offline inputs, and the acquisition and formatting of feedback inputs. This partitioning intended to 
emphasize the modular approach and to facilitate the analysis of alternatives during the development of the 
physical architecture. 
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Figure 6.32 – bdd for the Logical Architecture of the GUILTE system 
The logical decomposition was undertaken in parallel with the development of the physical architecture in 
order to attain a truly integrated architecture that meets the system requirements. The physical architecture 
divides the physical resources into manageable parts (elements, subsystems, and components) that will 
realize the system logical units. 
The main physical elements of the GUILTE system include the Data Acquisition Mechanisms element, the 
Database, Modelling & Simulation Platform element, the Applications for Municipalities element, the Urban 
Traffic & Environment Real System element, the Stakeholders element, and the Sensing & Surveillance, 
Communications, Information & Control element. Some of these elements embrace a series of subsystems 
related with a given set of physical resources (Figure 6.33). For example, the Database, 
Modelling & Simulation Platform element includes a Database subsystem, a Microsimulations subsystem, 
and a Traffic & Environment Models subsystem. This general physical architecture was then detailed and 
instantiated, at the component level (the lowest level in the physical architecture that can be a piece of 
hardware, software, people, facilities, data and procedures, or a combination of these items), for each 
subsystem. 












































































Figure 6.33 – bdd for the Physical Architecture of the GUILTE system 
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Then, they were developed some Internal Block Diagrams (ibd) to specify the connections between the 
different logical components and their interfaces. The ibd depicted in Figure 6.34 shows a small number of 
interactions modelled through flow ports (the points of interaction of the blocks and parts) and the associated 
items flowing through them (inputs/outputs). The nested structure is very useful to display the inherent 
hierarchy and the flowing-down development. 
ibd [block] GUILTE Logical_Interactions
«block»
GUILTE Logical
 : "Sustainable" Actions
 : T&E information services
 : Working Data
sust : Sustainable Urban Traffic Networks
trans : Transformation Inputs into Outputs
formdt info
simst : Simulations and Strategies
dst : Data Storage
mod : Models
att : Inputs Acquisition
and Format
t&eod form
form : Outputs Format and
User Interfaces
infoin informt
 : T&E Operational Data





Figure 6.34 – ibd for the logical decomposition and interfaces of the GUILTE system 
In order to specify the behaviour or the functional activity of the system and to provide details on the internal 
flow-based behaviour of block operations, they were developed SysML Activity Diagrams (act). These 
diagrams are similar to the traditional EFFBDs (commonly used to describe the functional decomposition of 
the system) but provide additional capabilities such as the modelling of continuous flows and the 
establishment of relationships with structural elements of the system. The activities are based on token-flow 
semantics (identical to Petri nets). The Figure 6.35 shows an act for the general activity of the GUILTE 
which is to ‘Provide Traffic & Environment Information Services’ and a more detailed act for the call action 
‘Store, model and simulate’. 
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Figure 6.35 – act for the ‘Provide Traffic & Environment Information Services’ general activity 
and for the ‘Store, model and simulate’ call action of the GUILTE system 
The integrated Allocated Architecture involves the mapping of functions and requirements to resources. 
This allocation or assignment can be modelled, in SysML, through several mechanisms known as 
cross-cutting constructs, and can be depicted graphically or in a tabular format. The graphical format 
comprises direct notation, compartment notation, and callout notation. The tabular format comprises tables or 
matrices and allows a compact representation of multiple allocation relationships. 
The main types of allocation are: i) structural: allocating elements of structural models to elements of another 
structural model such as logical elements to physical resources, and software to hardware, 
ii) behavioural/functional: allocating elements of behavioural models like activities, actions, states, object 
flow, or messages to elements of structural models such as blocks, parts, properties, ports, or connectors, 
being the functional allocation a subset considering, explicitly, the allocation of activities or actions to blocks 
or parts, iii) requirements: allocating requirements to model elements that satisfy, refine, or derive those 
requirements, and iv) flows: allocating flows between activity diagrams (object flows) and internal block 
diagrams (item flows). The following pictures illustrate some examples of the top-level Allocated 
Architecture for the GUILTE system. 
The Figure 6.36 shows an example of structural allocation. The elements of the Logical Architecture (blocks) 
were allocated to the elements of the Physical Architecture (blocks) through the SysML compartment 
notation. 
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«block»
allocatedFrom
Provide T&E Information Services  ...
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Figure 6.36 – Structural allocation of logical to physical architectural elements of GUILTE 
The Figure 6.37 shows an example of behavioural/functional allocation. The left image shows the 
behavioural allocation of operations to a block (the block is responsible to provide the defined behaviour) and 
the functional allocation of activities (the activity ‘Store, model and simulate’) to blocks/parts of the physical 
architecture, on a bdd. The right image shows an alternative way of representing functional allocation by 
depicting, in an act, swimlanes (or activity partitions). The swimlanes group activity nodes assigning 
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Figure 6.37 – Behavioural/functional allocation of activities to blocks and parts of GUILTE 
The requirements allocation is usually done to map mission, stakeholder, and system requirements to other 
model elements that satisfy, refine, derive, trace or test them. Some examples were already illustrated in 
Figures 6.10, 6.20 and 6.24, in different req. The Figure 6.38 shows three examples of system requirements 
assignment to other structural and behavioural elements. On the left side a Domain Requirement is satisfied 
by the physical element Microsimulations (typically, the domain physical requirements are satisfied by 
structural elements such as blocks). On the right side (top), a Functional Requirement is satisfied by the 
operation ‘store data’ (typically, the functional requirements are satisfied by operations or behaviours). On 
the right side (bottom), a Non-Functional External Requirement is satisfied by the value type ‘Regulations 
and Directives’ (typically, the non-functional requirements are satisfied by value properties). 
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«block»
allocatedFrom
Store, model and simulate (in Form ...














«requirement» Processing Micro Modelling
:GUILTE System








«valueType» Regulations and Directives
Compliance with Directives and Regulations
 
Figure 6.38 – System requirements allocation to other model elements of GUILTE 
The flow allocation is frequently employed to allocate flows from act (object or control flows) to flows in 
ibd (item flows). The Figure 6.39 shows an example of flow allocation depicted in an act (left-side) and in an 
ibd (right-side). 
















Figure 6.39 – Flow allocation of object flows to item flows of GUILTE 
The system allocation can be synthesized in a tabular format which is a compact form for representing 
multiple allocation relationships. The Figure 6.40 shows a tabular representation (allocation matrix) of some 










































































































































































































Outputs Format and User Interfaces (GUILTE_Structure) Allocate
«block» 
Inputs Acquisition and Format (GUILTE_Structure) Allocate
«Activity» 
Store, model and simulate (GUILTE_Behaviour::Activities::Provide T&E Information Services) Allocate
«block» 
Transformation Inputs into Outputs (GUILTE_Structure) Allocate
«Activity» 
Provide T&E Information Services (GUILTE_Behaviour::Activities) Allocate
«block» 
Sustainable Urban Traffic Networks (GUILTE_Structure) Allocate
«Output Pin» 
Informat (GUILTE_Behaviour::Activities::Provide T&E Information Services::Store, model and simulate)
Allocate
«Parameter» 
T&EInformServices (GUILTE_Behaviour::Activities::Provide T&E Information Services) Allocate
«Output Pin» 










Figure 6.40 – Excerpt of the GUILTE allocation matrix 
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The SysML allocation mechanism is an excellent tool to evaluate the completeness, consistency, and balance 
of the model. For example, in functional allocation, the allocation of a set of activities is complete when each 
activity has an allocation relationship to a block in the model. The consistency can be checked when the 
action nodes are depicted in a valid act, or when the object flows are allocated to appropriate connectors in 
an ibd. The balance is more subjective and involves the evaluation of the different levels of abstraction as 
well as the degree of allocation. For example, if a single block has a considerable number of allocated 
activities the modeller might consider the decomposition of that overallocated block that integrates too much 
functionality. The automated model checking provided by the majority of the tools, like Artisan Studio, helps 
in the verification process avoiding circular, redundant, and inappropriate allocations. 
In OPM, the Logical and Physical Architectures of the GUILTE were modelled through the creation of 
views which refine the GUILTE system object and depict aggregation-participation relationships 
emphasizing the whole-part feature and the decomposition procedure. The Physical Architecture displays the 
objects as physical things. The Figure 6.41 shows these views. This OPM representation is analogous to the 
SysML bdd and composite associations. 
 
Figure 6.41 – OPDs for the top-level Logical (left) and Physical Architectures (right) of the 
GUILTE 
The connections between the main logical (or physical) components and the associated interfaces 
(represented in SysML ibd) have no dedicated constructs in OPM but they can be generally represented 
through objects and structural links (Figure 6.42). This representation is sufficient to provide a high-level 
description of the system and useful to hand on general ideas and concepts to the non-technical stakeholders 
but it is not very adequate to model in detail and to represent the different types of components and items. 
 
Figure 6.42 – OPD for the main logical components and interfaces of the GUILTE 
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The functional activity depicted in SysML activity diagrams can be modelled, in OPM, through a 
combination of objects, processes, states, and procedural links. This representation is not as expressive and 
detailed as the one of SysML but it can be helpful to describe general system’s behaviour due to the simple 
notation and the associated natural OPL. The Figure 6.43 shows the OPDs for the processes ‘Provide T&E 
Information Services’ and ‘Store, model and simulate’ (this last one was zoomed-in from the previous one 
into its sub-processes and attributes). 
 
Figure 6.43 – OPDs for some processes of the GUILTE functional activity 
The OPM has not dedicated constructs to model allocation, except for the imported requirements that can be 
linked to existing modelling elements (as illustrated in Figure 6.18).  
Evaluate COTS Components 
The evaluation of COTS components was accomplished when the physical architecture was instantiated. This 
will be illustrated in the following subsections where some elements, subsystems, and components of the 
GUILTE are analyzed and modelled in more detail. 
The Investigate Alternatives function outputs “the best” architecture for the system (according to a given set 
of weighted moes), and the associated specifications to develop the hardware and software components, 
during the Integrate function. As mentioned before, the LITHE methodology can be applied concurrently, in 
a vertical dimension (to a lower level of abstraction), to the development of the different elements, 
subsystems, and components of the GUILTE. This vertical application will be described for: 
• the development of the Data Acquisition Mechanisms element, the Online Sources and Mechanisms 
subsystem, and the KOM prototype component; 
• the development of the Database, Modelling & Simulation Platform element, the Database and the 
Microsimulations subsystems, and the GeoMoving prototype component; 
• the development of the Applications for Municipalities element, the Applications for Public 
Information subsystem, and the T&E Maps prototype component. 
The methodology is also applied horizontally since these different elements/subsystems/components were 
developed concurrently. 
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State and Investigate [Data Acquisition Mechanisms Element; Online Sources and 
Mechanisms Subsystem; KOM Component] 
 
This subsection illustrates, in more detail, the modelling of the Data Acquisition Mechanisms element and, in 
particular, the Online Sources and Mechanisms subsystem and the Keep On Moving (KOM) component. This 
element is intensely supported by the Sensing & Surveillance, Communications, Information & Control 
element of the physical architecture. 
The Data Acquisition Mechanisms is the element of the GUILTE that gathers the different ways of attaining 
data from the real urban traffic & environment system in order to feed the “brain” platform. The data sources 
for an Intelligent Urban Traffic & Environment System are several (e.g., maps, Decennial Census, 
OD surveys, network inventories, traffic counts, loop detectors, accidents’ records, air quality stations 
measurements, etc.) and are quite spread through different places and entities (e.g., National Statistics 
Institute, Municipalities, Police Departments, National Environment Institute, etc.). Consequently, this 
element was decomposed into three subsystems: Online Sources and Mechanisms, Offline Sources and 
Mechanisms, and Feedback Sources and Mechanisms. 
The Online Sources and Mechanisms subsystem is in charge of collecting the data that is relevant to be 
provided in real-time. Accidents, traffic conditions, road works, fleet location, air quality condition, noise 
condition are examples of information that is valuable to have in real-time. The data can be collect through 
machine-based techniques like fixed sensors (e.g., loop detectors, and video cameras) or online databases 
(e.g., pollutant measures from a road monitoring station stored at the National Environment Institute 
database), and/or through human/machine-based techniques like mobile sensors (e.g., GPS equipped vehicles 
with mobile applications used by technicians). This subsystem is of critical importance for the operation of 
Intelligent Transportation Systems. 
The Offline Sources and Mechanisms subsystem is responsible to gather the data that is not possible or 
pertinent to collect and offer in real-time. Data like digital road network maps, Census statistics, network 
inventories, OD surveys, emission standards, and road and building geometry are typical examples included 
in this group. The techniques used to collect these data can be human-based (e.g., household interviews that 
may only require human intervention to do the questionnaire and compile answers) or human/machine-based 
(e.g., road network inventories that may use humans equipped with portable devices like PDAs to registry 
assets location). 
The Feedback Sources and Mechanisms subsystem is in charge of collecting data “experienced” by the 
citizens, which constitute their feedback on the urban traffic & environment system. These data can also be 
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collected by human-based techniques (e.g., road questionnaires) or by human/machine-based techniques 
(e.g., the citizens may access a web site where they can introduce, in a digital urban map, occurrences like a 
hole in the pavement, a traffic sign in bad condition, or excessive traffic noise in a given period, and where 
they can submit complaints or suggestions). The citizen is the most important user of the urban 
traffic & environment system so, this feedback data is critical to understand their feelings and experiences. 
To get their involvement and interest it is mandatory to treat data appropriately and to provide some kind of 
reply. 
In order to show some more details of the GUILTE system and to demonstrate additional modelling 
capabilities, it will also be presented the development of a particular component for the Online Sources and 
Mechanisms subsystem. This component, the prototype KOM (Keep On Moving), is an application to collect 
online data from the urban traffic system. The KOM is also capable to collect offline data, such as network 
inventories, and consequently can be also allocated to the Offline Sources and Mechanisms subsystem. 
The system requirements were refined for the Data Acquisition Mechanisms element and for its different 
subsystems and were elicited with the Systems Engineer, the Municipal Technicians, the Domain Experts, 
the Developers, and the Citizens/Drivers therefore, involving the relevant stakeholders. The techniques used 
to perform this requirements engineering process were the traditional (mainly, informal meetings, literature 
review, and analysis of existing documents and legislation), the group elicitation (focus group meetings), the 
contextual (analysis of the municipal technicians working environment and citizens/drivers familiarity with 
web and mobile applications), the prototyping (KOM evolutionary prototype), and the model-driven ones 
(mainly, SysML diagrams). The requirements were specified using the SysML req and using some uc to 
explain them in a more simple and attractive way. As already mentioned, the OPM has some limitations 
concerning the requirements engineering process thus it was not used in this stage. 
The Figure 6.44 shows the req developed for the Data Acquisition Mechanisms element and for the Online 
Sources and Mechanisms subsystem. The diagram depicts other modelling elements such as derive, refine 
and satisfy relationships that enable the creation of a more detailed system model and the establishment of 
allocation features. 
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req [Package] GUILTE_Data Acquistion Mechanisms Requirements
«block»



















«requirement» Compliance with Standards
Compliance with Communication Standards«requirement»


























Figure 6.44 – req for the Data Acquisition Mechanisms element and for the related subsystem 
Online Sources and Mechanisms of the GUILTE 
The Figure 6.45 depicts the uc developed to detail the Online Acquisition requirement, illustrating the main 
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Data Acquisition Mechanisms
 
Figure 6.45 – uc for the refinement of the Online Acquisition requirement of the GUILTE 
The Figure 6.46 illustrates the main interfaces of the Data Acquisition Mechanisms element specified in a 
SysML ibd. This diagram enables the definition of the internal structure of the blocks in terms of its parts 
(the three blocks inside the main one), ports and connectors. 
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ibd [block] Data Acquisition Mechanisms_Interfaces
«block»
Data Acquisition Mechanisms
: Offline Sources and Mechanisms
offldta
: Online Sources and Mechanisms
sensdta
: Feedback Sources and Mechanisms feedb







 : sensor data
«ItemFlow»











Figure 6.46 – ibd for the general interfaces of the Data Acquisition Mechanisms element of the 
GUILTE 
Then, they were developed several sd and the corresponding OPDs to model the main functionalities of the 
Data Acquisition Mechanisms element and of the associated subsystems. These diagrams provide animation 
mechanisms that are very useful to describe the behavioural interactions of the system and to present this 
information to non-technical stakeholders (in order to discuss it and get their feedback). The following 
pictures depict an sd for the functionality “Acquire Online Data” and two associated snapshots from the 
Object Animator (Figure 6.47), and the corresponding model in OPM with two simulation snapshots 
(Figure 6.48). 





















request permission request permission
provide permission provide permission
select data select




sd Acquire Online Data
 
Figure 6.47 – sd for one functionality of the Data Acquisition Mechanisms element (left) and 
animation snapshots (right) 
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Figure 6.48 – OPD for one functionality of the Data Acquisition Mechanisms element (left) and 
simulation snapshots (right) 
The general architecture developed for the GUILTE system was then refined for the Data Acquisition 
Mechanisms element and associated subsystems. The logical and the physical architectures, as well as the 
allocated one, were developed in parallel in order to keep the overall integration. The Figure 6.49 shows the 
bdd developed to refine the logical architecture. The diagram includes the logical decomposition of the 
logical element Inputs Acquisition and Format (already identified in Figure 6.32) into several subunits that 
are further classified, through generalization associations, into three categories of acquisition techniques 
(machine-based techniques, human/machine-based techniques, and human-based techniques). 
bdd Data Acquisition_Logical Architecture
«block»













































Figure 6.49 – bdd for the refined logical architecture of GUILTE 
The Figure 6.50 illustrates the associated physical architecture which encloses the key physical elements 
related with the Data Acquisition Mechanisms element. To avoid a cluttered diagram the parts of the blocks 
are enumerated in the respective compartment, and it is only depicted the architecture for the Online Sources 
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and Mechanisms subsystem. This subsystem includes the physical component ‘KOM Application’ that will 
be further described in the next subsection. 
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Figure 6.50 – bdd for the refined physical architecture of GUILTE 
These logical and physical architectures were also modelled in OPM. The corresponding OPDs are similar, in 
terms of structure and modelling elements, to the ones depicted in Figure 6.41 thus, they will not be 
presented. The two languages are similar in this kind of representation being the SysML (bdd) more 
complete and adequate for this level of detail. 
They were also developed additional SysML ibd and act to describe the main interfaces and functional 
activities of this GUILTE’s element and subsystems. These features were modelled in OPM too. The 
allocated architecture was established (in SysML) for the requirements and functions of the system as already 
illustrated in Figures 6.36, 6.37, 6.38 and 6.39. 
As obvious, this Investigate Alternatives function applied to the different elements, subsystems, and 
components involves a continuous performance assessment and re-evaluation ensured by the corresponding 
functions of the methodology. 
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KOM (Keep On Moving) Prototype 
The KOM application is an evolutionary prototype that was developed (by the author and with the 
noteworthy collaboration of the GSBL from DETI-UA) to collect online data from the urban traffic system. 
This prototype is a component of the physical architecture of the GUILTE belonging to the Online Sources 
and Mechanisms subsystem. As it will be described, the KOM is also capable to collect offline data, such as 
network inventories, and consequently can be also allocated to the Offline Sources and Mechanisms 
subsystem. This low-level description intends to show some more details of the system, to illustrate how the 
LITHE methodology can be used at the components’ development level, and to demonstrate additional 
modelling capabilities provided by the elected system’s modelling languages. 
As an evolutionary prototype, the KOM was used to model this application of the system with intense 
interaction with the involved stakeholders. A simple initial solution was presented to them (this application is 
intended to be used by the municipal technicians) in order to achieve rapid value and responsiveness and a 
quasi-final solution was obtained through incremental developments which had clarified the requirements 
and contributed to the design of usable interfaces. So, it is believed that the final solution is pretty close to the 
real needs and expectations. The HSI concerns, always present, were putted into practice by the principles of 
User-Centered Design (UCD) and Human Computer Interaction (HCI) and, in this case, with a particular 
emphasis on the Usability Engineering discipline. 
The HCI is concerned with the design and implementation of interactive computer systems, being the 
interaction the communication between the user and the system which is usually accomplished through 
interfaces (Preece et al., 2002; Dix et al., 2004). The development of effective, intelligible, and friendly 
interfaces for the components of a system is critical to guarantee a successful human-computer (or 
man-machine) interaction reinforcing the need of UCD projects that involve the users during all the 
development process. An interactive system, such as KOM, must be designed to ensure its usability that is, to 
ensure that the product is easy to learn, easy to use, and enjoyable to the user and, consequently, to ensure 
that the product is accepted. 
According to the ISO 9241-11 standard, the usability is a characteristic that intends to ensure effectiveness 
(Can the user do what he wants?), efficiency (Can he do it without wasting effort?), and satisfaction of a 
given product (Did he enjoy the process?), used by a given type of users, to perform a given activity, in a 
given using context (Dix et al., 2004). The usability objectives (e.g., learnability, suitability for the task, and 
error tolerance) should be clearly defined as requirements and the discipline which takes care of these 
concerns is widely known as Usability Engineering (UE) (Nielsen, 1993; Teixeira, 2008). 
Very succinctly, the general design principles that may help to ensure usability include, for example, 
visibility (make the components well visible or audible), feedback (make actions’ result obvious and well 
visible), constraints (limit possible ways of action), consistency (keep internal and external consistency), and 
signing (provide obvious indications about how to use) (Dias and Borges, 2008). 
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The usability principles used to evaluate the product (by usability experts) are compiled in a set of heuristics 
from different authors like Nielsen, Norman and Shneiderman. For example, “Consistency and standards: 
users should not have to wonder whether different words, situations, or actions mean the same thing. Follow 
platform conventions” is a Nielsen’s heuristic, “Simplify the structure of tasks” is a Norman’s principle, 
“Offer error prevention and simple error handling” is a Shneiderman’s heuristic (Dix et al., 2004). Other 
technique frequently used to evaluate functionality and usability, during the development process, involves 
observation tests with prototypes. These tests are performed with the collaboration of potential representative 
users who are invited to complete a series of tasks to assess their utilization of the product and to identify 
problems. It is also important to verify their behaviour and satisfaction during the tests. 
The KOM is a GUILTE’s component to collect data from the urban road network and to telecommunicate it, 
online (for real-time relevant data) or offline, to the traffic management centre (that, in this case, corresponds 
to the Database, Modelling & Simulation Platform). This component can be considered as a vehicle 
technique (to collect real data) that is an infrastructure-independent method, has higher levels of coverage, 
resolution and accuracy, and is less expensive to install and maintain than roadside techniques like loop 
detectors, infrared sensors, or CCTV. These roadside techniques are unfeasible to the majority of the 
medium-size municipalities, being the vehicle techniques a good way to achieve data acquisition low-cost 
solutions (with a high degree of urban area coverage). 
The (floating) vehicle techniques can be implemented into: i) probe vehicles: dedicated vehicles that flow 
through the traffic to collect data (e.g., dedicated municipal vehicles), or ii) ordinary vehicles: fleet or citizen 
vehicles that flow through the traffic, in a regular way, to provide their services (e.g., buses or taxis) or to 
perform their regular travel activities (e.g., common citizen cars) and, additionally, are used to collect data. 
The vehicles can be considered as moving sensors embedded in the network. 
The KOM prototype involves a GPS-equipped vehicle (a probe vehicle), a GSM/GPRS (Global System for 
Mobile Communication/General Packet Radio Service) wireless communication system, a PDA software 
application, and a PC application to receive the PDA messages and store the data in a database. Besides these 
hardware and software pieces, the KOM involves human operators (at least, one municipal technician driving 
the probe vehicle and using the PDA, and another municipal technician working at the traffic centre), and a 
series of working procedures. The idea is to integrate these spatial data within a GIS environment to perform 
data analysis and to provide information for a given set of municipal applications (Figure 6.51). 
Real urban traffic system GPS probe vehicles + PDA GIS
KOM Prototype
 
Figure 6.51 – KOM prototype general idea 
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The KOM prototype, for data acquisition, should collect data from the urban traffic system related with road 
network occurrences (real-time data like accidents, congestion, road works, and pavement condition) and 
road network inventories (non real-time data such as assets location and condition). The real-time data is 
critical to the operation of ITS. The GPS-equipped vehicle and the communications’ module is in charge of 
receiving the GPS signal and establishing the communications with the PDA and the traffic centre. The PDA 
software application module is responsible to interact with the user for the registering of network occurrences 
and road inventories. The PC application module is in charge of managing the connection between the 
mobile system and the traffic centre (receiving data, sending data, and storing data). 
The requirements for the KOM component were specified through SysML req and uc. The req is depicted in 
Figure 6.52 and shows the key requirements elicited between the Systems Engineer, the Municipal 
Technicians, the Domain Experts, and the Developers for the different modules of the KOM. The diagram 
includes several additional modelling constructs (e.g., derive, satisfy, and refine) that enable detailed 
integrated modelling and the allocation of requirements. Being the PDA module the one that interacts with 
the KOM users, it includes a series of usability requirements (which are derived from the Usability system 
requirement) such as “Give Feedback to the User with Error Messages and Task Progressing Bars”, “Provide 
Simple Interfaces”, “Use Fonts and Colours that Enable Legibility”, “Display only Relevant Information”, 
“Highlight Frequent Options”, “Keep Information Consistency”, and “Enable Undo and Redo Actions”. 
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Figure 6.52 – req for the KOM component 
Then, they were also developed several uc to illustrate the main high-level functionalities of the KOM, to 
illustrate the main interactions between the KOM and its users, and to discuss these aspects with the involved 
stakeholders. The Figure 6.53 shows two uc developed for the key functionalities of the PDA module and of 
the PC module (these uc are depicted in the above req refining the associated requirements: KOM_PDA 
Module and KOM_PC Module). 
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Figure 6.53 – uc for the KOM component: KOM_PDA Module and KOM_PC Module 
The parts (modules) of the KOM and the associated main interfaces were specified in a SysML ibd 
(Figure 6.54). The points of interaction (interfaces) of each part of the component are identified as flow and 
standard ports. The standard ports (with the “ball and socket” notation) are more appropriate to describe 
behaviour that is represented by the invocation of services such as interfaces between software components 
(which are the cases between the vehicle and the PDA, and between the vehicle and the PC at the traffic 
centre). On the right side of the Figure 6.54 is illustrated an sd developed to refine the KOM_PC Module uc. 
This module presents service-oriented behaviour that can be well defined by a sequence of message 
exchanges that provide an input/output trace. As already illustrated, this sd can be animated, in SysML, 
through the Object Animator which is a useful tool to interact with non-technical stakeholders. 
ibd [block] KOM Application Interfaces














:PC Module :Probe Vehiclestechnician
select port select port
alt alt
















send validity message validity info








sd KOM_PC Module Messaging
 
Figure 6.54 – ibd for the KOM main interfaces (left) and sd for the KOM_PC Module 
behaviour (right) 
The corresponding representation in OPM was accomplished through several OPDs/OPL represented in 
different system diagrams and views. The Figure 6.55 illustrates the OPD and corresponding OPL to describe 
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the KOM_PC Module behaviour. The associated simulation engine was, once again, a very useful tool to 
communicate the behaviour of the system/elements/subsystems/components to the involved stakeholders. 
 
Figure 6.55 – OPD/OPL for the KOM_PC Module behaviour 
The Logical and the Physical Architectures were then refined for the KOM component. The Figure 6.56 
depicts the KOM physical architecture (represented in a SysML bdd). The KOM is a GUILTE system’s 
component that belongs to the Applications for Mobile Sensors subsystem that belongs to the Online Sources 
and Mechanisms subsystem that belongs to the Data Acquisition Mechanisms element (the hierarchy is not 
completely represented to avoid diagram cluttering). The KOM is composed by three modules each 
combining a set of different hardware/software/people/procedures parts. The representation in OPM is 
similar to the one depicted in the Figure 6.41. 






































Figure 6.56 – bdd for the KOM physical architecture  
The functional activity of the KOM component was detailed through SysML activity diagrams (act) and state 
machine diagrams (stm). The Figure 6.57 shows two act developed to illustrate activities of the PDA 
Part III Chapter 6 – GUILTE System 
Model-Based Systems Engineering: A System for Traffic & Environment - 301 - 
Module. The diagram on the left respects the ‘Submit Occurrence’ activity and the diagram on the right 
respects the ‘Take Picture’ activity. The diagrams show the allocation of the activity nodes to the modelling 































Figure 6.57 – act for the PDA Module activities ‘Submit Occurrence’ and ‘Take Picture’ 
The stm enable the representation of behaviour in terms of states and transitions between them, and are 
usually employed to describe the state-dependent behaviour of a block (the block responds to internal and 
external events or stimulus). In the case of the KOM component, this type of diagram was relevant to model 
the internal behaviour of the PC module (Figure 6.58) which is typically characterized by a transition 
between states triggered by internal and external events (these events were modelled, as a sequence of 


















stm [block] PC Module [States]
 
Figure 6.58 – stm for the internal state-dependent behaviour of the PC Module 
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These representations of behaviour (through act and stm SysML diagrams) can be also modelled in OPM 
with the OPDs/OPL but, from the author’s point of view, with less interest and expressiveness except for the 
case of state-dependent behaviour representation. Due to the OPM modelling nature (modelling systems 
through objects, processes and states being the states the means to represent system’s behaviour), the 
representation of states and associated transitions is well succeeded in OPM with the additional capability of 
the simulation engine (the OPD provided in Figure 6.55 reflects this nature). 
The allocation mechanisms provided by SysML are definitely an excellent way to enable system’s integration 
and consistency providing a complete integrated architecture. These mechanisms were already illustrated. For 
example, the Figure 6.52 shows requirements allocation and the Figure 6.57 shows functional allocation. 
The instantiation of the physical architecture provides a specification of the characteristics of the physical 
resources defined in the general physical architecture. This instantiation is frequently accomplished through 
Morphological Boxes which are matrices representing the components of the generic physical architecture 
and the alternative choices for fulfilling those components. These tools enable the comparison and evaluation 
of COTS (or other) components and the selection of the preferred ones. This selection is usually based on a 
set of criteria or moes and, as obvious, may involve trade offs. 
The SysML provides adequate modelling constructs able to represent this instantiation and selection 
activities. The conjunction of bdd and par diagrams is a very representative way of modelling these aspects. 
The following pictures exemplify this utilization for one physical resource of the Vehicle and 
Communications Module of the KOM component. In fact, the solution is for more than one physical resource 
since they were found integrated products combining the GPS part with the GSM/GPRS part (the physical 
resources were then combined into one physical resource named Integrated AVL Unit) (Figure 6.59). 








GPS channels : Integer





cost : € = 150
GPS channels : Integer = 12
Port for PDA connect : Boolean = yes





cost : € = 120
GPS channels : Integer = 12
Port for PDA connect : Boolean = no
RAM : K = 512
StepII TriBand GSM/GPRS Modem
and GPS Receiver Falcom
 
Figure 6.59 – bdd for the instantiation of the Integrated AVL Unit physical resource 
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In the case illustrated above, the specific values for the elected moes (cost, GPS channels, Port for PDA 
connection, and RAM) were collected from the product datasheets and the selection was almost immediate 
since the availability of a port to make the connection to the PDA was a mandatory feature and the difference 
on the cost was not significant. But, as known, the estimation of the moes may involve additional engineering 
analysis with appropriate tools (e.g., CAD or simulation models) and a final decision may require the 
weighting of the moes according to their relative importance (e.g., utilization of multi attribute analysis 
techniques such as ELECTRE or Analytical Hierarchical Process). The modelling of these trade off studies is 
depicted in the Figure 6.60. 
bdd [Package] Integrated AVL Unit Trade off
«block»
values
option StepII : Real
option XF55 : Real
AVL Unit Trade off
«block»
StepII TriBand GSM/GPRS








GPS Channels : Integer




cf X cf S
par [block] AVL Unit Trade off
: XF55-TriBand GSM/GPRS&GPS Receiver
Falcom
cost : € = 150
GPS channels : Integer = 12
Port for PDA connect :
Boolean = yes
RAM : K = 512
: StepII TriBand GSM/GPRS Modem and GPS
Receiver Falcom
cost : € = 120
GPS channels : Integer = 12
Port for PDA connect :
Boolean = no







cf S : AVL Unit Function
cost : €
GPS Channels : Integer





cf X : AVL Unit Function
cost : €
GPS Channels : Integer




Figure 6.60 – bdd and par diagrams for the Integrated AVL Unit trade off study 
This set of specification models and chosen resources (should) enable the correct implementation of the 
KOM component (as well as of any other system components). The following paragraphs describe the 
implementation of the prototype. The description is organized in accordance with the three main modules of 
the prototype: the Vehicle and Communications Module, the PDA Module and the PC Module. 
The Vehicle and Communications Module includes the selected XF55 Tri Band GSM/GPRS & 12 Channel 
GPS Receiver, from Falcom (the hardware/software supplier), connected to the probe vehicle’s engine 
control unit. The XF55 device embraces the GPS receiver (in charge of vehicle location), a GSM/GPRS 
module (in charge of communications with the traffic control centre) and a Bluetooth module (in charge of 
the communication between the XF55 device (master) and the PDA (slave)). As widely known, the Bluetooth 
wireless protocol enables low cost and low power consumption communications between devices within a 
range of approximately 100 meters. 
The XF55 operation process is characterized by the automatic initialization of the Bluetooth module, by the 
connection/registry on the GSM network (the Global System for Mobile communications is a standard 
service architecture for mobile phone technology), and by the initialization of the GPRS (a cost-effective 
wireless data service) operating mode (by the registry on the Internet through the GPRS gateway, getting an 
IP connection). It also includes the initialization of the threads responsible for the information exchange and 
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for the reception of the GPS coordinates. The GPS data is manipulated through the NMEA (National Marine 
Electronics Association) protocol. This protocol is the standard procedure used for the communication of 
navigation devices (like GPS) and includes a series of pre-defined messages like the GLL (Geographic 
Position-Latitude/Longitude) (Figure 6.61). Other proprietary messages from the NMEA protocol were 
developed to exchange data between the different prototype’s modules. 
 
Figure 6.61 – XF55/Bluetooth connection and GLL message from NMEA protocol 
Presently, the equipment only collects time-tagged positioning data (transmitted every second, if necessary) 
but the prototype is being extended to enclose the gathering of on-board engine data like, for example, 
instantaneous speed, gear, fuel consumption, engine temperature, and pollutant emissions. This information 
will be valuable to compute and evaluate traffic-related environmental impacts. A more complete description 
of the implementation of the Vehicle and Communications Module can be found in Simões (2007). 
The PDA Module is composed by the PDA device (it was elected the HP IPAQ 6515 device with the 
operating system Windows Mobile 6), by the associated software application that was developed with 
the .NET Compact Framework and Microsoft® Visual Studio 2005 (this combined approach enables the 
development of applications for Smart Devices using existing Application Programming Interfaces like, for 
example, the available photo camera functions), and by the required database implemented with the 
Microsoft® SQL Server 2005 Mobile Edition (a simple database with a table to store the GPS data from the 
vehicle’s current positioning GLL messages, and a table related with the messages to be sent to the PC 
application). 
As mentioned, the PDA application is intended to be used by the municipal technicians, in the probe vehicles, 
to collect network occurrences and road inventories. The road inventory data is no needed in real-time so, 
this data is loaded during the day through the application and downloaded to the PC at the final of the 
working period. The real-time data (network occurrences) like accidents, congestion, road works, and 
pavement conditions, is of critical importance for ITS operations and can be loaded through the application 
and transmitted in real-time to the traffic centre, via GSM/GPRS. 
The application is easy to use and exhibits intuitive and attractive interfaces, taking into account Human 
Computer Interaction principles and interface design guidelines to achieve fundamental usability 
requirements. The KOM application displays predefined lists (whenever the user has to select an option) to 
facilitate the reporting task, enables the introduction of data through maps, and interacts with the user giving 
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feedback information on missing data or submission status. It is also possible to take pictures of occurrences 
or inventories to enrich the road database. A more complete description of the PDA Module can be found at 
Fernandes (2008). 
The Figure 6.62 shows some general interfaces of the PDA application: the initial display, the interface to 
introduce the vehicle identification and to login, the interface where the user may choose to register an 
occurrence or to collect a road inventory, and the interface to introduce a location via map. 
 
Figure 6.62 – General interfaces of the PDA application 
The Figure 6.63 shows some other interfaces of the PDA application within the Occurrences option: the main 
menu for the Occurrences (Traffic Flow, Incidents, Activities, Pavement, Weather, and Parking), the 
submenu displayed when the option Traffic Flow is selected, the submenu displayed when the option 
Incidents is selected (Vehicle Accident, Collision, Big Crash, Running Over, and Vehicle Breakdown), the 
submenu displayed when the option Vehicle Breakdown is selected, and the interface for details about road 
Construction (within the option Activities). The introduced occurrences will be communicated, in real-time, 
to the traffic control centre. 
 
Figure 6.63 – Interfaces of the PDA application for the Occurrences options 
The Figure 6.64 shows some other interfaces of the PDA application within the Occurrences option (an 
interface to submit Pavement conditions and an interface to submit Weather conditions), and within the 
Network Inventory option (an interface to choose the registry of a road Infrastructure or a road Asset, the 
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menu to select the type of Infrastructure to report, and an interface to describe a sign/signal, within the Assets 
option). 
 
Figure 6.64 – Interfaces of the PDA application for the Occurrences options (Pavement and 
Weather) and for the Network Inventory options 
The PC Module includes a regular PC with the Windows XP Professional operating system, an Internet 
connection, a software application developed with the .NET framework (C# programming language) and 
Visual Studio tools, and a database developed with the SQL Server 2005. The PC application manages the 
connection between the mobile system (XF55 and PDA) and the traffic centre, receiving and sending 
messages, and storing the received information in the SQL database. The application is used to select a 
TCP/IP Port, and to start, stop, pause, and restart the NMEA messages’ reception. It also verifies the 
message’s validity, sending a confirmation to the client, and translates the received messages to the 
appropriate fields of the database. The information stored in the SQL database will be directly mapped into 
the GIS geodatabase. Being an application with little interaction with the user, its design is very simple and 
minimalist. The Figure 6.65 illustrates two interfaces of the PC application and some tables of the related 
SQL database. 
 
Figure 6.65 – Interfaces of the PC application and tables from the SQL database 
The developed mobile data acquisition prototype intends to be a relatively low-price solution, made with 
low-cost components and supported by constantly cut-price wireless communications. The PDA has an 
application developed with simple and attractive interfaces that do not demand exigent technical skills and, 
being a portable device, it can be easily utilized where needed (if the PDA includes a GPS receiver, it will be 
possible to use it without the vehicle). These aspects enable the solution to be used by a fleet of (green) 
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municipal vehicles that can collect data, in real-time, for the entire urban space. The prototype was tested in 
real world conditions demonstrating a good performance in terms of precision and real-time performance. 
As an evolutionary prototype, the KOM had provided a contextual framework to focus the discussion 
between the involved stakeholders (municipal technicians, systems engineer, developers), acting as a 
“working model” to demonstrate concepts, to refine and corroborate requirements, to try out design options 
and adjust functionalities, and to test the usability of the product. The initial solution was iteratively refined 
with the end-users and it is believed that the achieved final solution satisfies the requirements and 
expectations. 
The HSI concerns were concretized through the definition of clear usability requirements, through the 
involvement of the key stakeholders in the development and selection processes, with continuous feedback 
from them and regular discussions, through the consideration of the performance characteristics of the KOM 
users (their knowledge, skills, experience, and aptitudes), through the training that was provided to them to 
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State and Investigate [Database, Modelling & Simulation Platform Element; 
Database Subsystem and Microsimulations Subsystem; GeoMoving Component] 
 
This subsection illustrates, in more detail, additional modelling aspects for the Database, 
Modelling & Simulation Platform element and, in particular, for the Database and Microsimulations 
subsystems and GeoMoving prototype component. To avoid a long and cumbersome description it will only 
be depicted the key modelling aspects and the associated diagrams. 
The Database, Modelling & Simulation Platform element can be considered as the “brain” of the GUILTE 
system given that it is the element responsible for transforming the urban traffic & environment data into 
useful information that can then be used by the Applications for Municipalities. It includes a Database 
subsystem which is in charge of storing and managing all the urban traffic & environment data, a 
Microsimulations subsystem which is in charge of modelling and simulating, at the micro level, the traffic 
and related air pollution and noise environmental impacts’ dynamics, as also the effects on health of these 
impacts, and a Traffic & Environment Models subsystem which embraces a collection of other pertinent 
models for the application domain that can be added to the platform as needed (e.g., land-use models, travel 
demand models, accident detection models, and fuel consumption models). The Figure 6.66 depicts a SysML 
bdd that describes the physical architecture of the Database, Modelling & Simulation Platform element, 
specifying the Database and the Microsimulations subsystems. 
bdd Database, Modelling&Simulation Platform Physical Architecture
«block»











































Figure 6.66 – bdd for the physical architecture of the Database, Modelling & Simulation 
Platform element of the GUILTE 
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The Figure 6.67 depicts an ibd for the main data interfaces of the Database and Microsimulations 
subsystems. As described in Chapter 5, the GIS can act as the principal data repository interacting with the 
related microsimulation tools both as data provider and data receiver. The data from the Urban 
Traffic & Environment Real System is provided to the platform via the Data Acquisition Mechanisms and 
associated Sensing & Surveillance, Communication, and Information & Control technologies, and the 
information resultant from the “brain” platform operations can then be disseminated (from the GIS or directly 
from a given microsimulation tool) through the different Applications for Municipalities. 
ibd [block] Database, Modelling & Simulation Platform
«block»
Database, Modelling & Simulation Platform
: Microsimulations
: Air Quality Modelling
: Instantaneous Emission Model
: CFD Dispersion Model
: Noise Modelling
: Propagation Model
: Source Emission Model
: Health Effects Modelling
: Exposure Model




 : formatted data
 : information
 : input data (network, demand, traffic operations data...)
 : speed-trace data
 : emissions CO, CO2, PM...
 : pollutants concentrations
 : building, metereological data
 : time-activity patterns : health effects
 : corrections
 : sound power levels
 : noise levels
 : building, metereological data
 
Figure 6.67 – ibd for the data interfaces of the Database and Microsimulations subsystems of 
the GUILTE 
As already described, the behaviour of the elements/subsystems/components of the GUILTE system can be 
modelled through SysML uc (to show high-level functionality), sd (to show behaviour as interactions 
between collaborating components), act (to show behaviour as data and control flows), stm (to show 
behaviour as transitions between states triggered by events), and/or with OPD/OPL diagrams. 
In addition to these graphic models, the prototypes play a key role in the interaction with the stakeholders (as 
observed with the KOM component). So, the intention was to develop evolutionary prototype models for all 
the relevant GUILTE components in order to fine-tune them in intense collaboration with the 
decision-makers/developers/end-users and thus, achieve a successful system. 
Regarding the Database, Modelling & Simulation Platform element/Database subsystem, and as justified in 
Chapter 4, a GIS for Transportation (GIS-T) is a fundamental part of the system being the ideal tool to store, 
manage, analyze, and visualize traffic & environment data. Furthermore, its outstanding integrative 
capabilities enable the combination of (spatial and non-spatial) data from different systems, data from 
different themes within the same subject, data from different sources and styles, and at different resolutions. 
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These capabilities are crucial for the holistic approach required by the urban traffic & environment system. 
So, the GIS-T can act as “the glue” of the different “building blocks” (systems, technologies, equipments, 
and applications) that have been or will be developed/acquired, in order to offer better traffic & environment 
information services to the citizens and to the local decision-makers. 
GeoMoving Prototype 
In this context, it was developed a prototype, named GeoMoving (the block illustrated in Figure 6.66), which 
is a geodatabase schema for the GIS-T of the GUILTE system. The GeoMoving was implemented in the tool 
ArcGIS® from ESRI. It was chosen this COTS component to instantiate the GIS for several reasons: 
i) ArcGIS is a market leading tool, used all over the world, ii) ArcGIS is a very complete geographical 
information system offering considerable modelling, analysis, and geovisualization capabilities through basic 
mechanisms and extensions like the Publisher, the Network Analyst, the Spatial Analyst, the 3D Analyst, and 
the Geostatistical Analyst, iii) ESRI Portugal is been actively working with the National System of 
Geographical Information (SNIG) (in the context of the INSPIRE European Directive for a common spatial 
information infrastructure) and with the local administration in order to provide them adequate geographical 
database solutions (e.g., the new MuniSIG product), iv) the municipality of Aveiro has geographical 
applications from different suppliers (Autodesk and ESRI) but the tendency is to integrate them into the 
ArcGIS solution, v) there are, in the national context, several service providers (e.g., ESRI Portugal, 
UNAVE) that develop ArcGIS-based applications that can be easily integrated into the existing municipal 
geographical information system, and vi) the University of Aveiro has a campus license of ArcGIS which 
was valuable to develop this work. 
The approach to develop the GeoMoving prototype was the current object-relational hybrid model which 
combines an object-oriented data model (the geodatabase) with a relational implementation approach to store 
data. So, the data model was developed with the object-oriented modelling language SysML and it was then 
exported to the ArcGIS relational format (this GIS tool has a mechanism to translate the UML-based 
object-oriented data model to the relational format). The developed model was based on the existing 
UNETRANS (the ArcGIS Transportation Data Model) but adds new themes and incorporates additional 
elements to store and manage, for example, the traffic-related environmental impacts, the health effects, and 
the real-time occurrences acquired by the KOM component. 
The Figure 6.68 shows the SysML bdd used to model the general structure of the geodatabase. The 
GeoMoving stores geographical (and non-geographical) data, in raster or vector format, and these data is 
organized in a set of overlaid thematic layers or themes which correspond to different characteristics of a 
given geographical area. The prototype has seven key themes (Reference Map, Linear Referencing, 
Socio-economic Data and Land-use, Road Infrastructure and Assets, Traffic Operations, Environmental 
Impacts and Health Effects) and a collection of elements related with the real-time occurrences. The diagram 
specifies some generalizations for the themes Reference Map, Road Infrastructure and Assets, and 
Environmental Impacts. 
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Figure 6.68 – bdd for the general structure of the GeoMoving geographical database 
The OO data model was then mapped into a relational database which was implemented in ArcCatalog (the 
ArcGIS tool to manage data and create metadata). The Figure 6.69 depicts, in the left side, the GeoMoving 
(geodatabase) thematic layers and additional tables that were created to accommodate real-time occurrences 
(e.g., Critical Pavement, Traffic Flow, and Weather), and, in the centre, some of the feature classes that make 
part of the themes (e.g., the theme Environmental Impacts includes an Accidents feature class, of type points, 
and the Air Pollution, Fuel Consumption, and Noise Levels feature classes, of type polygons). In the right 
side, the Figure also shows the description of the table associated with the feature class Signs (from the theme 
Road Infrastructure and Assets) and the related fields like OBJECTID (identifies each object uniquely), Sign 
Type, Sign Description, Sign Condition, and Sign Photo. Each row of the table corresponds to a geographic 
element in the dataset.  
 
Figure 6.69 – GeoMoving geodatabase schema in ArcCatalog 
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The GeoMoving prototype was populated with data provided by the CMA (raster files with aerial photos 
from the urban area of Aveiro and vectorial files with the roads and addresses) and the ArcMap tool of 
ArcGIS enabled the display of geographical information as illustrated in Figure 6.70 (in the left side is 
illustrated a map of the Aveiro urban road network and the identification of a given polyline, and in the right 
side is displayed the area of the University of Aveiro with the underlying aerial photo active). The ArcMap is 
the primary application to display and query (SQL) datasets, to display the output from geographic analyses, 
and to create maps to publish (e.g., on the Internet). 
 
Figure 6.70 – Maps in ArcMap for the Aveiro urban area 
It is also possible to create thematic maps that are valuable geographical tools to display the relevant data for 
a given subject (e.g., noise maps). The Figure 6.71 illustrates two thematic maps for a given urban area of 
Aveiro: parking areas (in the left) and green garbage points (in the right; this map is displayed in the webpage 
of the CMA). 
 
Figure 6.71 – Thematic maps for parking areas and green points in a given urban area 
With this evolutionary prototype it was possible to discuss, with the municipal technicians responsible for the 
geographical data department, the geodatabase schema, the required themes and feature classes to 
accommodate real-time events and traffic-related environmental/health data, the relevant thematic maps to 
create, etc. This prototype (with the underlying data model) will help the municipalities to organize their 
geographical information and to create a complete integrative traffic & environment system that enables 
holistic analyses. 
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The components of the Microsimulations subsystem were not developed/bought, yet. It is a shared conviction 
(systems engineers, domain experts, decision-makers, and municipal technicians) that these components 
(COTS) shall be purchased to specialized suppliers (e.g., AIMSUN microsimulator from TSS) or negotiated 
with R&D agencies/academia (e.g., CFD dispersion models). In more specific and technically demanding 
cases, it is a viable option to subcontract the modelling services to adequate service providers. The course of 
these options will be dictated by budget and/or technical constraints. Regardless of the option, it will be 
critical to ensure tools/applications interoperability in order to keep a unique integrated information platform. 
In order to illustrate the potentialities of the traffic & environment modelling approach to the municipal 
technicians and, in particular, to the local decision-makers, they were developed several SysML/OPM models 
with associated mock-up prototypes for the key components of the Microsimulations subsystem. The 
following pictures show some of these models prepared for the Air Quality Modelling component. 
As mentioned in Chapter 5, there exist some commercial traffic microsimulators that have embedded 
third-party emission modelling tools (e.g., AIMSUN and VISSIM with VERSIT+ micro) and, in this case, 
the Instantaneous Emission Model component is avoided as a separate component (from the point of view of 
the author, a considerable advantage for the municipalities). Usually, these tools also compute the fuel 
consumption which is valuable for a truly integrated environmental approach. As Rinelli and Feddo (2011) 
state, the latest version of VERSIT+ micro calculates PM10, CO2 and NOx emissions on the basis of factors 
such as the instantaneous velocity and acceleration of vehicles and the results can be easily integrated in GIS 
tools. They also refer that there are already various municipalities (in the Nordic countries) that are using the 
combined results (integrated modelling of traffic and environment) of AIMSUN with VERSIT+ micro in 
their decision-making processes thus, reaching more balanced and holistic decisions: “With stop-start driving 
and idling dramatically reduced, the predicted emission reductions were 45% for NOX and 50% for PM. Fuel 
consumption across the network was predicted to decrease by 38%. These benefits are encouraging evidence 
for policy-makers aiming to reduce the environmental impact of road traffic”. 
The Figure 6.72 depicts a SysML act and the corresponding OPD used to describe the flow-based behaviour 
of the Air Quality Modelling component and the related ‘Computing Pollutant Concentrations’ activity. In the 
SysML diagram the activity nodes are allocated to the software components responsible for their execution. 
These diagrams were useful to present to the involved stakeholders the tools required to model the 

























































Figure 6.72 –SysML act and OPD to model the ‘Computing Pollutant Concentration’ activity 
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The Figure 6.73 shows some examples of the mock-ups that were used to discuss the traffic micro modelling 
approach with the municipal technicians and the decision-makers. As expected, the 3D graphics and 
animations (provided by the bulk part of the tools) were very convincing and saw as a valuable tool to 
disseminate information to the community. 
 
Figure 6.73 – Traffic microsimulation animation snapshots from AIMSUN-TSS (left), 
VISSIM-PTV (middle), and Paramics-Quadstone (right) 
The Figure 6.74 shows some mock-ups utilized to illustrate possible outputs, in a GIS environment, from air 
quality modelling. The picture in the left shows GIS layers superimposing pollutant concentrations data on 
the population distribution and, as a result, assessing exposure. The pictures in the middle and in the right 
show air pollution levels induced by urban traffic displayed with coloured scales (the strong colours, purple 
and red, evidence higher levels). As can be observed, the increasing sophisticated graphics (from left to right, 
from 2D to 3D) increase attractiveness and communication capabilities. 
 
Figure 6.74 – Mock-ups to illustrate air quality modelling in a GIS environment 
The author is convinced that this combined traffic & environment micro modelling approach will be the 
driving force for future developments in the area and will be vital to ensure an integrated urban 
decision-making context. The ITS strategies can be tested accurately and the resulting 
traffic & environment & health information can be depicted, graphically, with sophisticated 3D imagery that 
will catch the attention of citizens and will (desirably) influence their behaviour towards sustainable urban 
traffic networks. 
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State and Investigate [Applications for Municipalities Element; Applications for 
Public Information Subsystem; T&E Maps Component] 
 
This subsection illustrates, in more detail, additional modelling aspects for the Applications for 
Municipalities element and, in particular, for the Applications for Public Information subsystem, and for the 
T&E Maps component. 
The Applications for Municipalities element is the part of the system that gathers the relevant 
functions/applications that the municipalities need to support their Urban Intelligent Traffic & Environment 
Operations in order to accomplish sustainable traffic networks. This element, which realizes the main output 
of the GUILTE system (Traffic & Environment Information Services), uses the information provided by the 
Database, Modelling &Simulation Platform element, formatting it and creating adequate user interfaces to 
interact with the relevant members of the Stakeholders element. The Applications for Municipalities element 
is strongly supported by the Sensing & Surveillance, Communication, Information & Control (or ITS 
Technologies) element. 
These general relationships are clarified in Figure 6.75 through a SysML package diagram (pkg). This 
representation is useful to show the general organization of the system and the high-level relationships. The 
package is the fundamental unit of organization and may be related with other packages through containment, 
dependency, or import relationships. In this case, the GUILTE System package contains the child packages 
(corresponding to its main elements) and these child packages are related through «use» dependency 
relationships. 
















Figure 6.75 – SysML pkg for the general relationships of the GUILTE elements 
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The Applications for Municipalities element comprises three key subsystems: the Applications for 
Knowledge, the Applications for Decision-Making, and the Applications for Public Information. In principle, 
the first two subsystems will be used by the municipal technicians and decision-makers on a Traffic 
(& Environment) Management Centre. 
The Applications for Knowledge subsystem encompasses the applications that will provide information and 
current KPIs on urban traffic & environment to the municipal technicians and decision-makers. The 
information respects the urban transport infrastructure and assets (e.g., road types, road surface treatment, 
signals location and condition, monitoring systems location, signal timing schemes, speed limits, parking 
lots, and pavement conditions) and the KPIs respect the traffic operations (e.g., traffic flows, travel times, 
delays, queue lengths, congestion index, pedestrian flows, and accidents), the traffic-related environmental 
impacts (e.g., pollutants concentrations, noise levels, fuel consumption, visual intrusion, and disruption due 
to construction), and the traffic-related health effects (e.g., population exposure). This subsystem is essential 
to understand the structure and behaviour of the existing urban traffic & environment real system and is 
critical to guide future courses of action. 
The Applications for Decision-Making subsystem includes the applications that will support the actions 
(decisions) of the municipal decision-makers, including the collaborative decision-making processes. The 
decisions at the municipal level can be taken in real-time or not (the CMA, as the majority of the 
medium-size Portuguese municipalities, is not prepared to operate in real-time but the ITS highlight this 
temporal dimension and, desirably, the municipalities should prepare their working environments to act with 
increasing short response times). The decisions that are not taken in real-time (offline decisions) include 
regular decision processes and collaborative decision processes (in this case, the involved stakeholders also 
include the citizens). In both cases (real-time and offline), this subsystem shall be supported by the 
Microsimulations subsystem of the “brain” platform that will enable the test of strategies (e.g., traffic 
management schemes) and the evaluation of scenarios with the related operational and environmental 
impacts (expected KPIs) evolution. This subsystem is critical to support well-informed decisions and modern 
collaborative decision processes. 
The collection of strategies (ITS strategies) available to be tested by the decision-makers is compiled in the 
classification proposed in Chapter 5 that links the ITS functional categories to a set of related measures 
(Intelligent Measures for Urban Green Transportation, Figure 5.26). For example, if the mobility councillor 
wants to “Reduce car utilization” he/she can select one or a combination of strategies from the themes 
Land-use/spatial planning, Public transportation services, Traffic restraint & car occupancy, 
Walking & cycling, or Public campaigns (e.g., the combination of a dedicated bus lane with speed limit 
reduction) and can simulate them in a traffic microsimulation model evaluating the impact of these measures 
in the traffic operations and in the environment (using the outputs of the traffic microsimulation to feed the 
related air quality and noise models). 
The Applications for Public Information subsystem gathers the applications that will be used to provide 
intelligible traffic & environment information to the citizens/drivers and that will be used to support their 
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active participation in the city life by enabling them to provide their feedback on the system 
(e.g., communicate their preferences, make suggestions, and present complaints). These applications can 
have, as physical support, the web, mobile phones, or Urban Hot Spots. Being the 
traffic & environment & health information predominantly a geographically-based information, the 3D 
geovisualization, as well as the animated traffic microsimulation models, will play a very important role in 
the communication of information in an eye-catching mode. The micro-scale end-user information will be 
claimed so, this subsystem will entail, progressively more, personalized real-time applications and services 
tailored to the individual preferences, needs, and expectations. The author thinks that this subsystem will be 
decisive to connect the citizens to their urban environment and to incite mobility lifestyle changes towards 
sustainable urban traffic networks. 
The Figure 6.76 shows a SysML bdd used to model the general physical architecture of the Applications for 
Municipalities element. The diagram illustrates the element in analysis with the related subsystems and 
components. The T&E Maps is a prototype component of the Applications for Public Information subsystem 
that will be further described. 
1..*
bdd Applications for Municipalities Physical Architecture «block»
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Figure 6.76 – bdd for the physical architecture of the Applications for Municipalities 
They were also developed SysML ibd to describe the main interfaces of this GUILTE element and several 
behavioural diagrams (uc, sd, act and OPDs) to model the behaviour of the different subsystems. As already 
mentioned, it was found that the prototype models played a very important role in the system’s development 
process and, in particular, in the effective communication/interaction with the different stakeholders 
(specially, with the non-technical ones). In the case of the Applications for Municipalities element, it is being 
developed the T&E Maps evolutionary prototype. 
T&E Maps Prototype 
The T&E Maps prototype component (belonging to the Applications for Public Information subsystem, as 
illustrated in Figure 6.76) is a webGIS application developed to display real-time information about 
traffic & environment on the web, via thematic maps. This evolutionary prototype, still in an early stage of 
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development, was developed with Visual Studio and ArcGIS (a combination of ArcCatalog, ArcMap and 
ArcGIS Server tools). The Figure 6.77 shows a SysML uc to illustrate the high-level functionalities of the 
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Figure 6.77 – uc (left) for the top-level functionalities of the T&E Maps component and act 
(right) to model the functional activity 
The application uses adequate representations (e.g., coloured scales) to display traffic & environment 
conditions and uses adequate symbols to depict the occurrences (e.g., reported by the KOM application and 
stored at the GeoMoving geodatabase) on the corresponding location at the urban road network. The 
application enables the selection of the desired type of information, the selection of the visible layers, the 
utilization of common navigational tools (e.g., pan or zoom in/zoom out), the measure of distances between 
any two points on the map, and the visualization of additional information about a given point or event 
(e.g., a photo). The Figure 6.78 shows two interfaces of the T&E Maps prototype: the one on the left 
illustrates the selection of visible layers and the one on the right depicts an occurrence on the network (full 
parking). 
 
Figure 6.78 – Interfaces of the T&E Maps prototype component 
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This prototype is in its initial development stage but it is expected that will become an attractive tool, with a 
strong geovisualization component accomplished through 3D maps to display, to the urban citizens, traffic 
and environment information. 
The Applications for Municipalities element corresponds to the presentation layer of the GUILTE (the layer 
concerned with presenting the information to the decision-makers and to the urban community) and can be 
populated by the applications/services that the users demand and/or the human creativity dictates. In 
principle, these applications/services can be fitted into the three key subsystems that were defined. 
For example, the Applications for Knowledge subsystem can embrace an application to present the general 
condition of the urban traffic infrastructure and assets and to give alerts about maintenance operations’ dates 
and related procedures (directed to the municipal technicians in charge of maintenance). It can have an 
application, directed to the local councillors, to display the traffic & environment KPIs for the urban area and 
to alert them on exceedences for air quality and noise levels. 
The Applications for Decision-Making subsystem can include a real-time application to detect road incidents 
and to help the decision-makers, in a traffic centre, to divert urban drivers (e.g., using the traffic 
microsimulation tool to test the best strategies for the observed conditions). For example, the TSS tool, 
AIMSUN, has an online module that enables accident response strategy assessments and, consequently, 
enables the selection of the most suitable strategy for the situation. It can comprise an application, for 
collaborative decision-making, that enables the citizens to interact with a web page that displays all the 
information about a given decision, a traffic microsimulation animation to examine the impacts of a given 
course of action in the pedestrian flows, etc. The citizens can introduce, through a pre-defined form, their 
comments and preferences that will be analyzed and, eventually, incorporated into the municipal authority 
final decision. The web page also enables the citizens to track the decision process and to receive 
personalized feedback. 
The Applications for Public Information subsystem can include an application for mobile phones that enables 
the urban citizen to observe, given his current location, the traffic-related air quality in that link/hotspot. It 
can have a web application that allows the citizens to introduce, in the urban map, the time-activity pattern 
planned for the day (or the next day) and to observe the expected air quality and noise levels for that pattern. 
Ideally, the application should evaluate the impact of those levels on the citizen health and suggest alternative 
healthier mobility patterns. 
Evidently, the effectiveness of these applications/services will only be realized if all the GUILTE 
elements/subsystems/components become interrelated and integrated to output one coherent successful 
system. This integrative process is described in the following section. 
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6.3.3 Integrate [GUILTE System] 
 
The Integrate function of the methodology encloses the main activities described in Chapter 2 and is 
supported by the following method: develop software/hardware units, acquire COTS components, design and 
manage interfaces, build and verify the system, and do Human-Systems Integration. Its key objectives are to 
bring things together so they work as a whole (system) and produce emergent behaviour. According to 
INCOSE (2007a) the progressive combination of system’s elements, to realize the system-of-interest, is done 
in accordance with the architectural design and the integration strategy. The integration of the different 
subsystems can be based on a “big bang approach” where they are all integrated at the same time (a risky 
approach) or based on an incremental bottom-up process (a preferred approach to control errors). This 
function is supported by the transversal functions: Model the system, Assess performance and Re-evaluate. 
This function is intimately related with the previous ones (State the Problem and Investigate Alternatives) 
since a MBSE approach implies an integrated design process with interactions prominence. For example, the 
establishment of Integration Requirements, in the early stages of the development process, is a critical aspect 
to ensure successful holistic end-to-end operation. Jain and colleagues (2010) classify these requirements as 
interoperability requirements (e.g., compliance with standards), interface requirements (e.g., protocols, data 
formats, and COTS), qualification/test requirements (e.g., testing procedures, and V&V plans), operational 
readiness requirements (e.g., deployment conditions), integration technology requirements (e.g., data transfer, 
and file transfer protocols), and standards, guidelines and recommendations requirements (e.g., international 
standards for safety). 
These authors also provide a categorization for the states of System Integration: interconnectivity (the initial 
state that ensures that all new and existing system components are connected and work together), 
interoperability (the key state that ensures that the connected components work and interact with each other), 
semantic consistency (the state that ensures consistency at the data level), and convergent integration (the 
state that merges components with business processes, people, and skills). 
Develop software/hardware units 
The development of the software/hardware units should be based on the detailed component specification 
models developed during the Investigate Alternatives function. To develop hardware units means to 
fabricate/construct them and to develop software units means to code them. This development was already 
illustrated with the implementation of the KOM, GeoMoving and T&E Maps prototypes. As evolutionary 
prototypes, it is expected that they will become effective GUILTE system’s operational units. 
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Acquire COTS Components 
When the option is to buy COTS components (an increasing trend in modern systems) then it is the time to 
acquire them. This acquisition, supported by the defined system’s architecture and associated trade off 
studies, should be delayed until the components are actually needed in implementation. Respecting the 
GUILTE system, and by the moment, there were no acquisitions but, it is expected the purchase of a traffic 
microsimulation tool, in a near future. 
Design Interfaces 
The models developed in the previous functions should support the design of interfaces between the different 
components of the system (internal interfaces) and between the system and other external systems (external 
interfaces). The description of the hierarchy of the GUILTE system, supported by the different detailed 
models, provides a good knowledge of the system’s structure and supports the definition of interfaces. For 
example, the modelling of interactions and items to be “transported” between the different components 
(e.g., in SysML ibd diagrams) facilitates the identification of interfaces. These interfaces are the means of 
communication between the different units that will be integrated. As expected, the utilization of 
standardized components and protocols helps to ensure interoperability and effective integration. As Jain and 
colleagues (2010) state, “interoperability is a prerequisite to achieving successful systems integration… 
Standards or other form of guidelines provide an opportunity to design systems which can be open and 
simple to integrate”. 
Build and Verify the System 
Build the GUILTE system means to integrate the different elements, subsystems, and components and to 
achieve the desired coherent whole (the system level). When all the different components become integrated, 
the GUILTE should support the development of sustainable urban traffic networks by providing a set of 
traffic & environment information services that can help the users of the real urban system (e.g., municipal 
decision-makers, citizens, and drivers) to carry out “sustainable actions”. 
The next paragraphs will explain the incremental integration process, at the component level, of the three 
prototypes previously described (KOM, GeoMoving and T&E Maps), as an example of this Integrate 
function. This example illustrates an integration of bottom-components that belong to different subsystems. 
They should be tested individually (ensuring that the requirements are met) and, after correcting eventual 
errors, integrated one with another. This process is repeated until all the components have been integrated. 
The first integrative process respected the combination of the KOM prototype with the GeoMoving 
prototype. As described, the KOM is responsible to collect (online or offline) urban traffic data, being these 
data communicated to the TMC and stored in a SQL database. Since the core part of the GUILTE is a GIS it 
was necessary to link the SQL database to the geodatabase in order to store the data as geographical data. 
This linkage (interface) was accomplished through an automated mapping between the KOM database and 
the GeoMoving geodatabase. The Figure 6.79 shows the mapping of the SQL database tables into the related 
geodatabase event table ‘Road Accidents’. 
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KOM SQL Database Tables GeoMoving Geodatabase Table
 
Figure 6.79 – Mapping of the SQL database tables into the GIS geodatabase tables 
Being the data stored in the geodatabase it was required an interface to link it to the T&E Maps web 
application in order to show the relevant information to the citizens. This interface was accomplished through 
an ArcGIS tool dedicated to the creation of webGIS applications. The Figure 6.80 shows the display of a road 
accident in the Aveiro traffic network (in the T&E Maps) that was communicated, in real-time, by a 
municipal technician that was circulating in a probe vehicle with the PDA application (KOM component). It 
is possible to select the event icon and see additional information about it, including photos (in some cases). 
 
 
Figure 6.80 – KOM PDA application interfaces for introducing Road Accidents and T&E Maps 
application displaying real-time road accident event 
Testing or verifying the system/elements/subsystems/components means to determine if they were built right. 
The verification procedures should ensure the definition of correct boundaries, correct data flow, proper 
interactions, and fulfilled requirements. These testing plans should be taken into account since the early 
stages of development by considering, for example, Verification Requirements, Test Cases, and stakeholders’ 
Viewpoints. The verification procedures usually include analyses (using, for example, graphical modelling 
languages to develop models representing some aspects of the system), tests (using direct measurements of 
system’s outputs, such as usability tests), inspections (comparing the system’s attributes with the defined 
requirements), demonstrations (try the system, with reviewers, in expected system’s environment), and 
certifications (operating the system according to legal, industrial, environmental or other standards) 
(Buede, 2009). 
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For the GUILTE system, the verification plans were taken into account through the definition of modelling 
constructs to ensure adequate verification procedures when needed. The SysML has a dedicated stereotype, 
defined as testCase, which represents any verification method and can be applied to behaviour diagrams such 
as sequence, activity, or state machine diagrams. The Figure 6.81 shows the definition of a «testCase», 
corresponding to a usability test used to verify the Usability requirement, and the related method specified in 
the SysML sd. The result of a test case is known as verdict (pass/fail or other specific value). The OPM does 
not have dedicated constructs to establish verification plans but has a unique embedded simulation engine 
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Figure 6.81 – Usability Test «testCase» verifying the Usability requirement and the 
associated sd 
The different verification procedures (e.g., modelling analyses, usability tests, and demonstrations) were 
performed for each developed component. 
Do Human-Systems Integration 
As observed, the HSI concerns were considered throughout the system development process but, they are 
critical in this Integrate function where the interfaces man-machine are completed. In the case of the 
GUILTE system, the HCI and usability principles had a predominant role since the majority of the 
components are software applications. The training sessions were also relevant to ensure adequate 
capabilities and skill attainment. Since the components were developed in close interaction with the involved 
users, it was relatively easy to introduce their effective operation. The aspects of safety, occupational health, 
survivability, and habitability are fundamental as well. 
After the Integrate function, the system should be able to be launched in its real operational environment. 
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The Launch the system function of the methodology encloses the main activities described in Chapter 2 and 
is supported by the following method: install the system, do Human-Systems Integration, test total system, 
validate the system, and operate the system. Its key objectives are to install the developed system in its 
operational environment (in this case, the municipality of Aveiro) and to guarantee that the system is 
producing the desired outputs being working according to the key stakeholders’ requirements (ConOps). This 
function is supported by the transversal functions: Model the system, Assess performance and Re-evaluate. 
The GUILTE system has not accomplished this stage, yet, and the method cannot be described based on a 
real experience. 
Install the System 
Install the system means to deploy it in its operational environment under the responsibility of the client 
organization. The supporting functions like ‘logistics’ and ‘human resources’ may facilitate an effective 
installation and operation. Due to budget constraints, the GUILTE system is expected to be installed in 
stages, with progressive association of components under the control of the defined system’s architecture. 
Do Human-Systems Integration 
The HSI concerns, present throughout the development process, may now involve the definition of new jobs, 
the establishment of new work processes and training schemes in order to guarantee that the system will 
work properly. 
Test and Validate the System 
The test of the system implies to confirm that the system performs as intended and is accepted to go 
operational, as a whole. The detected anomalies and malfunctions should be reported and corrected. To 
validate the system means to confirm that was built the “right system” by fulfilling the stakeholders’ needs 
and achieving their consequent acceptance of the system. If the previous system’s development products 
(e.g., ConOps and prototypes) have been adequately validated, there should be no surprises at this final 
validation stage. 
Operate the System 
The operation of the system corresponds to its utilization, under ordinary conditions and according to the 
stakeholders’ needs (established in the ConOps), producing the desired outputs. The supporting Assess 
performance and Re-evaluate functions will ensure continuous system’s monitoring, control, maintenance, 
preservation, improvement, and, eventually, system’s disposal. 
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6.3.5 System Model Organization and Integration 
The integrated System Model is the foundational concept of a MBSE approach. The Model contains all the 
model elements and associated relationships that are captured on a model repository and displayed on several 
interrelated diagrams and views. The Model shall be coherently organized to enable efficient management, 
reuse, navigability, assess, and efficient work team. 
The SysML provides a Package Diagram (pkg) that is useful to depict the organization of the System Model 
and the Artisan tool offers an explorer pane that allows the navigation through the hierarchical structure of 
packages and associated modelling elements (similar to the folders arrangement in a Windows directory 
structure). The organization of the Model can be based on different criteria such as system’s hierarchy, 
development stage, diagram type, or working teams. In this case, it was elected the organization via diagram 
type since it was the categorization known in advance and more adapted to the objectives of the work. The 
Figure 6.82 shows the Artisan Studio explorer pane for the GUILTE System Model, the related pkg, and the 
explorer pane displaying the GUILTE_Requirements Package hierarchy, as an example. 
 
Figure 6.82 – SysML pkg for the GUILTE System Model organization and explorer panes in 
Artisan Studio 
In OPM, the organization of the System Model is accomplished through the OPD set (the collection of 
consistent diagrams that are part of the model) and is displayed in the explorer pane ‘OPD Hierarchy’ of 
OPCAT. This set is made of a top-level function (the SD that acts as a context diagram) and a series of child 
SDs and Views that allow the representation of the system at different levels of detail while keeping 
consistency and legibility. The user may create as many levels as desired (typically, a new SD is started when 
the ancestor becomes too complicated or cluttered). It is also possible, in the OPCAT environment, to 
navigate through a Things List that contains all the objects and processes created in the model (panel in the 
right side of the Figure 6.83). 
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Figure 6.83 – OPM System Model organization 
In a MBSE context, the System Model is in the centre of the development environment and can act as an 
integrating framework for the models that are needed to further develop the system-of-interest (e.g., project 
management models, performance analysis models, software and hardware models, and verification models). 
This integration of different modelling domains is critical to ensure overall data consistency and to support 
collaborative holistic engineering development. 
In SysML-based tools such as Artisan Studio, the exchange of data between the different modelling tools can 
be accomplished through file-based data exchange standards like XMI and AP233. The creation of an 
integrated execution environment (directly supported by the SysML tool), for dynamic simulation of the 
system, has been a topic of current research. In OPM, and the associated OPCAT tool, the interchange XMI 
standard is also available. As seen, the OPCAT offers already an integrated simulation engine that enables 
debug and validation of system’s logic, interfaces and performance during the conceptual modelling stage. 
Both tools provide automatic document generation which is very useful to organize, communicate, and 
validate the information of the System Model. The Figure 6.84 shows an excerpt of the documents generated 
by Artisan Studio and OPCAT. 
 
Figure 6.84 – Automatic document generation by Artisan Studio and OPCAT for the GUILTE 
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The integration of both languages (SysML and OPM) has also been a topic of intense research in order to 
create an automated mapping OPM-to-SysML enabling an initial OPM top-level conceptual modelling and 
the subsequent translation of that model to SysML for further explore and detail. 
6.4 Final Considerations 
This chapter has described the application of the proposed LITHE methodology to the model-based 
engineering of the GUILTE system. The major objective (the objective of a MBSE approach) was to develop 
a coherent System Model on the basis of which a real system can be designed, developed, and deployed 
satisfying all its requirements. 
According to Buede (2009), good Systems Engineering adds value to the development process through three 
key ways: i) helps to define the problem well and clearly and to find a good solution that balances the needs 
of varying segments of stakeholders and the multiple engineering disciplines, ii) systems engineers serve as a 
communication interface among stakeholders and engineers, and iii) helps to find design errors early in the 
process when they are still relatively cheap to fix. 
It is the author conviction that the GUILTE development process has reflected the value-added of a MBSE 
approach by helping to define, clearly and comprehensively, the problem and the related multidisciplinary 
domain, by helping to design a solution shared by the key involved stakeholders (municipal decision-makers, 
municipal technicians, citizens, systems engineers, domain experts, and developers), and by helping to 
establish a cooperative development environment leaded by the systems engineer (the “glue” among the 
different stakeholders). The “lessons learned” and the major insights of this research work for the SE/MBSE 
field are described in the following synthesis chapter. 
Analyzing the domain of application, and the current development stage of the GUILTE system, it is the 
author conviction that the designated approach was appropriate to tackle the problem and to establish the 
foundation for a forthcoming successful system. The close interaction with the key involved stakeholders, 
throughout the development process, was critical to design a system in alignment with their needs and 
expectations and settled in robust HSI principles. 
The deep awareness of the traffic & environment domain, supported by a comprehensive and updated review 
of the literature and by the practical expertise of the team members, makes the team believe that the GUILTE 
is a promising system for the achievement of local sustainable urban traffic networks. The model-based 
design of the system helped to establish the “big picture” and the framework that is required to integrate the 
patchwork applications that have been developed/acquired by the municipalities and to guide future 
developments. This framework, customized for municipalities, shall be integrated (in the future) with the 
European FRAME architecture. The modular structure of the GUILTE and the preoccupation in using 
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standard protocols and components are aspects that will support incremental development and tools 
interoperability. 
As widely known, the municipal budget constraints are considerable. Therefore, it is important to allow an 
incremental development (attach components to the system when opportune) and to develop/acquire 
cost-efficient solutions which are practicable (in terms of acquisition and maintenenace costs) for the 
medium-size municipal level. 
It is intended to continue the GUILTE development by fine-tuning the system’s architecture and by 
developing other evolutionary prototypes that can be accommodate into the Data Acquisition Mechanisms, 
Database, Modelling & Simulation Platform, and Applications for Municipalities elements through 
cooperative MBSE. In fact, it was found that prototype models are a very important piece in the development 
of large, complex, multidisciplinary systems, particularly to act as working platforms for the interaction with 
non-technical stakeholders like municipal decision-makers and a considerable part of municipal technicians. 
It is also mandatory a future validation of the system by other municipalities and by the national authorities in 
the traffic & environment matters (e.g., MOPTC, MAOTDR, IMTT, and APA). The ITS Portugal and the 
ANMP (National Association of Portuguese Municipalities) can play a fundamental role in the dissemination 
of the framework and related applications/services. It is supposed that it was followed the adequate strategy 
to discuss, design, and develop a usable GUILTE system (a strategy based on the close interaction with the 
key users of the system). It seems now pertinent to reflect about the adequate strategy to “sell the product” 
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7.1 Chapter Introduction 
“Science is the systematic classification of experience.” 
 (The Physical Basis of Mind - George Henry Lewes, 1877) 
This chapter is a synthesis of the “lessons learned” during the development of the experimental work and of 
the major contributions of this doctoral research to the field of SE and, in particular, to the area of MBSE. 
The chapter highlights, as major contributions, the establishment of an agile MBSE methodology, and the 
design of a set of matrices (GRAPHITE tool) that can support that methodology (LITHE) and serve as a 
guide for systems engineers working in collaborative MBSE development environments. 
7.2 LITHE Methodology 
A successful MBSE environment aims to construct a model of a system that can be transformed into the “real 
thing”, through a given MBSE methodology. This methodology consists of a SE process (WHAT activities 
are to be performed), a method (HOW to execute), and a set of modelling tools that enhance the WHAT and 
the HOW. The main artifact of a MBSE methodology is the System Model. 
The SIMILAR process model describes the “recipe” (the WHAT) i.e., the set of interacting SE activities that 
transform the inputs of the systems into successful outputs. In 1998, Bahill and Gissing had suggested this 
general process as a universal way of planning and problem solving closely related to human thinking. After 
a decade, the process stills extensive and straightforward but is not contextualized in the framework provided 
by the international SE process standard (ISO/IEC 15288: Systems and software engineering-System 
lifecycle processes) which has emerged since then. Addressing the present-day context of modern Systems 
Engineering, this work had revisited and arranged an updated framework for the SIMILAR process in order 
to use it to engineer the contemporary systems (such as GUILTE). 
The renewed framework (Figure 7.1) keeps the simple and intuitive nature of the original process (State the 
problem, Investigate alternatives, Model the system, Integrate, Launch the system, Assess performance and 
Re-evaluate) but integrates the different processes suggested by the ISO standard. This standard, from the 
point of view of the author, suffers from some lack of “glue” and surplus of flexibility that can be resolved by 
the integrative SIMILAR (Ramos et al., 2010). This combination provides a standardize roadmap required to 
engineer the modern systems. It details the process to do the work while adopting worldwide norms such as 
ISO standards. Since every system is unique, and there is no universal “recipe” to engineer them, the 
revisited SIMILAR process is domain-independent and flexible enough to be tailored to the distinctiveness of 
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each system. In order to test its universality and attest its adequacy to undertake real-world modern systems 










Figure 7.1 – Revisited SIMILAR process at the light of the ISO/IEC 15288 standard 
The analyzed MBSE methodologies (Harmony SE, OOSEM, RUP SE, Vitech MBSE Methodology, and 
OPM) were found to be quite complex, burdensome, and revealed some shortages in terms of utilization of 
standard modelling languages and incorporation of Human-Systems Integration concerns. So, it was decided 
to develop a new agile methodology (LITHE - Agile Systems Modelling Engineering) (Figure 7.2) which 
implements the universal revised SIMILAR process, emphasizes agile human-centered development 
principles such as continuous communication, feedback and stakeholders’ involvement, short iterations and 
rapid response, and is supported by a coherent System Model developed through the benchmark SE modelling 









Figure 7.2 – LITHE methodology for MBSE 
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The inherent method provides a systematic approach to support the different stages of the process and 
includes, explicitly, the HSI considerations. Given that SE deals with socio-technical systems, this aspect 
(highlighted in Figure 7.2) is crucial to attain a usable successful system. The activities within each function 
should be performed iteratively, with successive refinements like in a spiral development approach, with 
continuous support provided by the Assess performance and Re-evaluate transversal functions. The Model 
the system is the key function in a MBSE environment and holds up all the other functions (State the 
problem, Investigate alternatives, Integrate, Launch the system) by implementing the System Model. 
The LITHE methodology was applied to engineer the GUILTE system in order to evaluate its adequacy to be 
used in a modern MBSE context and to support the development of large, complex, interdisciplinary, 
socio-technical systems. The GUILTE is not completed (in effective operation) and consequently, it cannot 
be concluded that the methodology had supported the development of a successful system. Nevertheless, one 
can say that the methodology was used in the design of the system with considerable success. The general 
framework was simple and comprehensible, the process was straightforward, the method was uncomplicated 
and adaptable to the different levels of the hierarchy, and the HSI concerns were a constant feature. The 
continuous communication and interactions with the key stakeholders of the system, and the permanent 
consideration of their feedback, make the author believe that the accomplishments are in the good direction 
and the GUILTE users are satisfied with the results. In fact, the fulfilment of the stakeholders’ expectations is 
the most noticeable measure of a MBSE project’s success. 
Obviously, the well-succeeded utilization of a methodology in a one-off case study does not make it an 
effective methodology. The LITHE has to be utilized in the development of other systems, belonging to 
different application areas and beyond the traditional Aerospace & Defense domains (e.g., industry, 
transportation, and healthcare), in order to validate the approach and to consider it as a mature methodology. 
It is important to remember that designing a system is a creative process so there is always a need to tailor 
known solutions or to create new ones. The LITHE methodology is simple and flexible enough to be 
customized for each concrete MBSE development scenario. Taking the roadmap provided by 
Friedenthal (2007) (Figure 7.3), the author hopes that this work can contribute to the establishment and 
widespread utilization of MBSE standards (such as SysML) and to the adoption of a customizable agile 
methodology that has some potential to become mature during the present decade. 
 
Figure 7.3 – Highlights in the roadmap for the evolution of MBSE (adapted from 
Friedenthal, 2007) 
2011 
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A MBSE methodology has, as core part, the development of an integrated coherent System Model which 
represents the main artifact of the development environment. In a MBSE context, modelling is a fundamental 
activity to gain insight into how the world functions and create a shared vision among the involved 
stakeholders, to gain insight into complex systems, to do experimentation, to operate systems, and to 
negotiate, with conflicting parties, how the system will be deployed, to capture and state requirements and 
domain knowledge so that all stakeholders may understand and discuss them, to think about the design of a 
system, to organize, examine, filter, and manipulate information about large systems, to produce usable 
working products, to explore several solutions, and to master complex systems (Rumbaugh et al., 1999; 
Sussman, 2000; Buede, 2009). 
The systems modelling languages play a fundamental role in these environments since they constitute a 
graphical way to handle information. According to the latest neuroanatomical and neurophysiologic studies, 
the graphical representations are processed by the right side of the brain (R-mode) which is the integrative, 
nonverbal, intuitive, qualitative, holistic, creative, and visual thinking side capable to deal with complex 
visual elements (“A picture is worth a thousand words”). This utilization of the R-mode, often neglected in 
engineering curriculum, can greatly benefit systems’ architecting by looking at the whole and the synthesis. 
As Senge (1990) states, “If we want to see system wide, we need a language of interrelationships [R-mode]”. 
For these reasons, the author believes that is fundamental to explore Systems Engineering with a 
model-based approach and with the support of graphical modelling languages such as SysML and OPM. 
7.3 GRAPHITE Matrices 
In a MBSE environment, the collaborative working teams should all “speak” the same language and work on 
the “same matter” (the System Model) in order to create a coherent, integrated, and shared vision for the 
system. The “same language” (the communication mechanism) shall be a standard modelling language 
competent to represent the different aspects of a system (structure, behaviour, requirements, and parametrics) 
and capable to be understood and used by the different stakeholders. 
The LITHE methodology had elected the benchmark systems modelling languages to provide this unified 
communication mechanism. The SysML and the OPDs/OPL constitute the current state-of-the-art languages, 
being considerably different in terms of size and complexity. SysML is fairly large, rich and comprehensive, 
appropriate to provide a detailed description of the system, and uses a standard notation (developed by OMG) 
supported by several commercial tools but, is burdensome and requires significant learning efforts (usually, 
the non-technical stakeholders are not prepared to work with this language). The OPDs/OPL is a language 
more compact, intuitive, simple, and easy to learn and use, and is more adequate to model the high-level 
concepts. The advantages of both languages can be combined in order to create synergies and contribute to 
improved communications. Some automation mechanisms to convert one language into another are already 
being studied. As several authors state, both languages are still immature, claiming for wide adoption, further 
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research and developments, and verification by use in real projects. This work intended to give some 
contributions to these calls. 
During the development of the GUILTE system, these two languages were used to support the engineering 
process (the Model the system function), and their modelling and communication potentialities were explored 
in order to discover “the best” of each language for the different circumstances (development stage, level of 
detail, and involved stakeholders). In general, the major founds corroborate the opinions of the few authors 
that have compared the two modelling languages (Cohen and Soffer, 2007; Grobshtein et al., 2007; 
Grobshtein and Dori, 2009) and were the following: 
• both languages were adequate to model the domain-in-analysis (Traffic & Environment); 
• SysML was, definitely, a language more appropriate to model the system at the required different 
levels of abstraction (from the top-level description to the detailed low-level representation) while 
OPM was more well-suited to describe the system from a high-level point of view; 
• SysML was more difficult to learn and explore, in its entirety, but, after the initial learning process, the 
language was found to be significantly rich, comprehensive and flexible (for UML users, the language 
was easier to learn); 
• SysML was available at different software environments while OPM was only available in OPCAT 
(both Artisan Studio and OPCAT were gently provided to develop the work); 
• OPM was very intuitive and easy to learn but, from the author’s point of view, revealed several 
shortages in terms of modelling elements such as requirements, use cases, and parametrics; 
• the OPCAT tool offered a unique simulation engine that enabled debugging and animated system’s 
behaviour presentations while the SysML tool only provided simulation mechanisms for the execution 
of interactions in sequence diagrams; 
• from the point of view of interaction/communication with stakeholders having modelling aptitudes 
(e.g., domain experts and developers), SysML was easier to use due to its richer syntax and semantics 
(was more objective and avoided misinterpretations); 
• from the perspective of interaction/communication with stakeholders without modelling abilities 
(e.g., municipal decision-makers and technicians, and citizens), OPM was simpler and offered the 
natural OPL language which helped considerably in reading the diagrams but, after some brief 
explanations, SysML became easy to understand and more attractive in terms of working models (the 
language was more distinctive and expressive); 
• from the modelling/systems engineering perspective, the author recommends, undoubtedly, the 
utilization of SysML because the language is more comprehensive and technically-proficient 
(attributes that are critical to model SE systems-of-interest), provides allocation mechanisms that are 
very useful for a SE environment, and provides extensibility mechanisms that enable the definition of 
specific-domain profiles; 
• from the perspective of interaction/communication, the author suggests an hybrid approach with the 
prevalence of OPM only to describe top-level concepts and state-based behaviour (due to the 
appealing simulation engine); 
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• categorically, a graphical modelling (MBSE) environment is recommended (instead of a text-based 
document environment) since it had incited interesting interactions, had motivated constructive 
discussions around working models, had involved the stakeholders, had provided unambiguous 
definitions and agreements, and had favoured a truly cooperative engineering environment. 
The prototypes had also played a very important role in the GUILTE’s development process. With no 
sophisticated simulation/visualization (virtual reality) environments, these replicas of system’s parts were 
valuable tools to interact with the stakeholders (in particular, with the ones without modelling expertise) in 
order to elicit and clarify requirements, design usable interfaces, illustrate dynamic behaviour, and develop 
final solutions more aligned with the real needs and expectations. In this particular case, they were used 
throw-away prototypes (mock-ups) to explore ideas and illustrate the potential outputs of different system’s 
components (that were not bought or developed, by that time), and evolutionary prototypes to develop 
in-house software/hardware components (e.g., KOM prototype). The author had experienced the 
considerably value-added of these models in terms of responsiveness, development risks, and final solution 
acceptance. It was also attested that the prototypes can have a key role when there is a need to “sell the 
product”. 
The efficient communication between all the parties involved in the SE development process is of paramount 
importance to accomplish the overall goals of the system and attain successful system’s operation. This 
communication is, frequently, ineffective and is as more difficult as the system’s complexity and extent 
grow, because the number of parties involved usually also raises, thereby bringing a considerable amount of 
points of view, skills, responsibilities, and interests to the interaction. These modern MBSE environments 
require agile tools to support the methodologies and assist the system’s modelling process. Therefore, it was 
decided to create an agile instrument to support the LITHE methodology (to enhance the WHAT and the 
HOW), to be used by systems engineers in a model-based environment. 
This tool, named GRAPHITE (GRAPHIcal Tools for stakEholders’ interaction), consists of a set of 
matrices with the rows standing for the “type” of stakeholders involved, the columns standing for the activity 
to perform, and the entries symbolizing the model(s) more suitable for that given circumstance. They intend 
to be a graphical representation “easy-to-use” in MBSE cooperative development environments, where the 
systems engineer is the “glue” central person. For a given development stage (e.g., State the problem), the 
systems engineer will choose the corresponding matrix (e.g., “STATE” matrix) and will “pick” the right kind 
of model(s) (e.g., SysML requirements diagram) to carry out a given activity (e.g., perform requirements 
engineering) with a particular type of stakeholders (e.g., interact with stakeholders with no modelling skills). 
The GRAPHITE matrices were developed for the State the problem (STATE matrix), Investigate alternatives 
(INVESTIGATE matrix), and Integrate (INTEGRATE matrix) functions of the LITHE methodology, where 
the Model the system function is intense and where SE/MBSE can play a fundamental role. The activities for 
each of these functions are the ones that belong to the LITHE method, excluding the activity ‘Do 
Human-Systems Integration’ (this activity, like the Assess performance and Re-evaluate functions, is parallel 
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to the others and constantly present, as “a condition”). With the intent of universality, the category “type” of 
stakeholders considers two major groups: the stakeholders with modelling skills (for example, in the case of 
the GUILTE, this category included some domain experts and some software developers) and the 
stakeholders without modelling skills (in the case of the GUILTE, this category included the municipal 
decision-makers, some technicians, and the citizens/drivers). The systems engineer must evaluate the type of 
stakeholders “around the table” and make the appropriate choices. 
The models used in the GRAPHITE matrices correspond to the diagrams from the reference systems 
modelling languages and to prototype models, namely: i) SysML diagrams pkg, bdd, ibd, req, uc, par, sd, 
act, and stm, and allocation matrix (am), ii) OPDs with the corresponding OPL (from OPM) and animated 
OPDs (running the OPCAT simulation engine), and iii) prototypes (throw-away and evolutionary). 
The Figure 7.4 displays the STATE matrix of the GRAPHITE tool. The matrix is accompanied by a short 
description of the usefulness of each type of model for a given situation (activity to perform and stakeholders 
involved). For example, if the systems engineer wants to characterize the operational domain of the 
system-of-interest, with stakeholders having some modelling skills, he/she can use a bdd to model 
inputs/outputs, main clients/users, and external entities, an ibd to describe high-level interfaces and 
associated flows, and a pkg to describe general relationships within the system or with external entities. If the 
interaction is with stakeholders without modelling skills, the systems engineer can use high-level OPDs, with 
the corresponding OPL, to describe those aspects. The matrix can be applied to the system, element, 
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Figure 7.4 – STATE matrix of the GRAPHITE tool 
The following lines include some examples of the descriptions that go along with the “STATE” matrix: 
• Identify legitimate stakeholders: bdd (specialize the different stakeholders through a generalization 
relationship), OPD/OPL (create a view from the SD and use a generalization-specialization 
relationship to describe the different stakeholders); 
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• Perform requirements engineering: req (define mission and stakeholder’s requirements and illustrate 
their hierarchy and relationships), uc (describe the high-level functionalities of the 
system/element/subsystem/component), throw-away prototype (use mock-ups to explore ideas, elicit 
requirements, and illustrate potential outputs), evolutionary prototype (use evolutionary prototypes to 
elicit and clarify requirements for a final solution); 
• Summarize important metrics: par (define the moes and objective function for a given solution). 
The Figure 7.5 shows the INVESTIGATE matrix of the GRAPHITE tool, including the three key activities 
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Figure 7.5 – INVESTIGATE matrix of the GRAPHITE tool 
The next lines include some examples of the descriptions that go along with the “INVESTIGATE” matrix: 
• Identify/evaluate alternative designs: req (define the system’s requirements with associated hierarchy 
and relationships), ibd (clarify interaction flows, item flows, and key actors), sd (describe critical 
functionalities in terms of message exchange between collaborating components), animated OPD 
(describe critical functionalities and execute them through the OPCAT simulation engine); 
• Define the system’s architecture: bdd (describe the logical and the physical architectures), act (specify 
the functional activity as data and control flows), stm (specify behaviour in terms of transitions 
between states, triggered by events), am (synthesize the allocated architecture); 
• Evaluate components/COTS: bdd (instantiate the physical architecture), par (define moes and perform 
trade off studies), throw-away and/or evolutionary prototypes (depending on the development strategy, 
use prototypes to demonstrate concepts, refine and corroborate requirements, try out design options, 
adjust functionalities, and test usability). 
The Figure 7.6 shows the INTEGRATE matrix of the GRAPHITE tool. As expected, the system begins to be 
transformed into the “real thing” and, in turn, the supporting modelling process is relied for a secondary plan. 
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The development of the software/hardware units is accomplished through the models previously defined 
(req, bdd, ibd, etc.) and the interaction with the stakeholders without modelling skills should be mainly 
accomplished, when possible, through prototypes. The design of interfaces is supported by the different 
models that describe the hierarchy of the system, being the ibd an excellent tool to describe the interactions 
and items to be “transported” between the different components. The verification of the system (or of its 
elements/subsystems/components) can be taken into account through an sd (or other behaviour diagram) 
stereotype (testCase) which corresponds to any verification method to be used. The simulation engine of 
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Figure 7.6 – INTEGRATE matrix of the GRAPHITE tool 
These matrices intend to support the LITHE methodology by helping the systems engineer to guide the 
modelling efforts, to communicate efficiently with the different stakeholders, and to develop a coherent 
integrated System Model. The matrices must be tested in the development of different systems-of-interest, 
from diverse domains, in order to be refined, validated and, desirably, used by a large MBSE community. 
Ana Luísa Ramos 
- 340 - Model-Based Systems Engineering: A System for Traffic & Environment 
7.4 Final Considerations 
The different MBSE aspects that have been discussed through this research work (standards, formalisms, 
methods, modelling tools, applications, etc.) can be considered as interacting dimensions that must work 
together to achieve the main result, which is a MBSE environment able to lead to a successful system 
(Figure 7.7). This success is measured by the fulfilment of the stakeholders’ expectations and, consequently, 
by their satisfaction. 
 
Figure 7.7 – Integrated MBSE environment 
According to the author’s perspective, the fundamental research lines in the field are related with: i) the 
development of simple and agile MBSE methodologies, and ii) the effective utilization of graphical 
modelling languages able to support collaborative development environments and successful stakeholders’ 
communication/interactions thus, successful systems (Ramos et al., 2011). 
The development of an integrated methodology with simple, lean, and customizable processes and methods is 
of paramount importance to enable the widen utilization of MBSE practices. The SE process (WHAT) must 
be intuitive, logical, universal and easy to use and to tailor. The ISO/IEC 15288 processes standard requires 
some integration that can be provided by the SIMILAR process model. The MBSE method specifies the 
HOW to execute the process and relies on the development of a coherent Model of the System. This area has 
significant research opportunities since the existing methods are still immature and require a proof of value in 
real world contexts. The methods based on more agile, iterative, and incremental development approaches 
and supported by the state-of-the-art modelling languages will probably be the ones that can lead the way to 
formal standards. 
Hopefully, the proposed LITHE methodology and the supporting GRAPHITE matrices may fulfil these 
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8.1 Final Reflections 
The Systems Engineering research area, with increasing worldwide relevance, aims to engineer the large, 
complex, interdisciplinary, socio-technical systems-of-systems using a holistic development approach to 
enable their successful realization. Model-Based Systems Engineering, a novel paradigm within the field, 
intends to facilitate that engineering process by applying a model-based environment (principles, methods, 
languages, and tools) to the entire lifecycle of those systems thus, managing their complexity and improving 
their consistency. These were the definitions taken as granted, from the beginning. 
Four years and a half later, and after an enriching learning experience, the author corroborates their veracity 
and adjoins some contributions derived from the reached personal know-how and from an outstanding team 
work (and work team). As the “engineering of implementation of common sense” (Holt, 2007), SE advocates 
common sense principles such as “looking to the big picture”, “considering the interactions”, “clarifying 
comprehensively the problem-at-hand” and “listening and involving the stakeholders” but, put them into 
practice is not as easy as it can be expected and requires a true engineering process. Like in chess ("In chess 
if you make the wrong assessment of the big picture you are wiped out", Garry Kasparov), the key is to 
assess the big picture and think systemically. The author believes that a model-based development approach 
is an effective way to implement those principles and achieve the so desired “systems’ successful 
realization”. 
The aim of the thesis was to address the MBSE emergent approach and to explore it in the development of a 
real complex system-of-interest for SE. Establishing a final balance between the objectives initially defined 
and their completion, the author believes that they were accomplished but with the certainty that there is 
plentiful additional work to carry out. 
The SE/MBSE processes, methods, and tools were carefully reviewed and analyzed (Chapters 2 and 3) and it 
was concluded that some adaptations/improvements were needed to undertake the modern challenges. The 
universal SIMILAR process model was revised and aligned with the current ISO standard, the existing 
methods were lightened and merged into one simple and agile method, and the modelling tools were learned, 
compared and explored in deepness resulting in the election of two reference modelling languages, the 
SysML and the OPDs/OPL (from OPM), that are believed to be the drivers of future research developments. 
The results of the previous reviewing/analysis process had pushed the definition of an agile methodology, the 
LITHE, to support the development of the GUILTE system. This methodology encloses a process, a method, 
and a set of tools that, due to their simplicity, flexibility, and compliance with standards, are believed to be 
customizable to each situation thus, allowing the systems engineer to put creativity into the process and 
introduce his/her unique perspective. The methodology was applied to the development of the system, as 
described in Chapter 6, revealing an effortless utilization and leaving the author (the systems engineer) all the 
flexibility to use the functions, the activities, and the tools when needed and how intended. The emphasis on 
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the continuous and concurrent functions Model the system, Assess performance, and Re-evaluate was critical 
to ensure constant communication with the stakeholders, intense involvement and feedback, and rapid 
response. The Human-Systems Integration concerns, also highlighted by the methodology, had guaranteed 
the permanent consideration of the human element (as an essential component of the system and as a critical 
decider), as well as the synergetic interaction between man-machine (a very important issue in 
socio-technical systems). 
The two elected modelling languages, SysML and OPDs/OPL, were used to develop a coherent and 
integrated System Model, along with prototype models. The utilization of graphical models had incited 
intense interactions, efficient communications, and intermediate deliveries that fulfilled the stakeholders’ 
expectations. The author believes that SysML will be the next de facto modelling language for SE but the 
synergies between the three types of models (SysML, OPDs/OPL and prototypes) can provide significant 
value-added to the engineering process. With this premise, it was developed an agile tool, the GRAPHITE 
matrices, to support MBSE methodologies and to facilitate the work of systems engineers in cooperative 
model-based environments. 
The literature reviews provided in Chapters 2, 3, 4 and 5 constitute an attempt to gather the most relevant 
science in the SE/MBSE and Traffic & Environment fields, providing a state-of-the-art that includes 
definitions, technical standards, major formalisms, available modelling languages and methodologies, key 
tools, and latest real-world applications. The Appendixes A and B describe the benchmark modelling 
languages for SE (SysML and OPDs, respectively), with original illustrative diagrams, and can be seen as 
basic tutorials. It is expected that these texts can fill a spot in the literature presenting a reference framework 
for researchers and practitioners and impelling following contributions in the areas. 
The author is convinced that MBSE will be, in the next decade, a fundamental paradigm for the development 
of modern 21st century systems and will be crucial to support effective collaborative development 
environments. The main challenge will be to ensure that the System Model reflects the stakeholders’ ideas 
and positions, acting as a shared working platform, and the resulting System satisfies their expectations. 
This challenge must be supported by noteworthy empirical research and by high quality education/training. 
The education shall rely on accredited SE/MBSE centric programs, at the basic, master and doctoral levels, 
that will graduate systems engineers with the technical, communicational, modelling, and leading skills and 
competences that are critical to connect people and information, to cope with holism, flexibility, 
multidisciplinarity, human behaviour, scalability, and risk, and to solve problems creatively delivering value 
to society. This holistic education should be complemented by domain-specific disciplines such as 
environment, energy or healthcare. The empirical research will be essential to push the evolution of MBSE 
knowledge and to help to establish a coherent unifying reference. The experimental observations are 
fundamental to understand the real modern complex systems and to drive a typical engineering knowledge 
evolution (“learning by doing”). It is the author’s opinion that this empirical work will have as target domain 
the super-systems that aim to deliver world sustainability. 
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Regarding the Traffic & Environment application domain, and the GUILTE system in particular, it was the 
team objective to design a system able to help the medium-size municipalities in the challenging task of 
developing sustainable urban transportation networks. The GUILTE is not completed but the author thinks 
that was carried out the basic foundational work to launch a successful system. The domain was analyzed 
comprehensively and in detail, the problem was clearly stated and characterized, the key owners/users of the 
system were listened and involved, the architecture was carefully defined, and the COTS and other system 
components were evaluated and, in some cases, prototyped. The “big picture” was settled and the integrative 
framework was defined. Due to its large dimension and complexity, it will take some time to gather all the 
relevant parts of the GUILTE and make them work as a whole, producing the looked-for emergent behaviour. 
In fact, some of these parts already exist (mainly, ITS applications for urban traffic management and for 
traffic information) but, the absence of the “big picture” is compromising the sustainability of the urban 
transportation networks. 
With the unavoidable priorities that a system with this dimension forces (and the budget constraints), the 
author suggests the imperative need of the municipalities to invest in the Database, Modelling & Simulation 
Platform as the fundamental element to provide integrity and a coherent repository of intelligence (by means 
of a GIS-T, a traffic microsimulation tool, and some fundamental environmental models). This piece will act 
as the center of the puzzle and all the other pieces, upstream (e.g., data acquisition mechanisms) and 
downstream (e.g., applications for public information), will match. Considering the applications for public 
information, it is the author’s conviction that the personalized services that will offer information at the micro 
level will shape the future so, it is critical to develop that capability (internally or by outsourcing). 
Analyzing the Portuguese context, it is believed that the problem was tackled adequately by discussing it, 
comprehensively, with several domain experts, and by designing the system with a strong interaction and 
feedback from its direct users (municipalities and urban citizens). These developments were crucial to attain 
a solution that is now prepared to be discussed with the national authorities and disseminated through the 
municipalities. The opportunity to deal with a real complex problem, to work with a large interdisciplinary 
team, and to establish cooperative relationships between the University and the local community was very 
gratifying and the author feels that was actually a Systems Engineering work. 
Ana Luísa Ramos 
- 346 - Model-Based Systems Engineering: A System for Traffic & Environment 
8.2 Directions for Future Research 
The directions for future research are plentiful and reveal the enormous development potential from both 
areas: SE/MBSE and Traffic & Environment. The following paragraphs provide the “agenda”, for each area, 
that the author assumes as the key directions for forthcoming works. 
Systems Engineering / Model-Based Systems Engineering 
 To use the proposed LITHE methodology (with the revised SIMILAR process) and the suggested 
GRAPHITE matrices in other contexts and application domains (e.g., energy, telecommunications, 
pharmaceutical & healthcare), in order to refine them, and to attest their validity and aspired universality. 
 To apply the benchmark systems modelling languages (SysML and OPDs/OPL) in other real-world 
model-based environments and to develop SysML profiles or model libraries for the domains-in-analysis 
(the customized profiles may facilitate the work of systems engineers by helping them to focus on the 
studied domain and to hasten systems’ development). 
 To develop more friendly systems modelling languages or to refine the existing ones to incite their easier 
comprehension and their utilization through collaborative model-based environments where experts, 
system engineers, end-users, decision-makers, developers, and suppliers interact and share their 
perspectives and expectations. The conception of a 3D SysML can be an interesting research topic to 
improve the visualization of the system model (the emergent works of McIntosh and colleagues (2008), 
in X3D-UML, may inspire following contributions). 
 To couple the simulation environment to the model-based development context in order to allow the 
V&V of the system model and the communication of behavioural issues through animated models; the 
integration of domain-specific simulation models (e.g., Arena® simulations for industrial systems) with 
the system model is also another interesting theme of research that may reduce the need for physical 
prototypes and augment the overall quality of the system-in-analysis. The main idea is to foresee, as 
much as possible, the final solution with the purpose of reducing development risks and creating systems 
that fulfil the stakeholders’ expectations. 
 To develop Cognitive Systems Engineering and “human-centric” MBSE by studying the 
neuroanatomical and neurophysiologic sciences to try to understand the brain functioning, and by 
exploring the Human-Systems Integration aspects (e.g., training, survivability, Human Computer 
Interaction, User-Centered Design, Usability Engineering) in order to “develop systems where human 
and machine synergistically and interactively cooperate to conduct the mission” (Hardman et al., 2009). 
Militello and colleagues (2010) and Madni (2010) provide research agendas for Cognitive SE and HSI. 
 To use biologically-inspired techniques and biological metaphors to develop the SE/MBSE field. The 
bio-inspired approaches have been successfully used in operations research (e.g., genetic algorithms, ant 
colony optimization, particle swarm optimization, artificial neural networks) and the author believes that 
this could be a promising research line within the field. 
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GUILTE / Traffic & Environment 
 To carry on the development of the GUILTE system by refining its architecture, and by creating new 
cost-effective applications for real-time data acquisition and new intelligible and attractive applications 
for knowledge, information, and decision-making. 
 To enhance the Database, Modelling & Simulation Platform of the proposed GUILTE system by 
exploring traffic & environment micro modelling approaches and 3D geovisualization features. 
 To explore, in more detail, the community participatory decision-processes and to create more 
interesting mechanisms to incite the participation of the citizens in the urban life. 
 To integrate the different transport modes (e.g., public transportation, bicycle) within the GIS and 
microsimulation environment in order to analyze the entire urban transportation network and test 
adequate ITS co-modality strategies (evaluating their environmental impacts). 
 To incorporate the pedestrian simulation along with the traffic and environmental simulations 
(e.g., using the Legion software, already integrated with AIMSUN), in order to test and evaluate 
integrated urban mobility solutions where vehicles and pedestrians share the transportation infrastructure 
and coexist, safely, in the urban context. 
 To study, in deepness, the traffic-related health impacts in order to create useful information to the 
community that can be disseminated trough attractive personalized applications. It is the author‘s 
conviction that more greener mobility habits can proliferate with the availability and dissemination of 
information on the adverse effects of urban traffic on health. 
The author expects that these directions for future research can stimulate the development of the related 
scientific fields and, with the guarantee that “all models are wrong but some are useful” she hopes that the 
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A1 
The SysML diagrams are depicted in Figure A1.  
 
Figure A1 – SysML diagram taxonomy (adapted from OMG SysML, 2010) 
The following paragraphs provide a brief description of each kind of diagram and the most relevant 
associated features. The description is based on some of the major references on the language: 
Wilkiens (2007), Friedenthal et al. (2008), and Friedenthal et al. (2009). The description is illustrated with 
original SysML diagrams which are related to the human body system (probably one of the world’s most 
complex systems but familiar to everyone) and associated monitoring devices, and were developed in the tool 
Artisan Studio®. 
PACKAGE DIAGRAM (pkg) 
• The organization is essential to manage a SysML model, facilitating reuse of model elements, easy access 
and navigability, configuration management, and data exchange with other tools. This diagram (pkg) is 
used to organize the model, being a model organized into a single hierarchical structure of packages, 
similar to the folders’ arrangement in a Windows directory structure. 
• Each package, the fundamental unit of organization, contains a set of model elements which are 
logically-grouped packageable elements such as blocks, use cases, activities, value types, and also 
packages (nested packages) (Figure A2 b)). The criteria to organize the model are usually related with the 
chosen methodology but the organization by system hierarchy, the organization by diagram type, and the 
organization by working teams are typical examples of arrangement principles. 
• The package is the container (or owner, or parent) and its elements (or child elements) are “attached” to it. 
If the package is deleted or copied its elements are also deleted or copied. Some child elements are also 
containers creating a nested containment hierarchy of model elements. 
• The package is also a namespace for its members, defining a set of rules for their unique identification 
(each element of a particular element type within the package must have a unique name). When a model 
element must be depicted in a diagram that does not represent its parent it is normal to use a qualified 
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name in the symbol for that element that acts like a path (for example, a model element Y that is contained 
within package C, which in turn is contained within package A, is represented as A::C::Y). 
• The header for a package diagram is as follows: pkg [package type] package name [diagram name]. The 
package type can be a model, a package, a model library, a view or a profile. A model is a special kind of 
high-level package that contains a set of model elements that describe a domain of interest (Figure A2 a)). 
A model library is a package that contains reusable model elements for a given domain (Figure A2 c)). A 
view is a type of package that conforms to a viewpoint which, in turns, describes a perspective of interest to 
a group of stakeholders that is used to specify a view of a model (Figure A2 d)). A profile is a type of 
package to group a set of stereotypes (language extension mechanisms) and supporting definitions that are 
related to the domain. 
• The viewpoint includes a collection of properties that identify the purpose for taking the perspective, the 
stakeholders who have interest in the perspective, the concerns that the stakeholders want to address, the 
languages used to present the view, and the methods used to establish the view. The view provides the 
model information that addresses the stakeholders concerns. 
• The relationship containment relates parents to children within a package hierarchy and is represented by 
a line with a cross-hair at the container (parent) end (Figure A2 b)) or, alternatively, with the nested model 
elements enclosed within the body of the package symbol. 
• The dependency denotes that a change to the supplier end of the dependency may result in a change to the 
other client end and it is represented by a dashed line with an open arrow at the supplier. The type of 
dependency is represented by a keyword in guillemets and can be, for example, a use dependency (the 
client uses the supplier as part of its definition), a refine dependency (the client represents an increase in 
detail compared to the specification of the supplier), or a realization dependency (the client realizes the 
specification of the supplier). 
• The import relationship is used to bring an element or collection of elements into a namespace and it is 
represented by a dashed line with an open arrow at the imported source element that can be an individual 
model element (element import) or an entire package (package import). The line is labelled with the 
keyword «import» (Figure A2 a) and d)). When the elements to import are private members of the target 
namespace the label is replaced by «access». 
• The conform relationship is used to assert that a view conforms to a viewpoint and it is represented by a 
dashed line with an open arrow at the viewpoint with the keyword «conform» (Figure A2 d)). 
The Figure A2 depicts examples of pkg that represent some of the mentioned aspects. The diagram a) shows 
the top-level packages within the model of the human body (organized by the major approaches used in 
anatomy studies) including a package Value Types that uses the imported definitions of units and dimensions 
from the reusable library package SI Definitions (from the SysML profile). The diagram b) represents the 
Organ Systems package with hierarchically nested packages for the Cardiovascular one. The 
diagram c) details the Internal Organs package showing some of its elements (blocks) that can be (re)used in 
the Organ Systems, Surface Anatomy, etc. The diagram d) illustrates the Cardiac Contraction view conforms 
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to the Cardiac Mechanism Viewpoint which highlights the mechanical performance of the heart. The view, 
especially important for the patient, the cardiologist, and the medical technician, imports packages that 
contain elements related with the cardiac mechanism. 
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BLOCK DEFINITION DIAGRAM (bdd) and INTERNAL BLOCK DIAGRAM (ibd) 
• These diagrams are devoted to the representation of the system’s structure in terms of its hierarchy and 
interconnections. The bdd is used to capture block properties and relationships such as composition, 
association, specialization and can represents a package, a model, a model library, a block or a constraint 
block. The ibd is mainly used to define the internal structure of a block, how its internal parts are 
connected and what flows between them, and always represents a block. 
• The block is the fundamental SysML unit of structure (like the UML class) that can abstract any level of 
the system hierarchy (the top-level system, a subsystem, logical or physical components). Blocks describe 
a system as a collection of parts each playing a certain role in a defined context, and are a description of a 
set of similar instances. The block possesses information about its static structure, its behaviour (how the 
block responds to a stimuli), and its constraints that can be described in a series of standard compartments 
labelled by a proper heading like parts, references, values, operations, reception, constraints. The name 
compartment is mandatory (with the optional keyword «block») and is at the top of the rectangle 
(Figure A3). 
• The parts, references, and values are the properties of the block which describe its structural aspects. The 
part properties (also blocks) describe the hierarchical decomposition of an enclosing block, defining the 
part in the context of its whole. The part is the usage of a block in the context of a composing block (also 
known as role). The reference properties describe weaker relationships than the composition one, such as 
associations or aggregations, and represent a hierarchy that references blocks that are part of other 
composition hierarchies or stored items. The value properties, which are defined by value types, describe 
quantifiable physical, performance, and other characteristics such as weight or volume (Figure A3). 
bdd [block] Heart [Heart Structure]
«block»
parts
arta : Aorta Artery
artp : Pulmonary Artery
disch : Ventricles [2]
reach : Atria [2]
sep : Septum
val : Valves [4]


















































Figure A3 – bdd for a portion of the composition hierarchy of a human heart (like an assembly 
relationship) showing some properties (parts and values) of the heart block and some 
generalization relationships 
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• The value properties are quantitative characteristics associated with a block. They are defined through 
value types that describe the data structure for representing a quantity and specify the range of valid values 
the property can assume when realizing an instance of its owning block. The value properties can have 
initial values and can define probability distributions for their values. A value type can be based on the 
fundamental types provided by SysML such as primitive types like Integer, String, Boolean, or Real, on 
structured types like Complex, or can be defined more generally like an enumeration (e.g., colours and 
months of the year). A value type that represents a physical quantity may reference a dimension 
(e.g., length) and/or unit (e.g., meters) as part of its definition. A unit must always be related to a 
dimension. The SysML model library that contains the complete set of standardize dimensions and units 
can be imported into any model (Figure A2 a)) to allow their use as is, or as the basis for defining more 
specialized units and dimensions. Figure A4 displays a bdd with the definition of value types using 
dimensions and units and an enumeration data type. These value types are used in the values compartment 
of the Heart block defined in the Figure A3. 





















Figure A4 – Definition of value types using dimensions and units and an enumeration data type 
• The ibd represents the internal structure of a composite block that is designated by the diagram frame in 
the block name, providing the context for all the model elements on the diagram (Figure A5). The parts of 
the composite block can be connected providing an interaction specified by the parts’ behaviour. 
• The ports are used to connect the parts of a block and describe the block’s points of interaction (on its 
boundary) that is, the block’s interface. They can be standard ports (specify the types of services that a 
block requires or provides) or flow ports (specify what can flow in and out of blocks). The selection of the 
type of port to use is a methodological choice that is typically related with how the behaviour is expressed. 
Usually, flow ports represent continuous flows of physical entities or other continuous or discrete flows 
sent from one process to another. The standard ports are more appropriate to describe a system whose 
behaviour is represented by the invocation of services (e.g., interfaces between software components). 
• The flow ports specify what can flow and can be atomic (specify only one type of input or output flow and 
are represented by small squares on the boundary of the block with an arrow or a two-headed arrow 
indicating the corresponding flow direction: in, out or inout; the string near the port is in the form: port 
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name: item name [multiplicity]) (Figure A5)) or nonatomic (specifies many items flowing and requires a 
flow specification; they are represented by two angle brackets (<>) drawn inside the port symbol). 
• The standard ports are commonly used to model service-based (request/reply) interfaces (the same as in 
UML 2). They are typed by required/provided interfaces detailing the set of required/provided services. 
The interfaces are modelled in the bdd as box symbols with the keyword «interface» along with operations 
and receptions compartments. The required and provided interfaces of a port are usually represented, in an 
ibd, by the “ball and socket” notation with the name of the interface typed near it. The ball represents the 
provided interface and the socket the required one. They are attached to the port by a solid line 
(Figure A5). 
• An item is used to represent an entity that flows through a system. These entities (physical or information) 
can be modelled as blocks, value types or signals. The items can be defined at different levels of 
abstraction throughout the design process. An item flow specifies the items that flow across a connector in 
a particular context and are represented by black-filled arrowheads with the corresponding direction 
pointing to the direction of flow (Figure A5). Item flows on connectors between ports must be compatible 
with the port definitions but may be more specific (e.g., a flow port may be typed fluid but, the specific 









vei : Superior Vena Cava
«part»











Figure A5 – ibd for a portion of the internal structure of the composite block Heart depicting an 
assembly connector vei-reach, a standard port latrPrt with a required interface openv and a 
provided interface closev, and an atomic flow port with an item flow named blood 
• The behaviour of a block deals with inputs and outputs and changes its internal state. Its main behaviour 
(or classifier behaviour) usually starts at the beginning of its lifetime and stops at the end of its lifetime. 
The main behavioural SysML formalisms are the activities, the state machines, and the sequences. The 
block encloses two types of behavioural features: the operations (represent synchronous requests where the 
requester waits for a response: the format is: operation name (parameter list): return type) and the 
receptions (represent asynchronous requests where the requester does not wait for a response; each 
reception is associated with a signal that defines a message with a set of corresponding attributes; the 
format is: «signal» reception name (attribute list)). 
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• The composite association relates part and whole and is shown as a line between two blocks with the 
whole end adorned by a black diamond. The part end is typically adorned with an arrowhead. Each end of 
the association can have a role name and a multiplicity (Figure A3). 
• The reference association is depicted by a line between two blocks with an optional white diamond and 
optional multiplicities (if no multiplicity is shown, then a multiplicity of 1 is assumed). 
• The generalization association describes the relationship between the general classifier (the superclass) 
and the specialized classifier (the subclass) highlighting the inheritance property. The subclass reuses the 
features of its superclass and can adds its own features. It is represented by an arrow between classifiers 
with a hollow triangular arrowhead on the superclass end. The generalization paths can de depicted 
separately or combined into a tree (the cases of the superclasses Valves and Veins in the Figure A3). 
• The connector between two parts (or ports), in an ibd, is represented by a line with optional multiplicities. 
A connector from a parent to a part is designated by delegation connector and a connector between parts is 
an assembly connector (Figure A5). 
• A connector between blocks can be detailed by association blocks. This type of relationship is a 
combination of an association and a block relating two blocks but adding internal structure and other 
features. The association path has a block symbol attached to it via a dashed line. The internals of an 
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PARAMETRIC DIAGRAM (par) 
• The par (a novelty on SysML) enables the modelling of constraints on the physical and performance 
properties of the system providing support for additional engineering analyses such as trade-off studies and 
sensitivity analysis. 
• The par can represents a block (Figure A6 b)) or a constraint block (Figure A6 c)). The constraint block is 
a special kind of reusable block that has the keyword «constraint» and two main features: a set of 
parameters (scalars, vectors or structured data types that may have units, dimensions, probability 
distributions and are defined as follows: parameter name: type[multiplicity]) and a mathematical or logical 
expression (that can be time-dependent) that constraints the parameters. The constraint block can be 
defined using other constraint blocks through composition. The value properties of a block can be 
constrained on a bdd by representing composite associations between the block and the required constraint 
blocks (Figure A6 a)). 
bdd [block] Heart [Heart Structure]
«block»
parts
arta : Aorta Artery
artp : Pulmonary Artery
BlockProperty1 : Pulmonary Valve
disch : Ventricles [2]
reach : Atria [2]
sep : Septum
val : Pulmonary Valve
val : Tricuspid Valve
val : Valves [4]




hr : Heart Rate
Pd : mmHg
Ps : mmHg






hr : Heart Rate
Pd : mmHg
Ps : mmHg















co : Cardiac Output
hr : Heart Rate



























par [block] Heart [ResistanceParametrics]
rc : Resistance
hr : Heart Rate
Pd : mmHg
Ps : mmHg
sv : Stroke Volume
tpr : PRU
Heart.hr : Heart Rate
Heart.Pd : mmHg
Heart.Ps : mmHg












co : Cardiac Output
hr : Heart Rate




co : Cardiac Output
map : mmHg tpr : PRU
hr : Heart Rate
Pd : mmHg
Ps : mmHg
sv : Stroke Volume
tpr : PRU
 
Figure A6 – Parametrics modelling: a) bdd for the constraint block ‘Resistance’ that constraints 
the value properties of the block ‘Heart’ and is defined by composition of other constraint 
blocks, b) par for the block ‘Heart’, c) par for the constraint block ‘Resistance’ 
• The definition of a constraint block is represented on a bdd and its use on a particular context, called 
constraint property, is depicted on a parametric diagram. A constraint can also be represented in the 
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constraints department of a block or with an attached note to the block. The constraint language can be 
formal (e.g., MATLAB or Java) or specified as part of the definition of the constraint. 
• The par shows how the constraint properties are connected and bind to the value properties of the blocks. 
This diagram is a variant of the ibd that restraints the elements of the diagram to be constraint blocks, their 
parameters (bound to other parameters and properties of the blocks where they are used) and the block 
properties that they bind to. 
• A constraint block or block on a bdd that has constraint properties can be represented as the diagram frame 
of a par with the block or constraint block name in the diagram header. If the par represents a constraint 
block then any parameters are shown as small rectangles flush with the inner surface of the frame. The 
constraint properties are shown as round-cornered rectangles with (optionally) the name of the property 
and its type inside the box. The equation can appear inside the round-angle or attached as a comment. The 
parameters of the constraint property are shown flush with the inside surface of the constraint property 
symbol (Figure A6 c)). If the par represents a block the value properties are depicted using rectangles 
displaying their names, types and multiplicities (Figure A6 b)). 
• The binding connectors (solid lines with no arrows) are used in par to connect constraint properties and 
express equality relationships between their two ends. The equation resolution is typically addressed by an 
equation solver provided by separate analysis tools. 
• The analysis context is defined by a block that provides the context for a system or component that will be 
analyzed and the constraint blocks required to perform the analysis (usually known as analysis models). 
The par whose frame represents the analysis context binds the relevant properties of the block and the 
parameters of the analysis models. 
• The trade-off studies are common in the field of Systems Engineering and are used to compare alternatives 
based on given criteria. A property that needs to be evaluated in a trade study is represented by a measure 
of effectiveness (moe) and a specialization of constraint block, defined as objective function (cost or utility 
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USE CASE DIAGRAM (uc) 
• The uc used in the SysML is analogous to the UML and is used to describe the high-level functionality of 
a system in terms of how its users (called actors) use that system to achieve their goals. The uc is used to 
describe the relationships between the system under consideration (the subject), its actors, and use cases 
(the functionalities required by actors described graphically and textually). The detailed scenarios are 
usually described by means of other behavioural representations such as state machines (when the 
interaction between the actors and the subject is asynchronous), activities (when the scenario includes 
considerable control logic, input/output flows, and/or algorithms that transform data) or interactions (when 
a scenario is largely message-based). 
• The uc frame can represents a package, a model or a model library. This diagram is dedicated to model the 
system’s behaviour in terms of functional requirements. 
• The actors may represent humans, organizations, or other external systems and are depicted either as a 
stick figure with the actor’s name underneath the icon (Figure A7) or as a rectangle with the keyword 
«actor». The actors can be classified using the standard SysML generalization association (a line with a 
hollow triangle). 
• The use cases describe the functionalities that a system must provide in order to accomplish the actors’ 
goals. They are represented by ovals with the use case name inside. The system under consideration is 
represented by a block (Figure A7). The actors are related to use cases by standard associations that can 
show multiplicities at their ends (the multiplicity at the actor end describes the number of actors involved 
in each use case and the multiplicity at the use case end describes the number of instances of the use case 
in which the actor(s) can be involved at any one time). A use case can represents several scenarios that 
correspond to the different paths the actors can follow through the use case under different circumstances. 
• The use cases can be related to one another by inclusion, extension, and specialization (Figure A7 b)). The 
inclusion relationship (a dashed line with an open arrow at the included end and with the keyword 
«include») allows the base use case to include the functionality of another use case known as included use 
case. The included use case is intended to describe common functionality that may be included by other 
use cases. The extension relationship (a dashed line with an open arrow at the extended end and with the 
keyword «extend»; this line can have a callout that refers the condition under which the extending use case 
occurs) enables the base use case to be extended. The extending use case is a piece of functionality that is 
not considered as the normal base use case functionality (e.g., an exceptional circumstance such as an error 
handling) and does not contribute directly to its goal. The specialization relationship is defined by the 
generalization relationship. 































Figure A7 – Use case modelling: a) uc for a high-level functionality (use case ‘Monitor the 
heart function’) of the Cardiovascular Surveillance System and the actors that participate in it, 
b) uc for the operational use case ‘Measure the blood pressure’ that includes three other use 
cases, is extended by the use case ‘Handle error message’, and has a specialized use case 
‘Measure the blood pressure manually’ 
• Besides the graphical representation, the use case should be accompanied by a text-based description 
captured by comments or SysML requirements. The textual description typically includes the 
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ACTIVITY DIAGRAM (act) 
• The SysML flow-based behavioural modelling is accomplished through activities. The act is similar to the 
traditional EFFBD (SysML alignment with proven SE techniques), with additional features, and models 
the system behaviour in terms of transformation of inputs into outputs (I/O) through a controlled sequence 
of actions. The activities enhance the EFFBD providing capabilities to establish relationships with the 
structural elements of the system (e.g., blocks) and to model continuous flow behaviours. The activities are 
based on token-flow semantics related to Petri nets. The main constructs of a SysML act are synthesized in 
Figure A8. 
 
Figure A8 – Main constructs of SysML activity diagrams 
• The activities may have multiple inputs and outputs called parameters. These can have types such as value 
types or blocks (e.g., a structural entity flowing through an assembly line), a direction (in or out, or both), 
and multiplicity that indicates how many tokens can be consumed or produced by each execution of the 
activity (the absence indicates multiplicity one). The parameters can be required or optional (with the 
keyword «optional») and are represented, in act, using activity parameter nodes that are rectangles that 
overlap the diagram frame and contain the following description: parameter name: parameter 
type[multiplicity]. The input parameters are usually represented on the left of the activity frame and the 
output parameters at the right (Figure A9). 
• An activity parameter node is related to exactly one of the activity’s parameters and must have the same 
type. In a nonstreaming parameter, the corresponding node may only accept (or provide) tokens when the 
activity first starts (or finishes) executing. In a streaming parameter, the corresponding node can continue 
to accept (or produce) streaming input (or output) tokens throughout the activity execution. 
• The act frame represents always an activity and the content of the diagram defines the actions along with 
the I/O flow and control. The actions are the building blocks of activities and specify how they perform. 
The actions are the atomic level of activity behaviour and they can accept inputs and produce outputs 
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(designated as tokens) on their pins. Flows can be discrete or continuous (the time between tokens is 
approximately zero). 
• The actions have input and output pins (small rectangles acting like buffers) that accept tokens (units of 
flow) that may represent units of matter, information, energy and act as values of inputs, outputs, and 
control that flow from one action to another. The multiplicity at the pins indicates the minimum and 
maximum number of tokens that the action consumes or produces in one execution (if multiplicity is zero 
than the pin is optional). The eventual tokens in queue are, by default, ordered by the FIFO rule. 
• The pins and activity parameters nodes are the most common types of nodes but additional constructs such 
as central buffer nodes (a store for object tokens outside of pins and parameter nodes; represented as an 
object node with the keyword «centralBuffer») and data store nodes (provide copies of stored tokens to be 
accessed by a number of actions during execution; represented as an object node with the keyword 
«datastore») can be defined. 
• The pins and the activity parameter nodes are connected through object flows that enable the passage/route 
of tokens between actions and from/to parameter nodes. The object flows are represented by lines with an 
arrowhead at the destination of the flow. When an object flow connects two pins that have the same 
characteristics, it is usual to replace the pin symbols at the ends of the object flow by a single rectangular 



























Figure A9 – Simplified act for the heart circulation cycle depicting object and control flows, 
initial, activity final, fork, join and decision nodes, an object node (blue), a send signal action 
(yellow), and swimlanes to assign responsibility to the main heart parts (atria and ventricles) 
• The linear connection provided by object flows is not always sufficient to model adequately the system’s 
behaviour. For that purpose, SysML provides additional flow mechanisms, namely: fork node (has one 
input flow and more than one replicated output flow that can be handled independently and concurrently), 
join node (has one output flow and more than one input flow that, by default, are synchronized; a join 
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specification can specify a logical expression for matching token arrival on different flows), decision node 
(has one input flow and more than one output flow but the input token can only traverse one output flow 
whose guard expression is satisfied; the flows can depict associated probabilities), merge node (has one 
output flow and more than one input flow routing each input token received on any input flow to its output 
flow, as soon as it receives them) (Figure A9). 
• Besides the object flows, the control flows provide further control on an action (they transfer control from 
on action to other actions) using control tokens. A control flow can be represented as an object flow or, to 
more clear distinction, by a dashed line with an arrowhead at the destination end. The constructs mentioned 
in the previous bullet can also be used to route control flows. In addition, there are the following constructs 
for control logic: initial node (a control token is placed at each initial node when an activity starts 
executing and it can trigger the execution through an outgoing control flow), activity final node (the 
execution of an activity terminates when a control or object token reaches this node), and flow final node 
(terminates a given sequence of actions without terminating an activity by consuming the object or control 
tokens received at the node) (Figure A9). 
• An action begins or ends when the following requirements are met: the corresponding activity is 
executing; the number of tokens at each required input pin is equal to or greater than its lower multiplicity 
bound; a token is available on each of the action’s incoming control flows; when the action starts its 
execution the tokens at all its input pins are available for consumption; to terminate, the tokens available at 
each required output pin must be equal to or greater than its lower multiplicity bound; when the action 
terminates the tokens at all its output pins are available to other connected actions and a control token is 
placed on each outgoing control flow; the action is terminated when the owning activity terminates. 
• The call (behaviour) actions can invoke other activities that can be further decomposed into other actions 
(activity hierarchy). This hierarchy can be depicted in a bdd through composite associations from the 
parent activity to the other activities with the role names corresponding to the actions used to invoke the 
activities. The call action is represented by a round-cornered box with the string: action name: activity 
name, and has a set of pins that must match, in number and type, the parameters of the invoked activity. A 
rake symbol at the upper/bottom right corner indicates that the activity being invoked is described on 
another diagram (Figure A9). 
• The send signal actions (represented by rectangles with triangles attached on one end, Figure A9) and the 
accept event actions (represented by rectangles with a triangular section missing from one end) allow the 
activity to communicate via signals (in addition to the communication through its parameters). The 
communication is asynchronous that is, the sender does not wait for the signal to be accepted before 
proceeding to other actions. The accept event action can accept time events (represented by an hourglass 
symbol) and change events. 
• When the modeller wants a particular subset of action executions (within an execution of an activity) to be 
terminated but not all, especially interesting for real-time systems, he can uses interruptible regions. This 
region, represented by a dashed round-cornered box, groups a subset of actions that can be interrupted by 
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interrupting edges represented by a lightning bolt symbol or a normal flow line with a small lightning bolt 
annotation. 
• The relationship between the behaviour of a system, expressed with activities, and the structure of a 
system, expressed using blocks, may be established through the utilization of, for example, activity 
partition or swimlane. This mechanism groups activity nodes, and in particular call actions, assigning 
responsibility for execution of those nodes. The swimlanes highlight the potential need for interfaces. The 
partitions are represented by rectangular symbols, aligned horizontally or vertically, encompassing the 
associated activity nodes. The rectangle has a header with the name of the model element (e.g., block, part, 
reference) represented by the partition (Figure A9). Other approach to connect behaviour and structure is to 
specify an activity (as main behaviour or method) in a block. An instance of the owning block executes the 
activity. 
• The functionality of an EFFBD (still largely used by systems engineers) can be represented as a 
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SEQUENCE DIAGRAM (sd) 
• The behaviour of a system can also be expressed as a sequence of message exchanges that reflect the 
interaction between structural elements of a block. This kind of modelling is particularly useful to 
represent service-oriented behaviour, when a part of a system requests services of another part. 
• The sd frame represents an interaction. This interaction corresponds to an ordered series of events between 
the structural elements of a block. 
• The main structural feature of an interaction is the lifeline. This feature represents the lifetime of a member 
of the owning block that can be either a part property or a reference property. A part can be typed as an 
actor that can participate in interactions. The lifeline is graphically represented by a rectangle (the head) 
with a dashed line descending from its base (the tail) (‘nurse’ and ‘pressuremeasurementSystem’ in 
Figure A10). When the interaction executes in an instance of its block, each lifeline represents an instance 
of the part of that block. So, when the part has multiplicity greater than 1, it can be used a selector 
expression (shown in square brackets after the name of the part) to identify one particular instance. 
• The lifeline is related to an ordered sequence of events that represent things that happen to the lifeline 
during the interaction. The instances of events, known as occurrences, are compared to the events expected 
on the lifeline. The events can correspond to: i) the sending and receiving of messages (synchronous or 
asynchronous), ii) to the start and end of behaviour executions, or iii) to the creation and destruction of 
instances. 
• A message typically represents an invocation for a service or the sending of a signal from the sending 
lifeline to the receiving lifeline. The message is graphically depicted as a line (between lifelines) with 
different arrowheads and annotations according to the type of message. The messages are typically used to 
model the passage of information but they can also indicate the passage of material or energy. The actual 
sending of a message implies two occurrences: the send message event (happens to the instance 
corresponding to the sending lifeline) and the receive message event (happens to the instance 
corresponding to the receiving lifeline). Call and send messages may include arguments (e.g., numbers, 
strings) that correspond to the input parameters of the related operation or attributes of the related signal. A 
reply message can include arguments that correspond to output parameters or the return value of the 
invoked operation (e.g., request device: “available” in Figure A10). 
• The messages can be asynchronous (the sender continues to execute after sending the message) or 
synchronous (the sender waits until receives a reply from the receiver before continuing execution). The 
asynchronous messages can correspond to either the sending of a signal or to the invocation (call) of an 
operation (depicted as a line with an open arrowhead; input arguments are shown in parentheses after the 
message name). A synchronous message corresponds to the invocation of an operation (depicted as a line 
with a closed arrowhead; the notation for the arguments is the same). A reply message is shown with an 
arrowhead on a dashed line. Its output arguments are shown in parentheses after the message name and the 
return value (if exists) is depicted after the argument list (Figure A10). 























handle error message ref Handle error message
unwrapp cuff
unwrapp cuff
sd Measure the blood pressure
 
Figure A10 – Simplified sd for the use case ‘Measure the blood pressure’ including an weak 
sequencing of occurrences, two lifelines, activations, a series of synchronous, asynchronous and 
reply messages, an alt operand of a combined fragment for the alternative courses of action 
derived from the displayed message at the measurement device, and an interaction use (frame 
ref) that specifies an interaction describe on other sd (Note: the Artisan Studio provides the 
description steps of the interaction on the left side of the diagram) 
The Artisan Studio tool provides a module, the Object Animator, which enables the animation of object 
interactions in a sequence diagram. This animation is very useful to explain the interactions to the end-users. 
The Figure A 10i shows a snapshot of the animation of the sd depicted in Figure A 10. 
 
 
Figure A10i – Animation snapshot for a sequence diagram 
• Typically, message exchange has both a sending and a receiving event but, it is possible to describe lost 
and found messages. The lost message has no receiving event and is represented by an arrow with the tail 
on a lifeline and the head attached to a small black circle. The found message has no sending event and is 
represented by the reverse notation. 
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• The order of the messages and occurrences in an interaction is designated by weak sequencing. The 
ordering of occurrences (receive occurrences are ordered after send occurrences) within a lifeline must be 
respected (but not across lifelines). 
• The arrival of a message at a lifeline may trigger the execution of a behaviour (or method) in the receiving 
lifeline. The arguments contained in the message are passed to the behaviour that handles it. A message 
can be sent from a lifeline to itself, representing a message that is internal to a part. If the message is 
synchronous it may start an execution nested within the current one. The executions are represented by 
focus of control bars or activations that are bars overlaid on lifelines that begin at the execution’s start 
event and stop at the execution’s end event (Figure A10). When executions are nested the activations are 
stacked from left to right. 
• The creation and destruction of instances (represented by lifelines), during an interaction, can be modelled 
using specialized messages called create messages and destroy messages and the corresponding events 
creation occurrence and destroy occurrence which are, respectively, the first and the last occurrence in a 
lifeline. The create message is graphically represented by a dashed line with an open arrow terminating on 
the header of the lifeline being created (the dashed tail of the new lifeline is drawn as normal). The destroy 
message is depicted as a solid line with a filled arrow and a cross symbol on the end of the lifeline. 
• The time of an interaction progresses vertically down the diagram and the events on a lifetime are also 
ordered. Nevertheless, as is the case of distributed systems, a message may be overtaken by a subsequent 
message sent from the same lifeline and this can be represented by a downwards-slanting arrow between 
two lifelines. The time can also be explicitly represented on sd by using time observations and duration 
observations and time and duration constraints involving the values of those observations. The time 
constraint is shown as an expression in braces attached by a line to the constrained event. A duration 
constraint is represented by a double-headed arrow between the two constrained events with the constraint, 
in braces, floating near it. Observations have a similar representation but instead of the braces they are 
depicted with the name of the observation followed by an equal sign and the corresponding expression. 
• The typical weak sequencing cannot be sufficient to model every interaction. The combined fragments are 
constructs that enable the modelling of more complex patterns of interaction and specify different rules for 
the ordering of messages and their associated occurrences. A combined fragment includes an interaction 
operator (defines the type of ordering logic) and its operands that are all subject to the defined rule. The 
most common operators are par (operands can occur in parallel, each following weak sequencing rules), alt 
(exactly one of its operands will be selected based on the value of its guard) (Figure A10), and loop (the 
trace represented by its operand repeats until its termination constraint is met). Each operand may have a 
guard expression that must be satisfied in order for the operand to be executed. A combined fragment is 
depicted by a frame with a label indicating the type of operator. The frame symbol does not hide the 
lifelines that participate in the combined fragment but obscures the lifelines that do not participate in the 
fragment’s interaction. Alt and par operators have several horizontal partitions that correspond to their 
operands (they are separated by dashed lines) (Figure A10). Other operators have just one partition. The 
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operand can be itself a combined fragment and their frames are merged into one and the label indicates all 
the contents (e.g., loop par). 
•  A frame with the label ref contains used interaction. The interaction use enhances reusability and 
scalability since an interaction can use other interactions described on other sd to describe the internal 
interactions of its lifelines (like a black-box specification) (‘Handle error message’ in Figure A10). 
Interaction frames can have gates on their perimeter to enable message passing. The keyword ref followed 
by the name of the referenced interaction (bellow the name of the lifeline) can also be used to identify 
lifeline decomposition.  
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STATE MACHINE DIAGRAM (stm) 
• The state machines describe behaviour in terms of the response of blocks to internal and external events. 
They support event-based behaviour (generally asynchronous) that represents the lifecycle of a block. The 
behaviour is modelled as a set of states and the transitions between them. 
• The stm frame represents always a state machine. The diagrams are also known by state charts or state 
diagrams. As other SysML constructs, the sate machines can be composed hierarchically enabling complex 
representations. The state machines are typically owned by blocks and execute within the context of an 
instance of that block. The events experienced by the block may cause state transitions. 
• Each state machine includes at least one region being each region defined in terms of states, pseudostates 
(termed vertices), and transitions between those vertices. A single region is represented by the area inside 
the frame of the stm. An active region has exactly one active state within it. The pseudostates help to 
determine the next active state. An initial pseudostate specifies the initial state of a region (depicted as a 
filled circle). A final state represents the completion of the region and no more transitions occur within it 
(depicted as a filled circle surrounded by a larger hollow circle - “bulls-eye”) (Figure A11). 
• A state is a significant condition (usually expressed in terms of an implicit state variable) in the life of a 
block. The state specifies the effect of entering and leaving that condition and what the block does while it 
is in that condition. Each state may have entry and exit behaviours that are performed whenever the state is 
entered or exited, and may have a do activity that executes after the entry behaviour and until it is 
completed or until the state is exited. A state is depicted as a round-cornered box containing its name, and 
the behaviours and do activities are represented by text expressions preceded by the keywords “entry”, 
“exit”, or “do” and a forward slash (e.g., state ‘Inflating’ in Figure A11). 
• A transition describes a valid state change within a state machine and under what circumstance that 
change will happen. A transition has one or more triggers, a guard, and an effect. It is represented by an 
arrow between two states, with the arrow pointing to the target state. The transition’s behaviour is shown 
as a string on the transition with the list of triggers, a guard in square brackets, and the transition effect 
preceded by a forward slash (Figure A11). 
• A trigger is associated to an event and identifies the possible stimulus that causes a transition to occur. The 
events may be of type: i) signal events (a new asynchronous message has arrived; the corresponding text is 
the name of the signal followed by an optional list of attribute assignments in parentheses) (e.g., signal 
‘turn device on’ in Figure A11), ii) time events (either a given time interval has passed since the current 
state was entered or a given instant of time has been reached; the corresponding text is “after” or “at” 
followed by the time in parentheses) (e.g., after 60 seconds the device is turned off, in Figure A11), 
iii) change events (some condition has been satisfied; the corresponding text is the term “when” followed 
by the condition that has to be met in parentheses), and iv) call events (an operation on the owning block 
has been requested; the corresponding text is the name of the operation followed by an optional list of 
attribute assignments in parentheses). A transition may also be triggered by a completion event when the 
current active state has completed. 
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• A guard is a textual expression that describes a constraint that must be true for the transition to occur 
(e.g., the guard [60s] in Figure A11). If the guard evaluates to false the event is consumed with no effect. 
The guards can test the state of the state machine using the operators in (state y) and not in (state y). 
• A transition effect is the behaviour (typically an activity) that is performed during the transition from one 
state to another (e.g., after 60 seconds the effect is to turn the device off, in Figure A11). If the transition is 
triggered, then first the exit behaviour of the current state is executed, then the transition effect is executed, 




do : inflate cuff
Entry/Display "Wait" status
Exit/Display "Wait for measure" status
Measuring Displaying




turn device on/ after[60s]/turn device off
inflate cuff/
inflate stop/ measure stop/
read display/m=confirm measure
[m=="ok"]/turn device off [else]/
inflate cuff/
stm [block] pressuremeasurementSystem[Device states]
 
Figure A11 – Simplified stm for the block ‘pressure measurement system’ including an initial 
pseudostate and a final state, some states with entry and exit behaviours and do activities, 
several triggers with signal events and one with a time event, guards, a choice pseudostate and 
one hierarchical state 
• The junction and choice pseudostates support more complex transition patterns between states. The 
junction pseudostate (depicted as a filled circle) allows more than one alternative transition path between 
states to be specified. The choice pseudostate (depicted as a diamond) also has multiple incoming and 
outgoing transitions but the guards in the on its outgoing transitions are not evaluated until the choice 
pseudostate has been reached (the choice pseudostate in Figure A11 evaluates if the device measurement is 
“ok”; if it is “ok” then the device will be turned off, else an handling state deals with the error). 
• As already mentioned, the state machines can have regions. The states may also be composite with nested 
states (hierarchical states) in one or more regions (state ‘Handling’ in Figure A11) and the transitions can 
cross their boundaries. 
• A state machine may be reused to specify the behaviour of a submachine state (a state symbol showing the 
name of the state along with the name of the referenced state machine, separated by a colon). Interactions 
with the reused state machine occur via transitions to and from the boundary of the submachine state 
through entry-point and exit-point pseudostates. 
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REQUIREMENT DIAGRAM (req) 
• The requirements are text-based descriptions that can be related with a given capability or condition (that 
must be satisfied), with a function that a system should perform, or a performance condition that a system 
should achieve. The requirements typically reflect the needs of multiple stakeholders. These requirements 
can then be related to other requirements or to other model elements. They are cross-cutting constructs 
since they support concerns that cut across the different system views. The «requirement» is a stereotype of 
the UML element class. 
• The SysML provides a bridge between the standard requirements management tools and the system model 
keeping the requirements synchronized with the model. The requirements can be imported from the 
requirements management tool (e.g., Telelogic DOORS®), or text specification (e.g., Word®), or they can 
be created directly in the SysML tool. Systems engineers need to ensure that the requirements are 
consistent and feasible, have been validated by the stakeholders, and have been verified to ensure the 
adequacy of the system design. The use cases have been used to capture system requirements but they are 
particularly adequate to model functional requirements, being ineffective in the modelling of physical, 
availability, and other non-functional requirements. The SysML text-based requirements accommodate a 
considerable range of requirements’ types that are mandatory in the field of SE. 
• The requirements are organized in hierarchies that describe a collection of requirements contained in a 
specification (containment hierarchy) organized in a tree structure. 
• The req frame can represents a package or a requirement. The req is typically used to describe hierarchies 
of requirements (Figure A12) or to illustrate the relationships between a requirement and other model 
elements. Besides the req the requirements construct can be shown on bdd and uc. The relationship 
between requirements and other model elements can be depicted in bdd, ibd, and other diagrams through 
compartment and callout notations. 
• The basic properties of a «requirement» model element are strings and are a unique identifier (id) and a 
descriptive text (text) (Figure A12). Additional properties such as verification status, requirements 
category, criticality, and risk can also be added. The categories of requirements should be adapted for the 
particular application and they can be created defining additional subclasses of the requirement stereotype. 
For example, a functional requirement may be constrained so that it can only be satisfied by an operation 
or behavioural element, a performance requirement can only be satisfied by a value property, a physical 
requirement may only be satisfied by a structural element, etc. 
• The SysML relationships to relate requirements include: «satisfy», «verify», «refine», «trace», «copy», 
«deriveReqt», and «containment». The last three relationships can only relate one requirement to another 
while the first four can also relate requirements to other model elements. 
• The containment relationship (a crosshairs symbol) is used to describe the hierarchical partition of a 
requirement (Figure A12). This partitioning (of complex into simpler) is fundamental to establish 
traceability and show how individual requirements are the basis for further derivation. The containment 
hierarchies can be used to create multiple levels of nested requirements. The requirements containment 
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hierarchy is depicted in a compact way in the browser/explorer view of any modelling tool (top-right 
corner of Figure A12). 
• The derive relationship (depicted with a dashed line with the keyword «deriveReqt» with the arrowhead 
pointing to the source/supplier requirement) is based on an analysis of the source (high-level) requirement 






























The heart rate shall be inferior to 200 beat/min.
HeartRate





The heart rate shall be measured in rest conditions





Figure A12 – Simplified req for the human body cardiovascular requirements depicting the id 
and descriptive text for all the requirements, three containment relationships describing 
hierarchical partitioning, a derive relationship describing a more detailed requirement, and a 
refine relationship that clarifies the ‘Blood Pressure’ requirement through the sd ‘Measure the 
blood pressure’; the top-right corner depicts the requirements containment hierarchy presented 
by the explorer pane of the Artisan Studio tool 
• The satisfy relationship (depicted with a dashed line with the keyword «satisfy» with the arrowhead 
pointing to the requirement to be satisfied) is used to assert that a given model element satisfies a particular 
requirement. The verify relationship (depicted with a dashed line with the keyword «verify» with the 
arrowhead pointing to the requirement that is being verified) is used to prove the assertion (defined by the 
satisfy relationship) is true (or false). This relationship is established between a requirement and a test case 
that can represents any verification method (e.g., inspection, analysis, testing). The result of a test case is 
known as verdict (a value of pass or fail or a specific value). The keyword «testCase» can be applied to 
other behaviour such as sequence, activity or state machine diagrams (Figure A13). 
• The refine relationship (depicted with a dashed line with the keyword «refine» with the arrowhead 
pointing from the element that represents the more precise representation to the element being refined) 
reduces requirements ambiguity by relating them to another model element that clarifies the requirement 
(Figure A12). 
• The trace relationship (depicted with a dashed line with the keyword «trace» with the arrowhead pointing 
to the source document) is useful to relate requirements to source documentation or for establishing a 
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relationship between specifications. The copy relationship (depicted with a dashed line with the keyword 
«copy» with the arrowhead pointing from the copied requirement to the source requirement) supports the 
reuse of requirements. The text property of the copied requirement is a read-only copy of the text property 
of the source requirement (the id is different). 
• The requirements relationships can be depicted through direct notation (when the requirement and the 
other model element it relates are in the same diagram; depicted as a dashed arrow with the name displayed 
as a «keyword» and pointing to the independent or supplier element), compartment notation (the element 
compartment displays the relationship and direction, e.g. satisfiedBy, and the model element name, 
e.g. pressuremeasurementSystem) (Figure A13), or callout notation (a comment symbol is attached to the 
model element displaying the same information on the compartment). It is only used one of these 
notations. 
• The SysML elements rationale (a comment notation with the keyword «rationale») and problem (a 
comment notation with the keyword «problem») can be added throughout the model to capture explanation 
for certain decisions or to emphasize particular problems. The text can make reference to external 
documents or other parts of the model. These elements can be attached to a requirement or to a requirement 
















The pressure measurement System is a block whose instances
correspond to digital devices that should be acquired respecting
the calibration applied norms.
 
Figure A13 – Example of a direct notation depicting a satisfy relationship and a compartment 
notation for the same relationship; the verify relationship is used to prove the calibration is 
satisfied by means of a Calibration Test (represents a sd); the satisfy relationship has a rationale 
that intends to capture the reason for the calibration needs 
• The diagrams are not adequate to display a large number of requirements. Consequently, the majority of 
tools provide support to represent the requirements and their relationships through requirements tables 
and/or traceability matrices (Figure A14). The columns of the tables usually display the id and text of the 
requirement as well as the relationships. The matrices display the model elements in the rows and columns 
and the corresponding relationships in the cells. The matrices help to identify the origins, destinations, and 
links between requirements and the developed system’s models. 
[Package] HumanBodyCardiovascularRequirements [Table1]
Name Id# Txt Rationale Satisfied By
Calibration CREQ_1 The measurement devices shall be rigorously calibrated. «block» pressuremeasurementSystem (Constituents)
Morphology MREQ_1 The human heart shall have adequate morphology.
Weight MREQ_1.1 The heart weight shall be between 200 and 425 g.
NormalHeartRate PREQHR_1
The heart rate shall be measured in rest conditions
and the normal value shall round 72 beats/minute.
Performance PREQ_1 The heart shall perform adequately.
Blood Pressure PREQ_1.1 The normal blood pressure shall be: d<80 and s<120.

















































Figure A14 – Example of a requirements table and a simple traceability matrix (with one cell) 
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OTHER CROSS-CUTTING CONSTRUCTS (ALLOCATIONS) 
• The cross-cutting constructs support concerns that cut across the different views. Beside the requirements 
and parametrics, the allocations are a general mechanism that provides cross-cutting, supporting the 
interconnection of model elements from different model areas. Allocation is a term used by systems 
engineers to describe the organized cross-association (mapping) of elements within the different 
hierarchies or structures of the system’s model. Allocations are typically used in early stages of the design 
process preceding more detailed specifications and implementations. 
• The allocation relationship is used to map one model element to another. It provides an effective way to 
establish cross relationships and ensure that the various parts of the model are properly integrated. It can be 
established between any two model elements: the element X is said to be “allocated to” model element Y 
when the “from” end is at X and the “to” end (arrow) relates to Y. 
• The notation used to represent allocation relationships can be graphical or tabular. The graphical notation 
includes the direct notation (when both model elements are at the same diagram they can be related 
through a dashed arrow with the keyword «allocate» and with the arrow pointing to the ‘allocated to’ end), 
the compartment notation (can be used for model elements that have compartments, such as blocks and 
parts, and identifies the element at the opposite end of the allocation relationship, depicting the keyword 
allocatedTo or allocatedFrom), and the callout notation (represented as an attached note symbol that 
specifies the name and type of the model element at the other end of the allocation relationship; the end is 
identified by the keyword allocatedTo or allocatedFrom). The tabular format is known as allocation table 
or matrix (Figure A15) and allows a compact representation of multiple allocation relationships. 
[Model] Human body [1]
Allocated From Relation Allocated To
«Parameter» oxygenpoor_blood_rv (CardiovascularActivities::act 
BloodCirculationCycle::FillRightVentricle) Allocate «ItemFlow» bl : blood
«Activity» FillRightVentricle (CardiovascularActivities::act 















































Figure A15 – Example of an allocation table and an allocation matrix 
• The allocations can be of different types including the behavioural/functional (e.g., allocating a function 
to a component), the structural (e.g., allocating logical elements to physical devices or software modules 
to hardware components), the requirements, the properties, and the flow ones. 
• The requirements allocation is typically used to map source requirements to other derived requirements, or 
to map requirements to other model elements that satisfy the requirement (SysML does not use explicitly 
the «allocate» relationship but instead uses other requirements relationships described in the previous 
section like, for example, satisfy, refine, or deriveReqt) (Figures A12 and A13). 
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• The properties allocation is used to allocate performance or physical properties to different elements of the 
system. This kind of allocation is usually done by means of parametric constraints from value properties to 
parameters (Figure A6). 
• The flow allocation is used to allocate flows between activity diagrams and internal block diagrams (the 
Figure A 16 depicts a flow allocation from the object flow oxygenpoor_blood_rv to the item flow blood 



























Figure A16 – Region of an act depicting a functional allocation and a flow allocation 
• The behavioural/functional allocation is a mechanism used to separate the models of form (or structure) 
from the models of behaviour so that the design options can be selected by considering different structural 
alternatives that provide the desired emergent behaviour (to optimize designs based on trade studies among 
the different alternatives looking at the relationships between behaviour and structure for each alternative). 
The behaviour allocation, used to allocate elements of behavioural models (activities, actions, states, object 
flows, messages, etc.) to elements of structural models (blocks, parts, properties, connectors, ports, etc.), 
can be represented in different ways: the operations of a block, in a bdd, define the responsibility of that 
block for providing the defined behaviour; the message sent to a lifeline, in the sd, invokes the operation to 
provide the corresponding behaviour; the placement of an action within a swimlane, in act, is a typical 
example of allocation showing that the element associated to the swimlane is responsible for performing 
that action (swimlanes depicted in Figure A 9). The functional allocation is a specific type of behavioural 
allocation that refers to the allocation of activities or actions (also known as functions) to blocks or parts 
(that are the components of the system) (the allocation of the action FillRightVentricle to the block 
Ventricles in Figure A 16). 
• The structural allocation is used to allocate elements between structural models. The logical-physical 
allocation (e.g., a logical block hierarchy is mapped to another physical block hierarchy at a more concrete 
level of abstraction) and the software-hardware allocation (e.g., the software artifacts are deployed to 
hardware platforms or processing nodes) are typical examples of this type. 
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• The allocation of definition is used when the elements of the “from” and the “to” ends of the relationship 
relate elements of definition like blocks, activities, associations, etc. This allocation is reused by every 
usage of the defined elements. The allocation of usage applies when the elements of the “from” and the 
“to” ends of the relationship relate usage elements like parts, actions, connectors, etc. Only the specific 
usage is affected by the allocation. 
• The allocations can be evaluated according to their completeness, consistency, and overall balance. For 
example, in functional allocation, the allocation of a set of activities is complete when each activity has an 
allocation relationship to a block in the model. The consistency can be checked when the action nodes are 
depicted in a valid act, or when the object flows are allocated to appropriate connectors in an ibd. The 
automated model checking provided by the majority of the tools is expected to help in this verification 
avoiding circular, redundant, and inappropriate allocations. The balance is more subjective and involves 
the evaluation of the different levels of abstraction as well as the degree of allocation. For example, if a 
single block has a considerable number of allocated activities the modeller might consider the 
decomposition of that overallocated block that integrates too much functionality. 
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The Object-Process Diagrams (OPDs) constitute the graphical visual formalism from the Object-Process 
Methodology (OPM). Each OPD has a corresponding set of English sentences that are designated by 
Object-Process Language (OPL). The OPL is automatically generated from the OPD and serves two main 
goals: i) to convert the diagrams into a natural language that can be understand by people without 
programming experience and that can be used to express the system design results among the different 
stakeholders, and ii) to provide the infrastructure required for automatic application generation such as 
executable code, database schema, or user interfaces. 
The software environment used to implement the OPD/OPL is the OPCAT® (Object-Process CASE Tool). 
The following pages describe the main features of the OPD/OPL. The description is based on some of the 
major references on the methodology/language: Dori (2002), Dori et al. (2003), Grobshtein et al. (2007), and 
Yaroker et al. (2009). The description is illustrated with original OPM diagrams which reflect the same 
system (human body and associated monitoring devices) used to illustrate the SysML, and were developed in 
the OPCAT tool. The section 2.2.5 also presents some OPDs used to describe the SIMILAR process. 
The Figure B1 summarizes the main modelling elements used in OPM/OPDs and the corresponding 
graphical notation. They will be further explained and exemplified in the following pages. 
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Figure B1 – Main modelling elements and notation used in the OPDs (adapted from 
Reinhartz-Berger et al., 2009) 
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Entities 
• The three main building blocks of the OPD are the objects, the processes, and the states. The Figure B2 
depicts the OPM notation for these basic entities, the corresponding variants that they can encompass, and 
a simple example of an OPD with the corresponding OPL textual counterpart. 
 
Figure B2 – Entities of OPDs: objects, processes, and states 
• The objects are the things that exist in the system and define its structure. Their essence can be 
informatical (represent a piece of informatics and are denoted by a rectangle) or physical (represent matter, 
tangible things and are denoted by shaded rectangles). Their affiliation can be systemic (they are part of the 
system and are represented by a solid line) or environmental (they affect the system but are external to it 
and are represented by a dashed line). The name of the object is typed inside the symbol with the first letter 
capitalized. 
• The processes express the function of the system and transform the objects by generating, consuming, or 
affecting them. The name of the process is typed inside the symbol with the first letter capitalized, and the 
name should end with the suffix “ing” or use the reserved word Process. They are represented by ellipses 
and have the same classifications (and associated notations) as the objects.  
• The states are the positions of the objects for a period of time and reflect the system’s behaviour. They can 
also assume a value. As long as no process affects the object, the object maintains its current state. They 
are represented by rounded-corner rectangles depicted within the object symbol and their names start with 
a lower-case letter. The states can be further classified in initial (represented by a bold line) or final 
(represented by a double line). 
• The OPL sentences, automatically generated from the OPD and expressed in a subset of natural English, 
contain reserved and non-reserved words to describe the content of an OPD. The reserved words are part 
of the sentence structure and, in this case, are typed in non-bold black (various words are coloured with the 
same colour as their graphic counterparts). The dual graphic/text representation is intended to increase the 
human processing capability. 
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Structural Relations 
• The structural links between entities express persistent meaningful associations between objects or 
processes in the system and are depicted by arrows. These arrows, with an open head, have an optional tag 
describing the relationship (Figure B3). The multiplicity at each end of the structural relation denotes how 
many instances of one end can be connected to one instance of the second relation end (default multiplicity 
is 1). The structural link can depict a bidirectional arrow representing equivalent entities. 
 
Figure B3 – Tagged structural link with (default) multiplicity one 
• The structural relations have four special types namely, aggregation-participation, 
generalization-specialization, featuring-characterization, and classification-instantiation. 
• The aggregation-participation is a relation that reflects that one of the things connected (object or process) 
is part of the other one (object or process). This relationship emphasizes the whole-part feature described, 
in the SysML, by the composite association. The link is denoted by a line with a black equilateral triangle 
(Figure B4). 
 
Figure B4 – OPD and OPL for an aggregation-participation structural relation (the heart is the 
whole and the other objects are the parts) 
• The generalization-specialization relation applies the concept of inheritance to both objects and processes. 
The link is depicted with a white triangle. The specialized objects have at least the same structural relations 
and procedural relations as the general object (Figure B5). This relation is similar to the SysML 
generalization association. 
 
Figure B5 – OPD and OPL for a generalization-specialization structural relation (the Valve 
specializes into Aortic, Mitral, Pulmonary, and Tricuspid) 
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• The featuring-characterization relation illustrates the connection between things (objects and processes) 
and their features (objects and/or processes). These features represent attributes and operations. The link is 
depicted with a white triangle with a black triangle inside it (Figure B6). 
• The classification-instantiation relation connects things (classes) to their instances. The link is depicted 
with a white triangle with a black circle inside it (Figure B6). The relation is applicable to objects and to 
processes. 
 
Figure B6 – OPD and OPL for a featuring-characterization structural relation (the Heart 
exhibits two attributes, Weight and Colour, and one operation described by the process Blood 
Pumping) and for a classification-instantiation structural relation (the Red and Grey are 
instances of the class Colour) 
• The things that are the leaves of the hierarchy tree that is, the parts, the specializations, the features and the 
instances, are referred to as refineables since they refine the ancestor that is, the whole, the general, the 
exhibitor, and class, respectively. 
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Procedural Links 
• The procedural links express the dynamic, time-dependent behaviour of the system and connect an object 
with a process showing how the process transforms the object or how the object enables the process. The 
system’s dynamics can be manifested in three major ways: i) a process can transform (generate, consume, 
or change the state) objects, ii) an object can enable a process, and iii) an object or a process can trigger an 
event. Accordingly, the procedural link can be a transformation link, an enabling link, or an event link. 
• The transformation links connect a process with an object that is transformed by occurrence of that 
process. This transformation can be of consumption (represented by consumption links), of generation 
(represented by result links), or of state change (represented by effect links). 
• The consumption link connects a process with an object that is consumed and eliminated as a result of the 
occurrence of that process. It is denoted by a closed arrow from the object to the process (Figure B7). 
• The result link connects a process with an object that is created as a result of an occurrence of that process. 
It is denoted by a closed arrow from the process to the object (Figure B7). 
• The effect link connects a process with an object that was affected by the occurrence of that process. The 
effect is in the object state. It is denoted by bi-directional closed arrows (Figure B7). 
 
Figure B7 – OPD and OPL depicting transformation links 
• The effect link can be detailed with an input-output link pair that connects the process with the states of the 
object (the OPD in the Figure B2). The consumption and result links can also be connected to the object 
states. 
• The enabling links connect a process with an enabler of that process. The enabler is an object that is not 
changed through the process occurrence however is essential to its execution. There are three main types of 
enabling links: agent link, instrument link, and condition link. 
• The agent link connects agents and the processes they enable and is denoted by a black circle headed 
arrow. An agent is an intelligent enabler (human operator) who controls process executions in the wanted 
way (Figure B8). 
• The instrument link connects instruments and the processes they enable and is denoted by a white circle 
headed arrow. An instrument is an enabler that is not an agent (e.g., tools, data, etc.) (Figure B8). 
Appendix B - OPD 
B6 
• The condition link connects processes with object states and is denoted by a circle headed arrow with a “c” 
inside the circle. It represents an if sentence (the process executes if and only if the object is in the given 
state) (Figure B8). 
 
Figure B8 – OPD and OPL depicting enabling links 
• The event links reflect process executions due to internal or external events. They can be of type: time-out 
exception links, invocation links, state entrance event links, and external event links. 
• The time-out exception link connects a timed process or state with a process that should be activated in the 
case that the process/state violates its time constraints. It is represented by a cross headed arrow 
(Figure B9). 
• The invocation link connects an invoking process and an invoked process. It is denoted by a flash arrow 
(Figure B9). 
 
Figure B9 – OPD and OPL depicting time-out and invocation links 
• The state entrance event link connects states and the processes that are triggered when the corresponding 
object enters the specific states. It is denoted by an instrument link with an “e” inside. If the triggered 
process changes the state of the object the link is represented by a consumption link with an “e” along its 
head (Figure B10). 
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Figure B10 – OPD and OPL depicting state entrance event links 
• The external event link connects environmental objects (external to the system) and the processes that are 
triggered when there is a change of value or state in the object. It is denoted by an instrument link with an 
“e” inside. 
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System Diagram (SD) and Scaling Mechanisms 
• The system is usually developed to carry out a given function that is enabled by its architecture 
(combination of objects and processes). Typically, the top-level function of the system is depicted in the 
System Diagram (SD), which acts like a context diagram, along with the most significant objects that 
enable or are transformed by it. 
• The scaling mechanisms are abstraction types that enable the changing of the level of detail in a model. 
The scaling principles allow details of the system to be distributed across various consistent OPDs (the 
OPD set), balancing completeness and clarity. The main scaling mechanisms of OPM are the 
unfolding/folding, the zooming-in/zooming-out, and the state expressing/suppressing.  
• The folding/unfolding mechanism is a scaling mode applied to the hierarchy and allows the 
abstraction/refinement of the structural hierarchy of a thing. The purpose of abstracting is to obtain simpler 
and clearer diagrams while the purpose of refining is to provide additional details about things in the 
system. Unfolding a thing means to reveal a set of lower-level things resulting in a tree whose root is the 
thing being unfolded (Figure B11). This mechanism is typically applied to the object (can be applied to 
processes as well). 
 
Figure B11 – Folding/unfolding mechanism (on the left OPD the object Heart is represented in 
the SD and on the right OPD the unfolded view of the Heart depicts its hierarchical tree) 
• The zooming-in/zooming-out mechanism is a scaling mode applied to the visibility and allows the 
exposing/hiding of the inner details of a thing within its frame. The purpose of hiding is to obtain simpler 
and clearer diagrams while the purpose of exposing is to provide additional details about things in the 
system. Zooming into a thing (in-zooming) decreases the viewing distance and consequently, the 
lower-level things within the thing become visible. Conversely, zooming out a thing (out-zooming) 
increases the viewing distance and the lower-levels things enclosed within it become invisible. These 
things include all the sub-processes and the objects that are internal to the process, along with the 
associated links (Figure B12). This mechanism is typically applied to the process (can be applied to objects 
as well). 
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Figure B12 – In-zooming/out-zooming scaling mechanism (on the left OPD the process 
Monitoring Human Body is zoomed-out and on the right OPD the process is zoomed into its 
sub-processes and attributes) 
• The state expressing/suppressing mechanism is a scaling mode that allows the exposing/hiding of the 
states of an object. The purpose of hiding is to obtain simpler and clearer diagrams while the purpose of 
exposing is to provide additional details about things in the system. This mechanism is applied to objects. 
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OPD Set 
• The OPD set is the collection of consistent diagrams that are part of one model. A new OPD is usually 
started when the ancestor becomes too complicated, loaded or cluttered. In the Figure B12, the OPD from 
the left is the ancestor and corresponds to the top-level (the SD). The new diagram on the right is the result 
of an in-zooming operation (labelled SD1). In the case of the right-side of Figure B12, the OPD tree has 
been updated with this new SD1 OPD thus, the OPD set is made of two object-process diagrams. Each 
OPD, except for the SD, is obtained by refinement (in-zooming or unfolding) of a thing in its ancestor 
OPD (Figure B13). 
• The idea behind the set of OPDs is to allow the balancing between completeness and legibility. The details 
that appear in one OPD need not to be repeated in any of the other OPD that belong to the set. All of the 
OPDs from the set are consistent and they portray the image of the system at different levels of detail. The 
SD is considered to be at detail level zero. The modeller may create many levels as desired (SD1, SD2, … , 
SDn) and each level may contain several OPDs (SD1.1, SD1.2, SD1.3, SD2, … , SDn). The level number 
is equal to the number of separating periods in the OPD label plus one. 
• To understand the dynamics of the system the OPD must be read according to a certain path, or thread of 
execution. The in-zoomed processes are executed in an order that follows a timeline that corresponds to 
the vertical Y-axis (read from the top downwards) so, if a process occurs before another one it should be 
depicted above it. If there is a parallel or mutually exclusive processing the processes should appear at the 
same height in the OPD. 
• The OPCAT also allows the creation of views that gather a set of system elements which specify a certain 
aspect of the system (Figure B13). They can be used to explain the system to different stakeholders. The 
‘unfolding’ (for thing’s structure) and the ‘create view’ mechanisms support the creation of views. 
 
Figure B13 – OPD Hierarchy for the model ‘Human Body’ enclosing two levels (level zero-SD 
and level one-SD1, with two OPDs-SD1 and SD1.1) and a view 
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Requirements 
• The OPM does not have a dedicated “requirement” construct such as SysML but the OPCAT tool provides 
support for requirements management through a tabular format that depicts the requirements hierarchy 
and the associated interconnections with the design elements from the OPDs, illustrating requirements 
satisfaction. 
• The requirements can be created through an Excel data form and imported to the OPM model. The form 
requires an ID, a name and a description for the requirement, and also a code colour. In the OPCAT the 
imported requirements are displayed in a table and they can be connected to the corresponding modelling 
elements that can be depicted with the same colour (Figure B14). 
 
Figure B14 – Requirements tabular format 
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Simulation Engine 
• The simulation mechanism allows the simultaneous observation of the structural and behavioural aspects 
of the system. This mechanism and the Testing Scenario Module constitute the OPCAT Testing 
Environment. The animated simulation allows model debugging and the validation of system’s logic, 
interfaces and performance during the conceptual modelling stage, saving time and implementation efforts. 
The Testing Scenario enables the definition of tests for processes or for the system and to compare them. 
• The simulation is displayed in the OPD pane and in additional widgets (such as the Toggle Breakpoint, the 
Lifespan diagram, and the Debug Info component) that enable the user to control the simulation process, to 
observe the simulation state, and to detect modelling problems. 
• The simulation is displayed according to the following rules that are illustrated in Figure B15: i) a process 
is coloured if it is currently executed, ii) an object is coloured if it has existing instances (the number of 
instances is written in the right bottom corner of the object box), iii) a state is coloured if there is at least 
one instance of the object that is currently in this state, iv) a red bold dot (token) runs on the link if some 
data currently passes through the link (the location of the token along the link is proportional to the ratio of 
the time elapsed from the start of the process to the total process time). The OPCAT presents a main 
toolbar for controlling the simulation flow “DVD-like” (play, pause, forward…) (Figure B15) and a status 
bar to observe the simulation status. 
 
Figure B15 – Simulation snapshot in the OPCAT environment 
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TRANSPORTATION PLANNING 
The transportation planners work on the equilibrium between the demand and the supply and aim to satisfy 
a given demand, given a transport system with a certain operating capacity. The transportation planning 
activity is usually related with the long-ranging horizon, the macro/meso scale, and the demand side of the 
transportation system. 
The transport demand is derived since it is a consequence of the desire of being at some destination, and 
results from the aggregation of individual trips made in the study area for a given period. The demand can be 
characterized with reference to several factors (Cascetta, 2001; Meyer and Miller, 2001; Chatterjee and 
Venigalla, 2004; Ortúzar and Willumsen, 2004) usually known as characteristics of urban travel: 
 the purpose: the traditional approach characterizes the purpose of the trip (“the act of moving from one 
origin to a destination using one or several means or modes of transport, in order to carry out one or 
more activities” (Cascetta, 2001)) by its destination, that is work, shopping, social/recreation, business, 
and school trips. The current formalism adds the “home” purpose since the trips are defined as 
one-way movements and the majority of person trips begins or ends at home (home-based work, 
home-based shop, home-based school, home-based other, and non home-based). A sequence of 
multipurpose chained trips is known as a journey or a trip-chain (for example, 
home-school-work-shop-home journey) and being the typical modern travel pattern, constitutes the 
base of recent research works on the activity-based travel demand modelling area (McNally, 2000a; 
Davidson et al., 2007; Krygsman et al., 2007; Recker et al., 2008). The length of urban trips, the 
related travel times and the vehicle occupancy vary by trip purpose. 
 the spatial distribution : the activities are spread through the urban space (the cause of travel demand) 
and consequently, the trips are spatially distributed. The typical approach divides the study area, 
delimited by a cordon line, into coded zones or traffic analysis zones (TAZs) that represent the 
geographic locations of trip origins and destinations and can be characterized by demographic and 
socio-economic attributes that allow the estimation of the number of trips likely to be produced and 
attracted to that zone. The TAZ contains a single point which concentrates all the attributes of the 
respective zone, the centroid. The region outside the boundary of the study area has also zones but 
bigger and less detailed. The demand flows are then arranged in origin-destination matrices 
(O-D matrices) or trip tables. The generic entry dod gives the number of trips from origin zone o to 
destination zone d (O-D flow), for the reference period. The physical network is “attached” to the 
zones via centroids connectors. The Figure C1 displays the TAZs and their centroids for a study area, 
as well as the corresponding representation in the O-D matrix. 




Figure C1 – TAZs and centroids for the study area and their representation in the 
origin-destination matrix (adapted from Cascetta, 2001) 
 the temporal variation: at different times of the day, at different days on the week, and so on, it is clear 
the evolution over time of the number of trips undertake in an urban area that is, the urban travel 
patterns. This temporal variability, intimately related with the nature of urban activities, is crucial to 
understand the system but has traditionally been overlooked (Cascetta, 2001). The typical distribution 
of trips during a normal weekday exhibits, for the vast majority of world cities, a double-peaking 
profile with two peak periods, from 7.00 to 10.00 A.M. and from 5.00 to 8.00 P.M., approximately. 
These periods of intense movements result in congested roads and transit services. There are several 
techniques to smooth the peaks and average the load on the system like, for example, variable 
work-hour programs, ride-sharing programs, encouraging employees to telecommunicate, good 
planning of the frequencies of transit schedules. Nevertheless, the urban rush hours remain 
problematic, and the time-variability in demand still constitutes a fascinating problem in transport 
planning (Ortúzar and Willumsen, 2004). The application context dictates the assumptions on the 
relevant temporal dimensions, which include: the definition of the analysis period (the period of time 
relevant to study the system, including past and future horizons) and the approach to model long-term 
trends of exogenous variables like, for example, income, vehicle ownership, and socio-demographic 
characteristics; the determination of simulation intervals appropriated to represent the cyclical 
variations of transport demand and supply, like, for example, the variations of the daily demand 
throughout the different days of the week; the variability of relevant parameters within each simulation 
period (intra-period stationary approach or intra-period dynamics approach); inference of significant 
information on the system based on the combination of the results from the simulation intervals 
(Cascetta, 2001). 
 the selection of the mode(s): the proportion of urban trips made by different modes (for example, 
automobile, bus, tram, bicycle, walking, various intermodal combinations) may vary from city to city, 
however, the private car is undoubtedly the leading world urban travel mode. Besides the transport 
advantages of car ownership, like the journey flexibility and privacy, the social and economical 
pressures have made the car a symbol of wealth and success, augmenting this modal choice. The 
modal distribution of urban trips is usually determined by the costs of choosing certain mode(s) for a 
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given trip. One of the most important factors that influence the individual’s choice of the travel mode 
is the trip time. Several public policies have been trying to shift the urban modal patterns, making 
transit services and walking and cycling more attractive modes. Other measures like parking 
restrictions and increase parking fares aim to reduce the attractiveness of the car but, it is still the 
dominant urban commuting mode. The individual choices, when multiplied by hundreds or thousands 
of travellers, generate complex travel urban patterns with profound implications on the density of the 
traffic on the network, and consequently on the convenience and quality of the journey and of the 
surrounding environment (Tolley and Turton, 1998). 
These characteristics of the travel demand present a similar behaviour in most urban areas and their 
comprehensive understanding is crucial to develop feasible models and to support decision-making activities. 
The travel demand analysis and modelling, usually known as transportation planning, is out of the scope of 
this thesis. However, this appendix would be incomplete without a reference to probably the most widely 
known approach to the analysis of transport demand, the so called Urban Transportation Planning System 
(UTPS) or Four-Step Model (FSM). This aggregate sequential approach, as universal as its criticisms, 
constitutes the basic framework for travel forecasting and long-range transport planning and remains, since 
the 1950s, the touchstone modelling tool for the majority of large urban areas around the world (smaller cities 
usually apply simplified models like sketch planning methods, estimation from traffic counts or corridor 
models). Based on a zoning/network system, on land-use activity system analysis and on socio-demographic 
traveller characteristics, the four stages of the model include trip generation (how many trips will be made 
from and to individual analysis zones, that is the productions and the attractions), trip distribution (where 
trips will be destined; links origins and destinations from the generation model), modal split (by what mode 
will the travel be carried out; usually includes motor vehicles and mass transit) and trip assignment (what 
route will be taken for each mode). The time-of-day models, which incorporate a percentage (time-of-day 
factor) to a 24-hour trip table to produce trip tables for different daytime periods, can be applied after trip 
distribution, modal split or traffic assignment. Manheim (1979), McNally (2000b), Ortúzar and 
Willumsen (2004), and Boyce (2007) are excellent references on the theme. The Figure C2 depicts the 
general structure of the FSM (in white), its main inputs (in light yellow), outputs (in light orange), and 
common techniques utilized in each step (in blue). 




Figure C2 – Basic structure and components of the Four-Step Model (4-stage graphs from 
Meyer and Miller, 2001) 
Being significantly enhanced and modified through the years, the classic FSM is criticised for its trip-based 
view and related trip-based O-D matrices, the inflexible and aggregated approach, the insensitivity to spatial 
interdependence of trips (trip-chaining), temporal shifts and time-of-day choices, the rarely inclusion of walk 
and cycle modes, and the lack of consistent and convergent feedback to prior stages. Lay (2005), quotes some 
damning writings from the 1980s which illustrate these criticisms: “Twenty years’ experience when using 
transportation models to predict future travel demands has convinced me of the inadequacy of existing 
models and the need to treat their results with caution”, from John Wootton and “an assumption of zero 
change from the base year would not have produced larger forecast errors…” from Mackinder and Evans. 
Nevertheless, the approach, with its logical and intuitive appeal and with decades of utilization and 
cost-effective commercial tools, is firmly institutionalized. The current tools used for travel demand 
modelling like, for example, EMME/2, TransCAD, Saturn, CUBE, VISSUM, AIMSUN Planner, incorporate 
Geographical Information Systems compatibilities and some of them offer integrated environments for 
macro, meso and micro modelling. 
The second-generation of models for travel forecasting rely on activity-based methods (Ben-Akiva and 
Bowman, 1998; Bowman and Ben-Akiva, 2001) and disaggregate approaches like discrete-choice models, 
considering the individual activity behaviour. This new framework, still looking for cohesive theory and 
institutional systems, is more responsive to management and control policies of the existing infrastructure 
and services instead of expansion policies which characterized the era before. The growing utilization of GIS 
and the remarkable advances in real-time surveillance via GPS and cellular technologies, as well as the 
notable developments in communications will greatly influence the development of disaggregated 
approaches and activity-based models favouring large datasets collection, storage, processing and analysis. 
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TRAFFIC MANAGEMENT & CONTROL 
The traffic assignment phase loads the demand, as trips from origins to destinations, onto the transportation 
network, hence managing the interface between the demand and the supply side. The transport supply 
includes a set of facilities, services, regulations and prices which create travel opportunities (Cascetta, 2001). 
The management and control of this supply side of the urban transportation system is a task for traffic 
engineers. 
“Traffic engineering, or, in more modern terms, traffic control and management, concerns itself with the 
provision of efficient mobility of people and goods while preserving safety and minimizing all harmful 
impacts on the environment” (Abdulhai and Kattan, 2004). Typically, the engineering skills include the 
design, construction, operations, maintenance, and optimization of transport systems but, in practice, the 
focus is on the system’s operation. The function “operations” intends to manage efficiently the existing road 
network with appropriate instruments for monitoring, intervention and control. Traditionally, the function is 
undertaken by several departments in the municipal building like, the traffic department, the construction and 
maintenance department, or the urban services department. More advanced solutions centralize this function 
at a “brain headquarter”, the Traffic Management Center (TMC), where the information about the network’s 
condition is monitored (online or offline), decisions are made and actions are taken and controlled. 
The role of the traffic engineer has been changed clearly through the years, in result to the society’s 
expectations and concerns about the traffic and its related impacts in the environment. The coexistence of 
different modes in the urban context, especially “green modes” as walking and cycling, and the need to fit 
more traffic onto a finite road system had increased the complexity of the traffic engineer work 
(Slinn et al., 2005). This “operational” work includes two interrelated areas, the network management and the 
network control, which are particularly relevant in the contemporary urban context since the infrastructure 
expansion is severely limited. Before to describe the two main operational areas, it is important to briefly 
overview some traffic engineering fundamental elements and concepts: 
Road network functional classification and main design parameters 
The roads are the principal infrastructure of the urban road network. Each country has its own jurisdictional 
classification and legislation of the road network but the functional hierarchy of roads regarding their 
function and capacity is somehow universal. The classification of the urban roads provided by the American 
Association for State Highway and Transportation Officials (AASHTO) (Abdulhai and Kattan, 2004) is 
particularly clear and simple, relating the hierarchy with the concepts of mobility and accessibility 
(Figure C3). 




Figure C3 – Functional classification of the urban roads by the AASHTO 
The major arterials are usually known as freeways or motorways (in U.K.) and include the toll roads, 
designed for longer distances with uninterrupted high speed travel and with tightly restricted access for traffic 
entering and departure. The minor arterials are typically expressways or dual carriageways (in U.K.), that are 
also expected to carry large volumes of traffic but they are not too long or they have intersections, with traffic 
lights, to control the traffic. The collector or distributor roads serve as a transition between the arterials and 
the local streets collecting and distributing traffic up or down. The local streets provide access to residential 
neighbourhoods or businesses, enforcing low speeds and offering frequent points of access/egress. The urban 
road network can also contain major structures like bridges and tunnels which share the same properties and 
general rules but, are at a different geographical plane. Besides the classification regarding the function 
(mobility versus accessibility), the roads are designed for a particular group of users, a representative 
composition or vehicle mix, a typical traffic volume and a definite design speed. 
The group of users, in our particular case, refers to urban vehicles. Other groups include pedestrians and 
bicyclists. In the urban area, the road network shares its ways with different types of vehicles like private 
cars, trucks, commercial vehicles, buses, taxis, and motorcycles. This composition is usually known as 
vehicle mix. The road must be designed in order to safely accommodate a typical composition of different 
vehicles, with diverse heights, widths, weights, and operating capabilities (for example, the local streets are 
not able to carry trucks). The road network coexists with other dedicated networks like the tram, pedonnal, or 
cycling ones. The traffic volume is the amount of traffic that a particular roadway facility is expected to 
hold. Since this volume typically increases over time, it is usual to forecast the demand and use the future 
average daily traffic (ADT) and the future design hourly volume (DHV) as measures for design 
(Wolshon, 2004). These measures will be presented in the topic ‘traffic flow and traffic stream parameters’. 
The design speed is “the maximum safe speed that can be maintained over a specified section of highway 
when conditions are so favourable that the design features of the highway govern” (AASHTO, 2004) and is 
based on several factors like the road function, the terrain topography, the drivers’ expectations, the adjacent 
land use, and has a strong impact on safety and comfort conditions as well as on the road efficiency. 
Typically, the roads are designed for speeds between 25 and 120 km/h, being the approximate values for the 
urban environment, and depending on the terrain conditions (flat, rolling or mountainous), as following: from 
80 to 115 km/h for freeways, from 50 to 90 km/h for arterials, and between 30 and 65 km/h for collectors and 
local streets (ITE, 1999). The posted speed limit that is, the regulatory speed limit institutionalized by the 
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national road code and enforceable by law, is normally 8 to 16 km/h under the design speed, or the actual or 
estimated 85th percentile running speed (the speed up to which 85% of vehicles travel in a road already 
operating, or may be expected to travel, in free flow conditions) (IHT, 1987). 
The sight distance, or the length of the road visible to a driver in the horizontal and the vertical planes, is 
another key design feature in the safe and efficient operation of a highway (O’Flaherty, 1997). The stopping 
sight distance and the passing sight distance are the most importance safety sight distance measures, being 
the first the minimum distance required to stop a vehicle when faced with an unexpected obstruction in the 
road (involves a perception-reaction distance part and a decelerating or braking distance part), and the second 
is the minimum distance required for safe passing on a two-lane highway (includes an initial manoeuvre 
distance, a distance in which the passing vehicle occupies the lane of oncoming traffic, a distance covered by 
a vehicle heading toward the passing vehicle in the opposing lane, and a safety separation distance between 
the passing and opposing vehicles). 
According to the AASHTO Green Book (2004), a world reference on highway design theory and application, 
the design of the highway is guided by three fundamental sets of relationships that represent three views: the 
plan (horizontal alignments), the profile (vertical alignment) and the cross-section. 
The horizontal alignments are a series of circular curves and straight lines (tangents) that meet one another 
at points of intersection. The horizontal curves aim to provide high-speed changes of travel direction between 
the various tangents and a sufficient sight distance on straight and curved sections of the road. The main 
parameters to design horizontal curves are the minimum radius which allows a driver to maintain a lane 
position throughout the curve and the lateral sight distance within a curve. Some researches confirm that the 
number of accidents tends to increase when the radii of horizontal curves decreases and this increase is 
particularly significant for radii with less than 200m (Hauer, 2005). The curve superelevation allows the use 
of smaller radii and improves riding comfort and safety but, at the urban context, due to frontage 
development and road intersections it is more usual to employ a camber or crowned cross-slope for drainage 
functions (Slinn et al., 2005). The main costs of a horizontal alignment are related to land acquisition, 
environmental constraints and cost of construction (Wolshon, 2004). 
The vertical alignment represents the road profile as a series of straight lines (tangents) connected by sag or 
crest vertical curves. The use of steep tangent gradients in mountainous terrains usually results in less 
construction and environmental costs but, the safety is reduced, the fuel costs increase and the efficiency of 
the road is considerably affected by the slowly circulation of heavy vehicles. The value of maximum gradient 
varies from country to country and with the road function but the values of 5% for motorways and 7 to 12% 
for roads with moderate to low speeds in substantially rolling terrains can be taken as common references 
(Wolshon, 2004). The minimum value, required to maintain the road surface drainage, rounds 0.5%. 
Generally, in the urban areas, there are no steep gradients (there are always exceptions like the case of San 
Francisco city) and the roads are flat (0% slope). In this case, the pavement surface and the cross-slope must 
be adequate to surface run-off. The vertical curves used to change the vehicle direction through uphill and 
downhill gradients can be crest (positive difference of gradients) or sag (negative difference). The design of 
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these curves can follow several criteria like provide vertical clearance, coordinate vertical and horizontal 
alignments, and limiting the amount of vertical forces on the driver but, the critical design issue is the sight 
distance. The Figure C4 depicts some illustrations for a better understanding of the concepts of horizontal 
and vertical alignments. 
 
Figure C4 – Illustrations related with horizontal and vertical alignments 
The cross-section is the third dimension of the road and includes several basic and ancillary elements which 
form its width. The basic elements include: i) the travelled way: the portion of the road provided for the 
normal movement of vehicles which includes a given number of lanes with a predefined width (the width 
varies with the road function, the design speed, the traffic volume, and the vehicle dimensions, being the 
value of 3.6 m universally accepted as the required minimum (AASHTO, 2004)); in urban areas it is usual to 
find single 2-lane (one lane for each way) or dual 2-lane roads (a road with 4 lanes with 2 lanes for each 
way); ii) the shoulders: the portions of the highway at the edges of the travelled way used especially to assist 
drivers in emergency situations, to facilitate maintenance routines, to serve as a clear area with no 
obstructions, to achieve horizontal sight distances, and to provide structural support to the pavement; the 
typical materials used in shoulder surface include concrete, asphalt, gravel or grass; the shoulders are also 
critical in travel lanes drainage by carrying water into roadside drainage systems; iii) the median area: a 
central reservation strip used to separate opposing traffic streams on multilane highways as well as to provide 
recovery areas, minimize headlight glare, provide space for U turning vehicles, allow width for future lanes 
or to improve the facility aesthetics; in urban areas the width varies between 1.5 m and 9 m and they are 
raised with contrasting bituminous, concrete surfaces or grass surface. 
The ancillary elements comprise roadside features like: i) curbs: concrete, asphalt or stone barrier/mountable 
elements used for drainage control (typically with drainage channels and gutters), adjacent areas protection, 
roadway edge or pedestrian walkways delineation, and aesthetics; ii) embankments and side-slopes: the earth 
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embankments or cuts had a maximum slope at which they can safely stand; the embankment slope is 
recoverable if drivers can recover control of an uncontrolled vehicle and is unrecoverable if there is a high 
probability of rollover and severe accidents, being mandatory the use of protective design measures; 
iii) barriers: the main function of the traffic barriers is to “minimize the severity of potential accidents 
involving vehicles leaving the travelled way where the consequences of errant vehicles striking a barrier are 
less than leaving the roadway” (AASHTO, 2004); the main groups of safety barriers include the edge barriers 
which typically form a longitudinal road edge protective system along the street (like, for example, steel 
guardrails, wire ropes, mesh fencings), crash barriers which are within central reservation areas and aim to 
prevent vehicles to cross into the opposing traffic side (like, for example, contoured concrete barriers), and 
noise barriers which intend to insulate sensitive areas from road traffic noise (like, for example, dense timber 
fences, concrete walls, or planted earth mounds); the barrier type and design decisions are based on safety, 
cost, and aesthetics; iv) sidewalks, pedestrian and bicycle paths: efficient roadside footways, with at least 2 m 
wide to accommodate wheelchairs, should safely separate pedestrians from vehicular traffic; the sidewalks 
can hold street fixtures like signs or furniture but it is imperative to maintain unobstructed pathways; the 
sidewalks with planted strips can contribute to pleasant urban environments and to increase pedestrians’ 
protection; the facilities for bicycles can be shared lanes with motor vehicles, dedicated bicycle lanes on the 
roadway clearly referenced by pavement markings, a shoulder paved lane, or a multiuse path separated from 
the travelled way and used by bicyclists or pedestrians; in the contemporary context is crucial to design 
safety and pleasant urban facilities for pedestrians and bicyclists given the increasing encouragement of 
“green modes” of movement; v) utilities and street furniture: the roadside is also normally used to install 
several traffic and public utilities like traffic signs, traffic signals, lighting columns, video cameras, sensors, 
bus stops, water pumps/fire hydrants, and street furniture like benches, post and phone boxes, flower vases, 
trees, waste receptacles, and public toilets. The Figure C5 shows the main elements of a road cross-section. 






































































Figure C5 – Cross-section main elements (some examples) 
Appendix C – Transportation Planning and Traffic Management & Control 
C11 
Road network key components 
The urban roads had a durable surface material on which the vehicles travel, known as pavement. It is 
probable the infrastructure element more prone to deterioration, due to fatigue, ageing or abrasion, hence 
more frequently maintained. The most common paving materials are asphalt and concrete. The main 
characteristics of a good pavement are riding comfort, structural integrity, and safe skid resistance. Li (2004) 
explains in depth the major procedures used to evaluate pavement structural capacity, roughness, surface 
friction/skid resistance, and distress conditions. There are several design methods to determine the “best” 
composition and thickness of pavement being references the Shell Pavement design method proposed by the 
AASHTO (1993) and the more recent Mechanistic Empirical Pavement Design Guide, sponsored by the 
National Cooperative Highway Research Program (NCHRP), and also adopted by the AASHTO (2008). The 
process of selection of the pavement to use should take into account several factors like engineering aspects 
(like roadway geometrics, foundation, peripheral features), traffic aspects (like type of vehicles and 
volumes), environmental aspects (like typical weather conditions), construction aspects (like availability of 
materials), economic aspects (like life cycle cost analysis) and other aspects like adjacent pavements, 
municipal preferences, and road noise. The interaction between the surface types and the tires, and the 
corresponding effect of noise or sound intensity and spectrum is being a subject of considerable research 
(Watts et al., 1999; Golebiewski et al., 2003; Cho and Mun, 2008) with the reinforcement of the ability of 
porous surfaces to absorb sound energy and consequently to reduce the noise. 
The intersections are the junctions of the links and occur when two or more highway alignments cross. The 
majority of road intersections are at-grade. They can be classified as priority junctions (the rules of priority 
dictate the movements; they can be simple as T junctions with give-way markings or they can be very 
complex with turning movements separated by ghost islands and with auxiliary priority markings and signs), 
roundabouts (a special type of priority junction where the vehicles circulate around a central island; this 
solution is very usual nowadays given its low cost and high productivity; they can be very small – mini 
roundabouts – or very large, up to 200 metres), traffic signals (an intersection controlled by traffic signals; it 
is more expensive than roundabouts but it requires less space and the great advances in detection and control 
make them a very useful instrument to improve the network capacity), and grade separation (a 
vertically-separated junction justified by very high flows; it can be combined with at-grade junctions) 
(Slinn et al., 2005). A lower-level classification uses the number of arms that come together at an 
intersection: 3-way intersection, 4-way intersection, and so on. The design and control issues are very 
important since intersections have much more conflict points than road segments and consequently, much 
more delay and much higher collision rates (Hummer, 2004). The Figure C6 displays the 32 potential 
conflicting points (8 diverging, 8 merging and 16 crossing the intersection) at a typical four way intersection. 




Figure C6 – Potential conflicting points at a 4-way intersection (source: FHWA, 2004) 
The design of intersections follows several rules regarding, for example, the minimum space between 
intersections to avoid spill-back (a queue from one intersection blocks another intersection), the angle 
between arms, the provision of turn bays and islands to separate traffic streams (channelization), and the 
facilities to accommodate bikers and pedestrians. The intersections at freeways are used to control the access 
to and from those facilities and are known as interchanges. They can be service interchanges (between two 
freeways and other controlled access highways) or system interchanges (between a freeway and other non 
controlled access highways like arterials and collectors), and the “loop and ramp” configurations are 
frequently used to maintain fluid traffic. The intersections and interchanges description and design rules is 
very well documented in world reference manuals like the Highway Capacity Manual (TRB, 2000) and the 
AASHTO Green Book (AASHTO, 2004). 
The traffic control devices include, according to the FHWA (2003), “all signs, signals, markings, and other 
devices used to regulate, warn, or guide traffic, placed on, over, or adjacent to a street, highway, pedestrian 
facility, or bikeway by authority of a public agency having jurisdiction” and their main objective is to ensure 
a safety and efficient movement of vehicles through the road. The traditional devices are grouped into three 
main sets: traffic signs, traffic signals and road markings. 
The conventional traffic signs, or upright signs, are road elements usually placed at the roadside to express 
clear and unequivocal messages to road users. The signs’ design, colour, size and placing follow appropriate 
codes and regulations being a major preoccupation to not divert drivers. Garvey and Kuhn (2004) present an 
interesting text about sign detectability and sign legibility. The major categories of traffic signs are: warning 
signs (alert the drivers to dangers ahead like junctions, gradient, pedestrian crossing, usually resulting in 
speed reductions; the majority is a triangle sign with a black symbol on a white background, within a red 
border: , , ), regulatory signs (transmit mandatory instructions, generally via circular signs with 
white symbols on a blue background, such as, turning right or use vehicle lights, , , - two remarkable 
exceptions are the Stop sign  and the Give Away sign  - or prohibitory instructions which must be 
obeyed, through circular signs with red or white centre and black symbols, like prohibited vehicle types , 
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or speed restriction ), and indicative signs (give information to assist drivers in getting specific 
destinations or important places of interest like hospitals or airports; they can be classified in directional 
, informative , , or confirmatory ). There are also other minor groups which include 
tourism/cultural information (like, for example, , or ) and temporary traffic diversions (besides upright 
signs like, for example, , this group also comprises flashing beacons, cones, indicator lamps , and 
robots with red flags, ). In the chapter dedicated to the Intelligent Transportation Systems will be 
introduced some relatively new ways of traffic signing like Variable Message Signs (VMS). There are 
several traffic signs familiar to all the nations and there has been an effort for standardization but, in our 
contemporary global world, there is still a need to adopt an unambiguous and worldwide uniform road 
signing code. 
The traffic signals are very common power-operated devices at urban intersections being an efficient method 
to allocate separate time periods to conflicting traffic, pedestrian or bicycle streams and to ensure a safety 
utilization of the road. Mainly due to their cost and their significant negative impact when misused, their 
implementation is a considerable trade-off problem. They are specially recommended for highways with high 
volumes of traffic, high volumes of pedestrian movements and critical places like schools, hospitals, or with 
high probability of accidents (FHWA, 2003). The main advantages of their utilization include an increase of 
capacity and safety, a reduction in crashes’ severity, a clear assignment of right-of-way, more flexibility in 
the coordination of different road users and different traffic conditions, and the requirement of relatively less 
space of placement when compared with other control methods like roundabouts. Their ineffective design 
and inappropriate operation can result, for example, in increasing delays in off-peak periods, traffic 
difficulties during peak periods, and a higher risk of front to rear collisions under braking. The regular traffic 
devices are typically classified as fixed-time signals or traffic-actuated signals. Some intelligent modern 
solutions like signals with adaptive control will be introduced at the ITS section. 
The road markings are elements used to guide road users into definite positions and to emphasize traffic 
regulations such as pedestrian crossings, directional ways or stopping, loading and speed restrictions. They 
are painted, typically in white, over the road pavement but they can be thermoplastic, preformed sheets 
applied with a special adhesive or raised pavement marking. The road markings can be classified as 
longitudinal, transverse and other markings. The longitudinal delineation is typically employed to 
characterize the nature of the road, to provide path guidance and to act as tracking reference (directional 
alignment). The basic longitudinal white markings are the centre lines (divide the roads with opposing 
directions with broken single lines , solid continuous lines or two parallel lines), the lane lines (organize 
the traffic into channels and are usually broken lines) and the edge lines (keep the drivers away from the edge 
of the road acting as reference lines, broken or continuous). The transverse markings are perpendicular to the 
road direction and are normally used for stop lines and crosswalks ( ). The other markings include text and 
symbols to give directional information like, for example, arrows ( ), or to inform the driver about some 
area restrictions like, for example, speed numerals. 
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The parking facilities provide space where people can leave their vehicles both on the highway and 
off-street, both in surface and dedicated structures. The on-street parking is provided for general utilization or 
for particular groups of users like taxis, disabled people, local residents, and local businesses. The provision 
can be made at any time or in part-time and can be free or be charged for (the most typical case in the urban 
modern context to discourage the car use). The off-street parking facilities are made of rectangular parking 
spaces with flexible dimensions (everyday more reduced) which can be at 90º or echelon, depending on the 
terrain configuration and space availability. It is now frequent to see at the urban space, where the land is 
“pricey”, mechanical parking systems which stack the cars through a palletized system. The parking control 
systems define the periods that vehicles can park, the parking length of time, the type of vehicles which can 
park and the charge for parking. At the on-street parking, the most used methods are the Pay and display 
parking meter and the Electronic parking meter. At the off-street parking it is common to have Pay and 
display machines, manual or automatic barriers to pay on entry or on exit, and Pay on foot systems via coins 
or tickets. Today, the urban parking management is a very important source of funding. More than a public 
service, the revenues from parking make it an interesting business for municipalities. Williams and 
Ross (2004) propose an interesting comprehensive parking management system and state that, for example, 
for a city like New York, parking revenues are about hundreds of millions of dollars a year. The parking 
standards are regulated by each country but the general design issues are very well discussed in IHT (1987), 
O’Flaherty (1997) and Slinn et al. (2005), pointing out aspects like the location, the layout, the park space 
dimensions, the critical design-car dimensions, the spaces for vehicles of disable people, the traffic 
circulation patterns, the entrances and exits, the pedestrian walkways, the lighting, and the road markings. 
The major objective of road lighting is to improve safety, especially at night or with bad weather conditions, 
providing good visibility for vehicle drivers, bikers, and pedestrians. An area with good illumination provides 
a “better understanding” of the environment and an easier observation of traffic and road regulations like 
signs and road markings, thus it can avoid some road accidents. There are critical areas where lighting is 
imperative like, for example, intersections, tunnels, and crosswalks. There are several before-after studies, 
mentioned in Monsere and Fisher (2008), reporting the diminishing frequency and severity of crashes with 
the addition of illumination. O’Flaherty (1997) presents some lighting terminology and explains the basic 
concepts underlying road lighting like discernment and glare, and then discusses the design issues of a road 
lighting installation that is, the location/arrangement and mounting height of luminaries, the type of lamps, 
the bracket projection and setback of lighting columns. In the urban scene there are several restrictions on the 
sitting of lighting columns due to underground or bridge obstructions, properties occupation, buildings, and 
monuments scenic views. The topic of intelligent lighting is at the agenda, involving subjects like adaptive 
illumination and infrared night vision systems. 
Traffic flow and traffic stream parameters 
In general terms, the traffic flow or volume is the amount of vehicles which traverse a given point on the 
road, for a given time period. The flow can be classified as interrupted, being periodically stopped by traffic 
control devices like signs or signals, or uninterrupted, being regulated by interactions between vehicles and 
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by interactions between vehicles and the road design and environment. The majority of urban flows are, as 
expected, interrupted flows with a repeating “stop-start” profile which takes the traffic flow to occur in 
platoons (Abdulhai and Kattan, 2004). 
The measures or parameters used to describe the traffic stream can be organized into macroscopic and 
microscopic measures. The first group characterizes the traffic as a whole and the second group as the 
behaviour of individual vehicles amongst others. The Figure C7 displays the main measures of those groups 
with some related additional information. The definitions and related data are a compilation of TRB (2000), 





























Figure C7 – Traffic stream macroscopic and microscopic measures 
The relationship between flow, speed and density is perhaps one of the most fundamental formulas of traffic 
engineering. The density (generated by the trips) is the most significant parameter since it produces flow rates 
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and speeds, and gives an indication of the quality of flow on the network being the measure of proximity of 
vehicles and the basis to evaluate the Level of Service (LoS) on facilities. 
Capacity and Level of Service (LoS) 
The capacity of a road facility provides an estimation for the maximum number of vehicles that can be safely 
accommodated by a given facility within a given time period (Abdulhai and Kattan, 2004). When the demand 
exceeds the capacity of the facility the network becomes congested with queues forming upstream of the 
bottleneck. 
The capacity is affected by several physical and environmental aspects of the traffic system that can be 
classified, according to Elefteriadou (2004), in three major groups: i) vehicle characteristics (the performance 
and the size of the vehicles in the traffic stream can induce variability in the capacity of the facility; the 
braking and decelerating capabilities and the width, length and height of the vehicles are examples of those 
characteristics), ii) driver characteristics (the perception and reaction times, the selection of desired speeds, 
the familiarity with the facility are individual aspects that can affect the highway capacity) and iii) roadway 
design and environment (the horizontal alignment, the vertical alignment, the cross-section, the traffic control 
devices, the weather conditions, the construction & maintenance activities, and the traffic accidents are 
classic examples included in this category). 
The facilities are not planned to work under full capacity and the capacity analysis studies typically include 
adjustments to reflect the absence of ideal operating conditions such as, good weather, good pavement, no 
incidents. The High Capacity Manual includes a comprehensive section to estimate capacity for uninterrupted 
flow facilities and for interrupted flow facilities. The capacity of a traffic system is directly related to the 
capacity of the “weakest” link on the network so, enhancing the capacity or flow on these bottlenecks can 
provide great benefits for the entire network. 
The Level of Service (LoS) is “a qualitative measure of the highway’s operating conditions under a given 
demand within a traffic stream and their perception by motorists and/or passengers” (Abdulhai and 
Kattan, 2004). The LoS describes different measures of effectiveness (MOE) of the facility that are based on 
various criteria such as, travel times, speeds, delay, comfort, and safety. For example, the High Capacity 
Manual (TRB, 2000) defines, for basic freeway sections, six LoS based on the density (Level A, the highest 
level of service, for a density of 0-7 passenger car/km/lane, and level F, the lowest, for >28 passenger 
car/km/lane). The most visible sign of oversaturated capacity and a poor LoS is the congestion phenomenon 
that is, the presence of delays along a physical pathway due to the presence of other users 
(Kockelman, 2004). 
The characteristics described above, including the main design parameters, the main components of the road 
network, and the traffic stream parameters constitute the “matter of work” for the management and control 
activities of the traffic engineers. 
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The network management activity had as main objective, for several years, to maximise the capacity of the 
highway network. This capacity increasing cannot longer be supported by road physical expansion and 
requires more innovative “green” measures. Nowadays, the task has also more ambitious targets such as to 
reduce accidents, to give priority to public transports, to provide facilities for pedestrians, cyclists, and 
disabled people, and to reduce the negative impacts of traffic on the environment. These objectives are 
sometimes conflicting and involve trade-offs between them but, in general, any modern traffic management 
scheme embraces concerns about the traffic flows, the road safety, and the environment. 
The traffic management measures are typically divided in two groups: demand measures and supply 
measures. The demand traffic management aims to achieve the desired objectives acting on the demand side 
and the measures are typically based on the modification of prices and preferences. Charging the motorized 
private access to urban centres (congestion pricing), charging parking within the urban perimeter, add tolls at 
the entrance of the city, and give subsidies to use the public transport, are examples of these type of 
strategies. 
The supply side strategies, more interesting to this work, aim to increase the capacity by adding facilities or 
enhancing the operations of existing ones. The inclusion of traffic signals and roundabouts in junction points, 
the utilization of managed lanes like high-occupancy vehicle (HOV) and high-occupancy toll (HOT), and the 
use of ramp metering to moderate the utilization of key links in the system, and to break up the platoons of 
vehicles released from traffic signals are examples of these strategies. 
The traffic calming methods have been, since the 1980s, a very popular traffic management measure to 
restrict unwelcome traffic in the urban living areas, to reduce speeds, to improve amenity and enhance the 
environment, and to reduce the number of personal injury accidents (Slinn et al., 2005). The introduction of 
road humps is perhaps one of the most famous, cheap and effective traffic calming techniques to reduce 
urban speeds. The introduction of pedestrian crossings and cycle routes, the enforcement of speed 
restrictions, the construction of banned-turns, central islands, and one way streets are also common 
techniques. 
The network control activity, usually known as Urban Traffic Control (UTC), is in charge of the 
specification of the control parameters, based on available measurements or estimations, in response to 
disturbances (inputs to the system that cannot be directly controlled such as incidents) acting on the system, 
in order to achieve a set of goals regarding its performance (Abdulhai and Kattan, 2004). The control task can 
be executed by humans (manual control system) or by a computer program (automatic control system). 
The challenge in the modern real-time urban traffic control is to collect real-world measurements in real-time 
and to calculate in real-time, through the control strategy (such as light timing plans or ramp metering rates), 
the parameters needed to achieve the desired goals like minimizing travel times, or maintaining densities at a 
given level. The control strategy is an algorithm that selects the adequate control action given the system 
state and the disturbances. The real-time control can also be adaptive that is, the control parameters are 
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adjusted in real-time in order to accommodate possible time-varying process behaviour. The control system 
is capable of learning and fin-tune itself to local conditions. 
The control devices to control the urban traffic are diverse and can include, for example, signs, traffic signals, 
ramp metering, and pavement markings. These devices regulate, guide, inform, and/or channel the urban 
traffic. Since they need to be effective, they should be designed with proper size, colours, and shape to attract 
attention and convey the desired message, they should be properly placed to fall within the field of vision of 
the driver, and they must ensure that the driver has adequate time to respond to the control while driving at 
regular speed. The Variable Message Signs (VMS), the ramp metering, and the controlled signals are 
probably the most used urban control devices. 
 
