Abstract. In the present paper we define Kantorovich variant of generalized Bernstein type rational functions. We establish the order of approximation for continuous functions in different normed spaces and also estimate the rate of convergence for functions of bounded variation.
Introduction
Bernstein type rational functions were introduced by Balazs [2] as follows « *-</.*>=(TT where f(x) is a real valued function defined in [0, oo) and a n , b n are suitably chosen positive number, independently on x. In [3] , for the operators Rn, weighted estimates were given in the case an = nP -1 , b n = 0 < /? < | and investigated the uniform convergence of R", on (0, oo).
Ispir and Atakut [6] introduced generalized Balazs type rational functions connected with Baskakov operators. The generalized Balazs type rational operators are defined by where a n and b n are suitably chosen real numbers, independently on x. Here {<^n} is a sequence of functions tp n : C -> C satisfying the following conditions: where an -• 0, nan -• oo as n -> oo.
In [6] , the authors estimated the order of approximation for the operators defined by (2) and proved a Voronovskaja type asymptotic approximation theorem. Moreover, for the operators Ln defined by (2) , it was proved that the derivative of the operator Ln converges to the derivative of function /.
In this paper we define the Kantorovich variant of generalized Balazs type operators as follows (ii) If we take an = 1 and (fn(x) = e nx then we obtain
which is known as the Szasz-Mirakjan-Kantorovich operators.
(iii) Taking <pn{%) = (1 + x ) n then we obtain Balazs-Kantorovich operators
In,k
These operators are introduced and some approximation properties are investigated by Agratini [1] .
(iv) If we take a n = 1 and (p n (x) = (1 -x)~n then we obtain
which is Meyer-Konig-Zeller-Kantorovich operators.
Auxiliary results

LEMMA 1.
For all x > 0, we have
L n {e i,x) = ri + mp n (a n x) 2 na n and (7) = + 1 n 2 ip n {a n x) na n mp n (a n x) 3n 2 a 2 '
Proof. We need the values of the operator L n defined at (2) for the monomials eo, ei, e2 where e l (t) = t 1 , i = 0,1,2. In [3] these values were found as:
nip n (a n x)
Ln{e2 , x) = + jPUpzL x _ n z (p n {a n x) na n ntp n (a n x)
Then we calculate directly L* (ej, x), % = 0,1,2. But This implies that (7) holds true. The proofs of x), i = 0,1 are similar. 2. L; (<" -e"*)*, x) = (_ + A X 2 \ > \n z f n {a n x) wp n (a n x) J + J_ + i na n \ n<p n (a n x) J 3 Notice that, if a n -• 0, na n -> oo as n -• oo, then, from Lemma 2 and by equation (3), we have lim L* ((ei -eox) 3 , x) = 0, j = 1,2. n->oo \ J REMARK 2. Note that for sufficiently large n, there exists a constant M > 0 such that , "
where Xn,k is the characteristic function of the interval [k/na n , (k + 1 )/na n ] with respect to I = [0, oo). Thus with this definition it is obvious that oo
Then for sufficiently large n, we have For the proof we refer [5, 8] .
LEMMA 5. For Kantorovich variant of Balazs operators, which are defined by Remark l(iii), we have the following estimate
1 + (a n x) 2 + 0.5(1 + a n xf + 2(1 + a n x) y/2ena n x (1 + a n x) [l + y/na n x]
For the above bound we refer to [9, 10] . Now we will give a result related to convergence of the sequence {L*/} to /. We denote by C p [0, oo) the class of the functions with the property
THEOREM 1. //{X*} is the sequence of linear positive operators defined by (5) and a n -> 0, na n -> oo as n -> oo, then for every f € C p [0, oo) we have
n-»oo Proof. According to Lemma 1, we have lim L*(ej,a;) = ei(x), i = 0,1,2, n-»oo uniformly on the compact [0,^4]. So from Bohman-Korovkin theorem, we obtain the desired result.
Order of approximation
In n, a n .
Proof. Since L* n {eo, x) = 1 and L* is a positive operator and the definition of modulus of continuity ui(f, S), we can write
Here we used the property A5) < (1 + A) u>(f,8) for every A > 0 and S> 0.
From the Cauchy-Schwarz inequality for linear positive operators we obtain
If we use Lemma 2 and the property (3) then we get
where Mi is a constant independent on n, a n . M i > ji Choosing 5 n , x = s/na n (x 2 + x + 1), for all fixed x, we reach the desired result. Now we give some approximation theorems in different normed spaces. In order to establish the next results, we recall some definitions and notations.
The second order modulus of continuity of / G Cb [0, oo) is It is known that the following inequality Proof. Applying Taylor expansion to the function / 6 Cg [0,00), we get
L* n (f,x) -f(x) = f'(x)L* n ((t -x) ,x) + y"(0L* n ((t -x) 2 ,x), C € (t,x).
Using Lemma 2 we can write c B \\nipn{anX) ) 2na U/ \L* n (f,x)-f(x)\< / <p£(ia n x) | 2 ip' n (a n x) | \ x2 n 2 f n (a n x) nip n {a n x) 1 ( n ip'(a n x) \ 1 + 2 YnK , \ + 1 a; + < / na n \ Ti(p n (a n x) J 3n 2 a\
Considering the equation (3), we obtain Proof. We will use K-functional, relation (9) and the previous theorem.
\L*n(f,x)-f(x)\<^L(x 2 + x + l) H/IU. TKXyi
For / e Cb [0,00) and g 6 [0,00), we have
|L*n(f,x) -f(x)| < |L*(f,x) -L*n(g,x)\ + \L*n(g,x) -g(x)\ + \g(x) -/(x)|
<2\\f-9\\cB + ^r(x + l?\\9\\cl nan °
Since the left side of this inequality does not depend on the function g € Cg [0,00), so we obtain
\L*n(f,x)-f(x)\<M4)c(f-, {X + 1)2 na n
Now we prove a weighted approximation theorem for the operators L*. Firstly, we give some definitions and notations. We recall the following auxiliary theorem.
= sup , .,. 
\\L*n(f)-f\\p = o(l).
Proof. By using Lemma 2 and the property (3) we get
Prom Theorem A we obtain the desired result. Now, we shall concern with the weight estimate of the degree of approximation of a function / E [0, oo) by the linear positive operator L*. We will use the weighted modulus of continuity defined by (10) 
holds for a sufficiently large n, where M5 is a constant independent on n.
Proof. Prom the definition of weighted modulus of continuity and by the property (ii), for some Sn, we get
Hence we can write oo
then we obtain
sn(t,X)=2(i+5 2 n)
for all cases. Substituting this in (11) and using the equality (3) we have
Choosing Sn -(nan) _1/i4 , we obtain
Rate of convergence for functions of bounded variation
The aim of this section is to investigate the rate of convergence for the operators L*(/, x) defined on functions of bounded variation. First we estimate L* n (sign(t -x),x).
For the operators L* we have 1 + (a n x) 2 + 0.5(1 + a n x) 2 , a n = 1, y?"(x) = e nx 2(1 + a n a;) o Also y = x -xj\fn < x, (i) of Lemma 3 implies, for n sufficiently large, that
Integrating by parts the last integral, we obtain
Replacing the variable y in the last integral by x -x/\/n, we get
^¿E^-x/^x). fc=1
Hence with y = x + x/y/n the first integral can be written in the form Finally, collecting the estimates of (13)-(17), we get (12). This completes the proof. For the above bound we refer to [9] . As for these operators the interval of the operators is [0,1], which is different from the half real line x > 0, so its analysis is different. We shall discuss this case elsewhere.
