Abstract. In this paper, given a simple linear recurrence sequence of algebraic numbers, which has either a dominant characteristic root or exactly two characteristic roots of maximal modulus, we give some explicit lower bounds for the index beyond which every term of the sequence is non-zero. It turns out that this case covers almost all such sequences whose coefficients are rational numbers.
1. Introduction 1.1. Background and motivation. Linear recurrence sequences (LRS) appear almost everywhere in mathematics and computer science, and they have been studied for a very long time; see [10] for a deep and extensive introduction. In this paper, we focus on the Skolem Problem, which asks whether there is a zero term in a given LRS.
As usual, letQ be the field of all algebraic numbers, which is an algebraic closure of the rational numbers Q. Recall that an LRS of order m ≥ 1 is a sequence {u n } ∞ n=0 with elements inQ satisfying a recurrence relation (1.1) u n+m = a m−1 u n+m−1 + · · · + a 0 u n (n = 0, 1, 2, . . .), where a 0 , . . . , a m−1 ∈Q, a 0 = 0 and u j = 0 for at least one j in the range 0 ≤ j ≤ m − 1. Here, we call a 0 , . . . , a m−1 the coefficients of the sequence {u n }, and the initial terms of {u n } are u 0 , . . . , u m−1 . Several crucial properties of the sequence {u n } rely on its characteristic polynomial, which is defined as
with distinct α 1 , α 2 , . . . , α k (which are called the characteristic roots of the sequence {u n }) and d i > 0 for 1 ≤ i ≤ k. Then, u n can be expressed as
where f i is some polynomial of degree at most d i − 1 (i = 1, 2, . . . , k).
We call the sequence {u n } simple if k = m (that is d 1 = · · · = d m = 1) and non-degenerate if α i /α j is not a root of unity for any i = j with 1 ≤ i, j ≤ k. It is well-known that if {u n } is non-degenerate, then there are only finitely many integers n such that u n = 0. In fact, it has been shown in [6] that almost all integer polynomials are non-degenerate.
The celebrated Skolem-Mahler-Lech Theorem asserts that the zero set {n : u n = 0} is the union of a finite set and finitely many arithmetic progressions (for instance, see [10, Theorem 2.1] ). However, all of its existing proofs are in a non-constructive manner. Berstel and Mignotte [1] showed how to obtain all the arithmetic progressions effectively mentioned in the theorem. So, it remains to decide the finite part of the zero set, where one must decide whether the finite part is empty or not. The Skolem Problem, posed in 1930s, asks whether it is algorithmically decidable that there exists some n such that u n = 0.
There are only few results towards the decidability of the Skolem Problem. For such sequences of order 1 and 2, this problem is relatively straightforward. Decidability for LRS overQ of orders 3 and 4 is independently settled positively by Mignotte, Shorey and Tijdeman [18] , as well as Vereshchagin [21] . More recently, the decidability of the Skolem Problem for integer LRS of order 5 was claimed in [11] , and the decidability for rational LRS of any order was claimed in [13] , but as pointed out in [19] , both are incorrect. The Skolem Problem is also listed as an open problem and discussed by Tao [20, Section 1.9 ]; see also [19] for a survey. To taste the difficulty of the problem, we want to point out that Blondel and Portier [2, Corollary 2.1] showed that it is NP-hard to decide whether a given integer LRS has a zero.
Most recently, when the order of {u n } is 2, 3, or 4, Chonev, Ouaknine and Worrell [5, Theorem 2.1] gave an effective (not explicit) lower bound N, which roughly is a polynomial function of its coefficients and initial terms, such that u n = 0 for any n > N; see also [4, Theorem 19] for a more clear version.
In this paper, we want to obtain an explicit version for such an upper bound N when the sequence {u n } is simple and it has either a dominant characteristic root or exactly two characteristic roots of maximal modulus (but we don't restrict its order). This can be viewed as an explicit version of partial results in [18, Corollary 1] . It turns out that this case covers almost all LRS of algebraic numbers whose coefficients are rational numbers.
Main results.
We now present the main results and discuss briefly their proofs and coverage.
For any polynomial f (X) ∈Q[X] of degree m, let δ f be the smallest positive integer such that all the coefficients of the polynomial δ f f (X) are algebraic integers. Denote δ f f (X) by f * (X) and write
For any non-zero α ∈Q, let h(α) be the (Weil) absolute logarithmic height of α. Let e be the base of the natural logarithm.
Theorem 1.1. Let {u n } be a simple LRS of algebraic numbers defined by (1.1) of order m ≥ 2, and let f (X) be its characteristic polynomial. Suppose that f (X) has a dominant root. Let d be the degree of the Galois closure of the field Q(a 0 , a 1 , . . . , a m−1 ) over Q, and let D be the degree of the number field generated by u 0 , . . .
, and let
Then, if n > N 1 (u), we have u n = 0, where
If furthermore f is a real polynomial, then in the lower bound N 1 (u), J(f * ) can be replaced by
For the lower bound N 1 (u) in Theorem 1.1, if we fix f (that is, fixing the coefficients a 0 , a 1 , . . . , a m−1 ), then we have
Here, we use the Vinogradov symbol ≪. Recall that the assertion U ≪ V is equivalent to the inequality |U| ≤ cV with some absolute constant c > 0. To emphasise the dependence of the implied constant c on some parameter ρ, we write U ≪ ρ V .
, B(u) be defined as in Theorem 1.1. Suppose that f has exactly two roots of maximal modulus, and moreover their quotient is not a root of unity. Denote
Then, if n > N 2 (u), we have u n = 0, where
For the lower bound N 2 (u) in Theorem 1.1, fixing f , we have
We will prove Theorems 1.1 and 1.2 in Sections 3 and 4 respectively after making some preparations in Section 2. The approach of the proofs is straightforward. For any simple LRS {u n } of order m, as in (1.2) we can write u n = m j=1 b j α n j , then we try to find a lower bound for the index beyond which the absolute value of the part of the summation related to the roots of maximal modulus is greater than the absolute value of the rest of the summation. For this, we need to obtain lower bounds on separating the absolute values |α 1 |, . . . , |α m |, and estimate the sizes of the coefficients b 1 , . . . , b m . Especially, when there are two characteristic roots of maximal modulus, we need to employ Matveev's bound on linear forms in the logarithms of algebraic numbers.
Finally, we say something about the coverage of the main results. By [7, 
of degree m ≥ 1, we assume that the roots α 1 , . . . , α m (listed with multiplicities) are labelled so that
we say that f has exactly r roots of maximal modulus. If r = 1, we say that f has a dominant root (that is, α 1 ). Clearly, the dominant root is a real number if f is a real polynomial. For the polynomial f , its length is defined by
and its Mahler measure by
These quantities are related by the following inequality
for instance, see [22, (3.12) ]. If furthermore f ∈ Z[X] is square-free, then for any two distinct roots α, β of f , Mahler's inequality [14] asserts that
Accordingly, for a non-zero algebraic number α, its Mahler measure M(α) is defined as the Mahler measure of its minimal polynomial f over the integers Z, that is,
For a number field K of degree d (over Q), we denote by M K the set of all valuations v of K extending the standard infinite and padic valuations of the rational numbers Q: |2| v = 2 if v ∈ M K is Archimedean, and |p| v = p −1 if v extends the p-adic valuation of Q. In particular, if the valuation v of K corresponds to a prime ideal p of K lying above a prime number p, we also denote the valuation | | v by | | p , then for any α ∈ K we have
where ord p (α) is the exponent of p appearing in the prime decomposition of the fractional ideal αO K , O K is the ring of integers of K, and e p is the ramification index of p over p. For any v ∈ M K , let K v be the completion of K with respect to the valuation v, and let
be the local degree of v. When the valuation v corresponds to a prime ideal p lying above a prime number p, we also denote K v by K p and Q v by Q p , respectively. For the above number field K, the (Weil) absolute logarithmic height of any non-zero α ∈ K is defined by
Moreover, if α is of degree d, we have
see [22, Lemma 3.10] . Given non-zero α ∈ K, in view of (2.3) and h(α) = h(α
In the sequel, we use the following formulas without special reference (see, e.g., [22] ). For any n ∈ Z and β 1 , · · · , β k , γ ∈Q, we have
h(ζ) = 0 for any root of unity ζ ∈Q.
We also need the following result, which is exactly [22, Lemma 3.7] .
Lemma 2.1. Let f ∈ Z[X 1 , . . . , X n ] be a non-zero polynomial in n variables. Then, for any algebraic numbers γ 1 , . . . , γ n , we have
where deg X i f is the partial degree of f with respect to X i .
Absolute root separation.
Mahler has given a celebrated result in [14] on separating distinct roots of a polynomial in Z[X]. For our purpose, we need a result on separating the absolute values of the roots of a polynomial with coefficients as algebraic integers.
The following lemma is a classical result due to Cauchy; see [17, Proposition 2.5.9].
Then, for any root z of f , we have
We reproduce [7, Lemma 2.4 and Lemma 2.5] as follows.
be a quadratic polynomial. Suppose that f has two real roots α and β with |α| = |β|. Then, we have
be a polynomial of degree m ≥ 2, and let α and β be two roots of f satisfying |α| = |β|. Then,
if both α and β are non-real. If, furthermore, α is real and β is nonreal, then
Finally, if both α and β are real, then
We remark that there is an improvement upon (2.8) in [3] for real roots under some further conditions. Note that for large enough m, (2.8) is better than (2.7), and (2.7) is better than (2.6). However, for small integer m, this might be not true. For simplicity, we put them together into two uniform forms. and −2m(m − 1) − 1 < 2 − 4m, and so (2.8) is included in (2.10) when m ≥ 4. We now consider m = 3 individually. Assume that f has two real roots α and β such that |α| = |β|. Then, its third root, say γ, is also real. If γ = ±α and γ = ±β, then by [3, Theorem 1] we have
which is certainly included in (2.10) by setting m = 3. Now, if γ = ±α or γ = ±β, then the polynomial f (X)f (−X) has a multiple root (α or β). Let g(X) be the squarefree part of f (X)f (−X). Then, we have deg g ≤ 5. Note that ±α and ±β are real roots of g. So, the value ||α| − |β|| is in fact equal to the absolute value of the difference of two distinct roots of g. Thus, applying (2.1) and (2.2) to g, we obtain
which is also included in (2.10) by setting m = 3. This completes the proof of (2.10). Now, we want to prove (2.9). By (2.10), we only need to prove that both (2.6) and (2.7) are included in (2.9). Note that (2.6) is automatically contained in (2.9). It remains to show that (2.7) is included in (2.9). First, for m = 3, 4 or 5, by direct computation we have Hence, combining (2.11) with (2.13), we deduce that (2.7) is included in (2.9). This completes the proof of (2.9).
Moreover, we can extend the above lemma to polynomials whose coefficients are algebraic integers. For this, we need a simple preparation. Lemma 2.6. Let f (X) = a m X m + · · · + a 1 X + a 0 be a polynomial of degree m ≥ 2, where all the coefficients are algebraic integers. Let K be a finite Galois extension over Q containing the field Q(a 0 , a 1 , . . . , a m ).
, and let G be the Galois group of K over Q. Then, we have
Proof. For each 0 ≤ i ≤ m, let d i be the degree of a i over Q. Using (2.1), we have
where we also use the assumption that the coefficients a 0 , a 1 , . . . , a m are algebraic integers. This completes the proof of the first inequality. The second inequality follows from the first one and (2.1). Now, we are ready to extend Lemma 2.5. If α and β are two roots of the polynomial σ∈G σ(f ) satisfying |α| = |β|, then (2.14)
if furthermore α is real, then
Proof. By assumption, the polynomial g = σ∈G σ(f ) is a polynomial in Z[X]. Clearly, deg g = dm, because |G| = d. By Lemma 2.6, we have H(g) ≤ I(f ). Then, applying Lemma 2.5 to g we obtain the desired results.
We remark that in Lemma 2.7, if the degree of each coefficient
2.3. Bounding coefficients. For further deductions, we need to estimate the coefficients in (1.2) when the sequence {u n } is a simple LRS of algebraic numbers. Lemma 2.8. Let {u n } be a simple LRS of algebraic numbers of order m ≥ 2 defined by (1.1). Let f (X) be its characteristic polynomial, and define the polynomial f * (X) as in (1.3). Write u n as
where α 1 , . . . , α m are distinct roots of f and all b j are non-zero. Then, for any 1 ≤ j ≤ m we have
Let d be the degree of the Galois closure of the field Q(a 0 , a 1 , . . . , a m−1 ) over Q. Then, we have . By [12, Formula (6) ], the inverse of V is given by V −1 = w ij 1≤i,j≤m , where
and σ k (α 1 , . . . , α j , . . . , and degree 1 in each variable α k , k = j, by Lemma 2.1 we find that
On the other hand, we observe that
Thus, we obtain
Hence, for 1 ≤ j ≤ m we conclude that
where we also use the fact that the binomial coefficient
for any 1 ≤ i ≤ m. This gives the first desired upper bound. Now, we need to estimate h(α i ) for each 1 ≤ i ≤ m. By definition and using (2.4) and Lemma 2.6, we obtain
Finally, combining (2.17) with (2.18) we have
This completes the proof.
2.4.
Linear form in the logarithms of algebraic numbers. One key technical tool in this paper is Baker's inequality on linear form in the logarithms of algebraic numbers. Here we restate one of its explicit forms due to Matveev [15, Corollary 2.3] . First, recall that for a non-zero complex number z, the principal value of the natural logarithm of z is
where Arg(z) is the principal value of the argument of z (−π < Arg(z) ≤ π). Note that the definition here coincides with the natural logarithm of positive real numbers. We also want to indicate that the identity log(z 1 z 2 ) = log z 1 + log z 2 can fail in our setting. Suppose that Λ = 0. Then, we have
where e is the base of the natural logarithm.
We remark that we in fact only need a lower bound on linear forms in three logarithms. However, all the existing lower bounds on linear forms in three logarithms are under some extra conditions, which do not always hold in our case (see, for instance, the best known estimate [16, Theorem 2] ).
Proof of Theorem 1.1
Let α 1 , α 2 , . . . , α m be the roots of f such that |α 1 | > |α j | for any 2 ≤ j ≤ m. Note that they are all distinct and also the roots of f * . Then, by (2.14) and the definition of J(f * ), for any 2 ≤ j ≤ m we have (3.1)
As mentioned before, for any integer n ≥ 0, u n can be expressed as
where b 1 , . . . , b m are all non-zero complex numbers. Now, we want to find a lower bound beyond which the index n satisfies
Then, u n = 0 when the index n is greater than this lower bound. This will complete the proof. Note that it is equivalent to require that
which, by (3.1), is implied in the inequality
On the other hand, for any 1 ≤ j ≤ m, by (2.5) we know that
Since for any 1 ≤ j ≤ m. Thus, by (3.4), the inequality (3.3) is implied in the following inequality
which is equivalent to
.
By Lemma 2.2, we have |α 1 | < 1 + H(f ). So, it suffices to ensure that
Using the Taylor expansion − log(1 − x) = x + x 2 /2 + x 3 /3 + · · · for |x| < 1, it suffices to require that
Thus, we get the desired lower bound N 1 (u) implying the inequality (3.2). This completes the proof of the first part. Finally, if f is a real polynomial, then its dominant root α 1 is a real root, and so in the inequality (3.1) we use (2.15) instead of (2.14). This in fact gives the second result and completes the proof.
Proof of Theorem 1.2
Under the assumptions, we must have m ≥ 3. Let α 1 , α 2 , . . . , α m be the roots of f such that |α 1 | = |α 2 | > |α j | for any 3 ≤ j ≤ m. Note that they are also the roots of f * . By (2.14) and the definition of J(f * ), for any 3 ≤ j ≤ m we have
Note that for any integer n ≥ 0, u n can be expressed as
where b 1 , . . . , b m are all non-zero complex numbers.
In the sequel, we want to find a lower bound beyond which the index n satisfies (4.1)
So, whenever the index n is greater than this lower bound, we have u n = 0. This will complete the proof. The key step is to get a lower bound for the left-hand side of (4.1) by using Baker's inequality on linear form (2.19) . Then, let the righthand side of (4.1) be less than the lower bound, this can give the desired lower bound for the index n.
For any n ≥ 0, we have
Here, for n ≥ 0 we put
Then, by definition, there exists an integer a such that |a| ≤ n + 2 and Λ n = a log(−1) + log(b 2 /b 1 ) + n log(α 2 /α 1 ), which gives a linear form in the logarithms of algebraic numbers.
In the following, we assume that
If this is not true, then later on one can see that this implies much better results; see (4.13).
root of the polynomial τ ∈G τ (f * ) ∈ Z[X], and so, by Lemma 2.6 and the definition of I(f * ), we obtain
Notice that |σ(b 2 )/σ(b 1 )| ≤ exp(2B(u)), which can be deduced similarly as (3.4) . In view of
we deduce that
On the other hand, since
where the last inequality follows from (4.9), we consider the inequality (1 + J(f * )/I(f * )) n > exp(2B(u)), which gives n > 2B(u) log(1 + J(f * )/I(f * )) .
Since log(1 + x) > x − x 2 /2 > x/2 for 0 < x < 1, it suffices to require that (4.11) n > 4B(u)I(f * )J(f * ) −1 .
Notice that the lower bound in (4.11) is much larger than the upper bound in (4.8). Thus, if integer n satisfies (4.11), then the inequality in (4.10) is not true, and we must have Λ n = 0. Now, we assume that n satisfies (4.11). So, Λ n = 0. Applying Baker's inequality (2.19) to Λ n , we find that On the other hand, we have | log(α 2 /α 1 )| ≤ | log |α 2 /α 1 || + π = π.
So, we can choose A 3 = 2 log I(f * ).
Then, under (4.11) and recalling the definition of C(u), the inequality (4.12) becomes |Λ n | > exp(−C(u) log n), which, together with (4.2) and (4.5), implies that That is, we need that 
