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Abstract—Pixel-level annotations are expensive and time consuming to obtain. Hence, weak supervision using only image tags could
have a significant impact in semantic segmentation. Recently, CNN-based methods have proposed to fine-tune pre-trained networks
using image tags. Without additional information, this leads to poor localization accuracy. This problem, however, was alleviated by
making use of objectness priors to generate foreground/background masks. Unfortunately these priors either require pixel-level
annotations/bounding boxes, or still yield inaccurate object boundaries. Here, we propose a novel method to extract accurate masks
from networks pre-trained for the task of object recognition, thus forgoing external objectness modules. We first show how
foreground/background masks can be obtained from the activations of higher-level convolutional layers of a network. We then show
how to obtain multi-class masks by the fusion of foreground/background ones with information extracted from a weakly-supervised
localization network. Our experiments evidence that exploiting these masks in conjunction with a weakly-supervised training loss yields
state-of-the-art tag-based weakly-supervised semantic segmentation results.
Index Terms—semantic segmentation, weak annotations, convolutional neural networks, weakly-supervised semantic segmentation.
F
1 INTRODUCTION
S EMANTIC scene segmentation, i.e., assigning a class labelto every pixel in an input image, has received growing
attention in the computer vision community, with accuracy
greatly increasing over the years [1], [2], [3], [4], [5], [6].
In particular, fully-supervised approaches based on Convo-
lutional Neural Networks (CNNs) have recently achieved
impressive results [1], [2], [3], [4], [7]. Unfortunately, these
methods require large amounts of training images with
pixel-level annotations, which are expensive and time-
consuming to obtain. Weakly-supervised techniques have
therefore emerged as a solution to address this limitation [8],
[9], [10], [11], [12], [13], [14], [15], [16], [17], [18]. These
techniques rely on a weaker form of training annotations,
such as, from weaker to stronger levels of supervision,
image tags [12], [14], [16], [17], [18], [19], [20], information
about object sizes [20], labeled points or squiggles [12] and
labeled bounding boxes [13], [21], [22]. In the current Deep
Learning era, existing weakly-supervised methods typically
start from a network pre-trained on an object recognition
dataset (e.g., ImageNet [23]) and fine-tune it using segmen-
tation losses defined according to the weak annotations at
hand [12], [13], [14], [19], [20].
In this paper, we are particularly interested in exploiting
one of the weakest levels of supervision, i.e., image tags,
which are rather inexpensive attributes to annotate and
thus more common in practice (e.g., Flickr [24]). Image tags
simply determine which classes are present in the image
without specifying any other information, such as the loca-
tion of the objects. In this extreme setting, a naive weakly-
supervised segmentation algorithm will typically yield poor
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localization accuracy. Therefore, recent works [12], [16], [19]
have proposed to make use of objectness priors [25], [26],
[27], [28], which provide each pixel with a probability of
being an object. In particular, these methods have exploited
existing objectness algorithms, such as [25], [26], [27], with
the drawback of introducing external sources of potential
error. Furthermore, [25] typically only yields a rough fore-
ground/background estimate, and [26], [27] rely on addi-
tional training data with pixel-level annotations.
Here, by contrast, we introduce a Deep Learning ap-
proach to weakly-supervised semantic segmentation where
the localization information is directly extracted from net-
works pre-trained for the task of object recognition. Our
approach relies on the following intuition: One can expect
that a network trained to recognize objects in images ex-
tracts features that focus on the objects themselves, and
thus has hidden layers with units firing up on foreground
objects, but not on background regions. A similar intuition
was also recently explored for object detection [29] and
localization [30], which inspired the contemporary weakly-
supervised semantic segmentation work [18]. In this paper,
we propose to exploit this intuition to generate (i) a fore-
ground/background mask; and (ii) a multi-class mask.
More specifically, starting from a fully-convolutional
network pre-trained on ImageNet, we propose to extract
a foreground/background mask by directly exploiting the
unit activations of some of the hidden layers in the net-
work. In particular, as illustrated in Fig. 1, we focus on
the fourth and fifth convolution layers of the VGG-16
pre-trained network [31], which provide higher-level in-
formation than the first three layers, such as highlighting
complete objects or object parts. Note that the resulting
masks can also be thought of as a form of objectness
measure. While effective, this approach only reasons about
foreground/background, without explicitly considering the
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2Fig. 1. Overview of our weakly-supervised network with built-in foreground/background prior.
different foreground classes. To address this, we propose
to make use of a pre-trained localization network, which
specifically provides information about the location of dif-
ferent object classes. We then show how this information
can be combined with the previous fusion-based strategy, as
illustrated in Fig. 2, to obtain class-wise pixel probabilities.
In both the foreground/background and multi-class cases,
the final masks are obtained by making use of a fully-
connected Conditional Random Field (CRF) with higher-
order terms to smooth the initial pixelwise probabilities. In
particular, we propose to make use of the crisp boundary
detection method of [32] to generate our higher-order terms.
We then show how these two types of masks can be
incorporated in a weakly-supervised loss to train a Deep
Network for the task of semantic segmentation using only
image tags as ground-truth annotations. Ultimately, since
our masks are directly extracted from pre-trained networks,
our approach can be thought of as a weakly-supervised seg-
mentation network with built-in foreground/background,
or multi-class prior.
We demonstrate the benefits of our approach on Pas-
cal VOC 2012 [33], which is the most popular dataset
for weakly-supervised semantic segmentation. Our exper-
iments show that our approach outperforms the state-of-
the-art methods that use image tags only, and even some
methods that leverage additional supervision, such as object
size information [20] and point supervision [12]. To demon-
strate the generality of our approach, we also report results
on two other challenging datasets: YouTube Objects [34] and
Microsoft COCO [35]. To the best of our knowledge, this rep-
resents the first attempt at performing weakly-supervised
semantic segmentation on MS COCO.
This paper is an extended version of our conference
paper [36]. In particular, while our previous work focused
on foreground/background masks, here, we introduce an
approach to generating class-specific masks and employing
them for weakly-supervised semantic segmentation. Fur-
thermore, we introduce new higher-order terms in our CRF
by exploiting the crisp boundary detection framework [32].
Finally, in addition to producing state-of-the-art results, our
experiments provide a thorough evaluation of the different
components of our model.
2 RELATED WORK
Weakly-supervised semantic segmentation has attracted a
lot of attention, because it alleviates the painstaking pro-
cess of manually generating pixel-level training annotations.
Over the years, great progress has been made [9], [10],
[11], [12], [13], [14], [16], [17], [18], [19], [20], [21], [37], [38],
[39]. In particular, recently, Convolutional Neural Networks
(CNNs) have been applied to the task of weakly-supervised
segmentation with great success. In this section, we discuss
these CNN-based approaches, which are the ones most
related to our work.
The work of [14] constitutes the first method to con-
sider fine-tuning a CNN pre-trained for object recognition,
using image-level tags only, within a weakly-supervised
segmentation context. This approach relies on a Multiple In-
stance Learning (MIL) loss to account for image tags during
training. While this loss improves segmentation accuracy
over a naive baseline, this accuracy remains relatively low,
due to the fact that no other prior than image tags is
employed. By contrast, [13] incorporates an additional prior
in the MIL framework in the form of an adaptive fore-
ground/background bias. This bias significantly increases
accuracy, which [13] shows can be further improved by
introducing stronger supervision, such as labeled bounding
boxes. Importantly, however, this bias is data-dependent
and not trivial to re-compute for a new dataset. Further-
more, the results remain inaccurate in terms of object lo-
calization. In [20], weakly-supervised segmentation is for-
mulated as a constrained optimization problem, and an
additional prior modeling the size of objects is introduced.
This prior relies on thresholds determining the percentage
of the image area that certain classes of objects can occupy,
which again is problem-dependent. More importantly, and
as in [13], the resulting method does not exploit any infor-
mation about the location of objects, and thus yields poor
localization accuracy.
3Fig. 2. Overview of our weakly-supervised network with multi-class masks.
To overcome this weakness, some approaches [12], [16],
[19], [38] have proposed to exploit the notion of objectness.
In particular, [19] makes use of a post-processing step
that smoothes initial segmentation results using the object
proposals obtained by BING [26] or MCG [27]. While it
improves localization, being a post-processing step, this pro-
cedure is unable to recover from some mistakes made by the
initial segmentation. By contrast, [12], [16] directly incorpo-
rate an objectness score [25], [27] in their loss function. [38]
also uses these objectness methods to generate segmentation
masks and train the semantic segmentation network itera-
tively. While accounting for objectness when training the
network indeed improves segmentation accuracy, the whole
framework depends on the success of the external objectness
module, which, in practice, only produces a coarse heat
map and does not accurately determine the location and
shape of the objects (as evidenced by our experiments). Note
that BING and MCG have been trained from PASCAL train
images with full pixel-level annotations or bounding boxes,
and thus [16], [19], [38] inherently make use of stronger
supervision than our approach. Instead of objectness, the
method in [17] relies on DRIF saliency maps [40]. These
saliency maps are employed to train a simple network from
Flickr images, whose output then serves to train two other
networks using more complicated Pascal VOC images. Note
that, again, the DRIF method requires bounding boxes in
its training stage, thus inherently making use of additional
supervision. Recently, [39] tried to produce class-specific
saliency maps based on the derivatives of the class scores
w.r.t. the input image that provides some localization cues
for segmentation. The method of [41] also uses motion
cues of weakly annotated videos to segment images with a
subset of the PASCAL VOC classes. Here, instead of relying
on an external objectness or saliency method, we leverage
the intuition that, within its hidden layers, a network pre-
trained for object recognition should already have learned
to focus on the objects themselves. This lets us generate a
foreground/background mask directly from the informa-
tion built into the network, which we empirically show
provides a more accurate object localization prior.
Beyond foreground/background masks, the method of
the contemporary work [18] exploits the output of the
same localization network [42] as us, but directly in a new
composite loss function for weakly-supervised semantic
segmentation. While effective, the method suffers from the
fact that localization of some classes is inaccurate. By con-
trast, here, we combine our built-in foreground/background
mask with information from the localization network, thus
obtaining more accurate multi-class masks. As evidenced
by our experiments, these more robust masks yield more
accurate semantic segmentation results.
3 OUR METHOD
In this section, we introduce our weakly-supervised se-
mantic segmentation framework. First, we present our ap-
proach to extracting masks, either foreground/background
or multi-class, directly from a network pre-trained
for object recognition. We then introduce our weakly-
supervised learning algorithms that leverage these fore-
ground/background and multi-class masks.
3.1 Built-in Prior Models
Given an image, our goal is to automatically extract a
mask that indicates which regions correspond to either
foreground/background or specific classes. The central idea
of our approach is to rely on networks that have been pre-
trained for object recognition. Intuitively, we expect that
such networks have learned to focus on the objects them-
selves, and their parts, rather than on background regions.
Below, we show how we can exploit this intuition to extract
foreground/background masks, as well as multi-class ones.
3.1.1 Foreground/Background Masks
Let us first consider the case of foreground/background
masks. In practice, as discussed in more detail in Sec-
tion 4.2.1, we make use of an architecture based on the VGG-
16 network [31], whose weights were trained on ImageNet
for the task of object recognition, converted into a fully-
convolutional network. If, to recognize objects, the network
has learned to focus on the object themselves, it should
produce high activation values on the objects and on their
4Image 1st Conv. 2nd Conv. 3rd Conv. 4th Conv. 5th Conv. Fusion Our mask Our mask G.T
+higher order
Fig. 3. Built-in foreground/background mask. From left to right, we show the input image, the activations of the first, second, third, fourth, and
fifth convolutional layers, the results of our fusion strategy, and the final mask after CRF smoothing without and with higher order followed by the
ground-truth mask. Note that ”Fusion” constitutes the unary potential of the dense CRF used to obtain ”Our mask”.
parts. To evaluate this, we studied the activations of the
different hidden layers of our initial network.
More specifically, we passed each image forward
through the network and visualized each activation by
computing the mean over the channels after resizing the
activation map to the input image size. Perhaps unsurpris-
ingly, this lead to the following observations, illustrated
in Fig. 3. The first two convolutional layers of the VGG
network extract image edges. As we move deeper in the
network, the convolutional layers extract higher-level fea-
tures. In particular, the third convolutional layer fires up
on prototypical object shapes. The fourth and fifth layers
indicate the location of complete objects and of their most
discriminative parts. Note that a similar study was per-
formed in the different context of edge detection [43], with
similar conclusions.
Based on these observations, we propose to make use
of the fourth and fifth layers to produce an initial fore-
ground/background mask estimate. To this end, we first
convert these two layers from 3D tensors (512×W ×H) to
2D matrices (W ×H) via an average pooling operation over
the 512 channels. We then fuse the two resulting matrices
by simple elementwise summation, and scale the resulting
values between 0 and 1. The resulting W × H map can be
thought of as a pixelwise foreground probability, which we
denote by Pf in the remainder of the paper. Fig. 3 illustrates
the results of this method on a few images from PASCAL
VOC 2012. Note that, while the resulting scores indeed
accurately indicate the location of the foreground objects,
this initial mask remains noisy. This will be addressed in
Section 3.1.3 by encouraging smoothness via a CRF.
Our foreground/background masks can be thought of
as a form of objectness measure. While objectness has been
used previously for weakly-supervised semantic segmen-
tation (MCG and BING in [16], [19], [38], and the generic
objectness [25] in [12]), the benefits of our approach are
twofold. First, we extract this information directly from the
same network that will be used for semantic segmentation,
which prevents us from having to rely on an external
method. Second, as opposed to BING and MCG, we require
neither object bounding boxes, nor object segments to train
our method. Finally, as shown in our experiments, our
method yields much more accurate object localization than
the techniques in [25] and [27], which typically only provide
a rough outline of the objects.
3.1.2 Multi-class Masks
The main drawback of the foreground/background masks
discussed above is that they are not class-specific. The net-
work we used to extract these masks has not been fine-tuned
with the desired classes, and thus the activations only pro-
vide information about the location of generic foreground
objects. Here, we address this limitation by making use of a
class-specific localization network [42] in conjunction with
our foreground/background masks.
The main idea behind the localization network of [42] is
to generate a Class Activation Map (CAM) for each specific
object category, or, in other words, a heat map indicating
the location of the regions that are useful for the network to
recognize a specific category. This is achieved by making
use of the global average pooling strategy of [44], and
importantly, without using any bounding box, or pixel-level
annotations.
In our case, as discussed in Section 4.2.2, our starting
point is a fully-convolutional version of the VGG-16 net-
work. Just before the final output layer (the cross entropy
loss layer for multi class categorization), we perform global
average pooling on the convolutional feature maps and use
the resulting features as input to a fully-connected layer
that produces class scores. Specifically, let fk(x, y) denote
the activation of unit k at spatial location (x, y) in the last
convolutional layer, and F k =
∑
x,y fk(x, y) the result of
global average pooling for unit k. Then, the predicted score
for a given class c can be written as Sc =
∑
k w
c
kF
k, where
wck is the weight corresponding to class c for unit k. In
essence, wck indicates the importance of unit k for class c.
To generate a CAM, one can thus rely on these weights.
In particular, these weights are used in a linear combination
of the activations of the units in the last convolutional layer.
This lets us express a CAM for class c as
Mc(x, y) =
∑
k
wckfk(x, y) . (1)
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Fig. 4. CAM for each class obtained by the localization network.
Ultimately, Mc(x, y) directly indicates how important the
observations at spatial grid (x, y) are to classify the input
image as belonging to class c.
As can be seen in Fig. 4, the resulting CAMs suffer from
two main drawbacks. First, they only roughly match the
shape of the object, yielding inaccurate localization of the
object’s boundary. Second, they typically only focus on the
discriminative parts of the objects, which is sufficient for
object recognition, but not for segmentation. To overcome
these limitations, we propose to combine these CAMs with
our foreground/background masks, to obtain more accurate
and more complete multi-class masks.
To this end, and as suggested in [42], we first generate
binary masks from each Mc by setting to 1 the values that
are above 20% of the maximum value in each Mc, and
to 0 the other ones. Let us denote by Bc the resulting
binary mask for class c. From these binary masks and the
foreground/background probabilities Pf obtained by fusing
the activations of the fourth and fifth convolutional layers,
we form a new multi-class mask, which, for each class c, is
defined as a map
Qc = Pf Bc , (2)
where we think of each map as a matrix, and where  indi-
cates the Hadamard (elementwise) product. This, in essence,
can be thought of as a class-specific truncated version of Pf ,
where the truncation masks are obtained from theMcs, with
a permissive threshold of 20% to avoid cutting out too many
regions.
To obtain our final multi-class masks, we combine
these class-specific truncated fusion maps with the original
CAMs. To this end, we make use of a linear combination,
which yields, for each class c, the final map
Pc = α ·Qc + (1− α) ·Mc , (3)
where, in practice, we set α = 0.5, and which is normal-
ized to obtain a probability. The resulting probabilities are
compared to the fusion-based ones and to the CAMs in
Fig. 5. Note that the final maps preserve the more accurate
boundary information and the better object coverage of the
fusion-based ones, while removing their noise, thanks to the
CAMs.
Image Ground-Truth
Fusion Localization Qc+Localization
fg/bg mask w/ multi-class mask w/ multi-class mask w/
Fusion unaries localization unaries Qc+localization unaries
Fig. 5. Effect of adding localization information to our Fusion map (Qc).
At this point, we have probability maps for each fore-
ground class c, but not for the background class. To generate
such a background map, we simply use the probabilities of
the locations that have not been considered as foreground
classes in Mc. To this end, we define
M0 = 1− 1
C
∑
c
Mc , (4)
which, in turn, lets us define the background map as
P0 = α · (1− Pf ) + (1− α) ·M0. (5)
While better than both our foreground/background
masks and the CAMs, our multi-class masks remain noisy.
To address this, in the next section, we propose to make use
of a fully-connected CRF with higher-order terms.
3.1.3 Smoothing the Masks with a Dense CRF
To smooth out initial noisy masks, we make use of a fully-
connected CRF with higher-order terms. Note that, while
we consider the general, multi-class case, the formalism dis-
cussed below applies to both our foreground/background
masks and to our multi-class masks.
Specifically, let x = {xi}W ·Hi=1 be the set of random
variables, where xi encodes the label of pixel i, i.e., either
one of the foreground classes or background. We encode the
joint distribution over all pixels with a Gibbs energy of the
form
E(x = X) = −
∑
i
θi(xi = Xi)
+
∑
i
∑
j>i
θij(xi = Xi, xj = Xj) (6)
+
∑
xs∈R
θs(xs = Xs) ,
where θi is a unary potential defining the cost of assigning
label Xi to pixel i, and the second and third terms encode
6pairwise and higher-order potentials, respectively, with R a
set of regions.
The unary potential is obtained directly from the proba-
bility maps introduced in either Section 3.1.1 or 3.1.2 as
θi(xi = Xi) = − log
(
exp (P (xi = Xi))∑C
l=1 exp (P (xi = l))
)
, (7)
where P can be either Pf or Pc.
The pairwise potential θij encodes the compatibility of
a joint label assignment for two pixels. Following [45], we
define this pairwise term as a contrast-sensitive Potts model
using two Gaussian kernels encoding color similarity and
spatial smoothness. Such a model penalizes two pixels at
relatively close spatial locations and with similar appear-
ance to be assigned different labels.
For the higher-order terms, we make use of a Pn-Potts
model encouraging all the pixels in one region to be as-
signed the same label. To define the regions, we propose
to make use of the crisp boundary detection algorithm
of [32]. This algorithm aims at detecting the boundaries
between semantically different objects visible in the scene. It
is based on a simple underlying principle: pixels belonging
to the same object exhibit higher statistical dependencies
than pixels belonging to different objects. This method is
unsupervised and can adapt to each input image indepen-
dently. As illustrated in Fig. 6, the resulting crisp boundaries
can be thought of as defining semantically coherent regions,
which are thus very well-suited to our goal. For each region
xs, we then define the cost of the higher-order term as
θs(xs = l) = − log
(∑
xi∈xs P (xi = l)
Ns
)
, (8)
if all the pixels are assigned the same label l, and a max-
imum cost otherwise. Here, Ns indicates the number of
pixels in region s.
By using Gaussian pairwise potentials and Pn-Potts
higher-order ones, we can make use of the inference strat-
egy of [46], which relies on the filtering-based mean-field
method of [45]. In Figs. 3–6, we show the effect of CRF
smoothing on our masks with and without higher-order
terms.
3.2 Weakly-Supervised Learning
We now introduce our learning algorithm for weakly-
supervised semantic segmentation. We first introduce a
simple loss based on image tags only, and then show how
we can incorporate our two different types of masks in this
framework.
Intuitively, given image tags, one would like to encour-
age the image pixels to be labeled as one of the classes
that are observed in the image, while preventing them to
be assigned to unobserved classes. Note that this assumes
that the tags cover all the classes depicted in the image. This
assumption, however, is commonly employed in weakly-
supervised semantic segmentation [12], [14], [19]. Formally,
given an input image I , let L be the set of classes that are
present in the image (including background) and L¯ the set of
classes that are absent. Furthermore, let us denote by ski,j(θ)
the score produced by our network with parameters θ for
the pixel at location (i, j) and for class k, 0 ≤ k < N . Note
Image Ground-Truth DCRF Crisp Segments [32] DCRF
+ higher order
Fig. 6. Effect of using higher-order potentials using regions obtained by
the crisp boundary detection method of [32].
that, in general, we will omit the explicit dependency of the
variables on the network parameters. Finally, let Ski,j be the
probability of class k obtained after a softmax layer, i.e.,
Ski,j =
exp(ski,j)∑N
c=1 exp(s
c
i,j)
. (9)
Encoding the above-mentioned intuition can then simply
be achieved by designing a loss of the form
Lweak = − 1|L|
∑
k∈L
logSk − 1|L¯|
∑
k∈L¯
log(1− Sk) , (10)
where Sk represents a candidate score for each class in the
image. In short, the first term in Eq. 10 expresses the fact that
the present classes should be in the image, while the second
term penalizes the pixels that have high probabilities for
the absent classes. In practice, instead of computing Sk as
the maximum probability (as previously used in [12], [14])
for class k over all pixels in the image, we make use of the
convex Log-Sum-Exp (LSE) approximation of the maximum
(as previously used in [19]), which can be written as
Sk =
1
r
log
 1
|I|
∑
i,j∈I
exp(rSki,j)
 , (11)
where |I| denotes the total number of pixels in the image
and r is a parameter allowing this function to behave in a
range between the maximum and the average. In practice,
following [19], we set r to 5.
The loss in Eq. 10 does not rely on any notion of
foreground and background. As a consequence, minimizing
it will typically yield poor object localization accuracy. To
overcome this issue, we propose to make use of our built-in
priors introduced in Sections 3.1.1 and 3.1.2. Below, we start
with the foreground/background case, and then turn to the
multi-class scenario.
3.2.1 Incorporating Foreground/Background Masks
When only a foreground/background probability is avail-
able, we cannot directly reason at the level of specific classes.
7Instead, we rely on this mask to encourage all pixels labeled
as one of the object tags to lie within a foreground region,
while the other pixels should belong to the background.
To this end, let Mi,j denote the mask value at pixel (i, j),
i.e., Mi,j = 1 if pixel (i, j) belongs to the foreground and 0
otherwise. We can then re-write our loss as
Lmask = − 1|L| − 1
∑
k∈L,k 6=0
log(Sk)− log(S0)
− 1|L¯| · |I|
∑
i,j∈I, k∈L¯
log(1− Ski,j) , (12)
where
Sk =
1
r
log
 1
|M |
∑
i,j|Mi,j=1
exp(rSki,j)
 , (13)
and
S0 =
1
r
log
 1
|M¯ |
∑
i,j|Mi,j=0
exp(rS0i,j)
 , (14)
with |M | and |M¯ | the number of foreground and back-
ground pixels, respectively. Sk computes an approximate
maximum probability for the present class k over all pixels
in the foreground mask. Similarly, S0 denotes an approxi-
mate maximum probability for the background class over
all pixels outside the foreground mask. In short, the loss of
Eq. 12 favors present classes to appear in the foreground
mask, while pixels predicted as background should be as-
signed to the background class and no pixels should take
on an absent label.
To learn the parameters of our network, we follow a stan-
dard back-propagation strategy to search for the parameters
θ that minimize the loss in Eq. 12. In particular, the network
is fine-tuned using stochastic gradient descent (SGD) with
momentum to update the weights by a linear combination
of the negative gradient and the previous weight update. At
inference time, given the test image, the network performs
a dense prediction. We optionally apply a fully-connected
CRF with higher-order terms similar to the one discussed
above to smooth the segmentation.
3.2.2 Incorporating Multi-class Masks
In the presence of multi-class masks, we can then reason
about the specific classes that are observed in the input
image. In this scenario, we would like to encourage the
pixels set to 1 in one particular class mask corresponding to
one input tag to be assigned the label of this class. Enforcing
this strongly, e.g., by considering the maximum score over
all pixels in a mask, would unfortunately be sensitive to
noise in the mask, as further discussed in our experiments.
Instead, here, we propose to again make use of the LSE to
have a softer penalty.
Specifically, let Mk be the mask corresponding to image
tag, i.e., class label, k. We propose to take into account our
multi-class masks by re-writing our loss function as
Lweak = − 1|L|
∑
k∈L
log(Sk)− 1|L¯| · |I|
∑
i,j∈I, k∈L¯
log(1−Ski,j) ,
(15)
where
Sk =
1
r
log
 1
|Mk|
∑
i,j|Mk=1
exp(rSki,j)
 . (16)
In other words, this loss encourages, for each present class k,
including the background class, the pixels belonging to the
corresponding mask to be assigned label k, while penalizing
the pixels that take on an absent label. We use the same
learning strategy as in the foreground/background case to
minimize this. Furthermore, as before, during inference, the
network provides a dense labeling for an input test image,
without requiring any tag, and this labeling can optionally
be smoothed via CRF inference.
4 EXPERIMENTAL RESULTS
In this section, we first describe the datasets used for our
experiments, and then provide details about our learning
and inference procedures. We then compare our method
with foreground/background masks and with multi-class
ones to the state-of-the-art weakly supervised semantic
segmentation algorithms. Finally, we provide a thorough
evaluation of the effect of the different components of our
approach.
4.1 Datasets
PASCAL VOC 2012. In our experiments, we made use of
the standard Pascal VOC 2012 dataset [33], which serves as a
benchmark in most weakly-supervised semantic segmenta-
tion papers [12], [13], [14], [19], [20]. This dataset contains 21
classes, and 10,582 training images (the VOC 2012 training
set and the additional data annotated by [47]), 1,449 vali-
dation images and 1,456 test images. The image tags were
obtained from the pixel-level annotations by simply listing
the classes observed in each image. As in [12], [13], [19], [20],
we report results on both the validation and the test set.
YouTube Objects. This dataset (YTO) [34] contains
videos collected from YouTube by querying for the names
of 10 object classes of the PASCAL VOC dataset. It contains
between 9 and 24 videos per class. For our experiments, we
uniformly extracted around 2200 frames per class to obtain
a total of 22k frames out of 700k available in the dataset.
For evaluation we use the subset of images with pixel-level
annotations provided by [48]. Note that there is no overlap
between this subset and the shots from which we extracted
the training data.
Microsoft COCO. For MS COCO [35], we made use of
80k training samples with only image-level tags to train
our network and 40k validation samples to evaluate the
performance of our method. The MS COCO annotations
were designed for instance level labeling. As such, some
pixels in the images can be assigned multiple labels. For ex-
ample, a pixel can belong to both Fork and Dining Table. To
evaluate our results for semantic segmentation, we obtained
a unique ground-truth label per pixel by using the label of
the smallest object, that is, fork in the example above.
Note that Sections 4.3 and 4.4 focus on the PASCAL
VOC dataset, which is the one commonly used for weakly-
supervised semantic segmentation. The results for YTO
and MS COCO, which demonstrate the generality of our
method, are provided in Section 4.5.
84.2 Implementation Details
4.2.1 Semantic Segmentation Networks
As most recent weakly-supervised semantic segmentation
algorithms [12], [13], [14], [18], [19], [20], our architecture is
based on the VGG-16 network [31], whose weights were
trained on ImageNet for the task of object recognition.
Following the fully-convolutional approach [1], all fully-
connected layers are converted to convolutional layers,
and the final classifier replaced with a 1 × 1 convolution
layer with N channels, where N represents the number
of classes of the problem. We use two different versions
of this fully-convolutional network. When utilizing fore-
ground/background masks, inspired by [3], we used a
stride of 8 and a relatively small receptive field of 128
pixels, which has proven effective in practice for weakly-
supervised semantic segmentation [13]. By contrast, when
using multi-class masks, inspired by [3] again, we found
that using a larger field of view improves the results. We
therefore employed a kernel size of 3×3 in the convolutional
layer corresponding to the first fully connected layer of
VGG-16 and an input stride of 12, resulting in a receptive
field size of 224. We also reduced the number of filters
from 4096 to 1024 to allow for faster training [3]. With both
types of masks, at the end of the network, we added a
deconvolution layer to up-sample the output of the network
to the size of the input image. In short, the network takes an
image of size W ×H as input and generates an N ×W ×H
output encoding a score for each pixel and for each class.
For both types of masks, the parameters of the net-
work were found using stochastic gradient descent with a
learning rate of 10−4 for the first 40k iterations and 10−5
for the next 20k iterations, a momentum of 0.9, a weight
decay of 0.0005, and mini-batches of size 1. Similarly to
recent weakly-supervised segmentation methods [12], [13],
[14], [19], [20], the network weights were initialized with
those of a network pre-trained for a 1000-way classification
task on the ILSVRC 2012 dataset [23]. Hence, for the last
convolutional layer, we used the weights corresponding to
the 20 classes shared by Pascal VOC and ILSVRC. For the
background class, we initialized the weights with zero-mean
Gaussian noise with a standard deviation of 0.1.
At inference time, given the test image, but no tags,
the network generates a dense prediction as a complete
semantic segmentation map. We used C++ and Python
(Caffe framework [49]) for our implementation. As other
methods [13], [18], [20], we further optionally apply a dense
CRF to refine this initial segmentation. As mentioned in
Section 3.1.3, we added higher-order potentials to the dense
pairwise CRF.
4.2.2 Localization Network
For the localization network, we followed the approach
introduced in [42]. Specifically, the architecture of the net-
work was again derived from the VGG-16 architecture [31],
pre-trained for the task of object recognition on ImageNet.
We then substituted the last two fully-connected layers, fc6
and fc7, with randomly initialized convolutional layers. The
output of the last convolutional layer acts as input to a
global average pooling layer followed by a fully-connected
prediction layer corresponding to the number of foreground
classes of interest (20 for PASCAL VOC). The network was
fine-tuned for object recognition on the training set of the
PASCAL VOC 2012 dataset with a cross entropy loss. To
this end, we used images of size of 224× 224 as input, and
mini-batches of size 15. The other optimization parameters
were set to the same values as for the semantic segmentation
network.
Note that we could in principle also fine-tune the VGG-
16 network used to generate our foreground/background
masks for object recognition on the target dataset (e.g.,
PASCAL VOC). In practice, however, we observed that this
did not improve the quality of our masks.
4.3 Comparison to State-of-the-art Methods
We first compare our approach with state-of-the-art base-
lines on PASCAL VOC. To this end, we report the Intersec-
tion over Union (IOU), which is the most commonly used
metric for semantic segmentation. In the following, we refer
to our approach with foreground/background masks as
Ours fg/bg masks and with multi-class masks as Ours multi-
class masks.
We report the results of our approach and the state-of-
the-art methods relying on tags only in Table 1 and Table 2
for the Pascal VOC 2012 validation and test images, respec-
tively. Note that our approach, with either type of masks,
outperforms most of the baselines by a large margin. The
only exception is the contemporary SEC algorithm of [18],
which outperforms the foreground/background version of
our method. Note that SEC also relies on the multi-class
results of the localization network. We believe that the fact
that our multi-class-based approach performs slightly better
than SEC, particularly on the test images, indicates the
effectiveness of our combination of the localization network
with our fusion-based built-in prior. Importantly, the results
also show that we outperform the methods based on an
objectness prior [12], [19], which evidences the benefits of
using our built-in foreground/background masks instead
of external objectness algorithms. Note that our results with
foreground/background masks vary slightly from those
reported in our previous paper [36], due to changes in the
CRF parameters and the use of higher-order potentials.
We then compare our approach, which uses only image
tags, with other methods that rely on additional training
data or additional supervision. In particular, these include
the point supervision of [12], the random crops of [13], the
size information of [20], the MCG segments of [16], [19],
[38], additional training data of [17], and the CheckMask
procedure of our previous work [36]. The results of this
comparison are provided in Table 3. Note that, with the ex-
ception of our own CheckMask procedure and the method
of [38], which uses MCG segments, our approach with
multi-class masks outperforms all the baselines, and with
foreground/background masks most of them, despite the
fact that we do not require any supervision other than tags.
It is worth mentioning that other approaches have proposed
to rely on labeled bounding boxes, which require a user
to provide a bounding box for each individual foreground
object in an image and to associate a label to each such
bounding box. While this procedure is clearly costly, we
achieve accuracies close to these baselines (52.5% for [13]
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Per class IOU on the PASCAL VOC 2012 validation set for methods trained using image tags.
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MIL(Tag) [19] 37.0 10.4 12.4 10.8 5.3 5.7 25.2 21.1 25.15 4.8 21.5 8.6 29.1 25.1 23.6 25.5 12.0 28.4 8.9 22.0 11.6 17.8
MIL(Tag) w/ILP [19] 73.2 25.4 18.2 22.7 21.5 28.6 39.5 44.7 46.6 11.9 40.4 11.8 45.6 40.1 35.5 35.2 20.8 41.7 17.0 34.7 30.4 32.6
MIL(Tag) w/ILP+sspxl [19] 77.2 37.3 18.4 25.4 28.2 31.9 41.6 48.1 50.7 12.7 45.7 14.6 50.9 44.1 39.2 37.9 28.3 44.0 19.6 37.6 35.0 36.6
What’s the point(Tag) W/Obj [12] 78.8 41.6 19.8 38.7 33.0 17.2 33.8 38.8 45.0 10.4 35.2 12.6 42.3 34.3 33.2 22.7 18.6 40.1 14.9 37.7 28.1 32.2
EM-Fixed(Tag)+CRF [13] - - - - - - - - - - - - - - - - - - - - - 20.8
EM-Adapt(Tag)+CRF [13] - - - - - - - - - - - - - - - - - - - - - 38.2
CCNN(Tag) [20] 66.3 24.6 17.2 24.3 19.5 34.4 45.6 44.3 44.7 14.4 33.8 21.4 40.8 31.6 42.8 39.1 28.8 33.2 21.5 37.4 34.4 33.3
CCNN(Tag)+CRF [20] 68.5 25.5 18.0 25.4 20.2 36.3 46.8 47.1 48.0 15.8 37.9 21.0 44.5 34.5 46.2 40.7 30.4 36.3 22.2 38.8 36.9 35.3
SEC+CRF [18] 82.2 61.7 26.0 60.4 25.6 45.6 70.9 63.2 72.2 20.9 52.9 30.6 62.8 56.8 63.5 57.1 32.2 60.6 32.3 44.8 42.3 50.7
DCSM+CRF [39] 76.7 45.1 24.6 40.8 23.0 34.8 61.0 51.9 52.4 15.5 45.9 32.7 54.9 48.6 57.4 51.8 38.2 55.4 32.2 42.6 39.6 44.1
fg/bg masks+CRF [36] 79.2 60.1 20.4 50.7 41.2 46.3 62.6 49.2 62.3 13.3 49.7 38.1 58.4 49.0 57.0 48.2 27.8 55.1 29.6 54.6 26.6 46.6
Ours fg/bg masks+CRF 82.0 68.0 26.9 66.5 34.1 47.4 57.3 51.7 72.2 14.5 50.6 26.6 65.3 55.9 58.7 25.8 29.7 62.5 27.9 54.1 30.0 48.0
Ours multi-class masks+CRF 82.2 59.5 27.4 66.7 25.2 44.1 71.1 55.1 71.9 19.7 52.3 36.7 65.6 59.4 62.8 55.3 32.3 65.5 34.3 43.4 38.8 50.9
TABLE 2
Per class IOU on the PASCAL VOC 2012 test set for methods trained using image tags.
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CCNN (tags)+CRF [20] - 24.2 19.9 26.3 18.6 38.1 51.7 42.9 48.2 15.6 37.2 18.3 43.0 38.2 52.2 40.0 33.8 - 36.0 21.6 33.4 38.3 35.6
MIL-FCN [19] - - - - - - - - - - - - - - - - - - - - - 25.7
MIL-sppxl [19] 74.7 38.8 19.8 27.5 21.7 32.8 40.0 50.1 47.1 7.2 44.8 15.8 49.4 47.3 36.6 36.4 24.3 44.5 21.0 31.5 41.3 35.8
MIL-obj [19] 76.2 42.8 20.9 29.6 25.9 38.5 40.6 51.7 49.0 9.1 43.5 16.2 50.1 46.0 35.8 38.0 22.1 44.5 22.4 30.8 43.0 37.0
EM-Adapt+CRF [13] 76.3 37.1 21.9 41.6 26.1 38.5 50.8 44.9 48.9 16.7 40.8 29.4 47.1 45.8 54.8 28.2 30.0 44.0 29.2 34.3 46.0 39.6
SEC+CRF [18] 83.0 55.6 27.4 61.1 22.9 52.4 70.2 58.8 70.0 22.1 54.3 27.9 67.4 59.4 70.7 59.0 38.7 58.6 38.1 37.6 45.2 51.5
DCSM+CRF [39] 78.1 43.8 26.3 49.8 19.5 40.3 61.6 53.9 52.7 13.7 47.3 34.8 50.3 48.9 69.0 49.7 38.4 57.1 34.0 38.0 40.0 45.1
fg/bg masks+CRF [36] 80.3 57.5 24.1 66.9 31.7 43.0 67.5 48.6 56.7 12.6 50.9 42.6 59.4 52.9 65.0 44.8 41.3 51.1 33.7 44.4 33.2 48.0
Ours fg/bg masks+CRF 83.4 65.4 29.0 68.5 33.4 51.6 58.4 53.5 68.3 15.7 54.1 30.2 66.9 57.9 66.0 23.7 39.6 61.6 29.7 51.9 31.8 49.6
Ours multi-class masks+CRF 83.5 60.8 29.8 66.6 23.2 52.1 69.3 53.8 70.4 19.1 56.8 40.1 71.0 59.7 71.4 54.9 33.9 71.2 40.5 35.4 41.9 52.6
Image baseline fg/bg mask fg/bg mask+HO multi-class mask/Loc multi-class mask/Loc multi-class mask/Loc GT
+Fusion +Fusion+HO
Fig. 7. Qualitative results from the Pascal VOC validation set.
when using labeled bounding boxes and 54.1% for [13]
when using labeled bounding boxes in an EM process vs
50.9% for our approach with image tags only). We believe
that this further evidences the benefits of our approach.
In Figs. 7 and 8, we show some successful segmentations
and failure cases of our approach, respectively. In some cases
(e.g., first row of Fig. 8), these failures are due to the output
scores of the network, which are used in Eqs. 12 and 15.
Other failures are due to errors in our predicted masks.
For example, the second row of Fig. 8 indicates that errors
appear after using the localization network to generate
multi-class masks. The most common type of failure occurs
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Fig. 8. Failure cases from the Pascal VOC validation set.
TABLE 3
Mean IOU on the PASCAL VOC validation and test sets for other
methods trained with higher level of supervision or additional training
data. Note that, while our approach requires no additional supervision
or training data, its accuracy is comparable to or higher than that of
other methods.
Methods mIoU(val) mIOU(test)
[19]: MIL(Tag) w/ILP+bbox 37.8 37.0
[19]: MIL(Tag) w/ILP+seg 42.0 40.6
[16]: SN-B+MCG seg 41.9 43.2
[12]: 1Point 35.1 -
[12]: Objectness+1Point 42.7 -
[12]: Objectness+1Point(GT) 46.1 -
[12]: Objectness+AllPoints (weighted) 43.4 -
[12]: Objectness+1 squiggle per class 49.1 -
[20]: Random Crops+CRF 36.4 -
[20]: Size Info.+CRF 42.4 45.1
[17]: STC + CRF + additional train data 49.8 51.2
[16] SN-B+MCG seg 41.9 43.2
[36]: CheckMask procedure+CRF 51.5 52.9
[38]: Augmented feedback+MCG+CRF 54.3 55.5
Ours (fg/bg masks)+CRF 48.0 49.6
Ours (multi-class masks)+CRF 50.9 52.6
in the presence of complex scenes, in which the network is
unable to segment small objects. The last two rows of Fig. 8
show some of these cases.
4.4 Ablation Study
We now study the effect of the different components of our
approach on our results. In particular, we first evaluate our
predicted masks, and then discuss semantic segmentation
results.
4.4.1 Mask Evaluation
Foreground/background masks. To evaluate our fore-
ground/background masks, we made use of 10% of ran-
domly chosen training images from the Pascal VOC dataset.
TABLE 4
Comparison of our foreground/background masks with those obtained
using the objectness methods of [25] and [27].
Mean IoU
Masks obtained using [25] 52.34%
Masks obtained using [27] 50.20%
Our masks 60.08%
We then generated foreground/background masks for these
images using our approach, which relies on the activations
of the fourth and fifth layers of the segmentation network
pre-trained on ImageNet (i.e., before fine-tuning it for se-
mantic segmentation). These masks can then be compared
to ground-truth foreground/background masks obtained
directly from the pixel level annotations.
We compare our masks with the objectness criteria of [25]
and [27], which were employed for the purpose of weakly-
supervised semantic segmentation by [12] and [16], [19],
[38], respectively. Note that some objectness methods, such
as [26], [27], that have been used for weakly-supervised
semantic segmentation [16], [19], [21], [38], require training
data with pixel-level or bounding box annotations, and thus
are not really comparable to our approach. Note also that a
complete evaluation of objectness methods goes beyond the
scope of this paper, which focuses on weakly-supervised
semantic segmentation.
The objectness methods of [25] and [27] produce a per-
pixel foreground probability map. For our comparison to be
fair, we further refined these maps using the same dense
CRF as in our approach. In Table 4, we provide the results
of these experiments in terms of mean Intersection Over
Union (mIOU) with respect to the ground-truth masks. Note
that our masks are more accurate than those of [25], [27].
In particular, we have found that our masks yield a much
better object localization accuracy.
11
Image Ground-Truth Localization map Average on GT
Success for monitor
Failure for potted plant
Fig. 9. Success and failure cases of the localization network.
TABLE 5
Accuracy of the multi-class masks when directly used for segmentation
(without any network), assuming known tags at test time.
Methods Mean IoU
multi-class masks using localization 43.0
multi-class masks using localization+fusion 46.6
Multi-class masks. As discussed before, our multi-class
masks rely, in part, on the localization network. Although
the localization map provides useful information about the
location of the objects, it is not sufficient on its own to
generate accurate masks. In addition to its lack of accuracy
at the object’s boundary and the incompleteness of its seg-
mentation, as illustrated earlier in Fig. 4, the accuracy of the
localization network varies greatly for different classes. We
illustrate this in Fig. 9 for the successful case of the monitor
class and for the failure case of potted plants. In the case
of monitor, which, most of the time, is located in the center
of the image (see Average on GT), the network is able to
localize it reasonably well. By contrast, potted plants are
scattered in all locations in the dataset (see Average on GT),
and the network therefore fails to localize it accordingly.
As a matter of fact, when training our method with masks
obtained from the localization network only, the IOU of pot-
ted plants is 0. This IOU increases to 32.3 when combining
the localization network with our fusion-based masks, as
discussed in Section 3.1.2.
Since our method generates multi-class masks, one could
think of directly using these masks to obtain the final seman-
tic segmentation of an input image, that is, without training
a network at all. We evaluated how well this naive approach
performs on the Pascal VOC validation data. To further
help this baseline, we made use of the ground-truth tags
to filter out the absent classes from the masks’ predictions.
Fig. 10. Pixel classification accuracy as a function of the bandwidth
around the object boundaries on the Pascal VOC validation set. Note
that using our fusion-based masks helps improving the accuracy at the
boundary of the objects.
TABLE 6
Mean IOU on PASCAL VOC val. set for different setups of our method.
Methods mIOU
Tag-only Baseline (no mask) 31.0
Foreground/Background Priors 47.3
Foreground/Background Priors + Higher Order 48.0
Localization Priors 45.9
Localization Priors+Higher Order 46.6
Localization+Fusion Priors 49.2
Localization+Fusion Priors+Higher Order (small FOV) 49.3
Localization+Fusion Priors+Higher Order (large FOV) 50.9
The results of this experiment are reported in Table 5 for the
localization masks only and for our multi-class masks. Note
that these results, despite relying on ground-truth tags at
test time, are lower than that of our approach, which does
not use this information. This confirms the importance of
training a network based on our masks, rather than directly
using the masks for prediction.
To evaluate the accuracy of the different types of masks
at the boundary of the objects, we further made use of the
Trimap accuracy [50], which focuses on the segmentation
error within a region around the true boundaries. In Fig. 10,
we report the Trimap accuracy as a function of the width
of the region around the boundary for the results obtained
with our fusion-based foreground/background masks, the
localization network masks, and our multi-class masks (fu-
sion+localization). In addition to this, we also report the
error of a simple baseline consisting of not using any mask,
but only the tags, i.e., using Eq. 10 as training loss. Note that
using masks clearly improves boundary accuracy, particu-
larly when using our fusion-based masks, with or without
the additional localization ones. Recall, however, that the
combination of fusion+localization gave higher accuracy
than fusion only in terms of IOU. This shows the benefits
of our complete multi-class masks.
4.4.2 Effect of the Different Components
In Table 6, we evaluate the influence of several components
of our approach. In particular, we report the results of
the simple baseline mentioned above that only uses tags,
but no mask. We also report the results obtained with
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TABLE 7
Per class IOU on Youtube Objects using image tags during training.
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Papazoglou et al. [51] - 67.4 62.5 37.8 67.0 43.5 32.7 48.9 31.3 33.1 43.4 46.8
Tang et al. [52] - 17.8 19.8 22.5 38.3 23.6 26.8 23.7 14.0 12.5 40.4 23.9
Ochs et al. [53] - 13.7 12.2 10.8 23.7 18.6 16.3 18.0 11.5 10.6 19.6 15.5
SEC [18] 84.4 51.9 59.3 37.5 64.4 30.5 38.2 50.1 51.1 49.7 17.3 48.6
Ours (multi-class masks) 88.5 72.7 60.1 44.2 53.5 33.3 42.4 50.3 49.6 56.6 16.6 51.6
different types of masks, with and without using the higher-
order terms in our CRF smoothing procedure, and, in the
multi-class case, with different network fields-of-view. The
importance of our mask is clearly evidenced by the fact that
mask-based results outperform the mask-free baseline by up
to 17.0 mIOU points when using foreground/background
masks and up to 19.9 when using multi-class masks. These
results also show that using higher-order terms brings some
improvement over the pairwise CRF, albeit of much lesser
magnitude than the masks themselves. Similarly, the net-
work field-of-view has some influence on accuracy.
Computation time. For each validation image of PAS-
CAL VOC, the network forward time is of 0.06 sec. on
an NVIDIA TESLA P100 GPU. The running time of crisp
boundary detection for a single image takes 4.1 seconds
when using the speedy version of the public Matlab imple-
mentation [32] on a single core of an Intel Core i5 processor.
For the Dense CRF, inference takes 2.8 and 2.1 seconds
with and without higher-order term, respectively, using the
public C++ code [46] on a single core of an Intel Core
i7 processor. The bottleneck of our approach at test time
therefore is the crisp boundary detection. Note, however,
that this step is only used to determine the regions for the
higher-order potentials, without which, as shown in Table 6,
our approach still yields competitive results.
4.5 Evaluation on YTO and MS COCO
To further demonstrate the generality of our method, we
conducted a set of experiments on YTO and MS COCO.
While a few weakly-supervised methods have been ap-
plied to YTO, to the best of our knowledge, no weakly
supervised results have been published on MS-COCO. We
therefore also computed the results of the contemporary
SEC method [18] on these two datasets using the publicly
available code.
4.5.1 Evaluation on YTO
In Table 7 we report the per class mean IOU of our approach
and several baselines on YTO. Note that our method outper-
forms all the baselines, including [18], on this dataset.
4.5.2 Evaluation on MS COCO
MS COCO is a large-scale dataset containing 80 classes of
different categories. Unlike in PASCAL VOC and YTO, in
MS-COCO, the majority of samples were collected from
non-iconic images in a complex natural context. Moreover, a
large number of the classes, e.g., spoon and knife, are small
in terms of both size and the number of instances/samples
in the datasets. Additionally, the classes of similar cate-
gories, e.g., Furniture and Indoor categories, appear to-
gether in an image, resulting in images depicting more than
TABLE 8
Per class IOU on MS COCO using image tags during training.
Cat. Class SEC Ours Cat. Class SEC Ours
BG background 74.3 68.8
K
it
ch
en
w
ar
e wine glass 22.3 17.5
P person 43.6 27.5 cup 17.9 5.6
Ve
hi
cl
e
bicycle 24.2 18.2 fork 1.8 0.5
car 15.9 7.2 knife 1.4 1.0
motorcycle 52.1 40.5 spoon 0.6 0.6
airplane 36.6 32.0 bowl 12.5 13.3
bus 37.7 39.2
Fo
od
banana 43.6 44.9
train 30.1 26.5 apple 23.6 18.9
truck 24.1 17.5 sandwich 22.8 21.4
boat 17.3 16.5 orange 44.3 35.0
O
ut
do
or
traffic light 16.7 3.9 broccoli 36.8 27.0
fire hydrant 55.9 33.1 carrot 6.7 16.0
stop sign 48.4 28.4 hot dog 31.2 22.5
parking meter 25.2 25.5 pizza 50.9 57.8
bench 16.4 12.4 donut 32.8 36.2
A
ni
m
al
bird 34.7 31.1 cake 12.0 17.0
cat 57.2 52.8
Fu
rn
it
ur
e
chair 7.8 8.2
dog 45.2 44.1 couch 5.6 13.9
horse 34.4 34.2 potted plant 6.2 7.4
sheep 40.3 38.0 bed 23.4 29.8
cow 41.4 42.1 dining table 0.0 2.0
elephant 62.9 65.2 toilet 38.5 30.1
bear 59.1 57.0
El
ec
tr
on
ic
s
tv 19.2 14.8
zebra 59.8 65.0 laptop 20.1 19.9
giraffe 48.8 55.6 mouse 3.5 0.4
A
cc
es
so
ry
backpack 0.3 3.2 remote 17.5 9.9
umbrella 26.0 28.1 keyboard 12.5 19.9
handbag 0.5 1.1 cell phone 32.1 26.1
tie 6.5 5.5
A
pp
lia
nc
e microwave 8.2 9.8
suitcase 16.7 21.3 oven 13.7 16.4
Sp
or
t
frisbee 12.3 5.6 toaster 0.0 0.0
skis 1.6 1.0 sink 10.8 9.5
snowboard 5.3 2.8 refrigerator 4.0 13.2
sports ball 7.9 1.9
In
do
or
book 0.4 7.5
kite 9.1 10.3 clock 17.8 16.5
baseball bat 1.0 1.7 vase 18.4 13.4
baseball glove 0.6 0.5 scissors 16.5 12.2
skateboard 7.1 6.6 teddy bear 47.0 41.0
surfboard 7.7 3.3 hair dryer 0.0 0.0
tennis racket 9.1 5.5 toothbrush 2.8 2.0
bottle 13.2 9.6 mean IOU 22.4 20.4
10 classes. These properties make MS-COCO very challeng-
ing for weakly-supervised segmentation, and, to the best
of our knowledge, we are the first to report results on this
dataset in the weakly-supervised setting.
We provide the per-class IoU of our approach and
SEC [18] in Table 8. While, on average, SEC obtains slightly
better results, the behavior of both methods is similar: They
yield reasonable accuracy on large classes, such as Animals,
but perform poorly on small ones, such as Indoor and
Kitchenware. Interestingly, by analyzing the confusion ma-
trix depicted in Fig. 11, we noticed that our approach is more
confused between classes from the same broad category. For
instance, there are large confusions between the classes of
the ’Food and Kitchenware’ category. Furthermore, many
of the classes from accessories and sport is confused with
Person as in most samples they appear together with Person.
Altogether, we believe that, while promising, these re-
sults on MS-COCO evidence that there is much space for
progress in weakly-supervised semantic segmentation, and,
in particular, that developing solutions that improve intra-
category discrimination could be an interesting direction for
future research.
5 CONCLUSION
We have introduced a Deep Learning approach to weakly-
supervised semantic segmentation that leverages masks di-
rectly extracted from networks pre-trained for the task of
13
Fig. 11. Confusion matrix of our method on the MS COCO validation
set. The classes are shown in the same order as in Table 8. Note that
the main sources of confusion are with the background or with classes
coming from the same broad category or appearing in the same context.
object recognition. In particular, we have shown how to
extract foreground/background masks by fusing the activa-
tions of convolutional layers, as well as multi-class ones by
combining this fusion-based prior with a localization one.
Our experiments have shown the benefits of our masks, and
in particular of the multi-class ones, which yield state-of-
the-art segmentation accuracy on PASCAL VOC. The most
common failure cases of our approach are related to the
presence of small objects in complex scenes. In the future,
we will therefore focus on addressing this issue. Further-
more, a general limitation of existing tag-based semantic
segmentation techniques is that they assume that the tags
cover all the classes in the input image. We believe that
developing algorithms that go beyond this fairly unrealistic
assumption is a promising research direction.
REFERENCES
[1] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional net-
works for semantic segmentation,” in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2015.
[2] H. Noh, S. Hong, and B. Han, “Learning deconvolution network
for semantic segmentation,” in The IEEE International Conference on
Computer Vision (ICCV), 2015.
[3] L. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille,
“Semantic image segmentation with deep convolutional nets and
fully connected crfs,” CoRR, vol. abs/1412.7062, 2014. [Online].
Available: http://arxiv.org/abs/1412.7062
[4] S. Zheng, S. Jayasumana, B. Romera-Paredes, V. Vineet, Z. Su,
D. Du, C. Huang, and P. H. Torr, “Conditional random fields as
recurrent neural networks,” in The IEEE International Conference on
Computer Vision (ICCV), 2015.
[5] M. Mostajabi, P. Yadollahpour, and G. Shakhnarovich, “Feedfor-
ward semantic segmentation with zoom-out features,” in The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2015.
[6] A. Sharma, O. Tuzel, and D. W. Jacobs, “Deep hierarchical parsing
for semantic segmentation,” in The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), 2015.
[7] C. Farabet, C. Couprie, L. Najman, and Y. LeCun, “Learning hier-
archical features for scene labeling,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 35, no. 8, pp. 1915–1929, 2013.
[8] N. Pourian, S. Karthikeyan, and B. Manjunath, “Weakly super-
vised graph based semantic segmentation by learning commu-
nities of image-parts,” in The IEEE International Conference on
Computer Vision (ICCV), 2015.
[9] J. Xu, A. Schwing, and R. Urtasun, “Tell me what you see and i
will show you where it is,” in The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), 2014.
[10] A. Vezhnevets, V. Ferrari, and J. M. Buhmann, “Weakly supervised
semantic segmentation with a multi-image model,” in The IEEE
International Conference on Computer Vision (ICCV). IEEE, 2011.
[11] J. Xu, A. G. Schwing, and R. Urtasun, “Learning to segment under
various forms of weak supervision,” in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2015.
[12] A. Bearman, O. Russakovsky, V. Ferrari, and L. Fei-Fei, “What’s
the point: Semantic segmentation with point supervision,” ArXiv
e-prints, 2015.
[13] G. Papandreou, L.-C. Chen, K. P. Murphy, and A. L. Yuille,
“Weakly- and semi-supervised learning of a deep convolutional
network for semantic image segmentation,” in The IEEE Interna-
tional Conference on Computer Vision (ICCV), 2015.
[14] D. Pathak, E. Shelhamer, J. Long, and T. Darrell, “Fully convolu-
tional multi-class multiple instance learning,” in ICLR Workshop,
2015.
[15] X. Qi, J. Shi, S. Liu, R. Liao, and J. Jia, “Semantic segmentation
with object clique potential,” in The IEEE International Conference
on Computer Vision (ICCV), 2015.
[16] Y. Wei, X. Liang, Y. Chen, Z. Jie, Y. Xiao, Y. Zhao, and S. Yan,
“Learning to segment with image-level annotations,” Pattern
Recognition, 2016.
[17] Y. Wei, X. Liang, Y. Chen, X. Shen, M.-M. Cheng, Y. Zhao,
and S. Yan, “Stc: A simple to complex framework for
weakly-supervised semantic segmentation,” arXiv preprint
arXiv:1509.03150, 2015.
[18] A. Kolesnikov and C. H. Lampert, “Seed, expand and constrain:
Three principles for weakly-supervised image segmentation,”
CoRR, vol. abs/1603.06098, 2016. [Online]. Available: http:
//arxiv.org/abs/1603.06098
[19] P. O. Pinheiro and R. Collobert, “From image-level to pixel-level
labeling with convolutional networks,” in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2015.
[20] D. Pathak, P. Krahenbuhl, and T. Darrell, “Constrained convolu-
tional neural networks for weakly supervised segmentation,” in
The IEEE International Conference on Computer Vision (ICCV), 2015.
[21] J. Dai, K. He, and J. Sun, “Boxsup: Exploiting bounding boxes to
supervise convolutional networks for semantic segmentation,” in
The IEEE International Conference on Computer Vision (ICCV), 2015.
[22] A. Khoreva, R. Benenson, J. Hosang, M. Hein, and B. Schiele,
“Weakly supervised semantic labelling and instance segmenta-
tion,” arXiv preprint arXiv:1603.07485, 2016.
[23] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg, and
L. Fei-Fei, “ImageNet Large Scale Visual Recognition Challenge,”
International Journal of Computer Vision (IJCV), vol. 115, no. 3, pp.
211–252, 2015.
[24] B. T. Mark J. Huiskes and M. S. Lew, “New trends and ideas
in visual concept detection: The mir flickr retrieval evaluation
initiative,” in MIR ’10: Proceedings of the 2010 ACM International
Conference on Multimedia Information Retrieval. New York, NY,
USA: ACM, 2010, pp. 527–536.
[25] B. Alexe, T. Deselaers, and V. Ferrari, “Measuring the objectness
of image windows,” Pattern Analysis and Machine Intelligence, IEEE
Transactions on, vol. 34, no. 11, pp. 2189–2202, 2012.
[26] M.-M. Cheng, Z. Zhang, W.-Y. Lin, and P. Torr, “Bing: Binarized
normed gradients for objectness estimation at 300fps,” in The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2014.
[27] P. Arbela´ez, J. Pont-Tuset, J. Barron, F. Marques, and J. Malik,
“Multiscale combinatorial grouping,” in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2014.
[28] J. Carreira and C. Sminchisescu, “Constrained parametric min-
cuts for automatic object segmentation,” in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). IEEE, 2010.
[29] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba,
“Object detectors emerge in deep scene cnns,” arXiv preprint
arXiv:1412.6856, 2014.
[30] M. Oquab, L. Bottou, I. Laptev, and J. Sivic, “Is object localization
for free?-weakly-supervised learning with convolutional neural
networks,” in The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2015.
[31] K. Simonyan and A. Zisserman, “Very deep convolutional
networks for large-scale image recognition,” CoRR, vol.
abs/1409.1556, 2014.
14
[32] P. Isola, D. Zoran, D. Krishnan, and E. H. Adelson, “Crisp bound-
ary detection using pointwise mutual information,” in European
Conference on Computer Vision. Springer, 2014.
[33] M. Everingham, S. M. A. Eslami, L. Van Gool, C. K. I. Williams,
J. Winn, and A. Zisserman, “The pascal visual object classes
challenge: A retrospective,” International Journal of Computer Vision,
vol. 111, no. 1, pp. 98–136, Jan. 2015.
[34] A. Prest, C. Leistner, J. Civera, C. Schmid, and V. Ferrari, “Learning
object class detectors from weakly annotated video,” in The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE, 2012.
[35] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan,
P. Dolla´r, and C. L. Zitnick, “Microsoft coco: Common objects in
context,” in European Conference on Computer Vision. Springer,
2014.
[36] F. Saleh, M. S. A. Akbarian, M. Salzmann, L. Petersson, S. Gould,
and J. M. Alvarez, “Built-in foreground/background prior for
weakly-supervised semantic segmentation,” in European Confer-
ence on Computer Vision. Springer, 2016.
[37] A. Vezhnevets, V. Ferrari, and J. M. Buhmann, “Weakly supervised
structured output learning for semantic segmentation,” in The
IEEE Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE, 2012.
[38] X. Qi, Z. Liu, J. Shi, H. Zhao, and J. Jia, “Augmented feedback
in semantic segmentation under image level supervision,” in
European Conference on Computer Vision. Springer, 2016.
[39] W. Shimoda and K. Yanai, “Distinct class-specific saliency maps
for weakly supervised semantic segmentation,” in European Con-
ference on Computer Vision. Springer, 2016.
[40] H. Jiang, J. Wang, Z. Yuan, Y. Wu, N. Zheng, and S. Li, “Salient
object detection: A discriminative regional feature integration
approach,” in The IEEE conference on computer vision and pattern
recognition (CVPR), 2013.
[41] P. Tokmakov, K. Alahari, and C. Schmid, “Weakly-supervised
semantic segmentation using motion cues,” arXiv preprint
arXiv:1603.07188, 2016.
[42] B. Zhou, A. Khosla, L. A., A. Oliva, and A. Torralba, “Learning
Deep Features for Discriminative Localization.” The IEEE Confer-
ence on Computer Vision and Pattern Recognition (CVPR), 2016.
[43] G. Bertasius, J. Shi, and L. Torresani, “Deepedge: A multi-scale
bifurcated deep network for top-down contour detection,”
CoRR, vol. abs/1412.1123, 2014. [Online]. Available: http:
//arxiv.org/abs/1412.1123
[44] M. Lin, Q. Chen, and S. Yan, “Network in network,” arXiv preprint
arXiv:1312.4400, 2013.
[45] P. Kra¨henbu¨hl and V. Koltun, “Efficient inference in fully con-
nected crfs with gaussian edge potentials,” in Advances in Neural
Information Processing Systems, 2011, pp. 109–117.
[46] V. Vineet, J. Warrell, and P. H. Torr, “Filter-based mean-field infer-
ence for random fields with higher-order terms and product label-
spaces,” International Journal of Computer Vision, vol. 110, no. 3, pp.
290–307, 2014.
[47] B. Hariharan, P. Arbela´ez, L. Bourdev, S. Maji, and J. Malik, “Se-
mantic contours from inverse detectors,” in The IEEE International
Conference on Computer Vision (ICCV). IEEE, 2011.
[48] S. D. Jain and K. Grauman, “Supervoxel-consistent foreground
propagation in video,” in European Conference on Computer Vision.
Springer, 2014.
[49] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick,
S. Guadarrama, and T. Darrell, “Caffe: Convolutional architecture
for fast feature embedding,” in Proceedings of the ACM International
Conference on Multimedia. ACM, 2014, pp. 675–678.
[50] P. Kohli, P. H. Torr et al., “Robust higher order potentials for en-
forcing label consistency,” International Journal of Computer Vision,
vol. 82, no. 3, pp. 302–324, 2009.
[51] A. Papazoglou and V. Ferrari, “Fast object segmentation in uncon-
strained video,” in The IEEE International Conference on Computer
Vision (ICCV), 2013.
[52] K. Tang, R. Sukthankar, J. Yagnik, and L. Fei-Fei, “Discriminative
segment annotation in weakly labeled video,” in The IEEE Confer-
ence on Computer Vision and Pattern Recognition (CVPR), 2013.
[53] P. Ochs, J. Malik, and T. Brox, “Segmentation of moving objects by
long term video analysis,” IEEE transactions on pattern analysis and
machine intelligence, vol. 36, no. 6, pp. 1187–1200, 2014.
Fatemehsadat Saleh obtained her BSc from
Isfahan University of Technology, Iran and MSc
from Sharif University of Technology, Iran in
2011 and 2013, respectively. She then joined
Electronic Research Institute at Sharif University
of Technology as a researcher. She is now a
PhD student at the Australian National University
and Data61 of CSIRO at Canberra research lab.
Her main research interests are in scene under-
standing of images and videos, especially in a
weakly-supervised manner.
Mohammad Sadegh Aliakbarian obtained his
BSc degree from Isfahan University of Tech-
nology in 2013. He was with Electronic Re-
search Institute at Sharif University of Technol-
ogy, Tehran, Iran as a researcher and developer
and then joined NICTA in Canberra as a visitor
researcher. He is now a PhD student at the Aus-
tralian National University and Data61 of CSIRO
at Canberra research lab.
Mathieu Salzmann is a Senior Researcher at
EPFL. Previously, he was a Senior Researcher
and Research Leader in NICTA’s computer vi-
sion research group, a Research Assistant Pro-
fessor at TTI-Chicago, and a postdoctoral fellow
at ICSI and EECS at UC Berkeley. He obtained
his PhD in Jan. 2009 from EPFL. His research
interests lie at the intersection of machine learn-
ing and geometry for computer vision.
Lars Petersson is a Principal Research Scien-
tist within Data61, CSIRO, Australia, specialising
in resource constrained computer vision. Previ-
ously, he was a Principal Researcher in NICTA
where he was leading projects such as Smart
Cars, AutoMap, and Distributed Large Scale Vi-
sion. Earlier, he was a researcher at the Aus-
tralian National University. He received his PhD
in 2002 from KTH, Stockholm, Sweden, where
he also received his Master’s degree in Engi-
neering Physics.
Jose M. Alvarez is a senior researcher at
Data61, CSIRO, Australia working on deep
learning and computer vision. He obtained his
Ph.D. in 2010 from Autonomous University of
Barcelona under the supervision of Prof. Anto-
nio Lopez and Prof. Theo Gevers. Previous to
CSIRO, he worked as a postdoctoral researcher
at the Courant Institute of Mathematical Science
at New York University under the supervision of
Prof. Yann LeCun. In 2012, he joined NICTA as
a computer vision researcher.
Stephen Gould is an Associate Professor at
ANU and Principal Research Scientist at Ama-
zon. He is a former ARC Postdoctoral Fellow and
Microsoft Faculty Fellow, and is a Contributed
Researcher to the Data61 Machine Learning
group and a Chief Investigator with the ARCV.
Stephen received his BSc degree in mathemat-
ics and computer science and BE degree in elec-
trical engineering from the University of Sydney
in 1994 and 1996, respectively. He received his
MS degree in electrical engineering from Stan-
ford University in 1998. In 2005 he returned to PhD studies and earned
his PhD degree in Electrical Engineering from Stanford University in
2010. His main research focus is on automatic semantic and geometric
understanding of images and videos.
