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Abstract
We prove the equivalence of ensembles for Bernoulli measures on Z conditioned
on two conserved quantities under the situation that one of them is spatially inho-
mogeneous. For the proof, we extend the classical local limit theorem for a sum of
Bernoulli independent sequences to those multiplied by linearly growing weights. The
motivation comes from the study of random Young diagrams. We discuss the relation
between our result and the so-called Vershik curve which appears in a scaling limit for
height functions of two-dimensional Young diagrams.
1 Introduction
The equivalence of ensembles, that is the asymptotic equivalence of canonical and grand
canonical ensembles for large systems, plays a fundamental role in equilibrium statistical
physics [13], [6], [9] and also in some problems related to statistics [2], [3]. It is mostly
discussed for canonical ensembles obtained under conditioning on spatially homogeneous
physical quantities. In our problem, the grand canonical ensembles are simply Bernoulli
measures on Z, but the system has two conservation laws so that the corresponding canon-
ical ensembles are defined through conditioning on a quantity which is not translation-
invariant. As a result, the macroscopic profile for the grand canonical ensemble turns out
to be spatially dependent. We will show that this profile has a connection to the so-called
Vershik curve which appears in a scaling limit for two-dimensional Young diagrams, [14],
[1], [4].
The height function ψq of a two-dimensional Young diagram, which is associated with
a distinct partition q = {q1 > q2 > · · · > qK ≥ 1} of a positive integer M by positive
integers {qi}Ki=1 (i.e. M =
∑K
i=1 qi), is given by a right continuous non-increasing step
function
ψq(u) =
K∑
i=1
1{u<qi}, u ≥ 0.
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Its height difference η = {ηk}k∈N,N = {1, 2, . . .}, is defined by
ηk = ψq(k − 1)− ψq(k) ∈ {0, 1} or ηk = 1⇐⇒ k ∈ {qi}Ki=1.
Then, in terms of η, the height K of the Young diagram at u = 0 is represented as
ψq(0) =
∑
k∈N
ηk
and the area M as ∫ ∞
0
ψq(u)du =
∑
k∈N
kηk.
The sequence η = {ηk}k∈N can be interpreted as defining a configuration of particles on
N in the sense that the site k is occupied by a particle if ηk = 1 and vacant if ηk = 0
and, from the viewpoint of random Young diagrams, it is natural to restrict the space of
configurations η to those satisfying
∑
k∈N ηk = K and
∑
k∈N kηk =M , given two constants
K and M . The first condition is equivalent to assign the total number of particles in the
system, while the second sum involves a non-translation-invariant linearly growing weight
k. The simplest random structure can be introduced to the set of Young diagrams with
height K at u = 0 and area M by means of a uniform probability measure on the space of
configurations η with these two constraints. In fact, such random structure is the subject
of our study.
The original motivation of this paper comes from the study of the hydrodynamic
limit for an area-preserving random dynamic on two-dimensional Young diagrams with
height differences restricted to be 0 or 1. Such dynamic, which is a kind of a surface
diffusion model studied in physics [12], is introduced in [5]. As we have seen above, it can
be transformed into an equivalent particle system on N with two conservation laws.
We formulate our problem and main results in Section 2. For the proof, we need to
extend the local limit theorem for a sum of independent random variables. If the random
variables satisfy certain proper moment conditions (see, e.g., Theorems VII. 4 and VII.12
of [11]), the classical theory applies, but in our case, such conditions do not hold since the
random variables have unbounded linearly growing weights. This is discussed in Section 3
relying on the fact that the weights are linear by analyzing the behavior of characteristic
functions. Sections 4 and 5 are devoted to the proofs of main results. We finally show
that the limit curves obtained in [1] and here are identical, although the random structures
imposed on the set of Young diagrams are different.
2 Main results
Let us state our problem precisely. We consider a particle system on Z rather than on
N following the usual setting in statistical physics. Each site is occupied by at most one
particle. Therefore the particle configuration on Z is represented by η = {ηk}k∈Z ∈ Σ :=
{0, 1}Z, where ηk = 1 means that the site k is occupied by a particle and ηk = 0 means
that k is vacant. For a finite set Λ in Z and η ∈ Σ, we define
KΛ(η) :=
∑
k∈Λ
ηk, MΛ(η) :=
∑
k∈Λ
kηk.
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For given K,M and ℓ ∈ N, let νΛℓ,K,M be the uniform probability measure on the configu-
ration space ΣΛℓ,K,M = {η ∈ ΣΛℓ;KΛℓ(η) = K,MΛℓ(η) =M}, where Λℓ = {k ∈ Z; |k| ≤ ℓ}
and ΣΛ = {0, 1}Λ. For α ∈ (0, 1) and a finite set Λ in Z, let νΛα be the Bernoulli measure
on ΣΛ with mean α, that is, ν
Λ
α (η) = (1−α)♯{k∈Λ;ηk=0}α♯{k∈Λ;ηk=1} for each η ∈ ΣΛ. Then,
the measure νΛℓ,K,M is identical to the conditional measure of ν
Λℓ
α or ν
Λ
α with Λℓ ⊂ Λ on
ΣΛℓ,K,M : For ξ ∈ ΣΛℓ,K,M ,
νΛℓ,K,M(ξ) = ν
Λℓ
α (ξ|ΣΛℓ,K,M)
= νΛα (ηΛℓ = ξ|ΣΛℓ,K,M × ΣΛ\Λℓ)
= νΛα (η = (ξ, ηΛ\Λℓ)|ΣΛℓ,K,M × {ηΛ\Λℓ})
independently of the choice of the outer conditions ηΛ\Λℓ ; see also Lemma 4.1 below. We
have denoted by ηΛℓ and ηΛ\Λℓ the configurations η restricted on these sets.
We first observe the possible values of K = KΛℓ(η) and M = MΛℓ(η) for η ∈ Σℓ. It
is easy to see that 0 ≤ K ≤ 2ℓ+ 1, while the values of M range as
|M | ≤ 1
2
(
K(2ℓ+ 1)−K2)
under the condition that KΛℓ(η) = K. Indeed the extreme values of M given K are
attained when all K particles are closely packed at the right or left most edges on Λℓ.
Accordingly, we have that
0 ≤ K
2ℓ+ 1
≤ 1,
∣∣∣∣ M(2ℓ+ 1)2
∣∣∣∣ ≤ 12
(
K
2ℓ+ 1
−
(
K
2ℓ+ 1
)2)
.
We fix p ∈ N and assume that, for ℓ ∈ N and 1 ≤ j ≤ p, sequences K = Kℓ, M =Mℓ
and kj = kj,ℓ are given and satisfy
lim
ℓ→∞
K
2ℓ+ 1
= ρ ∈ (0, 1),(2.1)
lim
ℓ→∞
M
(2ℓ+ 1)2
= m ∈ (−v/2, v/2),(2.2)
lim
ℓ→∞
kj
ℓ
= xj ∈ (−1, 1),(2.3)
respectively, with distinct limits {xj}pj=1, where v = ρ(1− ρ). A function f on Σ is called
local if it depends only on finitely many coordinates in η. The shift operators τi are defined
by τif(η) = f(τiη) and (τiη)k = ηk+i for i, k ∈ Z and η ∈ Σ. We are now at the position
to formulate our main theorem.
Theorem 2.1. Let fj = fj(η), 1 ≤ j ≤ p be local functions on Σ. Then, under the
conditions (2.1)–(2.3), we have that
lim
ℓ→∞
EνΛℓ,K,M [
p∏
j=1
τkjfj] =
p∏
j=1
Eνβ(xj) [fj],
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where να, α ∈ (0, 1) denotes the Bernoulli measure on Σ with mean α and
(2.4) β(x) ≡ β(x; a, b) = e
bxa
ebxa+ (1− a) , x ∈ [−1, 1],
with two parameters a ∈ (0, 1) and b ∈ R determined from ρ and m by the relations:
(2.5)
∫ 1
−1
β(x)dx = 2ρ,
∫ 1
−1
xβ(x)dx = 4m.
The convergence is uniform in (K,M) in the region that ε ≤ K/(2ℓ + 1) ≤ 1 − ε and
M/(2ℓ + 1)2 ∈ (−v/2 + ε, v/2 − ε) for every ε > 0.
For every ρ and m, one can find a and b uniquely as is shown in Lemma 4.2 below.
This theorem asserts that, as ℓ → ∞ under the canonical ensemble νΛℓ,K,M , the limit
distributions are asymptotically independent for microscopic regions which are macro-
scopically separated, and the microscopic limit distribution around the macroscopic point
x ∈ (−1, 1) is the grand canonical ensemble νβ(x) with macroscopically dependent profile
β(x). It will be useful to have another expression of β:
(2.6) β(x) =
1
b
g′(x)
g(x)
=
1
b
(log g(x))′,
where g(x) = ebxa+ (1− a). In particular, we have that∫ 1
−1
β(x)dx =
1
b
log
eba+ (1− a)
e−ba+ (1− a) ,(2.7) ∫ 1
−1
xβ(x)dx =
1
b
log
(eba+ (1− a))(e−ba+ (1− a))
(1− a)2
+
1
b2
{
L2
(
− ae
b
1− a
)
− L2
(
− ae
−b
1− a
)}
,
where L2(z) := −
∫ z
0
1
t log(1− t)dt, z < 1 is the Euler dilogarithm, see [7], p.642.
Remark 2.1. (1) Theorem 2.1 gives the equivalence of ensembles under the situation that
the system has two conservation laws, especially, one of them is not translation-invariant.
(2) The uniformity of the convergence near the boundary values of K/(2ℓ+1) and M/(2ℓ+
1)2 can not be shown, because the cumulant λ3, which controls the error estimate in the
local limit theorem, diverges near the boundary values.
(3) The macroscopic mean β(x) of the limit measure is not translation-invariant, but the
distribution of the microscopic configuration near each point x is a Bernoulli measure so
that it is translation-invariant.
(4) As we will see in the proof of Lemma 4.2, a is increasing in ρ and b is increasing in m,
respectively. In particular, the constant m measures the extent of the bias for the particles,
that is, a larger m implies more particles on the right side.
(5) The function β(x) appears in other context: The asymmetric simple exclusion process
on Z with jump rates p to the right and q to the left satisfying 0 < p < 1, p + q = 1, has
νβ(·;a,b) with b = log p/q as its invariant measure for every a ∈ (0, 1), where νβ(·) denotes
the product measure on Σ such that Eνβ(·) [ηk] = β(k), k ∈ Z, and the function β(·; a, b) is
defined by (2.4) for all x ∈ R (or x ∈ Z), see [10], p.382.
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The macroscopic profile β(x) has a connection to the Vershik curve which appears
in a scaling limit for random Young diagrams distributed under the restricted uniform
(Fermi) statistics. In fact, one can associate the height function ψℓ(u), u ∈ [−ℓ − 1, ℓ] of
the Young diagram with the particle configuration η ∈ Σℓ by
(2.8) ψℓ(u) =
∑
k∈Λℓ:k>u
ηk, u ∈ [−ℓ− 1, ℓ].
Note that ψℓ is a right continuous non-increasing step function and satisfies
(2.9) ψℓ(−ℓ− 1) = KΛℓ(η), ψℓ(ℓ) = 0,
with the area
(2.10)
∫ ℓ
−ℓ−1
ψℓ(u) du = (ℓ+ 1)KΛℓ(η) +MΛℓ(η).
Under the distribution νΛℓ,K,M , we consider the macroscopically scaled height function
defined by
(2.11) ψ˜ℓ(x) :=
1
ℓ
ψℓ(ℓx), x ∈ [−1, 1].
Corollary 2.2. Under the conditions (2.1) and (2.2), ψ˜ℓ converges as ℓ → ∞ to ψ in
probability in the following sense:
lim
ℓ→∞
νΛℓ,K,M
(
sup
x∈[−1,1]
∣∣∣ψ˜ℓ(x)− ψ(x)∣∣∣ > δ
)
= 0,
for every δ > 0. The limit ψ is defined by ψ(x) =
∫ 1
x β(y)dy, x ∈ [−1, 1] with β(x)
determined in Theorem 2.1.
From (2.1), (2.2), (2.9) and (2.10), the limit ψ satisfies
(2.12) ψ(−1) = 2ρ, ψ(1) = 0,
∫ 1
−1
ψ(x)dx = 2ρ+ 4m
and has a slope ψ′(x) = −β(x). Note that (2.12) is consistent with (2.5). As we have seen
in [4], Theorem 2.2, the Vershik curve ψR(x) defined for x ≥ 0 in the restricted uniform
statistics having the area
∫∞
0 ψR(x)dx = 1 satisfies the ordinary differential equation
(2.13) ψ′′R + cψ
′
R(1 + ψ
′
R) = 0,
where c = π/
√
12. Here we consider in a rectangular box, and a simple computation
with the help of (2.6) shows that the limit ψ in Corollary 2.2 satisfies the same ordinary
differential equation (2.13) with c = −b. Further discussions on the Vershik curves will be
held in Section 5.
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3 Local limit theorem for inhomogeneous Bernoulli sequence
with unbounded weight
For the proof of Theorem 2.1, we need to establish the local limit theorem jointly for the
sum of inhomogeneous Bernoulli sequence and the sum with unbounded linearly growing
weights k having some defects in them. Let a continuous function α = α(·) : [0, 1]→ (0, 1)
and a sequence {αnk ∈ (0, 1)}nk=1 satisfying the condition
(3.1) lim
n→∞ max1≤k≤n
|αnk − α(k/n)| = 0,
be given. Let {Xk}nk=1 ≡ {Xnk }nk=1 be {0, 1}-valued independent random variables with
mean E[Xk] = α
n
k for 1 ≤ k ≤ n and n ∈ N. Note that α− ≤ α(x), αnk ≤ α+, x ∈
[0, 1], 1 ≤ k ≤ n, n ∈ N holds with some 0 < α− < α+ < 1. We assume that a subset Γn of
{1, 2, . . . , n} is given for each n ∈ N and the size |Γn| is uniformly bounded in n: |Γn| ≤ C
for all n. Under these settings, we consider the sums
Sn ≡ Sn(X) :=
∑
k∈Γcn
Xk, Tn ≡ Tn(X) :=
∑
k∈Γcn
kXk,(3.2)
for n ∈ N, where Γcn = {1, 2, . . . , n} \ Γn; Γn are defects in these sums. Then, it is easy to
see that the (joint) central limit theorem holds for (Sn, Tn). Indeed, we define
S˜n :=
1√
Un
(
Sn − En
)
, T˜n :=
1√
Vn
(
Tn − Fn
)
,
with
En =
∑
k∈Γcn
αnk , Fn =
∑
k∈Γcn
kαnk , Un =
∑
k∈Γcn
vnk , Vn =
∑
k∈Γcn
k2vnk ,
where vnk := α
n
k(1−αnk). Recalling that α(·) ∈ C([0, 1]), the condition (3.1) and |Γn| ≤ C,
the asymptotic behaviors of En, Fn, Un and Vn as n→∞ are given by
En = n(α¯+ o(1)), Fn = n
2(αˇ+ o(1)),(3.3)
Un = n(v¯ + o(1)), Vn = n
3(vˇ + o(1)),
where α¯, αˇ, v¯, vˇ are positive constants defined by
α¯ =
∫ 1
0
α(x)dx, αˇ =
∫ 1
0
xα(x)dx,
v¯ =
∫ 1
0
α(x)(1 − α(x))dx, vˇ =
∫ 1
0
x2α(x)(1 − α(x))dx,
respectively. Then (S˜n, T˜n) weakly converges to (Y1, Y2) as n→∞, where Y = (Y1, Y2) is
an R2-valued Gaussian random variable with mean 0 and E[Y 21 ] = E[Y
2
2 ] = 1, E[Y1Y2] = λ,
where
λ =
1√
v¯vˇ
∫ 1
0
xα(x)(1 − α(x))dx.
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Indeed, the convergence of the corresponding characteristic functions is shown by Lemma
3.2 below. Note that λ ∈ (0, 1) by Schwarz’s inequality. The joint distribution density
function of Y is given by
(3.4) q0(y) =
1
2π
√
1− λ2 exp
{
−y
2
1 − 2λy1y2 + y22
2(1− λ2)
}
, y = (y1, y2) ∈ R2.
We now state the corresponding local limit theorem. The set of all possible values of
(Sn, Tn) is denoted by
Pn := {(K,L) ∈ Z+ × Z+;P (Sn = K,Tn = L) > 0},
where Z+ = {0, 1, 2, . . .}.
Proposition 3.1. We have that
lim
n→∞ sup(K,L)∈Pn
∣∣∣√UnVn P (Sn = K,Tn = L)− q0(y1, y2)∣∣∣ = 0,
where
(3.5) y1 =
1√
Un
(K − En), y2 = 1√
Vn
(L− Fn).
Remark 3.1. If α(·) ∈ C1([0, 1]) and αnk are given by αnk = α(k/n), then the convergence
in Proposition 3.1 takes place with speed O(1/
√
n):
sup
(K,L)∈Pn
∣∣∣√UnVn P (Sn = K,Tn = L)− q0(y1, y2)∣∣∣ ≤ C√
n
,
with some C > 0. However, in Section 4, we are forced to consider more general αnk
satisfying the condition (3.1). See Remark 4.1 below.
The local limit theorem for Tn was studied by [8] in homogeneous Bernoulli case
without defects and we extend it to the joint variables (Sn, Tn) in inhomogeneous case
with defects. The rest of this section is devoted to the proof of Proposition 3.1. We
essentially follow the arguments in [11], but because of the unboundedness of the weights
k for Tn, a phenomenon different from the classical situation arises in the Fourier mode
especially for the term I2 introduced below.
Let f(s, t;Sn, Tn), s, t ∈ R, be the characteristic function of R2-valued random variable
(Sn, Tn):
f(s, t;Sn, Tn) = E
[
ei(sSn+tTn)
]
,
where i =
√−1. Then, for all (K,L) ∈ Pn, we have that
(2π)2P (Sn = K,Tn = L) =
∫ π
−π
∫ π
−π
e−i(sK+tL)f(s, t;Sn, Tn) dsdt
=
1√
UnVn
∫ √Unπ
−√Unπ
∫ √Vnπ
−√Vnπ
e−i(sy1+ty2)f(s, t; S˜n, T˜n) dsdt,
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where y1, y2 are defined by (3.5). The second equality is due to a change of variables
noting that
(3.6) f(s, t;Sn, Tn) = exp{i(sEn + tFn)}f(
√
Uns,
√
Vnt; S˜n, T˜n).
Thus, if we define the error term by
Rn(K,L) = (2π)
2{
√
UnVn P (Sn = K,Tn = L)− q0(y1, y2)},
it can be rewritten as
Rn(K,L) =
∫ √Unπ
−√Unπ
∫ √Vnπ
−√Vnπ
e−i(sy1+ty2)f(s, t; S˜n, T˜n) dsdt
−
∫
R2
e−i(sy1+ty2)e−(s
2+2λst+t2)/2 dsdt,
since (2π)2q0(y1, y2) is given by the second integral in the above expression. We divide
Rn(K,L) into the sum of three integrals:
Rn(K,L) = I1 + I2 + I3,
where
I1 =
∫
D1,n
e−i(sy1+ty2)
{
f(s, t; S˜n, T˜n)− e−(s2+2λst+t2)/2
}
dsdt,
I2 =
∫
D2,n
e−i(sy1+ty2)f(s, t; S˜n, T˜n) dsdt,
I3 =
∫
D3,n
e−i(sy1+ty2)e−(s
2+2λst+t2)/2 dsdt,
respectively. Three domains are defined by
D1,n = {(s, t) ∈ R2; |s|, |t| ≤ c
√
n},
D2,n = {(s, t) ∈ R2; c
√
n < |s| ≤
√
Unπ or c
√
n < |t| ≤
√
Vnπ},
D3,n = {(s, t) ∈ R2; |s| ≥ c
√
n or |t| ≥ c√n},
respectively, with a small enough c ∈ (0,√v¯π) chosen later.
The estimate on I3 ≡ I3,n(K,L) is easy. In fact, noting that s2 + 2λst + t2 ≥
(1 − λ)(s2 + t2) and λ < 1, we have a uniform bound on I3: There exist C1, c1 > 0 such
that
(3.7) sup
K,L
|I3| ≤ C1e−c1n.
To give the estimate on I1, we prepare a lemma which is a two-dimensional version
of Lemma 1 in Chapter V of [11], p.109.
Lemma 3.2. For every δ > 0, there exist n0 ∈ N, c2, c3 > 0 such that, if n ≥ n0,∣∣∣f(s, t; S˜n, T˜n)− e−(s2+2λst+t2)/2∣∣∣ ≤ δ(|s|3 + |t|3 + s2 + t2)e−c2(s2+t2)
holds for every (s, t) ∈ R2 satisfying |s|, |t| ≤ c3
√
n.
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Proof. A simple computation leads to
(3.8) f(s, t; S˜n, T˜n) =
∏
k∈Γcn
{
αke
iγk(1−αk) + (1− αk)e−iγkαk
}
,
where γk ≡ γnk (s, t) := s/
√
Un+ tk/
√
Vn and we simply write αk instead of α
n
k . If |s|, |t| ≤
c3
√
n with c3 > 0 chosen later, from (3.3), γk can be estimated as
(3.9) |γk| ≤ c¯c3,
with some c¯ > 0. Therefore, since Taylor’s formula implies∣∣∣∣ez −
(
1 + z +
1
2
z2
)∣∣∣∣ ≤ C4|z|3,
with some C4 > 0 for all z ∈ C : |z| ≤ c¯c3, we have that
αke
iγk(1−αk) + (1− αk)e−iγkαk(3.10)
= αk
(
1 + iγk(1− αk)− 1
2
γ2k(1− αk)2
)
+ (1 − αk)
(
1− iγkαk − 1
2
γ2kα
2
k
)
+Rk
= 1− vk
2
γ2k +Rk,
with an error term Rk ∈ C having an estimate:
(3.11) |Rk| ≤ C4
(
αk(1− αk)3|γk|3 + (1− αk)α3k|γk|3
) ≤ C5|γk|3,
where we write vk for v
n
k . Let log(1 + z) be the principal value defined for z ∈ C \ {z =
x ∈ R;x ≤ −1}. Then,
| log(1 + z)− z| ≤ C6|z|2
holds for |z| < 1/2 with some C6 > 0, and therefore, from (3.8) and (3.10), we have that
(3.12)
∣∣∣∣∣∣log f(s, t; S˜n, T˜n)−
∑
k∈Γcn
(− vk
2
γ2k +Rk
)∣∣∣∣∣∣ ≤ C6
∑
k∈Γcn
∣∣∣−vk
2
γ2k +Rk
∣∣∣2 ,
if | − vkγ2k/2 + Rk| < 1/2 for all 1 ≤ k ≤ n. Note that, from (3.9) and (3.11), the last
condition holds if we choose c3 > 0 sufficiently small. However, we see that
(3.13)
∑
k∈Γcn
vkγ
2
k = (s
2 + 2λst+ t2)(1 + o(1)),
by using (3.3) and recalling |Γn| ≤ C. We thus obtain that
(3.14) log f(s, t; S˜n, T˜n) = −1
2
(s2 + 2λst+ t2) +R,
with an error term R having a bound:
|R| ≤
n∑
k=1
|Rk|+ 2C6
(
1
4
n∑
k=1
v2k|γk|4 +
n∑
k=1
|Rk|2
)
+ o(1)(s2 + t2).
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The sum over Γcn is bounded by that over all 1 ≤ k ≤ n. However, from (3.11) and (3.3),
we have that
(3.15)
n∑
k=1
|Rk| ≤ C5
n∑
k=1
|γk|3 ≤ C7√
n
(|s|3 + |t|3),
with some C7 > 0. For the sum of v
2
k|γk|4, since v2k ≤ (1/4)2, we have that
n∑
k=1
v2k|γk|4 ≤ C8
n∑
k=1
( |s|4
U2n
+
|t|4k4
V 2n
)
(3.16)
≤ C9
n
(|s|4 + |t|4) ≤ C9c3√
n
(|s|3 + |t|3),
with some C8, C9 > 0, if |s|, |t| ≤ c3
√
n. Since (3.9) and (3.11) show that |Rk| is bounded,
(3.15) implies that
(3.17)
n∑
k=1
|Rk|2 ≤ C10√
n
(|s|3 + |t|3).
Therefore, (3.15)–(3.17) can be summarized into
|R| ≤ C11√
n
(|s|3 + |t|3) + o(1)(s2 + t2),
if |s|, |t| ≤ c3
√
n. Coming back to (3.14), we have that∣∣∣f(s, t; S˜n, T˜n)− e−(s2+2λst+t2)/2∣∣∣ = e−(s2+2λst+t2)/2|eR − 1|
≤ e−(1−λ)(s2+t2)/2|R||e|R|.
However, if |s|, |t| ≤ c3
√
n, |R| ≤ (C11c3+ o(1))(s2 + t2) and therefore, by choosing c3 > 0
sufficiently small and n0 sufficiently large, we have that
e−(1−λ)(s
2+t2)/2e|R| ≤ C12e−c2(s2+t2),
with some c2, C12 > 0 for every n ≥ n0. We have thus completed the proof of the lemma
by changing the choice of n0 to bound |R| by means of the given δ > 0, if necessary.
Lemma 3.2 gives a uniform estimate on I1 ≡ I1,n(K,L) under the choice of c = c3:
For every δ > 0,
(3.18) sup
K,L
|I1| ≤ δ
∫
R2
(|s|3 + |t|3 + s2 + t2)e−c2(s2+t2) dsdt,
holds if n ≥ n0; note that the last integral is converging.
Finally, we give an estimate on I2 ≡ I2,n(K,L). Using the relation (3.6), I2 can be
rewritten and estimated as
(3.19) |I2| ≤
√
UnVn
∫
E2,n
|f(s, t;Sn, Tn)| dsdt,
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where E2,n = {(s, t); c4 ≤ |s| ≤ π or c5/n ≤ |t| ≤ π} and c4 = c infn∈N
√
n/Un,
c5 = c infn∈N
√
n3/Vn > 0. Once we can show that there exist sufficiently small θ > 0 and
κ ∈ (0, 1) such that
(3.20) ♯{k; 1 ≤ k ≤ n, k /∈ Γn, s+ kt /∈ [−θ, θ] mod 2π} ≥ κn− 1− |Γn|,
for all (s, t) ∈ E2,n, then we have that
|f(s, t;Sn, Tn)| =
∣∣∣∣∣∣
∏
k∈Γcn
{αkei(s+kt) + (1− αk)}
∣∣∣∣∣∣ ≤ rκn−1−C ,
where αk = α
n
k and
r := max
u:θ≤|u|≤π
max
k∈Γcn
|αkeiu + (1− αk)| < 1,
by recalling 0 < α− ≤ αk ≤ α+ < 1. This together with (3.19) and (3.3) proves
sup
K,L
|I2| ≤ (2π)2
√
UnVnr
κn−1−C(3.21)
≤ C ′n2rκn−1−C .
Three uniform estimates (3.7), (3.18) and (3.21) conclude the proof of Proposition 3.1.
The final task is to show (3.20) for all (s, t) ∈ E2,n. To this end, we may assume
t ≥ 0 by symmetry. We may also assume Γn = ∅ and prove (3.20) without −|Γn| in
the right hand side. We rewrite the region E2,n ∩ {t ≥ 0} into a union of three regions:
E2,n ∩ {t ≥ 0} = E(1)2,n ∪ E(2)2,n ∪ E(3)2,n, where
E
(1)
2,n = {(s, t); 2θ ≤ t ≤ π, |s| ≤ π},
E
(2)
2,n = {(s, t);
c5
n
≤ t < 2θ, |s| ≤ π},
E
(3)
2,n = {(s, t); 0 ≤ t <
c5
n
, c4 ≤ |s| ≤ π}.
Note that c(= c3) and therefore c5 was chosen sufficiently small so that we may assume
0 < c5 < 2π. For (s, t) ∈ E(1)2,n, since “s+kt ∈ [−θ, θ] mod 2π” implies “s+(k+1)t /∈ [−θ, θ]
mod 2π”, it is obvious that (3.20) holds for Γn = ∅ and κ = 1/2. Now we take (s, t) ∈ E(2)2,n.
The n points {kt}nn=1 are arranged on R in an equal distance and the interval [t, nt]
containing all these points are covered by at most m := [(n−1)t/(2π)]+1 disjoint intervals
of length 2π, where [ ] means the integer part. However, for an arbitrary interval I ⊂ R
of length 2π,
♯{k; 1 ≤ k ≤ n, kt ∈ I, s+ kt ∈ [−θ, θ] mod 2π} ≤ 2θ
t
+ 1.
Thus, since c5/n ≤ t < 2θ for (s, t) ∈ E(2)2,n, we have that
♯{k; 1 ≤ k ≤ n, s+ kt ∈ [−θ, θ] mod 2π} ≤ m
(
2θ
t
+ 1
)
≤
(
nt
2π
+ 1
)(
2θ
t
+ 1
)
11
=
θ
π
n+
t
2π
n+
2θ
t
+ 1 ≤ 2θ
π
n+
2θ
c5
n+ 1 ≤ n
2
+ 1,
by choosing θ : 0 < θ < (1/π + 1/c5)
−1/4, and this proves (3.20) for Γn = ∅ and κ = 1/2.
Finally we take (s, t) ∈ E(3)2,n. Then, since 0 < c5 < 2π and 0 ≤ t ≤ c5/n, n points {kt}nk=1
are all located in the interval [0, 2π). Now choose θ : 0 < θ < c4/8. Then, recalling that
c4 ≤ |s| ≤ π, for example in the case that −π ≤ s ≤ −c4,
{k; 1 ≤ k ≤ n, s+ kt ∈ [−θ, θ] mod 2π} = {k; 1 ≤ k ≤ n, s+ kt ∈ [−θ, θ]}
⊂ {k; 1 ≤ k ≤ n, kt ≥ −θ − s} ⊂ {k; 1 ≤ k ≤ n, k ≥ 7c4
8c5
n}.
Thus we obtain (3.20) for Γn = ∅ by choosing κ = (7c4/(8c5)) ∧ 1 > 0. The case that
c4 ≤ s ≤ π can be discussed in a similar way. The proof of (3.20) is completed for all
(s, t) ∈ E2,n.
Remark 3.2. Our argument relies on the specific form k of the weights. It can be extended
to linearly growing weights, but not for general weights such as a power of k.
4 Proof of Theorem 2.1
For a function β = β(·) : [−1, 1] → (0, 1), we denote by νΛℓβ(·) the distribution on ΣΛℓ of
{0, 1}-valued independent sequences {ηk}k∈Λℓ such that E[ηk] = β(k/ℓ), k ∈ Λℓ. The next
lemma explains the reason that the functions of the form (2.4) appear in the limit.
Lemma 4.1. For a function β(·) ≡ β(·; a, b) of the form (2.4), the conditional measure
of νΛℓβ(·) on ΣΛℓ,K,M is a uniform probability measure for every a ∈ (0, 1) and b ∈ R:
νΛℓβ(·)(·|ΣΛℓ,K,M) = νΛℓ,K,M(·).
Proof. For α ∈ (0, 1), let µα be the probability measure on {0, 1} defined by µα(1) = α.
Then, if α = eba/(eba+ (1− a)) for some a ∈ (0, 1) and b ∈ R, it holds that
µα(ξ) = z
−1
a,be
bξµa(ξ),
for ξ = 0, 1 with a constant za,b = e
ba + (1 − a). Therefore, for νΛℓβ(·) on ΣΛℓ with β(·) of
the form (2.4), we have that
νΛℓβ(·)(η) =
∏
k∈Λℓ
µβ(k/ℓ)(ηk) =
∏
k∈Λℓ
z−1a,bk/ℓe
bkηk/ℓµa(ηk)
= Z−1eb
∑
k∈Λℓ
kηk/ℓνΛℓa (η),
for η ∈ ΣΛℓ with a normalizing constant Z ≡
∏
k∈Λℓ za,bk/ℓ = EνΛℓa [e
b
∑
k∈Λℓ
kηk/ℓ]. This
implies that
νΛℓβ(·)(·|ΣΛℓ,K,M) = νΛℓa (·|ΣΛℓ,K,M),
since
∑
k∈Λℓ kηk = M on ΣΛℓ,K,M . However, ν
Λℓ
a (·|KΛℓ = K) is a uniform measure on
{η ∈ ΣΛℓ ;KΛℓ(η) = K} so that νΛℓa (·|ΣΛℓ,K,M) is also a uniform measure on ΣΛℓ,K,M , that
is, νΛℓ,K,M .
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We next establish the one-to-one correspondence between (ρ,m) and (a, b) defined by
(2.5). In particular, one can uniquely find (a, b) for every (ρ,m) in Theorem 2.1. Consider
the map Φ for (a, b) ∈ (0, 1) × R to (ρ,m) = (F (a, b), G(a, b)) ∈ D := {(ρ,m); ρ ∈
(0, 1),m ∈ (−v/2, v/2)} with v = ρ(1− ρ) defined by
F (a, b) =
1
2
∫ 1
−1
β(x; a, b)dx, G(a, b) =
1
4
∫ 1
−1
xβ(x; a, b)dx.
Lemma 4.2. The map Φ is a diffeomorphism from (0, 1) × R onto the domain D.
Proof. Recalling that β(x; a, b) is given by β(x; a, b) = ebxa/g(x; a, b) with g(x) ≡ g(x; a, b) =
ebxa+ (1− a), we can easily compute the derivatives of F and G:
∂F
∂a
=
1
2
∫ 1
−1
ebx
g(x)2
dx,
∂F
∂b
=
a(1− a)
2
∫ 1
−1
xebx
g(x)2
dx,
∂G
∂a
=
1
4
∫ 1
−1
xebx
g(x)2
dx,
∂G
∂b
=
a(1− a)
4
∫ 1
−1
x2ebx
g(x)2
dx.
This, with the help of Schwarz’s inequality, implies that the Jacobian of the map Φ is
positive everywhere, that is, J = ∂F∂a
∂G
∂b − ∂F∂b ∂G∂a > 0. In particular, the map Φ is a local
diffeomorphism.
For every b ∈ R, set Cb := {(F (a, b), G(a, b)) ∈ D; a ∈ (0, 1)}. Then, Cb is a Jordan
arc in D connecting two points (0, 0) and (1, 0). Indeed, from ∂F/∂a > 0, Cb has no
double points so that it is a Jordan arc. As a ↓ 0, we have β(x; a, b) → 0 so that
(F (a, b), G(a, b)) → (0, 0), while (F (a, b), G(a, b)) → (1, 0) as a ↑ 1, since β(x; a, b) → 1.
Especially, C0 = {(a, 0); a ∈ (0, 1)} is a line segment connecting (0, 0) and (1, 0). From
the fact that J > 0, ∂F/∂a > 0 and ∂G/∂b > 0, we see that the arc Cb1 is located above
Cb2 in the ρ-m plane if b1 > b2. This proves that the map Φ is one to one.
To show the onto property of Φ, we consider (a, b) satisfying F (a, b) = ρ for a fixed
ρ ∈ (0, 1). From (2.7), this condition can be rewritten as
a =
e2bρ − 1
eb + e2bρ − eb(2ρ−1) − 1
and therefore
β(x; a, b) =
ebx(e2bρ − 1)
ebx(e2bρ − 1) + (eb − eb(2ρ−1)) ,
which behaves as
β(x; a, b)→
{
1 if x+ 2ρ > 1,
0 if x+ 2ρ < 1,
as b→∞. Thus we have
lim
b→∞
G(a, b) =
1
4
∫ 1
1−2ρ
xdx =
1
2
ρ(1− ρ),
under the condition F (a, b) = ρ. In a similar way, we can show that
lim
b→−∞
G(a, b) = −1
2
ρ(1− ρ).
This proves the onto property of the map Φ.
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We are now at the position to complete the proof of Theorem 2.1. Our method is
standard in the sense that we apply the local limit theorem to compute the conditional
distributions, see, e.g., [9], p.353. The novelty lies in the following point. When applying
Proposition 3.1, the term q0(y1, y2) needs to be uniformly positive to dominate the error
term and this restricts our choice of the underlying measures in such a way that both y1
and y2 are sufficiently close to 0. For instance, in [9], it was only required to adjust the
density parameter so that the macroscopic profile was constant over the space, but here
the problem involves two parameters K and M or ρ and m. However, once we take the
inhomogeneous Bernoulli measures with the functions β(·; a, b) as macroscopic profiles,
our choice allows two parameters a and b. This suits our purpose and we can realize the
situation that both y1 and y2 are close to 0 at the same time under a suitable choice. The
local limit theorem with defects is prepared to treat the numerator Bℓ introduced later.
We denote the supports of the local functions fj in Theorem 2.1 by Γj ⊂ Z and set
Γ(= Γ(ℓ)) = ∪pj=1τkjΓj, where τkjΓj = Γj + kj and recall kj = kj,ℓ. Note that Γ ⊂ Λℓ and
{τkjΓj}pj=1 are disjoint if ℓ is sufficiently large, since kj asymptotically behave as xjℓ and
{xj}pj=1 ⊂ (−1, 1) are distinct. Then, for every function βℓ(·) of the form (2.4), Lemma
4.1 shows that
EνΛℓ,K,M [
p∏
j=1
τkjfj]−
p∏
j=1
Eνβ(xj) [fj ](4.1)
=
∑
ξ∈{0,1}Γ
( p∏
j=1
fj(ξj)−
p∏
j=1
Eνβ(xj) [fj]
)νΛℓβℓ(·)(η|Γ = ξ,KΛℓ(η) = K,MΛℓ(η) =M)
νΛℓβℓ(·)
(
KΛℓ(η) = K,MΛℓ(η) =M
) ,
where β(·) is the function determined in Theorem 2.1, η|Γ stands for the restriction of η
to Γ and we denote by ξj = ξ|Γj . For given K = Kℓ and M = Mℓ, our special choice of
βℓ(·) will be the function βℓ(·) = β(·; aℓ, bℓ) of the form (2.4) with the solution (aℓ, bℓ) of
two equations (2.5) for ρ = K/(2ℓ + 1) and m =M/(2ℓ + 1)2.
To apply Proposition 3.1 for {ηk}k∈Λℓ , we need to shift it and consider X = {Xk}nk=1
with n = 2ℓ + 1 determined by Xk = ηk−ℓ−1(≡ (τ−1ℓ+1η)k) for k = 1, 2, . . . , n. For such X
and defects Γn ⊂ {1, 2, . . . , n}, we denote two sums Sn and Tn in (3.2) by SΓnn (X) and
TΓnn (X), respectively, to indicate the defects clearly. Then, we have that
(4.2) S∅n(X) = KΛℓ(η) and T
∅
n(X) =MΛℓ(η) + (ℓ+ 1)KΛℓ(η).
The numerator of the fractional expression in the right hand side of (4.1) is equal to
Pαn
(
X|τℓ+1Γ = τ−1ℓ+1ξ, S∅n(X) = K,T ∅n(X) =M + (ℓ+ 1)K
)
= νΓβℓ(·)(ξ)Pαn
(
S
τℓ+1Γ
n (X) = K − S(τℓ+1Γ)
c
n (τ
−1
ℓ+1ξ),
T
τℓ+1Γ
n (X) =M + (ℓ+ 1)K − T (τℓ+1Γ)
c
n (τ
−1
ℓ+1ξ)
)
,
where αn = {αnk}nk=1 := {βℓ((k − ℓ− 1)/ℓ)}nk=1. We have denoted by Pαn the distribution
of X such that E[Xk] = α
n
k for 1 ≤ k ≤ n, by νΓβℓ(·) the measure ν
Λℓ
βℓ(·) restricted on Γ, and
(τℓ+1Γ)
c = {1, 2, . . . , n} \ τℓ+1Γ. However, under the scaling conditions (2.1) and (2.2), by
Lemma 4.2, βℓ(·) converges to β(·) uniformly:
(4.3) lim
ℓ→∞
max
x∈[−1,1]
|βℓ(x)− β(x)| = 0.
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Hence, we have that
∑
ξ∈{0,1}Γ
( p∏
j=1
fj(ξj)−
p∏
j=1
Eνβ(xj) [fj]
)
νΓβℓ(·)(ξ) = o(1),
as ℓ→∞. Therefore, (4.1) can be rewritten as
(4.4) =
∑
ξ∈{0,1}Γ
( p∏
j=1
fj(ξj)−
p∏
j=1
Eνβ(xj) [fj]
)
νΓβℓ(·)(ξ)×
{
Bℓ
Aℓ
− 1
}
+ o(1),
where
Aℓ := Pαn
(
S∅n(X) = K,T
∅
n(X) =M + (ℓ+ 1)K
)
,
Bℓ := Pαn
(
S
τℓ+1Γ
n (X) = K − S(τℓ+1Γ)
c
n (τ
−1
ℓ+1ξ),
T
τℓ+1Γ
n (X) =M + (ℓ+ 1)K − T (τℓ+1Γ)
c
n (τ
−1
ℓ+1ξ)
)
.
We now apply Proposition 3.1 to compute the asymptotic behaviors of Aℓ and Bℓ.
Note that, from (4.3), αn = {αnk}nk=1 satisfies the condition (3.1) with α(x) := β(2x −
1), x ∈ [0, 1]. By the choice of (aℓ, bℓ), we can show that y1 = y2 = O(1/
√
n) as ℓ→∞ (or
equivalently n→∞) for y1 and y2 defined by (3.5) for both Aℓ and Bℓ. Indeed, for Aℓ,
y1 =
1√
Un
(K − En) = 1√
Un
{
K −
n∑
k=1
βℓ
(
k − ℓ− 1
ℓ
)}
=
1√
Un
[
K − ℓ
{∫ 1
−1
βℓ(x)dx+O
(
1
ℓ
)}]
=
1√
Un
[
K − ℓ
{
2K
2ℓ+ 1
+O
(
1
ℓ
)}]
= O(1/
√
n).
Here, for the third equality, we have used the uniform bound: supℓmaxx∈[−1,1] |β′ℓ(x)| <∞,
recall the choice of βℓ(·) for the fourth and (3.3) for the last. Similarly,
y2 =
1√
Vn
(L− Fn) = 1√
Vn
{
M + (ℓ+ 1)K −
n∑
k=1
kβℓ
(
k − ℓ− 1
ℓ
)}
=
1√
Vn
[
M + (ℓ+ 1)K − ℓ2
{∫ 1
−1
(x+ 1)βℓ(x)dx +O
(
1
ℓ
)}]
= O(1/
√
n).
For Bℓ, compared with Aℓ, there are additional terms
− 1√
Un

S(τℓ+1Γ)cn (τ−1ℓ+1ξ)−
∑
k∈τℓ+1Γ
βℓ
(
k − ℓ− 1
ℓ
)

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in y1 and
− 1√
Vn

T (τℓ+1Γ)cn (τ−1ℓ+1ξ)−
∑
k∈τℓ+1Γ
kβℓ
(
k − ℓ− 1
ℓ
)

in y2, but both these terms behave as O(1/
√
n). Thus, from Proposition 3.1, two terms
Aℓ and Bℓ both behave as
Aℓ, Bℓ =
1√
UnVn
{
1
2π
√
1− λ2 + o(1)
}
,
as ℓ → ∞ (or equivalently n → ∞). Since 1 − λ2 > 0, this shows that Aℓ/Bℓ → 1 and
completes the poof of Theorem 2.1 from (4.4).
Remark 4.1. If we take β(·) itself instead of βℓ(·), the terms y1 and y2 in the exponential
of q0 behave as o(
√
n) so that q0 in general converges to 0 and the local limit theorem turns
out to be useless.
5 Proof of Corollary 2.2 and relations to Vershik curves
For the proof of Corollary 2.2, it suffices to show the weaker convergence
(5.1) lim
ℓ→∞
νΛℓ,K,M
(∣∣∣〈ψ˜ℓ, ϕ〉 − 〈ψ,ϕ〉∣∣∣ > δ) = 0,
for every δ > 0 and ϕ ∈ C([−1, 1]), where 〈ψ,ϕ〉 = ∫ 1−1 ψ(x)ϕ(x)dx. In fact, (5.1) implies
the stronger convergence result stated in Corollary 2.2 due to the monotonicity of ψ˜ℓ, see
Remark 2.5 in [4]. For proving (5.1), it is enough to show that 〈ψ˜ℓ, ϕ〉 converges to 〈ψ,ϕ〉
in L2-sense. However, recalling (2.11) and (2.8), a simple computation leads to
〈ψ˜ℓ, ϕ〉 = 1
ℓ
ℓ∑
k=−ℓ+1
ηkϕ˜
(
k
ℓ
)
,
where ϕ˜(x) =
∫ x
−1 ϕ(y)dy. Therefore, once we can show that
(5.2) lim
ℓ→∞
EνΛℓ,K,M
[
1
ℓ
ℓ∑
k=−ℓ+1
ηkϕ˜
(
k
ℓ
)]
= 〈β, ϕ˜〉,
and
(5.3) lim
ℓ→∞
EνΛℓ,K,M

{1
ℓ
ℓ∑
k=−ℓ+1
ηkϕ˜
(
k
ℓ
)}2 = 〈β, ϕ˜〉2,
the L2-convergence follows by noting that 〈β, ϕ˜〉 = 〈ψ,ϕ〉. We only give the proof of (5.3),
since (5.2) is similar and easier. To this end, from the estimate∣∣∣∣〈ψ˜ℓ, ϕ〉 −
∫ 1
−1
η[ℓx]+1ϕ˜(x)dx
∣∣∣∣ ≤ 2 sup
|x1−x2|≤ 1ℓ
|ϕ˜(x1)− ϕ˜(x2)|,
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it is enough to prove
(5.4) lim
ℓ→∞
EνΛℓ,K,M
[{∫ 1
−1
η[ℓx]ϕ˜(x)dx
}2]
= 〈β, ϕ˜〉2,
where [ℓx] stands for the integer part of ℓx. However, the expectation in (5.4) is expanded
as ∫ 1
−1
∫ 1
−1
EνΛℓ,K,M [η[ℓx1]η[ℓx2]]ϕ˜(x1)ϕ˜(x2)dx1dx2,
and Theorem 2.1 applied for p = 2 and f1(η) = f2(η) = η0 implies that
lim
ℓ→∞
EνΛℓ,K,M [η[ℓx1]η[ℓx2]] = β(x1)β(x2).
Thus, Lebesgue’s convergence theorem shows (5.4) and this completes the proof of Corol-
lary 2.2.
We finally compare our result in Corollary 2.2 with those in [1]. In [1], the grand
canonical ensembles in a rectangular box for the uniform (Bose) statistics are dealt based
on a combinatorial method, while we have discussed the canonical ensembles in a rectan-
gular box for the restricted uniform (Fermi) statistics due to a probabilistic approach.
Theorem 1 of [1] shows, by rotating the plane coordinates by 45 degree, that the limit
curve t ∈ [0, 1] 7→ L(t) in the box with the ratio of height/width given by ρ¯/(1 − ρ¯), ρ¯ ∈
(0, 1) is determined by
L(t) ≡ Lρ¯,c¯(t) = 1
c¯
log
h(t)
h(0)
,
where h(t) = e−c¯t− ec¯t+ e−c¯(2−2ρ¯−t) − e−c¯(t−2ρ¯), t ∈ [0, 1], and c¯ ∈ R is a parameter which
controls the area. By rotating back to the original coordinates, this curve is transformed
to the curve v = φ(u) in u-v plane given implicitly by
(5.5) u =
1√
2
(t+ L(t)) ∈ [0, (1 − ρ¯)/
√
2], v =
1√
2
(−t+ L(t)) ∈ [−
√
2ρ¯, 0].
However, as seen in Proposition 4.4 of [4], the curve v = φ(u) appearing in the uniform
statistics can be related to the curve y = ψ¯(x) in x-y plane appearing in the restricted
uniform statistics by
β¯(x) ≡ −ψ¯′(x) = −φ
′(G−1φ (x))
1− φ′(G−1φ (x))
,
whereGφ(u) = u−φ(u) and G−1φ is its inverse function. But, (5.5) shows that Gφ(u) =
√
2t
and thus, setting x = Gφ(u) ∈ [0,
√
2], we have that
β¯(
√
2t) =
−φ′(u)
1− φ′(u) =
1− L′(t)
2
,
or equivalently
β¯(x) =
1− L′(x/√2)
2
.
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A simple computation leads to L′(t) = h′(t)/(c¯h(t)) and L′′(t) = c¯(1 − L′(t)2), since
h′′(t) = c¯2h(t). This proves that
β¯′(x) = − 1
2
√
2
L′′(x/
√
2) =
c¯
2
√
2
(
L′(x/
√
2)2 − 1
)
= −
√
2c¯ β¯(x)(1− β¯(x)),
so that we arrive at the ordinary differential equation for ψ¯:
(5.6) ψ¯′′(x) +
√
2c¯ ψ¯′(x)(1 + ψ¯′(x)) = 0, x ∈ [0,
√
2].
Moreover, noting that L(0) = 0 and L(1) = 1 − 2ρ¯, the height difference of ψ¯ at two
boundary points is given by
ψ¯(0)− ψ¯(
√
2) =
∫ √2
0
β¯(x)dx =
√
2ρ¯,
or, by normalizing ψ¯(
√
2) = 0, we have that ψ¯(0) =
√
2ρ¯.
To compare ψ¯ with ψ in Corollary 2.2, note that ψ is defined for x ∈ [−1, 1]. The
shift in x does not change the form of the equation. To consider on the interval of same
length, we introduce the scaling for ψ¯ defined on [0,
√
2] by
ψ¯γ(x) :=
1
γ
ψ¯(γx), x ∈ [0,
√
2/γ],
for γ > 0. Then, if ψ¯ satisfies ψ¯′′ + κψ¯′(1 + ψ¯′) = 0, ψ¯γ satisfies the equation (ψ¯γ)′′ +
κγ(ψ¯γ)′(1+ (ψ¯γ)′) = 0. Applying this for the equation (5.6) with γ = 1/
√
2 and κ =
√
2c¯,
we can derive the equation for ψ¯1/
√
2:
(ψ¯1/
√
2)′′ + c¯(ψ¯1/
√
2)′(1 + (ψ¯1/
√
2)′) = 0, x ∈ [0, 2],
with ψ¯1/
√
2(0) = 2ρ¯ and ψ¯1/
√
2(2) = 0. This coincides with the ordinary differential
equation (2.13) for the Vershik curve with c = c¯ and ρ = ρ¯. Thus, we can identify the
limit curves in a rectangular box for grand canonical ensembles in the uniform statistics
and for canonical ensembles in the restricted uniform statistics, namely ψ¯1/
√
2 = ψ (except
the shift in x by 1), if the relations c¯ = −b and ρ¯ = ρ hold.
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