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Abstract
Solar eruptions are a consequence of the complex dynamics occurring in the tenuous, hot
magnetized plasma that characterizes the solar corona. From a socio-economic viewpoint,
solar eruptions can be argued to be the most important manifestation of the magnetic
activity of the Sun due to their role as the main drivers of space weather, i.e., conditions
in space that can have an adverse impact on space- as well as ground-based technologies
such as telecommunication, electric power systems and satellite navigation.
The launch of new space-based solar observatories during the past two decades has re-
sulted in a dramatic improvement of the instrumentation monitoring the inner heliosphere.
In spite of the advances in the observational capabilities, the physics of the solar eruptions
as well as the nature of the various transient large-scale coronal phenomena observation-
ally associated with the eruptions remain elusive. Constructing models capable of simu-
lating the coronal and heliospheric dynamics is a viable path for gaining a more complete
understanding of these phenomena.
This thesis is concerned with developing a simulation tool based on the magnetohydro-
dynamic (MHD) description of plasmas and employing it for studying the characteristics
of large-scale waves and shocks launched into the solar corona by the lift-off of a solar
eruption such as a coronal mass ejection (CME). A particular focus is on discussing the
role of large-amplitude waves in producing transient phenomena such as EIT waves and
solar energetic particle (SEP) events that are known to appear in conjunction with CMEs.
A suite of MHD models of the solar corona are constructed that allow the study of the
coronal dynamics in varying environments at several stages of the eruption. For this
purpose, novel robust numerical methods for solving the equations of magnetohydrody-
namics in orthogonal curvilinear geometries in multiple dimensions are derived, forming
the basis of the numerical simulation tool developed for the thesis.
The results show that a dynamically intricate global shock front degenerating to a fast-
mode MHD wave towards the surface of the Sun is an essential and natural part of the
eruption complex that plays a key role in the generation of eruption-related transient phe-
nomena. For instance, the close resemblance between the on-disk signatures produced by
the fast-mode wave and EIT waves suggest a wave interpretation of the latter. The simula-
tions also reveal that a highly non-trivial evolution of the shock properties on coronal field
lines occurs even for simple coronal conditions, highlighting the need for more sophisti-
cated models of particle acceleration than generally used so far. The results of the thesis
are of particular importance for the continuing efforts to construct reliable physics-based
models of the inner heliosphere for use in space weather applications.

Contents
Preface vi
List of Abbreviations viii
1 Introduction 2
1.1 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Author’s contribution . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Observational Overview 8
2.1 Moreton waves . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 The Uchida model . . . . . . . . . . . . . . . . . . . . . 10
2.2 EIT waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 3D morphology and relation to the CME . . . . . . . . . 11
2.2.2 Kinematics and dynamics . . . . . . . . . . . . . . . . . 13
2.2.3 Shock identification . . . . . . . . . . . . . . . . . . . . 14
2.2.4 Relation to Moreton waves . . . . . . . . . . . . . . . . . 15
2.3 White-light coronagraph shock observations . . . . . . . . . . . . 16
2.4 Type II bursts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Energetic particle events . . . . . . . . . . . . . . . . . . . . . . 20
3 Modeling Coronal Dynamics 24
3.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Model idealizations . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Background corona model . . . . . . . . . . . . . . . . . 26
ii
3.2.2 CME model . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.3 Domain and Geometry . . . . . . . . . . . . . . . . . . . 27
3.3 Local modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Two-dimensional global modeling . . . . . . . . . . . . . . . . . 29
3.4.1 Azimuthal symmetry . . . . . . . . . . . . . . . . . . . . 29
3.5 Towards three-dimensional global modeling . . . . . . . . . . . . 31
3.5.1 Axisymmetric wind solution in three dimensions . . . . . 32
3.5.2 Event-oriented three-dimensional modeling . . . . . . . . 32
4 Computational MHD 36
4.1 Constructing the FV scheme . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Alternative discretization methods . . . . . . . . . . . . . 41
4.1.2 Reconstruction algorithms . . . . . . . . . . . . . . . . . 43
4.1.3 Upwinding the numerical flux . . . . . . . . . . . . . . . 45
4.1.4 Time integration . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Constrained transport for divergence-free fields . . . . . . . . . . 48
4.2.1 Reconstructing the magnetic field . . . . . . . . . . . . . 52
4.3 Extension to curvilinear geometries . . . . . . . . . . . . . . . . 53
4.4 The second-order scheme . . . . . . . . . . . . . . . . . . . . . . 55
4.5 Further remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5.1 Splitting the magnetic field . . . . . . . . . . . . . . . . . 58
4.5.2 Employing stretched grids . . . . . . . . . . . . . . . . . 58
5 Results and Discussion 60
5.1 Overview of eruption dynamics . . . . . . . . . . . . . . . . . . . 60
5.2 Driven vs. blast wave scenario . . . . . . . . . . . . . . . . . . . 61
5.3 CME - EIT wave - cavity connection . . . . . . . . . . . . . . . . 63
5.4 Dependence on heating formulations . . . . . . . . . . . . . . . . 65
5.5 Comparing 3D and axisymmetric simulations . . . . . . . . . . . 67
5.6 Implications for particle acceleration . . . . . . . . . . . . . . . . 70
6 Conclusions 72
6.1 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . 72
6.2 Future prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
iii
A Details of the Model Initial Configurations 76
A.1 Local model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
A.2 Event-oriented model . . . . . . . . . . . . . . . . . . . . . . . . 78
Bibliography 80
iv
v
Preface
The seeds of this work were planted as early as the summer of 2005 when I took
my first stumbling steps towards constructing a MHD model of the solar corona
as a research assistant at the Division of Theoretical Physics. Over the long years
that this thesis has been in the making numerous colleagues and friends have
generously assisted and encouraged me, for which I am sincerely grateful. I want
to take this opportunity to thank a few of you by name.
First of all, I wish to thank Doc. Rami Vainio for the patience, advice and re-
markable understanding of physics (and other matters) that you so willingly have
shared – you have certainly set an example for me and others as well. Secondly,
I want to thank Dr. Ralf Kissmann for our shared adventures into the dark jun-
gles of numerical MHD. I haven’t had nearly as much fun at work as during our
collaborations. I thank Prof. Hannu Koskinen for giving me the opportunity to
pursue doctoral studies in the field of space plasma physics. I am grateful for your
elucidation of the natural science aspect of physics – the reason I got fascinated
about physics and started studying it in the first place. I also want to thank Prof.
Kai Nordlund for kick-starting my career as a scientist, and introducing me to the
art of computational physics.
Our small but dynamic space physics group has been a source of good-spirited
discussions and collaboration over the years, for this I wish to thank Dr. Alexandr
Afanasiev, Dr. Neus Agueda, Dr. Katerina Andréeová, Heli Hietala, Alexey
Isavnin, Dr. Emilia Kilpua and Dr. Arto Sandroos.
Due to the collaborative nature of the projects of the group, I have had the privi-
lege to get acquainted with a number of colleagues, both international as well as
national, to whom I owe a debt of gratitude. In particular, I wish to thank PD. Dr.
Horst Fichtner for all the support and making me feel welcome during my visits
to Bochum, and Dr. Jens Kleimann for our open-hearted discussions of the ab-
strusities of solar wind modeling. I thank Dr. Felix Spanier and Urs Ganse for all
the profound – as well as not so profound – discussions that we have had during
the past years. On the national level, Dr. Timo Laitinen and Markus Battarbee
have made the visits to Turku both enjoyable and productive. I also want to thank
Ilja Honkonen, Dr. Minna Palmroth and the others at the space research group of
the FMI for the interest towards my work as well as for the contagious enthusi-
vi
asm. Epitomizing this positive spirit, I want to thank Dr. Riku Järvinen for our
discursions into the most varied of topics.
The hours spent at the office, as well as at conferences, would not have been as
enjoyable were it not for your good company I have had the fortune of enjoy-
ing. In addition to all of you already mentioned, I want to thank fellow office-
mate Dr. Reijo Keskitalo for the numerous (and sometimes overlong) jogs, Dr.
Tomás˘ Kohout for the uplifting lunches and Dr. Miklos Långvik as well as Mar-
cus Peth for the countless times that you have managed to divert my thoughts
from work-related matters during working hours. Moreover, I want to thank my
fellow students and friends at the Kumpula campus for the many invaluable shared
experiences.
Finally, I thank my family for the continuing support and encouragement. My
greatest dept of gratitude is reserved for my wife Anna and to our Saga and Liam
– you are my reflections of reality.
In spite of all the great people I have had the privilege to work with, this project
would not have been possible without extensive financial support from several
sources. Funding from the Magnus Ehrnrooth Foundation, the Vilho, Yrjö and
Kalle Väisälä Foundation, the Finnish Graduate School in Astronomy and Space
Physics, the Academy of Finland and the University of Helsinki Funds, is grate-
fully acknowledged.
Jens Pomoell
Kilo, 27th of June, 2012
vii
List of Abbreviations
AIA Atmospheric Imaging Assembly
AR Active region
AU Astronomical unit
CFD Computational fluid dynamics
CH Coronal hole
CME Coronal mass ejection
CT Constrained transport
CCT Consistent constrained transport
EIT Extreme ultraviolet Imaging Telescope
EUV Extreme ultraviolet
EUVI Extreme Ultraviolet Imager
FD(M) Finite Difference (Method)
FV(M) Finite Volume (Method)
GONG Global Oscillation Network Group
HLL Harten-Lax-van Leer
LASCO Large Angle and Spectrometric Coronagraph Experiment
MHD Magnetohydrodynamics
ODE Ordinary differential equation
PDE Partial differential equation
PFSS Potential field source surface
RK Runge-Kutta
SDO Solar Dynamics Observatory
SEP Solar energetic particle
SOHO Solar and Heliospheric Observatory
SSP Strong Stability Preserving
ST(A/B) STEREO (Ahead / Behind)
STEREO Solar Terrestrial Relations Observatory
TVD Total variation diminishing
WENO Weighted essentialy non-oscillatory
WSA Wang-Sheeley-Arge
viii

Chapter 1
Introduction
The space-based solar observatories of the digital age have unveiled the outer-
most regions of the solar atmosphere to be a theater of dynamic activity on a large
variety of spatial and temporal scales driven by the energy stored in the coronal
magnetic field. Indeed, by virtue of its proximity, the Sun offers a unique possibil-
ity to study the fundamental physics governing astrophysical plasmas by enabling
in situ measurements of the emitted plasma in the vicinity of the Earth in addition
to imaging and spectrographic observations of the solar source regions.
Yet, the strive to reach a quantitative understanding of the dynamical nature of
the solar activity is not only of academic interest. Solar flares and coronal mass
ejections, the most energetic explosions occurring in the solar system, are the
main actors behind space weather, i.e., conditions in space that can have an ad-
verse effect on the performance of space-borne or ground-based technological
systems and that can endanger human life or health. The path towards reliable
space weather forecasts is intimately tied to advancements in our knowledge of
the physical processes operating in solar eruptions.
A variety of transient phenomena are commonly observed in the solar corona dur-
ing the lift-off of coronal mass ejections (CMEs), such as propagating large-scale
wave-like disturbances observed in extreme ultraviolet images, radio bursts at var-
ious wavelengths as well as solar energetic particle events. Despite the incredi-
ble detail and quality of the data produced in particular by the latest generation
of space-based observatories, the exact nature and cause of the various observed
coronal disturbances remain veiled and an active topic of research. Nevertheless,
it is clear that erupting CMEs induce large-amplitude waves in the solar corona
during the lift-off process that influence the coronal environment. Therefore, the
nature of the waves and shocks produced by evolving CMEs is a key topic in the
efforts to understand the physics behind eruption-associated phenomena. This is
also the topic of this thesis.
The task at hand is made complicated by the fact that many of the parameters
needed in order to test current theories of the phenomena are generally not known
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from observations. A viable path to overcome this fundamental difficulty is to
construct models capable of describing the coronal dynamics. Due to the com-
plexity of the coronal system it is, however, difficult to construct realistic models
without resorting to numerical calculations. Therefore, the purpose of this thesis
is to develop a simulation tool capable of describing the dynamical response of
the corona to eruptive events.
1.1 Goals
The main goal of this thesis is to develop a magnetohydrodynamic simulation
code applicable to solar eruptions. The main objectives can be summarized as
follows:
• Develop robust numerical methods for solving the equations of magnetohy-
drodynamics (MHD) that can accurately resolve shocks as well as smooth
flows in Cartesian as well as in spherical geometries.
• Construct a range of coronal models of various complexity starting from
highly idealized Cartesian two-dimensional models. Idealized models are
important for studying the essential processes at play in the corona. Also,
the performance of the numerical methods can be assessed with such mod-
eling.
• Study the effect of shocks interacting with coronal structures in a global
setting that includes a solar wind solution. Identify sites and geometries
favorable for generating energetic particles.
• Study waves and shocks in a complex coronal environment based on a spe-
cific event. Compare the shock structure and on-disk wave features with
observed extreme ultraviolet imagery.
1.2 Thesis structure
The contents of this thesis are divided into two parts: the introduction or synthesis
part and the original research articles.
The synthesis part is organized into five chapters and one appendix. Chapter 2
presents an observational overview of a selection of the various coronal transient
phenomena that are believed to be intimately connected to shocks and/or large-
amplitude large-scale waves in the corona. In chapter 3 the magnetohydrody-
namic models considered in this work are presented. Preceding the description
of the various model configurations, the governing equations as well as the ba-
sic assumptions of the models are elucidated. Chapter 4 provides an account of
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the computational methods used for numerically solving the equations. The main
results of the numerical experiments are presented and discussed in chapter 5. Fi-
nally, chapter 6 provides a short summary and the main conclusions of the thesis.
Additionally, details of the new modeling not included in the attached articles are
given in the Appendix.
The second part of the thesis consists of five research articles published in peer-
reviewed journals. The majority of the work presented in the introduction part
is based on the research material described in the articles. There is, however,
also new original work presented in the introduction part. The novel, previously
unpublished material is:
• The formulation of a numerical scheme of arbitrary order in curvilinear
coordinates, presented in section 4.3, as an extension of the second-order
scheme derived in Article IV and Article V.
• The two-dimensional local modeling in a different parameter regime com-
plementing the modeling in Article I. This is presented in section 3.3 and
discussed in section 5.2 together with the novel confined eruption simula-
tion.
• The three-dimensional modeling introduced in section 3.5 and discussed in
section 5.3 and section 5.5.
The included articles are:
Article I
Pomoell J., Vainio R. and Kissmann R., MHD Modeling of Coronal Large-Ampli-
tude Waves Related to CME Lift-off, Solar Physics, 253 (1), p. 249-261, 2008
Summary: A two-dimensional magnetohydrodynamic model is used to study the
waves and shocks induced by the lift-off of a CME. The initial equilibrium config-
uration consisting of a high-density flux rope filament in a gravitationally stratified
ambient corona with a quadrupolar magnetic field is made to erupt by an artificial
force acting on the plasma inside the flux rope. The line-of-sight emission mea-
sure is analyzed as well the kinematics, morphology and plasma parameters of the
induced shock structure.
Article II
Pomoell J., Vainio R. and Kissmann R., MHD Simulation of the Evolution of
Shock Structures in the Solar Corona: Implications for Coronal Shock Accelera-
tion, Astrophysics and Space Sciences Transactions, 7 (3), p. 387-394, 2011
Summary: A two-dimensional azimuthally symmetric MHD model employing
spherical coordinates is used to study the dynamics of shocks caused by an erupt-
ing CME in a solar minimum-like corona including a solar wind solution. A heat-
ing term that retains an adiabatic polytropic index and at the same time producing
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the same steady-state solar wind solution obtained by a constant non-adiabatic
polytropic index is derived. Favorable sites for particle acceleration are assessed
by comparing to results of test particle simulations employing a simplified shock
model.
Article III
Pomoell J. and Vainio R., Influence of Solar Wind Heating Formulations on the
Properties of Shocks in the Corona, Astrophysical Journal, 745 (2), p. 151-159,
2012
Summary: Using two-dimensional azimuthally symmetric models, the effect of
the heating prescription applied in two popular solar wind models on the dynam-
ics of shocks is studied. This is done by comparing the results with the dynamics
in models with identical steady-state solar wind solutions by employing an equiv-
alent heating formulation that retains the Rankine-Hugoniot relations of adiabatic
ideal MHD. The heating formulation is a generalization of the one used in Article
II.
Article IV
Kissmann, R., Pomoell J. and Kley, W., A Central Conservative Scheme for Gen-
eral Rectangular Grids, Journal of Computational Physics, 228 (6), p. 2119-2131,
2009
Summary: A semidiscrete finite volume method to solve hyperbolic conservation
laws using arbitrary orthogonal curvilinear coordinates is derived. The numerical
algorithm is constructed in a manner so that the order of the scheme is not fixed
during the derivation, opening the possibility for high-order extensions. The per-
formance of the scheme is elucidated by performing numerical experiments on
a second-order scheme in cylindrical coordinates explicitly constructed from the
general framework.
Article V
Kissmann, R. and Pomoell J., A Semidiscrete Finite Volume Constrained Trans-
port Method on Orthogonal Curvilinear Grids, SIAM Journal on Scientific Com-
puting, 34 (2), p. A763-A791, 2012
Summary: The framework of Article IV is extended to solving the evolution of
divergence-free vector fields in orthogonal curvilinear coordinates using the con-
strained transport method. By doing so, the desired upwind and nonoscillatory
characteristics of the scheme of Article IV are carried over to the constrained
transport solver. The accuracy of the scheme is demonstrated by applying the
method to a suite of numerical test problems familiar from the literature, an em-
phasis being on the solution of the equations of magnetohydrodynamics.
6 Chapter 1: Introduction
1.3 Author’s contribution
The research conducted in this thesis was done in close collaboration with the
author’s supervisors Dr. Rami Vainio (RV) and Dr. Ralf Kissmann (RK). The
topics of Articles I-III were worked out together with RV, and with RK in the case
of Articles IV-V.
All the simulation runs conducted in Articles I-III as well as the runs presented in
the introduction part in this thesis were done by the author (JP). The simulation
code used for producing the results in Articles II and III as well as for the new runs
presented in the introduction was written solely by JP. Also the implementation
of these models was done by JP. The code used for Article I was provided by RK,
although new features needed for that study were added by JP. Also, RK aided in
setting up the initial condition considered in Article I. The writing of Articles I-III
was mainly done by JP.
The derivation of the numerical methods presented in Articles IV-V was done in
a collaborative effort with RK. The bulk of the articles was written by RK. Also,
most of the simulation runs were produced by RK. JP produced the advection tests
in section 3.2 in Article V.
1.3 Author’s contribution 7
Chapter 2
Waves and Shocks in the Corona:
Overview of Observations
From a basic theoretical viewpoint, any perturbation in a medium will cause a
propagating disturbance to be initiated. Following such a train of thought, it is
natural to conjecture that the impulsive energy release associated with solar erup-
tive phenomena such as flares, CMEs and filament eruptions should launch waves
and shocks that propagate in the solar corona.
A patchwork of evidence to support this claim has been accumulating since the
mid 1940s following the discovery of type II radio bursts (Payne-Scott et al., 1947,
Wild and McCready, 1950) as well as the observation of the activation of distant
filaments by flares (Dodson, 1949). Indeed, type II bursts remain one of the pri-
mary observational signatures of shocks propagating in the corona.
The launch of new high-cadence space-based solar observatories in the 1990s
ignited a renaissance in observations of coronal waves following the direct imag-
ing of global propagating wave-like disturbances at extreme ultraviolet (EUV)
wavelengths. EIT waves (section 2.2) continue to be intensely studied with the
debate about their exact physical nature remaining active. Indications of shocks
and waves have been observed in other wavelengths as well, including the X-ray
and optical regimes, providing further input on the characteristics of the coronal
waves.
In this chapter, a short overview of the observational indications of large-ampli-
tude waves and shocks in the corona is presented.
2.1 Moreton waves
The first direct imaging observations of large-scale propagating disturbances in
the solar atmosphere were reported by Moreton (1960) and Moreton and Ramsey
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Figure 2.1: Left: Enhanced Hα image clearly showing the Moreton wave front.
Smaller arrows indicate positions of filaments disrupted by the wave, a common
phenomena observed in conjunction with Moreton waves. Right: red-wing minus
blue-wing doppler image. Both images from Balasubramaniam et al. (2010).
(1960) using the Hydrogen Alpha (Hα) cinematograph at the Lockheed Solar Ob-
servatory. Dubbed Moreton waves, they appear as propagating arc-shaped fronts
in the centerline as well as in the wings of the Hα spectral line. Reviews of their
observational characteristics are provided, for instance, by Svestka (1976), War-
muth (2007).
The Moreton waves exhibit a directional bias propagating most often within a
rather restricted angular sector of ∼ 100◦. Often appearing circular and rather
sharp in the first images, the perturbation becomes more irregular and diffuse as
it travels, often no longer traceable at distances of ∼ 300 Mm from the source
active region (AR) (Warmuth, 2007). Only more recently have a few cases of
global propagation been reported (e.g., Muhr et al., 2010, Balasubramaniam et al.,
2010). Figure 2.1 shows the unusually large and pronounced wave front observed
on 6 December 2006 discussed by Balasubramaniam et al. (2010).
The speed of the Moreton wave is typically in the range of∼ 500−1500 km/s, and
generally shows a deceleration of the order of ∼ 1 km/s2 (Warmuth et al., 2004).
In a well-observed event, the disturbance was observed to accelerate from the ini-
tial speed of 400 km/s up to 1100 km/s after which a deceleration started (Temmer
et al., 2009). Encountering ARs, the wave fronts experience refraction and reflec-
tion, effectively avoiding strong magnetic field concentrations. When encoun-
tering a coronal hole (CH), the disturbance generally stops at the CH boundary.
Transmission into the CH has also been observed (Veronig et al., 2006).
When discussing the general characteristics of Moreton waves, it is important to
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keep in mind that they are observed rather infrequently: for example, for the entire
solar cycle 23 (1997–2006), only 27 events have been reported (Warmuth, 2010).
A particularly interesting feature of the Moreton wave is revealed by intensity
changes in the wings of the line: the leading edge of the wave front is observed in
emission in the blue wing and in the centerline, but in absorption in the red wing.
With the Hα line forming in the chromosphere, the feature has been suggested
to be ”caused by an invisible agency depressing the chromosphere” (Moreton,
1964). Furthermore, a second fainter front following the first with reversed in-
tensity changes is also often seen, suggesting a subsequent relaxation of the com-
pressed chromosphere (Warmuth, 2007). Such a feature is seen in the December
6, 2006, event as shown in the right panel of Fig. 2.1.
2.1.1 The Uchida model
Guided by the characteristic up-down swing of the front as well as the fact that
the wave speeds in the chromosphere are much slower than the Moreton wave,
Uchida (1968) suggested that the wave actually propagates in the corona. Thus,
he constructed the so-called ’sweeping skirt’ model in which the Moreton wave
is just the chromospheric signature of a fast magnetosonic MHD wave or shock
propagating through the corona and sweeping the chromosphere. The model nat-
urally accounts for several of the wave characteristics, for instance the up-down
oscillation is explained by the refraction of the wave packets downwards eventu-
ally reaching the surface, and the avoidance of regions with high Alfvén speed
as well as the narrow angular spans similarly due to refraction of the ray paths.
Uchida’s freely propagating (non-linear) fast-mode MHD hypothesis remains the
only model put forth to explain Moreton waves. In order to confirm the theory, a
detection of propagating large-scale coronal fast-mode waves is needed.
2.2 EIT waves
Already during the first CME watch campaign of the Solar and Heliospheric Ob-
servatory (SOHO), images of coronal large-scale wave-like disturbances travel-
ing over significant fractions of the solar disk were captured by the Extreme-
ultraviolet Imaging Telescope (EIT) (Moses et al., 1997). To acknowledge the
instrument responsible for the landmark discovery, they are often (but not uni-
versally: for a discussion on terminology, see Zhukov, 2011) referred to as EIT
waves. The first more detailed reports (Thompson et al., 1998, 1999) character-
ize the phenomena as a large, bright diffuse wave traveling across the solar disk
quasi-radially away from the eruption site at a speed of a few hundred km/s in a
non-homogeneous fashion, being most pronounced in quiet-Sun regions and less
observable near strong magnetic features. Indeed, exhibiting such properties, it
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was immediately proposed that the EIT waves could be the signature of the long-
sought coronal fast-mode wave predicted by Uchida’s model of Moreton waves.
Rather than solidifying the initial interpretation the continuous data stream of the
EIT instrument and, as a consequence, the rapid growth of the number of observed
events led to the discovery of several puzzling features contesting the wave pic-
ture. In particular (e.g., Chen, 2011): (1) If the EIT waves really are the coronal
counterparts of the Moreton waves, why are they typically a factor two to three
slower and why is their morphology typically so different (broad and diffuse vs.
sharp and arc-like)? Furthermore, how can the speed in some cases be smaller
than that of the coronal sound speed? (2) Why are the EIT wave velocities not
correlated with the velocity of type II bursts if they indeed are shocks? (3) Why
does the EIT wave front at times stop at magnetic separatrices?
Fueled by such arguments, a number of alternative interpretations have been pro-
posed. Common for the pseudo-wave models is that the observed disturbance is
not a wave at all, but instead a signature of phenomena related to the expansion
of the eruption complex and its interaction with the surroundings. More recently,
a hybrid interpretation has emerged as an attempt to reconcile the two oppos-
ing views, suggesting that both wave and non-wave components can be present
simultaneously. In-depth discussions of the various models and their shortcom-
ings with respect to the observed properties of the disturbances, primarily from the
SOHO/EIT-era, have been provided by several authors (e.g., Warmuth, 2007, Vrš-
nak and Cliver, 2008, Wills-Davey and Attrill, 2009, Warmuth, 2010, Gallagher
and Long, 2011, Zhukov, 2011, Warmuth, 2011) and will not be repeated here.
As elucidated in the works mentioned above, a major reason for the lingering
controversy can be attributed to the inadequacies of the EIT as an instrument for
observing fast coronal phenomena, primarily due to the low cadence of the in-
strument, being at best 12 minutes. Also the lack of inner coronagraph data as
well as the availability of observations from only a single vantage point signifi-
cantly encumber the interpretation of events observed solely by SOHO. With the
next generation of space-based observatories now operational, new high-cadence
multi-viewpoint observations have become available drastically improving the ob-
servational capabilities. A particularly important recent result is the unambiguous
identification of a global large-amplitude wave launched and subsequently sepa-
rating from the erupting CME, strongly suggesting a hybrid interpretation of the
various wave-like disturbances observed. In the following, a selection of these re-
cent results utilizing the new facilities are presented. A thorough review of recent
results has been complied by Patsourakos and Vourlidas (2012).
2.2.1 3D morphology and relation to the CME
With the launch of the twin Solar Terrestrial Relations Observatory (STEREO)
spacecraft, near-simultaneous observations from multiple vantage points has be-
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Figure 2.2: Composite of STEREO-A/COR-1 total brightness and STEREO-
A/EUVI 195 Å running difference (RD) images (top) as well as STEREO-
B/EUVI 195 Å RD images (bottom) (Patsourakos and Vourlidas, 2009).
come available. A particularly striking example of the importance of such data
for analyzing EIT waves is provided by the event of February 13, 2009, detailed
by Patsourakos and Vourlidas (2009) as well as by Kienreich et al. (2009). Figure
2.2 shows the development of the wave and the CME observed on-disk with the
source at the very center of the solar disk in the field of view (FOV) of the Ex-
treme Ultraviolet Imager (EUVI) on STEREO-B, while appearing as a limb event
for the COR1 and EUVI instruments on STEREO-A being in near-perfect quadra-
ture with STEREO-B. The EUV data reveal a set of erupting loops giving rise to
a propagating bubble-like feature preceded by a wave-like disturbance, with the
time of the wave onset coinciding with the time of fast CME lateral expansion.
From roughly 05:45 UT onwards, the extent of the wave becomes clearly larger
than that of the bubble, and appears to propagate freely. Entering the COR1-A
FOV, the EUV bubble and CME cavity are seen to be the same structure, and the
the flanks of the CME map accurately to the EUV dimmings around the AR. Fur-
thermore, Kienreich et al. (2009) determine that the bulk of the EUV emission of
the wave originates from a height of ∼ 80− 100 Mm above the solar surface.
This set of observations clearly shows that the CME ejection and EIT wave, while
initially connected, later on decouple to become separate, distinguishable phe-
nomena. The separation of the wave from the ensuing CME has since been ob-
served in remarkable detail for several off-limb events in which the full dome of
the wave is visible (e.g., Veronig et al., 2010, Ma et al., 2011, Cheng et al., 2012).
In particular the Atmospheric Imaging Assembly (AIA) instrument on board the
Solar Dynamics Observatory (SDO) spacecraft provides unprecedented opportu-
nities for such studies by providing images with a cadence of ∼ 12 s in seven
EUV passbands. Figure 2.3 displays AIA 193 Å observations of the June 13,
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Figure 2.3: Contrast-enhanced SDO/AIA 193 Å base difference images obtained
on June 13, 2010. Adapted from Ma et al. (2011).
2010, event in which a sharp dome-shaped structure is seen to separate from the
CME bubble, and subsequently attains a much larger lateral extent than that of
the dimming region. Furthermore, the perfect connection of the dome to the wave
signatures on the disk is evident.
2.2.2 Kinematics and dynamics
Detailed information of the kinematics and shape of the EIT wave pulse is vital
for a full understanding of the phenomena. With the availability of high-cadence
data as well as the development of automated or semi-automated feature detec-
tion methods, high-fidelity measurements of the pulse characteristics have become
possible.
Long et al. (2011) analyze the kinematics of the August 14, 2010, event observed
by both SDO/AIA as well as STEREO-A/EUVI. In both data sets, the pulse is
found to show significant deceleration. The constant acceleration and initial ve-
locity deduced from the EUVI 195 Å data are, however, significantly lower (by
a factor of ∼ 4.5 and ∼ 1.2, respectively, as compared to the AIA 193 Å result
presented in Table 1 in (Long et al., 2011)), suggesting a strong influence of the
lower cadence of the EUVI instrument. In the AIA data, the kinematics are found
to depend on the pass band studied, with an inverse relation between the speed
and acceleration and the peak formation temperature of the pass band. The au-
thors interpret this as evidence for the pulse having a higher velocity in cooler and
denser plasma which they argue indicates compression. Furthermore, clear pulse
broadening indicating dispersion is observed in both data sets. These kinematic
properties all suggest a wave interpretation of the phenomena.
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Figure 2.4: Kinematics of the wave and bubble of the June 13, 2010 event derived
from stacked plots of 193 Å intensity along a Sun-centered radial slit (Ma et al.,
2011).
Strong deceleration of the EIT wave has also been reported for the case when the
wave is observed above the limb, such as in the June 13, 2010, event (Fig. 2.3).
The kinematics, derived from a time-distance plot of the 193 Å intensity along a
radial line, is shown in Fig. 2.4. When measured along lines parallel to the solar
surface, Ma et al. (2011) find the velocity of the wave to depend on height (397
km/s at a height r = 1.11R while 246 km/s at r = 0.98R) in addition to being
asymmetric in the north-south direction.
On the other hand, the wave is often observed to propagate at an almost constant
speed. Kienreich et al. (2011) report on the first observations of four consecutive
EIT waves by STEREO-B/EUVI. As all four disturbances were launched from
the same AR, propagated in the same direction and had similar appearance as
well as angular extent, the authors characterize the waves as begin homologous.
Furthermore, all waves propagated with a nearly constant velocity, ranging from
340 km/s for the fastest and 220 km/s for the slowest wave.
2.2.3 Shock identification
Although EIT waves, at least in a number of events, appear to exhibit charac-
teristics reminiscent of large-amplitude waves, determining conclusively whether
the disturbance actually is a wave remains difficult. Hints at their nature can be
obtained by analyzing the dynamics of the wave pulse characteristics in well-
observed events, as for example done in the work of Long et al. (2011) described
in the previous section.
In the homologous wave event, Kienreich et al. (2011) find that the perturbation
profiles (i.e., the intensity across the wave front relative to a pre-event intensity)
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of the four waves in a sector away from the nearby active regions and coronal
holes show a strong initial steepening. Then, assuming that the EUV intensity
brightening of the wave is primarily due to compression (see also discussion in
Zhukov, 2011), the density jump can be estimated as X = N/N0 ∼ (I/I0)1/2.
Further, using the Rankine-Hugoniot jump condition for a perpendicular shock
and assuming the plasma beta to be β = 0.1, the magnetosonic Mach numbers
can be estimated. Kienreich et al. (2011) find the fastest wave to have Mach
number of 1.09 and the slowest 1.04. Indeed, a strong correlation between the
estimated Mach number and speed of the waves is found, as expected for a wave
interpretation. Also, the low Mach numbers are consistent with the waves not
showing a strong deceleration. Therefore, the authors conclude the waves to be
low-amplitude fast-mode waves.
For the June 13, 2010 event, Ma et al. (2011) use a different approach to verify
their assumption that the EIT wave dome is a shock. First, they obtain the com-
pression ratio r of the shock from the band-splitting of the associated type II radio
burst (see section 2.4) and the upstream temperature from the differential emis-
sion solutions of the event provided by Kozarev et al. (2011). With the velocity
of the (presumed) shock, the upstream sonic Mach number can be determined.
Then, assuming the shock to be perpendicular, the temperature jump of the shock
can be estimated. The obtained downstream temperature is used to determine the
ionization timescales which are, finally, compared with the observed timescales
of the intensity ratios 211 Å / 193 Å and 335 Å / 193 Å. The authors find that the
two timescales are consistent using the downstream temperature estimated from
the Rankine-Hugoniot conditions and, therefore, conclude the dome to be a shock
wave.
2.2.4 Relation to Moreton waves
Simultaneous observations of EIT and Moreton waves have the potential of elu-
cidating whether EIT waves indeed are the coronal counterparts of the Moreton
waves. Asai et al. (2012) report on such observations using high-cadence Hα im-
agery and SDO/AIA EUV data for an event that occurred on August 9, 2011. The
wave front of the Moreton wave was found to coincide with a sharp EUV wave
front appearing as an expanding dome structure, shown in Fig. 2.5. The fronts in
both wavelengths initially traveled at a speed of ∼ 760 km/s or faster.
While both fronts were found to be directional, the EUV front spanned a larger
angle in addition to being visible for a longer period of time. Constructing time-
distance plots of the EUV images along three different arcs, the temporal features
of the EUV waves were examined. In all three sets, a fast wave-like disturbance
is seen. At larger distances from the source, however, the authors find the bright
front to rapidly decelerate and disappear whereas the fast front seems to con-
tinue. The timing of the separation coincides roughly with the disappearance of
the Moreton wave as well as with the encounter of nearby active regions. Finally,
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Figure 2.5: Difference images of August 9, 2011 event. Top-left: SDO/AIA 193
Å . Bottom-left: SMART Hα centerline. Right: Time-distance plots along the
lines indicated in the top left image (Asai et al., 2012).
a subsequent activation of a distant filament/prominence is noticed, temporally
consistent with the fast front interacting with the structure. The conclusion of
Asai et al. (2012) is that the EUV wave consists of a fast-mode MHD wave as
well as a different slower component that they refer to as a ”typical EIT wave”.
2.3 White-light coronagraph shock observations
Searches for signatures of CME-driven shocks in white-light coronagraph obser-
vations have been conducted since the mid 1970s following the deployment of the
coronagraph on-board Skylab. Despite the large number of observed CMEs, only
more recently have unambiguous shock detections been reported (see Vourlidas
and Ontiveros, 2009, for a review).
Bemporad and Mancuso (2010) present a detailed case study of the fast (v ∼
1750 km/s) 22 March 2002 event. Figure 2.6 displays SOHO/LASCO-C2 base-
differenced images showing an arc-like intensity enhancement preceding the CME
front. The deflection of a coronal streamer in the south due to the shock is vis-
ible in the rightmost image as a sharp dark streak preceded by a more diffuse
brightening.
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Figure 2.6: Sequence of contrast-enhanced base-difference SOHO/LASCO-C2
images showing the CME event of 22 March 2002. The images are separated
in time by 24 minutes with the first image at 11:06 UT. Also shown is the
SOHO/UVCS slit position. Adapted from Bemporad and Mancuso (2010).
The white-light shock observations are particularly important in that several pa-
rameters of the shock, such as the density compression ratio as well as kinematic
parameters, can be inferred. For the March 22, 2002 event, Bemporad and Man-
cuso (2010) find a value of 2.06 for the density compression. Ontiveros and Vourl-
idas (2009) studied SOHO/LASCO observations of fast (v > 1500 km/s) CMEs
that occurred in the ascending phase of solar cycle 23 (1997-1999). Analyzing
15 events satisfying these criteria, shock-like signatures were found in 13 of the
events. In 11 of the events, the shock compression ratio could be determined, giv-
ing values ranging from 1.2 to 2.8. Also, by fitting the observed shock shape to
a three-dimensional bow shock model for three of the events, the direction of the
shock could be determined. Recently, Kim et al. (2012) analyzed 10 CME events
that showed a clear shock signature in at least three SOHO/LASCO images. Cal-
culating the density compression ratios, they found values in range 1.00-1.91 with
the mean being 1.18.
2.4 Type II bursts
Type II radio bursts are identified as narrow-band emission lanes in dynamic radio
spectra that slowly drift, typically at rates below 1 MHz/s, towards lower frequen-
cies. Often the bursts show a fundamental-harmonic structure manifested as two
emission bands with a frequency ratio ∼ 1 : 2, although the spectral character-
istics are often complex with a variety of observed morphological fine structures
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Figure 2.7: Dynamic radio spectra from the Hiraisio Radio Spectrograph (HiRAS)
observed on June 13, 2010. The weak fundamental is marked by the capital F,
while the harmonic by capital H. Note the clear band-splitting of the harmonic
lane (Gopalswamy et al., 2012).
such as band splittings, multiple lanes or fibers as well as so-called herringbones
(e.g., Mann et al., 1995, Nindos et al., 2008, for reviews).
Since soon after their discovery, type II bursts have been interpreted as emission
at approximately the fundamental and harmonic of the local plasma frequency
originating from the vicinity of a shock propagating through the corona and helio-
sphere. The current picture of the process, supported by in-situ observations (Bale
et al., 1999), holds that electrons, accelerated at the shock, form beam distribu-
tions in the foreshock region that can generate Langmuir waves as a result of the
instabilities driven by the beams. The Langmuir waves, in turn, take part in a non-
linear three-wave interaction process leading to emission of the electromagnetic
waves of the radio burst (e.g., Knock et al., 2001).
The shocks responsible for generating interplanetary type II bursts occurring at
decameter or longer wavelengths are well established to be linked to CMEs prop-
agating in interplanetary space. On the other hand, the origin of the coronal type
II bursts at metric wavelengths continues to be a source of controversy. Evi-
dence to support the interpretation of the shock as, on the one hand, an undriven
flare-ignited blast wave or, on the other hand, a piston-type shock driven by the
CME have been presented in numerous studies (e.g., Pick et al., 2006, Vršnak and
Cliver, 2008, Nindos et al., 2011, for references).
The high-cadence EUV imaging observations of the early stages of the eruptions
that recently have become available can help in clarifying the role of CMEs in the
generation of coronal type II bursts. Figure 2.7 depicts the dynamic spectrum of
the June 13, 2010, event that was observed in unprecedented detail by AIA/SDO
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Figure 2.8: Above: Radio emission at three different frequencies at three subse-
quent times observed by the Nancay radioheliograph (NRH). Below: Combined
SOHO/LASCO C1 and C2 images showing the temporal association of the CME.
Note the different scaling compared to the NRH images (Maia et al., 2000).
(Fig. 2.3). The fundamental, starting at a frequency of∼ 150 MHz at 05:37 UT, is
less visible than the clear harmonic emission. Comparing with the EUV images,
it is interesting to note that the start time of the type II coincides with the time that
the sharp dome-like structure is first distinctly visible. Furthermore, as registered
by Gopalswamy et al. (2012), this also coincides with the rapid lateral expansion
phase of the EUV bubble. In at least two other off-limb events has a similar
connection between the appearance of the dome and the start of a type II burst
been noted (Veronig et al., 2010, Cheng et al., 2012). Combined with imaging
observations at radio wavelengths, such connections could be studied directly.
Unfortunately, imaging observations of type II bursts are rare, with the 1998 April
20 event shown in Fig. 2.8 being one prominent candidate.
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The fine structure of the type II bursts can disclose information of the character-
istics of the shock that produced the emission. Especially interesting is the band-
splitting feature, in which the emission lane is split into two separate lanes with a
frequency difference of 10-20 %. Often, the difference is interpreted as stemming
from plasma emission originating from the upstream and the downstream of the
shock. If correct, the compression ratio of the shock could be determined for cases
in which the band-splitting is visible. In the type II burst associated with the June
13, 2010 event shown in Fig. 2.7, the harmonic lane shows a clear splitting of the
band. In this case, the frequency difference implies a compression ratio r ∼ 1.5
(Gopalswamy et al., 2012). It must be kept in mind that there is no theoretical
justification or observational evidence for plasma emission from the downstream
region (Cairns, 2011).
2.5 Energetic particle events
The accumulation of observational data of solar energetic particle events in the
1970s and 1980s led to the demise of the ”flare myth” and the emergence of a
new standard picture, by which SEP events can be divided into two categories:
gradual and impulsive (e.g., Reames, 1999, Klecker et al., 2006). According to
this paradigm, the two types of events differ in a number of attributes such as size,
spatial distribution of the source region, duration as well as compositional signa-
tures. Impulsive events originate from a relatively narrow range of solar longi-
tudes, have durations ranging from hours to a day, are electron-rich and enhanced
in heavy ions and the rare 3He isotope, and have higher mean ionic charge states.
The gradual events, on the other hand, yield larger particle intensities and flu-
ences, have durations from days to a week, and have ion abundances and charge
states comparable to nominal coronal values. Moreover, in this framework, the
two event types are related to the likely sites and mechanisms of particle accel-
eration: impulsive events are believed to be accelerated at sites associated with
flares, whereas gradual events are produced by shock waves driven by fast CMEs.
With new instruments with improved collecting power and resolution on-board the
armada of spacecraft launched since the early 1990s, data collected during solar
cycle 23 have, however, revealed features challenging the standard picture. At
energies above a few MeV per nucleon, gradual events exhibit a dramatic event-
to-event variability especially in the elemental abundance ratios and charge states.
In fact, some gradual events exhibit Fe/O and 3He/4He ratios and mean Fe charge
states close to those typically ascribed to impulsive events, thereby questioning
the validity of the two-class paradigm.
An example of such high-energy variability is presented in Fig. 2.9 that shows the
event-integrated Fe/O ratio of the April 21 and August 24 2002 large SEP events
discussed at length in Tylka et al. (2006). While for energies∼ 0.5− 10 MeV per
nucleon the ratios are nearly identical, at higher energies the ratios diverge with
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Figure 2.9: Event-integrated Fe/O as a function of energy for the 2002 April 21
(blue) and 2002 August 24 (red) SEP events (Tylka et al., 2006).
the difference being nearly 2 orders of magnitude at ∼ 60 MeV/nuc. The energy
dependence of the ratio is a reflection of the spectral differences between the two
species, as shown in Fig. 2.10: Fe has a softer spectrum than O at high energies
in the April event, and vice versa in the August event. The curves in the figure are
fits to the data, with the Ellison-Ramaty F ∝ E−γ exp(−E/E0) functional form
that includes an exponential cutoff used in the April event, while in the August
event a smooth double power law better fits the data.
The fascinating aspect about the two events is that they both arose from seem-
ingly identical solar progenitors: both events were associated with very similar
solar flares in terms of their size and solar locations as well as with similarly
fast and wide CMEs. Therefore, more subtle effects are likely to be causing the
dramatically different high-energy behavior than factors such as CME speed and
source location that are generally held important for causing variability of SEP
events.
Two plausible explanations have been proposed to account for the unusual charac-
teristics. In the first one, the ions responsible for the flare-like compositional sig-
natures are in fact suggested to be accelerated in a flare occurring during the time
of the event. Thus, the event is a combination of a gradual and impulsive event
(Cane et al., 2006). The second explanation, extending the picture of the mecha-
nisms of ”regular” gradual events, selective acceleration at the CME-driven shock
is held responsible for producing the atypical ion enhancements (Tylka et al.,
2005). In the phenomenological model of Tylka and Lee (2006), this requires
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Figure 2.10: Event-averaged oxygen (left) and iron (right) spectra for the 2002
April 21 (blue) and 2002 August 24 (red) events (Tylka et al., 2005).
two essential ingredients to work. First, a compound seed population consisting
of energetic ions with properties typical to that observed in impulsive events in ad-
dition to the suprathermal population from the corona or solar wind. Presumably,
such a impulsive-like population could either be a remnant population from pre-
vious flaring activity or a pre-accelerated population originating from the accom-
panying flare. The second ingredient involves the shock geometry. Generally, for
efficient acceleration to occur, quasi-perpendicular shocks require seed particles
with higher speeds than quasi-parallel shocks. Therefore, the flare suprathermals
are more likely to provide seed particles for quasi-perpendicular shocks, and are
selectively accelerated to higher energies than ions from the coronal bulk popu-
lation. As the shock moves outward and the shock angle decreases, the injection
threshold is lowered and the coronal component increasingly dominates the ac-
cessible seed population. As a result, the characteristics of the flare suprathermal
population is reflected among the higher energy particles. A schematic of the
model is shown in Fig. 2.11.
If proven correct, the Tylka and Lee (2006) model has important implications
for SEP modeling efforts: new models that consider shock acceleration in less
idealized situations with evolving shock obliquity must be constructed. The first
steps in such a direction have already been undertaken (e.g., Sokolov et al., 2004,
Sandroos and Vainio, 2009a). In fact, applying a test-particle model including
diffusive shock acceleration to the Tylka and Lee (2006) scenario, Sandroos and
Vainio (2009a) find results that are in good agreement with the semi-empirical
model.
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Figure 2.11: Schematic of the Tylka and Lee (2006) model for explaining the
high-energy variability of SEPs.
Chapter 3
Modeling Coronal Dynamics
A wealth of observational data, a small fraction of which has been presented in the
previous chapter, clearly shows that the solar corona is characterized by a mag-
netized plasma in which various large-scale large-amplitude wave phenomena are
excited following the onset of an eruptive event. Accounting for this fundamental
aspect of the nature of the corona is a prerequisite for any theory describing the
dynamics of the plasma to be applicable to the study of coronal transient phenom-
ena. In this chapter, the magnetohydrodynamic models considered in this thesis
are presented.
3.1 Governing equations
On a general level, in order for any modeling approach of large-scale coronal
dynamics to be successful, the model should:
• include a physically self-consistent description of the interaction of the
flows with the coronal magnetic fields
• include a physically self-consistent description of waves and shocks
• be given by a set of equations solvable with a reasonable workload for a
system of global spatial dimensions
Only then can the model be deemed feasible, at least in principle, for addressing
the chief topics of this thesis laid out in section 1.1.
In the widely applied magnetohydrodynamic description, the plasma is treated as
a magnetized, electrically conducting continuous fluid. Since the theory can be
viewed as an extension of classical hydrodynamics so that the interaction of the
fluid with the electromagnetic fields is included, it is evident that the two first
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criteria laid out above are satisfied. Further, the third requirement can, to a certain
degree, be satisfied by employing numerical methods.
In this thesis, MHD is the plasma theory of choice for studying solar coronal dy-
namics. Specifically, the ideal MHD realization is applied, in which the plasma
flow is assumed to be inviscid, infinitely conductive as well as adiabatic. Al-
though constituting a significant simplification compared to more involved non-
ideal, multi-fluid or kinetic descriptions, ideal MHD has the benefit of being a
relatively well understood theory that has been studied and applied extensively
in a variety of astrophysical settings. Particularly important is the fact that the
equations of ideal MHD constitute a set of conservation laws, expressing the con-
servation of mass, momentum, energy and magnetic flux, and are given by
∂ρ
∂t
+∇ · (ρv) = 0 (3.1)
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where ρ is the mass density, v the velocity field, P the gas pressure, B the mag-
netic field and E the total energy density given by
E =
1
2
ρv2 +
P
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B2
2µ0
(3.6)
with γ the polytropic index and µ0 the vacuum permeability. As will be detailed
in the forthcoming sections, the system of equations actually considered are those
of ideal MHD augmented by specific source terms, namely a force density f rep-
resenting additional external forces such as gravity, as well as an extra energy
source Q. Also, an ideal gas law given by P = (ρ/m)kBT where m is the mean
molecular mass, kB Boltzmann’s constant and T the temperature is invoked in
order to obtain the temperature.
3.2 Model idealizations
Given initial and boundary conditions appropriate for the particular problem under
study, the complete time evolution of the system governed by the MHD equations
can, in principle, be solved using the computational methods presented in the next
chapter. When attempting to model the complex coronal dynamics, however, two
major difficulties must be dealt with. First, the spatial distribution of the quan-
tities that would be needed in order to construct an initial condition representing
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the solar corona at a given time as well as the boundary conditions driving the
dynamics are not known from observations. Second, the computational intensive-
ness of MHD calculations puts severe limitations on the problems currently solv-
able. Therefore, modeling coronal dynamics necessarily requires a high degree of
idealization.
3.2.1 Background corona model
The prevailing practice in most simulations involving coronal dynamics is to begin
by seeking a steady-state solution representing the ambient corona. When consid-
ering a global solution, this is typically accomplished by starting from some rea-
sonable initial state and solving the MHD equations applying appropriate bound-
ary conditions until an approximate steady-state is reached. The configuration
will then include a self-consistently generated solar wind solution. As a further
simplification, if a solar wind outflow is not deemed necessary, a static equilib-
rium solution of the plasma can be sought. Setting v = 0 and including gravity,
such a solution of equations Eq. (3.1)-Eq. (3.5) (with Q = 0) is obtained when
the force balance given by
−∇P + J×B+ ρg = 0, (3.7)
where J = ∇ × B/µ0, is satisfied. For a force-free magnetic field, the pressure
gradient need only balance the gravity, which can most easily be accomplished by
applying the ideal gas law and assuming a given temperature distribution.
When seeking a steady-state solution including a solar wind-like outflow, a fun-
damental problem is the fact that the mechanisms that heat the solar corona and
cause the solar wind to accelerate to the observed velocities have not been un-
ambiguously identified. Therefore, additional measures that supply the required
heating need to be included in the model. As shortly reviewed in Article III , most
multidimensional MHD models utilize one (or more) of the following strategies:
• Employment of a constant or spatially varying non-adiabatic polytropic in-
dex γ < 5/3
• Addition of explicit momentum and/or energy source terms
• Inclusion of effects due to waves/turbulence
Since such methods rely on ad hoc rates of energy and/or momentum deposi-
tion, they should be contrasted with the attempts at physically self-consistent
solar wind modeling striving to uncover the basic processes responsible for the
observed heating and consequent acceleration (e.g., Hollweg and Isenberg, 2002,
Cranmer, 2010, for reviews). Nevertheless, solar wind models using pragmatic
heating prescriptions and showing a reasonable agreement with in situ observa-
tions at 1 AU have successfully been constructed (e.g., Cohen et al., 2008, Jin
et al., 2012).
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3.2.2 CME model
In the most generally accepted paradigm (Forbes et al., 2006, and references
therein), solar eruptions are caused by a sudden rapid release of magnetic energy
that has gradually been built-up in the corona as a result of quasi-static changes
of the photospheric magnetic field. A basic premise of such so-called storage
models is that the magnetic field is line-tied, i.e., the photospheric foot-points of
the magnetic field lines remain fixed during the course of the eruption. Thus, the
only magnetic energy available for driving the eruption is due to currents flow-
ing in the corona. By further assuming the plasma beta to be small, the magnetic
field must be nearly force-free, which suggests that the currents in the low corona
predominantly flow along the field.
Essentially for this reason (see also discussion in Chen, 2011), the magnetic field
configuration for the progenitor of the CME in most dynamic MHD models has
been taken to be that of a flux rope. This approach is also employed in the mod-
eling considered in this work. The mechanisms responsible for triggering the en-
ergy release and initiating the eruption are, however, still not fully known. Among
others, the onset of an ideal-MHD instability or a sudden loss of an equilibrium
have been suggested as potential mechanisms for the initiation. Thus, for studies
where the primary interest is in studying the dynamics caused by the acceleration
or propagation phase of the eruption, the initiation phase is often omitted from the
calculations. Instead, highly idealized eruption models are generally employed.
A commonly applied method is to superimpose a non-equilibrium configuration
on the ambient solution, and will be the method of choice for the global modeling
studied in this work.
3.2.3 Domain and Geometry
Restricting the spatial scale of the domain under study as much as possible is nec-
essary in order for the limited number of grid cells of the computational mesh
to be able to capture the gradients of the flow variables. In global coronal appli-
cations, the lower radial boundary is often set to be at the coronal base, thereby
omitting the photosphere and the extreme gradients appearing in the transition re-
gion. Special attention must then be made to choose boundary conditions such
that the essential characteristics of the lower atmosphere is preserved, such as the
line-tying of the magnetic field.
A significant simplification applied in most of the modeling work done in this
thesis is that of restricting to spatially two-dimensional domains by assuming the
existence of a symmetry in the system. Furthermore, if the intent is to study
dynamics occurring on a length scale a fraction of the solar radius, the curvature
of the solar surface can be neglected and a Cartesian domain employed. This is the
case for the local modeling performed in Article I, where a Cartesian domain with
a translational invariance in one of the directions parallel to the (flat) solar surface
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Figure 3.1: Initial condition for the local model. Left: Density distribution in units
of 1.67 · 10−13 kg/m3. Right: Alfvén speed in units of km/s (logarithmic color
bar). The black lines depict magnetic field lines. The unit of length l = 10 Mm.
is assumed. On the other hand, for the global modeling conducted in Article II
and III, the domain consists of a spherical shell with a rotational symmetry in the
azimuthal direction.
3.3 Local modeling
A model for investigating the early stages of the dynamics induced by the lift-
off of a CME is constructed in Article I. Due to the local nature of the model, a
Cartesian domain with translational symmetry is employed, as discussed in the
previous section. For the same reason, the effects of the solar wind is neglected,
and a static ambient corona under the influence of a constant gravitational accel-
eration is considered.
The magnetic field of the CME progenitor consists of a detached flux rope pro-
duced by an infinitely long and straight uniform current with a given radius. Out-
side the flux rope, the magnetic field is potential and given as a sum of the field due
to the line current and it’s image current as well as a background field composed
of four line currents placed beneath the solar surface, similar to that of Magara
et al. (2000), Chen and Shibata (2000).
The advantage of such a simple configuration is that the free parameters describ-
ing the current elements can be determined by an analytical analysis so that the
force balance, equation Eq. (3.7), is approximately satisfied inside the flux rope.
Ignoring gravity, this can be accomplished in two different ways: either by intro-
ducing a perpendicular (toroidal) component making the magnetic field force-free
or by adjusting the density distribution so that the pressure gradient balances the
Lorentz force. Figure 3.1 shows the distribution of density (left panel) and Alfvén
speed (right panel) as well as the field lines of the magnetic field superimposed for
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an initial state similar to the one described in Article I (compare with Figure 1 a
and b), but with different parameters in order to represent a smaller active region-
like environment. The Alfvén speed, vA, decreases in a quasi-circular fashion
away from the active region. For a larger domain, as considered in Article I, a
minimum in vA is obtained at a height h ∼ 0.2R above the coronal base, after
which it starts to increase as a function of height. Such a spatial variation of the
Alfvén speed is consistent with the semi-empirical model of Warmuth and Mann
(2005).
The initially stable flux rope is made to erupt by adding an artificial force acting on
the plasma elements of the flux rope determined by a closed path corresponding
to a specific value of the component of the vector potential parallel to the axis of
translational symmetry. With such a prescription, eruptions starting from identical
initial states but with different height-time profiles can be studied. Naturally, such
a static equilibrium initial state would also lend itself well to studies of initiation
mechanisms. Indeed, a similar configuration has been employed for studying
CME initiation in a flux emergence-scenario (Chen and Shibata, 2000). A detailed
description of the model setup is provided in section A.1 in the Appendix.
3.4 Two-dimensional global modeling
In order to be able to study the evolution of the eruption-induced coronal dynamics
for times beyond a few tens of minutes after the onset of the event, it becomes
necessary to consider a model that takes into account features arising due to the
globality of the problem, such as the curvature of the Sun and solar wind outflow.
3.4.1 Azimuthal symmetry
In articles II and III, a two-dimensional axisymmetric model in a meridional plane
including both poles and stretching from the coronal base up to r = 30R is
constructed. Considering the large extent in the radial direction, the initial state
of the model should include a solar wind solution. As shortly discussed in section
3.2.1 and at some length in Article III, additional terms providing heating so that
the solar wind is accelerated to velocities typically observed need to be inserted
into the model.
In Article II, the common method of choosing γ = 1.05 is adopted. Wind solu-
tions obtained with such a simple parametrization of the unknown heat input are
known to have certain inadequacies, such as not producing a fast polar wind (e.g.,
Fig. 1 in Article II). Therefore, in Article III, two alternative methods popular
from the literature are pursued. In the first method, a spatially dependent poly-
tropic index chosen so that the speeds of the MHD wind solution matches that
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Figure 3.2: Steady-state solar wind solutions obtained with two different heating
prescriptions. Left: Model employing a spatially varying polytropic index based
on the WSA model. Right: Model employing a heating/cooling source term with a
target temperature. Upper halves depict temperature in units of MK, lower halves
radial speed in units of km/s. Note that the palettes are the same, and the magnetic
field lines (black curves) originate from the same location at the lower boundary.
given by the empirical Wang-Sheeley-Arge (WSA) model (Arge and Pizzo, 2000)
is adopted, while in the second method an additional energy source
Q = ρq0(T0 − T ) exp
(
−(r −R)
2
σ2
)
(3.8)
is employed. The effect of Eq. (3.8) is to add (or remove) heat so that the plasma
is driven towards the target temperature T0(r). Additionally, the heating scale
height σ is spatially nonuniform.
Figure 3.2 displays the self-consistently produced steady-state solutions obtained
with the two heating prescriptions. In both cases, the simulations were run until
a converged state was reached, employing the same boundary conditions as well
as initial condition consisting of a spherically symmetric hydrodynamic Parker
solution and a dipole magnetic field. Therefore, the difference of the obtained
solutions is solely due to the difference in the prescribed heating.
Altering the equations governing the physics, either by reducing the polytropic
index below the expected value of γ = 5/3 or by the introduction of new source
terms, naturally changes the behavior of the system, and the consequences for the
dynamics of the particular problem under study must be understood. For instance,
for applications involving shocks, the way in which the Rankine-Hugioniot rela-
tions are modified needs to be addressed. If the polytropic index is changed, the
maximum attainable compression is likewise altered according to
rmax =
γ + 1
γ − 1 . (3.9)
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Figure 3.3: Magnetic field lines of the initial state corresponding to the polytropic
axisymmetric wind solution (Fig. 3.2 (left)) extended in the azimuthal direction
with a spherical CME progenitor superimposed. The colored backdrop indicates
the density distribution. Note the logarithmic color bar.
Therefore, although using a spatially variable polytropic index or a temperature-
dependent energy source term can represent the required heating in steady-state
solar wind configurations, their applicability in cases of dynamical disturbed sit-
uations must be evaluated. Such a discourse is undertaken in Article III.
Since the focus in Article II and Article III is on studying the shock structure in-
duced by an erupting CME and not in the initiation, a circular non-equilibrium
structure with a higher density and a non-zero radial velocity is simply superim-
posed on the steady-state solar wind solution. A similar model has been employed
by, e.g., Chané et al. (2005), Jacobs et al. (2005)
3.5 Towards three-dimensional global modeling
Two-dimensional azimuthally symmetric coronal models are efficient tools for
studying coronal large-scale dynamics due to the highly beneficial trade-off be-
tween realism and the computational workload that they offer: all the physics
governing the dynamics that would be included in a full three-dimensional calcu-
lation are inherently included in the two-dimensional case as well, but with the
significant practical difference that the computing power of a standard desktop
computer of today is sufficient to solve the two-dimensional system in a reason-
able amount of time. Yet, in order to be able to engage in studies of specific events
and compare the simulation results to actual observations rather than concentrat-
ing on fundamental physics, three-dimensional models are inevitable.
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Figure 3.4: Modified GONG synoptic map of the radial component of the photo-
spheric magnetic field corresponding to Carrington rotation 2011. The unit of the
color bar is Gauss.
3.5.1 Axisymmetric wind solution in three dimensions
In a first approach towards three-dimensional modeling, the steady-state solar
wind solution obtained from the axisymmetric solution can be extended in the
azimuthal direction and used as the initial condition for a simulation employing
a fully three-dimensional CME eruption model. Such a model could be used to
study eruptive events in a solar minimum-like corona, as well as to assess the
effects introduced by assuming axisymmetry.
Figure 3.3 plots selected magnetic field lines as well as the background density
distribution of the axisymmetric solution presented in the left panel in Fig. 3.2
extended in the azimuthal direction. The flux rope structure is given by exactly
the same mathematical prescription as the one used in Article III (Eq. (7) in
the article), with the extension in the azimuthal direction performed by assum-
ing the CME to be spherical. As a result, in the φ = 90◦ plane, the two- and
three-dimensional initial conditions are identical, and produces a magnetic field
configuration that is confined inside a sphere. A similar CME model has recently
been employed by Shen et al. (2011).
3.5.2 Event-oriented three-dimensional modeling
In order to take a step towards a less idealized model of the solar corona, the
assumption of a dipolar magnetic field needs to be relaxed. One way of achiev-
ing this is by employing a reconstruction method in which the coronal magnetic
field is extrapolated based on observed photospheric magnetograms, bringing the
simulation a step closer towards an event-oriented model.
Adopting the most widely used reconstruction method, the initial magnetic field is
obtained by employing the potential field source surface (PFSS) method. The map
of the radial magnetic field needed as input for the PFSS model is obtained from
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Figure 3.5: Radial component of the magnetic field at r = 1.031R (the lower
boundary of the simulation) and selected magnetic field lines of the initial config-
uration. The unit of the color bar is Gauss.
a photospheric synoptic line-of-sight magnetogram provided by the Global Oscil-
lation Network Group (GONG). For this study, the synoptic map corresponding
to Carrington rotation 2111 is chosen. In order to make the magnetogram more
suitable as input for the MHD calculation, the original data is modified according
to the following steps:
1. The absolute maximum values of the radial magnetic field is restricted to
|Br| ≤ 70 G.
2. The 360 × 180 longitude-sin(latitude) grid is remapped to a 720 × 360
uniform longitude-latitude grid by using a bi-linear interpolation in order to
smooth the map.
3. The discrete monopole contribution is subtracted
Figure 3.4 shows the resulting map of the radial component of the magnetic field.
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Figure 3.6: Left: Zoom-in on the flux rope structure. The backdrop shows the
density distribution, in units of 1.67 · 10−13 kg/m3. Right: AIA 193 Å image
roughly 30 hours before eruption (http://sdo.gsfc.nasa.gov/data/
aiahmi/).
Using this map, the magnetic scalar potential that produces a magnetic field whose
radial component at r = R matches the input radial field and that becomes
purely radial at the source surface located at r = 2.5R is calculated using a
finite-difference method detailed by Tóth et al. (2011). The advantage of the
finite-difference method compared to a spherical harmonics expansion approach
is that the input magnetogram is exactly recovered as the radial field at the lower
boundary, and ringing due to the Gibbs phenomenon does not appear (e.g., Tran,
2009, for details).
With the initial magnetic field given as a potential field, the pressure is chosen so
that it balances gravity. Specifically, the temperature is chosen to as
T (r, θ, φ) = Tc
(
R
r
) 1
2
(3.10)
which determines the density
ρ(r, θ, φ) = ρ0
(
r
R
) 1
2
exp
[
2GMm
kBTcR
((
R
r
) 1
2
−
(
R
r0
) 1
2
)]
(3.11)
with ρ0 = 2.89 · 10−13 kg/m3 corresponding to an electron density ne = 1.5 · 108
cm−3, r0 = 1.035R and Tc = 1.5·106 K. Thus, with v = 0, the initial condition
is in static equilibrium, thereby excluding a solar wind outflow from the model.
Nevertheless, the PFSS model mimics the effect of the solar wind on the magnetic
field by producing a configuration that becomes radial at the source surface.
The final step is then to specify the means by which an eruption is generated.
Keeping to the idea of making the model more event-specific, a modification of
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the model of Titov and Démoulin (1999) is employed. In the original model, an
analytic force-free equilibrium magnetic field configuration is constructed by em-
bedding a semicircular flux rope produced by a toroidal current into a bipolar field.
The model is modified by removing the point-charge sources and the infinite line
current responsible for generating the bipolar field. Instead, the PFSS potential
field of the source active region provides the overlying strapping field. A similar
CME model has been employed in several studies (e.g., Loesch et al., 2011, and
references therein).
The flux rope is oriented such that the neutral line of the model lines up with the
neutral line of the magnetogram, and the size of the flux rope is chosen so that the
configuration resembles somewhat the filament structure that erupted producing
the June 7, 2011 event. Finally, the current of the flux rope is chosen so that
the flux rope is in a sufficiently out-of-equilibrium state to drive the eruption.
The parameters used in the simulation are given in section A.2. In contrast to
the calculations including the solar wind presented in the previous sections, this
model is better suited for studying the waves induced in the low corona for times
within a few tens of minutes after the onset.
Figure 3.5 visualizes the topology of the magnetic field of the initial state. Fur-
ther, the density and temperature distribution are shown in Fig. 3.6 zooming in
on the flux rope structure. Also, a SDO/AIA 193 Å EUV imaging observation
roughly 30 hours before the eruption onset is shown. It is important to note that
the parameters of the model were not optimized for the event in any way. In fact,
the simulation with the parameters described above was the sole run conducted
for this study.
Chapter 4
Methods of Computational MHD
The increasing interest in using computer simulations as aids in understanding the
highly non-linear dynamics of systems consisting of plasmas in space physics,
astrophysics as well as in engineering has lead to a rapid growth of the field of
computational magnetohydrodynamics. As a consequence, a myriad of methods
to numerically solve the equations of MHD have been proposed and employed in a
multitude of physical settings. Therefore, the first step in constructing a numerical
MHD model of the system of interest is to select the computational algorithms
best suited for the task given the nature of the flows occurring in the system.
In order to be able to address the type of questions posed in this thesis, the MHD
solver needs to fulfill a number of specific criteria. First, the method must be
able to capture shocks and discontinuities without producing numerical instabil-
ities. Second, to conduct simulations in a global domain in a natural way, the
use of spherical coordinates is advantageous. Third, the large gradients occurring
near the solar surface generally necessitates the use of non-uniform grids and a
method with high spatial accuracy. Also, the numerical scheme should be able
to accommodate various boundary conditions in addition to fulfilling the general
requirements of accuracy, robustness, efficiency and simplicity.
The finite volume (FV) method is a versatile discretization technique widely used
in computational fluid dynamics (CFD). The popularity of the method stems from
the inherent shock capturing properties of the method as well as from the fact that,
apart from structured grids that employ a logically rectangular indexing, grids
obtained from a more general tesselation procedure can readily be used without
sacrificing simplicity. For these reasons, the FV method is the discretization ap-
proach of choice for the MHD solver developed in this thesis. As will be shown
in the following sections, the developed FV algorithm is able to fulfill most of the
criteria laid out above to a satisfactory degree.
The FV method is particularly suited for solving conservation laws. Indeed, as
noted in chapter 3.1, the equations of ideal MHD constitute a set of conservation
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laws. Thus, the extensive body of research devoted to solving hyperbolic con-
servation laws can be applied to the MHD equations. Due to the specific mathe-
matical structure of the MHD system, however, care must be taken in doing so.
In fact, for multidimensional systems, the MHD equations cannot be viewed as a
simple extension of the Euler equations of gas dynamics with just a larger number
of variables. This is a consequence of the structure of the induction equation and
the divergence-free property of the magnetic field. Therefore, the MHD system is
more properly represented by two coupled subsystems
∂tu(r, t) +∇ · F(u,B) = 0, (4.1)
∂tB(r, t) +∇×E(u,B) = 0, (4.2)
together with the non-evolutionary constraint
∇ ·B = 0 (4.3)
on the magnetic field (e.g., Londrillo and Del Zanna, 2000, 2004). This separation
reflects the different nature of the variables: the array u contains scalar variables
whereas the components of the magnetic field form a pseudo-vector. At discon-
tinuities this difference becomes explicit. The first subsystem, Eq. (4.1), results
in Rankine-Hugoniot jump conditions analogous to that of the Euler system. On
the other hand, the component of the magnetic field normal to the surface of dis-
continuity is continuous, and jump conditions exist only for the tangential compo-
nents. Thus, the general methods developed for hyperbolic conservation laws are
directly applicable to Eq. (4.1) only, while another algorithm must be applied to
the induction equation so that the different smoothness properties of the magnetic
field manifested by the divergence free condition, Eq. (4.3), are consistently taken
into account.
In the next subsection, the methods used to solve the first subsystem are presented,
while the MHD-specific issues are discussed in section 4.2. The goal of this chap-
ter is not only to present the specific methods employed in this work, but also to
discuss some of the available alternative methods as well as highlight a selection
of promising recent advances.
4.1 Constructing the FV scheme
The majority of the numerical methods developed for solving partial differen-
tial equations (PDEs) rely on mesh-based techniques, i.e., the (spatio-temporal)
domain of interest Ω is discretized into a set of elements or cells Ωc such that
∪Ωc ' Ω. A key step in constructing the algorithm is then to choose the manner
in which the PDEs are satisfied on the discrete level.
Due to the feature of non-linear conservation laws that discontinuities may de-
velop in finite time even when the initial data is smooth, the emphasis is on seek-
ing weak solutions to the conservation laws which is equivalent to requiring that u
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obey the integral form of Eq. (4.1). Averaging Eq. (4.1) over a volume V bounded
by a surface S yields the integral form
d
dt
〈u〉(t) + 1
V
∮
S
F · dS = 0 (4.4)
where 〈 · 〉 denotes a volume-average,
〈u〉(t) = 1
V
∫
V
u(r, t) dV. (4.5)
The essential idea of the finite volume method is to utilize the integral form, Eq.
(4.4), as the basis for the discretization. Thus, for each spatial cell Ωc, the volume-
average 〈u〉 of each component of u averaged over that cell is stored. The tempo-
ral evolution of 〈u〉 in each cell is given by Eq. (4.4) via the total flux of u through
the surface of the cell. In this manner, the conservative property of the continuum
equation is carried over to the discrete level of the numerical algorithm.
To concretize the discussion above and illustrate the actual steps required in con-
structing a finite volume numerical scheme, consider the Cartesian two-dimen-
sional conservation law
∂tu+ ∂xF+ ∂yG = 0 (4.6)
on the spatial domain Ω discretized by a set of rectangular cells each of size ∆x×
∆y. For the cell Ωij of extent [xi− 1
2
, xi+ 1
2
] × [yj− 1
2
, yj+ 1
2
] where xi± 1
2
≡ xi ±
∆x/2, yj± 1
2
≡ yj ±∆y/2 and (xi, yj) denotes the coordinates of the cell center,
the integral form of the conservation law gives
∂tûij = −
Fi+ 1
2
,j − Fi− 1
2
,j
∆x
−
Gi,j+ 1
2
−Gi,j− 1
2
∆y
(4.7)
where ·̂ denotes an area-average and · denotes a line-average, i.e., ûij is the
cell-average of u in Ωij and
Fi± 1
2
,j =
1
∆y
∫ y
j+12
y
j− 12
F(u(xi± 1
2
, y, t)) dy (4.8)
Gi,j± 1
2
=
1
∆x
∫ x
i+12
x
i− 12
G(u(x, yj± 1
2
, t)) dx (4.9)
are line-averaged fluxes. Equation (4.7) shows that the FV-discretized conserva-
tion law retains the form of the continuum equation at the discrete level. It is
important to note that Eq. (4.7) together with Eq. (4.8) and Eq. (4.9) is exact: the
only operation so far has been to divide space into a regular mesh. The same idea
can be applied to the temporal dimension as well. Integrating Eq. (4.7) in time
from tn to tn + ∆t = tn+1 yields
ûij(tn+1) = ûij(tn)− ∆t∆x
[
F̂i+ 1
2
,j − F̂i− 1
2
,j
]
− ∆t
∆y
[
Ĝi,j+ 1
2
− Ĝi,j− 1
2
]
(4.10)
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where
F̂i± 1
2
,j =
1
∆t∆y
∫ tn+1
tn
∫ y
j+12
y
j− 12
F(u(xi± 1
2
, y, t)) dy dt (4.11)
and similarly for Ĝi,j± 1
2
. Again, the relation given by Eq. (4.10) is exact.
Following the path laid out above would eventually lead to a fully discrete numer-
ical scheme. In contrast, a semi-discrete scheme will instead be pursued by using
the method of lines approach. Since the right-hand side of Eq. (4.7) is a purely
spatial operation, the equation can be viewed as a system of ordinary differential
equations (ODEs)
∂tûij(t) = L(u(t))|ij (4.12)
with L denoting the spatial operator. Thus, the spatial and temporal calculations
are separated, which simplifies the analysis considerably.
Although the discussion so far has been exact, approximations become inevitable
in order for the analysis to proceed. The aim is to arrive at a numerical scheme
that is accurate to order r in the one-step error. In other words, denoting by H
the algorithm that marches the set of cell averages a time ∆t forward in time, it
should satisfy
H(ŵ(t))− ŵ(t+ ∆t) = O(hr+1) (4.13)
where ŵ are the (area) cell-averages of the exact solution, and h is the size of
the spatial grid, h = max(∆x,∆y). Employing the semi-discrete framework,
Eq. (4.13) is satisfied provided that an rth order accurate method in time to solve
the system of ODEs of Eq. (4.12) is available and the exact spatial operation L is
known. While the former requirement can be fulfilled by, e.g., Runge-Kutta (RK)
methods as discussed in section 4.1.4, it is in general not possible to fulfill the
latter requirement. Nevertheless, Eq. (4.13) is still satisfied if L is replaced by L
operating on the cell-averages that approximates the exact spatial operator,
L(û) = L(u) +O(hr). (4.14)
In the two-dimensional Cartesian case of Eq. (4.7) the right-hand side provides
the exact operator L. Analogously, the operator L is defined as
L(û)|ij = −
F i+ 1
2
,j −F i− 1
2
,j
∆x
−
Gi,j+ 1
2
− Gi,j− 1
2
∆y
(4.15)
where F and G are (numerical) approximations to the exact fluxes Eq. (4.8) and
Eq. (4.9), respectively. Due to their central role in specifying the numerical algo-
rithm, the approximations are often dubbed as numerical flux functions.
In order to arrive at an algorithm for computing the spatial operatorL, the need for
approximations becomes evident from the fact that point values of u are needed
at the cell edges in order to compute the fluxes in Eq. (4.8) and Eq. (4.9), while
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it is only the cell-averaged quantities û that are available. Thus, a procedure
of computing (local) point values from the available cell-averaged quantities is
needed. In other words, a function p(x, y, t) that reconstructs the cell-averages û
and approximates the point-wise solution u to a desired accuracy,
p(x, y, t; {û(t)})− u(x, y, t) = ε1(x, y)hr1 , (4.16)
is needed. Assuming that such a function can be constructed, the next step is to
compute the integrals in Eq. (4.8) and Eq. (4.9). This can be accomplished, for
instance, by employing an appropriate quadrature rule,
Fi± 1
2
,j =
K∑
k=1
akF(u(xi± 1
2
, yk, t)) + ε2(xi± 1
2
, yη)hr2 (4.17)
where ak are the weights of the quadrature, and yη ∈ [yj− 1
2
, yj+ 1
2
]. Casper and
Atkins (1993) provides a detailed discussion of the error arising from this step.
Upon using the reconstruction function,
F(u) = F(p) + ε3(x, y)hr1 (4.18)
where ε3 = O(ε1), and the approximated flux becomes
Fi± 1
2
,j =
K∑
k=1
ak
[
F(p(xi± 1
2
, yk, t)) + ε3(xi± 1
2
, yk)hr1
]
+ ε2(xi± 1
2
, yη)hr2 .
(4.19)
Computing the first term of the right hand side of Eq. (4.7) gives
Fi+ 1
2
,j − Fi− 1
2
,j
∆x
=
1
∆x
K∑
k=1
ak
[
F(p(xi+ 1
2
, yk, t))− F(p(xi− 1
2
, yk, t))
]
+
K∑
k=1
ak
[
ε′3(xη, yk)
]
hr1 + ε′2(xη, yη)h
r2 . (4.20)
Thus, if the numerical flux F i± 1
2
,j in Eq. (4.15) is chosen as
F i± 1
2
,j =
K∑
k=1
akF(p(xi± 1
2
, yk, t)) (4.21)
and similarly for Gi,j± 1
2
, and the reconstruction and quadrature procedures are
performed so that r1 = r2 = r, then L satisfies Eq. (4.14) and the construction of
an rth order accurate scheme has been accomplished.
It is important to note that in the analysis presented above the solution was as-
sumed to be smooth. Therefore, the algorithm needs to be modified so that in
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smooth regions the considerations above still hold and, additionally, possible dis-
continuities in the solution should be accounted for. In fact, jumps at cell inter-
faces occur naturally as a result of the local nature of the reconstruction procedure.
That is, the reconstruction function p is constructed on a cell-to-cell basis, with a
different function pij constructed in each cell Ωi,j . Therefore, the reconstruction
function differs from the one in the neighboring cells, resulting in jumps for the
interface values given by the different functions. Near discontinuities, the jump is
of size O(1) while in smooth regions it is of size O(hr).
A discontinous initial condition evolves in time by decaying to a set of wave struc-
tures. As will be elucidated in section 4.1.3, the flux function F(u) in Eq. (4.21)
must therefore be replaced by a function F(uL,uR) that accounts for the fact that
information propagates in the characteristic directions. The standard method for
achieving this is by solving the Riemann problem defined by the two states uL
and uR.
With such a modification, the final expression for the numerical flux function is
F i± 1
2
,j =
K∑
k=1
akF
(
pi− 1
2
± 1
2
,j(xi± 1
2
, yk, t),pi+ 1
2
± 1
2
,j(xi± 1
2
, yk, t)
)
. (4.22)
The recipe for computing the spatial operator L is then complete once the recon-
struction method, Riemann solver and quadrature rule have been specified.
4.1.1 Alternative discretization methods
The advantage of the finite volume method is the ability of the method to yield
conservative discretizations on complex meshes. Although the discussion in the
previous section used rectangular cells, meshes consisting of triangular (tetrahe-
dral in 3-D) cells could equally well be used. When considering higher-order
schemes in multiple dimensions the reconstruction procedure and computation of
the flux integral become increasingly more complex. For this reason, the primary
choice for most practitioners using the FV method has been to employ approxima-
tions accurate to second order in which point values and volume averaged values
are largely interchangeable and spatial integrals can be replaced by point values
using the midpoint rule. Another disadvantage is the relative difficulty to apply
the method to PDEs of mixed type which often arise in applications.
An alternative to the finite volume method exhibiting largely reversed advantages
and disadvantages is provided by Finite Difference Methods (FDMs). Although
being often the primary discretization alternative for many PDEs and ODEs, the
FDM has not been popular for discretizing conservation laws. This can be at-
tributed to the fact that pointwise values are ambiguously defined at discontinu-
ities, and FDMs approximate the PDEs in a pointwise manner. The FDM can,
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however, be applied in a specific manner to the case of conservation laws to ob-
tain a scheme to which the afore-mentioned anti-pointwise bias should not be
applied.
Consider, for ease of exposition, the one-dimensional conservation law
∂u
∂t
+
∂F
∂x
= 0 (4.23)
conservatively discretized in a pointwise fashion as
∂u(xi, t)
∂t
+
H(xi+ 1
2
, t)−H(xi− 1
2
, t)
∆x
= 0. (4.24)
The function H is related to the flux F by
F(u(xi, t)) =
1
∆x
∫ x
i+12
x
i− 12
H(ξ, t) dξ ≡ H(xi, t). (4.25)
Applied in this way, this specific FDM yields a conservative discretization that
is a mathematically transformed version of the discretization given by the FVM.
Thus, at the discrete level, the values u(xi, t) are not the true pointwise values,
but instead approximations obtained by applying the inverse volume averaging
operator to 〈u〉 (Merriman, 2003).
Completely analogous to FV schemes, the conservative FD scheme needs a re-
construction procedure in order to obtain pointwise values of H from the known
averages H. Also, similar to the FV case, a procedure that accounts for the fact
that information propagates in the characteristic directions must be constructed in
order to obtain a stable numerical scheme.
When applying the conservative FD scheme to multiple dimensions or higher or-
ders, the differences to the FV schemes become apparent. In fact, the multidimen-
sional procedure is simply a sum of the contributions of each dimension which
are all treated analogous to the one-dimensional case above. As a consequence,
the reconstruction procedure remains one-dimensional, being identical for all di-
mensions separately. Therefore, the computational complexity in the multidimen-
sional case is exactly the same as in the one-dimensional case per point per direc-
tion. The big disadvantage of the conservative FDM is, however, that it can only
be applied to uniform or certain smooth meshes without relaxing the requirement
of strict conservation.
Finding a discretization method that would combine the advantageous character-
istics of FV and FD in one would be highly desirable. Steps in such a direction
have been taken by the construction of quadrature-free FV schemes (Dumbser
et al., 2007) as well as advances in applying the discontinuous Galerkin method
(e.g., Dumbser and Munz, 2006, Balsara et al., 2007).
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4.1.2 Reconstruction algorithms
A crucial step for calculating accurate approximations of the flux through the cell
surfaces is to obtain an accurate pointwise representation of the solution u(r, t)
given the set of cell averages {〈u〉(t)}. A considerable amount of work has been
devoted to this task, as it has proved a challenge to fulfill the requirement that the
reconstruction procedure should yield a highly accurate approximation in smooth
regions while at the same time providing sharp non-oscillatory transitions at dis-
continuities.
The reconstruction problem is closely related to the classical interpolation prob-
lem. Consider the (one-dimensional) function u(x) for which the cell average
values {〈u〉i} are known, and define the primitive function of u(x) as
U(x) =
∫ x
x− 12
u(ξ) dξ (4.26)
where x− 1
2
is any arbitrary fixed point. Knowing all the cell averages, the point
values of U are known at all cell edges since
U(xi+ 1
2
) =
i∑
l=0
∫ x
l+12
x
l− 12
u(ξ) dξ =
i∑
l=0
∆x〈u〉l. (4.27)
Therefore, a function P (x) interpolating U can be constructed that can be used
to obtain an approximation to u(x) by computing the derivative: u(x) ≈ p(x) ≡
P ′(x). This procedure yields a consistent approximation of u in the sense that the
cell average of p(x) returns the data 〈u〉.
Typically, p(x) (or P ) is chosen to be a polynomial function. In Godunov’s
method, a constant reconstruction is adopted so that pi(x) = 〈u〉i which yields a
spatially first-order method. Superficially, achieving higher-order approximations
is then a simple matter of increasing the degree of the polynomial. The task is
made more complicated due to Godunov’s theorem which states that numerical
schemes that depend linearly on the input data and that are monotone can be at
most first-order accurate. Thus, non-linearity must be introduced for achieving
stable high-order schemes.
A widely popular approach of introducing non-linearity, especially for second-
order schemes, is by invoking limiters in the reconstruction procedure. Consider
the linear reconstruction function
pi(x) = 〈u〉i + si(x− xi), x ∈ [xi− 1
2
, xi+ 1
2
] (4.28)
where si approximates the derivative of u in the cell i. If si is calculated using
finite differences with a fixed stencil, such as central or one-sided differences, the
reconstruction will yield oscillatory results at discontinuities. This can be avoided
by suitably limiting the slope based on the local smoothness of the solution.
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In fact, the large body of mathematical work that has been devoted to the study of
the properties of numerical schemes for one-dimensional scalar conservation laws
provides prescriptions of how the limiting should be performed. Of particular use
are so called Total Variation Diminishing (TVD) methods that provide a means of
constructing robust limiters.
The total variation of a function u = u(x) is defined as
TV (u) =
∫ ∞
−∞
|u′(x)| dx (4.29)
and for discrete functions {ui} it is defined as TV (u) =
∑
i |ui+1 − ui|. A
fundamental property of the exact solution of the scalar version of Eq. (4.23) is
that the total variation does not increase with time,
TV (u(t2)) ≤ TV (u(t1)) (4.30)
and is said to be TVD. For the case of a scalar linear flux function, this property
can be shown to be shared by the numerical scheme if the slopes are calculated as
si =
(
ui+1 − ui
∆x
)
ϕ(ri) (4.31)
where ri = (ui−ui−1)/(ui+1−ui) is the ratio of left- and right-sided differences
and ϕ is a limiter function that satisfies the criteria
0 ≤ ϕ(r) ≤ 2, 0 ≤ ϕ(r) ≤ 2r, ϕ(1) = 1 (4.32)
derived by Sweby (1984) using the TVD theorem of Harten (1983). Armed with
these criteria it is straight-forward to construct suitable limiters and several have
been proposed in the literature, the limiter of van Leer (van Leer, 1974)
ϕ(r) =
r + |r|
1 + |r| (4.33)
being one example.
Although the TVD property holds only in the restricted case of scalar conservation
laws in one dimension, the prescription of Eq. (4.31) together with a limiter turns
out to give excellent non-oscillatory results even for more general equations. Due
to their favorable combination of simplicity, efficiency and robustness, schemes
that use TVD limiters have become extremely popular.
The TVD limiters achieve the non-oscillatory behavior by ensuring that any re-
constructed value at any time does not lie outside the range of the input data by
switching on a cell-to-cell basis between constant and linear reconstruction. The
drawback of this is that at smooth extrema the method degenerates to first-order
accuracy regardless of the accuracy to which the slopes si are computed. This is
known as the clipping phenomenon of TVD limiters. To overcome this deficiency,
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higher-order reconstruction methods must be employed. Indeed, a large number
of such methods have been pursued. In recent years, the weighted essentially non-
oscillatory (WENO) (see e.g., Shu, 2009, for a review) approach of using adaptive
stencils as well as filtering techniques such as the monotonicity preserving method
(Suresh and Huynh, 1997) have received much attention.
4.1.2.1 Reconstruction for systems in multiple dimensions
The discussion of the reconstruction so far was limited to the scalar one-dimen-
sional case. For systems of equations in multiple dimensions, the reconstruction
algorithm must accordingly be generalized.
Constructing a high-order, non-oscillatory genuinely multi-dimensional recon-
struction algorithm is a highly non-trivial task. For this reason, a pragmatic ap-
proach of using one-dimensional reconstructions on a dimension-by-dimension
basis is often applied. For FV schemes, such a procedure yields formally at most
a second-order method. To reach higher orders, cross terms in the reconstruction
polynomial must be included. Without elaborating on the subject, a notable idea
has been presented by Balsara et al. (2009), wherein the WENO method is applied
using five candidate stencils in order to arrive at fourth-order accurate approxima-
tions of terms such as ∂xyu, and eight stencils for the ∂xyzu term.
When considering systems of equations, it is not strictly necessary to apply the
reconstruction procedure to the set of conserved quantities u directly. Depending
on the specific problem, another set of variables u′ derived from u might behave
more smoothly than u, with increased accuracy as a result if the reconstruction
is applied to u′ instead. Generally, accurate results are obtained if a costly local
characteristic decomposition is performed and the reconstruction is applied to the
characteristic variables. Indeed, for higher-order (r & 3) methods, the character-
istic reconstruction is often inevitable in order to achieve non-oscillatory results
(e.g., Qiu and Shu, 2002).
4.1.3 Upwinding the numerical flux
A natural consequence of the finite volume discretization method is the appear-
ance of discontinuous data across cell interfaces. Consider the interface xi+ 1
2
between cells i and i + 1. Since the reconstruction function pi(x) is different for
each cell, two values uL
i+ 1
2
= pi(xi+ 1
2
) and uR
i+ 1
2
= pi+1(xi+ 1
2
) will be produced
for the interface that, in general, are non-equal regardless of which reconstruction
method is used. In a finite time, the jump in the data evolves into a set of struc-
tures propagating away from the cell interface. The flux due to the waves should
then be accounted for by the numerical flux computation. Algorithmically, this is
done by replacing the flux function by an upwinded flux function F which is often
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taken to be a function of the two distinct interface values,
F(ui+ 1
2
)→ F(uL
i+ 1
2
, uR
i+ 1
2
). (4.34)
A widely popular approach to obtain the upwinded flux, originally proposed by
Godunov, is by viewing the discontinuous data as comprising a Riemann prob-
lem, i.e., a Cauchy problem with two constant states separated by a discontinuity.
Then, a Riemann solver of choice provides the needed numerical flux. In general,
however, exact Riemann solvers are not available or are too complicated to be
of practical use. Thus, approximate Riemann solvers that only partially open the
Riemann fan, i.e., consider only a few wave modes, are most often employed.
The popular HLL approximate Riemann solver, proposed by Harten et al. (1983),
assumes the structure of the Riemann problem to consist of three constant states
separated by two waves. Thus, any other than the two waves propagating with the
fastest speed to the left a− and right a+ are disregarded. Furthermore, the fastest
speeds are assumed to be known a priori. With these assumptions, the resulting
numerical flux is obtained as
FHLL =

F(uL), a− ≥ 0
F∗, a− < 0 < a+
F(uR), a+ ≤ 0
(4.35)
where
F∗ ≡ a
+F(uL)− a−F(uR) + a+a−(uR − uL)
a+ − a− . (4.36)
To determine the fastest wave speeds exactly, the exact solution to the Riemann
problem is also needed (see, e.g., the discussion in Miyoshi and Kusano, 2005).
In practice, a simplified estimate such as
a− = min(λmin(uL), λmin(uR)), a+ = max(λmax(uL), λmax(uR)), (4.37)
where λmin and λmax are the smallest and largest eigenvalues of the flux Jacobian
of the conservation law, is often employed. If the two speeds are chosen to be
equal, a+ = −a− ≡ a, then the HLL flux reduces to the very popular Rusanov
flux (also known as the local Lax-Friedrichs flux).
Due to the inclusion of only two wave modes, the HLL solver suffers from ex-
cessive diffusion for systems of equations that admit the existence modes more
than two. Thus, attempts at introducing more wave modes into the HLL frame-
work have been carried out. For the case of ideal magnetohydrodynamics, several
such schemes have been proposed, including HLLC solvers that use two interme-
diate states (Gurski, 2004, Li, 2005) as well as multi-stage solvers (Miyoshi and
Kusano, 2005).
A different approach to solving the Riemann problem is offered by the famous
Roe solver. The basic idea is to write the conservation law ∂tu+ ∂xF = 0 in the
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quasi-linear form ∂tu + A∂xu = 0. The Jacobian matrix A is then replaced by
a constant matrix A˜, which causes the original PDE to become a linear system
with constant coefficients. The linearized system is then used to define an ap-
proximate Riemann problem which is solved exactly. Although the Roe scheme
can be highly accurate, it yields non-physical so called rarefaction shocks at sonic
or transsonic rarefaction waves. To overcome this, specific entropy fixes must be
introduced (e.g., LeVeque, 2002).
Although the idea of the Godunov method to view the discontinuous data at the in-
terface as a Riemann problem has proved to be very fruitful, one can ask whether
the assumption of constant states could be relaxed. Indeed, the idea of considering
Generalized or Derivative Riemann problems in which the initial data consists of
two piecewise smooth functions, typically polynomials, separated by a disconti-
nuity has recently gained attention. In fact, investigations in this topic have led
to the construction of a new class of fully discrete schemes, so called ADER
schemes (for a short overview, see Dumbser et al., 2008). Although relatively
new, the methods have shown to be very promising in many respects. Mentioning
only one such example, Balsara et al. (2010) have demonstrated the method to be
twice as fast as a semi-discrete Runge-Kutta-based scheme of equal accuracy.
4.1.4 Time integration
With the methods pertaining to the calculation of the spatial semi-discretization of
the finite volume scheme described in the previous sections, the problem of inte-
grating the system of ODEs of Eq. (4.12) can be addressed. The applied methods
are generally catalogued as being explicit, implicit or semi-implicit depending on
the manner in which the solution at different time-steps are inter-connected. In
this thesis, only explicit methods are employed. Of the variety of schemes that
could be considered, the Strong Stability Preserving (SSP) Runge-Kutta schemes
are chosen due to the existence of a rich theoretical understanding of their proper-
ties as well as their widespread use.
When stability properties, such as the behavior of the total variation of the nu-
merical schemes, are analyzed they are most often done so assuming a simple
first-order forward Euler time integration. When using an arbitrary higher order
temporal discretization, however, the derived properties are not necessarily car-
ried over. SSP time discretizations are methods that preserve stability properties,
such as TVD, whenever the same property is satisfied using forward Euler inte-
gration. Therefore, the SSP approach allows the analysis of stability properties for
the spatial and temporal discretizations to be treated independently of each other,
similar to the way the analysis of accuracy is separated by using the method of
lines (section 4.1).
The schemes used in this work are the optimal SSP-RK(m, p) schemes cataloged
by Gottlieb et al. (2009). Here, m denotes the number of stages of the method
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and p the order of the method. The schemes are optimal in the sense of the size
of the time-steps and cost of the method. As discussed in section 4.1, both the
temporal and spatial solution operators must be p:th order accurate in order for
the entire numerical scheme to be of order p. The optimal two-stage second-order
SSP-RK(2, 2) method given by
〈u〉∗ = 〈u〉(n) + ∆tL(〈u〉(n))
〈u〉(n+1) = 1
2
〈u〉(n) + 1
2
〈u〉∗ + 1
2
∆tL(〈u〉∗) (4.38)
provides the time-integration for a second order scheme, while the optimal three-
step third-order SSP-RK(3, 3) method
〈u〉∗ = 〈u〉(n) + ∆tL(〈u〉(n))
〈u〉∗∗ = 3
4
〈u〉(n) + 1
4
〈u〉∗ + 1
4
∆tL(〈u〉∗)
〈u〉(n+1) = 1
3
〈u〉(n) + 2
3
〈u〉∗∗ + 2
3
∆tL(〈u〉∗∗) (4.39)
would be the choice for a third-order scheme. In the equations above the su-
perscript denotes the time-level, i.e., 〈u〉∗ = 〈u〉(t∗). Both methods allow for
a timestep of the same size as the forward Euler method. It is interesting to note
that no explicit four-stage fourth-order SSP-RK method exists (e.g., Gottlieb et al.,
2009). Therefore, to reach orders of accuracy of four or higher, m must be larger
than p.
Since the time-step of explicit methods is restricted by the fastest time-scale in the
system, the preferred applications where explicit methods are favored are those
involving non-stiff time-accurate problems. On the other hand, implicit methods
overcome the CFL restriction at the expense of requiring the solution of large sys-
tems of equations at each time-step. In the semi-implicit approach, only the stiff
part of the equations is treated implicitly. The implicit and semi-implicit methods
are advantageous, for example, when considering systems with widely different
time-scales or for obtaining steady-state solutions. Although significantly larger
time-steps can be used with implicit or semi-implicit methods from the point of
view of stability, retaining a sufficient accuracy places a limit on the permissible
size of the time-step also for these methods. Therefore, whether such methods
yield an advantage over explicit methods is highly problem-dependent.
4.2 Constrained transport for divergence-free fields
By applying the finite volume method using the algorithms described in section
4.1, any multi-dimensional system of hyperbolic conservation laws can, in prin-
ciple, be numerically solved. When considering the MHD equations in a multi-
dimensional setting, the problem of accommodating the divergence-free evolution
of the magnetic field into the numerical algorithm must be addressed.
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A pragmatic approach to the problem is to update the magnetic field using exactly
the same algorithm as applied to the other variables. In other words, the methods
of section 4.1 are applied to the hyperbolic form of Eq. (4.2) given by
∂tB+∇ · (vB−Bv) = 0 (4.40)
assuming E = −v ×B and ∇ ·B = 0. In general, this will result in a magnetic
field with a non-zero divergence on the discrete level which causes unphysical
acceleration of the plasma parallel to the field. Then, in order to prevent the ac-
cumulation of numerical errors due to the non-vanishing divergence, some addi-
tional strategy is introduced. Such strategies include projecting the magnetic field
to the space of divergence-free fields by solving a Poisson equation at every nth
time-step or introducing additional terms into the model equations to damp and/or
transport the divergence to the edges of the computational domain (e.g., Dedner
et al., 2002).
A different approach is to carry the structure of Eq. (4.2) over to the discrete level
so that the evolution of the magnetic field remains divergence-free to machine pre-
cision in the chosen discretization in the case that the initial field is divergence-
free. Algorithms sharing this property are generally called constrained trans-
port (CT) methods after Evans and Hawley (1988). Moreover, the CT method
can be constructed in such a way that the reconstruction and upwind properties
of the scheme are consistent with the divergence-free constraint and therefore
consistently take into account the different smoothness property of the magnetic
field. Schemes with these properties are denoted consistent constrained transport
(CCT) methods in this thesis.
To illustrate the construction of the CCT scheme, consider the z-component of
Eq. (4.2) in a Cartesian setting,
∂tBz + ∂xEy − ∂yEx = 0, (4.41)
and let the domain be discretized by rectangular cuboids of size ∆x×∆y ×∆z.
The discrete evolution equation is now obtained by considering the integral form
of Eq. (4.41):
∂tB̂z;i,j,k+ 1
2
= −
Ey;i+ 1
2
,j,k+ 1
2
− Ey;i− 1
2
,j,k+ 1
2
∆x
+
Ex;i,j+ 1
2
,k+ 1
2
− Ex;i,j− 1
2
,k+ 1
2
∆y
(4.42)
where
B̂z;i,j,k± 1
2
=
1
∆x∆y
∫ x
i+12
x
i− 12
∫ y
j+12
y
j− 12
Bz(x, y, zk± 1
2
, t) dx dy (4.43)
Ey;i± 1
2
,j,k± 1
2
=
1
∆y
∫ y
j+12
y
j− 12
Ey(xi± 1
2
, y, zk± 1
2
, t) dy (4.44)
Ex;i,j± 1
2
,k± 1
2
=
1
∆x
∫ x
i+12
x
i− 12
Ex(x, yj± 1
2
, zk± 1
2
, t) dx (4.45)
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Thus, the discrete magnetic field data in the CCT formalism are the surface-
averaged magnetic field components B̂ evolved by line-averaged electric field
components E. Since the magnetic field components are located at the cell faces,
the method yields a so-called staggered discretization.
The preservation of the volume-averaged divergence of the magnetic field is a
fundamental built-in property of the CCT method. Integrating∇ ·B over the cell
Ωi,j,k of volume V = ∆x∆y∆z yields
〈∇ ·B〉i,j,k ≡ 1∆x∆y∆z
∫
V
∇ ·B dV
=
bB
x;i+12 ,j,k
− bB
x;i− 12 ,j,k
∆x +
bB
y;i,j+12 ,k
− bB
y;i,j− 12 ,k
∆y +
bB
z;i,j,k+12
− bB
z;i,j,k− 12
∆z
Taking the time-derivative and using the discretized induction equations, i.e., Eq.
(4.42) for ∂tB̂z and similar expressions for ∂tB̂x and ∂tB̂y, gives exactly the result
∂t(〈∇ ·B〉)i,j,k = 0.
Therefore, the magnetic field will remain divergence-free up to machine precision
if the initial field is divergence-free. It is also to be noted that due to the staggered
collocation, the continuity property of the normal component of the magnetic field
in the Rankine-Hugoniot jump conditions at the cell faces is naturally satisfied in
the CCT method.
Following a path similar to the derivation of the FV algorithm, the semi-discrete
update of the face-averaged magnetic field components is given by an equation
analogous to Eq. (4.42) where the exact line-averaged electric fields are replaced
by numerical approximations E . Thus, the essential step is to find such approxi-
mations with sufficient accuracy and stability properties, just as in the numerical
flux computation for the FV scheme. Again, since the need is to find electric
fields line-averaged along the cell face edges, reconstruction procedures must be
applied to obtain the necessary variables at the face edges. Moreover, the mixing
of volume-averaged and face-averaged quantities complicates the algorithms.
Finding appropriate approximations to the line-averaged electric fields has proved
to be a challenge. In most approaches, the algorithm used for calculating the
numerical fluxes in the FV sub-scheme is also applied to the induction equation
and the electric fields are then obtained by some arithmetic average of the resulting
fluxes. In other words, the relation
∂tB = −∇×E = ∇ ·
 0 Ez −Ey−Ez 0 Ex
Ey −Ex 0
 (4.46)
is used, and upon using the FV scheme numerical fluxes F̂ , Ĝ and Ĥ are obtained.
Then, as done by several practitioners (e.g., Balsara and Spicer, 1999, Ziegler,
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2004), the electric field Ez;i+ 1
2
,j+ 1
2
,k (approximating Ez;i+ 1
2
,j+ 1
2
,k) is obtained by
averaging the numerical fluxes from adjacent faces:
Ez;i+ 1
2
,j+ 1
2
,k
=
1
4
(
−F̂y;i+ 1
2
,j,k − F̂y;i+ 1
2
,j+1,k + Ĝx;i,j+ 1
2
,k + Ĝx;i+1,j+ 1
2
,k
)
. (4.47)
Since the numerical fluxes are defined at different locations, this amounts to cal-
culating a spatial average. Various methods to avoid this have been considered.
For instance, Balsara (2004) reconstructs the needed variables to the cell face edge
in consideration and calculates the numerical fluxes at that point, and then aver-
ages each such contribution from the four neighboring cells. Following a some-
what simpler idea, Gardiner and Stone (2005) project the face-centered numerical
fluxes to the location of the electric field components at the face edges, and then
calculate a local average. The problem with using a procedure that averages nu-
merical fluxes is that the obtained electric field is not properly upwinded. To
overcome the resulting numerical instabilities, Balsara et al. (2009) and Gardiner
and Stone (2005) propose to use switches that essentially alter between different
algorithms depending on the local flow characteristics in a more or less ad hoc
fashion. Although such schemes can function well, a natural extension of the
upwinded and non-oscillatory FV base scheme to the calculation of the electric
fields would be highly desirable.
The construction of a method by which this can be accomplished is the main sub-
ject of Article V. The main observation is that in order to arrive at an approxima-
tion for the electric field that does not use ad hoc face to edge interpolations, it is
necessary to consider the inherent multi-dimensionality of the problem at the face
edges. In other words, at the face edge where Ez;i+ 1
2
,j+ 1
2
,k is located, the four
states due to the cells Ωi,j,k,Ωi+1,j,k,Ωi,j+1,k and Ωi+1,j+1,k constitute a two-
dimensional Riemann problem that must be reflected in the approximation to the
electric field. The approach in Article V is to consider a Riemann fan consisting
only of the fastest propagating waves, similar to the HLL approximate Riemann
solver. Then, in the semi-discrete limit, an averaging of the two Riemann fans can
be calculated. The result (Eq. (2.40) in Article V) is
Ez;ξ =
a−ξ b
−
ξ E
i+1,j+1,k
z;ξ − a−ξ b+ξ E
i+1,j,k
z;ξ − a+ξ b−ξ E
i,j+1,k
z;ξ + a
+
χ b
+
χE
i,j,k
z;ξ
(a+ξ − a−ξ )(b+ξ − b−ξ )
− a
+
ξ a
−
ξ
a+ξ − a−ξ
[
p i+1,j,k2;ξ − p i,j,k2;ξ
]
+
b+ξ b
−
ξ
b+ξ − b−ξ
[
p i,j+1,k1;ξ − p i,j,k1;ξ
]
(4.48)
where the index i+ 12 , j +
1
2 , k is denoted by ξ, aξ and bξ are the signal speeds in
the x1 and x2 directions, respectively, and p indicates the reconstructed magnetic
field components. Additionally, the superscripted index denotes the cell from
which the reconstruction function is to be employed.
52 Chapter 4: Computational MHD
Examining Eq. (4.48), it is seen that it reduces to the correct one-dimensional flux
for cases that are aligned with the coordinate axes x or y or with the diagonal x−y.
As an inherent four-state formula with two independent diffusion terms, a similar
formula could not be obtained by any simple averaging procedure. Furthermore,
Eq. (4.48) gives the electric field directly without a need to consider the numerical
fluxes of the hyperbolic form of the induction equation.
It is interesting to note the connection between Eq. (4.48) and the method derived
for solving 2D Hamilton-Jacobi equations presented by Kurganov et al. (2002).
Since in the CCT formalism the staggered magnetic field components can equiv-
alently be represented by the vector potential, each component of the induction
equation in terms of the vector potential for a given velocity field has the form of
a Hamilton-Jacobi equation,
∂tA+E(∂xiAj) = 0. (4.49)
Therefore, upwind methods used to solve such equations can be applied to the
induction equation. This relation was recently used to derive a CCT method by
Ziegler (2011).
4.2.1 Reconstructing the magnetic field
In order to calculate the electric field at the cell face edges, the magnetic field
and velocity need to be reconstructed to those locations. While the velocity field
can be reconstructed using the procedures discussed in section 4.1.2, the magnetic
field needs to be treated differently due to the different smoothness properties.
Consider the x-oriented face at xi+ 1
2
of cell Ωi,j,k. Due to the staggered co-
location of the magnetic field, the component B̂x;i+ 1
2
,j,k is available at the face,
and provides a (second-order) approximation to Bx(xi+ 1
2
, yj , zk). Therefore, no
additional reconstruction of Bx is needed for a second-order calculation of the
FV numerical flux function F i+ 1
2
,j,k. The Bx component is also needed at the
edges for the electric field calculation, which necessitates transverse reconstruc-
tions. For a second order scheme following the TVD methodology, this can be
constructed as
Bx(xi+ 1
2
, y, z) = B̂x;i+ 1
2
,j,k + (δyBx)i+ 1
2
,j,k(y − yj) + (δzBx)i+ 1
2
,j,k(z − zk)
(4.50)
where the slopes are calculated and limited as in section 4.1.2. By including
higher-order polynomials, as for instance cataloged in Balsara et al. (2009), the
order of accuracy can be increased.
In order to calculate the numerical fluxes in the y and z directions, Bx must also
be reconstructed to the other faces. In a pragmatic approach (e.g., Ziegler, 2004,
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2011), Bx can be obtained at any point in the cell by linearly interpolating in the
x-direction the two face values Bx(xi± 1
2
, y, z) given by Eq. (4.50). For instance,
at the (xi, yj+ 1
2
, zk) position, this amounts to the following averaging:
Bx(xi, yj+ 1
2
, zk)
=
1
2
(
B̂x;i+ 1
2
,j,k +
∆y
2
(δyBx)i+ 1
2
,j,k + B̂x;i− 1
2
,j,k +
∆y
2
(δyBx)i− 1
2
,j,k
)
(4.51)
Such a procedure does not give an analytically divergence-free field which would
facilitate the construction of prolongation and restriction operations for adaptively
refined meshes. In order to obtain such a reconstruction, quadratic terms need to
be included in the expression for Bx (e.g., Balsara et al., 2009).
4.3 Extension to curvilinear geometries
When conducting simulations of the solar corona on a global scale, i.e., when the
spatial domain extends over a large fraction of the solar radius in each direction
and the solar surface (or the base of the corona) defines a boundary of the domain,
it becomes necessary to include the curvature of the Sun in the model. Including a
curved surface as a domain boundary brings about the need to refine the numerical
algorithm to handle such boundaries.
Loosely speaking, three different strategies exist to tackle the problem. In the first
approach, a specialized treatment is applied to cells near the boundary whereas
the standard Cartesian algorithm on a rectangular mesh is retained away from the
boundary. In the second approach, the rectangular mesh is abandoned in favor
of a more general gridding technique so that the mesh conforms to the boundary
surface, however, retaining the Cartesian coordinate system. The third approach
is to write the equations using curvilinear coordinates suited to the problem and
discretizing the domain using a regular rectangular mesh in the curvilinear basis.
The path chosen in this thesis is to approximate the Sun as a sphere and solve the
MHD equations using spherical coordinates. Therefore, the numerical methods
described in the previous sections must be generalized to accommodate orthogo-
nal curvilinear coordinate systems. This task was undertaken in Article IV for the
finite volume scheme and in Article V for the CCT scheme, and will be discussed
next.
When considering coordinate systems where the coordinate surfaces are curved,
the components of the metric tensor are no longer given by the Kronecker delta.
For orthogonal coordinates, the metric is diagonal with components gii = h2i
where hi are the metric scale factors. For such systems, the conservation law (Eq.
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(4.1)) becomes
∂u
∂t
+
1
h1h2h3
[
∂
∂x1
(h2h3F) +
∂
∂x2
(h1h3G) +
∂
∂x3
(h1h2H)
]
= S (4.52)
where xi are the curvilinear coordinates and S is a geometrical source term which
is a function of u and the scale factors hi and their derivatives.
The construction of a FV scheme to solve Eq. (4.52) can, in principle, be per-
formed by suitably applying the methods described in section 4.1. In contrast to
following a heuristic path, the approach in Article IV is to account for the geomet-
ric terms in a rigorous way by performing a systematic derivation of a FV method
for solving Eq. (4.52). The algorithm is constructed by utilizing the semi-discrete
limit, as well as accounting only for the fastest propagating waves due to the dis-
continuous data at the cell interfaces. With these assumptions, a numerical spatial
operator L analogous to Eq. (4.15) of arbitrary order can be derived. The result
can be written as
L|i,j,k = 〈S〉i,j,k − 1
Vi,j,k
[
A1;i+ 1
2
,j,kF̂ i+ 1
2
,j,k −A1;i− 1
2
,j,kF i− 1
2
,j,k
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,kĜi,j+ 1
2
,k −A2;i,j− 1
2
,kĜi,j− 1
2
,k
+ A3;i,j,k+ 1
2
Ĥi,j,k+ 1
2
−A3;i,j,k− 1
2
Ĥi,j,k− 1
2
]
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where Vi,j,k denotes the volume of the cell and Aη;χ the area of the cell face in
the η-direction at the position given by the index χ. The numerical fluxes in the
x1 direction are
F̂ξ =
a+ξ F̂
−
ξ − a−ξ F̂+ξ
a+ξ − a−ξ
+
a+ξ a
−
ξ
a+ξ − a−ξ
[
û+ξ − û−ξ
]
(4.54)
where ξ denotes the subscript ξ ≡ i± 12 , j, k and
F̂±
i− 1
2
,j,k
≡ 1
A1;i− 1
2
,j,k
∫ x
2;j+12
x
2;j− 12
∫ x
3;k+12
x
3;k− 12
dηdσ×
h2(x1;i− 1
2
, η, σ)h3(x1;i− 1
2
, η, σ)F(pi− 1
2
± 1
2
,j,k(x1;i− 1
2
, η, σ))
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is the face-averaged flux at the x1;i− 1
2
face in the cell Ωi,j,k. Similarly, û±ξ de-
note the two face-averages of u obtained by integrating the two reconstruction
functions of the adjacent cells at their common interface.
While Eq. (4.53), Eq. (4.54) and Eq. (4.55) define the spatial solution operator
for the FV base scheme, the CCT method also needs to be modified in a similar
manner. To illustrate, consider the third component of the induction equation
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(equation (2.2) in Article V). A direct application of the Kelvin-Stokes theorem
yields the spatial discretization
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2
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2
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2
,k± 1
2
A3;i,j,k± 1
2
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where Lν;χ is the length of the ν-directed face edge at the coordinates given by
the index χ. With this discretization, the time-derivative of the volume-averaged
divergence, given by
(〈∇ ·B〉i,j,k)Vi,j,k =A1;i+ 1
2
,j,kB̂1;i+ 1
2
,j,k −A1;i− 1
2
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2
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,k −A2;i,j− 1
2
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+A3;i,j,k+ 1
2
B̂3;i,j,k+ 1
2
−A3;i,j,k− 1
2
B̂3;i,j,k− 1
2
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is exactly zero. Properly upwinded electric fields are then obtained in a manner
analogous to the Cartesian case by performing an averaging over two Riemann
fans.
4.4 The second-order scheme
Having introduced the various algorithms needed for performing the specific in-
dividual tasks described in the previous sections, the entire scheme making up
the numerical MHD solver employed in this thesis can now be assembled. A
key decision in this process is the choice of the order of accuracy of the scheme.
Considering the design criteria laid out in the beginning of the chapter, a good
compromise between accuracy and simplicity was deemed to be provided by a
second-order scheme. The specifics of the numerical algorithm are detailed next.
The semi-discrete methodology allows the algorithm to be presented and imple-
mented in a logically straight-forward way. With the second-order SSP Runge-
Kutta scheme, Eq. (4.38), being the primary choice for the temporal integration,
the overall flow of the program is illustrated by Fig. 4.1.
The calculation of the spatial operator L differs depending on whether the FV
scheme or the CCT scheme is applied. In the case of the FV scheme, the operator
is given by Eq. (4.53), with Eq. (4.54) and Eq. (4.55) providing the formulas for
the x1-direction. To second-order, Eq. (4.55) can be evaluated with a midpoint
rule, giving
F̂±
i− 1
2
,j,k
≈ F(pi− 1
2
± 1
2
,j,k(x1;i− 1
2
, x̂2i− 1
2
, x̂3i− 1
2
)) (4.58)
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Initial state u = u0, t = t0
u ← u + ∆tL(u)
t ← t + ∆t
Apply boundary conditions on u
u ← 1
2
[u0 + u+ ∆tL(u)]
Apply boundary conditions on u
u0 ← u
Output
t ≥ tstop? Stop
yes
no
Figure 4.1: Flow-schematic of the computation of the second-order algorithm.
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where the input to the reconstruction function are the coordinates x2 and x3 area-
averaged over the face at x1;i− 1
2
in the cell Ωi,j,k. The reconstruction function
p is chosen to be a linear function with a TVD limiter in accordance with the
second-order assumption, i.e.
pi,j,k(x1, x2, x3) = 〈u〉i,j,k +
3∑
l=1
sl(xl − 〈x〉l;i,j,k) (4.59)
where sl is a limited approximation for the derivative of u in the direction xl. For
the x1-direction it is given by
s1 = limiter(
ui+1,j,k−ui,j,k
〈x〉1;i+1,j,k−〈x〉1;i,j,k ,
ui+1,j,k−ui−1,j,k
〈x〉1;i+1,j,k−〈x〉1;i−1,j,k ,
ui,j,k−ui−1,j,k
〈x〉1;i,j,k−〈x〉1;i−1,j,k )
(4.60)
where the function limiter is any one of the standard slope limiters, e.g., the
minmod function or the van Leer limiter.
When u in Fig. 4.1 represents the face-averaged magnetic field components, L
is instead given by the CCT method. For B̂3 (approximating B̂3), it is given by
an expression identical to Eq. (4.56) with the upwinded electric field components
given by an expression analogous to Eq. (4.48) Evaluating the line integral to
second order gives the formula
E2;i+ 1
2
,j,k+ 1
2
≈ E2(x1;i+ 1
2
, x2;i+ 1
2
,j,k+ 1
2
, x3;k+ 1
2
) (4.61)
The reconstruction of the components of the magnetic field follows the pragmatic
method discussed in section 4.2.1. For instance, at the x1;i+ 1
2
face, the B1 com-
ponent is given by
B1(x1;i+ 1
2
, x2, x3)
= B̂1;i+ 1
2
,j,k + (δ2B1)i+ 1
2
,j,k(x2 − x̂2j) + (δ3B1)i+ 1
2
,j,k(x3 − x̂3k) (4.62)
With all quantities consistently evaluated to second order, the recipe for calculat-
ing the full spatial operator L is completed.
4.5 Further remarks
In the calculations presented in chapter 5, additional measures that improve the
accuracy of the solution have been applied. These methods are shortly introduced
in this section.
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4.5.1 Splitting the magnetic field
In many applications, the magnetic field B can be characterized as being com-
posed of a field B1 superposed on a background field B0,
B = B0 +B1. (4.63)
Especially in cases where additional information regarding B0 is available, it is
advantageous to apply the decomposition to the MHD equations that are solved
numerically. In all of the applications considered in this thesis, the magnetic field
of the ambient corona includes a strong contribution from a potential magnetic
field produced by time-independent subphotospheric sources. Therefore, the de-
composition given by Eq. (4.63) with B0 such that ∂tB0 = 0 and ∇ × B0 = 0
is explicitly inserted into the MHD equations, and only the dynamic part B1 is
solved for. As a result, the accuracy and robustness of the solution is consider-
ably improved. The resulting equations are given, for instance, by Gombosi et al.
(2002).
4.5.2 Employing stretched grids
In order to accurately capture large gradients appearing in the simulations, em-
ploying a mesh with a high resolution in areas of particular interest is imperative.
In most of the modeling considered in this work, a rectilinear mesh is employed
in which the mesh spacing varies from one cell to the next. Typically, in the sim-
ulations using spherical coordinates, the grid is finest closest to the solar surface
as well as at the equator.
As long as the variation of the mesh spacing is performed for each coordinate
separately, the resulting grid retains the logically rectangular indexing, and the
scheme described in the previous section can still be directly applied. However,
the calculation of the slopes in the reconstruction procedure need to be altered so
that the varying grid size is taken into account in order for the slope estimates to
retain their formal order of accuracy in smooth regions of the flow. Another subtle
issue to be considered is that the limiters may not retain their stability property if
they are applied unmodified to an irregular grid (Berger et al., 2005).
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Chapter 5
Results and Discussion
In this chapter, the main findings of the numerical calculations of erupting CMEs
embedded in the model environments introduced in chapter 3 are presented with
a focus on the waves and shocks generated by the eruption. A central quantity
in this context is the relative change of the density compared to the background
ambient density,
rc(r, t) = ρ(r, t)/ρ(r, t = 0). (5.1)
By plotting rc at a given time, the compression ratio along the entire shock front
for that time can be distinguished.
5.1 Overview of eruption dynamics
The onset of the CME induces a rich set of highly non-trivial dynamical features
in the surrounding corona. Nevertheless, for the parameter regimes considered,
the response of the plasma to the expanding eruption is similar in all the studied
models in a number of respects. The common features of the dynamics can be
summarized as follows:
• The rise and expansion of the erupting structure causes a wave ahead of it
to be quickly formed.
• For a large area ahead of the eruption complex, depending on the profile of
the Alfvén speed, the wave steepens to form a shock.
• As the CME continues to push the plasma ahead of it, the shock strength
becomes highest at the leading edge and decreases towards the flanks of the
erupting structure. The leading shock structure reaches down and sweeps
the solar surface, however, decreasing in strength or degenerating to a fast-
mode wave at the surface.
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• Immediately behind the shock front, a highly compressed post-shock region
with an elevated temperature is formed, being most prominent at the leading
edge.
• In the vicinity of the flux rope, a region with a lower temperature is formed.
In the non-axisymmetric case, a current sheet with an elevated temperature
is formed below the flux rope.
5.2 Driven vs. blast wave scenario
The left panels in Fig. 5.1 present the dynamics induced by the lift-off of the
flux rope in the Cartesian local model described in section 3.3. The shock wave,
although driven by the flux rope rising under the influence of the artificial force,
propagates in all directions from the driver and retains a quasi-circular shape. It
nevertheless remains strongest near the leading edge of the shock. Thus, based on
geometry alone, the shock cannot be distinguished from that of a blast wave for
the parameter regime considered. This is further illustrated in the right panels of
Fig. 5.1 that presents an identical simulation with the exception that for t > 70
s, the direction of the artificial force is reversed causing the flux rope to rapidly
decelerate and come to a halt. Such a scenario can be considered to correspond
to that of a filament failing to erupt due to the confining overlying field such
as has been observed by the Transition Region and Coronal Explorer (TRACE)
(Ji et al., 2003) and theoretically investigated by Török and Kliem (2005). The
figures show that even in such a case, a propagating shock wave can be launched.
The geometry of the wave front is very similar, but the shock is weaker and loses
its strength as it expands freely into the medium. In order to follow the shock
for a longer period of time, a larger domain must be considered as in Article I.
Carrying out such a calculation reveals that at later times, the shock becomes
more elongated in the direction of the driver and loses its initial quasi-circular
shape (see Figure 2 in Article I). This is due to the spatial variation of the Alfvén
speed vA: away from the eruption site along the solar surface vA decreases, while
for heights above ∼ 0.2R the surface vA increases. Indeed, when entering the
region of increasing vA, the shock starts to escape from the driver (e.g., Figure 3
in Article I). In this sense, the shock acts more like a freely propagating than a
driven wave at this stage. Beyond a few solar radii where vA is expected to reach
it’s maximum (e.g., Warmuth and Mann, 2005, Evans et al., 2008), the situation
reverses again as the ejecta starts to catch up with the shock.
The results show that depending on the spatial distribution of the Alfvén speed
and the motion of the driver, the shock can at times act as a freely propagating
blast-type wave, while at other times the wave is driven. As a consequence, the
speed and location of the ejecta and an associated type II burst, if generated at
the shock nose where the shock is strongest, need not be correlated in any simple
way.
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Figure 5.1: Result of the local model at times (from top to bottom) t = 100, 200,
300 s. Left: Eruptive event. Right: Confined event. The left halves of the images
(blue colors) correspond to rc, while right halves (red colors) to the temperature
in units of MK. Unit of length l = 10 Mm.
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In the blast vs. driven wave debate of coronal shocks, the flare-related blast wave
is often quoted to be caused by the pressure pulse associated with the flare energy
release. Since the AR environment is characterized by a low beta plasma it is,
however, not clear that the pressure pulse would be able to generate a wave (e.g.,
Vršnak and Cliver, 2008). The failed eruption simulation result suggests another
possibility: if the Alfvén speed decreases sufficiently rapidly, even a relatively
small structure that starts to rise but fails to erupt might be able to launch a coronal
wave.
5.3 CME - EIT wave - cavity connection
The numerical experiments conducted with the local models show that, within a
few minutes from the eruption onset, the flanks of the shock front map all the way
down to the coronal base, sweeping the surface as the front expands. Depending
on the specific parameters, the shock generally degenerates to a large-amplitude
fast-mode wave propagating roughly at the speed of the local magnetosonic speed.
This characteristic is consistent with that of a number of well-observed EIT waves.
As described in the previous section, the kinematics of the wave front is sensitive
to the spatial distribution of the Alfvén speed. In contrast, the region of depleted
density and temperature formed around the flux rope and current sheet depends on
the successive stretching of the field lines surrounding the flux rope. Therefore,
the feature is attached to the motion of the ejecta, and resembles the expanding
bubble or cavity region observed in EUV images in conjunction with CMEs (e.g.,
Fig. 2.3). Indeed, for the failed eruption, no such cavity is formed. An EIT wave
not showing any dimming could be interpreted as evidence for a blast-wave type
wave.
The CME-EIT wave connection can effectively be studied using the event-ori-
ented three-dimensional model discussed in section 3.5.2. Figure 5.2 shows the
development of the compression ratio at the height r = 1.05R. As can be seen,
the density enhancement exhibits a complex behavior, with a clear directionality,
being stronger in the North-South direction. Later in the event, when the wave
enters the concentration of active region fields in the north, the front is broken up
into several fronts as the wave refracts due to the high Alfvén speed.
Figure 5.3 shows a side view of the eruption at t = 2.5 min. In the left image,
an isosurface of rc = 1.5 that visualizes the 3-D structure of the shock is shown.
The shock front, although appearing quasi-spherical, rapidly obtains an elongated
shape in the direction of the flux rope motion. The shock dome clearly maps
down to the surface producing the compression depicted in Fig. 5.2. Later, when
the skirt of the shock reaches the region of higher Alfvén speed to the north, the
rc = 1.5 isosurface no longer maps all the way down to the surface, but instead
terminates higher up. This is also the case for the shock in the east-west direction.
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Figure 5.2: Developement of rc at height r = 1.05R.
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Figure 5.3: Side view at t = 2.5 min after onset. The red dome is the isosurface
of rc = 1.5. In the right image, a meridional slice of the compression is shown
as well as a number of field lines. Also, in both images the compression ratio at
r = 1.05R similar to that in Fig. 5.2 is shown.
Figure 5.4 shows SDO/AIA EUV difference images of the corresponding actual
event (Li et al., 2012). The morphology of the image at 06:26 UT shows a clear
qualitative similarity with Fig. 5.3. The image to the right in Fig. 5.3 taken seven
minutes later shows a complex break up of the wave front. Comparing to Fig. 5.2,
this is seen to occur in the simulation at a roughly consistent time. This indicates
that the time scales in the simulation are in qualitative agreement with those of the
observations. Furthermore, it is interesting to note that the wave front indicated
as the secondary wave in the right image in Fig. 5.4 refracts in an eastwardly
direction. This is also the case in the simulation for the eastern part of the wave
front.
The comparison of the simulation and observations strongly indicate that the out-
ermost EUV wave structure in the observations corresponds to the skirt of the
CME-driven shock. The simulations are therefore in accordance with the hybrid
interpretation of EIT waves (Patsourakos and Vourlidas, 2012, Cheng et al., 2012).
However, it must be noted that the actual observable quantity to compare with is
the line-of-sight emission measure. Recently, three-dimensional MHD calcula-
tions taking this into account reach similar conclusions regarding the nature of the
EIT waves (Downs et al., 2011, Selwa et al., 2012).
5.4 Dependence on heating formulations
As discussed in section 3.4, in order to obtain a realistic solar wind solution that
closely reproduces the conditions of the plasma environment in the inner helio-
sphere, a variety of methods to heat the corona to the observed temperatures and
drive the solar wind have been employed in MHD calculations. The effect that
altering the governing physics of the simulation has on the dynamics of shocks
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Figure 5.4: Two SDO/AIA 193 Å running difference images of the 2011 June 7
event (Li et al., 2012).
propagating in the solar wind needs to be addressed. A comparative study was
undertaken in Article III.
Consider the steady-state wind model using a non-adiabatic polytropic index,
shown in the left panel of Fig. 3.2 and hereafter designated P1. The identical
steady-state solution can be retained even using γ = 5/3 by introducing an en-
ergy source termQ into Eq. (3.3) that balances the change in the polytropic index,
and is given by
Q = ∇ ·
[
vP1PP1
(
1
γ − 1 −
1
Γ− 1
)]
(5.2)
where Γ = Γ(r) is the spatially varying polytropic index used in model P1 and
vP1 and PP1 are the steady-state velocity and pressure distributions of model P1,
respectively. Thereby, the effect of the reduced polytropic index on the dynamics
can be studied. The simulation run using Eq. (5.2) is designated P2.
Figure 5.5 shows the temperature and compression ratio at 20 minutes after the
onset for both models. The calculation is otherwise identical to that presented in
Figures 2 and 3 in Article III, but the flux rope is launched closer to the equator in
order to facilitate the comparison to the three-dimensional analogue discussed in
the next section. The plot reveals that model P1 compresses the plasma consider-
ably more than model P2, which in turn heats the plasma to higher temperatures
than model P1. Noteworthy is that it is not just the shock compression that is
affected; also the post-shock regions differ considerably both in temperature and
in compression.
The simulations show that when the polytropic index is lowered, the kinetic en-
ergy of the shock is transferred increasingly into compressing the plasma rather
than heating it. This is consistent with that expected from the Rankine-Hugoniot
relations. Furthermore, in the case of model P2, the r = 4 limit for standard
ideal-MHD with γ = 5/3 is not violated. This can be understood by noting that
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the energy source term, Eq. (5.2), used in P2 is time-independent and behaves
smoothly at the shock. Therefore, the integral of the source term over the shock
in the Rankine-Hugoniot analysis vanishes, and the ordinary jump conditions are
retained. This demonstrates the applicability of the equivalent heating source term
approach: the pragmatic method by which momentum and/or energy is added for
obtaining the solar wind solution can be chosen at will, and for dynamic simula-
tions involving large flows, an equivalent heat source should be used in order to
retain the compressive behavior of an adiabatic gas.
5.5 Comparing 3D and axisymmetric simulations
Ignoring variations of the flow variables in the azimuthal direction in steady-state
models of solar wind can be argued to approximate conditions during solar min-
imum when the coronal plasma appears less asymmetric than during times of
higher magnetic activity. The assumption of axisymmetry is clearly not valid for
eruptive phenomena even during solar minimum conditions. Therefore, depend-
ing on the application, an evaluation of the effect of the symmetry on the dynamics
needs to be conducted. For the calculations presented in the previous section, this
can be done by repeating the solar wind solution in the azimuthal direction and
specifying the 3-D realization of the eruptive structure, as described in section
3.5.1.
Figure 5.6 shows the result of such a three-dimensional experiment correspond-
ing to the two axisymmetric cases in Fig. 5.5. In the plotted meridional plane,
the initial conditions are identical to those in the axisymmetric case. While the
overall dynamics is similar, there are indeed noticeable differences. In the three-
dimensional setting, the shock strength is consistently smaller along the entire
front. The front as a whole is more bow shock-like than the quasi-circular shape
in the axisymmetric case. Both effects can be attributed to the fact that the plasma
is no longer forced to deflect only in the north-south direction as in the axisymmet-
ric case, but can also flow in the azimuthal direction. The effect of the distribution
of the energy over a larger area is most clearly visible in the temperature plots
for the case of an adiabatic polytropic index. In the axisymmetric case, the shock
downstream is heated to temperatures beyond 10 MK for a large area, while in the
three-dimensional case only the shock nose is heated to corresponding tempera-
tures.
The way in which the erupting Sun-encircling torus-structure in the axisymmetric
case is extended in the azimuthal direction in the three-dimensional case naturally
affects the solution considerably. It is conceivable that by a variation of the pa-
rameters of the model CME, a better correspondence could be achieved. In fact,
an investigation along these lines has been conducted by Jacobs et al. (2007) for
the case of a purely hydrodynamical model CME. A motivation for such an un-
dertaking is the need for very high resolution of the shock structure arising, for
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Figure 5.5: Top: Compression ratio rc. Bottom: Temperature in units of MK.
Left images show the results for wind model P1, while the right images for P2.
All images are at t = 20 min after onset. Note the clipping of the palette.
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Figure 5.6: Same as Fig. 5.5 presented for the three-dimensional generalization.
70 Chapter 5: Results and Discussion
instance, if the MHD simulation data is used as input to kinetic simulations.
5.6 Implications for particle acceleration
Although magnetohydrodynamic simulations naturally cannot directly address the
ability of the shock to produce energetic particles, a qualitative assessment by
comparing to known theoretical results is nevertheless worthwhile.
A feature common in closed field regions for both the local and global models is
the appearance of a collapsing trap in which an upstream field line becomes con-
nected to the shock at two points. Such a geometry has been found favorable for
particle acceleration (Sandroos and Vainio, 2006). In the local model, this hap-
pens so that the part of the field line left upstream is in the region of the laterally
expanding part of the shock. In fact, the footpoints of these field lines map to the
surface a distance outward from the field lines connecting to the reconnecting cur-
rent sheet. Therefore, if the current sheet is assumed to predominantly accelerate
electrons and the shock accelerates ions, the geometry is consistent with gamma
rays being emitted outside of the hard X-ray sources, as has been observed by the
Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) (Lin et al.,
2003) (see also discussion in Article I).
An example of the collapsing trap configuration in the global setting can be seen
in Fig. 5.7 (right) for the outermost closed field line. The evolution of the shock
obliquity for that field line is interesting: the shock starts with a quasi-parallel
phase which is followed by a quasi-perpendicular phase. Performing test-particle
simulations, Sandroos and Vainio (2009a) found that in the first quasi-parallel
phase, due to the lower injection threshold, the shock injects thermal particles
to the acceleration process which the quasi-perpendicular phase can accelerate
efficiently. In fact, in their model, Sandroos and Vainio (2009b) found acceleration
to the highest energies for such geometries.
The asymmetry of the eruption causes an interesting effect when comparing the
potential acceleration sites on open field lines for the two hemispheres. In the
north, the shock reaches the open field lines very quickly, and remains quasi-
parallel for the field lines closest to the equator. South of the current sheet, how-
ever, the shock reaches the open field lines almost an hour into the event and ex-
periences a longer quasi-perpendicular phase. Therefore, particle emission from
the south would be delayed, but could nonetheless produce a larger event due to
the more favorable geometry.
These results show that, even under relatively simple coronal conditions, a non-
trivial evolution of the shock properties on coronal field lines occurs. Therefore,
the evolution of parameters most crucial to particle acceleration at shocks, such as
the compression ratio and obliquity, need to be more accurately taken into account
in models and simulations of particle acceleration than has been customary.
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Figure 5.7: rc at two times separated by roughly half an hour. Black curves show
closed magnetic field lines, while gray curves show open field lines. The red
curves indicate the boundary between open and closed fields. The colorbar is the
same in both images.
Chapter 6
Conclusions
6.1 Summary and conclusions
In this thesis, a study of the characteristics of large-amplitude waves and shocks
occurring in the solar corona as a response to eruptive phenomena has been con-
ducted. The method chosen for the task was that of fluid plasma simulations. The
goal of the work was to construct a magnetohydrodynamic simulation tool capa-
ble of modeling the complex CME-induced dynamics for eruptions taking place
in realistic pre-event configurations. To this end, the project has been a success.
The main findings can be summarized as follows:
• The MHD models are able to qualitatively reproduce many features ob-
served during the CME lift-off such as shock domes in front of the ejecta
connecting to a wave resembling an EIT-wave sweeping the surface in ad-
dition to a cavity region surrounding the flux rope.
• The event-oriented simulation is able to reach a high level of agreement with
the EUV observations. The evolution of the skirt of the shock resembles
very closely the evolution of the EIT wave, and a spherical shock structure
similar in morphology to the EUV dome is produced.
• The shock dynamics is often complex: depending on the variations in the
Alfvén speed in the corona, the ejection can at times act as the driver of the
shock, while at other times the shock may propagate freely. Failed eruptions
also have the potential of launching coronal waves.
• Comparing with recent test particle simulations, highly interesting and non-
trivial evolution of shock geometries with the potential for efficient particle
acceleration were found. Models of particle acceleration that more accu-
rately take into account the evolution of parameters most crucial to particle
acceleration need to be constructed.
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• The method by which momentum and energy is added in order to achieve
a realistic solar wind solution in MHD simulations significantly alters the
properties and dynamics of shocks in the low corona. An equivalent heating
formulation yielding shock properties consistent with theory and available
coronal shock observations was developed.
• The same mathematical framework used to derive a robust semi-discrete
finite volume scheme for hyperbolic conservation laws in orthogonal curvi-
linear coordinates can be used to derive an upwinded non-oscillatory con-
strained transport scheme for divergence-free vector fields. In particular, a
prescription of an arbitrary-order scheme was obtained.
6.2 Future prospects
The work presented in this thesis could be expanded in a natural way in several
directions. Starting from the low corona, a more realistic modeling of the ther-
modynamics, in which anisotropic heat conduction as well as radiative losses are
included, is needed. Only then can synthetic line-of-sight EUV images taking
into account instrument response functions be produced that can directly be com-
pared on a quantitative level to observations. Such models have been pursued by
Lionello et al. (2009), Downs et al. (2010). The fundamental unsolved problem
of coronal heating must be circumvented in some manner in such modeling. The
works above apply purely empirical source terms that include a number of free
parameters that need to be tuned in order to reach an agreement with the obser-
vations. Finding the appropriate parameters is, however, an arduous and time-
consuming task that currently limits the applicability of such models to selected
case studies.
The coronal heating problem is most relevant to the solar wind modeling too. The
current state of the art MHD solar wind models of the inner heliosphere utilize
the empirical WSA model as the basis from which the amount of required heating
is derived. The latest idea is to use the WSA model to provide boundary con-
ditions for the Alfvén wave pressure in an MHD model including WKB Alfvén
waves in order to obtain realistic values of the solar wind at 1 AU (van der Holst
et al., 2010). It is interesting to note that although WKB Alfvén waves have been
included in multidimensional MHD models for more than a decade, models that
relax the WKB assumption and instead consider a spectrum of waves have not yet
been constructed.
A significant idealization in the current MHD models of CMEs is the method
by which the eruption is generated. Although the use of velocity fields obtained
directly from sequences of observed (vector) magnetograms have been identified
as a crucial ingredient for more realistic simulations, attempts at such calculations
have not yet been reported. With increasing computational resources as well as
74 Chapter 6: Conclusions
developments in the observational methods, such calculations can be expected in
the coming years.
Looking further into the future, global multi-fluid models are a viable option for
going beyond (ideal) MHD. Such models are, however, not only extremely chal-
lenging from a computational point-of-view but also theoretically not as well un-
derstood.
In the meantime, the time is ripe for coupled models that can significantly narrow
the gap between fluid and particle descriptions. Indeed, a highly valuable tool not
only for fundamental physics but also for space weather applications would be
coupling MHD modeling with (test-)particle simulations.
Nevertheless, the primary driver of breakthroughs in the understanding of the na-
ture of solar coronal phenomena has been, and will be, the implementation of new
experiments. With new data, new directions of inquiry have ensued. Yet, with ad-
vancements in the theoretical understanding and improvements of the numerical
simulations, model calculations are – in a future not too distant – approaching a
state of maturity where they have the potential to offer new insights and, subse-
quently, clues of signatures to look for in multiwavelength data.
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Appendix A
Details of the Model Initial
Configurations
In this appendix, details of the additional modeling work conducted for the intro-
duction part of the thesis are given.
A.1 Local model
The configuration of the two-dimensional local model presented in section 3.3
is described next. The coordinate system is chosen so that x is the horizontal
coordinate running along the solar surface, y is the vertical coordinate increasing
upward with y = 0 the bottom of the simulation (the coronal base), and z is
parallel to the invariant axis.
The magnetic vector potential of a straight circular line current of radius R carry-
ing a uniformly distributed current I is obtained from Ampère’s law as
Ain(x, y; I,R, x0, y0) = −µ0I4pi
( r
R
)2
ez (A.1)
where r2 = (x − x0)2 + (y − y0)2 and (x0, y0) is the center of the line current.
On the other hand, the magnetic vector potential of the magnetic field produced
by an infinitely thin line current is given by
Aout(x, y; I, L, x0, y0) = −µ0I4pi
[
1 + ln
( r
L
)2]
ez (A.2)
where an arbitrary constant L with dimensions of length has been included.
The magnetic field of the flux rope in the local model is chosen as
Bfr = ∇×Afr +Bzez (A.3)
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with
Afr(x, y; I,R, h) =
{
Ain(x, y; I,R, 0, h), r ≤ R
Aout(x, y; I,R, 0, h), r > R
(A.4)
where h is the height of the flux rope above the surface. The toroidal field com-
ponent is chosen so that the field is exactly force-free, and is given by
Bz =
− µ0I2piR
√
2
(
1− ( rR)2), r ≤ R
0, r > R
(A.5)
Note that, in contrast to the force-free field in the model currently under considera-
tion, in Article I the force balance is achieved by adjusting the density distribution
inside the flux rope (see Eq. (9) in Article I ).
The flux rope is embedded in a background magnetic field. First, in order for the
background field to determine the component of the magnetic field normal to the
surface at the surface, an image field Bi is added. This is accomplished when the
vector potential of the flux rope plus image current at y = 0 is a constant, giving
Bi = ∇×Aout(x, y;−I,R, 0,−h). (A.6)
Note that this assumes that h > R. The background field consists of four line
currents, Bbg = ∇×Abg, with
Abg = Aout(x, y; Ibg, R, xbg;1, ybg) +Aout(x, y; Ibg, R,−xbg;1, ybg)
+Aout(x, y;−Ibg, R, xbg;2, ybg) +Aout(x, y;−Ibg, R,−xbg;2, ybg).
(A.7)
The choice of the background current Ibg is subtle: it should balance the upward-
directed Lorentz force exerted by the magnetic field of the image current on the
flux rope so that the system remains in approximate equilibrium also when the
background field and image field are present. The latter two produce contributions
to the magnetic field at the flux rope that are roughly horizontal but oppositely
directed. At x = 0 the field is exactly horizontal. If Ibg if is chosen such that the
horizontal components vanish, the equilibrium is retained. Enforcing this at the
flux rope center at (x, y) = (0, h) gives the background current
Ibg =
I
4
(
x2bg;1 + (h− ybg)2
)(
x2bg;2 + (h− ybg)2
)
h(h− ybg)(x2bg;2 − x2bg;1)
. (A.8)
Since v = 0 and the magnetic field is (approximately) force-free, the pressure
gradient force should cancel gravity. Choosing the initial temperature to be uni-
form and applying the ideal gas law P = (ρ/m)kBT0, the force balance results in
an exponentially decreasing density
ρ(x, y) = ρ0 exp(−y/H) (A.9)
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where H = kBT0/mg is the scale height.
Finally, the eruption is driven by imposing an artificial force acting on the flux
rope. This is done by adding an external force density facc to the equations: (see
Eq. (3.2) and Eq. (3.3))
facc =
{
a(t) cos
(
pi
2 · Az;c−AzAz;c−Az;acc
)
sgn(vfr − vy), Az < Az;acc and y > yabove
0, otherwise
(A.10)
Here, Az is the z-component of the magnetic vector potential, Az;c is the value
of the vector potential at the flux rope center in the initial configuration, Az;acc is
the value of the vector potential that defines the boundary within which the force
should act and at a height above yabove, vy is the velocity in the y-direction, vfr is
the velocity that the flux rope should attain and a(t) = a0+ta1 is the acceleration.
All quantities at the boundaries were kept fixed to the initial values except at the
y = 0 boundary where Bx in the ghost cell was chosen so that the z-component
of the current density Jz(x, y = 0) = 0 while all other quantities were held fixed.
The parameters of the simulation are given in table A.1. Furthermore, in the
confined eruption simulation, for times t > tdec the aritificial force is altered by
changing the parameters so that a(t) = a0 + tdeca1 and vfr = 0. The time when
the rapid deceleration started was tdec = 70 s.
A.2 Event-oriented model
The background configuration of the event-oriented model was detailed in sec-
tion 3.5.2. In this section, the construction of the non-equilibrium flux rope is
described.
The starting point is the flux rope configuration detailed in Titov and Démoulin
(1999), hereafter denoted TD99. Removing the subphotospheric line current as
well as the magnetic charges results in a flux rope with a rotational symmetry
produced by a ring current I . The poloidal field is given by Bp = ∇ ×
(
AI θˆ
)
where AI is given by Eq. (31) in TD99, and the toroidal unit vector θˆ by Eq. (17)
in TD99. The toroidal field is given by Eq. (16) in TD99 with the contribution of
the line current removed:
Bt =
µ0I2pia
√
2
(
1− (ρa)2)θˆ, ρ ≤ a
0, ρ > a
(A.11)
where ρ is the distance from the center of the ring current and given by Eq. (18)
in TD99, and a is the thickness (minor radius) of the flux rope. Note the similarity
to Eq. (A.5).
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Parameter Value
ρ0 1.67 · 10−13 kg/m3
T0 1.5 · 106 K
I −2.5 · 1010 A
R 0.5l0
h 2l0
xbg;1 0.3l0
xbg;2 1.5l0
ybg −0.3l0
vfr 200 km/s
a0 0
a1 1000 m/s3
yabove l0
Az;c −0.2A0
Az;acc −0.15A0
A0 69550 Tm
l0 10 Mm
m 0.6mp
γ 5/3
Parameter Value
I −2 · 1011 A
R 0.12R
a 0.03R
d 0.02R
αx 1.95 rad
αy 0.05 rad
αz −1.55 rad
Table A.1: Left: parameters for the local
model. Top: parameters for the flux rope
in the event-oriented model.
The flux rope needs to be rotated and translated to the specified position, in this
case NOAA AR 11226. This is done by transforming the (Sun-centered Carte-
sian) (x, y, z) system to a new (x′, y′, z′) system. This is obtained by rotating the
system by angles αx, αy, αz about the z,y and x axis, respectively, after which
a translation in the new z-direction by an amount R is perfomed. In the new
primed system, the equations given above are applied, and the resulting magnetic
field is then transformed back to the original unprimed system.
The parameters were chosen as given in table A.1. In the table, R is the major
radius of the flux rope and d is the distance of the flux rope symmetry axis to the
surface.
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