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Introduction
Contexte des travaux
Les applications multimédia sont de plus en plus présentes dans les systèmes élec-
troniques embarqués grand public : télévisions numériques, téléphones portables de type
« Smart Phone », baladeurs audio-vidéo, « box » des opérateurs de télécommunication,
consoles de jeux vidéo et bien d’autres encore. Autant ce fait est bien connu et appré-
hendé par la majorité des consommateurs de ces produits de haute technologie, autant la
conception et la programmation des systèmes permettant d’exécuter ce type d’application
représentent un vrai challenge pour la communauté scientiﬁque comme pour les industriels.
Prenons comme exemple l’application d’encodage vidéo numérique H.264 (ou MPEG-4
AVC) [106], une des plus récentes normes de compression vidéo supportée dans les lec-
teurs et récepteurs vidéo numériques récents en tous genres : lecteur/enregistreur Blu-ray,
récepteur « HD TV » de la Télévision Numérique Terrestre (TNT) en France, etc. Cette
norme amène un gain de plus de 50% d’eﬃcacité de compression sur une large gamme de
résolutions vidéo et de débits comparée au standard précédent comme MPEG-2 [85] qui
est utilisé pour les DVD notamment. Une vue d’ensemble de cette application montrant
les principales fonctions qui la composent est donnée ﬁgure 1.
Intra/inter
-
Intra-framepredict ion
Motioncompensation
Decoder
Codercontrol
Transform/scal./quant. Quant.transf. coeffs
Controldata
Deblockingfilter
Entropycoding
Motiondata
Outputvideosignal
Scaling andinv. transform
Inputvideosignal
Split  intoMacroblocks16x16 pixels
t i -
Motionestimation
Encoded output
video signal
Fig. 1 – Encodeur vidéo H.264 - Diagramme fonctionnel (adapté de [71]).
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La plupart des études évaluant la complexité de cette application, dont celle publiée
dans l’article [26], ont démontré deux choses. D’une part, il est très diﬃcile d’implémenter
cette application sur des processeurs conventionnels (du même type que ceux équipant
les ordinateurs des particuliers) car pour encoder une vidéo la puissance de calcul et la
quantité de données à traiter sont très élevées : plus de 300 Giga opérations par seconde
pour les calculs et plus de 460 Giga octets par seconde de bande passante pour les trans-
ferts mémoire. D’autre part, une grande partie du temps d’exécution sur un processeur
classique est passée dans quelques fonctions clés comme le montre la répartition du temps
d’exécution sur la ﬁgure 2 issue de [99].
Fig. 2 – Encodeur vidéo H.264 - Répartition du temps dans les principales fonctions [99].
En fait, ce constat est valable pour de nombreuses applications multimédia récentes :
elles sont de plus en plus complexes, requièrent une grande puissance de calcul et traitent de
plus en plus de données. De plus, certaines fonctions clés sont potentiellement au cœur de
la problématique d’implémentation de ces applications sur des processeurs à usage général.
D’un point de vue technologique, les progrès de la miniaturisation permettent au-
jourd’hui d’intégrer un système électronique complet dans une seule puce. On parle de
système sur puce ou de SoC (System on Chip). Les lois empiriques décrivant l’évolution
de cette miniaturisation, appelées lois de Moore, prévoyaient une croissance exponentielle
de la densité des transistors (élément de base d’un circuit intégré électronique) ce qui,
jusqu’à aujourd’hui, s’avère assez proche de la réalité. De nos jours, même si ce phéno-
mène tend à ralentir dû à des limitations physiques entraînant de faibles rendements, de
nouvelles approches font leurs apparitions comme par exemple la conception probabiliste
et approximative dans les systèmes embarqués [86], ouvrant ainsi de nouvelles perspectives.
L’avènement des SoC a permis d’ouvrir de nouvelles opportunités quant à la réalisation
de systèmes électroniques embarqués grand public supportant une multitude d’applications
diverses où la taille (surface des composants), la performance et l’autonomie sont au centre
des besoins. Mais cela introduit aussi une augmentation importante de la complexité à
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concevoir et à utiliser eﬃcacement ce nouveau type de système.
Les nombreuses fonctionnalités pouvant être intégrées dans un SoC poussent à une
certaine hétérogénéité interne. On trouve généralement dans l’architecture d’un SoC une
multitude de blocs qui ont chacun un rôle précis au sein du système.
Il est courant de trouver dans un SoC un processeur généraliste qui prend en charge le
contrôle du système global, c’est un peu le chef d’orchestre. On trouve aussi des proces-
seurs spécialisés pour des domaines d’application, on trouve bien sûr des blocs mémoires,
dans certains cas des composants analogiques ou encore mixtes mais aussi et surtout des
accélérateurs matériels dédiés. Ces derniers sont très importants car c’est à eux que re-
vient le rôle de traiter les fonctions clés qui consomment une grande partie du temps
d’exécution sur un processeur conventionnel. Pour l’application d’encodage vidéo H.264,
ces accélérateurs sont principalement dédiés aux fonctions identiﬁées par la ﬁgure 2, dont
l’estimation de mouvement (Motion Estimation). Ainsi il est très courant d’observer qu’un
accélérateur soit dédié à cette unique tâche dans un SoC d’encodage vidéo H.264. C’est
le cas dans l’architecture proposée dans [26] dont une photographie du circuit d’encodage
est donnée ﬁgure 3. On peut y voir les blocs IME et IFE dont les rôles sont respectivement
l’estimation de mouvement au niveau pixel, Integer-pel Motion Estimation, et à un niveau
inférieur, Fractional-pel ME.
Fig. 3 – Photographie d’une puce d’encodage H.264 [26].
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Contraintes et enjeux
Les accélérateurs matériels sont au cœur des performances d’un SoC moderne et c’est
une des raisons qui nous pousse à nous intéresser plus particulièrement dans cette thèse à
la conception et à la compilation d’application pour ces systèmes.
Aujourd’hui, la conception d’un accélérateur de calcul pour les applications multimé-
dia récentes est devenue un vrai challenge. Non seulement, nous l’avons vu, les besoins en
calcul sont de plus en plus importants mais il est devenu indispensable de concevoir des
accélérateurs ﬂexibles, de par la grande variété d’applications et de normes développées et
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de par leur courte durée de vie sur le marché. En eﬀet, les accélérateurs matériels dédiés
sont généralement peu ﬂexibles du fait de leur spécialisation nécessaire à l’obtention des
performances souhaitées. Ainsi, dans des systèmes multi-applications, la multiplication de
ces blocs dédiés pourrait conduire à une faible utilisation globale du SoC et à une durée de
vie trop courte au vue de celle des applications, en particulier dans le domaine multimédia.
De plus, les enjeux liés à la consommation d’énergie deviennent de plus en plus im-
portants dans la conception de SoC car avec les avantages de la miniaturisation viennent
aussi ses inconvénients. Parmi ces inconvénients, l’augmentation globale de la consomma-
tion électrique et donc de la dissipation d’énergie, mais aussi l’augmentation de la part de
la consommation statique 1 dans les circuits électroniques dont la ﬁnesse de gravure est
égale ou inférieur à 90 nm 2 posent de réels problèmes. En fait, dans les SoC embarqués et
plus particulièrement mobiles, on s’accorde facilement à dire que l’autonomie est primor-
diale. Or les progrès technologiques dans le domaine des batteries ne vont pas à la même
vitesse que ceux de la miniaturisation. Étant donné que les systèmes consomment plus et
que l’autonomie des batteries n’augmente pas, il est devenu incontournable de trouver des
solutions pour concevoir des systèmes à « faible consommation ».
A toutes ces problématiques viennent s’ajouter les problématiques propres aux in-
dustriels. L’augmentation des acteurs dans le domaine de la recherche et développement
(R&D) en électronique grand public, en particulier asiatiques, amène une forte concurrence
sur ce marché de masse où les investissements sont gigantesques. Cela vient du fait que cer-
tains coûts et temps de développement sont incompressibles. Par exemple, pour produire
un circuit intégré de manière classique 3, il est nécessaire de concevoir un jeu de masques
qui à lui seul coûte environ un million de dollars en technologie 90nm et à chaque fois que
la ﬁnesse de gravure est divisée par deux le coût des masques est au moins multiplié par
deux. Cela a tendance à orienter les développements vers une réutilisation maximale de
blocs matériels déjà développés (et surtout validés) permettant de réduire les risques de
problèmes lors de leur intégration dans un SoC. Cela amène aussi et surtout à l’utilisation
massive de systèmes programmables dont la durée de vie est largement augmentée par la
mise à disposition régulière de mises à jour logicielles.
Architecture reconfigurable à gros grain
Pour répondre à ces problématiques, nous pensons que les architectures reconﬁgurables
à gros grain, CGRA pour Coarse-Grained Reconﬁgurable Architecture, représentent un axe
de recherche privilégié et cette conviction est partagée au regard des nombreux travaux
dans ce domaine durant les deux dernières décennies [53, 111]. Comme le montre la ﬁgure
4, ce type d’architecture est un compromis entre trois extrêmes. Les processeurs généra-
listes GPP (General Purpose Processor) sont des circuits denses et ils sont eﬃcaces pour
des algorithmes où le contrôle prédomine, mais ils sont chers à concevoir et consomment
beaucoup d’énergie. Les circuits reconﬁgurables à grain ﬁn, de type FPGA pour Field
Programmable Gate Array, sont très ﬂexibles et performants mais ils sont aussi peu denses
car basés sur une cellule de base générique et consomment encore beaucoup d’énergie en
particulier lors de leur reconﬁguration qui se fait au niveau bit. Les circuits intégrés spé-
ciﬁques à une application appelés ASIC pour Application Speciﬁc Integrated Circuit sont
1La consommation statique représente la consommation électrique du circuit au repos.
290 nm est la dimension du canal d’un transistor atteinte au début des années 2000.
3Il existe en réalité de nombreux procédés de fabrication.
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eux très performants, consomment très peu d’énergie mais ne sont pas du tout ﬂexibles
et leur conception a un coût élevé. Ces deux derniers types d’architecture sont souvent
privilégiés pour les accélérateurs de calcul. Cela est principalement dû à la possibilité de
paralléliser massivement les traitements sur ces architectures, ce qui n’est possible que par
la multiplication des cœurs dans une architecture à base de GPP.
Les accélérateurs de type CGRA sont performants car spécialisés, ﬂexibles car recon-
ﬁgurables, moins consommateurs d’énergie et moins complexes à conﬁgurer car reconﬁgu-
rables à gros grain. Des avancées dans ce domaine sont encore possibles comme le montrent
les récents travaux présentés dans [69] qui proposent une CGRA eﬃcace en particulier au
niveau énergétique pour les applications dites de ﬂux de données parmi lesquelles on trouve
principalement les applications multimédia, de télécommunication, de traitement du signal
et de cryptographie.
Performance
&
Faible consommation
énergétique
Coût de 
conception élevé
&
Forte densité 
d'intégration
Algorithmes réguliers
(flot de données)
Algorithmes irréguliers
(contrôle) Flexibilité&
Forte consommation
énergétique
Coût de
conception faible
&
Faible densité d'intégration
Fig. 4 – Positionnement des CGRA par rapport aux autres solutions matérielles.
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Conception et compilation pour architecture reconfigurable
à gros grain
La conception d’un accélérateur matériel dans le domaine de l’embarqué est fortement
contrainte par les caractéristiques des parties critiques de l’application visée, on parle
d’adéquation architecture ⇄ algorithme connue sous le sigle AAA4. Les outils d’aide à la
conception de systèmes électroniques embarqués, dont le rôle est de trouver la meilleure
adéquation tout en respectant les objectifs ﬁxés par les concepteurs et les contraintes
technologiques en termes de performance, de ﬂexibilité, de surface, de consommation éner-
gétique et de coût, se retrouvent au centre de nombreux travaux de recherche.
Dans un premier temps, il est nécessaire de déﬁnir ou de réutiliser un modèle abstrait
d’architecture générique, dont une instanciation servira de cible architecturale dans le ﬂot
de compilation. Ce modèle sert de base pour la phase d’exploration de l’espace de concep-
tion durant laquelle plusieurs instanciations peuvent être étudiées de manière itérative. Les
résultats en termes de performances temporelles, de consommation énergétique ou encore
de surface, etc. issus de la compilation d’applications représentatives permettent de guider
les concepteurs et d’anticiper tout problème de mauvais dimensionnement.
Les principales étapes d’un ﬂot de « compilation » au niveau système pour CGRA sont
représentées sur la ﬁgure 5.
– Le Front end de compilation permet de transformer une spéciﬁcation en langage de
haut niveau en une représentation intermédiaire de haut niveau, généralement sous
la forme d’un graphe ou d’un arbre. Cette étape est suivie généralement d’un en-
semble d’optimisations génériques indépendantes de l’architecture cible (élimination
de code mort, etc.).
– Le partitionnement de l’application. C’est à cette étape que les parties critiques ou
noyaux de calcul intensif sont identiﬁés et extraits pour être compilés pour la CGRA.
– Une compilation conventionnelle aboutissant à la génération de code exécutable de
la partie de l’application s’exécutant sur un processeur généraliste.
– Une compilation pour CGRA produisant typiquement les conﬁgurations ou contextes
d’exécution qui détermineront le comportement de l’architecture tout au long de
l’exécution :
– les optimisations dépendantes de l’architecture sont eﬀectuées lorsque l’architec-
ture est prédéﬁnie, si elle ne l’est pas, on parle de génération d’architecture, étape
durant laquelle sont déﬁnies les diﬀérentes ressources (spécialisation et optimisa-
tion) ;
– l’ordonnancement, le placement des traitements sur l’architecture et le routage des
données entre les composants (mémoires, unités de traitement, etc.) aboutissent à
la génération d’un enchainement de conﬁgurations de l’architecture.
On remarque que le ﬂot présenté se sépare pour traiter diﬀéremment les parties iden-
tiﬁées comme critiques, représentant un potentiel d’accélération de l’application, et les
autres parties. Ce partitionnement de l’application peut être fait en fonction de diﬀérents
4Adéquation Architecture Algorithme, nous utiliserons dans ce manuscrit une vision plus large en consi-
dérant l’adéquation Architecture Application qui nous paraît plus appropriée aux CGRA.
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Fig. 5 – Flot de compilation générique pour CGRA.
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critères. Dans la majorité des cas, le partitionnement est fait en fonction des blocs pré-
sents dans l’architecture, si elle est formée de GPP et d’accélérateurs matériels, on parle
de co-développement logiciel/matériel.
Points durs dans la conception et la compilation pour CGRA
Une multitude d’architectures et de ﬂots de conception et de compilation a été proposée
ces dernières années mais il subsiste encore des points durs. Celle-ci est révélatrice de
la diﬃculté à déterminer ce que l’on peut appeler l’adéquation Architecture ⇄ Flot de
conception/compilation.
Reconfiguration dynamique au niveau système
La reconﬁguration dynamique au niveau système présente dans les CGRA permet de
modiﬁer leurs chemins de données en cours d’exécution. La conséquence est importante
sur la chaîne d’outils associés à une CGRA car cette ﬂexibilité augmente sa complexité,
comparée à une chaîne d’outils pour une architecture reconﬁgurable statiquement. Cela
vient en partie de la forte corrélation entre les diﬀérentes étapes de conception et de
compilation, particulièrement entre l’étape de synthèse matérielle qui produit des unités
de traitement adaptées aux besoins applicatifs et l’étape d’ordonnancement, placement et
routage de l’algorithme sur l’architecture.
L’étape de conception des unités de traitement spécialisées consiste à réaliser des opé-
rateurs optimisés capables d’exécuter des motifs de calcul, c.-à-d. des expressions arithmé-
tiques et logiques complexes comme la multiplication avec accumulation par exemple ou
encore le papillon qui sont des motifs de calcul utilisés respectivement dans la convolution
de Dirichlet ou la transformée de Fourier rapide. Les motifs utilisés sont déterminés en
fonction de leur capacité à accélérer l’exécution de l’application qui les comporte.
Les résultats de l’étape d’ordonnancement, de placement et de routage de l’algorithme
sur l’architecture dépendent fortement des motifs de calcul déterminés précédemment.
Par conséquent, la déﬁnition du grain des unités de traitement, l’identiﬁcation des
motifs de calcul qui seront synthétisés, et ensuite leur utilisation eﬃcace sont des étapes
interdépendantes rendant extrêmement complexes le ﬂot de conception et de compilation.
Mais elles sont indispensables pour permettre de répondre aux fortes contraintes imposées.
Identification et synthèse de motifs de calcul optimisés
Dans le ﬂot de compilation DURASE de l’équipe CAIRN à l’IRISA [73, 72], une des
étapes clés consiste à identiﬁer et extraire les motifs de calcul récurrents et/ou intéressants
pour accélérer une application à partir de sa représentation intermédiaire. Dans le cas de
DURASE, l’architecture cible est un processeur spécialisé pour une application à travers
une extension comportant une unité fonctionnelle reconﬁgurable. Dans le but de synthéti-
ser une unité fonctionnelle reconﬁgurable au niveau système nous avons cherché à fusionner
les motifs déﬁnis précédemment. Toutes les méthodes proposées dans la littérature per-
mettent d’optimiser un seul paramètre (généralement la surface de l’unité reconﬁgurable)
mais ne permettent pas de prendre en compte les autres contraintes architecturales et/ou
technologiques. Il peut en résulter un déséquilibre qui se manifeste par exemple par des
unités petites mais peu performantes ou au contraire des unités performantes mais dont
la surface est importante.
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Déploiement d’application
Parmi les diﬀérentes étapes de compilation pour CGRA, l’ordonnancement, le place-
ment et le routage du ou des noyaux de calcul sur l’architecture dont les unités de calcul
ont été spécialisées et peuvent se reconﬁgurer, sont au cœur de l’outil de conception et de
compilation. C’est durant ces étapes que les opérations seront ordonnancées dans le temps,
placées sur des unités de calcul et où les communications entre unités de calcul et mémoires
seront routées. Le but de ces étapes est de tirer au maximum partie des spéciﬁcités de l’ar-
chitecture tout en conservant la sémantique du programme (dépendance de données entre
opérations, etc.). Les principales spéciﬁcités d’une CGRA sont principalement : le paral-
lélisme de l’architecture (diﬀérent selon le modèle choisi), la reconﬁguration dynamique
au niveau système (une unité peut exécuter diﬀérents motifs de calcul) et l’interconnexion
des unités de traitements. Il est donc facile de comprendre que l’utilisation eﬃcace d’une
CGRA est grandement tributaire de ces étapes. De plus, dans un ﬂot itératif d’exploration
de l’espace de conception, les informations extraites à chaque itération sont utilisées pour
instancier une architecture mieux adaptée au compromis souhaité, et de converger ainsi
vers une solution répondant aux objectifs visés.
Dans le but de maximiser les possibilités oﬀertes par l’architecture, ces étapes peuvent
être traitées simultanément mais le problème devient alors plus complexe à résoudre. C’est
pourquoi de nombreuses approches ont été proposées par la communauté scientiﬁque.
Parmi toutes les approches proposées dans la littérature, on peut observer deux ten-
dances.
La première correspond aux méthodes permettant d’obtenir un résultat optimal. Selon
les approches et les objectifs des travaux issus de la littérature on trouve l’utilisation de
la programmation linéaire en nombres entiers (ILP pour Integer Linear Programming),
de l’algorithme de recuit simulé ou encore de méthodes d’améliorations itératives (itera-
tive improvement algorithms). Mais ces méthodes ont un temps de compilation qui croît
exponentiellement en fonction de la taille du problème. C’est pourquoi elles sont principa-
lement utilisées comme référence ou encore pour l’exploration de l’espace de conception,
pour laquelle on accepte facilement des temps de calcul importants. La principale diﬃculté
est de résoudre des problèmes de grande taille.
La seconde tendance correspond aux méthodes permettant d’obtenir rapidement un
bon résultat sur des cas pratiques par l’utilisation d’heuristiques. La technique de list
scheduling est une des techniques les plus utilisées, étendues et/ou adaptées et fait aussi
souvent oﬃce de référence. On trouve aussi une multitude de techniques simples comme les
algorithmes ASAP (As Soon As Possible) et ALAP (As Last As Possible) dont la diﬀérence
représente le degré de liberté d’ordonnancement d’une opération. Mais ces algorithmes ont
des lacunes. Dans certains cas, ils ne prennent pas en compte précisément les contraintes
architecturales dans leur approche de résolution. De plus, il est souvent très diﬃcile (voire
impossible) de les adapter à un autre contexte que celui pour lequel ils ont été proposés.
Par exemple, quelques diﬀérences dans l’architecture peuvent rendre inutilisables la solu-
tion proposée.
La principale diﬃculté dans la résolution du problème d’ordonnancement, placement
et routage réside dans la résolution du problème d’optimisation globale. Par exemple,
minimiser le temps d’exécution ou encore minimiser le nombre de (re)conﬁgurations et
cela tout en prenant en compte les contraintes architecturales issues des spéciﬁcités de
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l’architecture. Avec la méthodologie basée sur la programmation par contraintes (notée
CP pour Constraint Programming), il est possible de répondre à cette problématique.
En eﬀet, comme le mentionne [60], la CP est une approche prometteuse pour produire
eﬃcacement des solutions de haute qualité pour la synthèse d’architectures complexes
impliquant des optimisations multi-objectifs. Cette méthode a déjà été utilisée dans un
contexte proche de celui de cette thèse [66] mais l’utilisation de cette approche dans le
cadre de CGRA implique d’exprimer des contraintes architecturales spéciﬁques.
Problématique et contributions de la thèse
Les architectures reconﬁgurables représentent un énorme potentiel d’accélération d’ap-
plications embarquées mais les outils actuels n’arrivent pas encore à tirer pleinement partie
de ces architectures de par la complexité des tâches à eﬀectuer. Une manière personnelle de
synthétiser la problématique générale de conception de systèmes embarqués est de mettre
en avant les adéquations mises en jeu : d’une part l’adéquation architecture ⇄ applica-
tion, d’autre part l’adéquation architecture ⇄ alot de conception/compilation. On peut
donc en déduire qu’il existe une relation d’adéquation entre ces trois notions : application
⇄ architecture ⇄ alot de conception/compilation. Dans cette thèse, nous proposons des
solutions à certains aspects liés à l’adéquation applications multimédia ⇄ CGRA ⇄ ﬂot
de conception et de compilation en utilisant la programmation par contraintes.
Contributions de la thèse
Les travaux présentés dans ce manuscrit s’inscrivent dans la problématique de modéli-
sation des aspects architecturaux sous forme de contraintes dans le cadre de la compilation
et de la conception d’un accélérateur reconﬁgurable à gros grain. Il est proposé dans cette
thèse la résolution de certaines étapes d’un ﬂot de conception et de compilation, basées sur
la méthodologie de programmation par contraintes, qui vise à transformer un code de haut
niveau en une série de conﬁgurations pour CGRA. L’objectif est de proposer des solutions
globales dans un temps de compilation maîtrisé en prouvant, si possible, l’optimalité de la
solution ce qui permet d’aboutir à l’exécution eﬃcace de traitements sur une architecture
reconﬁgurable à gros grain.
La première contribution présentée a trait à la fusion de motifs de calcul sous contraintes
architecturales. Le but de cette étape dans le ﬂot de compilation est de générer des unités
de calcul performantes reconﬁgurables au niveau système dont la surface est la plus petite
possible. Cette technique a été développée dans le cadre de l’extension du jeu d’instruc-
tions d’un processeur généraliste embarqué par le biais d’une unité reconﬁgurable à gros
grain.
La seconde et principale contribution présentée dans ce manuscrit répond à la problé-
matique de modélisation à l’aide de contraintes des aspects architecturaux dans le cadre
de l’ordonnancement, du placement et du routage de noyaux de calculs intensifs sur un
accélérateur reconﬁgurable à gros grain.
L’approche utilisée dans les deux contributions proposées est basée sur la méthodologie
de programmation par contraintes. Cette approche nous a permis, d’une part, de modéliser
les aspects applicatifs et architecturaux d’une CGRA sous forme de contraintes et, d’autre
part, de résoudre de manière globale les problèmes d’optimisation adressés tout en prouvant
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l’optimalité de la solution obtenue dans la majorité des cas. Dans la première contribution
l’objectif est de minimiser la surface de l’unité reconﬁgurable synthétisée. Dans la deuxième
contribution, l’objectif est la minimisation du temps d’exécution ou de la consommation
d’énergie lors de l’exécution d’un noyau de calcul intensif sur un accélérateur reconﬁgurable
à gros grain. Dans les deux cas, l’objectif est de contraindre la solution par un modèle de
contraintes applicatives et architecturales.
Organisation du document
La suite du manuscrit se décompose en cinq parties.
Le premier chapitre présente un état de l’art des architectures reconﬁgurables à gros
grain ainsi que leurs environnements de conception et de compilation. Ce chapitre a pour
objectif de présenter l’axe de recherche sur lequel se situent les contributions décrites dans
cette thèse. Après avoir prouvé la pertinence de cet axe de recherche, cette première partie
développe les problématiques propres à ce domaine.
Le deuxième chapitre présente la programmation par contraintes comme une nouvelle
approche pour la conception et la compilation dans le cadre des architectures reconﬁgu-
rables à gros grain. Ce chapitre présente aussi certains outils développés dans l’équipe
CAIRN de l’IRISA et utilisant cette méthodologie.
Le troisième chapitre est consacré à la première contribution de cette thèse : le mo-
dèle de contraintes pour la fusion d’unités fonctionnelles reconﬁgurables sous contraintes
architecturales et technologiques dans le cadre de l’extension du jeu d’instructions d’un
processeur embarqué.
Le quatrième chapitre expose le modèle de contraintes pour l’ordonnancement, le pla-
cement et le routage de noyaux de calculs intensifs sur une architecture reconﬁgurable
à gros grain. Cette architecture cible a été déﬁnie dans le cadre du projet collaboratif
ROMA [23]. Ce projet a pour ambition de déﬁnir et de développer une CGRA optimisée
pour accélérer les applications multimédia ainsi qu’un ﬂot de conception et de compila-
tion basé sur la CP. Les principales propriétés oﬀertes par la CGRA ROMA sont : une
faible consommation d’énergie, une forte densité d’intégration et une grande ﬂexibilité. Ces
caractéristiques sont primordiales dans les systèmes multimédia embarqués. Ce chapitre
développe la seconde et principale contribution de cette thèse.
La conclusion de ce manuscrit permet au lecteur de revenir sur les principales probléma-
tiques à l’origine de mes travaux de recherche, de synthétiser les contributions présentées
au cours des deux chapitres précédents pour en extraire les principaux avantages et in-
convénients. De ces derniers découlent un certain nombre de perspectives de recherche qui
seront ici mises en évidence.
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Chapitre 1
Architectures reconfigurables à
gros grain - État de l’art
De nos jours, les architectures reconﬁgurables s’imposent comme une cible potentielle
pour accélérer des applications embarquées de par le compromis ﬂexibilité/performance
qu’elles proposent. Cette tendance se traduit, dans la recherche comme dans l’industrie,
par de nombreuses contributions destinées à être intégrées dans des produits de grande
consommation. Ces architectures modernes sont composées de nombreuses unités de cal-
cul, homogènes ou hétérogènes, pouvant être spécialisées pour un domaine, une classe
d’applications, voire pour une seule application.
Le début de ce chapitre propose une déﬁnition d’une architecture reconﬁgurable, de
la notion de grain et de couplage. Ensuite, sont présentées, d’une part les principales ca-
ractéristiques d’une architecture reconﬁgurable à gros grain, CGRA pour Coarse-Grained
Reconﬁgurable Architecture, d’autre part les diﬀérentes étapes de développement de ces
architectures et les problématiques associées. Enﬁn, la présentation d’une sélection d’ar-
chitectures reconﬁgurables à gros grain dédiées à l’accélération d’applications multimédia
et de leurs outils de conception et de compilation proposés par des laboratoires de recherche
et par un industriel permettra d’illustrer ce chapitre.
1.1 Architectures reconfigurables
1.1.1 Origines et définitions
Aujourd’hui encore, le terme reconﬁgurable est associé aux « circuits logiques program-
mables » et surtout au type d’architecture qui l’a popularisé, le FPGA (Field-Programmable
Gate Array). Introduit sur le marché au milieu des années 80 par l’un des leaders mon-
diaux actuels (Xilinx), le FPGA est formé de trois diﬀérents éléments de base : la table de
correspondance ou LUT (Look Up Table) ou encore CLB (Conﬁgurable Logic Bloc) selon
le fabricant, le multiplexeur et la bascule. A noter que la notion de reconﬁgurable, telle
qu’on la connaît aujourd’hui, est bien plus ancienne et pourrait être attribuée à Estrin qui
présente dans son papier de 1960 (récemment évoqué dans [39]) une architecture hybride
composée d’un processeur standard et d’une matrice matérielle « reconﬁgurable ».
Définition 1.1 : Une architecture reconﬁgurable est une architecture capable de modiﬁer
son comportement par la modiﬁcation du schéma de connexion entre ses éléments de base.
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1.1.2 Évolutions
Les architectures reconﬁgurables ont énormément évolué ces dernières années pour sa-
tisfaire des besoins applicatifs toujours croissants. Une des évolutions est apparue comme
incontournable pour exploiter pleinement la ﬂexibilité apportée par les FPGA ; il s’agit de
la reconﬁguration dynamique. En eﬀet, avant cette évolution, il fallait arrêter toute activité
sur le composant avant de pouvoir en modiﬁer son comportement et obtenir ainsi une nou-
velle fonctionnalité. C’est à la ﬁn des années 90 que la reconﬁguration dynamique partielle
est apparue sur les composants Xilinx notamment, permettant d’améliorer le compromis
performance/ﬂexibilité.
Parmi ces évolutions, on trouve aussi l’apparition de diﬀérents niveaux de reconﬁgura-
tion : du plus petit (niveau bit) au plus gros (unité fonctionnelle), on parle de granularité
ou de grain de reconﬁguration. Les caractéristiques d’une architecture reconﬁgurable va-
rient selon la granularité à laquelle elle peut être reconﬁgurée. On distingue communément
trois niveaux de reconﬁguration : logique, fonctionnel et système.
1.1.2.1 Reconfiguration au niveau logique (grain fin)
La reconﬁguration au niveau logique appelée aussi reconﬁguration à grain ﬁn est typi-
quement représentée par les systèmes FPGA1. Leur reconﬁguration se fait au niveau bit
ce qui permet une grande ﬂexibilité, comme notamment d’adapter la largeur des données
en fonction des besoins. Mais à ce niveau, certains désavantages apparaissent.
Tout d’abord, on observe qu’une grande partie de la surface d’un circuit FPGA est
occupée par les multiplexeurs et les bascules utilisées pour réaliser le câblage entre éléments
logiques réalisant la fonctionnalité souhaitée et que ces derniers n’occupent qu’une faible
surface. De plus, les outils de placement et de routage (P&R) utilisés pour conﬁgurer un
FPGA sont très complexes et peu eﬃcaces car le problème de P&R est connu pour être
diﬃcile à résoudre. Cela l’amène même à être considéré comme « nuisible » par Hartenstein
qui écrit : « Avec de sévères diﬃcultés, les FPGA commercialisés routent dans la plupart
des designs moins de 80-90% des LUT disponibles et même dans certains cas seulement
environ 50% » [52].
Le coût global de la reconﬁguration est un autre désavantage majeur. En eﬀet, la mé-
moire utilisée pour stocker les diﬀérentes conﬁgurations, le temps et l’énergie nécessaires
pour eﬀectuer une reconﬁguration (importants transferts de données de conﬁguration) sont
loin d’être négligeables dans la conception d’un système sur FPGA.
Parmi les solutions proposées pour pallier ces désavantages, les architectures reconﬁ-
gurables à un plus gros grain ont fait leur apparition.
1.1.2.2 Reconfiguration au niveau fonctionnel (gros grain)
Ce niveau de reconﬁguration, nommé aussi reconﬁguration à gros grain, permet d’amé-
liorer la surface, la consommation et la performance des systèmes comparés aux FPGA
tout en en maîtrisant la perte de ﬂexibilité pour ne pas la rendre pénalisante. Selon [41], on
peut observer deux principales familles d’architecture : les architectures orientées chemin
de données et celles orientées instructions. Dans la première famille, la fonctionnalité des
unités de calcul est ﬁxée par une étape de conﬁguration et le ﬂot de données entre ces
1On trouve néanmoins de plus en plus de macro-cellules pré-câblées dans les FPGA les plus récents.
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unités est organisé par un contrôle spéciﬁque sur les interconnexions. Dans la seconde,
chaque élément exécute une suite d’opérations déﬁnies par un élément de contrôle à partir
d’une instruction. Il existe aussi des architectures pouvant supporter les deux types de
fonctionnement.
1.1.2.3 Reconfiguration au niveau système
Les architectures reconﬁgurables au niveau système, communément appelées proces-
seurs programmables, sont des architectures purement orientées instructions. Plusieurs
modèles, plus ou moins anciens, ont été proposés en fonction de la manière dont sont dé-
ﬁnies et traitées les instructions. On diﬀérencie ainsi principalement les processeurs dont
le jeu d’instructions est réduit (RISC - Reduce Instruction Set Processor) ou complexe
(CISC - Complex Instruction Set Processor) ; ceux dont on sépare le ﬂot d’instructions
et de données comme le modèle d’architecture Harvard des processeurs de traitement du
signal (DSP - Digital Signal Processor) dans lequel sont physiquement séparées les mé-
moires d’instructions et de données ainsi que les bus associés ; ou encore les processeurs qui
adressent plusieurs unités fonctionnelles en parallèle dans la même instruction, exploitant
ainsi le parallélisme d’instructions (processeurs VLIW - Very Long Instruction Word) ;
enﬁn ceux qui comportent des mécanismes matériels complexes permettant une exécution
concurrente des instructions (processeurs superscalaires) et ceux qui sont capables d’exé-
cuter des instructions vectorielles (processeurs vectoriels).
1.1.2.4 Reconfiguration à plusieurs niveaux
Certaines architectures supportent plusieurs niveaux de reconﬁguration comme c’est le
cas de l’architecture DART présentée plus loin (1.4.1) qui combine l’utilisation d’un bloc
FPGA pour les traitements logiques et de plusieurs blocs reconﬁgurables à gros grain pour
les traitements arithmétiques.
1.1.2.5 Remarque
Plusieurs classiﬁcations ont été proposées concernant les architectures reconﬁgurables,
permettant ainsi de mieux appréhender leur diversité. Le lecteur souhaitant élargir son
champ de connaissance sur la diversité des architectures reconﬁgurables peut se référer à
la taxonomie publiée par Radunovic [90] qui sert souvent de référence.
1.2 Architectures reconfigurables à gros grain
Les CGRA représentent une alternative pour la conception de systèmes embarqués
multimédia où les contraintes de taille, de consommation énergétique, de performance mais
aussi de ﬂexibilité sont très fortes. Elles sont un compromis entre les FPGA dont la grande
ﬂexibilité a des conséquences négatives pour une intégration dans un système embarqué en
particulier sur les aspects de consommation énergétique et de densité d’intégration, et les
processeurs programmables dont la généricité implique une sous-utilisation des ressources
et donc une taille et une consommation énergétique plus importante qu’une CGRA.
La déﬁnition précédente d’une architecture reconﬁgurable (cf. 1.1.1) est un peu for-
melle et bien adaptée au FPGA. Elle peut être élargie comme telle.
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Un système reconﬁgurable est un système capable d’adapter ses ressources en fonction
d’un traitement. « Une architecture matérielle est généralement constituée d’une collection
d’éléments de calcul, de stockage et d’un dispositif d’échange d’informations entre ces élé-
ments et, éventuellement, d’un contrôleur pour gérer l’ensemble. Une conﬁguration précise
à la fois la fonctionnalité des éléments et les chemins de données entre ces éléments, voire
le contrôle. Le terme reconﬁguration apporte, quant à lui, une notion supplémentaire de
dynamicité. Il exprime le fait qu’une conﬁguration n’est pas ﬁxée déﬁnitivement (comme
pour les circuits ASIC2), mais qu’il existe un mécanisme qui, au cours du temps, puisse
modiﬁer à la fois la fonctionnalité des éléments de calcul et leur interconnexion. » [34].
Il est alors plus aisé de déﬁnir la notion de CGRA en opposition au grain ﬁn.
Définition 1.2 : Contrairement aux architectures reconﬁgurables à grain ﬁn, la reconﬁ-
guration d’une CGRA s’eﬀectue sur des chemins de données dont la taille est supérieure
au bit.
Un grand nombre de CGRA ont été proposés ces dernières années. Hartenstein propose
de revisiter dix ans de recherche et de développement sur le reconﬁgurable (1990-2000)
démontrant que cet axe de recherche est prometteur et mettant en avant le besoin de
mettre en place des outils de compilation performants pour tirer pleinement partie de
ces architectures [53]. De nombreuses autres études sur les systèmes reconﬁgurables et les
méthodes de conception et de compilation associées ont été publiées ces dernières années
[60, 111, 108, 109, 28]. Chacune de ces études présente les problématiques liées à la concep-
tion et à la programmation des CGRA sous diﬀérents angles.
Celle de Theodoridis [108] nous est apparue comme particulièrement pertinente au vu
des travaux présentés dans cette thèse car elle est dédiée au CGRA et elle propose de
les diﬀérencier en fonction de leur ﬂexibilité et ainsi de les classer en deux catégories : les
systèmes spéciﬁques à un domaine d’application notés ADSS (Application Domain-Speciﬁc
System) et les systèmes spéciﬁques à une classe d’applications notés ACSS (Application
Class-Speciﬁc System), la première catégorie étant plus ﬂexible que la seconde. Cette dis-
tinction permet d’adapter la méthode de conception d’une CGRA en fonction du type
d’architecture choisi selon les caractéristiques du spectre applicatif ciblé mettant en rela-
tion trois aspects majeurs : le modèle d’architecture (ici ADSS ou ACSS), les applications
(domaine ou classe) et le ﬂot de conception et de compilation. Cette relation est discutée
à la ﬁn de ce chapitre.
Une chose est claire, la caractéristique omniprésente dans les CGRA de tout type réside
de façon incontestable dans le fait qu’elles sont conçues pour accélérer des applications et
que donc l’adéquation architecture application est au cœur des problématiques rencontrées
lors de leur conception.
1.2.1 Couplage Processeur - CGRA
La place d’une CGRA au sein d’un système sur puce (ou SoC pour System on Chip)
peut varier. La majorité du temps, une CGRA est associée à un processeur programmable
qui exécute le reste de l’application, c.-à-d. hors parties critiques ou potentiellement accé-
lérables. Ce dernier possède une mémoire locale de type cache. La notion de couplage est
2Application Specific Integrated Circuit, circuits intégrés spécifiques à une application.
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utilisée pour exprimer la relation entre le processseur et la CGRA. La ﬁgure 1.1, adaptée
de [109], illustre les diﬀérents types de couplage ainsi que les dénominations associées. Du
plus proche au plus éloigné du processeur (noté CPU sur la ﬁgure pour Computational
Processing Unit ce qui signiﬁe littéralement « unité centrale de traitement »), les types de
couplage sont :
– L’extension du chemin de données d’un processeur par une ou plusieurs unités recon-
ﬁgurables à gros grain (ﬁgure 1.1(a)), on parle communément d’ASIP (Application-
Speciﬁc Instruction-set Processor). Dans ce cas, la spécialisation prend la forme de
nouvelles instructions disponibles pour le compilateur ou pour le programmeur. Les
deux modèles d’exécution, séquentielle ou parallèle, peuvent être utilisés.
– Le co-processeur (ﬁgure 1.1(b)), c’est un schéma dans lequel le processeur contrôle
la CGRA en lui attribuant des tâches de calcul intensif courtes qui ne requièrent pas
ou peu de contrôle, ainsi le processeur peut exécuter des tâches en parallèle. La mé-
moire cache est partagée entre le processeur et le coprocesseur ce qui implique la mise
en place de mécanismes de synchronisation plus complexes que dans le cas précédent.
– Un couplage intermédiaire (ﬁgure 1.1(c)) dans lequel, à l’inverse du co-processeur, le
cache n’est pas visible par la CGRA. Dans ce cas, cette dernière est plus autonome
et accède uniquement à la mémoire externe (mémoire globale partagée) à travers les
interfaces d’entrée/sortie partagées avec le processeur.
– L’accélérateur (ﬁgure 1.1(d)), c’est le couplage le plus lâche dans lequel la CGRA
est autonome vis-à-vis du processeur. Les communications avec celui-ci étant lentes,
ce type de couplage est intéressant lorsque la CGRA prend en charge de longues
périodes de calculs ne nécessitant que très peu de communications avec le CPU.
(a) Extension du chemin de données (b) Co-processeur
(c) Couplage intermédaire (d) Accélérateur
Fig. 1.1 – Diﬀérents types de couplage Processeur - CGRA (adapté de [109]).
18 Architectures reconfigurables à gros grain - État de l’art
1.2.2 Principales caractéristiques d’une CGRA
Une CGRA totalement générique est un non-sens car son architecture est conçue en
fonction des caractéristiques inhérentes aux applications à accélérer. Ainsi de nombreuses
architectures ad-hoc ont été proposées ces dernières années. Néanmoins, certaines caracté-
ristiques restent invariantes. Ces invariants peuvent être utilisés pour modéliser une CGRA
à un haut niveau d’abstraction permettant une exploration de l’espace de conception ar-
chitecturale dans le but de déterminer, en fonction des applications, quelle est l’instance
du modèle qui répond le mieux aux contraintes imposées aux et par ses concepteurs. Les
principaux éléments formant une CGRA sont :
– un ensemble d’unités de calcul à gros grain qui peuvent être reconﬁgurables appelées
dans ce cas RPU (Reconﬁgurable Processing Unit),
– des mémoires locales (optionnelles) permettant de stocker les résultats intermé-
diaires, ces mémoires peuvent être directement incluses dans les RPU,
– un ou plusieurs réseaux d’interconnexion pouvant connecter les deux types d’élé-
ments précédents, eux aussi peuvent être reconﬁgurables,
– un contrôleur pilotant l’exécution et/ou la reconﬁguration du système,
– une mémoire de conﬁguration contenant les diﬀérents contextes d’exécution.
La ﬁgure 1.2 représente un modèle de CGRA associé à un processeur hôte et une mé-
moire globale. L’architecture présentée est très proche de celle proposée par Theodoridis
à la diﬀérence près que des mémoires locales ont été ajoutées dans la partie reconﬁgurable
à gros grain. La reconﬁguration peut s’eﬀectuer principalement au niveau des RPU et/ou
du réseau d’interconnexion.
Mem. Config.
RPU RPU RPU RPU...
LMEM LMEM LMEM LMEM...
Interconnexion programmable
Contrôleur
Contexte 
C0
Processeur
hôte
Mémoire 
globale
Architecture Reconfigurable à Gros Grain
Fig. 1.2 – Modèle générique de CGRA.
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1.2.2.1 Les unités de calcul reconfigurables à gros grain - RPU
Les RPU sont des unités de calcul performantes, capables d’exécuter les opérations
propres à une classe ou à un domaine d’application. Elles sont ﬂexibles car elles sont conﬁ-
gurées suivant les diﬀérents contextes stockés dans la mémoire de conﬁguration. L’évolution
de la granularité des RPU a conduit à deux approches.
Les RPU peuvent jouer le rôle d’unités arithmétiques et logiques classiques, c.-à-d.
que chacune exécute une opération simple à chaque fois (une addition, un « ou » logique,
etc.). Cela n’empêche pas de les spécialiser et de les optimiser en fonction des besoins, par
exemple une RPU peut se contenter de ne supporter que certaines opérations.
En opposition à cette approche, les RPU peuvent exécuter des expressions arithmé-
tiques et logiques complexes comportant plusieurs opérations simples (la multiplication
avec accumulation par exemple). Dans ce cas, la granularité des RPU est plus grande ce
qui peut permettre une optimisation plus poussée de l’unité de calcul en termes de perfor-
mance, de surface et de consommation d’énergie.
La ﬁgure 1.3, issue de [7], montre l’évolution des architectures au travers de ces deux
approches. De plus, y ﬁgure un parallèle avec les architectures à grain ﬁn sur lesquelles
ces deux approches peuvent aussi être appliquées (le terme PLA signiﬁe Programmable
Logique Array et EGRA Expression-Grained Reconﬁgurable Architecture). Ce qui est im-
portant de noter ici, c’est la relation entre la représentation de l’application sous forme de
graphe et le grain des unités de calcul de l’architecture vis-à-vis du type de placement.
Remarque : Dans la suite du manuscrit, nous utiliserons le terme de motif de calculs
qui est déﬁni comme une expression arithmétique et logique complexe pouvant être exé-
cutée par une RPU.
La granularité des RPU peut donc varier du simple opérateur sur une largeur de
quelques bits à un opérateur complexe pouvant exécuter diﬀérentes expressions ou motifs
de calcul sur une largeur de données de 32/40 bits.
Concernant le niveau de spécialisation des RPU, on observe aussi deux tendances. La
première consiste à spécialiser fortement les unités de traitement en fonction des appli-
cations visées ; cette approche ne permet pas de supporter un large spectre d’application
(ou un domaine entier). Dans ce cas, des bibliothèques d’opérateurs spécialisés et optimi-
sés peuvent être fournis (cas des ACSS). La seconde tendance correspond à l’utilisation
d’opérateurs plus génériques, mais eux aussi optimisés, permettant de couvrir un spectre
applicatif plus large sans avoir à fournir un ensemble d’opérateurs spécialisés (cas des
ADSS).
1.2.2.2 Les mémoires
La hiérarchie mémoire des CGRA comporte plusieurs niveaux, comme celle présente
dans les GPP. Par contre les mécanismes mis en oeuvre pour gérer les diﬀérents niveaux
de cette hiérarchie sont plus simples dans le cas des CGRA que pour les GPP de par la
nécessité d’une exécution déterministe en termes de performance permettant de garantir
une exécution temps-réel par exemple. Ainsi sont privilégiées les mémoires adressables
rapidement et dont le temps d’accès est constant comme les scratch pad au dépend des
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Fig. 1.3 – Illustration de l’évolution de la granularité des opérateurs de base pour les FPGA et
les CGRA [7].
mémoires de type cache par exemple. Voici les principaux niveaux que l’on peut rencontrer
dans la littérature, tous ne sont pas utilisés systématiquement.
Au plus près des unités de calcul, les RPU elles mêmes peuvent contenir des registres
internes, en plus de ceux que l’on trouve généralement en entrée/sortie permettant une
exécution pipelinée.
Ensuite, des mémoires locales peuvent-être attachées à une ou plusieurs RPU ou ac-
cessibles par tous. Leur dimensionnement est primordial car un manque de mémoire peut
conduire à une sous utilisation des RPU. Les transferts incessants ralentissent alors l’exé-
cution globale, ou au contraire, un surdimensionnement de ces mémoires conduit à une
augmentation inutile de la surface mais aussi de l’énergie statique consommée. Leur pro-
fondeur, leur largeur et leur nombre sont les principaux axes de dimensionnement adressés
lors de l’exploration de l’espace de conception.
Quant à la mémoire de conﬁguration, elle est relativement petite, étant donné que la
reconﬁguration des opérateurs ne nécessite que quelques bits pour coder les diﬀérentes
opérations ou expressions exécutables par ceux-ci. De plus, l’interconnexion se programme
avec la même granularité ne requérant ainsi que peu de mémoire pour y stocker les diﬀé-
rents contextes d’exécution. Néanmoins, la taille de la mémoire de conﬁguration est amenée
à augmenter proportionnellement à l’irrégularité des algorithmes exécutés sur l’architec-
ture reconﬁgurable.
Enﬁn, une mémoire globale peut être accessible par la CGRA. Elle est généralement
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partagée avec d’autres blocs du SoC.
1.2.2.3 Le réseau d’interconnexion
Le réseau d’interconnexion permet le transfert de données entre les diﬀérents éléments
de calcul et de mémorisation. Comme pour les RPU, les caractéristiques du réseau d’inter-
connexion sont représentatives du type et de la largeur du spectre des applications visées.
De plus, la ﬂexibilité, la performance et la consommation énergétique d’une CGRA sont
grandement dépendantes de son réseau d’interconnexion.
On peut diﬀérencier trois classes de réseaux d’interconnexion : les réseaux globaux, les
réseaux point-à-point et les réseaux hiérarchiques.
Dans les réseaux globaux, tous les éléments (RPU, mémoire, etc.) de l’architecture
peuvent communiquer entre eux directement ou indirectement. Dans cette classe d’inter-
connexion on distingue diﬀérents type de réseaux.
– Les réseaux totalement connectés permettent de relier tous les éléments qui y sont
connectés. Plusieurs réalisations sont possibles, soit par un lien direct (ﬁgure 1.4(a))
soit par l’utilisation d’un bus global par entrée qui peut être connecté à n’importe
quelle sortie par l’intermédiaire d’un commutateur comme le montre la ﬁgure 1.4(b).
Cette implémentation est appelée crossbar.
– Les réseaux « multi-étages » permettent de réduire le nombre de commutateurs par
rapport aux réseaux crossbar tout en conservant la ﬂexibilité de connexion. Un
exemple de réseau multi-étage nommé « Omega » est représenté sur la ﬁgure 1.4(c)
(réseau Omega 8x8).
– Les réseaux « multi-bus » sont une autre alternative, plus optimisée car ils n’utilisent
que le nombre de bus nécessaires correspondant au nombre maximum de transac-
tions concurrentes. Un exemple de réseau de ce type est donné sur la ﬁgure 1.4(d)
(N entrées, M sorties et B bus).
Les réseaux globaux sont très ﬂexibles, relativement faciles à mettre en oeuvre et
presque incontournables quand il s’agit de cibler un large domaine d’application (les ADSS
selon Theodoridis) comme les applications de traitement du signal. Par contre leur réalisa-
tion est coûteuse voire prohibitive en surface quand le nombre d’éléments à interconnecter
est grand. De plus, leur temps de traversée et leur consommation peuvent être élevés car
proportionnels au nombre d’éléments connectés. Le tableau 1.1 donne une comparaison de
trois types de réseaux globaux en termes de nombre de commutateurs, nombre de bus et
nombre total de commutateurs par bus [119].
Les réseaux point-à-point sont conçus dans le but de favoriser les communications
locales rapides. Parmi la multitude de réseaux de ce type, les plus utilisés sont les réseaux
maillés qui permettent des communications de voisinage. Cette topologie de base est la
plus adaptée au traitement d’application nécessitant beaucoup de traitement de données.
La ﬁgure 1.5 représente deux topologies de réseaux maillés : un réseau maillé 2D simple
« mesh » (1.5(a)) et un réseau maillé 2D en tore (1.5(b)).
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Fig. 1.4 – Diﬀérentes topologies de réseau d’interconnexion global.
Crossbar
Multi-étage
Multi-bus
(Omega : N=M=2k)
Nombre total
N * M 2 * N * k B (N + M)
de commutateurs
Nombre de bus N N B
Nombre total
M 2 * k N + Mde commutateurs
par bus
Tab. 1.1 – Comparaison de trois réseaux d’interconnexion globaux [119].
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Les avantages des réseaux maillés résident principalement dans leur capacité à traiter
des algorithmes travaillant sur des blocs de données comme c’est le cas en compression
vidéo par exemple et dans leur capacité à être étendus sans un surcoût en surface.
Les principaux désavantages sont, d’une part, les communications qui ne sont pas faites
dans le voisinage et qui sont coûteuses en temps et aussi en énergie car un grand nombre
de commutateurs programmables doivent être traversés. D’autre part, ce type de réseau
est diﬃcilement exploitable du fait de leur non orthogonalité. Ainsi, l’étape de déploiement
dans le ﬂot de compilation (introduite plus loin en 1.3.3) se complexiﬁe, devenant ainsi un
point dur.
(a) mesh (b) tore
Fig. 1.5 – Diﬀérentes topologies de réseau d’interconnexion point-à-point.
Les réseaux hiérarchiques, pouvant être globaux ou point-à-point, ont été proposés
pour pallier aux inconvénients des deux types de réseaux précédents. Les éléments de l’ar-
chitecture sont organisés en cluster de manière hiérarchique permettant plusieurs niveaux
de communication, un interne au cluster et un autre entre clusters. La ﬁgure 1.6(a) montre
un réseau hiérarchique homogène segmenté organisé en mesh et la ﬁgure 1.6(b) un réseau
hiérarchique hétérogène en mesh généralisé. Le premier est utilisé dans les FPGA Xilinx
par exemple, le second est plus couramment utilisé dans les SoC.
Ces réseaux sont particulièrement adaptés aux architectures homogènes et régulières
car dans le cas hétérogène, le placement des modules, le positionnement des interfaces dans
un cluster et le routage du réseau global deviennent des points durs. Une des solutions
consiste à déﬁnir une architecture localement hétérogène mais globalement homogène ce
qui permet de faciliter la conception d’un réseau hiérarchique eﬃcace et facile à exploiter.
Remarque Une approche fait de plus en plus l’unanimité pour la conception de SoC,
il s’agit du réseau sur puce ou NoC pour Network on Chip. Cette approche consiste à
interconnecter les diﬀérents éléments d’une architecture (homogènes ou hétérogènes) par
un réseau entre des routeurs, chaque élément ayant son propre routeur. Cette approche a
de nombreux avantages comparé aux réseaux utilisant des bus : elle permet de concevoir
des systèmes à large échelle, d’interconnecter plusieurs systèmes de manière hiérarchique,
mais aussi d’interconnecter des modules asynchrones dans les systèmes globalement asyn-
chrones et localement synchrones appelés GALS (Globalement Asynchrone Localement
Synchrone). Cette solution est aujourd’hui la plus adaptée pour la réalisation d’un réseau
d’interconnexion global au sein d’un SoC.
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(a) Réseau hiérarchique homogène seg-
menté organisé en mesh
(b) réseau hiérarchique hétérogène en
mesh généralisé
Fig. 1.6 – Diﬀérentes topologies de réseau hiérarchique.
1.3 Problématiques de conception d’une CGRA
La conception d’une CGRA se décompose en plusieurs étapes. Celles-ci sont repré-
sentées sur la ﬁgure 1.7 au sein d’un ﬂot de conception proposé dans [108]. Ce ﬂot est
décomposé en deux grandes étapes, l’extraction des parties critiques qu’il est nécessaire
d’accélérer sur la CGRA par une étape dite de prétraitement et une étape de génération
d’architecture et de développement d’une méthodologie de déploiement d’une application
sur la CGRA. A noter que la méthodologie de déploiement d’une application peut ne pas
être développée dans le cadre d’un ACSS où toutes les applications à déployer sont connues
lors de la phase de conception. Le déploiement est dans ce cas eﬀectué lors de la géné-
ration de l’architecture, conjointement à celle des conﬁgurations nécessaires à l’exécution
des applications.
1.3.1 Prétraitement
Durant la phase de prétraitement, des outils de proﬁlage, statique et/ou dynamique,
sont utilisés pour extraire les parties critiques des applications à accélérer (encore appelées
noyaux de calcul ou kernel sur la ﬁgure 1.7). Ce sont les caractéristiques de ces parties qui
détermineront principalement les choix de conception pour l’étape suivante de génération
d’architecture.
1.3.2 Génération d’architecture
Lors de l’étape de génération d’une CGRA, les choix de conception concernent princi-
palement son dimensionnement et la déﬁnition de ses principales caractéristiques :
– type et nombre de RPU,
– organisation des RPU,
– type de réseau d’interconnexion en fonction de l’organisation des RPU,
– nombre de mémoires locales et leur taille (optionnel).
1.3.2.1 Extraction de motifs de calcul
Le choix des motifs de calcul (expressions arithmétiques et logiques complexes) per-
mettant d’accélérer les noyaux de calcul est une étape cruciale pour concevoir les RPU.
De nombreux travaux ont été eﬀectués sur ce sujet dont certains dans notre laboratoire
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Fig. 1.7 – Flot de conception d’une CGRA, ADSS et ACSS [108].
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au sein du système DURASE (Generic Environment for Design and Utilization of Re-
conﬁgurable Application-Speciﬁc Processors Extensions) un environnement générique pour
la conception et l’utilisation d’extensions reconﬁgurables de processeurs spéciﬁques à une
application [73]. Ce système est présenté plus loin (2.3.4.2). L’approche utilisée dans DU-
RASE permet, grâce à la programmation par contraintes, d’extraire les motifs de calcul
des parties critiques de l’application sous contraintes architecturales et technologiques.
Les résultats montrent une forte couverture du graphe représentant les parties critiques
de l’application avec peu de motifs, ce qui montre la qualité des motifs de calcul extraits
en utilisant cette approche.
1.3.2.2 Synthèse et fusion de motifs de calcul
Une fois l’identiﬁcation des motifs de calcul eﬀectuée, ceux-ci sont synthétisés pour
être implémentés en tant qu’unités spécialisées. Par exemple, dans le cas d’un ASIP dont
le modèle contient une seule extension reconﬁgurable (RPU), ces motifs doivent-être syn-
thétisés en une seule unité. Dans l’idéal, cette synthèse doit assurer le meilleur compromis
surface-performance.
Il existe plusieurs méthodes pour « fusionner » des motifs de calcul et elles sont prin-
cipalement issues de recherches sur les architectures reconﬁgurables. La majorité des mé-
thodes utilise une modélisation des motifs de calcul sous forme de graphe acyclique orienté
où chaque nœud représente une opération et chaque arc un transfert de données. Ainsi les
algorithmes proposés sont logiquement issus de la théorie des graphes comme celui d’iso-
morphisme de sous-graphes utilisé dans [27] par exemple. Le problème d’isomorphisme de
sous-graphes est connu pour être NP-complet [36] et donc les méthodes qui permettent de
le résoudre sont de deux sortes : les méthodes exactes, utilisant l’ILP par exemple, et les
méthodes basées sur des heuristiques comme dans [81] ; les premières pouvant permettre
de prouver la pertinence des secondes.
Katherine Compton propose dans sa thèse [29] trois méthodes pour partager les liaisons
entre unités de calcul et ainsi limiter l’ajout de multiplexeurs et de démultiplexeurs lors du
routage des données. Les trois algorithmes proposés : un algorithme glouton, un bipartite
et un basé sur la recherche d’une clique, utilisent des heuristiques basées sur la notion de
similarité qui, dans ces travaux, est exprimée de deux manières diﬀérentes. Les résultats
montrent que d’une manière générale, la méthode basée sur la clique est la meilleure.
D’autres approches ont été proposées. Par exemple Brisk dans [17] se base sur un al-
gorithme permettant de trouver la plus grande sous-séquence commune entre deux (ou
plus) séquences (ou chaines de caractères) pour transformer un ensemble d’instructions
spécialisées en un unique chemin de données matériel capable d’exécuter toutes ces ins-
tructions. La solution proposée donne de bon résultat comparée à une synthèse par ILP
qui n’exploite pas le partage de ressources avec 85,33% de surface en moins.
La contribution que nous avons jugée la plus pertinente pour débuter nos recherches sur
ce sujet a été proposée par les chercheurs de Princeton dans le cadre du projet Mescal [3].
Ce projet propose un environnement de conception pour le développement d’architecture
spéciﬁque à une application [57]. Pour chaque partie critique de l’application, un chemin
de données optimal est extrait. Ces chemins de données sont ensuite fusionnés (ou combi-
nés) dans un seul chemin de données reconﬁgurable, une RPU. Le but de la fusion est de
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partager au mieux les unités de calcul matérielles ainsi que les interconnexions pour mini-
miser la surface de la RPU. Suite à ces travaux, Moreano propose dans [81] une méthode
quasi optimale pour la fusion de chemins de données mais sans maîtriser la performance
de la RPU résultante. Cette lacune a été comblée par l’une des contributions présentées
dans cette thèse.
1.3.3 Méthodologie de déploiement
La mise en place de la méthodologie de déploiement (ou mapping) représente l’une des
étapes les plus diﬃciles à traiter dans le ﬂot de conception et de compilation pour CGRA.
Comme nous l’avons dit dans l’introduction, l’étape d’ordonnancement, de placement et
de routage est au cœur de l’outil de conception et de compilation pour CGRA. La ﬁgure 1.8
issue de [108] positionne cette étape au centre du ﬂot de développement d’un ADSS. Durant
cette étape, les trois principaux problèmes interdépendants que sont l’ordonnancement
des opérations, l’assignement aux RPU et le routage des données sur le ou les réseaux
d’interconnexion doivent être résolus.
A l’inverse des systèmes classiques, l’approche dans la conception de CGRA et de la
chaine d’outils associés consiste à disposer d’une architecture simple et de repousser la
complexité au niveau des outils. En eﬀet, les architectures des processeurs généralistes
récents de type superscalaire (comme les dernières versions de Pentium d’Intel ou de
PowerPC d’IBM) sont très complexes, à tel point que certaines instructions machine ne
sont pas exploitables ou atteignables par le compilateur ; ce qui est couramment le cas de
l’instruction de décalage circulaire.
De plus, en comparaison d’une synthèse de haut niveau, les problèmes lors du déploie-
ment d’un algorithme sur CGRA sont plus diﬃciles à résoudre, car dans notre cas les RPU
sont connues ainsi que les propriétés du réseau d’interconnexion. La prise en compte de
ces contraintes, associée à la forte corrélation des problèmes en font un axe de recherche
privilégié.
De nombreuses approches ont été proposées pour résoudre le problème de déploiement
d’une application, ou une partie, sur une CGRA. Toutes diﬀèrent du fait qu’elles ont été
conçues pour une architecture particulière, c’est pourquoi nous les présenterons dans la
section suivante en même temps que l’architecture, ou le type d’architecture, pour laquelle
elles ont été développées.
1.4 Sélection de CGRA pour les applications multimédia
Parmi les diﬀérentes classiﬁcations proposées dans la littérature nous avons choisi celle
de T. Cervero [24] concernant les architectures reconﬁgurables dynamiquement dédiées
aux applications multimédia. Cette étude distingue trois grandes familles d’architecture
en fonction du degré de couplage (cf 1.2.1) et du type d’unités de calcul : les matrices
d’unités fonctionnelles (couplage intermédiaire), les architectures hybrides (coprocesseur)
et les matrices de processeur (accélérateur). Le tableau 1.2 donne un récapitulatif des
architectures reconﬁgurables pour les applications multimédia développées depuis 1996
jusqu’à 2009 et la ﬁgure 1.9, la classiﬁcation issue de T. Cervero.
Nous présentons dans la suite de cette partie une architecture par classe. A ceci s’ajoute
la présentation d’une architecture industrielle particulièrement intéressante dans notre cas
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Fig. 1.8 – Génération d’architecture et développement d’une méthodologie de déploiement pour
les ADSS [108].
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de par sa généricité ainsi que sa méthode de spécialisation et de compilation.
Architecture Année Organisation ref.
RaPiD ≈ 1996 University of Washington [37]
MATRIX ≈ 1996 Tech. Cambridge [78]
RAW ≈ 1997 MIT [114]
PipeRench ≈ 1998 Carnegie Melon University [20]
MorphoSys ≈ 1998 University of California Irvine [102]
XPP ≈ 2000 PACT Corp. [10]
DReAM ≈ 2000 University of Darmstadt [11]
RAMP ≈ 2000 Texas Instrument Inc., Univ. of Texas [92]
Ultrasonic ≈ 2002 Sonic, Imperial College [55]
DAPDNA-2 ≈ 2002 Fujitsu, IPFlex [97]
DART ≈ 2002 University of Rennes [87]
Montium ≈ 2002 University of Twente [104]
DRP ≈ 2003 NEC [110]
MOLEN ≈ 2004 Delf University of Technology [113]
ADRES ≈ 2005 IMEC, KUL [76]
XiRISC ≈ 2005 University of Bologna [21]
3D-SoftChip ≈ 2005 Edith Cowan University [64]
FLEXWAFE ≈ 2006 Technical University of Braunshweig [70]
ECA ≈ 2006 Element CXI [61]
QUKU ≈ 2006 University of Queensland [101]
MORA ≈ 2007 University of Calabria [25]
Butter ≈ 2007 Tampere University of Technology [18]
SmartCell ≈ 2009 Worcester Polytechnic Institute [69]
Tab. 1.2 – Recensement d’architectures reconﬁgurables pour les applications multimédia (adapté
de [24] et complété).
1.4.1 DART
1.4.1.1 Architecture
DART [32] est une architecture hiérarchique reconﬁgurable dynamiquement dédiée
aux applications mobiles, en particulier pour les applications de télécommunication 3G.
La hiérarchie (ﬁgure 1.10) comporte trois niveaux : cluster (ou grappe), chemin de don-
nées reconﬁgurable ou DPR (DataPath Reconﬁgurable) et unités fonctionnelles. Le nombre
d’éléments par niveau a été déﬁni selon les besoins des applications visées. Cette architec-
ture se classe parmi les matrices de processeurs.
Les clusters, au nombre de 4 sont indépendants, ce qui permet un contrôle et un
modèle de programmation de l’architecture simpliﬁés. Chaque cluster contient 6 DPR
interconnectés par un réseau segmenté, un module FPGA (« cœur de traitement dédié » sur
la ﬁgure), un contrôleur gérant les ressources de calcul, un module dédié aux transferts de
données de conﬁguration entre une mémoire de conﬁguration et le FPGA (module « DMA
Ctrl. ») et une mémoire de données partagée entre le FPGA et les DPR. Ces derniers sont
dédiés aux traitements arithmétiques et le FPGA aux traitements logiques.
Chaque DPR contient quatre unités fonctionnelles (2 multiplieurs/additionneurs et 2
unités arithmétiques et logiques (UAL)) optimisées en performance et en consommation
énergétique. Le grain des DPR est de 16 bits mais grâce à des opérateurs de type SWP
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Fig. 1.9 – Classiﬁcation des architectures reconﬁgurables pour les applications multimédia telle
que proposée dans [24].
(Sub-Word Processing) ils sont capables de manipuler des données de 8 bits en parallèle,
ce qui permet de doubler leur puissance de calcul.
1.4.1.2 Flot de compilation
Le ﬂot de compilation pour l’architecture DART, donné ﬁgure 1.11, se base sur l’utili-
sation conjointe d’un front-end permettant la transformation et l’optimisation du code C
en entrée, d’un compilateur reciblable et d’un outil de synthèse comportementale. La clé
de l’approche dans ce ﬂot de compilation est de traiter les diﬀérents types de traitement
séparément. En eﬀet, une étape de partitionnement permet de diﬀérencier les traitements
réguliers, irréguliers et les manipulations de données, dont la compilation sera prise en
charge respectivement par les outils cDART, gDART et ACG. Les codes générés sont
simulables (module SCDA) ce qui permet une vériﬁcation et la collecte d’informations
concernant la performance (nombre de cycles), l’utilisation des ressources ainsi que la
consommation énergétique.
Cette approche avait déjà été utilisée dans les projets Pleiades [6] et GARP [54] qui
distinguent aussi les traitements réguliers et irréguliers et les déploient sur la partie de
l’architecture la mieux adaptée en utilisant l’outil de déploiement ou de compilation asso-
cié.
Le déploiement d’un graphe de ﬂot de données sur l’architecture DART (gDART sur
la ﬁgure 1.11) se fait en plusieurs étapes. D’une part, un ordonnancement au plus tôt est
eﬀectué (algorithme connu sous le nom d’ASAP pour As Soon As Possible). D’autre part,
l’allocation mémoire permet de déﬁnir si une donnée peut résider en mémoire locale au
DPR ou non. En fonction du résultat, un algorithme d’assignation diﬀérent est utilisé : soit
une assignation directe simple, soit une assignation sous contrainte de placement mémoire
dans le cas où les données sont présentes en mémoire locale.
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Fig. 1.10 – Diﬀérents niveaux hiérarchiques de l’architecture DART (adapté de [32]).
#define pi 3.1416
#define pi 3.1416
main()
{
float x,h,z
for(i=1; i<n;i++)
{
*z= *y++ + * h++
}
for( i=1;i<n; i++)
{
*z= *y++ + * h++
}
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Fig. 1.11 – Flot de compilation pour l’architecture DART [87].
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1.4.1.3 Performances et caractéristiques physiques
Les applications principalement visées par DART sont les applications intégrées dans
les systèmes de télécommunication 3G (appelés UMTS pour Universal Mobile Telecom-
munications System) comme les traitements audio et vidéo ou encore le W-CDMA utilisé
comme système de codage des transmissions.
Une première étude publiée en 2002 [33] donne une fréquence de fonctionnement de
130 MHz (technologie 0,18 µm, 1,95 V ) qui permet de réaliser 260 millions d’opérations
de multiplication avec accumulation (ou MAC pour Multiply-ACcumulate) par DPR ou
1,56 milliards d’opérations MAC par cluster sur des données de 16 bits ; ces chiﬀres sont
doublés lorsque les données sont sur 8 bits comme pour les traitements vidéo. D’un point
de vue instruction, DART délivre jusqu’à 520 millions d’instructions par seconde et par
DPR ou 3,12 milliards d’instructions par seconde et par cluster. Comme une instruction
inclut la génération d’adresse, les accès mémoire et jusqu’à deux opérations par multiplieur
ou trois opérations par UAL ces chiﬀres se transforment en 10,9 milliards d’opérations 16
bits par seconde et par cluster ou 18,7 en 8 bits.
[33] présente aussi les résultats du portage de trois algorithmes clés dans le domaine
ciblé : une DCT (Discrete Cosine Transform) sur des blocs 8x8 très utilisée en compression
vidéo (MPEGx ou H.26x), une partie de la norme W-CDMA réalisant un désétalement
complexe (complex despreading) et un algorithme d’autocorrélation que l’on trouve dans
les codeurs de voix. Les résultats de ces expérimentations sont rassemblés dans le tableau
1.3. A noter qu’il est possible d’exécuter en parallèle les algorithmes de DCT et de dés-
étalement complexe, ce qui amène à une performance globale de 4,9 millions d’opérations
par seconde.
Application DPR operations cycles GOPS inst. Read data read energy
Complex Despreading 2 2048 258 1,21 4 1032 435,8nJ
DCT 2-D 4 2048 72 3,69 5 256 64,7nJ
Autocorrelation 6 57600 1520 2,97 5 3040 3,15µJ
Tab. 1.3 – Performances de DART pour trois algorithmes multimedia [33].
Une seconde étude, faite en 2008 [87], présente des résultats et des comparaisons sur
un algorithme de ﬁltre à réponse impulsionnelle (FIR) et un algorithme issu de W-CDMA
(rake receiver). Pour résumer, le FIR occupe 63% d’un cluster et l’eﬃcacité énergétique
atteinte est de 40 millions d’opérations par seconde et par milliwatt (MOPs/mW). Les
opérateurs arithmétiques représentent alors plus de 80% de l’énergie consommée. Pour
le deuxième algorithme, comparé à l’architecture XPP [10] proche de DART mais sans
hiérarchie de mémoire ni d’interconnexion, la performance de DART est deux fois moins
grande (au maximum) mais son eﬃcacité énergétique est meilleure de 50%. Le tableau 1.4
donne les principales caractéristiques de DART.
1.4.2 Montium
Montium est une architecture reconﬁgurable hiérarchique intégrée comme tuile (ou TP
pour Tile Processor) au sein du SoC chameleon [49] en tant que « cœur reconﬁgurable
pour un domaine spéciﬁque » ou DSRC (Domain-Speciﬁc Reconﬁgurable Core). Cette
architecture est classiﬁée comme matrice d’unités fonctionnelles.
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Technology 0,13 µm CMOS from ST Microelectronics
Supply voltage 1,2 V
Die size 2,68 x 8,3 mm2
Clock frequency 200 MHz
Average total power 709 mW
Transistor count 2,4-million transistors
Computing performances 4800 MOPS on 32-bit data
9600 MOPS on 16-bit data
Tab. 1.4 – Caractéristique de DART [87] (version 2008).
1.4.2.1 Architecture
La tuile Montium, représentée sur la ﬁgure 1.12, ressemble à une architecture de type
VLIW composée d’un ensemble de 5 UAL identiques utilisables de manière concurrente
et un ensemble de 10 mémoires locales fournissant la bande passante nécessaire pour tirer
partie de la puissance oﬀerte par les UAL. Chaque UAL comporte aussi un ensemble de
registres en entrée oﬀrant un niveau hiérarchique de mémorisation supplémentaire per-
mettant de supporter une localité importante, caractéristique clé d’une architecture basse
consommation. Une partie calculatoire (PP pour Processing Part) est représentée par un
segment vertical contenant une UAL, son banc de registres en entrée, deux mémoires lo-
cales et une partie du réseau d’interconnexion. Ce réseau est de type multi-bus, contenant
10 bus, reliant les PP au sein d’une tuile et pouvant être reconﬁgurés à chaque cycle.
Un bus global est utilisé par l’unité de communication et de conﬁguration (CCU pour
Communication and Conﬁguration Unit) pour accéder aux mémoires locales et gérer les
ﬂux de données assurant ainsi la liaison avec l’extérieur. Le séquenceur est responsable du
contrôle de l’ensemble des parties calculatoires.
La granularité du chemin de données du Montium est de 16 bits et il supporte à la
fois la représentation des nombres en entier et en virgule ﬁxe. Chaque UAL comporte 4
entrées, chacune ayant son propre banc de registres permettant de stocker jusqu’à quatre
opérandes, ainsi que 2 sorties de 16 bits. A noter que les bancs de registres ne sont pas
contournables et que l’UAL ne contient pas de registre de pipeline. L’UAL du Montium, re-
présentée ﬁgure 1.13 comporte deux niveaux, le premier traite les opérations arithmétiques
et logiques classiques, sans la multiplication ni la division, et le second niveau contient une
unité MAC bien utile pour les applications DSP notamment. Le second niveau d’une UAL
comporte des canaux de communication de largeur 32 bits avec ses UAL voisines dans le
sens est-ouest permettant d’accumuler le résultat du MAC du voisin à l’est au résultat
du multiplieur, et cela sans introduire de délai. Les niveaux sont contournables au niveau
fonctionnel.
1.4.2.2 Flot de compilation
Le ﬂot de compilation de la tuile Montium [103], donné ﬁgure 1.14, permet la géné-
ration à partir d’une spéciﬁcation en langage C des conﬁgurations pour la tuile. Après
avoir vériﬁé que l’algorithme à accélérer n’est pas déjà présent dans la librairie, le code
C est transformé en graphe de ﬂot de données et de contrôle ou CDFG (Control Data
Flow Graph). Cette représentation permet d’eﬀectuer un certain nombre de traitements
indépendants de l’architecture cible. Ensuite vient une phase de partitionnement ; les par-
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Fig. 1.12 – La tuile Montium [49].
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Fig. 1.13 – Unité Arithmétique et Logique de la tuile Montium [49].
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titions obtenues sont ordonnancées et assignées aux 5 UAL de la tuile. La sortie de cette
étape est un code lisible ressemblant à un assembleur (« MontionC ») qui est utilisé pour
générer les conﬁgurations.
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Allocation
Configuration 
editor
Simulator Montium
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configurations
C code
Fig. 1.14 – Flot de compilation pour la tuile Montium [103].
Le partitionnement (ou clustering) se fait par une méthode de couverture de graphe
comportant une phase de génération de motifs de calculs et une autre de sélection de
motifs pour couvrir le graphe représentant le chemin de données. Le but de cette phase
est de couvrir le graphe eﬃcacement avec le nombre minimum de motifs distincts et le
nombre minimum d’appariements de ces motifs (dans le graphe). Pour ce faire, ils utilisent
un algorithme itératif basé sur un graphe de conﬂit et la notion d’ensembles minimum
indépendants notée MIS (Minimum Independent Set).
Trois algorithmes sont utilisés pour l’ordonnancement des partitions (mapping), pro-
blème déﬁni sous le nom de color-constrained scheduling. Un algorithme de sélection de
motifs sélectionne un ensemble non ordonné de motifs à partir du graphe en entrée, un
algorithme de disposition (ou d’arrangement) de colonne minimise le nombre de conﬁgura-
tions pour chaque UAL, et un algorithme d’ordonnancement multi-pattern (multi-motif)
ordonnance le graphe en utilisant les motifs sélectionnés. Ces algorithmes sont des heuris-
tiques basées sur des fonctions de priorité dont la déﬁnition et le raﬃnement représentent
le principal axe amenant de bonnes performances.
Pendant la phase d’allocation, les variables sont allouées à des mémoires ou à des
registres et les transmissions de données sont ordonnancées (nous utilisons plus communé-
ment le terme de routage). Cette étape est la dernière avant la génération des conﬁgurations
pour le Montium. Cette étape complexe comporte de nombreuses contraintes et objectifs
de minimisation. Il est (quasiment) impossible de les prendre en compte simultanément
de par les détails de l’architecture c’est pourquoi elles sont considérées séparément : à
chaque étape est considérée une seule optimisation. Dans le but de minimiser les eﬀets né-
gatifs causés par cette approche, à chaque étape est pris en compte les besoins des étapes
suivantes.
Pour plus de détails, le lecteur peut se référer à la thèse de Guo [49].
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1.4.2.3 Performances et caractéristiques physiques
Parmi les diﬀérents algorithmes portés sur la tuile Montium, l’implémentation de la
2-D IDCT (Inverse DCT) 8x8 [105], a retenu notre attention pour les mêmes raisons que
pour DART. Trois cibles architecturales diﬀérentes permettent de comparer les résultats
obtenus : un ASIC, un DSP Texas Instruments TMS320C6454 et un processeur RISC em-
barqué ARM 946E-S doté d’une extension optimisée pour l’opération ASIC. L’ensemble
des résultats en termes d’eﬃcacité énergétique et surfacique sont donnés par le tableau 1.5
et les graphiques associés par la ﬁgure 1.15. On peut facilement en déduire que Montium est
une architecture plus eﬃcace qu’un DSP, beaucoup plus eﬃcace qu’un processeur embar-
qué même s’il est doté d’une unité spécialisée pour eﬀectuer l’opération de base de l’IDCT
(opération ASIC). Enﬁn, Montium rivalise avec un ASIC au niveau énergétique. Quant à
la surface, évidemment plus faible pour l’ASIC, elle peut être utilisée pour d’autres appli-
cations dans le cas de Montium, on peut voir cela comme le prix de la ﬂexibilité. En plus,
le Montium oﬀre pour l’exemple de l’IDCT des coûts plus faibles et une mise sur le marché
(time to market) plus rapide que l’ASIC qui, rappelons le, est long et coûteux à développer.
ASIC Montium TI Arm
max freq. (MHz) 154 100 720 200
power @ max freq. (mW) 634,5 50 1967 92
technology (ţm) 0,18 0,13 0,09 0,13
Voltage (V) 1,8 1,2 1,2 1,2
area (mm2) 12,17 2,4 n/a 1,86
cycles/2-D 8x8 IDCT 30 96 495/6 2796
energy/clock cycle @ 0,13µm (nJ), 1,2V 1,34 0,5 3,95 0,46
area in 0,13µm (mm2) 6,1 2,4 ≈79 1,86
max. freq. 0,13µm (MHz) 216 100 514 200
# 2-D IDCT/s in 0,13µm 7,2M 1,0M 6,2M 0,072M
energy/2-D IDCT (nJ) 40 48 325 1286
# 2-D IDCT/mm2/s 1182k 434 ≈79k 38k
Tab. 1.5 – Comparaison des performances entre ASIC, Montium, TI et Arm pour l’algorithme
IDCT 8x8 [105].
Fig. 1.15 – Consommation par 2-D IDCT 8x8 (nJ) et nombre de 2-D IDCT 8x8 /mm2/s [105].
1.4.3 ADRES
ADRES (Architecture for Dynamically Reconﬁgurable Embedded Systems) est une ar-
chitecture hybride pour les systèmes embarqués reconﬁgurables dynamiquement ciblant
les applications multimédia et plus généralement celles basées sur des boucles.
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1.4.3.1 Architecture
ADRES se déﬁnit comme un modèle reconﬁgurable composé d’un processeur VLIW et
d’une matrice reconﬁgurable à gros grain (ﬁgure 1.16). Cette dernière a un accès direct aux
bancs de registres, aux caches et aux mémoires du système ce qui amène plusieurs avan-
tages comme l’augmentation des performances, un modèle de programmation simpliﬁé, un
coût de communication réduit et un partage des ressources. Le couplage d’un processeur
VLIW et d’une matrice reconﬁgurable permet de tirer au maximum partie du parallélisme
de l’application. A la diﬀérence des autres approches, le processeur VLIW remplace le
traditionnel cœur de processeur séquentiel pour l’exécution de la partie orientée contrôle
ce qui permet d’exploiter le parallélisme au niveau instruction. Le parallélisme oﬀert par
la matrice reconﬁgurable est utilisé pour accélérer les parties critiques de type ﬂot de don-
nées. Des liaisons de communications globales et locales permettent les transferts entre les
cellules reconﬁgurables notées RC (Reconﬁgurable Cell) de la matrice. Les communications
entre la partie VLIW et la matrice se font par l’intermédiaire de la ﬁle de registres et de
la mémoire toutes deux partagées.
ADRES core
Main Memory
I Cache D Cache
Fig. 1.16 – Architecture ADRES [76].
1.4.3.2 Flot de compilation
Le ﬂot de compilation pour ADRES est donné ﬁgure 1.17 [75]. On y retrouve la phase
de proﬁlage et de partitionnement permettant d’extraire les parties critiques accélérables,
puis leur code source est transformé pour en exacerber le parallélisme (function inlining,
déroulage de boucle). Ensuite vient la phase de transformation de la spéciﬁcation en une
représentation intermédiaire (ici Lcode). Le ﬂot se sépare alors en deux parties, une pour
le VLIW, l’autre pour la matrice reconﬁgurable.
Concernant la partie reconﬁgurable, la clé de l’approche réside dans l’utilisation d’une
technique de modulo scheduling adaptée au CGRA. Le modulo scheduling [93] est une
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Fig. 1.17 – Flot de compilation pour ADRES [75].
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technique bien connue permettant de paralléliser l’exécution d’un boucle en exécutant
diﬀérentes itérations indépendantes en parallèle. Cette technique se complexiﬁe dans le cas
de CGRA car elle correspond alors à une combinaison de P&R et de contrainte modulo
dans un espace 3D. Les chercheurs ont proposé à ce titre une représentation sous forme de
graphe nommée MRRC (Modulo Routing Resource Graph) représentant une abstraction
de l’architecture générée à partir d’une description de l’architecture en XML (eXtensible
Markup Language). Cette représentation combine une table de réservation modulo notée
MRT (Modulo Reservation Table) pour le pipelining logiciel, venant de la compilation
pour VLIW, et un graphe de routage des ressources utilisé généralement pour le P&R des
FPGA.
1.4.3.3 Performances
Il existe de nombreuses conﬁgurations ou instances du modèle d’architecture. La des-
cription de l’architecture concerne notamment la largeur des données traitées, le nombre
d’unités fonctionnelles en précisant celles qui disposent d’une unité de chargement et de dé-
chargement, le nombre de bancs de registres et enﬁn la topologie du réseau inter-RC. Cette
grande ﬂexibilité est intéressante pour explorer l’espace de conception comme dans [14] où
15 instances diﬀérentes d’ADRES (en jouant sur 7 paramètres diﬀérents) sont comparées,
dont une modélisant un processeur RISC scalaire non pipeliné. Les algorithmes utilisés
pour cette étude sont une FFT (Fast Fourrier Transform) et une IDCT. Les auteurs
déterminent ainsi parmi toutes les instances étudiées, l’architecture ayant la consomma-
tion d’énergie la plus faible avec des performances raisonnables. Les résultats montrent
une performance de 10,35 - 17,51 MIPS/mW, une puissance de 73,28 - 80,45 mW et une
consommation d’énergie (la plus faible) de 0,619 - 37,72 µJ pour la FFT et l’IDCT respec-
tivement. Tous les résultats détaillés sont donnés dans l’article. Une étude similaire mais
plus récente [15] à permis d’améliorer ces résultats en déﬁnissant une instance d’ADRES
ayant une eﬃcacité de 60 MOPS/mW contre 40 MOPS/mW pour la précédente.
D’autres études montrent l’eﬃcacité de l’approche utilisant l’architecture ADRES et
la chaine d’outils DRESC dont celle publiée dans l’article [74] qui présente le processus
et les résultats du déploiement de l’application de décompression vidéo H.264/AVC sur
une instance d’ADRES formée d’une matrice 8x8 de 64 unités fonctionnelles incluant 16
multiplieurs, 40 UAL et 8 unités de chargement/déchargement ainsi qu’une topologie et
une hiérarchie mémoire adaptées. En tout, 16 noyaux de calcul ont été accélérés grâce
à la matrice reconﬁgurable. L’accélération obtenue, par rapport à une processeur VLIW
8 voies, est de 4,2 pour les noyaux de calcul et de 1,9 pour l’application entière. Une
ﬂux vidéo de format CIF3 peut-être ainsi décompressé en temps réel à une fréquence de
fonctionnement du circuit de seulement 100 MHz.
1.4.4 Silicon Hive
Silicon Hive est le nom d’une entreprise néerlandaise, start-up issue de Philips Nether-
lands, basée à Eindhoven. Les produits proposés par cette société sont des processeurs
et accélérateurs spéciﬁques optimisés pour une application (ou un champ d’applications)
et surtout programmables en C. Le domaine d’applications visé est celui des systèmes
multimédia embarqués modernes. Silicon Hive propose diﬀérentes gammes de processeurs
« HiveFlex » : une pour le traitement d’image basse consommation (ISP - Image Signal
Processing), une pour les applications de télécommunication (CSP - Communication Si-
gnal Processor) et une pour la traitement vidéo HD (VSP - Video Signal Processing).
3Common Intermediate Format dont la résolution des images est de 360x288.
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Dernièrement, un nouveau produit a été ajouté au catalogue, il s’agit de la plateforme de
traitement conﬁgurable « HiveLogic » permettant de déﬁnir une plateforme eﬃcace au
niveau énergétique et surfacique à l’aide d’une bibliothèque de processeurs paramétrables
par des blocs prédéﬁnis.
1.4.4.1 Architecture
Le modèle d’architecture des processeurs de Silicon Hive est le même pour tous les
produits, il est représenté ﬁgure 1.18. Ce modèle d’architecture consiste en deux sous-
systèmes : le cœur (core sur la ﬁgure) qui comporte un chemin de données VLIW, piloté par
un simple séquenceur, et un module intégrant la mémoire et les interfaces d’entrée/sortie
(coreio). L’une des idées exploitées ici est que ce modèle dispose d’un bloc de contrôle maté-
riel le plus petit possible. Cette idée est une des bases dans la conception des architectures
reconﬁgurables où la gestion du contrôle est principalement au niveau de la chaine d’outils.
Fig. 1.18 – Modèle d’architecture générique Silicon Hive [5].
Le chemin de données VLIW, représenté sur la ﬁgure 1.19, consiste en plusieurs clusters
(ou issue slot) comportant une ou plusieurs unités fonctionnelles, des bancs de registres
et un réseau d’interconnexion programmable. Chaque cluster comporte sa propre unité de
chargement/déchargement. Le passage à l’échelle est un point fort de ce modèle car l’archi-
tecture peut contenir n’importe quel nombre de clusters, de bancs de registres et d’unités
fonctionnelles. Les processeurs peuvent contenir tellement d’unités en parallèle que l’on
ne parle plus de VLIW mais d’ULIW signiﬁant Ultra-Long Instruction Word. Les unités
fonctionnelles peuvent-être vectorielles ou SIMD (Single Instruction on Multiple Data)
proposant ainsi un parallélisme élevé. De plus, les clusters sont spécialisables grâce à une
bibliothèque qui fournit des clusters pour le traitement du signal, pour le traitement vidéo,
les systèmes de télécommunication, etc. et des unités fonctionnelles spécialisées (MAC, dé-
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calage, etc.).
Fig. 1.19 – Modèle du chemin de données VLIW des processeurs Silicon Hive [5].
Pour plus de détails sur une architecture en particulier, se référer au site internet [5]
et aux papiers [31, 112]4 pour le processeur HiveFlex ISP2100, [88] pour la série Hive-
Flex VSP2000 ou encore [51] pour les processeurs plus ancien (AVISPA) mais néanmoins
représentatifs de l’approche utilisée.
1.4.4.2 Flot de compilation
Le modèle d’architecture proposé par Silicon Hive présente un fort degré de parallélisme
avec peu de contrôle matériel. Pour pouvoir exploiter eﬃcacement cette architecture il est
nécessaire de disposer d’une chaine d’outils capables de placer de nombreuses opérations
en parallèle dans le modèle ULIW. De plus, la grande ﬂexibilité de l’approche qui consiste
à proposer un modèle spécialisable et dimensionnable à souhait doit être supportée par la
chaine d’outils.
La chaine d’outils de conception et de compilation de Silicon Hive, nommée HiveCC,
est représentée ﬁgure 1.20 [51]. Le système est basé sur un langage propriétaire de descrip-
tion matérielle appelé TIM (The Incredible Machine) décrivant le paramétrage du modèle :
nombre d’unités fonctionnelles, de banc de registres, etc. De cette simple description sont
déduits des paramètres plus ﬁns comme par exemple la largeur d’une instruction ULIW.
Cette description permet d’instancier totalement une architecture en invoquant des blocs
prédéﬁnis en VHDL ou Verilog. Mais la description TIM permet aussi la génération de
la chaine de compilation et des outils associés : assembleur, éditeur de liens, compilateur
C, simulateur de jeu d’instructions, et simulateur. Cela permet à l’entreprise de générer
une implémentation optimisée de son architecture ULIW sous forme de code HDL syn-
thétisable en quelques heures voire quelques jours selon la complexité demandée. A noter
qu’à l’origine ce n’est pas le client ou l’utilisateur qui procède à cette étape. Ce ﬂot utilise
4La première référence est un papier publié en 2006 dans une conférence, la seconde un « whitepaper »
plus détaillé publié en 2007.
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diﬀérents niveaux de simulation et de vériﬁcation permettant d’extraire des informations
utilisées pour optimiser ﬁnement le design en modiﬁant sa microarchitecture et son jeu
d’instructions. A noter aussi que le code compilé par la chaine d’outils générée n’est pas
portable du fait que cette dernière ne cible qu’une instance particulière de l’architecture.
Fig. 1.20 – Flot de conception et de compilation Silicon Hive [51].
Le ﬂot de compilation HiveCC comprend un compilateur spatial décrit dans [19] et
représenté par le ﬁgure 1.21. Cet outil est particulièrement intéressant de par ses fonc-
tionnalités et capacités. En eﬀet, il utilise des techniques d’ordonnancement basées sur la
résolution de contraintes déterministes qui sont capables de traiter un parallélisme massif,
plus d’une centaine de bancs de registres et un réseau d’interconnexion partiel.
L’approche utilisée pour l’ordonnancement est représentative des deux tendances pré-
sentées précédemment (cf. 1.3.3). Ainsi, deux types de résolutions sont proposées selon le
niveau d’optimisation souhaité : une basée sur la technique de list scheduling avec pipe-
lining logiciel fournissant une solution rapidement mais pas optimale, et une autre dite
«Manifold », qui contrairement à la première fournit un résultat moins rapidement mais
garanti optimal. HiveCC est présenté comme le premier compilateur commercialisé basé
sur le principe d’ordonnancement d’instructions sous contraintes architecturales [13].
1.4.4.3 Performances
Peu de chiﬀres sur les performances de ces architectures sont disponibles, cela est
peut-être dû au fait qu’elles dépendent des paramètres utilisés pour instancier telle ou
telle architecture. Néanmoins, quelques données commerciales sont fournies sur le site
internet [5] : une architecture de type VSP2500 supportant la norme H.264 (High Proﬁle)
est capable, en temps réel, de décoder une vidéo au format 720p et d’encoder en format
576p avec une instance comportant 1 tuile de traitement de ﬂux (SP - Stream Processing
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Fig. 1.21 – Compilateur spatial HiveCC [19].
tile) et une tuile de traitement vectoriel (VP - Vector Processing tile). Avec une tuile SP et
trois tuiles VP, des résultats préliminaires promettent un encodage et décodage en haute
déﬁnition (1080p) à 30 images/sec.
1.5 Synthèse
La conception et la programmation d’une architecture reconﬁgurable dynamiquement
à gros grain sont des tâches complexes. L’approche principale est de concevoir, d’une part
un modèle d’architecture simple, générique, et doté d’un contrôle matériel minimaliste, et
d’autre part, de concevoir une chaine d’outils complexes permettant d’explorer l’espace
de conception mais surtout d’exploiter au maximum, si possible de manière optimale, les
propriétés de l’instance du modèle d’architecture optimisée pour un domaine, une classe
d’applications ou pour une seule application.
Plusieurs challenges se présentent au niveau de la chaine d’outils qui concentre ainsi
une grande partie de la complexité.
Le premier, indispensable, consiste à déﬁnir une instance spécialisée, optimisée de l’ar-
chitecture. Pour cela, les caractéristiques des applications ciblées sont analysées puis les
parties critiques sont extraites et utilisées pour dimensionner et déﬁnir les caractéristiques
spéciﬁques de l’architecture.
Ensuite, si l’architecture cible un spectre applicatif large et non totalement déﬁni, il est
proposé un compilateur permettant de déployer une nouvelle application (ou partie) sur
une instance de l’architecture. Ce dernier doit être ﬂexible et eﬃcace à la fois (comme le
système global !). Deux tendances sont observées, la première est de fournir rapidement un
résultat de bonne qualité, la seconde est de fournir le plus vite possible un résultat optimal.
Globalement, la recherche d’adéquation et de compromis, est au centre des probléma-
tiques de conception et de programmation d’une CGRA. L’architecture est optimisée pour
44 Architectures reconfigurables à gros grain - État de l’art
un domaine applicatif dont le spectre varie entre l’unique application et le vaste domaine
comme les applications multimédia ; on parle d’adéquation architecture ⇆ application.
Mais étant donné que le modèle d’architecture est conservé simple assurant eﬃcacité et
ﬂexibilité à la fois, une nouvelle ère a commencé concernant les outils utilisés pour la
conception, la spécialisation et la programmation de CGRA. Ces outils font face à des
problèmes reconnus comme diﬃciles à résoudre, c’est pourquoi ils utilisent des techniques
adaptées au modèle d’architecture pour lequel ils sont conçus. On peut parler alors d’adé-
quation Architecture ⇆ Flot de conception et de compilation.
Il en résulte un triangle représentatif des problématiques de conception et de compi-
lation d’une architecture matérielle embarquée (représenté sur la ﬁgure 1.22). Ce triangle
représente les adéquations entre un modèle d’architecture, un domaine applicatif et un
ﬂot de conception et de compilation. Cette représentation n’est pas nouvelle, on la trouve
en 1997 dans le mémoire de thèse de Gwendal Le Fol [43] dont les travaux ont été menés
dans le laboratoire « Architectures Parallèles Intégrées » de l’IRISA, d’ailleurs certains
membres font maintenant partie de l’équipe CAIRN de l’IRISA. A l’époque, la probléma-
tique impliquait le langage de programmation qui dans nos travaux actuels est imposé, ce
qui repousse le problème au niveau de la chaine d’outils.
Les travaux présentés dans cette thèse s’inscrivent aussi dans cette problématique dans
laquelle sont visées les applications multimédia, les CGRA et un ﬂot de conception et de
compilation basé sur la méthodologie de programmation par contraintes, notée CP pour
Constraint Programming et présentée dans le chapitre suivant.
Triangle	d'adéquation
Application(s)
- multimédia -
Flot de conception/compilation
- méthodologie basée sur la CP -
Architecture
- CGRA -
Fig. 1.22 – Triangle représentatif des problématiques de conception et de compilation d’une
architecture matérielle embarquée, on parle d’adéquation application(s) / architecture / Flot de
conception et de compilation.
Chapitre 2
La programmation par
contraintes : une nouvelle
approche pour la conception et la
compilation pour architecture
reconfigurable à gros grain
La programmation par contraintes (CP pour Constraint Programming) est une tech-
nique de résolution de problèmes dont les débuts datent des années 1970 et qui est issue
de l’intelligence artiﬁcielle. Cette technique est particulièrement utilisée pour tenter de
résoudre des problèmes combinatoires complexes venant d’applications réelles comme la
planiﬁcation et la gestion, le transport, la production industrielle etc. [95]. Il existe au-
jourd’hui de nombreux « solveurs » de contraintes tels que, pour les logiciels propriétaires,
ILOG CP (bibliothèques C++, Java, .Net), Comet (langage orienté objet dédié à la ré-
solution de problèmes de contraintes, gratuit pour usage académique) ou encore Artelys
Kalis (C++, bibliothèques Java), pour les logiciels libres, Choco (bibliothèques Java), Ge-
code (bibliothèque C++) et surtout JaCoP [2] qui a déjà été utilisé par l’équipe CAIRN
à l’occasion de travaux précédents.
Une citation largement utilisée pour introduire la CP est donnée ci-après :
« Constraint programming represents one of the closest approaches computer science
has yet made to the Holy Grail of programming : the user states the problem, the computer
solves it. » [44]
La suite de ce chapitre présente dans un premier temps les bases de la programmation
par contraintes, ensuite il est discuté de son utilisation pour la conception et la compila-
tion pour des architectures embarquées. Enﬁn sont présentés deux systèmes, développés
dans notre équipe de recherche, basés sur l’approche de programmation par contraintes et
exploitant notamment les contributions proposées dans cette thèse.
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2.1 Bases de la programmation par contraintes
2.1.1 Problème de satisfaction de contraintes
Définition 2.1 : Un problème de satisfaction de contraintes, ou CSP pour Constraint
Satisfaction Problem, est déﬁni par un triplet (X ,D, C) représentant une ensemble de va-
riables X = {x1, ..., xn}, de domaines D = {D(x1), ..., D(xn)} et de contraintes C =
{C1, ..., Ck)}.
Définition 2.2 : Une variable xi dans un CSP est associée à un domaine D(xi) qui
déﬁnit l’ensemble des valeurs qu’il est possible d’aﬀecter à cette variable. On distingue les
variables booléennes dont le domaine se réduit à {0, 1}.
Définition 2.3 : Un domaine D(xi) représentant l’ensemble des valeurs pouvant être
assignées à une variable xi est généralement un ensemble ﬁni et discret d’entiers. Un
domaine peut être formé de plusieurs sous-domaines disjoints.
Remarque : Dans notre utilisation de la CP, le domaine d’une variable est ﬁni et est
formé de nombres entiers.
Définition 2.4 : Un tuple ou aﬀectation est une liste de valeurs choisies pour chacune
des variables du problème. Un tuple est dit consistant si il ne viole aucune contrainte. Une
aﬀectation est dite totale si elle instancie toutes les variables du problème et partielle si
elle n’en instancie qu’une partie.
Définition 2.5 : Une solution à un CSP est un tuple qui est consistant sur l’ensemble
des variables. Un problème peut-être sous-contraint (lorsqu’il existe plusieurs solutions
possibles) ou sur-contraint (si il n’y a pas de solution).
2.1.2 Contraintes
Les contraintes expriment les relations sur les variables du problème. Si une contrainte
porte sur une variable, on dit qu’elle est unaire, sur deux variables elle est binaire et sur
n variables elle est n-aire.
On peut distinguer trois grands types de contraintes : les contraintes primitives, lo-
giques et conditionnelles ainsi que les contraintes globales.
2.1.2.1 Contraintes primitives
Par contrainte primitive, on entend celles exprimées à l’aide des opérations arithmé-
tiques traditionnelles que sont l’addition, la soustraction, la multiplication et la division et
les opérateurs relationnels égal, diﬀérent, inférieur, inférieur ou égal, supérieur et supérieur
ou égal. Par exemple, x1 + 3 ∗ x2 ≤ 10.
Ce type de contrainte est utilisé comme argument des contraintes logiques et condi-
tionnelles.
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2.1.2.2 Contraintes logiques et conditionnelles
Les contraintes logiques sont exprimées à l’aide des opérateurs logiques non, ou, et, xor
(par exemple c1∧c2∨c3) ainsi qu’avec la relation d’équivalence (c1 ⇔ c2) et de contenance
(xi ⊂ Dj).
Les contraintes conditionnelles sont du type si c1 alors c2 sinon c3.
A noter que le résultat d’une contrainte logique ou conditionnelle peut être aﬀecté à
une variable booléenne.
2.1.2.3 Contraintes globales
Il existe de nombreuses contraintes globales proposées par les solveurs. Nous nous
limitons dans ce manuscrit à la présentation des contraintes les plus utilisées dans nos
modèles en excluant les contraintes spéciﬁques développées pour nos propres besoins qui
seront introduites par la suite.
Alldifferent Cette simple contrainte globale assure que toutes les variables ont une
valeur diﬀérente.
Cumulative Cette contrainte assure pour un ensemble de rectangles, chacun déﬁni dans
un espace bidimensionnel par trois variables représentant son origine, sa longueur et sa
hauteur, que la somme des hauteurs ne dépasse, à aucun moment, la limite imposée.
Formellement cela se traduit par :
Recti = [starti, durationi, heighti]
∀t ∈ [ min
1≤i≤n
(starti), max
1≤i≤n
(starti + durationi)] :
∑
k:startk≤t≤startk+durationk
heightk ≤ Limite
Dans cette formule, les termes min et max représentent respectivement les valeurs mini-
mum et maximum des variables. Cette contrainte impose qu’à tout instant t entre le début
du première rectangle (min starti) et la ﬁn du dernier rectangle (max(starti + durationi))
l’accumulation des hauteurs des rectangles ne dépasse pas la limite « (Limite) » imposée.
La ﬁgure 2.1 représente graphiquement l’utilisation de cette contrainte pour l’ordon-
nancement de 5 tâches. Chaque tâche est caractérisée par une durée et un nombre de
resssources nécessaires à son exécution. La contrainte cumulative impose que le nombre
de ressources utilisées par les tâches ne dépasse, à aucun moment, la limite (ici égale à 8).
Cette contrainte globale est pratique pour modéliser l’utilisation d’un ensemble limité
de ressources. Par exemple, nous avons utilisé cette contrainte pour modéliser l’occupa-
tion des cellules au sein d’une mémoire d’un processeur. Un rectangle Recti modélise alors
l’occupation d’une cellule mémoire (heighti vaut donc 1) à partir d’un instant starti pen-
dant une durée durationi. La capacité d’une mémoire en termes de cellules représente la
variable « Limite ».
Diff2 La contrainte diﬀérentielle sur deux dimensions Diff2 impose pour un ensemble
de rectangles déﬁni dans un espace bidimensionnel, qu’il n’existe aucun recouvrement entre
eux dans cet espace, c.-à-d. qu’aucun rectangle ne se chevauche. Comme le montre la ﬁgure
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Fig. 2.1 – Utilisation de la contrainte cumulative pour l’ordonnancement de 5 tâches : le nombre
de ressources utilisées ne doit pas dépasser, à aucun moment, le nombre maximum de ressources
ici égal à 8.
2.2, chaque rectangle Recti est déﬁni par quatre variables, ses origines xi et yi, sa longueur
∆xi et sa hauteur ∆yi.
y
x
Fig. 2.2 – Déﬁnition d’un rectangle pour la contrainte diﬀérentielle bidemensionnelle.
La contrainte Diﬀ2 permet de modéliser aisément le problème de partage de ressources
lors de l’ordonnancement d’un ensemble de tâches. En eﬀet, nous utilisons cette contrainte
pour modéliser l’activité des ressources d’une architecture matérielle dans le temps, par
exemple l’activité des opérateurs ou des mémoires d’un processeur. La ﬁgure 2.3 repré-
sente l’activité des mémoires d’un processeur dans un espace bidimensionnel, l’axe des
abscisses représente le temps (en cycle) et l’axe des ordonnées l’identiﬁant de chaque mé-
moire. L’utilisation de cette contrainte permet d’assurer que tout au long de l’exécution
d’un programme sur ce processeur aucun accès concurrent ne sera eﬀectué sur une même
mémoire.
ExtensionalSupport Cette contrainte permet de déﬁnir toutes les combinaisons pos-
sibles de valeurs qui peuvent être aﬀectées à un ensemble de n variables.
La spéciﬁcation d’une relation logique XOR (a ⊕ b = c) est un exemple simple d’uti-
lisation de cette contrainte. La table de vérité complète représentant toutes les combinai-
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Fig. 2.3 – Exemple d’activité des mémoires d’un processeur dans un espace bidimensionnel. La
contrainte Diﬀ2 assure qu’il n’existe pas de recouvrement entre les rectangles représentant dans
cet exemple une écriture ou une lecture en mémoire.
sons possibles et le vecteur spéciﬁant l’ordre des variables sont les paramètres de cette
contrainte. Formellement cela se traduit de la façon suivante.
Soit trois variables booléennes a, b et c ∈ {0, 1}, la contrainte permettant d’assurer
une combinaison valide représentant la relation logique XOR pour le vecteur v = [a, b, c]
est déﬁni par ExtensionalSupport(v, {{0, 0, 0}, {0, 1, 1}, {1, 0, 1}, {1, 1, 0}}.
Cette contrainte est utilisée pour modéliser les connexions entre les éléments d’un ré-
seau d’interconnexion point-à-point.
Remarque
Les contraintes globales représentent un des points forts de la CP. En eﬀet, contrairement
aux méthodes d’ILP et de MIP, elle est la seule approche permettant d’exprimer des
contraintes globales spéciﬁques ainsi que des contraintes classiques (non globales) au sein
d’un même environnement de résolution de problème. Cela permet d’exprimer facilement
des problèmes complexes réels. De plus, pour chaque contrainte on associe un algorithme
de réduction de domaine.
2.1.3 Algorithme de réduction de domaine
À chaque contrainte on associe un algorithme de réduction de domaine. Le rôle de cet
algorithme est de supprimer des valeurs des domaines des variables de la contrainte pour
lesquelles elle n’est pas satisfaite. Un algorithme de réduction de domaine fait appel à un
mécanisme de propagation, appelé aussi technique de consistance.
2.1.4 Mécanisme de propagation
Lorsque le domaine d’une variable est réduit (par l’algorithme de réduction de domaine
associé à la contrainte impliquant celle-ci) alors les conséquences de cette réduction sont
étudiées pour les autres contraintes impliquant cette variable permettant ainsi de limi-
ter encore plus son domaine. C’est le mécanisme de propagation de contrainte. D’après
[95], « L’idée sous-jacente à ce mécanisme est d’essayer d’obtenir des déductions globales.
En eﬀet, on espère que la conjonction des déductions obtenues pour chaque contrainte
prise indépendamment conduira à un enchaînement de déductions. C’est-à-dire que cette
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conjonction est plus forte que l’union des déductions obtenues indépendamment les unes
des autres ».
Les principales techniques de consistance sont la consistance par nœud, par arc et par
chemin. Pour plus de détails, le lecteur peut se référer à [9].
2.1.5 Mécanisme de recherche de solutions
Un CSP a une solution lorsque toutes les variables ont une valeur et que ces valeurs
respectent toutes les contraintes du problème. Selon le type de problème, il est possible de
trouver une solution, toutes les solutions ou encore les solutions optimales qui minimisent
(ou maximisent) une fonction de coût.
Le principal mécanisme de recherche de solutions utilisé est l’algorithme basé sur un
parcours en profondeur (Depth First Search - DFS). Cet algorithme recherche une solution
possible en organisant l’espace de recherche en arbre. A chaque nœud de cet arbre une
variable se voit aﬀecter une valeur de son domaine, le choix de cette valeur dans le domaine
peut-être spéciﬁé par l’utilisateur (cela peut être la plus petite valeur, la plus grande, la
médiane ou encore un choix aléatoire). A chaque nœud, une décision est prise : soit le
nœud est étendu (c.-à-d. la recherche continue), soit la recherche est coupée à ce nœud.
Une coupure est eﬀectuée si l’assignation eﬀectuée ne remplit pas toutes les contraintes.
Étant donné qu’une aﬀectation déclenche la propagation de la contrainte et l’ajustement
possible du domaine de la variable représentant la fonction de coût, la décision de conti-
nuer ou de couper la recherche à ce nœud peut facilement être eﬀectuée.
Dans le solveur que nous utilisons, JaCoP [2], la minimisation (ou maximisation) d’une
fonction de coût s’eﬀectue en déﬁnissant une variable de coût et en utilisant un algorithme
de recherche dit de séparation et évaluation (Branch and Bound - B&B). A chaque fois
qu’une solution est trouvée avec cost = costV aluei, une contrainte cost < costV aluei est
imposée. Par conséquent, la recherche trouve des solutions avec un coût plus faible jusqu’à
ce que ﬁnalement elle échoue à trouver une solution ce qui prouve que la dernière solution
trouvée est optimale (c.-à-d. qu’il n’existe pas de meilleure solution).
Il existe aussi des mécanismes de recherche partielle comme la recherche par crédit
(credit search) ou encore la recherche à divergence limitée (Limited Discrepancy Search -
LDS).
Enﬁn il est possible de combiner plusieurs mécanismes de recherche en un unique
mécanisme de recherche complexe (Combining search).
2.1.6 Modélisation
En programmation par contraintes, on distingue la modélisation du problème, c.-à-d.
l’énonciation du problème, et sa résolution. La diﬃculté est double car le modèle doit non
seulement répondre au problème lui-même mais aussi être construit de telle sorte que sa
résolution soit eﬃcace. D’après [95], l’une des diﬃcultés majeures de la modélisation est
l’identiﬁcation des contraintes. Pour cela, l’auteur donne deux conditions amenant une
résolution eﬃcace :
1. les contraintes doivent être fortes aﬁn d’engendrer des modiﬁcations des domaines
des variables ;
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2. les modiﬁcations dues à une réduction de domaine doivent pouvoir être utilisées par
les autres contraintes.
2.2 Application à la conception et à la compilation pour
architectures embarquées
L’utilisation de la CP pour la conception et la compilation pour des systèmes électro-
niques embarqués n’est pas nouvelle, d’autres laboratoires de recherche et certains labo-
ratoires industriels de R&D ont déjà présenté des travaux sur ce sujet.
2.2.0.1 Application à la synthèse d’architecture
Renate Beckmann propose dans ses travaux présentés en 1994 dans [12] d’évaluer l’uti-
lisation de la CP pour la conception de systèmes matériels à partir d’une spéciﬁcation en
langage de description d’architecture (Hardware Description Language - HDL) au niveau
algorithmique représentant la structure et le comportement du circuit. Il démontre ainsi
que cette approche est pertinente pour des problèmes complexes réels tels que la synthèse
de haut niveau (HLS), la simulation, la génération de code et la synthèse mémoire. Avant
cela, la majorité des travaux traitait de la conception de circuits à des niveaux d’abstrac-
tion plus bas (au niveau portes logiques voir encore plus bas).
Krzysztof Kuchcinski fait aussi partie des chercheurs à s’intéresser à l’utilisation de la
CP pour la HLS. En 1998, il publie un premier article [65] qui propose une méthode pour
la modélisation du problème de synthèse de chemins de données. Avec cette méthode sont
modélisées les techniques de multi-cycles, chaînage, pipelining, pipelining algorithmique.
Le prototype a été implémenté avec le solveur CHIP.
Ensuite, en 2003, il publie un autre article [67] sur le sujet qui peut être vu comme une
extension de ses précédents travaux. Cette fois, un nouveau solveur open source nommé
JaCoP [2] est développé, permettant d’ajouter de nouvelles contraintes spéciﬁques à un
problème ou un domaine à l’inverse d’un solveur propriétaire fermé comme CHIP. Le sol-
veur JaCoP a été spécialement implémenté pour résoudre des problèmes d’ordonnancement
dans le domaine de la HLS et pour l’ordonnancement au niveau système. Ce second ar-
ticle exploite la représentation intermédiaire HCDG (Hierarchical Conditional Dependency
Graph ou Graphe Hiérarchisé aux Dépendances Conditionnées) [8] qui représente à la fois
la partie ﬂot de données et ﬂot de contrôle. De plus, des transformations formelles sur
un HCDG permettent d’identiﬁer un grand nombre d’exclusions mutuelles (typiquement
l’identiﬁcation de parties du programme qui peuvent être exécutées en parallèle) ce qui
est très utile dans le cadre du partage conditionnel de ressources.
2.2.0.2 Application au placement d’applications sur architectures parallèles
embarquées
Plusieurs contributions ont été proposées concernant le placement d’applications sur
architectures embarquées.
Tout d’abord, les travaux de thèse de Cecilia Ekelin [38] ont permis d’aboutir à un en-
vironnement pour l’ordonnancement de systèmes temps réel embarqués intégrant la prise
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en compte des contraintes de conception tout en permettant des optimisations. Elle pro-
pose aussi des techniques de parcours de l’espace des solutions pour réduire le temps
d’exécution de l’algorithme d’optimisation passant d’un temps de l’ordre de la minute à
la seconde. Les résultats obtenus grâce à ces techniques montrent une amélioration de la
qualité des solutions et une exécution de l’algorithme d’optimisation aussi rapide, voire
plus rapide, par rapport aux algorithmes de recuit simulé (Simulated Annealing - SA) et
de B&B. Comme dans beaucoup d’études, le contexte architectural est très simple et ne
tient donc pas compte de toutes les caractéristiques et contraintes d’une architecture réelle.
La société Thales, leader mondial dans les systèmes d’informations critiques pour les
domaines de la défense et de la sécurité, de l’aéronautique, et du transport, a aussi travaillé
sur l’utilisation de la CP essentiellement pour le placement d’applications de traitement
du signal sur architectures parallèles.
Les premiers travaux sur le sujet ont été publié en 1997 à travers la thèse de Christophe
Guettier [48] qui avait pour objectif de proposer une méthode de placement automatique
d’applications de traitement du signal systématique en utilisant une modélisation concur-
rente et la CP. Cette première thèse a permis de valider la faisabilité d’une telle approche
dans un contexte applicatif et architectural idéalisé.
Ces travaux ont été étendus à travers une seconde thèse eﬀectuée par Nicolas Mu-
seau publiée en 2001 [82] qui avait pour ambition d’étendre ce contexte en ciblant des
algorithmes et des architectures réels plus complexes. Il en résulte une modélisation d’une
architecture multi-SPMD1 et une étude formelle sur la détection des communications dé-
pendantes du placement. Ces contributions ont été implémentées dans un outil d’aide au
placement d’applications sur architectures parallèles appelé APOTRE.
Le solveur développé par Thales nommé « Eclair » repose sur le langage « Claire » [22],
il contient depuis 2005 une bibliothèque appelée ToOls pour la conception d’algorithmes
de recherche complexes arborescents (c.-à-d. par arbre) qui permettent l’obtention de
meilleurs résultats en comparaison d’une recherche utilisant un parcours en profondeur
(DFS) [35].
Le projet coopératif DREAM-UP exploite ces travaux en connectant l’outil de com-
pilation PIPS [4] avec l’outil d’aide au placement APOTRE permettant notamment une
exploration rapide de l’espace de recherche pour le placement d’applications multimédia
embarquées sur SoC. La papier [58] présente le cas du placement d’une partie critique
de la norme H.264 [58]. L’architecture modélisée dans ce projet est de type SIMD et les
applications visées sont issues du domaine du traitement du signal systématique.
2.3 Application à la conception et à la compilation pour
architectures reconfigurables
Cette thèse s’inscrit dans une démarche globale de modélisation d’architectures recon-
ﬁgurables pour l’accélération de parties critiques d’applications de traitement du signal et
de cryptographie notamment. Ces travaux ont abouti au développement de deux systèmes
d’extension automatique de jeu d’instructions d’un processeur embarqué par des cellules
reconﬁgurables formant ainsi un ASIP reconﬁgurable.
1Une architecture multi-SPMD comporte plusieurs unités de traitement de type Single Program Multiple
Data, c.-à-d. exécutant un même programme sur plusieurs données en parallèle.
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Dans le cadre de la conception et de la compilation pour architectures reconﬁgurables
l’utilisation de la CP s’avère particulièrement bien adaptée et cela pour plusieurs raisons.
Tout d’abord parce que la CP permet de décrire aisément des problèmes d’optimisa-
tions combinatoires diﬃciles, voir prouvés NP-diﬃciles, et de résoudre plusieurs problèmes
fortement corrélés simultanément. Ces propriétés sont celles des problématiques que nous
traitons.
De plus, il est possible de prendre en compte, lors de la résolution d’un problème
d’optimisation, de nombreuses contraintes architecturales, technologiques et applicatives
exprimées à l’aide de « contraintes » au sens CP. A ce titre, des contraintes spéciﬁques
aux problèmes de conception et de compilation pour architecture reconﬁgurable ont été
proposées et sont maintenant disponibles dans les solveurs de contraintes comme JaCoP
[2].
Enﬁn, il est possible d’optimiser diﬀérents aspects comme l’accélération d’une appli-
cation ou bien l’utilisation des ressources matérielles nécessaires à son exécution. L’op-
timisation de plusieurs aspects dite « optimisation muti-objectifs » fait aussi partie des
possibilités oﬀertes par la méthodologie de CP. Cette possibilité n’étant pas étudiée dans
les travaux de cette thèse, son utilisation représente une perspective de recherche.
2.3.1 Modélisation d’une application
Une application, spéciﬁée par un programme informatique écrit dans un langage de
haut niveau peut être modélisée sous la forme d’un graphe.
La théorie associée à cette représentation, appelée « théorie des graphes », est un
domaine largement étudié et cela est vrai aussi bien en informatique qu’en mathématiques.
L’utilisation des graphes est donc très courante pour de nombreux domaines d’application.
Diﬀérentes représentations d’une application existent en fonction des informations dont
on souhaite disposer. Le graphe de ﬂot de données et de contrôle (CDFG) ou sans infor-
mation de contrôle (DFG) mais aussi les représentations plus complexes comme le graphe
hiérarchisé aux dépendances conditionnées (HCDG) sont communément employées pour
représenter une application. On parle en compilation de représentation intermédiaire d’une
application.
2.3.2 Modélisation d’une architecture
Une architecture peut être modélisée par un ensemble de contraintes appliquées sur la
représentation intermédiaire de l’application. De plus, les unités de calcul et les réseaux
d’interconnexion d’une architecture peuvent être aussi modélisés sous forme de graphes.
Enﬁn, les fortes contraintes technologiques imposées aux concepteurs de produits élec-
troniques embarqués peuvent être elles aussi modélisées sous forme de contraintes (fré-
quence maximale, surface de silicium, etc.).
2.3.3 Notre méthodologie
La programmation par contraintes et la théorie des graphes sont deux approches qui,
combinées, représentent un fort potentiel quant à la modélisation et la résolution de pro-
blèmes d’optimisation pour la conception et la compilation d’architectures reconﬁgurables
dédiées à l’accélération d’applications pour des systèmes électroniques embarqués. C’est
pourquoi nous avons choisi cette approche pour adresser le problème d’adéquation Archi-
tecture Application.
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2.3.4 UPaK et DURASE deux systèmes pour la conception et l’utilisa-
tion d’extensions reconfigurables pour ASIP
2.3.4.1 UPaK
Le système UPaK (Abstract Uniﬁed Patterns Based Synthesis Kernel for Hardware
and Software Systems) [117], est le premier système à intégrer les travaux de Krzystof
Kuchcinski et de Christophe Wolinski sur la conception d’extensions reconﬁgurables pour
ASIP en utilisant la CP et la représentation HCDG au sein d’un ﬂot de conception com-
plet. Ce ﬂot, représenté sur la ﬁgure 2.4, permet d’identiﬁer de nouvelles instructions, de
sélectionner des instructions spéciﬁques pour accélérer une application et d’ordonnancer
cette dernière en utilisant l’architecture reconﬁgurable ainsi spécialisée. Les extensions sont
implémentées sous forme d’instructions séquentielles ou parallèles qui sont exécutées sur
une (ou plusieurs) unité(s) reconﬁgurable(s) capable(s) d’exécuter toutes les instructions
spécialisées. Le modèle d’ASIP généralisé déﬁni dans le contexte UPaK est représenté sur
la ﬁgure 2.5.
Pour cela, certaines contraintes globales spéciﬁques ont été développées : la contrainte
connected component utilisée pour l’identiﬁcation de nouvelles instructions, la contrainte
de (sub)graph isomorphism qui permet d’eﬀectuer l’isomorphisme de sous-graphe, utili-
sée surtout pour la sélection d’instructions. De plus, UPak intègre la fusion de motifs de
calcul pour permettre d’implémenter eﬃcacement et sous contraintes de conception ou
technologiques toutes les instructions sélectionnées. Cette étape du ﬂot qui représente la
première contribution de cette thèse, est présentée dans le chapitre suivant (chapitre 3). A
ce titre, une contrainte globale nommée clique et la méthode de consistance associée ont
été développées, elle permet de spéciﬁer la notion de clique au sein d’un graphe non orienté
utilisée pour la fusion d’instructions. Toutes ces contraintes sont présentées en détails dans
le papier intitulé « contraintes de graphe dans la conception de système embarqué » [116].
2.3.4.2 DURASE
Le système DURASE (Generic Environment for Design and Utilization of Reconﬁgu-
rable Application-Speciﬁc Processors Extensions), issu des travaux de thèse de Kévin Mar-
tin [72], hérite de UPaK ; il est plus abouti et donne de meilleurs résultats. Le ﬂot de ce
système est donné ﬁgure 2.6. C’est le premier système à intégrer le front end de compilation
générique nommé GeCoS [1] eﬀectuant aussi certaines optimisations au niveau du CDFG
(suppression de code mort, transformation dans la représentation en assignation unique
statique, propagation de constantes, simpliﬁcation algébrique, extraction et déroulage de
boucle, etc.). Il a été récemment étendu par des optimisations utilisant conjointement le
modèle polyédrique et la représentation intermédiaire HCDG.
De plus, le ﬂot de DURASE permet d’eﬀectuer du co-développement matériel/logiciel
car il génère les extensions reconﬁgurables et le code assembleur permettant de les exploiter
au mieux et cela pour un cœur de processeur embarqué existant, le NIOS II d’ALTERA par
exemple. Les deux parties les plus importantes dans le ﬂot DURASE sont la génération de
motifs et la couverture du graphe d’application combinées à l’ordonnancement. A noter que
dans ces travaux le modèle d’ASIP considéré est une extension reconﬁgurable comportant
une seule cellule et non pas plusieurs en parallèle comme dans UPaK.
DURASE intègre aussi dans son ﬂot la fusion de motifs de calcul en utilisant la
contrainte clique.
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Fig. 2.6 – Le système DURASE [72].
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Plus récemment, Antoine Floc’h a étendu le système DURASE par le support d’archi-
tectures parallèles génériques incluant les architectures de type VLIW [42]. Le ﬂot et le
modèle d’architecture sont représentés respectivement par la ﬁgure 2.7 et 2.8. La méthode
proposée permet de modéliser une architecture parallèle reconﬁgurable, la sélection d’ins-
truction et l’ordonnancement de l’application. Les instructions sélectionnées peuvent être
existantes ou générées au sein du ﬂot. De plus, la sélection d’instructions exploitées lors de
l’ordonnancement pour une exécution parallèle utilise un nouveau modèle de couverture
de graphe plus eﬃcace pour ce type d’architecture.
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Fig. 2.7 – Le système DURASE étendu pour le support d’architecture parallèles génériques [42].
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2.4 Conclusion
La CP est une méthode utilisée pour résoudre des problèmes combinatoires complexes
tels que la planiﬁcation, la gestion et la production industrielle. Tout d’abord, nous avons
présenté dans ce chapitre les bases de la CP, les diﬀérents types de contraintes ainsi que
les principaux mécanismes de résolution et les problématiques générales de modélisation.
Ensuite, nous avons montré que cette méthode a été utilisée pour résoudre des problèmes
liés à la conception et à la compilation pour des architectures embarquées, particulière-
ment les problèmes de synthèse d’architecture à haut niveau et de placement d’applications
pour des systèmes temps réels et parallèles. Enﬁn, nous démontrons à travers les systèmes
UPaK et DURASE comment on peut exploiter la CP dans le contexte des architectures
reconﬁgurables à gros grain.
L’aspect novateur de l’approche utilisée dans ces deux systèmes réside dans la capacité
de la CP à exprimer/modéliser simplement, notamment à l’aide de contraintes globales
spéciﬁques aux problèmes traités, et au sein d’un environnement unique, un ensemble de
problèmes combinatoires complexes. Cela nous permet de modéliser les contraintes issues
de l’application et de l’architecture ciblées tout en optimisant un ou plusieurs aspects
comme la performance, la surface, etc. De plus la résolution est eﬀectuée par un solveur,
utilisant des méthodes elles aussi spéciﬁques aux problèmes, qui fournit dans la majorité
des cas la preuve de l’optimalité de la solution.
La CP représente aujourd’hui une méthode prometteuse pour résoudre certains pro-
blèmes complexes rencontrés dans la conception et le compilation pour architectures re-
conﬁgurables à gros grain.
Chapitre 3
Modèle de contraintes pour la
fusion d’unités fonctionnelles
reconfigurables
La fusion de chemins de données s’inscrit parfaitement dans un ﬂot de synthèse de haut
niveau pour système reconﬁgurable à gros grain. En eﬀet cette technique permet de fusion-
ner plusieurs unités fonctionnelles spécialisées en une seule unité reconﬁgurable au niveau
fonctionnel ; la reconﬁguration se faisant au niveau système par le choix de l’instruction
spécialisée à exécuter. Le but de cette étape est de synthétiser un matériel performant,
ﬂexible et ayant une faible surface.
La fusion de chemins de données peut être intégrée dans le ﬂot UPaK [117] ou en-
core DURASE [73] comme le montre la ﬁgure 3.1. Celle-ci illustre la spécialisation du jeu
d’instructions d’un processeur pour l’application ARF (Auto Regression Filter ou ﬁltre
d’auto régression). Dans un premier temps, le programme en langage C de l’application
(ou une partie), représenté dans le bloc (A) de la ﬁgure, est transformé en HCDG (Hie-
rarchical Conditional Dependency Graph) [8] par l’outil GeCoS [1]. Nous nous concentrons
dans ces travaux sur la partie ﬂot de données de cette représentation qui est un graphe
de ﬂot de données (DFG) que nous nommons graphe d’application (noté AG) et qui est
représenté dans le bloc (B). Après l’extraction de tous les motifs de calcul non isomorphes
de l’AG (bloc (C)), ceux-ci sont utilisés pour couvrir le graphe dans le but de trouver
un temps d’ordonnancement minimum permettant d’accélérer au plus l’application ciblée.
L’AG couvert par les motifsM1,M2 et M3 est représenté dans le bloc (D). Il en résulte un
ensemble réduit de motifs sélectionnés qui sont ensuite fusionnés en un unique motif (bloc
(E)). Ce motif est ensuite synthétisé pour créer une unité fonctionnelle reconﬁgurable (bloc
(F)) qui est utilisée comme extension du chemin de données d’un processeur. Du point
de vue système, l’extension correspond à la mise à disposition de nouvelles instructions
spécialisées, qui, dans le système DURASE sont intégrées automatiquement dans le code
de l’application. L’architecture ainsi spécialisée est un processeur dont le jeu d’instruc-
tions est spéciﬁque à une application. Ce type de processeur est couramment appelé ASIP
(Application Speciﬁc Instruction set Processor).
Ce chapitre présente la synthèse de cellules reconﬁgurables au niveau système sous
contraintes technologiques dans le contexte de DURASE. Dans un premier temps est
présenté le positionnement des travaux au regard des solutions déjà connues sur le sujet.
Dans un deuxième temps le modèle de contraintes utilisé pour résoudre le problème de
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void arf(int* inputs, int* coef1, int* coef2, int SN1, int SN2, int* out1, int* out2) {
 int tempg1, tempd1, tempg2, tempd2;
 tempg1 = (inputs[0] * coef1[0] + inputs[1] * coef1[1]) + SN1;
 tempd1 = (inputs[2] * coef2[0] + inputs[3] * coef2[1]) + SN2;
 tempg2 = (tempg1 * coef1[2]) + (tempd1 * coef1[3]);
 tempd2 = (tempg1 * coef2[2]) + (tempd1 * coef2[3]);
 out1 = (inputs[4]* coef1[4] + inputs[5]* coef1[5]) + (tempg2 * coef1[6] + tempd2 * coef1[7]);
 out2 = (inputs[6]* coef2[4] + inputs[7]* coef2[5]) + (tempg2 * coef2[6] + tempd2 * coef2[7]);
}
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Fig. 3.1 – Positionnement de l’étape de fusion de chemins de données dans le ﬂot DURASE
(illustré sur l’exemple du ﬁltre d’auto régression).
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fusion de chemin de données est détaillé. Les résultats obtenus par ce modèle sont ensuite
présentés. Une conclusion ainsi que des perspectives clôturent le chapitre.
3.1 État de l’art sur la fusion de chemins de données dans
le cadre de la synthèse d’architecture matérielle
Dans la littérature, les travaux sur la fusion de chemin de données portent essentielle-
ment sur les architectures reconﬁgurables et cela à tous les niveaux de granularité, depuis
un grain ﬁn [100] jusqu’à un gros grain [56, 45].
Le problème de fusion de chemin de données est le plus souvent modélisé comme un
problème d’optimisation de graphe. Un chemin de données appelé aussi ﬂot de données,
représentant un motif de calcul complexe, est modélisable par un graphe acyclique orienté
(noté ici AG) où chaque nœud représente une opération de base (opération arithmétique
ou logique) ou une variable et chaque arc représente une dépendance de données entre
deux nœuds (voir déﬁnition 3.1). Le problème de fusion de deux AG peut être considéré
comme une réduction du problème d’isomorphisme de sous-graphe, prouvé comme étant
NP-diﬃcile [79].
Définition 3.1 : Un graphe de ﬂot de données (ou de chemin de données) est un graphe
acyclique orienté noté AG = (V,E), V désigne l’ensemble des nœuds et E l’ensemble des
arcs.
– Un nœud v ∈ V représente une opération ou une variable ;
– un arc e = (u, v) ∈ E représente un transfert de données entre les nœuds u et v.
Parmi les travaux réalisés sur la fusion de chemin de données et plus largement sur le
problème d’isomorphisme de sous-graphe, deux techniques sont apparues comme le point
de départ de la contribution présentée dans ce chapitre.
La première méthode concerne la fusion de chemin de données (DataPath Merging,
DPM) pour architecture partiellement reconﬁgurable, thématique au combien proche de
celle traitée dans cette thèse. De plus ces travaux s’inscrivent dans le projet MESCAL
[3, 46], dont l’un des axes de recherche concerne les ASIP. Dans ces travaux, la technique
de résolution utilise un algorithme basé sur la recherche d’une clique de poids maximum.
Cette technique est présentée par Moreano dans [81].
3.1.1 Algorithme basé sur la recherche d’une clique de poids maximum
La technique présentée dans [81] est l’aboutissement de plusieurs travaux sur le sujet.
En eﬀet, dans un premier temps, un article datant de 2001 [56] propose dans le cadre
d’un système reconﬁgurable dynamiquement de fusionner des chemins de données repré-
sentant les boucles d’un programme en un seul chemin de données reconﬁgurable.
Dans le méthodologie proposée, le code (en langage C) de l’application visée (ou d’un
ensemble d’applications) est partitionné en deux : une partie est exécutée sur un processeur
à usage général et l’autre, représentant les boucles du programme, est placée sur un co-
processeur reconﬁgurable. Ce dernier est composé d’un chemin de données reconﬁgurable
formé d’unités fonctionnelles ﬁxes et de registres reliés par un réseau d’interconnexion re-
conﬁgurable. Un bloc reconﬁgurable à grain ﬁn de type FPGA est utilisé pour générer les
signaux de contrôle du chemin reconﬁgurable. Le placement des boucles du programme
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sur le coprocesseur reconﬁgurable consiste à déﬁnir les unités fonctionnelles ainsi que les
interconnexions et les registres, et cela, à partir des chemins de données représentant les
diﬀérentes boucles. Les auteurs proposent de fusionner ces chemins de données par une
technique basée sur une correspondance bipartite de poids maximum qui, utilisée comme
heuristique, permet de minimiser le réseau d’interconnexion reconﬁgurable.
Pour fusionner plus de deux chemins de données, chaque paire est combinée itérative-
ment, en ajoutant un chemin de données à chaque fois.
Une approche similaire, toujours dans le domaine de la reconﬁguration dynamique,
avait été proposée à un niveau de granularité plus ﬁn par Shirazi [100].
En 2002, N. Moreano présente dans [80] une nouvelle technique itérative basée sur
l’utilisation de graphe pour eﬀectuer la fusion de chemins de données. Celle ci est basée
sur la recherche d’une clique de poids maximum qui permet de fusionner deux AG à la
fois. En 2004, à travers leur collaboration dans le projet MESCAL, les équipes de Huang
et de Moreano publient un article [57] présentant, dans un contexte très proche du nôtre,
un ﬂot complet incluant la fusion de chemins de données. L’année suivante, C. de Souza
évalue les diﬀérentes heuristiques présentes dans la littérature pour résoudre ce problème,
dont celle de Moreano en 2002 [36]. La conclusion de cet article présente l’heuristique de
Moreano comme le meilleur algorithme suboptimal disponible pour le DPM, battant la
populaire heuristique de la correspondance bipartite dans tous les tests.
Dans le dernier article de Moreano sur ce sujet [81], des améliorations sont apportées
à la technique originale, notamment sur la fonction de coût représentant le gain en surface
d’une fusion mais aussi la prise en compte de la commutativité des opérateurs.
Etant donné que ces travaux représentent la base de la contribution présentée dans ce
chapitre, nous nous proposons d’illustrer les diﬀérentes étapes de l’algorithme décrit dans
[81] à travers un exemple simple. Dans le but de ne pas avoir à re-déﬁnir plus tard dans
le manuscrit les notions déﬁnies dans ces travaux, celles-ci ont été adaptées.
3.1.1.1 Étape 1 : Appariement de nœud et d’arc
Pour fusionner deux chemins de données représentés par deux AG, AGi et AGj , la
première étape consiste à appareiller les nœuds ainsi que les arcs des deux graphes qui
peuvent être fusionnés. Deux nœuds ui ∈ AGi et uj ∈ AGj sont appareillés s’ils repré-
sentent tous les deux une opération pouvant être exécutée par la même ressource matérielle.
Deux arcs (ui, vi) ∈ AGi et (uj , vj) ∈ AGj sont appareillés si ui et uj le sont ainsi que vi
et vj , c’est à dire que leurs nœuds source ainsi que leurs nœuds destination sont appareillés.
Par exemple, soient AG1 et AG2 deux AG à fusionner représentés sur la ﬁgure 3.2. Les
nœuds u1 et u2 sont appareillés car ils représentent chacun une multiplication et peuvent
donc être tous les deux exécutés par un seul multiplieur. De même, w1 et v2 peuvent
être appareillés si l’on dispose d’un bloc matériel capable d’exécuter une addition et une
soustraction. Concernant les arcs : l’arc (w1, y1) de AG1 est appareillé avec l’arc (v2, w2)
de AG2.
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Fig. 3.2 – Exemple illustrant la première étape de l’algorithme de Moreano : appariement de
nœuds et d’arcs.
3.1.1.2 Étape 2 : Construction du graphe de compatibilité
Dans la technique proposée par Moreano, la deuxième étape consiste à construire le
graphe de compatibilité. La ﬁgure 3.3 illustre cette étape pour les appariements entre les
deux AG de la ﬁgure 3.2.
Dans ce graphe, chaque appariement de nœuds ou d’arcs est représenté par un nœud.
Un arc entre deux nœuds du graphe de compatibilité représente la compatibilité entre ces
deux appariements, c.-à-d. que si ces deux appariements sont sélectionnés dans la solution
alors ils n’amènent pas d’incohérence dans cette solution. Deux appariements ne sont pas
compatibles si un nœud est présent dans les deux appariements comme le montre la ﬁgure
3.4 où le nœud v2 est présent dans les deux appariements (v1, v2) et (w1, v2). Cela se traduit
dans le graphe de compatibilité par une absence d’arc entre les deux nœuds représentant
ces appariements (voir la ﬁgure 3.3). Une déﬁnition formelle du graphe de compatibilité
est donnée ci-dessous (déﬁnition 3.2).
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Fig. 3.3 – Exemple illustrant la deuxième étape de l’algorithme de Moreano : création du graphe
de compatibilité.
Définition 3.2 : Un graphe de compatibilité, correspondant aux graphes AGi = (Vi, Ei)
et AGj = (Vj , Ej), est un graphe non-orienté GC = (Vc, Ec), où Vc est un ensemble de
nœuds et où Ec ⊆ Vc × Vc est un ensemble d’arcs. Un graphe de compatiblité comporte
deux types de nœud :
– les nœuds réguliers, représentant un appariement de nœuds notés ui/uj, où ui ∈ Vi
et uj ∈ Vj,
– les nœuds d’arcs, représentant un appariement d’arcs notés (ui, vi)/(uj , vj), où (ui, vi) ∈
Ei et (uj , vj) ∈ Ej.
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Chaque arc (uc, vc) ∈ Ec du graphe de compatibilité représente la compatibilité entre les
deux appariements (uc et vc).
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Fig. 3.4 – Exemple de deux appariements de nœuds incompatibles : (v1, v2) incompatible avec
(w1, v2).
Le poids associé à chaque nœud du graphe de compatibilité représente le gain en
surface obtenu si l’appariement est sélectionné dans la solution. Les équations 3.1 et 3.2
déﬁnissent le poids associé respectivement à un appariement de nœuds et d’arcs où u
dénote le nœud du graphe de compatibilité, Area(u) dénote la surface du bloc matériel
capable d’exécuter les deux opérations représentées par ui et uj et Area(Mux) dénote la
surface d’un multiplexeur.
weight(ui/uj) = Area(u)−Area(Mux) (3.1)
weight((ui, vi)/(uj , vj)) = Area(Mux) (3.2)
Le calcul du gain en surface obtenu, si un nœud régulier est sélectionné, se décompose
comme suit : la surface gagnée est égale à la somme des surfaces des deux blocs matériels
nécessaires à l’exécution des deux nœuds issus de Gi et de Gj moins la surface du bloc ma-
tériel exécutant les deux nœuds dans le graphe fusionné, moins la surface du multiplexeur
ajouté sur son entrée. Soit :
Weight(ui/uj) = Saved area = Area(ui) +Area(uj)− (Area(u) +Area(Mux)).
Si par simpliﬁcation on considère que :
Area(u) = Area(ui) = Area(uj),
ce qui est le plus souvent le cas, alors on obtient la formule donnée par l’équation 3.1.
Le calcul du gain en surface obtenu, si un nœud d’arc est sélectionné, correspond au
gain du multiplexeur sur l’entrée du bloc matériel exécutant les deux nœuds destinations
vi et vj .
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3.1.1.3 Étape 3 : Résolution de problème de clique de poids maximum
Aﬁn de déterminer l’ensemble d’appariements de nœuds et d’arcs compatibles permet-
tant de réduire au maximum la surface du chemin de données fusionné, Moreano utilise
la technique de recherche de la clique de poids maximum. La notion de clique est déﬁ-
nie dans la déﬁnition 3.3. L’algorithme utilisé est issu de « Cliquer » [83], implémentation
libre des travaux présentés dans [84]. Cet algorithme a été modiﬁé par l’équipe de Moreano
pour borner son temps d’exécution en un temps polynomial égal à |Vc| ; passé ce temps,
la recherche est arrêtée.
Définition 3.3 : Une clique est un ensemble de sommets deux à deux adjacents (notion
de graphe complet). On utilise parfois le terme p-clique ou encore clique de cardinalité p
pour désigner une clique contenant p nœuds.
La ﬁgure 3.5 donne la clique de poids maximum pour fusionner les graphes AG1 et
AG2 présentés précédemment (la clique de poids maximum est représentée en gras et les
nœuds qui la composent sont grisés).
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Graphe de compatibilité Clique de poids maximum(Wmax = 40+360+20+80)
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Fig. 3.5 – Exemple illustrant la troisième étape de l’algorithme de Moreano : résolution du
problème de clique de poids maximum. La clique de poids maximum est représentée en gras et les
nœuds qui la composent sont grisés.
3.1.1.4 Étape 4 : Reconstruction du graphe fusionné
Cette étape permet d’achever une itération de l’algorithme par la reconstruction du
graphe fusionné à partir de la clique de poids maximum. Chaque appariement de nœuds
de la clique correspond à un nœud dans le graphe fusionné. Chaque appariement d’arcs
correspond à un arc dans ce même graphe. Les nœuds et les arcs des deux graphes fu-
sionnés qui ne sont pas appareillés dans la clique de poids maximum sont ajoutés dans
le graphe fusionné. Lorsqu’un nœud dans le graphe fusionné représentant un appariement
comporte, sur une même entrée, deux arcs non appareillés, un multiplexeur est ajouté. La
ﬁgure 3.6 représente le graphe fusionné à partir de la clique de poids maximum déﬁnie lors
de l’étape précédente.
S’il reste des graphes en entrée, cette étape génère un graphe temporaire qui sera utilisé
comme graphe d’entrée pour la prochaine itération.
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Fig. 3.6 – Exemple illustrant la dernière étape de l’algorithme de Moreano : reconstruction du
graphe d’application fusionné à partir de la clique de poids maximum.
3.1.1.5 Discussion
Les travaux cités ci-dessus s’inscrivent totalement dans notre démarche et présentent
de très bon résultats en termes de réduction de surface. Par contre il est important de
noter ici que le but de ces travaux est d’obtenir le maximum de réutilisation des ressources
matérielles (unités fonctionnelles et interconnexions). En aucun cas la performance du che-
min de données résultant de la fusion n’est prise en compte. Or il est clair que pour une
architecture reconﬁgurable il y a une relation entre le partage de ressources matérielles et
les performances de celle-ci. Certains choix peuvent amener à baisser signiﬁcativement la
performance du chemin de données au proﬁt d’un gain en surface.
A travers l’étude et l’implémentation de la méthode proposée dans [81], il est rapide-
ment apparu que le gain en surface croit évidemment lors du partage de blocs fonctionnels
mais ce gain est largement diminué lorsque les interconnexions ne le sont pas. En eﬀet,
partager un bloc sans partager ses entrées oblige à ajouter des multiplexeurs, et ceux-ci
ont une surface proportionnelle à leur nombre d’entrées. Ce problème amène la question
suivante : Comment partager partiellement deux chemins de données en réduisant cet eﬀet
de bord ?
3.1.2 Concept de contournement d’opérateur
Les travaux présentés par Corazao dans [30] permettent de répondre partiellement à
cette question. Dans cet article est proposé une nouvelle approche de synthèse de haut
niveau pour circuit intégré spéciﬁque à une application comportant de nombreux chemins
de données (data-path-intensive ASIC). Cette approche, orientée pour la performance, fait
appel à des motifs déjà optimisés en tentant de les reconnaitre dans le ﬂot de données
d’une application. La clef de leur algorithme réside dans l’introduction de la notion de
contournement d’opérateur permettant une correspondance partielle entre un motif et une
partie de l’application (voir la déﬁnition 3.4).
Définition 3.4 : Un nœud de motif est dit contournable sur une certaine entrée si sa
valeur de sortie peut être égale à cette entrée en aﬀectant aux autres entrées des constantes
sans induire d’eﬀet de bord.
La ﬁgure 3.7 donne un exemple simple mettant en œuvre le contournement d’opéra-
teur. Dans cet exemple, le graphe fusionné est identique au graphe le plus grand en termes
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de nombre de nœuds. Cela est possible par le contournement de l’opérateur en grisé, un
additionneur, en plaçant la constante zéro sur son entrée (valeur qui peut être obtenue en
plaçant la constante zéro sur une des entrées du multiplieur en amont).
AG1
+
x x +
+
AG2
+
x +
AGfusionné
+
x x +
+
0
0
Fig. 3.7 – Exemple illustrant le concept de contournement d’opérateur.
On peut noter que le contournement d’un opérateur dyadique (c.-à-d. à deux entrées)
sur une certaine entrée peut se faire par aﬀectation de l’élément neutre sur l’autre entrée.
Il est facile de montrer que tous les opérateurs arithmétiques et logiques dyadiques sont
contournables. Ainsi, on peut déﬁnir la notion de chemin d’inhibition dans le but de
contourner un opérateur sans avoir à ajouter un multiplexeur pour y aﬀecter son élément
neutre sur son entrée. Cette nouvelle notion, même si elle n’est pas exploitée ici, permet
de déﬁnir si un opérateur complexe, c.-à-d. comportant plusieurs opérations arithmétiques
et/ou logiques chaînées, comporte des opérateurs contournables et, si c’est le cas, les valeurs
à aﬀecter sur ses entrées pour les contourner.
Par contre, d’autres types d’opérateurs (comme par exemple un opérateur mono-
adique, c.-à-d. à une entrée) ne sont pas contournables en utilisant leur élément neutre.
Ainsi, il est possible de contourner un opérateur de plusieurs manières.
– La première est d’aﬀecter directement sur la bonne entrée de l’opérateur son élément
neutre.
– La deuxième est d’aﬀecter la (les) bonne(s) valeur(s) en entrée du chemin d’inhibition
permettant d’appliquer l’élément neutre de l’opération sur l’entrée de l’opérateur à
contourner sans avoir à ajouter un multiplexeur.
– La dernière est d’ajouter, dans l’opérateur lui-même, la logique nécessaire à son
contournement.
Nous avons utilisé et étendu le concept de contournement d’opérateur pour la fusion de
chemin de données aﬁn de limiter l’ajout de multiplexeurs et ainsi d’optimiser la surface
et la performance du chemin de données fusionné. Malheureusement, ce concept ne résout
pas le problème d’augmentation non maitrisée du chemin critique.
3.1.3 Positionnement de la contribution au regard de l’état de l’art
Comme nous l’avons dit précédemment, les méthodes issues de la littérature permettent
de fusionner un ensemble de chemins de données en maximisant le gain en surface. De plus,
nous avons identiﬁé la possibilité d’accroître les gains en surface en utilisant la technique de
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contournement d’opérateur. Mais aucune méthode ne permet aujourd’hui de contraindre
le processus de fusion par des aspects de performance, plus généralement, d’eﬀectuer la
fusion d’opérateurs reconﬁgurables gros grain sous contraintes architecturales et technolo-
giques. C’est pour cette raison que nous nous sommes intéressés à la mise en place d’une
méthode permettant à la fois, (1) de fusionner un ensemble de chemins de données en
maximisant le gain en surface, (2) tout en donnant la possibilité d’ajouter des contraintes
sur la performance de la solution.
Pour atteindre cet objectif, il était nécessaire de modéliser le problème global de fusion
de chemins de données pour la minimisation de la surface tout en ajoutant des contraintes
modélisant les limitations technologiques. Une limitation de ce type peut être, par exemple,
de ne pas dépasser, dans le chemin de données ﬁnal, la longueur du chemin critique le plus
long parmi les chemins de données à fusionner.
3.2 Modèle de contraintes pour la fusion de chemins de don-
nées
3.2.1 Aperçu de l’algorithme
L’algorithme développé est schématisé par le ﬁgure 3.8. L’approche itérative de Mo-
reano a été conservée. En eﬀet les motifs sont fusionnés deux à deux et le résultat d’une
itération est un motif temporaire utilisé comme entrée de l’itération suivante.
Lors de l’étape de fusion, on retrouve la génération du graphe de compatibilité à partir
des appariements. Ensuite vient l’étape de génération des contraintes pour la recherche
de la clique de poids maximum ainsi que pour les deux options que sont les problèmes du
chemin critique et de l’ajout de multiplexeurs sur le chemin critique.
La génération des contraintes pour le problème du chemin critique permet d’assurer
que la longueur du chemin critique de la solution recherchée ne dépasse pas le chemin
critique le plus long en entrée. Quant au problème d’ajout de multiplexeurs sur le chemin
critique, cela permet d’assurer que le chemin critique de la solution recherchée ne com-
porte pas plus d’un certain nombre de multiplexeurs. De plus, il est possible de spéciﬁer
le nombre maximum d’opérateurs contournés sur un même chemin.
Enﬁn l’étape dite d’optimisation consiste à résoudre le problème de la clique de poids
maximum sous les contraintes générées précédemment.
Dans le cas où la longueur du chemin critique ne doit pas augmenter (option du pro-
blème du chemin critique), les motifs en entrée sont ordonnés. L’ordre déﬁni est décroissant
en termes de chemin critique c’est à dire du motif ayant le plus grand chemin critique jus-
qu’au motif ayant le plus petit chemin critique.
La procédure de mise à jour est appliquée à la ﬁn d’une itération au nouvel ensemble
de motifs composé de tous les motifs déjà fusionnés. Cette procédure injecte à ces motifs
les informations concernant le partage des nœuds et la position du ou des multiplexeurs
ajoutés sur les chemins critiques. Cette procédure n’est utilisée que pour l’option du pro-
blème d’ajout de multiplexeurs sur le chemin critique.
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Fig. 3.8 – Aperçu de l’algorithme de fusion de chemins de données
3.2.2 Intégration et généralisation du concept de contournement d’opé-
rateur
Le concept de contournement d’opérateur à été intégré sous la forme d’un nouveau type
de nœud dans le graphe de compatibilité dit nœud « de chemin » et noté (ui, wi, ..., vi)/(uj , vj).
Ce type représente la même idée que pour le type nœud « d’arc » mais cette fois l’arc à
gauche de l’appariement (appartenant donc au motif temporaire) est un chemin qui part
du nœud source ui et qui arrive au nœud destination vi en traversant des opérateurs
contournables (wi, ...).
Le poids associé à ce nouveau type est de fait très proche de celui d’un nœud d’arc
tout en prenant en compte le surcoût en surface lié au possible ajout de logique pour
contourner l’opérateur (voir section 3.1.2). Si aucune logique n’est nécessaire, ce poids est
égal à un multiplexeur. Il peut arriver que ce poids soit négatif si la surface de la logique
nécessaire au contournement est supérieure à celle d’un multiplexeur. Ce poids est donné
par la formule 3.3 où Area((ui, wi, ..., vi)) représente le surcoût en surface nécessaire au
contournement des opérateurs entre les nœuds source et destination.
weight((ui, wi, ..., vi)/(uj , vj)) = Area(Mux)−Area((ui, wi, ..., vi)) (3.3)
3.2.3 Conditions de compatibilité entre appariements
Dans le graphe de compatibilité, un nœud représente un appariement et un arc la com-
patibilité entre deux appariements. La notion de compatibilité, introduite pécédemment
(3.1.1.2), assure la cohérence de la solution. Le tableau 3.1 donne les conditions de com-
patibilité entre les diﬀérents types de nœuds du graphe de compatibilité dont le nouveau
type nœud de chemin. Rappelons qu’il y a trois types d’appariement, les appariements de
nœuds, d’arc et de chemin.
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3.2.3.1 Compatibilité entre deux appariements de nœuds
Deux appariements de nœuds (ui/uj) et (u′i/u
′
j) issus des graphes AGi et AGj sont
compatibles si les nœuds sources de AGi (ui et u′i) et les nœuds destinations de AGj (uj
et u′j) sont diﬀérents. Cela impose qu’il n’existe pas d’arc dans le graphe de compatibilité
entre deux appariements si un nœud appartenant au même graphe est présent dans les
deux appariements. Ceci est aussi valable pour la compatibilité entre les autres types
d’appariements.
3.2.3.2 Compatibilité entre un appariement de nœuds et d’arcs
La compatibilité entre un appariement de nœuds et d’arcs peut être vu comme la
composition de deux compatibilités de nœuds. Ainsi, un appariement de nœuds (ui/uj)
et d’arcs (u′i, v
′
i)/(u
′
j , v
′
j) sont compatibles si les deux appariements de nœuds formant
l’appariement d’arc ((u′i, u
′
j) et (v
′
i, v
′
j)) sont compatibles avec l’appariement de nœuds
(ui/uj). Cela se traduit par la formule suivante :
(ui 6= u′i ∧ uj 6= u′j) ∧ (ui 6= v′i ∧ uj 6= v′j)
De plus, il y a compatibilité entre un appariement de nœuds et d’arcs, si un des
deux appariements de nœuds formant l’appariement d’arc est identique à l’appariement
de nœuds. Cela se traduit par la formule suivante :
(ui = u
′
i ∧ uj = u′j) ∨ (ui = v′i ∧ uj = v′j)
3.2.3.3 Compatibilité impliquant un appariement de chemin
La compatibilité impliquant un appariement de chemin est quasi identique à celle utili-
sée pour un appariement d’arc. La seule diﬀérence est que l’on spéciﬁe que tous les nœuds
sur le chemin sont diﬀérents des nœuds du même AG impliqués dans l’autre appariement.
Cela se traduit, dans le cas de deux appariements de type chemin (ui, wi, ..., vi)/(uj , vj) et
(u′i, w
′
i, ..., v
′
i)/(u
′
j , v
′
j), par la formule suivante :
[(ui 6= u′i ∧ uj 6= u′j) ∨ ((vi 6= v′i ∧ vj 6= v′j)]∧
(∀n∈(u′i,w′i,...,v′i)(n 6= ui) ∧ n 6= vi)∧
(∀n∈(ui,wi,...,vi)(n 6= u′i) ∧ n 6= v′i)
appariement appariement
appariement de chemin
de nœuds d’arcs
(u′i/u
′
j) (u
′
i, v
′
i)/(u
′
j , v
′
j) (u
′
i, w
′
i, ..., v
′
i)/(u
′
j , v
′
j)
(ui = u
′
i ∧ uj = u′j)∨ (ui = u′i ∧ uj = u′j)∨
appariement de nœuds ui 6= u′i∧ (ui = v′i ∧ uj = v′j)∨ (ui = v′i ∧ uj = v′j)∨
(ui/uj) uj 6= u′j (ui 6= u′i ∧ uj 6= u′j∧ [ui 6= u′i ∧ uj 6= u′j∧
ui 6= v′i ∧ uj 6= v′j) ui 6= v′i ∧ uj 6= v′j ∧ (∀n∈(u′i,w′i,...,v′i)n 6= ui)]
appariement d’arcs (ui 6= u′i ∧ uj 6= u′j)∨ [(ui 6= u′i ∧ uj 6= u′j) ∨ ((vi 6= v′i ∧ vj 6= v′j)]∧
(ui, vi)/(uj , vj) (vi 6= v′i ∧ vj 6= v′j) (∀n∈(u′i,w′i,...,v′i)(n 6= ui) ∧ n 6= vi)
appariement de [(ui 6= u′i ∧ uj 6= u′j) ∨ ((vi 6= v′i ∧ vj 6= v′j)]∧
chemin (∀n∈(u′i,w′i,...,v′i)(n 6= ui) ∧ n 6= vi)∧
(ui, wi, ..., vi)/(uj , vj) (∀n∈(ui,wi,...,vi)(n 6= u′i) ∧ n 6= v′i)
Tab. 3.1 – Conditions de compatibilité entre les diﬀérents types d’appariements.
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3.2.4 Modèle pour la recherche de clique de poids maximum
Pour être capable de déterminer la clique de poids maximum au sein du graphe de
compatibilité GC = (Vc, Ec), chaque nœud u ∈ Vc est modélisé par une variable Selu
déﬁnie sur l’ensemble {0, 1}. Cette variable Selu vaut 1 si le nœud u fait partie de la clique
de poids maximum, sinon elle est égale à 0.
Une clique dans le graphe de compatibilité est déﬁnie par la contrainte 3.2.1. Cette
contrainte impose, pour chaque paire de nœuds non connectés dans le graphe de compa-
tibilité, car non compatibles, qu’ils ne peuvent pas être sélectionnés dans la clique. Donc,
forcément une des deux variables Sel associées à ces nœuds doit être diﬀérente de 1.
Pour déterminer la clique de poids maximum dans le graphe de compatibilité la variable
Sum, déﬁnie par la contrainte 3.2.2, doit être maximisée. Rappelons que le poids weight(u)
associé à un appariement, déﬁni par les équations 3.1, 3.2 et 3.3, représente le gain de
surface obtenu si l’appariement est sélectionné.
Contrainte 3.2.1
∀(uc, vc) /∈ Ec : Seluc 6= 1 ∨ Selvc 6= 1
Contrainte 3.2.2
Sum =
∑
u∈Vc
Selu · weight(u)
Suite à ces travaux, pour améliorer l’eﬃcacité de la recherche de clique de poids maxi-
mum, une contrainte spéciﬁque (Clique) a été développée au sein du solveur JaCoP. Cette
contrainte prend deux paramètres, un graphe non-orienté et une variable (à domaine ﬁni)
déﬁnissant une taille de clique. La contrainte assure que les variables Sel associées à chaque
nœud du graphe valent 1 si les nœuds concernés font partie d’une même clique. Un méca-
nisme de propagation spécialement dédié à cette nouvelle contrainte, basé sur l’algorithme
proposé par Régin [94], permet d’améliorer l’eﬃcacité de celle-ci par rapport à la contrainte
3.2.1. A titre d’exemple, il n’a fallu qu’environ deux secondes à la contrainte Clique pour
trouver une clique dans un graphe comportant 2 122 nœuds et 2 116 470 arcs.
Pour assurer la cohérence de la solution, les contraintes 3.2.3 et 3.2.4 sont déﬁnies.
La première de ces contraintes modélise le fait qu’un appariement d’arcs est sélectionné
seulement si les appariements de nœuds source et destination sont aussi sélectionnés. La
seconde contrainte modélise la même idée pour un appariemement de chemins. Sans ces
contraintes, une connexion entre deux blocs matériels (avec ou sans contournement d’opé-
rateurs) peut être partagée alors que les blocs ne le sont pas, ce qui n’a aucun sens.
Contrainte 3.2.3
∀uc = (ui, vi)/(uj , vj) ∈ Vc : Seluc ⇔ Sel(ui,vi) = 1 ∧ Sel(uj ,vj) = 1
Contrainte 3.2.4
∀uc = (ui, wi, ..., vi)/(uj , vj) ∈ Vc : If Seluc = 1 then Sel(ui,wi,...,vi) = 1 ∧ Sel(uj ,vj) = 1
La ﬁgure 3.9 représente le graphe de compatibilité pour la fusion des deux graphes
d’application AG1 et AG2. La clique de poids maximum est en gras et les nœuds qui la
composent sont grisés. Le graphe fusionné, généré à partir de la clique en gras, est aussi
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représenté sur cette ﬁgure.
Il est important de noter que plus les deux AG à fusionner sont similaires, tant au niveau
structurel qu’au niveau des opérations qu’ils représentent, plus le graphe de compatibilité
est grand et dense et donc plus la clique de poids maximum est diﬃcile à déterminer.
De plus, l’utilisation du contournement d’opérateurs implique l’ajout des appariements de
chemin et donc augmente la taille du graphe de compatibilité.
3.2.5 Modèles pour le problème d’augmentation du chemin critique
Le fait est que la longueur du chemin critique du motif fusionné est rarement égale
au plus long chemin critique des motifs à fusionner. Il y a deux raisons qui amènent
une augmentation du chemin critique du motif fusionné : la première est le contournement
d’opérateur et la seconde l’ajout de multiplexeur. Nous proposons un modèle de contraintes
permettant de limiter l’augmentation de la longueur du chemin critique du motif fusionné
dans chacun de ces deux cas.
3.2.5.1 Problème d’augmentation du chemin critique par contournement d’opé-
rateur
Quand l’algorithme de fusion utilise des opérateurs contournés, la longueur du chemin
critique peut augmenter. C’est le cas, par exemple, pour le second motif AG2 de la ﬁgure
présentée précédemment 3.7, dont le chemin critique à été allongé par le nœud contourné
en gras représentant un additionneur.
La longueur du chemin critique du motif fusionné est calculé à partir des motifs déjà
fusionnés. Ainsi, le chemin critique le plus long parmi les motifs déjà traités correspond au
chemin critique du motif fusionné. L’objectif dans notre approche est d’ajouter, au niveau
des motifs initiaux déjà fusionnés, le délai correspondant à l’ajout d’un nœud contourné
sur un de ses chemins. Cet objectif a été atteint en remplaçant un motif initial par un
nouveau motif contenant ce délai. Ainsi, dans ce nouveau motif, chaque arc (uj , vj) ∈ Ej
venant d’un nœud de chemin est remplacé par un chemin contenant un nœud additionnel
appelé nœud spécial ou special node noté SN . Ensuite, une contrainte est utilisée pour
limiter la longueur du chemin critique au niveau des motifs déjà fusionnés.
La ﬁgure 3.10 montre l’exemple d’un nœud de chemin et une partie du motif modiﬁé
en conséquence de cette règle. Dans cet exemple, le nœud t2 est contourné dans le motif
fusionné temporaire pour être appareillé avec l’arc (i1, i2) du motif en entrée. Dans ce cas,
le retard introduit par le calcul du nœud contourné doit être prise en compte si le nœud
de chemin (t1, t2, t3)/(i1, i2) est sélectionné dans la clique de poids maximum. Il en résulte
que le nouveau motif en entrée contient les mêmes nœuds que dans sa forme originale plus
le super nœud SN .
Chaque nœud u ∈ Vj du nouveau motif est modélisé par deux variables : Startu et
Delayu. La variable Startu représente la date de début d’exécution de l’opération repré-
sentée par le nœud u. La variable Delayu représente, pour les nœuds réguliers, le retard
introduit par le calcul modélisé par u (notée Latency(u)). Pour les nœuds des deux autres
types DelaySNu vaut 0 si le nœud chemin correspondant dans le graphe de compatibilité
n’est pas sélectionné dans la clique de poids maximum, sinon, cette variable est égale au
retard introduit par le chemin correspondant (chemin issu du motif temporaire) comme le
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Fig. 3.9 – Graphe de compatibilité pour la fusion de deux graphes d’application, la clique de
poids maximum (en gras et grisée) et le graphe d’application fusionné.
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Motif fusionné temporaire
Motif original en entrée
Nouveau motif en entrée
t1
t2
t3 nœud chemindans 
le graphe de compatibilité i1
i2
SN
i1
i2
(t1,t2,t3)/(i1,i2)
Fig. 3.10 – Exemple d’ajout d’un super nœud SN
déﬁnit la contrainte 3.2.5.
Les dépendances de données concernant le nouveau motif sont imposées par la contrainte
3.2.6. La latence du chemin critique est limitée par la contrainte 3.2.7 où ONS est l’en-
semble des nœuds de sortie du nouveau motif (ONS signiﬁe Output Node Set) et CPLmax
est la latence limite imposée du chemin critique (CPL signiﬁe Critical Path Latency).
Contrainte 3.2.5
∀u ∈Vc, u = (ui, wi, ..., vi)/(uj , vj) :
DelaySNu = Selu ·
∑
n∈ui,wi,...,vi
Latency(n)
Contrainte 3.2.6
∀(uj , vj) ∈ E′j : Startuj +Delayuj ≤ Startvj
Contrainte 3.2.7
∀u ∈ ONS : Startu +Delayu ≤ CPLmax
3.2.5.2 Problème d’allongement du chemin critique par ajout de multiplexeur
Lorsque deux nœuds issus de deux motifs sont appareillés et partagent donc le même
nœud dans le motif fusionné, des multiplexeurs peuvent être ajoutés. Cela se produit
typiquement si les arcs en entrée de ces nœuds ne sont pas appareillés.
La ﬁgure 3.11 montre un exemple de deux appariements. Le premier nécessite un mul-
tiplexeur mais pas le second, car il partage l’arc entier. Cela peut aussi arriver que des
multiplexeurs soient ajoutés sur le chemin critique. Dans le but de minimiser la latence du
motif fusionné, il est nécessaire d’imposer une condition sur le nombre de multiplexeurs
sur le chemin critique. Nous avons modélisé cela par l’ajout de nouvelles contraintes.
Tout d’abord, la latence initiale du chemin critique le plus long parmi les motifs en
entrée de l’algorithme, CPLinit, est calculée pour tous les motifs P1, ..., Pk de la façon
suivante. Latency(Pi) représente le calcul de la latence du motif Pi.
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Fig. 3.11 – Exemple d’ajout d’un multiplexeur
CPLinit = Max{Latency(P1), ..., Latency(Pk)},
Ensuite, à chaque itération de l’algorithme on compare la longueur du chemin critique
passé en paramètre, CPLmax, avec la latence de chaque motif déjà fusionné ainsi que le
motif à fusionner. Puis, pour chaque motif Pi avec Latency(Pi) = CPLmax, un ensemble
SNCPi est généré. Cet ensemble contient tous les nœuds se trouvant sur le chemin critique
du motif Pi (SNCP signiﬁe Set of Node on Critical Path).
A noter que CPLmax ne peut pas être plus petit que CPLinit. De plus, CPLmax ne
correspond pas exactement à la longueur du chemin critique à ne pas dépasser car celle-ci
peut augmenter en fonction du nombre de multiplexeurs pouvant être ajoutés, notéMNM
(Maximum Number of Multiplexer). La longueur maximale du chemin critique est exacte-
ment égale à CPLmax +MNM ∗Delaymux où Delaymux représente le délai de traversée
d’un multiplexeur 2 vers 1.
Pour exprimer les conditions sur les multiplexeurs, deux autres ensembles sont déﬁnis
pour chaque nœud ui ∈ SNCPi. Ces ensembles, notés SSNui et SSN ′ui (SSN signiﬁe
Set of Selected Nodes), contiennent les variables Selui associées aux nœuds du graphe de
compatibilité GC et sont générés par l’algorithme 1. Si au moins une variable de l’ensemble
SSNui est égale à 1, cela signiﬁe que le nœud correspondant dans le GC a été sélectionné
et le nœud ui est partagé dans le motif fusionné résultant. De manière similaire, si la valeur
d’une variable de l’ensemble SSN ′ui vaut 1, cela signiﬁe que le nœud correspondant dans
le GC a été sélectionné et que l’arc entier est fusionné (le nœud ui est le nœud destination
dans l’arc fusionné).
Chaque nœud ui ∈ SNCPi est modélisé par deux variables :NbMuxEntreui etMuxui .
La variable NbMuxEntreui représente le nombre de multiplexeurs sur le chemin critique
avant ui. La variable multiplexeur Muxui est déﬁnie par la contrainte 3.2.8. La valeur de
cette variable est égale à 1 si le multiplexeur est ajouté, 0 sinon.
La première condition de la contrainte 3.2.8 spéciﬁe qu’un multiplexeur existe déjà.
En eﬀet, nous déterminons l’existence d’un multiplexeur en fonction de la variable notée
TNMui (Temporary Number of Multiplexer). Cette variable représente le nombre tem-
poraire de multiplexeurs sur les entrées d’un nœud ui se trouvant sur le chemin critique
dont la longueur ne peut augmenter. Elle est aﬀectée pendant l’étape de mise à jour de
l’algorithme. Si un multiplexeur a déjà été ajouté en entrée du nœud ui, alors TNMui est
supérieure à 0, sinon TNMui vaut 0.
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Algorithme 1 Génération des ensembles SSN
// SNCPi : ensemble de nœuds sur le chemin critique
// SSN : ensemble de nœuds réguliers sélectionnés dans le graphe de compatibilité
// SSN ′ : ensemble de nœuds d’arc et de chemin sélectionnés dans le graphe de
compatibilité
// Vc : ensemble de nœuds du graphe de compatibilité
pour tout ui tel que ui ∈ SNCPi faire
SSNui = ∅, SSN ′ui = ∅
pour tout u tel que u ∈ Vc faire
si (u = ui/uj) alors
SSNui = SSNui ∪ {Selu}
sinon si u = (vi, ui)/(uj , vj) ∧ vi ∈ SNCPi alors
SSN ′ui = SSN
′
ui
∪ {Selu}
sinon si u = (vi, wi, .., ui)/(uj , vj) ∧ vi ∈ SNCPi alors
SSN ′ui = SSN
′
ui
∪ {Selu}
fin si
fin pour
fin pour
La deuxième condition signiﬁe qu’il n’y a pas de multiplexeur pour le moment (TNMui =
0), de plus, le nœud ui est impliqué dans un appariement de nœuds mais pas d’arc ni de
chemin (SSNui 6= ∅∧SSN ′ui = ∅). Dans ce cas, un multiplexeur sera ajouté si au moins un
des appariements de nœuds impliquant ui dans le graphe de compatibilité est sélectionné.
Cette condition est modélisée par la variable booléenne R1.
La troisième condition déﬁnit une situation où un multiplexeur n’existe pas et ui est
impliqué à la fois dans un appariement de nœuds et d’arcs (ou de chemin). Formellement
cela se traduit par TNMui = 0 ∧ SSNui 6= ∅ ∧ SSN ′ui 6= ∅. Ici c’est la variable booléenne
R2 qui déﬁnit l’ajout d’un multiplexeur, elle vaut 1 si R1 = 1 et si aucun des appariements
d’arc ou de chemin dont ui est le nœud destination n’est sélectionné (c.-à-d. lorsque la
variable booléenne R = 1).
La dernière condition exprime le cas où il n’y a pas de multiplexeur et il ne sera pas
nécessaire d’en ajouter un car ui n’est pas appareillé avec un autre nœud. En eﬀet, l’en-
semble SSNui est vide ce qui signiﬁe qu’il n’existe pas de nœud de la clique impliquant
ui.
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Contrainte 3.2.8
Muxui =


1 si TNMui > 0
R1 si TNMui = 0 ∧ SSNui 6= ∅ ∧ SSN ′ui = ∅
R2 si TNMui = 0 ∧ SSNui 6= ∅ ∧ SSN ′ui 6= ∅
0 si TNMui = 0 ∧ SSNui = ∅
R1 ⇔
∑
Sel∈SSNui
Sel > 0
R2 = R1 ·R, where R⇔
∑
Sel∈SSN ′ui
Sel = 0
Un exemple simple reprenant les deux motifs de la ﬁgure 3.11 permet de mieux ap-
préhender la déﬁnition de la variable Muxui , il est illustré sur la ﬁgure 3.12. Dans cet
exemple, le chemin critique maximum autorisé est égal au chemin critique du motif AG1,
soit CPLmax = CPLinit = Latency(AG1), donc SNCP1 = {u1, v1, w1}. Le graphe de
compatibilité est représenté sur la ﬁgure, tous les nœuds de ce graphe sont compatibles
entre eux, ils sont donc reliés par des arcs.
A partir de l’ensemble des nœuds sur le chemin critique, SNCP1, les deux ensembles
SSN et SSN ′ sont créés pour chacun de ces nœuds. Les contenus de ces ensembles après
avoir exécuté l’algorithme 1 sont les suivants :
SNCP1 = u1, v1, w1
u1 SSNu1 = ∅ v1 SSNv1 = {Selcn1} w1 SSNw1 = {Selcn2}
SSN ′u1 = ∅ SSN ′v1 = ∅ SSN ′w1 = {Selcn3}
Maintenant, nous allons étudier pour cet exemple les variables Muxu1 , Muxv1 et
Muxw1 qui permettent de déterminer si il y a ajout de multiplexeur sur le chemin critique
(u1, v1, w1). L’hypothèse que nous faisons est qu’il n’existe pas déjà de multiplexeur sur
ce chemin donc le nombre temporaire de multiplexeurs en entrée des nœuds sur le chemin
critique vaut 0 (TNMu1 = TNMv1 = TNMw1 = 0).
– Concernant le nœud u1, comme il n’est appareillé à aucun nœud de l’AG2 (SSNu1 =
∅) et qu’il n’y a pas déjà de multiplexeur sur une de ses entrées (TNMu1 = 0) alors
d’après la contrainte 3.2.8 Muxu1 = 0 donc aucun multiplexeur ne peut être ajouté
en entrée de u1.
– Pour le nœud v1, il est impliqué dans l’appariement de nœuds cn1 donc SSNv1 6= ∅
mais dans aucun appariement d’arc ni de chemin donc SSN ′v1 = ∅. Selon la contrainte
3.2.8, la variableMuxv1 est donc égale à R1. Dans ce cas, un multiplexeur est ajouté
en entrée de v1 si l’appariement de nœuds cn1 est sélectionné (Selcn1 = 1), ce qui
signiﬁe en fait que dans l’AG fusionné, v1 est fusionné mais pas ses arcs d’entrée.
– Pour le nœud w1, il est impliqué dans l’appariement de nœuds cn2 et d’arcs cn3
donc SSNw1 6= ∅ et SSN ′w1 6= ∅. Selon la contrainte 3.2.8, la variable Muxw1 est
donc égale à R2. Dans ce cas, un multiplexeur est ajouté en entrée de w1 dans le
cas où l’appariement de nœuds cn2 est sélectionné mais pas l’appariement d’arcs cn3
(Selcn2 = 1 ∧ Selcn3 = 0). Dans tous les autres cas de ﬁgure, aucun multiplexeur
n’est ajouté.
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Fig. 3.12 – Exemple illustrant le modèle de contraintes pour le problème d’augmentation du
chemin critique par ajout de multiplexeur. Le modèle permet de sélectionner la Clique7 si au
moins un multiplexeur peut être ajouté sur le chemin critique {u1, v1, w1}.
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Dans le but de satisfaire la condition relative au nombre de multiplexeurs sur le chemin
critique, les contraintes 3.2.9 et 3.2.9 sont imposées. La contrainte 3.2.9 prend en compte la
dépendance de données entre les nœuds contenus dans l’ensemble SNCPi. Ces contraintes
permettent de calculer le nombre de multiplexeurs sur le chemin critique du motif Pi. La
contrainte 3.2.10 limite le nombre de multiplexeurs. ONS′ représente l’ensemble des nœuds
de sortie (Output Node Set) dans SNCPi et MNM le nombre maximum de multiplexeurs
(Maximum Number of Multiplexer) admis sur le chemin critique du motif Pi.
Contrainte 3.2.9
∀ui, vi ∈ SNCPi, (ui, vi) ∈ Ei : NbMuxEntreui +Muxui ≤ NbMuxEntrevi
Contrainte 3.2.10
∀u ∈ ONS′ : NbMuxEntreu +Muxu ≤MNM
Si nous reprenons l’exemple précédent et que l’on spéciﬁe qu’aucun multiplexeur ne
doit être ajouté sur le chemin critique (MNM vaut 0), alors notre modèle de contraintes
assure qu’aucune clique ne sera sélectionnée. En conséquence, les deux AG ne partagent
aucun nœud, ni aucun arc. En eﬀet, il y a sept cliques dans le graphe de compatibilité de
la ﬁgure 3.12 :
– Clique1 = {cn1}
– Clique2 = {cn2}
– Clique3 = {cn3}
– Clique4 = {cn1, cn2}
– Clique5 = {cn1, cn3}
– Clique6 = {cn2, cn3}
– Clique7 = {cn1, cn2, cn3}
Dans les cas où cn1 est sélectionné, un multiplexeur est ajouté en entrée de v1, donc
les cliques 1, 4, 5 et 7 ne peuvent pas être sélectionnées. La clique 2 ne peut pas l’être non
plus car cela implique l’ajout d’un multiplexeur en entrée de w1. Enﬁn les cliques 3 et 6
ne sont pas sélectionnées car elles ne remplissent pas la contrainte 3.2.3 qui impose qu’un
appariement d’arcs ne peut être sélectionné que si les deux appariements de nœuds qui le
composent le sont aussi. En d’autres termes, si cn3 est sélectionné, alors cn1 et cn2 le sont
aussi.
Si par contre, on spéciﬁe qu’un multiplexeur peut être ajouté sur le chemin critique
(MNM vaut 1), alors il est clair que c’est la clique 7 qui est sélectionnée car son poids est
forcément le plus grand.
3.3 Résultats
Le modèle de contraintes pour la fusion de chemins de données présenté permet d’ob-
tenir des résultats aussi bons, voire meilleurs, que ceux présentés par Moreano dans [81] et
cela notamment grâce à l’utilisation et à la généralisation de la notion de contournement
d’opérateur mais surtout par la modélisation de contraintes sur l’ajout de multiplexeur.
Pour illustrer cela, prenons un exemple représentatif de l’amélioration apportée par notre
approche (ﬁgure 3.13). Dans cet exemple on peut observer la diﬀérence entre le résultat
obtenu par l’approche de Moreano (3.13(b)) et la nôtre (3.13(c)). Cet expérimentation a
été eﬀectuée avec les contraintes suivantes :
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– la longueur du chemin critique ne doit pas augmenter,
– aucun multiplexeur ne peut être ajouté sur le chemin critique,
– il est possible de contourner un nœud (le nœud +1 est eﬀectivement contourné dans
le chemin de données fusionné).
+0
+1
*2
+3
*4 +5
+6
*7
(a) Chemin de données à fusionner
+0/+5
mux3
+1/+6
mux1
*2
+3
mux0
*4/*7
(b) Résultat obtenu avec l’approche de Moreano
+0/+6
+1
*2
+3/+5
*4/*7
(c) Résultat obtenu avec notre système
Fig. 3.13 – Comparaison entre l’approche de Moreano et la notre : exemple représentatif.
Dans le but d’évaluer la qualité de notre méthode de fusion de chemins de données
nous avons procédé à plusieurs expérimentations dont les résultats ont été présentés à la
conférence internationale DSD (Digital System Design) en 2009 [118]. Toutes les expéri-
mentations ont été exécutées sur un processeur Intel Core Duo à 2GHz sous le système
d’exploitation Mac OSX. Les expérimentations ont été faites en deux temps.
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3.3.1 Comparaison avec l’approche de Moreano
Dans un premier temps, nous avons comparé les résultats obtenus avec notre approche
avec ceux présentés par [81].
Le tableau 3.3 rassemble les résultats détaillés pour trois expérimentations faites sur
l’application EPIC decoder issue de [81]. Cette application est représentée par trois AG
comportant chacun une dizaine de nœuds et d’arcs. Ces expérimentations ont été eﬀec-
tuées en utilisant diﬀérentes options d’optimisation (données dans le tableau 3.2). Elles
illustrent la possibilité oﬀerte par notre système d’eﬀectuer une exploration de l’espace de
conception sous contraintes de synthèse d’architecture.
La première expérimentation (Exp. 1) correspond à celle que l’on trouve à l’origine
dans [81] où seuls les nœuds et les arcs (N et E) sont partagés. Dans ce cas, notre système
obtient les mêmes résultats que dans [81].
Dans la deuxième expérimentation (Exp. 2), l’option de partage des chemins (utilisant
le contournement d’opérateur) a été utilisée acceptant ici un maximum de deux nœuds
contournés sur un chemin (P=2). Cela permet de réduire le nombre de multiplexeurs de
40% et le nombre d’arcs de 16%.
Dans la dernière expérimentation (Exp. 3), le chemin critique ne peut pas augmenter
à cause de l’insertion de nœuds contournés (CP=Yes) et le nombre de multiplexeurs est
limité à deux sur ce chemin (NM=2). Le motif fusionné résultant comporte en plus deux
nœuds, un arc et un multiplexeur comparé à la deuxième expérimentation.
Expérimentation N E P CP NM
Exp. 1
√ √
Exp. 2
√ √
2
Exp. 3
√ √
2
√
2
Tab. 3.2 – Détail des expérimentations eﬀectuées sur l’application EPIC decoder.
Le système permet d’obtenir des cliques de poids maximum optimales. Par ailleurs, il
prouve leur optimalité.
Graphe de compatibilité Appariements sélectionnés dans la Temps Caractéristiques du Gain en
Expérimentation Appariements
Arcs
clique de poids max. d’exécution motif fusionné surface
de nœuds d’arcs de chemin de nœuds d’arcs de chemin (seconde) Nœuds Arcs Mux (en %)
Exp. 1
fusion 1 31 15 0 858 10 6 0 1.02
18 30 5 48
fusion 2 49 31 0 2717 15 9 0 0.85
Exp. 2
fusion 1 31 15 8 1151 10 6 1 3.71
18 25 3 50
fusion 2 49 28 12 3225 15 9 2 1.24
Exp. 3
fusion 1 31 15 2 1151 9 6 0 1.18
20 29 4 45
fusion 2 49 28 12 3225 13 8 1 2.15
Tab. 3.3 – Résultats pour l’application "EPIC decoder" issue de [81].
3.3.2 Résultat sur un ensemble d’applications multimédia
Dans un second temps, nous avons réalisé des expérimentations sur des ensembles de
motifs identiﬁés par notre système sur les applications de traitement du signal numérique
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de la suite de tests MediaBench [68].
Les graphiques (3.14, 3.16, 3.17) montrent les diﬀérents résultats obtenus pour l’en-
semble de motifs identiﬁés par notre système UPaK1 pour les applications DSP de la suite
de tests Mediabench [68].
Pour chaque application venant de la suite de tests Mediabench, cinq expérimentations
ont été eﬀectuées avec diﬀérentes options comme le montre le tableau 3.4 (N, E, P, CP et
NM sont les mêmes que précédemment).
Expérimentation N E P CP NM
Exp. 1
√
Exp. 2
√ √
2
Exp. 3
√ √
0
Exp. 4
√ √
2
√
0
Exp. 5
√ √
2
√
2
Tab. 3.4 – Détail des expérimentations eﬀectuées sur les applications multimédia sélectionnées.
Tout d’abord, le graphique 3.14 donne les gains en surface par rapport à la surface
de l’ensemble des chemins de données à fusionner. Les surfaces ont été obtenues après
une synthèse logique avec comme cible un FPGA Altera Stratix2 (EP2560 FC675 -4). Ces
surfaces sont données en nombre d’atomes combinatoires (noté CA) pour des opérateurs
sur des données de 32 bits. Entre parenthèses, après chaque nom d’application, est donné
le nombre de chemins de données fusionnés.
Le graphique 3.15 montre les gains moyens en surface (sans la surface de l’intercon-
nexion) pour les cinq expérimentations. Toutes les cliques trouvées durant la fusion de
motifs ont été prouvées comme étant de poids maximum optimal.
Une première analyse de ces résultats démontre qu’en moyenne le meilleur gain en
surface est obtenu lorsque l’on eﬀectue tous les types d’appariements possibles par l’ex-
périmentation 2 qui obtient 67,67% de gain. Le plus faible gain, de 41.07%, est obtenu
avec l’expérimentation 3 dans laquelle aucun contournement d’opérateur, ni aucun ajout
de multiplexeur sur le chemin critique n’est possible. Entre ces deux extrêmes, se trouve
l’expérimentation 1 dans laquelle seuls les nœuds peuvent être appareillés sans aucune res-
triction sur la dégradation des performances temporelles du chemin de données fusionné.
L’expérimentation 4 est la plus contraignante car elle combine le plus grand nombre de
contraintes, celle de ne pas augmenter la longueur du chemin critique ni par le contourne-
ment d’opérateur (même si il est possible d’utiliser cette technique sur d’autre chemin), ni
par l’ajout de multiplexeur. Néanmoins, un gain moyen en surface de 50,47% est obtenu
avec cette expérimentation. La cinquième et dernière expérimentation est la plus intéres-
sante car elle montre qu’il est possible d’obtenir en moyenne des gains en surface presque
aussi bon qu’avec l’expérimentation 2 et meilleurs qu’avec l’expérimentation 1 tout en as-
surant que la longueur du chemin critique ne peut augmenter, au plus, de 2 multiplexeurs.
Le graphique 3.16 permet de mieux comprendre les résultats de surface en fonction
des expérimentations en donnant le nombre d’arcs dans le chemin de données fusionné.
1Abstract Unified Patterns Based Synthesis Kernel for Hardware and Software Systems, voir 2.3.4.1.
Résultats 83
Fig. 3.14 – Gains en surface obtenus (en %) pour le FPGA Stratix2 EP2560 FC675 -4.
Fig. 3.15 – Gains moyens en surface en % (sans la surface de l’interconnexion) pour les cinq
expérimentations pour le FPGA Stratix2 EP2560 FC675 -4.
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Il est clair que la diﬀérence de gain en surface entre les expérimentations 3 et 4 est due
principalement à la réduction du nombre d’arcs par le contournement d’opérateur et cela
tout en assurant que cette réduction n’induit pas de perte de performance. Cette diﬀérence
représente l’intérêt de notre approche qui minimise la surface lors de la fusion en utilisant
le contournement d’opérateur mais sous contrainte de ne pas augmenter la longueur du
chemin critique.
On peut observer également que le nombre d’arcs dans le chemin de données fusionné,
représentant l’interconnexion entre opérateurs, est très lié à l’inverse du gain en surface
obtenu. Globalement, on peut en déduire que plus le partage des connexions est impor-
tant (en utilisant notamment le contournememt d’opérateur), moins le graphe fusionné
comporte d’arc, et meilleur est le gain en surface.
Fig. 3.16 – Nombre d’arcs dans le chemin de données fusionné
Enﬁn, les temps d’exécution du solveur pour déterminer les solutions optimales pour
la plus restrictive des expérimentations (Exp. 4) sont donnés par la ﬁgure 3.17 (incluant le
temps pour prouver l’optimalité des solutions). Le temps d’exécution moyen est de seule-
ment 0,1 seconde et ne dépasse pas les 300 ms. Ces temps d’exécution ont été obtenus
en utilisant la contrainte spéciﬁque Clique et le mécanisme de propagation associé qui
permet une résolution du problème de clique de poids maximum optimal dans des temps
acceptables même pour de grands graphes de compatibilité.
3.4 Conclusion et perspectives
L’état de l’art sur la fusion de chemin de données montre un grand intérêt pour cette
technique dans le cadre de la conception d’accélérateur reconﬁgurable, en particulier à gros
grain. Cette technique peut s’inscrire dans les deux ﬂots de conception et de compilation
pour ASIP, DURASE et UPaK, présentés au paragraphe 2.3.4. Dans ce contexte, la fusion
de chemin de données est utilisée pour synthétiser une ou plusieurs unités reconﬁgurables
au niveau fonctionnel étendant ainsi le jeu d’instructions d’un processeur à usage général
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Fig. 3.17 – Temps d’exécution (en ms) de l’algorithme de fusion de motifs en ms pour l’expéri-
mentation la plus restrictive (Exp. 4).
par des instructions spéciﬁques à l’application à accélérer.
La littérature au sujet de la fusion de chemins de données propose des solutions eﬃ-
caces. Celles-ci permettent de minimiser la surface du chemin de données fusionné comme
celle de Moreano [81] que nous avons pris comme point de départ dans nos travaux, car
c’est la solution la plus aboutie et qui s’inscrit parfaitement dans notre approche. Les tra-
vaux de Corazao [30], qui proposent le concept de contournement d’opérateur, permettent
de réduire l’ajout de multiplexeur lors de la fusion et donc d’accroitre le gain en surface
et la performance du résultat.
Mais il subsiste une lacune dans les diﬀérentes approches proposées. Seule la minimi-
sation de la surface est visée, aucune contrainte n’est imposée quand à la performance
du chemin de données résultant de la fusion. Or, ceci pose problème dans le cadre de la
conception d’une extension reconﬁgurable de processeur. En eﬀet, il est intéressant d’assu-
rer par exemple que l’extension ne ralentisse pas le processeur, c.-à-d. que la longueur du
chemin critique d’une extension purement combinatoire ne dépasse pas celle du processeur.
Nous avons proposé dans ce chapitre une méthode basée sur celles de Moreano et Cora-
zao et sur la programmation par contrainte qui comble cette lacune. Notre système permet,
grâce à une méthodologie basée sur la CP, de résoudre le problème de fusion de chemins
de données en maximisant le gain en surface sous contraintes de performances. Pour cela,
nous avons modélisé le problème de recherche de la clique de poids maximum sous forme
d’une contrainte associée à son mécanisme de propagation qui est intégrée dans le solveur
JaCoP. Le modèle de contraintes proposé intègre et généralise le concept de contournement
d’opérateur. Ce modèle comporte aussi les contraintes permettant de limiter l’augmenta-
tion de la longueur du chemin critique de la solution par le contournement d’opérateur(s)
et/ou par l’ajout de multiplexeur(s).
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Les résultats de nos expérimentations sur la suite de test Mediabench sont prouvés op-
timaux. Ils démontrent que notre approche est meilleure que celle de Moreano en termes
de surface grâce au concept de contournement d’opérateur. Le plus important est le fait
que nous obtenons des cellules reconﬁgurables qui respectent les contraintes de perfor-
mances imposées avec un gain entre 41,07% et 67,67% selon les contraintes. Enﬁn, nous
avons montré la capacité de notre système à déterminer une solution en moins d’une demie
seconde et cela même pour la résolution de problèmes fortement contraints.
Un paradoxe subsiste néanmoins dans l’utilisation d’un graphe de compatibilité. En
eﬀet, plus les deux chemins de données à fusionner sont similaire, plus le graphe de compa-
tibilité est grand et dense. Cela conduit à une augmentation de la complexité à déterminer
la clique de poids maximum.
Les perspectives envisagées à court terme sont, d’une part, l’appariement des nœuds
d’entrée/sortie qui ne sont pas modélisés pour le moment, ce qui permettrait de contourner
les opérateurs en entrée/sortie. D’autre part, il est possible de simpliﬁer le graphe de
compatibilité, et donc la recherche de clique de poids maximum, en y excluant les nœuds
qui représentent les appariements d’arcs et de chemins. En eﬀet, les contraintes 3.2.3 et
3.2.4 assurent déjà la prise en compte des gains de surface issus de la sélection de ces
appariements. Cette seconde perspective permettrait de fusionner des chemins de données
plus grands ou avec de plus fortes contraintes technologiques (longueur du chemin critique,
consommation énergétique, etc.).
La principale perspective à plus long terme est la possibilité de fusionner un ensemble
de chemin de données en plusieurs cellules reconﬁgurables. Il est possible d’ajouter la
minimisation du temps d’exécution de l’application lors de l’ordonnancement (sur l’archi-
tecture comportant les cellules fusionnées). Ce problème peut être modélisé en un seul
problème d’optimisation multi-objectif ou en un problème de minimisation de la surface
sous contrainte de temps d’exécution (ou le contraire). Ce type de système peut s’ins-
crire dans le contexte des applications embarquées temps-réel sur architecture VLIW par
exemple.
D’autres perspectives intéressantes correspondent à l’ajout de contraintes sur la largeur
des données, ou encore la synthèse de cellules reconﬁgurables pipelinées voir de type SWP.
Enﬁn, il subsiste certains aspects, en particulier le paradoxe sur la taille et la densité
du graphe de compatibilité décrit précédemment. Cela pourrait éventuellement remettre
en cause l’approche utilisée dans le cas de la fusion de grand graphes quasi-similaires.
Chapitre 4
Modèles de contraintes pour le
déploiement d’applications sur
CGRA
4.1 Introduction
Le problème du déploiement d’une application sur une CGRA1 consiste à détermi-
ner sur quelle ressource et à quel moment seront eﬀectuées les opérations de calcul et les
transferts de données nécessaires à l’exécution de l’application. Ce problème se décompose
communément en trois sous-problèmes : l’ordonnancement des opérations, l’allocation de
ressources et le routage des transferts de données sur le(s) réseau(x) d’interconnexion. Le
terme de compilation est aussi communément employé pour désigner cela.
Dans de nombreux travaux [32, 49, 59], ces sous-problèmes (ou un sous-ensemble) sont
résolus séparément et cela parce qu’ils sont chacun très complexes à résoudre, ils sont
connus pour être NP-complets. Dans notre approche basée sur la CP2, nous avons cherché
à résoudre le problème de déploiement en une unique étape d’optimisation. Ce choix a été
fait car ces sous-problèmes étant fortement corrélés, la recherche d’une solution optimale
est diﬃcilement approchable en les adressant séquentiellement. Dans une approche itéra-
tive, le risque de rester bloqué sur un minimum local ou d’itérer à l’inﬁni est bien connu.
Plusieurs travaux antérieurs ont proposé de résoudre simultanément les diﬀérents pro-
blèmes sous-jacents au déploiement d’une application. Brenner propose une méthode basée
sur la programmation linéaire en nombre entier (ILP pour Integer Linear Prgramming)
pour résoudre de manière optimale le déploiement d’un graphe de ﬂot de données sur une
CGRA [16]. L’architecture ciblée est formée de processeurs élémentaires identiques connec-
tés par un réseau en mesh où chaque processeur peut communiquer avec ses voisins. Une
formulation par programmation linéaire mixte (MIP pour Mixed Integer Programming),
proposée par Sadiq dans [96], adresse le problème pour des algorithmes de traitement du
signal et une architecture VLIW3 mais la problématique de routage n’est pas adressée.
1Coarse Grain Reconfigurable Architecture, architecture reconfigurable à gros grain.
2Constraint Programming, programmation par contraintes.
3Very Long Instruction Word, processeur adressant plusieurs unités fonctionnelles en parallèle dans la
même instruction, exploitant ainsi le parallélisme d’instruction.
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D’autres approches basées sur des heuristiques (ou métaheuristiques) comme l’utilisa-
tion d’algorithmes génétiques [98, 107] ou plus récemment l’utilisation d’un algorithme de
colonies de fourmis [40] permettent d’obtenir de très bons résultats pour des graphes de
petite taille. Le niveau d’abstraction des graphes utilisés varie entre le graphe de tâches et
le graphe de ﬂot de données. Une étude comparative présentée dans [89] permet d’apré-
hender les avantages et inconvénients de trois techniques phares, le list scheduling, la CP et
un algorithme génétique. Même si le problème de routage des données sur un ou plusieurs
réseaux d’interconnexion n’est pas adressé, cette étude montre que le list scheduling est
eﬃcace mais peu précis, que la CP permet d’obtenir des résultats prouvés optimaux mais
au prix d’une recherche plus longue et enﬁn que l’algorithme génétique a une eﬃcacité
raisonnable avec une meilleure précision que le list scheduling.
Le contribution présentée dans ce chapitre permet, pour la première fois, de résoudre
simultanément les problèmes de déploiement (ordonnancement, allocation de ressources et
routage) d’un graphe de ﬂot de données pour un modèle de CGRA générique en utilisant
la CP. Notre approche permet aussi bien la génération de conﬁguration que l’exploration
de l’espace de conception.
Flot de déploiement proposé
Pour résoudre ce problème de déploiement avec la CP, il est nécessaire de disposer
d’un modèle d’architecture et d’une représentation de l’application. Dans notre approche,
l’architecture cible est modélisée sous la forme d’un ensemble de paramètres décrivant ses
diﬀérentes caractéristiques et l’application est représentée sous la forme d’un graphe de
ﬂot de données.
Le résultat du déploiement est un graphe de ﬂot de données déployé, c.-à-d. qu’il com-
porte toutes les informations nécessaires à son exécution sur l’architecture modélisée. Dans
les travaux présentés dans ce manuscrit, nous avons choisi d’optimiser le temps d’exécu-
tion mais il est possible avec notre approche basée sur la CP d’optimiser d’autres aspects
comme le nombre de conﬁgurations ou encore plusieurs aspects en même temps.
La ﬁgure 4.1 représente le ﬂot générique de déploiement d’une application sur une
CGRA (ﬂot présenté dans [91]). On y retrouve les deux entrées que sont l’application
(programme C) et le modèle d’architecture reconﬁgurable ciblée. La première partie de
ce ﬂot, issue du système DURASE [72], est basée sur l’environnement de compilation Ge-
CoS [1], elle permet principalement de transformer le programme C de l’application en un
HCDG4. La sortie de l’étape de déploiement (composée de l’ordonnancement, l’allocation
de ressources et le routage) est un HCDG annoté (AHCDG). La dernière étape est l’étape
de génération des conﬁgurations et du code de contrôle pour la CGRA cible.
Organisation du chapitre
Ce chapitre commence par décrire le contexte des travaux réalisés, le projet ROMA,
l’architecture reconﬁgurable à gros grain conçue dans le cadre de ROMA et la probléma-
tique de déploiement d’une application sur cette architecture. Ensuite, nous présentons
deux modèles de contraintes : le premier pour le déploiement d’un graphe d’application
4Un HCDG (Hierarchical Conditional Dependency Graph ou Graphe Hiérarchisé aux Dépendances
Conditionnées) est une représentation intermédiaire qui représente à la fois la partie flot de données et
flot de contrôle d’un programme [8].
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Fig. 4.1 – Flot générique de déploiement d’une application sur une CGRA.
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sur un modèle d’architecture non pipeliné et le second pour un modèle d’architecture pi-
pelinée. Les résultats obtenus sont discutés après la description de chaque modèle. Enﬁn,
une brève présentation de l’étape de génération des conﬁgurations et de la validation du
ﬂot de déploiement clôtureront ce chapitre.
4.2 Contexte : Architecture ROMA
Les travaux présentés dans cette thèse ont été eﬀectués dans un cadre industriel, à Tech-
nicolor R&D France (ex Thomson R&D France), en collaboration étroite avec l’équipe de
recherche CAIRN de l’IRISA/INRIA Rennes. Cette collaboration a été élargie à travers le
projet collaboratif ROMA (Reconﬁgurable Operators for Multimedia Applications - Pro-
cesseur reconﬁgurable pour applications multimédia) [23] qui associe aussi les équipes de
recherche du CEA LIST5 et du LIRMM6. Ce projet a pour objectif d’accélérer les appli-
cations multimédia. Pour cela, les partenaires ont travaillé ensemble sur la déﬁnition et le
développement d’une architecture reconﬁgurable dynamiquement à gros grain (CGRA) et
d’une chaîne d’outils basée sur la CP. Le projet ROMA a débuté en 2007, il répond à l’ap-
pel à projets de l’Agence Nationale de la Recherche (ANR) « architectures du futur » et
est de type « Recherche industrielle ».
4.2.1 Applications ciblées
L’objectif général du projet ROMA est d’accélérer les applications issues du domaine
du multimédia. Certaines caractéristiques de ces applications sont inhérentes à ce domaine.
Tout d’abord, la règle des « 80/20 » qui déﬁnit que 80% du temps d’exécution d’une
application est passé dans 20% du code, est particulièrement vraie dans le domaine du
multimédia qui comporte des noyaux de calcul intensif (qui sont pour la plupart des algo-
rithmes de traitement du signal). En compression vidéo par exemple, certains algorithmes
comme l’estimation de mouvement ou à plus bas niveau la transformée en cosinus dis-
crète (notée DCT pour Discrete Cosine Transform) ou encore la transformée d’Hadamard
sont des noyaux de calcul bien connus (ceci est illustré dans l’introduction concernant
l’estimation de mouvement). Ainsi, les parties critiques des applications multimédia sont
aujourd’hui bien identiﬁées, elles sont l’objet de nombreuses études dont le but est de les
accélérer en tenant compte de l’architecture sur laquelle elles sont implémentées.
De plus, les noyaux de calcul des applications multimédia comportent pour la plupart
un parallélisme important qui facilite leur accélération sur des architectures parallèles.
Ainsi, des architectures spécialisées pour les noyaux de calcul des applications multi-
média ont fait leur apparition. On trouve des architectures totalement dédiées (ASIC) ou
des processeurs spécialisés (les processeurs DSP et les ASIP) ou encore des accélérateurs
reconﬁgurables à grain ﬁn (FPGA) ou à gros grain (CGRA). Le point commun de toutes
ces cibles architecturales réside dans leur spécialisation, plus ou moins importante en fonc-
tion du niveau de ﬂexibilité. En eﬀet, elles sont parallèles, comportent des opérateurs spé-
cialisés connectés par des réseaux de communication dont les topologies sont adaptées, etc.
5Commissariat à l’Energie Atomique et aux Energies Alternatives, Laboratoire d’Intégration des Sys-
tèmes et des Technologies.
6Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier.
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Quant aux outils permettant de compiler des applications multimédia, ils ont eux aussi
été dotés de fonctionnalités permettant d’identiﬁer, d’extraire et de tirer partie des carac-
téristiques des noyaux de calcul de ces applications. Ceci est particulièrement vrai pour
le parallélisme qui peut se situer à plusieurs niveaux. Par exemple, il est souvent possible
de traiter plusieurs lignes d’une même image en parallèle ou plusieurs images en parallèle,
etc. Un autre aspect important est l’identiﬁcation de certains motifs de calcul récurrents
comme l’utilisation de la valeur absolue (qui se traduit par un appel à une fonction dédiée
dans la majorité des programmes) ou encore l’identiﬁcation d’accumulations. Ces deux
exemples sont représentatifs car ces motifs sont largement utilisés, à tel point que dans le
projet ROMA ils ont fait l’objet d’une attention particulière.
La partie suivante décrit l’architecture du processeur ROMA spécialisé pour répondre à
la problématique d’accélération des applications multimédia. Un des aspects privilégiés est
l’obtention d’un compromis performance, ﬂexibilité et eﬃcacité des outils de compilation
associés (triangle d’adéquation, présenté à la ﬁn de l’introduction).
4.2.2 Architecture ROMA
Le processeur ROMA est une architecture reconﬁgurable dynamiquement à gros grain.
Ce modèle d’architecture est spécialisable pour le ou les applications à accélérer par le biais
de ses opérateurs (simple unité arithmétique et logique, opérateur complexe pipeliné, etc.)
et de ses interconnexions dont la topologie peut être adaptée aux besoins. Une instance
de ce modèle peut être considérée comme un ADSS7 ou un ACSS8 selon son degré de spé-
cialisation. En eﬀet, il est tout à fait possible de déﬁnir une instance dont les opérateurs
et l’interconnexion sont spécialisés pour une classe d’application totalement connue, dans
ce cas on parle d’ACSS. Mais il est aussi possible de déﬁnir une instance plus générique
comportant des opérateurs génériques orientés multimédia et une interconnexion adaptée
et ﬂexible, dans ce cas on parle plutôt d’ADSS. Dans ce manuscrit comme dans le cadre
du projet, la méthodologie de déploiement est vue sous l’angle d’un ADSS spécialisé pour
le domaine du multimédia.
L’architecture ROMA a été déﬁnie et réalisée par le CEA LIST en collaboration avec
les autres partenaires du projet. La description de l’architecture fournie ci-dessous est donc
inspirée de la contribution de ce laboratoire pour la dissémination scientiﬁque du projet
à travers les publications aux conférences internationales ARC en 2009 [77] et DASIP en
2010 [91].
L’architecture proposée est représentée sur la ﬁgure 4.2. On y retrouve toutes les ca-
ractéristiques d’une CGRA : l’architecture consiste en un ensemble d’opérateurs gros grain
reconﬁgurables (Operators sur la ﬁgure), de mémoires de données (Data memory banks),
de mémoires de conﬁgurations, d’un réseau d’interconnexion pour les données (Intercon-
nection network), d’un réseau de contrôle et d’un contrôleur principal (Global CTRL).
7Application Domain-Specific System, système spécifique à un domaine d’application (spectre applicatif
large).
8Application Class-Specific System, système spécifique à une classe d’application (spectre applicatif
réduit).
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Fig. 4.2 – Architecture du processeur ROMA.
4.2.2.1 Chemin de données reconfigurable et son contrôle
Le chemin de données reconﬁgurable du processeur ROMA est constitué de bancs de
mémoire, de deux réseaux d’interconnexion et d’un ensemble d’opérateurs reconﬁgurables.
Il peut comporter de 4 à 12 opérateurs pouvant être homogènes ou hétérogènes ; ces para-
mètres sont déﬁnis selon la puissance de calcul nécessaire pour le spectre applicatif ciblé.
Chaque opérateur dispose de sa propre mémoire de conﬁguration et de sa propre interface
avec le contrôleur permettant d’être indépendant en termes de contrôle et de reconﬁgura-
tion.
Les opérateurs reconﬁgurables (« OP » sur la ﬁgure) sont connectés entre eux par un
réseau d’interconnexion dédié appelé « réseau opérateur - opérateur » et avec la mémoire
par un autre réseau appelé « réseau mémoire de donnée - opérateur ».
La reconﬁguration du chemin de données est eﬀectuée par le contrôle, à chaque cycle,
des éléments le formant exploitant ainsi la ﬂexibilité de l’architecture de manière eﬃcace.
Cela est géré par le système de contrôle, formé du contrôleur principal contenant une
mémoire de données et une mémoire d’instructions et par les unités de contrôle associées à
chaque élément du chemin de données : une pour le générateur d’adresses (« AG ctrl » sur la
ﬁgure), une par réseau d’interconnexion (« INTERCO ctrl ») et une pour chaque opérateur
(« OP ctrl »).
4.2.2.2 Opérateur reconfigurable à gros grain
Trois modèles d’opérateurs ont été déﬁnis dans le cadre de nos travaux. Le premier est
un opérateur combinatoire générique capable d’exécuter toutes les opérations de base né-
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cessaires à l’exécution d’une application. Le deuxième est un opérateur capable d’exécuter
un ou plusieurs motifs de calcul complexes dédiés à l’accélération d’une ou de plusieurs
applications. Le dernier opérateur, que nous présentons dans cette partie, est dédié à l’ac-
célération des applications multimédia et a été conçu dans le cadre du projet ROMA.
L’architecture interne de l’opérateur reconﬁgurable gros grain ROMA est représentée
sur la ﬁgure 4.3. Cet opérateur comporte un pipeline de 4 étages et est capable d’exécuter
les opérations arithmétiques standards (addition, soustraction, multiplication). Il est aussi
capable d’exécuter des opérations d’accumulation simples, de valeur absolue et des motifs
de calcul complexes orientés multimédia (comme la somme des diﬀérences absolues notée
SAD pour Sum of Absolute Diﬀerences ou le MAC). Chaque opérateur de l’architecture
comporte deux entrées et une sortie d’une largeur de 40 bits.
Fig. 4.3 – Architecture de l’opérateur reconﬁgurable gros grain SWP conçu dans le cadre du
projet ROMA pour le domaine du multimédia.
L’opérateur est de type SWP (Sub-Word Parallelism), ce qui lui permet d’eﬀectuer des
opérations sur des données, typiquement des pixels, dont la largeur peut être de 8, 10, 12,
16 ou 40 bits (cette dernière est aussi utilisée pour représenter les données sur 32 bits). Le
principe de base est simple, chaque opérateur interne est capable d’eﬀectuer une opération
sur des données de 40 bits ou deux opérations en parallèle sur des données de 16 bits ou
encore cinq opérations sur des données de 8 bits, etc. De plus, la vitesse des diﬀérentes
opérations arithmétiques est accrue par l’utilisation d’une représentation redondante des
données appelée borrow save. Tous les détails sur cet opérateur (caractéristiques, perfor-
mances etc.) sont disponibles dans l’article [63].
Enﬁn, l’opérateur ROMA a trois modes de fonctionnement appelés veille, conﬁguration
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et exécution. Ces trois modes sont totalement exclusifs. Durant le mode de veille, les
interfaces de données et de conﬁguration sont ﬁgées ce qui permet de minimiser l’activité
de l’opérateur et donc de réduire la consommation énergétique dynamique du processeur.
Le mode de conﬁguration a une durée variant de 1 à 4 cycles selon la complexité de
l’opération à aﬀecter à l’opérateur.
4.2.2.3 Réseaux d’interconnexion
Les transferts de données dans le processeur ROMA sont eﬀectués en fonction de leur
type comme dans les architectures Harvard des processeurs DSP qui séparent le transfert
des données et le transfert des signaux de contrôle. Dans le cas de ROMA on trouve en
plus des transferts de conﬁgurations. Les réseaux d’interconnexion sont donc fractionnés
en trois réseaux, un par type de transfert. Ces réseaux sont reconﬁgurables partiellement,
ce qui permet de préparer le motif de communication suivant sans avoir à arrêter l’exécu-
tion en cours et cela en un cycle.
Le réseau d’interconnexion dédié aux transferts de données se décompose en deux sous-
réseaux indépendants permettant de minimiser sa complexité matérielle et surtout d’éviter
d’implémenter un réseau point-à-point coûteux comme un réseau crossbar. Un motif de
communication est déﬁni par deux conﬁgurations, une par sous-réseau.
Le réseau d’interconnexion opérateur - opérateur a une topologie dans laquelle
chaque sortie d’opérateur est connectée aux N2 entrées des opérateurs suivants. L’unique
sortie d’un opérateur peut être connectée à plusieurs entrées des opérateurs suivants. Cette
organisation permet d’obtenir un réseau particulièrement optimisé au niveau matériel et
de sa latence.
Le réseau d’interconnexion mémoire de données - opérateur est ﬂexible car il
permet d’eﬀectuer en parallèle des transferts données entre les bancs de mémoire et les
opérateurs. Cette ﬂexibilité permet en plus de simpliﬁer les problèmes liés au placement
des données dans les bancs de mémoire. Ce réseau peut être considéré comme un réseau
totalement connecté (full crossbar). Dans le cas où toutes les applications sont connues
(ACSS), il est possible de l’optimiser en utilisant un réseau multi-bus (le nombre maximum
de transferts concurrents est dans ce cas connu) ou encore un réseau dédié avec des liens
directs.
4.2.2.4 Espace mémoire
L’espace mémoire est divisé en deux segments indépendants ayant leur propre usage
donc leur propre structure d’accès. On trouve un segment pour les données traitées par
les opérateurs et un autre pour les conﬁgurations de tous les modules formant le chemin
de données reconﬁgurable.
L’espace mémoire de données est réparti en plusieurs bancs de mémoire dont le
nombre peut varier entre 3 et 3 fois le nombre d’opérateurs. La déﬁnition du nombre de
bancs est un paramètre clé dans le dimensionnement de l’architecture. En eﬀet si l’archi-
tecture ne comporte que 3 bancs de mémoire alors l’accès à ceux-ci peut devenir un goulot
d’étranglement, en particulier si il n’est pas possible de chaîner les opérations. Par contre
si elle comporte le maximum de bancs possibles alors chaque opérateur peut faire deux
lectures et une écriture simultanément.
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A chaque banc de mémoire est associé un générateur d’adresse programmable parti-
culièrement adapté aux accès mémoire que l’on trouve dans les applications multimédia
[47].
L’espace mémoire de configuration est réparti en plusieurs segments, un par type
d’élément formant le chemin de données reconﬁgurable (opérateur, réseau et générateur
d’adresse). Dans un esprit d’économie de mémoire, les duplications sont évitées permet-
tant à un banc de reconﬁgurer tous les éléments du même type (diﬀusion de la même
conﬁguration à tous les générateurs d’adresse par exemple) ou seulement un élément de
ce type.
La taille de ces bancs de mémoire est faible de par le grain de reconﬁguration élevé.
En eﬀet, seulement 32 bits sont nécessaires pour décrire une conﬁguration des réseaux et
seulement de 32 à 128 bits pour décrire une opération en fonction de sa complexité. Ainsi
il est possible de stocker plusieurs conﬁgurations dans ces mémoires ce qui implique une
grande ﬂexibilité.
4.2.2.5 Contrôleur global
Le contrôleur global (« Global CTRL » sur la ﬁgure) est un petit processeur généraliste
de type RISC comportant un pipeline de 5 étages. Le pipeline et le jeu d’instructions ont été
spécialisés pour des opérations de contrôle. Ce dernier comporte des instructions dont la
largeur est mixte, 16 ou 32 bits, ce qui permet de minimiser l’empreinte du code embarqué.
De plus, il est principalement constitué de deux opérations arithmétiques (addition et
soustraction) dans diﬀérents formats, des opérations de manipulation de bit (décalage,
insertion, extraction, etc.) et des opérations logiques classiques (et, ou, ou exclusif et non).
4.2.3 Adéquation application, architecture et CP
La clé du problème de déploiement d’un graphe d’application sur un modèle de CGRA
en utilisant la CP réside dans l’adéquation entre l’application et l’architecture. En eﬀet,
il y a un lien direct entre cette adéquation et l’eﬃcacité de recherche de solution par le
solveur de contraintes. Prenons deux cas extrêmes pour l’illustrer.
Dans le cas simple, l’architecture est générique, elle est surdimensionnée (beaucoup
d’opérateurs, de mémoire, un réseau totalement connecté, etc.) et l’application est très
simple et régulière (calculs séquentiels sur peu de données). Dans ce cas, la résolution du
problème est rapide et la solution est souvent prouvée optimale.
Dans le cas compliqué, l’architecture est très contraignante (peu d’opérateurs et tous
spécialisés pour des types d’opérations diﬀérentes, peu de mémoire, un réseau d’intercon-
nexion non orthogonal, etc.) et l’application est très complexe (nombreux calculs parallé-
lisables, irrégularités, nombreuses variables temporaires, etc.). Dans ce cas, la résolution
est longue voire impossible dans un temps acceptable lorsque l’on utilise la CP.
Heureusement, la spécialisation de l’architecture d’une CGRA est eﬀectuée en adé-
quation avec le domaine ou la classe d’application ciblée ce qui permet d’éviter les cas
compliqués où les caractéristiques de l’application ne sont pas ou peu compatibles avec
celles de l’architecture. Malgré cela, certaines caractéristiques, de l’architecture ou de l’ap-
plication, peuvent engendrer une résolution diﬃcile du problème de déploiement.
Dans l’architecture ROMA, les opérateurs reconﬁgurables sont peu nombreux et hété-
rogènes (ils peuvent exécuter chacun diﬀérents types de motifs de calcul), les réseaux de
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communication sont eux aussi reconﬁgurables. En ce qui concerne le réseau entre opéra-
teurs, il est particulièrement intéressant de le limiter (d’un point de vue de la surface) en
fonction des applications ciblées ce qui contraint encore plus la résolution.
4.2.4 Déploiement pour l’exploration de l’espace de conception
Le ﬂot de déploiement proposé dans le projet ROMA permet aussi bien d’eﬀectuer
une exploration de l’espace de conception (DSE pour Design Space Exploration) que de
générer le code binaire représentant les diﬀérentes conﬁgurations de l’architecture pour
l’accélération d’une application. Le modèle d’architecture ainsi que le modèle de contraintes
diﬀèrent selon la tâche à réaliser : dans le cas du DSE, le niveau d’abstraction est plus
élevé, ce qui implique un modèle d’architecture simpliﬁé et un modèle de contraintes
moins contraignant que dans le cas de la génération de conﬁgurations où il est nécessaire
de considérer les caractéristiques précises de l’architecture.
4.3 Modélisation de CGRA
Dans cette partie nous présentons deux modèles de CGRA, un premier peu détaillé
pour l’exploration architecturale et le second plus détaillé permettant la génération de code.
Une CGRA est un modèle d’architecture simple qui peut être abstrait en utilisant
les caractéristiques discutées dans la partie 1.2.2. Le modèle abstrait générique adapté à
la modélisation du processeur ROMA est représenté sur la ﬁgure 4.4. On y retrouve un
ensemble d’opérateurs et de mémoires locales, ainsi que deux réseaux d’interconnexion.
Le réseau entre les mémoires et les opérateurs est renommé pour la suite du document
en « réseau mémoire » et le réseau entre opérateur est renommé en « réseau fonc-
tionnel ». Ce modèle est paramétrable de telle manière qu’il puisse servir à la fois pour
l’exploration de l’espace de conception et pour la génération de code.
4.3.1 Modèle d’architecture pour l’exploration de l’espace de conception
Dans le cadre de l’exploration de l’espace de conception (DSE pour Design Space
Exploration), le modèle d’architecture se doit d’être concis et générique (au sens paramé-
trable). En eﬀet, si certaines caractéristiques sont imposées comme hypothèse alors l’espace
de conception est réduit et certaines solutions potentiellement intéressantes sont écartées
sans être véritablement évaluées. Le modèle se doit d’être paramétrable car après l’évalua-
tion des premières itérations de déploiement des applications visées, il est intéressant de
converger vers l’instance du modèle d’architecture répondant à toutes les contraintes de
conception et technologiques en positionnant les diﬀérents paramètres.
Le modèle doit permettre de répondre aux questions suivantes :
• Quel est le nombre de mémoires et leur taille pour assurer que les données d’en-
trée/sortie et les données temporaires puissent être stockées dans les mémoires lo-
cales ?
• Quel est le nombre d’opérateurs nécessaires pour déployer une application de manière
à obtenir l’exécution la plus rapide ?
• Quelle est la topologie idéale des réseaux d’interconnexion ?
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Fig. 4.4 – Modèle abstrait générique d’une CGRA.
Aﬁn de pouvoir apporter une réponse à toutes ces questions, notre modèle pour le DSE
est caractérisé par les paramètres suivants.
− L’ensemble des mémoires locales ainsi que leur taille. Les mémoires sont modélisées
comme une unique mémoire locale multiport ayant un nombre de cellules mémoires
représentant la somme des tailles des mémoires vues séparément. Cette modélisa-
tion se prête bien aux cas où le réseau mémoire est totalement connecté, sinon, le
problème de placement des données dans les bancs de mémoire impose une modéli-
sation plus précise.
− Le nombre d’opérateurs. On considère dans un premier temps que les opérateurs
peuvent exécuter toutes les opérations nécessaires à l’exécution des applications. Ils
peuvent être combinatoires ou pipelinés et comporte des registres en entrée.
− Le type et la topologie du ou des réseaux d’interconnexion.
− Les latences. Elles sont modélisées grossièrement, c.-à-d. par exemple, dans le cas
où l’on dispose de deux réseaux et que l’un est plus rapide sa latence (représentant
sa traversée) sera plus petite que celle de l’autre réseau. Les latences à prendre
en compte sont principalement : les temps d’exécution des opérations, des accès
mémoires, le temps de traversée des réseaux d’interconnexion et le temps de recon-
ﬁguration. La prise en compte simultanée de toutes ces latences n’est pas nécessaire
en général, il est préférable de se concentrer sur certains aspects et de ne considérer
que les latences impliquées.
De notre point de vue il y a deux manières ou étapes pour dimensionner une architec-
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ture avec la CP.
Soit on ne limite pas (ou peu) les ressources, c.-à-d. qu’on considère que l’on dispose
d’un nombre inﬁni de mémoires (avec une taille inﬁnie), d’opérateurs et un réseau totale-
ment connecté. Dans ce cas, la résolution optimale du déploiement des applications visées
permet de connaître le nombre d’accès concurrents à la mémoire, l’espace mémoire local
maximum utilisé, le taux d’utilisation du ou des réseaux, le nombre d’opérateurs utilisés
en parallèle. Cette approche donne une bonne idée des ressources nécessaires à l’exécution
optimale d’une application sur une architecture ayant peu de contraintes quantitatives
mais plutôt des contraintes structurelles. On peut voir cette approche comme un proﬁlage
quantitatif sous contraintes structurelles, c.-à-d. architecturales.
Soit on déﬁnit des contraintes quantitatives plus fortes (borne min et max des pa-
ramètres) représentant ﬁnalement des contraintes de conception au vu des limitations
technologiques par exemple. Puis, de manière itérative, on place les applications sur des
instances précises de l’architecture comme cela a été fait pour l’architecture ADRES par
exemple [76]. La comparaison des déploiements optimaux sur ces instances permet au
concepteur de trouver des compromis et de converger vers une instance idéale.
Le modèle de contraintes déﬁni pour l’exploration de l’espace de conception est une
simpliﬁcation du modèle présenté par la suite. C’est pourquoi il n’est pas décrit dans ce
manuscrit. Néanmoins, pour illustrer les possibilités oﬀertes par cette approche, nous pré-
sentons dans le tableau 4.1 les résultats obtenus avec trois diﬀérents types de réseau lors du
déploiement de l’IDCT (calcul sur les colonnes de la matrice) de l’application JPEG. Les
réseaux utilisés sont un réseau tout connecté de type crossbar complet, le réseau ROMA
(présenté dans le paragraphe 4.2.2.3) et l’absence de réseau (aucune liaison directe entre
opérateurs).
Application
Graphe
d’Application
Nœuds Arcs E/S Type de réseau Cycles Optimal
Tps
d’exécution
(ms)
crossbar complet 14
√
1091
JPEG IDCT (col) 1 35 40 17 ROMA 16
√
7693
aucun 21
√
297
crossbar complet 23
√
117
-//- 2 57 65 27 ROMA 26
√
15117
aucun 34
√
266
crossbar complet 37
√
1208
Total 1+2 92 105 44 ROMA 42
√
22810
aucun 55
√
563
Tab. 4.1 – Résultats obtenus pour le déploiement de l’application JPEG IDCT avec le modèle de
contraintes pour l’exploration de l’espace de conception - Trois types de réseau entre opérateurs
sont évalués : un crossbar complet, le réseau ROMA et l’absence de réseau.
4.3.2 Modèle d’architecture pour la génération de configurations
Le modèle d’architecture a été raﬃné pour permettre par la suite la génération des
conﬁgurations pour le processeur ROMA. La plus grande diﬀérence avec le modèle pour le
DSE réside dans l’identiﬁcation des ressources et la prise en compte des latences propres
à l’instance du modèle choisi après l’étape de dimensionnement de l’architecture. Dans ce
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cas, les latences doivent être précises pour assurer une exécution correcte des applications
sur l’architecture réelle.
Un des facteurs limitant est la complexité et le degré de précision du modèle de l’archi-
tecture. Cette limite est diﬃcile à déﬁnir et pourrait faire l’objet de travaux de recherche
complets. La complexité du modèle doit être maitrisée et donc le raﬃnement réalisé en
fonction des besoins réels. Si certains aspects ne sont pas nécessaires à la génération de
conﬁgurations fonctionnelles et optimisées, soit ils sont traités par un autre outil ou dans
un second plan, soit ils sont gérés au niveau du back-end (comme la génération d’adresses
par exemple).
Le modèle est déﬁni alors comme suit :
− le nombre de mémoires locales ainsi que leur taille sont modélisés,
– chaque mémoire est identiﬁée par un nombre unique,
– chaque mémoire comporte un unique port,
– les latences d’écriture et de lecture sont modélisées (constantes),
− le nombre d’opérateurs,
– chaque opérateur est identiﬁé par un nombre unique,
– chaque opérateur supporte un ensemble d’opérations identiﬁées par un nombre
unique,
– chaque opérateur dispose de deux ports d’entrée et d’un port de sortie pour le
transfert des données,
− le type et la topologie du ou des réseaux d’interconnexion sont modélisés,
− les latences de traversée des réseaux sont modélisées précisément (mais si possible
constantes).
4.4 Déploiement d’une application avec optimisation du temps
d’exécution
Le déploiement d’une application sur CGRA en minimisant le temps d’exécution est
une approche où l’objectif est la performance. Cet objectif est ambitieux car il implique
d’optimiser plusieurs aspects : l’utilisation des unités fonctionnelles mais aussi une uti-
lisation maximale du réseau de communication fonctionnel plus rapide que le réseau de
communication passant par la mémoire. Le modèle doit prendre en compte ces diﬃcultés
pour permettre une résolution optimale du problème d’ordonnancement.
4.4.1 Modèle de contraintes
Ce paragraphe décrit le modèle de contraintes proposé pour déployer un graphe d’ap-
plication en minimisant le temps d’exécution sous contraintes de ressources architecturales
dans le cadre du projet ROMA. Ce modèle a été déﬁni pour l’architecture représentée sur
la ﬁgure 4.5 qui est une instance du modèle de CGRA ROMA présenté précédemment.
Les contraintes déﬁnies dans le modèle permettent de modéliser les caractéristiques de
l’architecture lors de l’exécution de l’application, c.-à-d. l’utilisation des diﬀérents réseaux
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Fig. 4.5 – Modèle de la CGRA ROMA.
de communication (le choix et le respect de la topologie), le partage des ressources (opé-
rateurs et mémoires), mais aussi les contraintes temporelles assurant l’ordre d’exécution
des opérations et le respect des diﬀérents délais (délai d’exécution d’une opération, des
accès mémoires, etc.). Enﬁn, une fonction de coût représentant la minimisation du temps
d’exécution de l’application est déﬁnie.
4.4.1.1 Graphe d’application
Le graphe d’application, noté AG, est modélisé par un graphe acyclique orienté repré-
sentant le ﬂot de données (DFG pour Data Flow Graph) à placer sur l’architecture cible.
Sa déﬁnition donnée ci-après diﬀère peu de celle déﬁnie en 3.1 pour le problème de fusion
de chemin de données.
Définition 4.1 Un graphe d’application est un graphe de ﬂot de données AG = (V,E),
V désigne l’ensemble des nœuds et E l’ensemble des arcs.
− Un nœud v ∈ V représente soit
· un motif de calcul, soit
· une variable d’entrée/sortie.
− Un arc eij = (vi, vj) ∈ E représente un transfert de données entre un nœud vi et un
nœud vj.
Concernant les nœuds d’un AG, nous déﬁnissons deux ensembles, notés OP et ES,
pour diﬀérencier les nœuds représentant un motif de calcul et ceux représentant une va-
riable d’entrée/sortie.
La ﬁgure 4.6 représente un graphe d’application dont les motifs de calcul sont des
opérations élémentaires. Les variables d’entrée sont préﬁxées par un point d’interrogation
et les variables de sortie par un point d’exclamation.
Modèle de contraintes 101
*
+
+
3
>>
?blk0
<<
?blk16
*
3
>>
-
!x0 !x3
<<
-+
8
!x8
+
+
1108
+
+
!x7
8
-
-
8192
3784
*
?blk481568
?blk32
4
Fig. 4.6 – Exemple de graphe d’application.
Pour modéliser le problème de déploiement d’un AG sur le modèle d’architecture
ROMA par la CP il est nécessaire de déﬁnir, pour chaque nœud et chaque arc de l’AG,
un ensemble de variables, chacune étant initialisée avec un domaine particulier.
4.4.1.2 Modélisation d’un nœud
Un nœud v ∈ V dans l’AG représente une variable d’entrée/sortie ou un motif de
calcul. Pour rappel, le motif de calcul peut être simple, car composé d’une seule opération
de base (addition, multiplication, etc.), ou complexe, car composé de plusieurs opérations
de base.
Lorsqu’un nœud représente une variable d’entrée/sortie, une opération d’écriture ou
de lecture en mémoire est modélisée.
Dans le cas où un nœud représente un motif, nous modélisons les opérations de transfert
de la donnée en sortie ainsi que l’exécution du motif de calcul. Pour rappel, les opérateurs
exécutant ces motifs ne comportent qu’un port de sortie, en conséquence une seule donnée
est produite et transférée.
Le tableau 4.2 donne les principales variables associées à un nœud, leur signiﬁcation
ainsi que leur domaine d’initialisation. Ces variables et leur utilisation par des contraintes
sont détaillées par la suite. Si le domaine d’une variable est initialisé en fonction des pa-
ramètres de l’architecture, il est noté par une étoile ∗.
4.4.1.3 Modélisation d’un arc
Un arc eij = (vi, vj) ∈ E dans le graphe d’application représente un transfert de don-
nées entre deux nœuds vi et vj ∈ V .
Le transfert d’une donnée d’un opérateur à une autre dans le modèle d’architecture
proposé dans le cadre du projet ROMA peut être réalisé de deux façons diﬀérentes : soit à
102 Modèles de contraintes pour le déploiement d’applications sur CGRA
vstart
Date de début d’exécution du motif représenté par
v
{0..∞}
vdelay Temps d’exécution du motif représenté par v ∗
vend Date de ﬁn de l’exécution du motif représenté par v {0..∞}
vop
Identiﬁant de l’opérateur utilisé pour exécuter le
motif représenté par v ∈ OP (∀v ∈ ES, vop = ∅)
{i|opi ∈
{0..|operateur|−1}
∧ opi peut
exécuter v}
vopactivity
Temps d’occupation de l’opérateur utilisé pour exé-
cuter le motif représenté par v ∈ OP (ce temps
inclut le temps d’exécution et le temps nécessaire
pour le transfert de la donnée produite par v)
{0..∞}
vmem
Identiﬁant de la mémoire pouvant être utilisée pour
le transfert de la donnée produite par v
{0..|memoire| − 1}
vmem_acces
Représente l’utilisation du réseau mémoire pour au
moins un transfert de la donnée produite par v
{0, 1}
vstartWR
Date de début de l’écriture en mémoire de la donnée
produite par v
{0..∞}
vlife_time
Durée de vie de la variable en mémoire produite par
v
{0..∞}
vnet_acces
Représente l’utilisation du réseau fonctionnel pour
au moins un transfert de la donnée produite par v
{0, 1}
Tab. 4.2 – Variables associées à un nœud, leur signiﬁcation ainsi que leur domaine d’initialisation
(Si le domaine d’une variable est initialisé en fonction des paramètres de l’architecture il est noté
par une étoile ∗).
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travers la mémoire ou soit à travers un réseau de communication entre opérateurs. Deux
réseaux de communication distincts sont donc modélisés : un réseau mémoire de données
- opérateur et un réseau opérateur - opérateur. Nous les nommerons dorénavant « réseau
mémoire » et « réseau fonctionnel ».
Les principales variables associées à un arc eij , leur signiﬁcation ainsi que leur domaine
d’initialisation sont données dans le tableau 4.3.
emem_ope
Représente l’utilisation du réseau mémoire (valeur
1) pour le transfert de la donnée représenté par e
{0, 1}
eope_ope
Représente l’utilisation du réseau fonctionnel (va-
leur 1) pour le transfert de la donnée représenté par
e
{0, 1}
eijstartRD
Date de début de la lecture en mémoire de la donnée
produite par vi et utilisée par vj
{0..∞}
elife_time
Durée de vie de la variable en mémoire lors du tran-
fert de la donnée représenté par e via la mémoire
{0, 1}
Tab. 4.3 – Variables associées à un arc, leur signiﬁcation ainsi que leur domaine d’initialisation.
4.4.1.4 Contraintes de communication
Choix du réseau de communication Un arc dans l’AG représente un transfert de
données sur l’un des réseaux de communication, soit sur le réseau mémoire, soit sur le
réseau fonctionnel. Ainsi, pour tout arc e ∈ E, la contrainte 4.4.1 impose une exclusion
mutuelle sur les variables booléennes emem_ope et eope_ope représentant respectivement
l’utilisation du réseau mémoire et l’utilisation du réseau fonctionnel lors d’un transfert de
données. Cette contrainte est illustrée par la ﬁgure 4.7.
Contrainte 4.4.1
∀e ∈ E, emem_ope + eope_ope = 1
Dans le cas particulier où le nœud source (ou le nœud destination) représente une
variable d’entrée (sortie) alors l’arc issu de (ou vers) ce nœud représente forcément un
transfert sur le réseau mémoire. Dans ce cas, la contrainte 4.4.2 est appliquée.
Contrainte 4.4.2
∀eij = (vi, vj) ∈ E | (vi ∈ ES ∧ vj ∈ OP ) ∨ (vi ∈ OP ∧ vj ∈ ES) :
eijmem_ope = 1
Modélisation de la topologie d’un réseau Pour modéliser toute les topologies pos-
sibles d’un réseau fonctionnel point-à-point, nous déﬁnissons une matrice de communi-
cation, ComMat, qui spéciﬁe toutes les connexions entre les éléments du réseau deux à
deux. Cette matrice déﬁnit une relation entre les ressources assignées aux nœuds viop et
vjop , elle contient toutes les connexions point-à-point possibles entre ces deux ressources.
La contrainte 4.4.3 est utilisée pour contraindre un transfert par la topologie du réseau
emprunté. En pratique cette contrainte est implémentée avec la contrainte globale « Ex-
tensionalSupport » du solveur JaCoP.
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vi
vj
Transfert de donnée
Memoire Memoire Memoire
Réseau d'interconnexion mémoire 
Réseau d'interconnexion fonctionnel
eij
emem_op
eop_op
Fig. 4.7 – Modélisation du choix du réseau.
Contrainte 4.4.3
∀eij = (vi, vj) ∈ E|vi ∈ OP ∧ vj ∈ OP :
If eijope_ope = 1 then ComMat[viop ][vjop ] = 1
Dans le modèle proposé pour la CGRA ROMA, le réseau d’interconnexion fonctionnel
est modélisé de manière plus précise et plus simple. Cela permet, comparé à une approche
générique, de réduire l’espace des solutions et donc d’espérer obtenir une résolution plus
rapide du problème de déploiement. Pour rappel, ce réseau est capable de réaliser tous les
motifs de communication acyclique entre les N opérateurs du processeur. Chaque sortie est
connectée aux N2 entrées des opérateurs suivants. Le schéma de communication supporté
par ROMA est illustré par la ﬁgure 4.8. Dans l’exemple proposé, l’architecture est composée
de quatre opérateurs, l’opérateur 0 est connecté aux opérateurs 1 et 2, l’opérateur 1 aux
opérateurs 2 et 3 et l’opérateur 2 est connecté au 3.
oo0 oo1 oo2 oo3
Fig. 4.8 – Réseau ROMA à quatre opérateurs.
Cette topologie particulière est modélisée par la contrainte 4.4.4 impliquant un nœud
source et un nœud destination représentant tous deux un motif (et non une variable d’en-
trée/sortie). La variable eijopr ∈ {1..
|operators|
2 } modélise les identiﬁants des opérateurs at-
teignables à partir de viop . Le domaine de cette variable peut être initialisé à {0.. |operators|2 }
si un rebouclage sur l’opérateur est possible.
Contrainte 4.4.4
∀eij = (vi, vj) ∈ E|vi ∈ OP ∧ vj ∈ OP :
If eijope_ope = 1 then vjop = viop + eijopr
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Quant au réseau d’interconnexion mémoire de l’architecture ROMA il est assimilé à
un réseau totalement connecté et implémenté comme un crossbar complet. Dans le modèle
CSP, aucune contrainte n’est imposée sur ce réseau car il ne comporte aucune limitation
au niveau de sa topologie.
4.4.1.5 Contraintes temporelles
La structure de l’AG impose un ordre partiel d’exécution des nœuds. Pour assurer cette
propriété, un ensemble de contraintes temporelles sont déﬁnies. D’une part, nous avons
modélisé le temps d’exécution d’un motif en fonction de l’opérateur utilisé et, d’autre part,
le temps de transfert d’une donnée en fonction du délai de traversée du réseau emprunté.
De plus, l’ordre des étapes d’écriture et de lecture en mémoire dans le cas d’un transfert
via le réseau mémoire est aussi considéré.
Modélisation du temps d’exécution d’un motif représenté par un nœud La
contrainte 4.4.5 garantit que pour tous les nœuds v ∈ V , la date de ﬁn d’exécution du
motif associé respecte bien le délai nécessaire à son exécution.
Contrainte 4.4.5
∀v ∈ V : vend = vstart + vdelay
Le temps d’exécution du motif représenté par le nœud v ∈ V , noté vdelay, est déter-
miné en fonction de la ressource sur laquelle le nœud est placé. Dans le cas où ce nœud
représente une variable, son délai est nul ; lorsqu’il représente un motif de calcul alors il
est égal au temps nécessaire à la ressource sur laquelle ce nœud est placé pour exécuter
ce motif. Cette notion est exprimée par la contrainte 4.4.6 (« ExtensionalSupport » en
pratique) où vpattern est l’identiﬁant du motif de calcul représenté par v et DelayMat est
une matrice modélisant le temps d’exécution de chaque motif de calcul en fonction de la
ressource sur laquelle il est exécuté.
Contrainte 4.4.6
∀v ∈ OP : vdelay = DelayMat[vop][vpattern]
∀v ∈ ES : vdelay = 0
La ﬁgure 4.9 illustre la diﬀérence de temps d’exécution selon l’opérateur sur lequel le
motif est placé. Sur cet exemple, l’opérateur vop′ à un temps d’exécution plus grand que
vop pour exécuter le motif représenté par v.
Remarque : Il est important de noter que cette dernière contrainte complexiﬁe le
problème de déploiement d’un AG. Cela impacte le temps de résolution, en particulier
dans le contexte d’une architecture comportant de nombreux opérateurs ayant une grande
hétérogénéité. Notre approche est, dans ce contexte, plus adaptée à la modélisation d’ar-
chitectures homogènes. La variable vdelay est dans ce cas déﬁnie comme une constante
indépendamment de l’opérateur sur lequel est placé v.
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vdelay = DelayMat[vop'][vpattern] tim
evdelay= DelayMat[vop][vpattern] 
Fig. 4.9 – Temps d’exécution selon l’opérateur sur lequel le motif est placé.
4.4.1.6 Contraintes temporelles liées au choix du réseau
Cas du réseau mémoire
A l’occasion d’un transfert de données entre deux nœuds vi et vj ∈ V , représenté par
l’arc eij = (vi, vj) ∈ E, les opérations de lecture et d’écriture se succèdent dans le temps.
Leurs durées dépendent de la latence de traversée du réseau et des opérations mémoires
proprement dites. L’ensemble de contraintes 4.4.7 modélise ces notions d’ordre en fonction
des latences concernées. La ﬁgure 4.10 illustre ces contraintes.
Nous avons déﬁni de nouvelles variables représentant les durées d’écriture et de lec-
ture pour chaque arc, notées respectivement ∆eijWR et ∆eijRD . Ces variables doivent être
nulles si le réseau mémoire n’est pas utilisé comme le montrent les contraintes (c) et (e).
La contrainte (a) assure que l’écriture d’une donnée produite par le nœud source vi n’est
eﬀectuée qu’après la ﬁn de son exécution (viend). De la même manière la contrainte (b)
assure que la lecture de la donnée n’est eﬀectuée qu’à l’issue de l’écriture dont la latence est
représentée par WRlat. Enﬁn la contrainte (d) impose que l’exécution du motif représenté
par le nœud destination vj ne démarre qu’après que la donnnée dont il a besoin soit bien
disponible, la latence de la lecture étant notée RDlat.
On peut noter que la contrainte (a) impose une inégalité entre vistartWR et viend alors que
la contrainte (d) impose un égalité entre la ﬁn d’une lecture en mémoire (eijstartRD+∆eijRD)
et la date de début d’exécution du motif représenté par vj . Cette diﬀérence est issue
des caractéristiques des opérateurs instanciés dans l’architecture ROMA. En eﬀet, les
opérateurs ont des registres en entrée qui leur permettent de conserver la donnée produite
jusqu’à la date de début de l’écriture en mémoire (et cela, tant que les données en entrée
ne sont pas modiﬁées). De plus, la synchronisation des données en entrée est imposée par
le modèle d’architecture.
Contrainte 4.4.7 ∀eij = (vi, vj) ∈ E :
vistartWR ≥ viend (a)
eijstartRD
≥ vistartWR +∆eijWR (b)
∆eijWR = WRlat ∗ eijmem_ope (c)
eijstartRD
+∆eijRD = vjstart (d)
∆eijRD = RDlat ∗ eijmem_ope (e)
Si le nœud source est un nœud d’entrée ou si le nœud destination est un nœud de
sortie, les contraintes à imposer sont diﬀérentes. Dans le cas d’un nœud d’entrée seules
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Fig. 4.10 – Opérations d’écriture et de lecture en mémoire lors d’un transfert de données via la
mémoire vimem .
des opérations de lecture ont lieu (4.4.8). Dans le cas d’un tranfert vers un nœud de sortie
seule une opération d’écriture est modélisée (4.4.9).
Contrainte 4.4.8 ∀eij = (vi, vj) ∈ E tel que vi ∈ ES (entrée) :
eijstartRD
= viend (a)
eijstartRD
+∆eijRD = vjstart (b)
∆eijRD = RDlat (c)
Contrainte 4.4.9 ∀eij = (vi, vj) ∈ E tel que vj ∈ ES (sortie) :
vistartWR ≥ viend (a)
vjstart = vistartWR +∆eijWR (b)
∆eijWR = WRlat (c)
Cas du réseau fonctionnel
Pour modéliser le temps d’occupation du réseau fonctionnel lors d’un transfert de données,
nous déﬁnissons pour chaque arc entre deux nœuds représentant l’exécution d’un motif de
calcul une nouvelle variable ∆eijope_ope . Cette variable est non nulle lors d’un transfert via
le réseau fonctionnel. Les contraintes sur cette variable sont données en 4.4.10 où la variable
ope_opelat représente la latence de traversée du réseau fonctionnel. La ﬁgure 4.11 montre
que le temps de traversée du réseau fonctionnel a une valeur comprise sur l’intervalle ﬁn
du nœud source viend et début du nœud destination vjstart .
Contrainte 4.4.10 ∀eij = (vi, vj) ∈ E | vi ∈ OP ∧ vj ∈ OP :
∆eijope_ope = vjstart − viend
∆eijope_ope ≥ ope_opelat ∗ eijope_ope
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Fig. 4.11 – Transfert de données via le réseau fonctionnel.
4.4.1.7 Contraintes de partage de ressources
La modélisation du problème de partage de ressources est eﬀectuée à l’aide de la
contrainte globale diﬀérentielle «Diﬀ2 » présentée précédemment (2.1.2.3). Cette contrainte
assure pour un ensemble d’opérations, chacune représentée dans un espace bidimensionnel
temps/ressource par un rectangle noté Rec = [x, y,∆x,∆y], qu’il n’y a aucun chevau-
chement entre elles. La variable x représente le début de l’opération, y l’identiﬁant de
la ressource associée et ∆x son temps d’occupation. La variable ∆y est en général une
variable booléenne qui modélise l’utilisation de la ressource (∆y = 1 si la ressource est
utilisée, 0 sinon).
Ainsi, il est facile de modéliser le problème de partage de ressources. Par exemple,
le fait que deux nœuds de l’AG, représentant tous deux un motif de calcul, ne puissent
pas être placés sur le même opérateur au même moment, ou que deux accès à une même
mémoire simple port, ne se fassent pas en même temps.
Modélisation des accès aux mémoires Chaque accès potentiel à la mémoire est mo-
délisé par un rectangle. Etant donné qu’un seul port est présent sur la sortie des opérateurs,
il ne peut y avoir qu’un seul accès en écriture par nœud vi ∈ V pour stocker la donnée
produite par l’opérateur vopi . C’est pourquoi, seul un rectangle noté Rec(viWR) est déﬁni
en 4.4.11(a) pour modéliser cette écriture. Rappelons que la variable vimem_acces , déﬁnie en
4.4.11(b), modélise l’utilisation de la mémoire pour au moins un transfert. Par contre, on
déﬁnit en 4.4.12 pour chaque arc eij sortant du nœud vi, un rectangle Rec(eijRD) repré-
sentant un possible accès en lecture de la donnée nécessaire à l’opération représentée par
vj .
Contrainte 4.4.11 ∀vi ∈ OP :
Rec(viWR) = [vistartWR , vimem ,WRlat, vimem_access ] (a)
vimem_acces ∈ {0, 1} ⇔
∑
∀eij∈vioutputs
eijmem_ope > 0 (b)
Contrainte 4.4.12 ∀eij ∈ vioutputs :
Rec(eijRD) = [eijstartRD
, vimem , RDlat, eijmem_ope ]
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Dans notre modèle, nous avons pris en compte le cas particulier où les nœuds source
et destination représentent une opération d’entrée/sortie pour laquelle il n’y a respective-
ment aucune écriture ou aucune lecture.
La contrainte 4.4.13 assure que tout accès à une mémoire est exclusif dans le temps
grâce à la contrainte diﬀérentielle « Diﬀ2 ». Cette contrainte est en fait trop restrictive.
En eﬀet, certaines exceptions doivent être prises en compte lorsque plusieurs lectures de la
même donnée sont eﬀectuées simultanément. Cela correspond en pratique au cas où une
accès en lecture est eﬀectué sur une mémoire et la donnée lue est utilisée par plusieurs
opérateurs à des moments diﬀérents (mais avec un recouvrement entre les deux opérations
de lecture modélisées). Alors la donnée lue doit être présente en sortie de la mémoire
jusqu’à la ﬁn de la dernière lecture.
Pour gérer ces cas, il est possible de spéciﬁer pour la contrainte 4.4.13 les paires de
rectangles pouvant se chevaucher, ce qui est fait pour toutes les lectures potentielles d’une
même donnée (représentées par tous les arcs sortant d’un même nœud) dans 4.4.14.
Contrainte 4.4.13 ∀vi ∈ V, eij ∈ vioutputs :
Diff2([...Rec(viWR), Rec(eijRD)...])
Contrainte 4.4.14 ∀vi ∈ E ∧ eij , eik ∈ vioutputs ∧ j 6= k :
[Recj , Reck] = [Rec(eijRD), Rec(eikRD)]
La ﬁgure 4.12 illustre les accès à la mémoire vimem pour le transfert de la donnée
produite par le nœud source vi vers les deux nœuds destinations vj et vk. Ces accès à la
mémoire sont représentés par les trois rectangles rouges. Dans cet exemple, l’exception
permet d’accepter le chevauchement des deux lectures de la donnée.
Modélisation de l’occupation des cellules des mémoires La modélisation du temps
d’occupation d’une cellule mémoire en vue du stockage de la donnée en sortie d’un nœud
vi est eﬀectuée par la variable vlife_time déﬁnie pour chaque nœud de l’AG. Cette variable
correspond au temps passé par une donnée en mémoire, c.-à-d. entre son écriture et sa
dernière lecture. Pour cela il est nécessaire de déﬁnir, pour chaque arc sortant de vi, une
variable eijlife_time correspondant à la durée de vie de la variable en mémoire (contrainte
4.4.15(a)). La valeur maximale de ces variables, déﬁnie par la contrainte 4.4.15(b), repré-
sente la durée de vie d’une donnée en mémoire nécessaire pour assurer tous ses transferts.
Contrainte 4.4.15 ∀vi ∈ V, eij ∈ vioutputs :
eijlife_time = vjstart − vistartWR (a)
vilife_time = max(..., eijlife_time ∗ eijmem_ope , ...) (b)
Dans le cas où vi représente une variable d’entrée, il n’y a pas d’écriture dans la
mémoire mais seulement des lectures, car on considère que la donnée est présente dans la
mémoire au début de l’exécution de l’AG. Le temps passé en mémoire par une variable
d’entrée correspond donc à la date de sa dernière lecture, soit vilife_time = max(..., vjstart ∗
eijmem_ope , ...).
Dans le cas où vi représente un opérateur connecté à une variable de sortie vj , la don-
née produite reste en mémoire jusqu’à la ﬁn de l’exécution de l’AG. Donc eijlife_time =
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Fig. 4.12 – Opérations d’écriture et de lecture lors de deux transferts de données via la mémoire
vimem avec exception sur les deux lectures.
CostFunc− vistartWR . La variable CostFunc représente la date de la ﬁn de l’exécution de
l’AG.
Le nombre de cellules par mémoire étant limité, nous utilisons la contrainte globale
cumulative (déﬁnie dans le chapitre 2 en 2.1.2.3) pour assurer qu’à aucun moment cette
limite n’est dépassée. Cette contrainte est déﬁnie pour chaque mémoire par une limite,
ici notée m_size, et un ensemble de rectangles Rec = [t,∆t,m_used] représentant l’oc-
cupation d’une cellule mémoire pour une donnée à partir de la date t, pendant ∆t. Un
rectangle de ce type est déﬁni pour chaque nœud de l’AG pour toutes les mémoires comme
le montre la contrainte 4.4.16(a). La variable m_used vaut 1 si c’est bien la mémoire mi
qui est utilisée pour stocker la donnée en sortie vi, m_used vaut alors 0 pour toutes les
autres mémoires (contrainte 4.4.16(b)). La contrainte cumulative est déﬁnie en 4.4.16(c).
Contrainte 4.4.16 ∀mi ∈ {0..|Mem| − 1}, ∀vi ∈ V ∧ vi /∈ ES :
Rec(mi, vi) = [vistartWR , vilife_time ,m_usedi] (a)
m_usedi ∈ {0, 1} ⇔ vimem = mi (b)
Cumulative(Rec(mi, vi),m_size) (c)
A noter que dans le cas où vi représente une variable d’entrée, la cellule mémoire est
occupée dès le début de l’exécution de l’AG donc Rec(mi, vi) = [0, vilife_time ,m_usedi].
La ﬁgure suivante 4.13 montre un exemple d’occupation d’une cellule mémoire. Dans
cet exemple, vk est le dernier nœud à utiliser la donnée produite par vi donc vilife_time =
eiklife_time .
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Fig. 4.13 – Occupation d’une cellule de la mémoire mi représentée par le rectangle Rec(mi, vi).
Modélisation de l’activité des opérateurs Lorsqu’un nœud représente l’exécution
d’un motif de calcul, il faut assurer qu’il est placé sur un opérateur disponible. La modé-
lisation des contraintes de partage des opérateurs est décrite par la contrainte « Diﬀ2 ».
L’activité des opérateurs est modélisée par les rectangles Rec(viop) représentant l’occupa-
tion d’un opérateur pour un nœud vi ∈ OP , comme le montre la contrainte 4.4.17.
Contrainte 4.4.17 ∀vi ∈ OP :
Rec(viop) = [vistart , viop , viopactivity , 1]
Diff2([..., Rec(viop), ...])
Pour modéliser l’occupation d’un opérateur, nous utilisons la variable viopactivity dont
la valeur est déﬁnie en fonction du réseau d’interconnexion utilisé pour transférer la va-
riable produite par vi. En eﬀet, un opérateur est actif depuis le début de l’exécution
d’un motif jusqu’à la dernière utilisation de la donnée qu’il produit en sortie. Or, dans
le cas du transfert de cette donnée via le réseau mémoire, on considère que la donnée
est consommée à la ﬁn de son écriture en mémoire alors que, dans l’autre cas, elle n’est
considérée comme consommée qu’après la ﬁn de son transfert sur le réseau fonctionnel.
Deux variables viactivity_1 et viactivity_2 modélisent l’activité d’un opérateur en fonction du
réseau, elles sont déﬁnies par les contraintes 4.4.18(a) pour le réseau mémoire et 4.4.18(b)
pour le réseau fonctionnel. Ces variables permettent de déﬁnir l’occupation de l’opérateur
viopactivity par la contrainte 4.4.18(c). Le choix de réseau est modélisé par les variables
booléennes vimem_acces (déﬁnie en 4.4.11(b)) et vinet_acces (déﬁnie en 4.4.18(d)).
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Contrainte 4.4.18 ∀vi ∈ OP, eij ∈ vioutputs :
viactivity_1 = vistartWR +WRlat − vistart (a)
viactivity_2 = max(...,∆eijope_ope , ...) + videlay (b)
viopactivity = max(viactivity_1 ∗ vimem_acces , viactivity_2 ∗ vinet_acces) (c)
vinet_acces ∈ {0, 1} ⇔
∑
∀eij∈vioutputs
eijope_ope > 0 (d)
La ﬁgure 4.14 montre un exemple dans lequel le nœud source vi transfère sa donnée
en sortie vers un nœud vj via le réseau mémoire, et vers deux nœuds vk et vl via le réseau
fonctionnel. L’activité de l’opérateur viopactivity débute à vistart et dure jusqu’à la dernière
utilisation de la donnée, qui dans cet exemple, correspond à la ﬁn du dernier transfert de
cette donnée via le réseau fonctionnel soit vlstart .
vi
vj
eij
vistartWR
vistart
vjstart
tim
e
vk
vkstart
n i a
ctiv
ity_
1
MAX
Re
c(v
i op
)
vl
n i a
ctiv
ity_
2
vlstart
n i a
ctiv
ity_
2'R
ec
(v i
WR
)
Re
c(e
ij R
D)
Fig. 4.14 – Exemple illustrant l’activité d’un opérateur lorsque la donnée qu’il produit est trans-
férée via les deux réseaux de communication.
4.4.1.8 Fonction de coût
L’objectif de ce modèle est d’optimiser le temps d’exécution d’une application lors de
son déploiement. Nous avons pour cela introduit la variable CostFunc représentant la
date de ﬁn d’exécution du dernier nœud de sortie (c.-à-d. la dernière écriture en mémoire).
Cette variable doit être minimisée comme le montre la fonction de coût déﬁnie par la
contrainte 4.4.19.
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Contrainte 4.4.19 ∀vi ∈ ES | eij ∈ vioutputs = ∅ :
CostFunc = max(..., viend , ...)
minimize(CostFunc)
4.4.1.9 Exemple détaillé
Nous proposons dans cette section de présenter un exemple simple issu de [91] dans le
but de montrer une vision plus globale du modèle de contraintes. Cet exemple, représenté
par la ﬁgure 4.15, illustre le modèle de contraintes avec quatre communications, deux sur
chaque réseau.
L’activité mémoire est représentée dans un espace bi-dimensionnel avec pour abscisse
les identiﬁants des mémoires et pour ordonnée le temps. Toutes les principales variables
impliquées dans l’activité mémoire sont représentées. L’opération d’écriture de la donnée
produite par le nœud source vi dans la mémoire vimem qui dure WRlat ainsi que les deux
opérations de lecture de cette donnée par les nœuds vj et vk. L’occupation de la cellule
mémoire pour y stocker la donnée commence au début de son écriture jusqu’à sa dernière
lecture par vk.
Le temps d’occupation du réseau fonctionnel est aussi représenté sur la ﬁgure. Il corres-
pond au temps maximum entre la ﬁn d’exécution de vi et le début d’exécution des nœuds
vl et vm.
L’activité des opérateurs est aussi représentée dans un espace bi-dimensionnel avec pour
abscisse les identiﬁants des opérateurs. L’opérateur viop est actif du début d’exécution
du nœud vi jusqu’à l’utilisation de la donnée produite, c.-à-d. jusqu’à la ﬁn du dernier
transfert, que ce soit en mémoire (ﬁn d’une écriture en mémoire) ou vers un opérateur
(date de début d’exécution du nœud destinataire).
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Fig. 4.15 – Illustration du modèle de contraintes avec communications sur les deux réseaux.
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4.4.2 Résultats
4.4.2.1 Conditions d’expérimentation
Dans le but d’évaluer notre modèle de contraintes pour le déploiement d’un graphe
d’application sur l’architecture ROMA, nous avons compilé certains noyaux de calcul in-
tensif très répandus dans les applications multimédia. Ces résultats ont été présentés à la
conférence internationnale DASIP (Design and Architectures for Signal and Image Pro-
cessing) en 2010 [91]. Nous avons reçu à ce titre le prix du meilleur papier.
Les applications sélectionnées sont listées ci-après.
− DCT inverse (IDCT) de l’application de compression d’image JPEG,
− Écriture des en-têtes des ﬁchiers image de type BMP,
− Algorithme de Sobel utilisé en traitement d’image pour la détection de contours,
− Multiplication de matrices issue de l’application MESA qui est une implémentation
open source de la spéciﬁcation openGL,
− Filtre à réponse impulsionnelle inﬁnie (IIR pour Inﬁnite Impulse Response),
− Pré-ﬁltre de l’application PRiME9 (FIR avec décimation) de Technicolor (noté
Roma H ﬁlter) choisi pour valider le prototype du processeur ROMA.
L’instance de l’architecture ROMA utilisée pour ces tests comporte quatres opérateurs
homogènes et huit mémoires locales. Les réseaux de communication de l’architecture sont
ceux décrits précédemment, à savoir, un réseau tout connecté entre mémoires et opérateurs
et le réseau ROMA entre opérateurs. Concernant les latences utilisées pour nos expéri-
mentations, nous avons considéré que WRlat = RDlat = ope_opelat = 1 et que toutes les
opérations de base ont une latence d’un cycle à l’exception de la multiplication qui a une
latence de deux cycles.
Le modèle de contraintes présenté prend en compte les problèmes liés au choix du
réseau, les contraintes temporelles et d’ordres mais aussi de partage des ressources, de
limitation du nombre de cellules mémoire et enﬁn d’optimisation du temps d’exécution
global. Si nous imposons toutes ces contraintes simultanément, cela implique une grande
complexité du problème et donc un temps de résolution qui peut être conséquent. Or, dans
le cadre du projet ROMA, nous avons focalisé nos expérimentations sur le déploiement
pour la génération de code. Nous avons observé que la contrainte cumulative modélisant la
limitation du nombre de cellules contenues dans chaque mémoire n’apportait pas d’intérêt
car la quantité de données traitée n’était pas un point dur. De plus, la génération d’adresse
et la vériﬁcation du non dépassement du nombre de cellules mémoire ont été reportées au
niveau de la génération des conﬁgurations.
4.4.2.2 Analyse des résultats
Le résultat du déploiement pour la première composante de l’application JPEG IDCT
(col) est illustré sur la ﬁgure 4.16. L’identiﬁant de l’opérateur est donné pour chaque nœud
représentant une opération. Au niveau des arcs, le label « F » signiﬁe que le transfert de
données est eﬀectué à travers le réseau fonctionnel et « Mx » à travers le réseau mémoire
(x représente l’identiﬁant de la mémoire).
9PRiME signifie Pixel Recursif Motion Estimation, estimation de mouvement récursif au niveau pixel.
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Fig. 4.16 – Exemple de déploiement pour l’application JPEG IDCT (col, composante 1), « F »
signiﬁe que le transfert de données est eﬀectué à travers le réseau fonctionnel et « Mx » lorsqu’il
est à travers le réseau mémoire (x est l’identiﬁant de la mémoire).
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Le tableau 4.4 présente les résultats obtenus pour le déploiement des algorithmes choisis
sur l’instance de ROMA considérée. Ce tableau donne les principales caractéristiques des
AG représentant le cœur de calcul de chaque algorithme en termes de nombre de nœuds,
d’arcs, et de variables d’entrée/sortie. Les résultats sont donnés en nombre de cycles (va-
leur de la variable « CostFunc »). Nous précisons aussi si le résultat est prouvé comme
optimal par le solveur JaCoP. Enﬁn, le temps de résolution du problème de déploiement
est donné en milliseconde.
Les résultats montrent que dans la majorité des cas, 78% exactement, les résultats du
déploiement sont prouvés optimaux. Il y a trois cas où l’optimalité n’a pas pu être prouvée.
Dans le premier cas (JPEG row), mis à part la grande taille de l’AG, cela vient du
fait qu’il existe dans l’AG des arcs qui relient des nœuds dont les dates d’exécution sont
très éloignées dans le temps. De plus, ce graphe contient des groupes de nœuds ayant des
connexions entre eux à diﬀérents niveaux. Dans les deux autres cas (MESA et IIR) les
caractéristiques des AG sont particulières. Pour MESA, l’AG a une largeur maximum de
13 et surtout une largeur moyenne de 8,67. Pour IIR, l’AG est long avec un chemin critique
de 23 et comporte comme JPEG row de longues connexions.
Ces résultats montrent bien les limites de notre approche si l’on ne tient pas compte
des propriétés du graphe qui potentiellement amènent une grande complexité du problème.
En eﬀet, l’analyse de ces propriétés nous amène à penser que la division de l’AG en compo-
santes dont on maitrise les propriétés permettrait de résoudre le problème de déploiement
sur des graphes comme JPEG row, MESA ou IIR.
Dans nos expérimentations, les tailles des AG utilisés ne dépassent pas la centaine de
nœuds. Cela vient du fait que notre approche, sans clustering, ne permet pas de traiter
de grands problèmes. Il réside donc, dans certains cas, une problématique de passage à
l’échelle que l’on rencontre aussi dans les appoches de type solveur (ILP, MIP, etc.).
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Application AG Nœuds Arcs Entrées Sorties Cycles Optimal Tps d’exécution (ms) Time Out (s)
JPEG IDCT (col) 1 35 40 13 4 16
√
7693 30
-//- 2 57 65 22 5 26
√
15117 30
Total pour JPEG IDCT (col) 1+2 92 105 35 9 42
√
22810 30
JPEG IDCT (row) 3 106 127 34 17 29 × TO 30
Write BMP Header 4 73 72 29 16 13
√
875 10
-//- 5 19 18 8 4 5
√
15 10
-//- 6 27 26 12 4 9
√
47 10
-//- 7 27 26 12 4 9
√
46 10
-//- 8 9 8 4 2 5
√
0 10
Total pour Write BMP Header 4+..+8 155 150 65 30 41
√
983 10
sobel 7x7 (unrolled 2x2) 9 52 54 24 2 24
√
360 10
MESA Matrix Mul 10 52 60 20 4 16 × TO 30
IIR biquad N sections (unrolled x4) 11 66 73 29 1 55 × TO 30
Roma H ﬁlter 12 43 42 21 2 28
√
297 10
Tab. 4.4 – Résultats obtenus pour le déploiement sous contraintes de ressources d’une sélection d’applications multimédia.
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4.5 Déploiement d’une application sur un modèle d’archi-
tecture pipelinée
Nous nous intéressons dans cette partie à la modélisation par des contraintes du dé-
ploiement d’un AG sur un modèle d’architecture pipelinée avec pour objectif l’optimisation
de la latence totale du pipeline ou encore l’optimisation de la puissance consommée lors
de l’exécution de l’AG.
4.5.1 Modèle d’architecture pipelinée
Le modèle d’architecture considéré dans cette partie comporte globalement les mêmes
caractéristiques que dans la partie précédente, un ensemble d’opérateurs reconﬁgurables
à gros grain au niveau fonctionnel, un ensemble de mémoires, deux réseaux de communi-
cation et un contrôleur global. Les principaux changements sont au niveau des opérateurs
et des mémoires. En eﬀet, les opérateurs sont pipelinés et les mémoires, à double port,
peuvent se comporter comme des buﬀers circulaires. Ce modèle d’architecture est repré-
senté sur la ﬁgure 4.17
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Fig. 4.17 – Modèle générique d’architecture pipelinée.
4.5.1.1 Opérateur pipeliné
Un opérateur pipeliné décompose l’exécution d’une opération ou d’un motif (un en-
semble d’opérations successives) en plusieurs étapes. Cette caractéristique lui permet de
traiter plusieurs données en parallèle plutôt que d’attendre la ﬁn d’un traitement pour en
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démarrer un autre. D’un point de vue matériel, un opérateur pipeliné est composé de plu-
sieurs étages, chaque étage est délimité par un ensemble de « registres d’étage » assurant
ainsi un point de synchronisation.
La ﬁgure 4.18 illustre, par un exemple simple, la diﬀérence entre un opérateur pipe-
liné et un opérateur non pipeliné en termes d’exécution et de matériel. Dans le cas d’un
opérateur multi-cycle non pipeliné (combinatoire), ayant une latence de 3 cycles, une opé-
ration peut être lancée tous les 3 cycles. Dans le cas d’un opérateur pipeliné (comme celui
représenté sur la ﬁgure 4.18), une opération peut être lancée à tous les cycles.
Cet exemple démontre qu’un opérateur pipeliné est plus eﬃcace en termes de perfor-
mance temporelle (avec un ordonnancement en 5 cycles) qu’un opérateur qui ne l’est pas
(avec 9 cycles). De manière générale, si l’on compare deux architectures, l’une pipelinée et
l’autre non10, un noyau de calcul sous forme de boucle(s) peut être exécuté en un nombre
de cycle égal à 2 ∗ (LA − 2) + I (LA est la latence totale de l’architecture A et I est le
nombre d’itérations de la boucle) au lieu de LA ∗I cycles pour l’architecture non pipelinée.
Mais cet avantage n’est pas sans certains inconvénients.
Tout d’abord, un opérateur pipeliné a une surface plus grande comparée à un opérateur
combinatoire du fait de la présence de registres d’étage. Ensuite, pour pouvoir exploiter
au maximum un opérateur pipeliné il faut l’alimenter en données à chaque cycle.
L’utilisation d’opérateur de ce type dans le modèle d’architecture permet une exécution
pipelinée d’un AG ce qui augmente les performances de l’architecture. Mais la probléma-
tique de déploiement d’un AG dans ce contexte est diﬀérente.
4.5.1.2 Mémoire à buffer circulaire
Le modèle d’architecture considéré comporte des mémoires à double port. Chaque
mémoire dispose un port d’écriture et un port de lecture ce qui permet d’eﬀectuer une
écriture et une lecture simultanées à deux adresses diﬀérentes. Dans le contexte d’une
exécution pipelinée, on réalise à l’intérieur de chaque mémoire un buﬀer circulaire dont la
taille correspond à la latence nécessaire entre l’écriture et la lecture d’une donnée.
La ﬁgure 4.19 représente deux buﬀers circulaires eﬀectuant respectivement une ligne à
retard d’un cycle (le buﬀer contient une donnée) et de trois cycles (il contient alors trois
données) entre l’écriture et la lecture d’une même donnée. Un générateur d’adresse capable
de générer des adresses du type « modulo C » (C est une constante) est alors nécessaire
(mod 1 et mod 3 sur la ﬁgure).
4.5.2 Problématique
Lors d’une exécution pipelinée, les données traversent l’architecture à la chaîne à tra-
vers un certain nombre d’étages (selon la profondeur de la chaîne) et cela de manière
synchronisée pour assurer la cohérence des résultats. La chaîne est cadencée par l’horloge
de l’architecture. Idéalement, les données en entrée sont transmises à chaque cycle et, après
une certaine latence correspondant au temps nécessaire pour traverser tous les étages, les
données produites sont alors fournies en sortie à chaque cycle. Ce modèle d’exécution né-
cessite de prendre en considération les aspects suivants.
10Les opérateurs fonctionnent dans les deux cas à la même fréquence.
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/* Pseudo code */
for (i=0; i<3; i++) {
  Ci = Ai Op Bi ;}
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Fig. 4.18 – Diﬀérence entre opérateur pipeliné et non pipeliné en termes d’exécution sur un
exemple d’ordonnancement simple.
(counter+1) mod 1 (counter+1) mod 3
{0,0,0,...} {0,1,2,0,1,2,...}
x(n) x(n)
x(n-1) x(n-3)a) b)
Fig. 4.19 – Modélisation d’un buﬀer circulaire. Ce type de mémoire permet d’imposer une latence
entre l’écriture et la lecture d’une donnée. Dans les deux exemples illustrés sur cette ﬁgure, les
latences sont de 1 et 3 cycles.
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− Il n’est plus possible de reconﬁgurer partiellement l’architecture pendant l’exécution
d’un AG car cela implique une rupture dans la chaîne d’exécution. En eﬀet, il est
nécessaire d’arrêter l’approvisionnement des données en entrée et de récupérer les
dernières données produites après leur traversée des étages du pipeline. La recon-
ﬁguration partielle requiert dans ce contexte un contrôle supplémentaire qui n’est
pas considéré dans notre modèle d’architecture. Une exécution pipelinée implique
donc un déploiement de l’AG en une seule conﬁguration.
− La synchronisation des données en entrée de chaque opérateur à chaque cycle doit
être assurée pour permettre une exécution eﬃcace et pour assurer que les résul-
tats produits soient corrects. Or, dans notre modèle d’architecture le transfert de
données peut être eﬀectué à travers deux réseaux de communication : entre les opéra-
teurs (réseau fonctionnel) et entre les opérateurs et les mémoires (réseau mémoire).
Concernant le réseau mémoire, une donnée peut être lue ou écrite en mémoire à
chaque cycle, de plus, la durée entre l’écriture et la lecture d’une même donnée peut
varier ce qui permet une certaine ﬂexibilité lors de l’ordonnancement. Mais concer-
nant le réseau fonctionnel, il ne comporte pas de registre et son délai de traversée
est négligeable par rapport au délai nécessaire pour eﬀectuer un calcul à l’intérieur
dun cycle. On peut alors considérer que sa traversée à une latence nulle ce qui im-
pose plus de contraintes lors de l’ordonnancement. La présence de ces deux réseaux
dont les propriétés diﬀèrent nécessite de modéliser la synchronisation des données
en fonction du réseau emprunté.
− La présence d’opérateurs à accumulation interne dans l’architecture pose certains
problèmes dans le contexte d’une exécution pipelinée. En eﬀet, ce type d’opérateurs
retient la donnée à accumuler durant un certains temps ce qui se traduit par la
consommation de données en entrée à chaque cycle sans production de donnée en
sortie à la même cadence. Dans notre modèle pour une exécution pipelinée, cela ne
pose pas de problème dans les cas où les opérateurs à accumulation ne transmettent
pas les données produites à un autre opérateur. En d’autres termes, le nœud dans
l’AG représentant une accumulation doit être terminal (c.-à-d. dont l’arc de sortie
est uniquement relié à un nœud représentant une variable).
4.5.3 Exemple illustratif
Un exemple illustrant la problématique de déploiement d’un AG dans le contexte d’une
exécution pipelinée est donné ﬁgure 4.20. Cet exemple montre un ordonnancement de l’AG
représenté sur la ﬁgure. On considère que la latence d’un opérateur pour eﬀectuer une
addition est de un cycle, de deux cycles pour une multiplication. On considère la traversée
du réseau fonctionnel comme immédiate et la latence d’une lecture/écriture en mémoire
est de un cycle.
Dans un contexte mono-conﬁguration il n’y a pas de partage de ressources donc chaque
nœud de l’AG représentant une opération est placé sur un opérateur durant toute la
conﬁguration.
Dans le but d’assurer qu’un opérateur reçoive les bonnes données au bon moment, il
est parfois nécessaire de retarder les données produites par les opérateurs source en les
faisant passer par les bancs de mémoire. C’est ce qu’il se passe pour les opérateurs Op0
et Op4 dont les données produites doivent passer par les bancs de mémoire avant d’être
transmises respectivement aux opérateurs Op1 et Op3. Notons que l’addition représentée
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par le nœud v1 sur l’opérateur Op4 est ordonnancée au cycle 1 plutôt qu’au cycle 0. En
eﬀet, il est possible de déﬁnir l’instant de lecture des données à additionner au début de
l’exécution et d’éviter ainsi de retarder les données produites par l’opérateur Op4 pour
être synchronisées en entrée de l’opérateur Op2.
Lorsque les données doivent transiter par les bancs de mémoire lors d’un transfert entre
deux opérateurs, il est indispensable d’emprunter le réseau mémoire et donc d’interdire
l’utilisation du réseau fonctionnel.
Op0
Op ateur
temps 
(cycles)1 2 3 4 5 6 7 8
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Fig. 4.20 – Exemple illustrant la problématique de déploiement d’un AG dans le contexte d’une
exécution pipelinée : pas de partage de ressources et synchronisation des données en entrée de
chaque opérateur par l’ajout de latence.
4.5.4 Couverture de l’AG avec des motifs de calcul
Ce modèle vise à permettre la compilation d’un AG pour une exécution pipelinée en
minimisant la latence totale du pipeline ou la consommation d’énergie. Pour atteindre cet
objectif, nous proposons de couvrir l’AG à placer par des motifs de calcul représentant des
opérateurs optimisés. Ces derniers sont modélisés sous forme de graphes et sont disponibles
dans un bibliothèque.
La couverture de l’AG par des motifs de calcul a deux principaux intérêts. Le premier
a trait à l’absence de partage de ressources. En eﬀet, le nombre d’opérateurs dans l’archi-
tecture est ﬁxe et un opérateur est alloué au même traitement durant toute l’exécution
de l’unique conﬁguration. De plus, le nombre de liens sur les réseaux de communication
est limité. Les motifs présents dans la bibliothèque ont des tailles diﬀérentes, variant du
simple opérateur arithmétique ou logique au motif comportant plusieurs opérateurs reliés
en interne. La couverture de l’AG par ces motifs va permettre dans certains cas de ré-
pondre à la contrainte de déploiement en une conﬁguration grâce à l’utilisation de motifs
comportant plusieurs opérateurs reliés en interne, ce qui n’est pas possible si la couver-
ture est eﬀectuée à une étape antérieure dans le ﬂot de déploiement. C’est d’ailleurs le
choix qui a été fait dans le modèle précédent pour assurer une complexité du problème de
déploiement acceptable. La conséquence directe est un meilleur passage à l’échelle.
Le second intérêt est lié à l’optimisation de la latence du pipeline. Les motifs utilisés
pour couvrir l’AG diﬀèrent dans leur taille mais aussi dans leur composition et surtout
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dans le nombre d’étages qu’ils comportent. Or, notre objectif étant d’obtenir le déploie-
ment ayant la latence la plus faible, le fait d’eﬀectuer la couverture en même temps que
le déploiement permet une sélection des motifs qui optimise la latence totale de l’unique
conﬁguration.
Remarque : A noter que dans ce nouveau modèle d’architecture, le nombre d’entrées
d’un opérateur peut être supérieur à deux (le nombre de sorties reste égal à un comme
imposé par le modèle d’architecture ROMA). Cela permet aux opérateurs de supporter
une variété de motifs plus grande.
4.5.5 Modèle de contraintes
Les contraintes déﬁnies dans ce modèle sont présentées selon les aspects suivants.
− Couverture de l’AG par des motifs de calcul,
− déploiement de l’AG en une conﬁguration :
– allocation des opérateurs,
– transfert de données sur les deux réseaux de communication,
− aspects temporels :
– dépendances de données,
– synchronisation des données dans le pipeline,
− optimisation de la latence du pipeline ou de la consommation d’énergie.
Le modèle de contrainte pour la couverture de l’AG s’appuie sur les travaux d’Antoine
Floc’h. Ceux-ci ne sont pas détaillés dans ce manuscrit. Pour plus de détails sur ce modèle,
le lecteur peut se référer à [42].
Un ensemble de variables sont déﬁnies pour modéliser les nœuds et les arcs dans l’AG
ainsi que l’appariement entre un motif de calcul de la bibliothèque et un sous-graphe dans
l’AG.
4.5.5.1 Modélisation d’un appariement
Dans notre modèle de contraintes, l’appariement entre un motif de calcul issu de la
bibliothèque de motifs et le sous-graphe dans l’AG isomorphe à ce motif est modélisé. Il
est noté « a » et est déﬁni par les variables du tableau 4.5.
4.5.5.2 Modélisation d’un nœud
Un nœud v ∈ V a la même sémantique que dans le modèle précédent. On modélise en
plus l’appariement avec le motif de calcul dans lequel ce nœud est impliqué par la variable
notée va. Le domaine de cette variable est composé des identiﬁants des appariements pou-
vant couvrir v, soit {id|aid ∈ appariementsv}. Une procédure est utilisée pour initialiser
l’ensemble appariementsv, elle est présentée un peu plus loin dans le manuscrit (partie
4.5.5.4).
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aid Identiﬁant de l’appariement {0..|appariement|−1}
asel
Représente la sélection de l’apparie-
ment
{0, 1}
aop
Identiﬁant de l’opérateur utilisé pour
exécuter le motif représenté par a
{i|opi ∈
{0..|operateur| − 1} ∧
opi peut exécuter a}
alat_in
Date à laquelle débute l’exécution de
l’appariement a dans le pipeline
{0..∞}
alat
Latence de l’opération associée à l’ap-
pariement
{0..∞}
apwr
Puissance consommée par l’opération
associée à l’appariement
{0..∞}
Tab. 4.5 – Variables associées à un appariement, leur signiﬁcation ainsi que leur domaine d’ini-
tialisation.
Le tableau 4.6 donne les principales variables associées à un nœud, leur signiﬁcation
ainsi que leur domaine d’initialisation.
va
Identiﬁant de l’occurrence de l’appa-
riement sélectionnée pour couvrir v
{id|aid ∈
appariementsv}
vlat_in
Date à laquelle débute l’exécution du
nœud v
{0..∞}
vlat
Latence de l’opération associée au
nœud v
{0..∞}
vop
Identiﬁant de l’opérateur utilisé pour
exécuter l’appariement couvrant le
nœud v ∈ OP
{i|opi ∈
{0..|operateur| − 1} ∧
opi peut exécuter va}
Tab. 4.6 – Variables associées à un nœud, leur signiﬁcation ainsi que leur domaine d’initialisation.
4.5.5.3 Modélisation d’un arc
De la même manière que précédemment, un arc eij ∈ E dans le graphe d’application
représente un transfert de données entre deux nœuds vi et vj . Les variables associées à un
arc sont données dans le tableau 4.7. Une nouvelle variable notée eint modélise un transfert
interne à un appariement (c.-à-d. à un opérateur), dans ce cas aucun des deux réseaux de
communication n’est emprunté.
4.5.5.4 Contraintes de couverture de l’AG par les motifs de calcul issus de la
biliothèque
La sélection des motifs pour couvrir l’AG est eﬀectuée à partir des motifs de la biblio-
thèque représentant des opérateurs pipelinés optimisés. Une étape clé dans la couverture
est l’identiﬁcation des motifs pouvant couvrir chacun des nœuds de l’AG. Le résultat de
cette étape est, pour chaque nœud v ∈ OP , l’ensemble des occurrences d’appariement pou-
vant le couvrir noté appariementsv. L’algorithme utilisé dans cette étape est issu de [72]
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emem_ope
Désigne l’utilisation du réseau mémoire
pour le transfert de données représenté
par e
{0, 1}
eope_ope
Désigne l’utilisation du réseau fonc-
tionnel pour le transfert de données re-
présenté par e
{0, 1}
eint
Désigne un transfert de données interne
à un opérateur, c.-à-d. à un apparie-
ment
{0, 1}
elat
Désigne la latence d’un transfert sur un
des réseaux de communication
{0..∞}
emem
Identiﬁant de la mémoire pouvant être
utilisée pour le transfert des données
représenté par e
{0..|memoire| − 1}
Tab. 4.7 – Variables associées à un arc, leur signiﬁcation ainsi que leur domaine d’initialisation.
et est décrit ci-après (algorithme 2). Dans cet algorithme, le nombre d’occurrences d’un
motif p dans l’AG est déﬁni grâce à la méthode TrouverToutesLesOccurrences(AG, p)
implémentée en utilisant la contrainte GraphMatch issue de [115]. Cette contrainte eﬀec-
tue l’isomorphisme de sous-graphe entre les motifs de la bibliothèque et l’AG.
Algorithme 2 Générer tous les appariements
// AG = (V,E) : Graphe d’application
// EMB : Ensemble de Motifs de la Bibliothèque
// Ap : Ensemble des occurences pour un motif p
// A : Ensemble de toutes les occurences
// appariementsv : Ensemble des occurences pouvant couvrir un nœud v
Ap ⇐ ∅
pour tout p ∈ EMB faire
Ap ⇐ TrouverToutesLesOccurrences(AG, p)
A⇐ A ∪Ap
fin pour
pour tout a ∈ A faire
pour tout v ∈ V faire
appariementsv ← appariementsv ∪ a
fin pour
fin pour
Aﬁn d’assurer que tous les nœuds soient impliqués dans un seul appariement, les
contraintes 4.5.1 et 4.5.2 sont imposées. Dans 4.5.1, la contrainte Count est utilisée pour
calculer le nombre d’occurrences acount ∈ {0, ataille} parmi l’union de tous les va repré-
sentant l’ensemble des appariements a pouvant couvrir v, noté ici aset = ∪v∈V va (taille
représente le nombre de nœuds dans l’appariement a). La contrainte 4.5.2 garantit que
lorsqu’un appariement a est sélectionné (asel = 1), cela implique que les nœuds qui com-
posent cet appariement sont tous couverts par celui-ci (acount = taille et taille > 0 donc
acount > 0) et réciproquement.
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Contrainte 4.5.1
∀ai ∈ A, aset =
⋃
v∈a
va, acount ∈ {0, ataille} : Count(i, aset, acount)
Contrainte 4.5.2
acount > 0⇔ asel
4.5.5.5 Contraintes de déploiement
Les contraintes de déploiement permettent de prendre en considération les limitations
de l’architecture, le nombre et type d’opérateurs, l’utilisation et la topologie des réseaux
de communication et le nombre de mémoires.
Contraintes d’allocation des opérateurs La modélisation de l’allocation des opéra-
teurs dans le contexte mono-conﬁguration est faite avec la contrainte globale Diff2. La
contrainte 4.5.3 modélise, pour chaque appariement a, l’allocation de l’opérateur utilisé
pour exécuter le motif de l’appariement. Elle déﬁnit pour cela un rectangle Rec(aop) dans
un espace bidimensionnel où l’axe des abscisses représente le temps et l’axe des ordonnées
représente l’identiﬁant des opérateurs. La problématique de déploiement en une conﬁgu-
ration est modélisée par la déﬁnition de tous les rectangles sur une seule unité de temps
(x = 0 et ∆x = 1). L’allocation de l’opérateur à proprement parlé est modélisée par
la variable aop qui correspond à l’identiﬁant de l’opérateur utilisé pour exécuter le motif
de l’appariement a, la hauteur du rectangle dépend de msel. En eﬀet, si l’appariement
n’est pas sélectionné alors le rectangle a une hauteur nulle, sinon, sa hauteur vaut 1. La
contrainte Diff2 assure qu’aucun rectangle ne se chevauche.
Contrainte 4.5.3
∀a ∈ A : Rec(aop) = {x, y,∆x,∆y, }
= {0, aop, 1, asel}
Diff2(..., Rec(aop), ...)
Comme le montre la contrainte précédente, ce sont les appariements sélectionnés qui
sont placés sur les opérateurs de l’architecture. Il est donc nécessaire d’associer, pour
chacun des nœuds de l’AG, la variable vop représentant l’opérateur sur lequel le nœud v
est placé avec la variable aop représentant l’opérateur exécutant l’appariement a pouvant
couvrir v. Cette association est assurée par la contrainte 4.5.4.
Contrainte 4.5.4
∀v ∈ OP : vop = Listeop[va] avec Listeop = [aop|a ∈ A ∧ v ∈ a]
Contraintes sur les transferts de données Un arc dans l’AG peut représenter trois
types de transfert, via la mémoire, le réseau fonctionnel ou encore un transfert interne à
un opérateur. En imposant la contrainte 4.5.5, on assure que ces trois types de transfert
sont mutuellement exclusifs. Un transfert interne a lieu si deux nœuds reliés par un arc
sont couverts par le même appariement (c.-à-d. placés sur le même opérateur), ceci est
modélisé par la contrainte 4.5.6.
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Contrainte 4.5.5
∀e ∈ E : emem_ope + eope_ope + eint = 1
Contrainte 4.5.6
∀eij = (vi, vj) ∈ E, vi ∈ OP ∧ vj ∈ OP : eijint ⇔ via = vja
Dans le cas particulier où le nœud source (ou le nœud destination) représente une
variable d’entrée (sortie) alors l’arc issu de (ou vers) ce nœud représente forcément un
transfert sur le réseau mémoire. Dans ce cas, la contrainte 4.5.7 est appliquée.
Contrainte 4.5.7
∀eij = (vi, vj) ∈ E, (vi ∈ ES ∧ vj ∈ OP ) ∨ (vi ∈ OP ∧ vj ∈ ES) :
eijmem_ope = 1
Contraintes pour le transfert de données à travers les mémoires Dans un
contexte mono-conﬁguration, les contraintes de partage des accès aux mémoires sont lar-
gement simpliﬁées. En eﬀet, non seulement comme pour les opérateurs la contrainte est
ramenée à une conﬁguration (sur une unité de temps), mais en plus il n’est pas nécessaire
de modéliser les écritures et les lectures séparément. Ainsi, la contrainte 4.5.8 déﬁnit, pour
chaque arc eij entre les nœuds vi et vj , le rectangle associé modélisant l’utilisation de la
mémoire eijmem . Comme pour l’allocation des opérateurs, l’axe des abscisses représente le
temps et l’axe des ordonnées l’identiﬁant des mémoires.
La contrainte 4.5.8 impose, par l’utilisation de la contrainte globale DisjointConditional
notée DC, qu’aucun rectangle ne se chevauche ce qui signiﬁe qu’une mémoire ne peut être
utilisée que pour un transfert de données entre deux opérateurs et cela tout au long de
l’unique conﬁguration. La contrainte DC, à la diﬀérence de la contrainte Diff2, permet
de spéciﬁer pour chaque paire de rectangles une exception en fonction d’une variable
booléenne. Lorsque cette variable vaut 0 alors les deux rectangles peuvent se chevaucher,
si elle vaut 1 alors ces rectangles ne peuvent pas se chevaucher.
Contrainte 4.5.8
∀eij = (vi, vj) ∈ E : Rec(eijmem) = {x, y,∆x,∆y, }
= {0, eijmem , 1, eijmem_op}
DC(..., Rec(eijmem), ...)
Il est important de noter que dans ce modèle, la contrainte 4.5.8 impose l’utilisation
d’une mémoire diﬀérente pour les transferts d’une même donnée vers diﬀérents opérateurs.
Cela est dû au fait que les latences à imposer lors de ces transferts peuvent être diﬀérentes.
Une exception est donc imposée dans le cas où ces latences sont identiques comme le
montre la contrainte 4.5.9. Dans cette contrainte, la variable booléenne nsljk (pour not
same latency) vaut 0 si les latences sont égales ce qui valide l’exception. Si les latences
sont diﬀérentes alors elle vaut 1 ce qui empêche l’utilisation d’une même mémoire pour les
deux transferts.
Contrainte 4.5.9
∀vi ∈ E ∧ eij , eik ∈ vioutputs ∧ j 6= k :
[Recj , Reck] = [Rec(eijmem), Rec(eikmem), nsljk]
nsljk ⇔ eijlat 6= eiklat
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Dans le cas où plusieurs arcs sont issus d’un nœud d’entrée, il est nécessaire de ne
considérer l’utilisation que d’une seule mémoire. Ainsi, un seul rectangle Rec(ei?mem) est
modélisé dans le cas où le nœud d’entrée vi possède plusieurs successeurs.
Contraintes pour le transfert de données sur le réseau fonctionnel : Les
contraintes de communication sur le réseau fonctionnel sont liées à la topologie du réseau.
Elles sont très proches de celles présentées pour le modèle précédent.
Concernant la modélisation de la topologie ROMA, la contrainte 4.5.10 est imposée sur
tous les arcs reliant deux nœuds qui représentent tous deux une opération. Pour rappel,
la variable eijopr ∈ {1..
|operateur|
2 } modélise les identiﬁants des opérateurs atteignables à
partir de viop .
Contrainte 4.5.10
∀eij = (vi, vj) ∈ E, vi ∈ OP ∧ vj ∈ OP :
If eijope_ope = 1 then vjop = viop + eijopr
Concernant la modélisation de n’importe quelle topologie d’un réseau point-à-point, la
contrainte 4.5.11 est utilisée. Pour rappel, la matrice de communication, ComMat, spéciﬁe
toutes les connexions entre les éléments du réseau deux à deux.
Contrainte 4.5.11
∀eij = (vi, vj) ∈ E, vi ∈ OP ∧ vj ∈ OP :
If eijope_ope = 1 then vjop = ComMat[viop ]
Contraintes temporelles Chaque nœud est couvert par un appariement sélectionné
parmi tous ceux pouvant le couvrir. Cet appariement est exécuté par un opérateur de
l’architecture. Concernant la latence à laquelle débute l’exécution de l’appariement et la
latence nécessaire à son exécution, elles sont identiques pour tous les nœuds couverts par
l’appariement. Cette relation est déﬁnie par les contraintes 4.5.12 et 4.5.13 dans lesquelles
la liste Listelat_in contient les latences auxquelles les appariements couvrant v débutent.
La liste Listelat contient les latences d’exécution de ces mêmes appariements.
Contrainte 4.5.12
∀v ∈ OP : vlat_in = Listelat_in[va] avec Listelat_in = [alat_in|a ∈ A ∧ v ∈ a]
Contrainte 4.5.13
∀v ∈ OP : vlat = Listelat[va] avec Listelat = [alat|a ∈ A ∧ v ∈ a]
Dépendances de données entre nœuds et synchronisation dans le pipeline
Pour assurer la synchronisation des données en entrée des opérateurs, la contrainte 4.5.14
est déﬁnie. Cette contrainte impose l’utilisation du réseau mémoire pour le transfert de
données entre deux nœuds représentant des opérations fonctionnelles lorsque l’ajout d’une
latence est nécessaire pour la synchronisation des données. Enﬁn, la contrainte 4.5.15 assure
que les dépendances de données entre les nœuds de l’AG ainsi que la synchronisation des
données en entrée d’un opérateur sont bien respectées, et cela, en fonction des latences des
opérations et des transferts de données.
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Contrainte 4.5.14
∀eij = (vi, vj) ∈ E, vi ∈ OP ∧ vj ∈ OP :
eijmem_ope ⇔ eijlat > 0
Contrainte 4.5.15
∀eij = (vi, vj) ∈ E, vi ∈ OP ∧ vj ∈ OP :
If eijint = 0 then vjlat_in = vilat_in + vilat + eijlat
4.5.5.6 Fonctions de coût
Dans ce modèle de contraintes, deux fonctions de coût sont proposées. Celle pour l’op-
timisation de latence totale du pipeline est donnée par la contrainte 4.5.16. Celle pour la
minimisation de la consommation d’énergie est donnée par la contrainte 4.5.17. Cette der-
nière contrainte permet la sélection des motifs qui consomment le moins d’énergie et qui
minimisent les transferts de données sur le réseau mémoire (la constantememorypwr repré-
sente la consommation d’énergie lors d’un transfert via la mémoire). Elle peut être utilisée
conjointement avec une contrainte de latence de la forme CostFunclat ≤ LatencyMAX
(à la place de minimize(CostFunclat)) où LatencyMAX représente la latence maximale
acceptée.
Contrainte 4.5.16
∀v ∈ OP : CostFunclat = max(..., vlat_in + vlat, ...)
minimize(CostFunclat)
Contrainte 4.5.17
CostFuncpwr =
∑
a∈A
apwr ∗ asel +
∑
e∈E
emem_ope ∗memorypwr
minimize(CostFuncpwr)
4.5.6 Exemple détaillé
Un exemple simple est illustré sur la ﬁgure 4.21. Cette ﬁgure représente l’ordonnan-
cement d’un AG couvert par les motifs de la bibliothèque ainsi que le graphe réduit où
chaque nœud est un motif et dans lequel apparait la ligne de retard (représentée par un
hexagone).
Les appariements possibles avec les motifs de la bibliothèque sont donnés par la ﬁgure
4.22. La solution illustrée sur la ﬁgure 4.21 est représentée ici par les points noirs, les gris
étant les appariements possibles.
Enﬁn, la ﬁgure 4.23 montre le résultat du déploiement de l’AG sur une instance du
modèle d’architecture pipelinée. Les liens en pointillés ne sont pas utilisés dans la solution
proposée. La mémoire utilisée pour réaliser la ligne de retard est identiﬁable par l’hexagone.
130 Modèles de contraintes pour le déploiement d’applications sur CGRA
x
x x
+
-
a2
v0 v1
v3
v2
v4
cyc
le
cyc
le
cyc
le
a2lat =1
ligne de retard
(1 cycle)
4
4lat =1
a5
a5lat =2
CostFunclat = 3
x x
+
x x
5 2
4
+/-
Bibliothèque de 
motifs
Graphe réduit
a
a
a a
a
Fig. 4.21 – Exemple d’ordonnancement d’un AG après couverture par des motifs issus de la
bibliothèque.
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Fig. 4.22 – Appariements possibles (gris) et sélectionnés (noirs) des motifs de la bibliothèque de
l’exemple.
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Fig. 4.23 – Déploiement de l’AG sur une instance de l’architecture pipelinée, les liens en pointillés
ne sont pas utilisés.
4.5.7 Résultats
4.5.7.1 Conditions d’expérimentation
Dans le but de valider et d’évaluer le modèle de contraintes proposé pour le déploie-
ment d’un AG sur un modèle d’architecture pipelinée, nous avons procédé à la compilation
de plusieurs noyaux de calcul intensifs issus d’applications multimédia dont les caracté-
ristiques sont données dans le tableau 4.8. Les applications choisies sont sensiblement les
mêmes que celles utilisées pour évaluer le modèle de contraintes précédent (pour une ar-
chitecture non pipelinée)11. La sélection des applications est un peu diﬀérente car nous
avons voulu montrer que ce second modèle de contraintes, plus simple car la modélisation
est eﬀectuée au niveau d’une conﬁguration, est capable de placer de manière optimale des
AG de plus grande taille. Nous avons fait l’hypothèse que l’on dispose d’une architecture
ayant un nombre de ressources suﬃsant pour un déploiement en une conﬁguration. Ainsi,
aucune limitation architecturale au niveau du nombre d’opérateurs ou de mémoires n’a
été imposée pour ces expérimentations.
L’instance de l’architecture ROMA utilisée pour ces tests comporte un nombre illimité
d’opérateurs homogènes et de mémoires locales. Les réseaux de communication de l’archi-
tecture sont ceux décrits précédemment, un réseau tout connecté entre les mémoires et les
opérateurs et le réseau ROMA entre les opérateurs. Concernant les latences utilisées dans
nos expérimentations nous avons considéré que la traversée du réseau fonctionnel a une
latence nulle, que celle du réseau mémoire a une latence supérieure à zéro.
Concernant les opérateurs, nous avons utilisé deux bibliothèques pour la couverture
des AG. La première bibliothèque est issue de l’opérateur ROMA, la seconde est issue
11A noter que les caractéristiques des AG communs aux deux évaluations peuvent varier du fait d’un
filtrage plus agressif qui supprime les variables temporaires par exemple.
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Application AG Nœuds Arcs Entrées/Sorties
Auto Regression Filter 1 56 58 28
gost 2 21 21 11
Write BMP Header 3 71 70 43
-//- 4 19 18 12
-//- 5 27 26 16
-//- 6 27 26 16
-//- 7 9 8 6
total 3+..7 153 148 93
sobel 7x7 8 14 13 8
(unrolled 2x2) 9 49 51 24
MESA Matrix Mul 10 52 60 24
(unrolled x2) 11 88 120 32
(unrolled x3) 12 124 180 40
(unrolled x4) 13 160 240 48
IIR biquad N sections 14 18 19 9
(unrolled x4) 15 65 72 30
Roma H ﬁlter (unrolled) 16 42 41 22
Tab. 4.8 – Caractéristiques des graphes d’application sélectionnés.
des motifs extraits avec le sytème UPaK (une brève présentation du système est donnée
en 2.3.4.1, les motifs sont décrits dans l’article [117]). Ces deux bibliothèques ont été
complétées par une base commune de motifs simples (opérations de base) dont la latence
est de 1 cycle et la consommation de puissance est de 3 mW (cette puissance est une sur-
approximation car elle se situe entre le calcul d’une valeur absolue d’une diﬀérence et une
multiplication de l’opérateur ROMA en technologie ASIC 130 nm [62]). Toutes les latences
et les consommations d’énergie pour la bibliothèque UPaK ont été approximées à partir de
la synthèse de l’opérateur ROMA. A noter tout de même que pour la bibliothèque UPaK,
le choix a été fait de modéliser l’addition et la soustraction comme des opérations de base
(latence de 1 cycle et 3 mW de consommation de puissance) alors que dans la bibliothèque
ROMA ces opérations sont implémentées dans l’opérateur (avec une latence de 3 cycles et
une consommation propre de seulement 1 mW).
Ces données sont à considérer lors de la lecture des résultats mais n’ont pas d’impact
direct sur la complexité de résolution du problème étant donné que nous considérons
l’architecture comme homogène.
4.5.7.2 Analyse des résultats
Les tableaux 4.9 et 4.10 donnent les résultats obtenus en termes de latence et de puis-
sance consommée pour la bibliothèque basée sur les motifs de l’opérateur ROMA et celle
basée sur les motifs extraits par le système UPaK respectivement. Le nombre d’appa-
riements, incluant ceux ne contenant qu’un seul nœud, est détaillé ainsi que le nombre
d’opérateurs nécessaires au déploiement de l’AG en une seule conﬁguration.
Lorsque la bibliothèque issue des motifs de l’opérateur ROMA est utilisée pour la cou-
verture, les appariements ne contiennent qu’un nœud (sauf pour l’AG de l’application sobel
(non déroulée) qui comporte une accumulation). Cela vient du fait que les applications
utilisées dans nos expérimentations ne sont pas dans le champ d’application de l’opérateur
ROMA qui est spécialisé pour les boucles non déroulées contenant une accumulation et/ou
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une valeur absolue. Cet opérateur a déjà prouvé son eﬃcacité dans le cadre d’algorithmes
comme la DCT, SAD et DWT (Discrete Wavelet Transform ou transformée en ondelettes
discrète) [63], l’objectif de nos expérimentations n’est pas de vériﬁer cela.
Étant donné que les appariements ne comportent qu’un nœud, la complexité du pro-
blème est faible. Nous obtenons donc facilement la preuve de l’optimalité des solutions
dans 100% des cas, même pour l’AG 13 (MESA Matrix Mul déroulé avec un facteur 4)
comportant 160 nœuds et 240 arcs avec un temps d’exécution de moins de 6 secondes.
Nous observons par ailleurs que pour ce noyau de calcul totalement parallélisable, nous
obtenons la même latence quelle que soit le facteur de déroulage. Le nombre d’opérateurs
et la puissance consommée sont alors directement proportionnels au facteur de déroulage.
Il est important de noter que le temps d’exécution nécessaire pour déterminer l’optimalité
de la solution croit exponentiellement en fonction de la taille du problème.
Dans le cas où la bibliothèque basée sur les motifs extraits par UPaK est utilisée, le
nombre d’appariements est plus élevé étant donné que les motifs de cette bibliothèque
sont spécialement dédiés à l’accélération de ces applications. L’impact de la couverture
des AG au niveau de la complexité du problème à résoudre est donc plus visible. Cela
se traduit par l’obtention de la preuve de l’optimalité des solutions dans 93, 75% des cas
lorsque le latence du pipeline est optimisée et dans 62, 5% des cas lorsque c’est la puissance
consommée qui est optimisée. La diﬀérence entre les deux optimisations s’explique par le
fait que la fonction de coût utilisée pour minimiser la puissance est plus complexe car elle
fait intervenir la sélection du réseau de communication en plus de la sélection des appa-
riements en fonction des opérateurs (voir la constrainte 4.5.17). Enﬁn, il reste deux cas où
aucune solution n’est déterminée (cas particulier mettant à défaut notre implémentation
ou phénomène de divergence ?).
Comme pour le modèle d’architecture non pipelinée, on observe que l’approche basée
sur la CP ne permet pas d’obtenir des résultats dans tous les cas. En eﬀet, si le problème
à résoudre est trop complexe, même sur des graphes de petite taille, alors la solution
ne peut être prouvée optimale ou même aucune solution n’est déterminée. Cela est aussi
vrai lorsque le problème est simple mais l’AG est grand et totalement parallélisable. Nous
pouvons en conclure qu’il est nécessaire de proposer, pour chaque modèle, des heuristiques
au niveau des mécanismes de recherche de solutions et au niveau de l’ordre d’évaluation
des variables. Cette approche a déjà été utilisée dans notre équipe de recherche et a permis
d’améliorer le passage à l’échelle de certains modèles d’ordonnancement.
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AG
Appariements
(1 nœud)
Latence Nbre Op
Tps
d’exécution
(ms)
Optimal
Puissance
(mW)
Nbre
Op
Tps
d’exécution
(ms)
Optimal
1 28 (28) 24 28 374
√
132 28 374
√
2 10 (10) 6 10 78
√
50 10 78
√
3 28 (28) 11 28 561
√
180 28 468
√
4 7 (7) 2 7 16
√
51 7 31
√
5 11 (11) 5 11 15
√
75 11 16
√
6 12 (11) 5 11 15
√
75 11 62
√
7 3 (3) 2 3 0
√
23 3 0
√
3+..+7 25 60 607
√
404 60 577
√
8 7 (6) 15 5 16
√
25 5 47
√
9 25 (25) 27 25 280
√
94 25 249
√
10 28 (28) 12 28 375
√
148 28 452
√
11 56 (56) 12 56 1094
√
296 56 1139
√
12 84 (84) 12 84 2497
√
444 84 2638
√
13 112 (112) 12 112 5445
√
592 112 5820
√
14 9 (9) 18 9 62
√
46 9 63
√
15 36 (36) 60 36 515
√
174 36 390
√
16 20 (20) 34 20 390
√
84 11 468
√
Tab. 4.9 – Résultats de latence et de consommation de puissance obtenus dans le cas d’une architecture pipelinée comportant des opérateurs de type
ROMA.
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AG
Appariements
(1 nœud)
Latence Nbre Op
Tps
d’exécution
(ms)
Optimal
Puissance
(mW)
Nbre
Op
Tps
d’exécution
(ms)
Optimal
1 60 (28) 14 12 624
√
x x TO ×
2 10 (10) 6 10 62
√
52 10 63
√
3 30 (28) 7 27 828
√
180 26 546
√
4 7 (7) 2 7 16
√
51 7 16
√
5 11 (11) 5 11 16
√
75 11 16
√
6 12 (11) 5 11 16
√
75 11 32
√
7 3 (3) 2 3 0
√
23 3 0
√
3+..+7 21 59 876
√
404 58 610
√
8 7 (6) 8 5 15
√
33 5 31
√
9 31 (25) x x TO × 123 19 608 √
10 76 (28) 6 20 1219
√
164 12 1156 ×
11 152 (56) 6 40 2888
√
332 24 2404 ×
12 228 (84) 6 60 7007
√
500 36 5884 ×
13 304 (112) 6 80 17475
√
668 48 13200 ×
14 17 (9) 9 6 109
√
50 6 187
√
15 68 (36) 27 24 1686
√
202 24 984 ×
16 52 (20) 13 17 1223
√
113 20 281
√
Tab. 4.10 – Résultats de latence et de consommation de puissance obtenus dans le cas d’une architecture pipelinée comportant des opérateurs de type
UPaK.
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4.6 Génération de configurations
Cette section présente brièvement la génération de conﬁgurations propre au processeur
ROMA aussi appelée back-end ROMA. L’objectif de cette étape du ﬂot de compilation
est de transformer le graphe d’application enrichi après le déploiement en un ensemble de
ﬁchiers binaires représentant les diﬀérentes conﬁgurations de la CGRA ROMA ainsi que
le ﬁchier de contrôle associé qui décrit le contrôle des conﬁgurations au cours du temps.
Un simulateur de l’architecture au niveau transferts de registre a permis la simulation des
déploiements avec une précision au cycle près.
4.6.1 Fichiers de configurations
Diﬀérents ﬁchiers de conﬁgurations pour la CGRA ROMA doivent être générés. Chaque
élément de l’architecture, opérateurs, réseaux d’interconnexion, générateurs d’adresses a
un ﬁchier de conﬁguration associé. De plus, le contrôleur global a aussi un ﬁchier associé
qui comporte l’ensemble des instructions nécessaires au déclenchement des conﬁgurations
dans le temps. La ﬁgure 4.24 montre l’ensemble des ﬁchiers générés par le back-end. Sur
cette ﬁgure apparaît aussi les ﬁchiers de données spéciﬁant l’état des mémoires locales au
lancement de l’exécution du simulateur.
Configurations
des
opérateurs
Configuration
des
réseaux
Configurations
des
générateurs
d'adresses
Fichiers de
données des
mémoires
locales
Génération des configurations
Ordonnancement
Allocation de ressources
Routage
Programme (C)
du contrôleur
global
Configuration(s)
de CGRA
(binaire)
AHCDG
Architecture reconfigurable
à gros grain
(processeur ROMA) HCDG
Fig. 4.24 – Ensemble des ﬁchiers de conﬁgurations et de contrôle générés par le back-end ROMA.
4.6.2 Génération d’adresses
Comme nous l’avons précisé auparavant la génération d’adresses est gérée lors de la
génération des conﬁgurations. Pour cela, les calculs des index des tableaux accédés en lec-
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ture et en écriture sont extraits et analysés. De plus, une analyse des itérateurs de boucle
permet d’identiﬁer la réutilisation d’une donnée, ainsi elle n’est écrite en mémoire que
pour la durée nécessaire au lieu de l’écrire à chaque itération. Les générateurs d’adresses
de ROMA sont programmables et permettent de déﬁnir des motifs d’accès aux données.
Une des grandes diﬃcultés dans l’implémentation du back-end a été d’identiﬁer ces mo-
tifs lors de l’analyse des calculs d’index et de programmer les générateurs d’adresses en
conséquence.
4.6.3 Gestion des déclenchements des configurations
Le déploiement d’un AG par le modèle de contraintes prend en compte la partie ﬂot
de données mais ne gère pas le contrôle des conﬁgurations (elles sont considérées comme
immédiates). Or, dans l’architecture réelle, il y a une latence de conﬁguration, c.-à-d. un
délai entre le déclenchement d’une conﬁguration par le contrôleur global et le moment où
cette conﬁguration est active. Cette latence est diﬀérente en fonction du type d’élément
reconﬁguré. Le tableau 4.11 donne les latences de conﬁguration en fonction de l’élément
reconﬁguré ainsi que les latences d’une lecture et d’une écriture en mémoire, du réseau
mémoire et des opérateurs pour eﬀectuer des opérations élémentaires.
Latence de conﬁguration des opérateurs 3
Latence de conﬁguration des réseaux de communication 3
Latence d’un lecture en mémoire 6
Latence d’un écriture en mémoire 5
Latence des opérateurs pour eﬀectuer une opération élémentaire 3 (MUL = 4)
Latence du réseau mémoire 1
Tab. 4.11 – Latences réelles de ROMA.
Ainsi, mis à part le paramétrage de l’architecture en particulier des latences, certains
ajouts ont été apportés au modèle de contraintes pour permettre de générer un code cor-
rect.
La principale modiﬁcation du modèle concerne les accès à la mémoire car la latence
d’une écriture (5 cycles) est diﬀérente de la latence de la lecture (6 cycles). Nous avons
donc imposé un delai minimum entre deux accès consécutifs, le premier en écriture et le
second en lecture. De plus, certains ajustements ont été apportés pour coller au mieux aux
caractéristiques réelles précises de l’architecture. A noter que ces caractéristiques ont évolué
durant l’implémentation du back-end, ce qui explique les diﬀérences entre l’exemple proposé
ici (qui utilise les dernières caractéristiques de l’architecture) et le modèle plus théorique
présenté précédemment. Mais cela montre la grande généricité de notre approche et la
rapidité et la facilité de paramétrer le modèle d’architecture et de modiﬁer sensiblement
les contraintes du modèle.
4.6.4 Validation du flot complet
Dans le but de valider le ﬂot de compilation basé sur la CP dans le cadre du pro-
jet ROMA, nous avons généré les conﬁgurations du pré-ﬁltre de l’application PRiME
et exécuté celles-ci sur le simulateur. Les données en entrée sont issues d’une séquence
d’images et une vériﬁcation au bit près a permis de valider l’aspect fonctionnel du ﬂot.
Cette expérimentation a demandé beaucoup d’eﬀort et n’a été possible que grâce à une
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forte collaboration avec les diﬀérents partenaires du projet ROMA. Pour plus d’informa-
tions sur les résultats préliminaires de cette expérimentation, le lecteur peut se référer au
délivrable du projet associé [50].
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Conclusion
Les applications modernes telles que celles rencontrées dans le domaine du multimédia
et leurs implémentations dans des systèmes électroniques embarqués posent de nombreux
problèmes auxquels s’attaquent les équipes de recherche universitaires, comme CAIRN à
l’IRISA, et les industriels de ce secteur comme Technicolor.
Un des grands axes de recherche et développement de ces dernières années correspond à
l’accélération des applications trop consommatrices de puissance de calcul et de transferts
de données pour être exécutées sur des systèmes généralistes conventionnels. Parmi les so-
lutions proposées, l’utilisation de processeurs spécialisés ou d’accélérateurs reconﬁgurables
associés à des outils de conception et de compilation spéciﬁques et performants permet un
compromis performance, ﬂexibilité et consommation énergétique intéressant. Les problé-
matiques de cette solution peuvent être résumées comme un problème d’adéquation entre
l’application, l’architecture et l’outil de conception et de compilation.
Les problèmes d’optimisation liés en particulier à l’adéquation application⇆ architec-
ture sont nombreux et complexes. Jusqu’à maintenant, ils étaient traités séparément par
des approches dédiées ou simultanément dans un contexte idéalisé. Cette thèse adresse
deux problèmes d’optimisation propres à la conception et à la compilation pour architec-
tures reconﬁgurables gros grain, type d’architecture particulièrement adapté à l’accéléra-
tion d’applications multimédia.
− La fusion de motifs de calculs spéciﬁques à une application pour la synthèse d’unités
reconﬁgurables dans le cadre de l’extension du jeu d’instructions d’un ASIP repré-
sente la première contribution de cette thèse.
− Le placement optimisé d’une application sur un modèle d’architecture reconﬁgu-
rable à gros grain, dans le cadre du projet coopératif ROMA, représente la seconde
contribution. Nous avons étendu cette contribution avec la modélisation par des
contraintes d’une d’architecture pipelinée.
L’originalité des travaux présentés réside dans l’utilisation de la programmation par
contraintes dans les deux contributions. Cette approche permet d’exprimer de manière
simple des problèmes d’optimisations complexes et interdépendants, de les résoudre simul-
tanément et de prouver dans la majorité des cas l’optimalité de la solution. De plus, il est
possible de répondre à des problématiques réelles et concrètes, ce qui a été démontré par le
développement d’un démonstrateur dans le cadre du projet ROMA permettant l’accéléra-
tion d’une application multimédia issue de Technicolor. Nous avons aussi montré la grande
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généricité de notre approche à travers son utilisation à diﬀérents niveaux d’abstraction, de
l’exploration de l’espace de conception jusqu’à la génération de code pour un processeur
réel.
L’approche basée sur l’utilisation de la CP que nous proposons comporte cependant
ses limitations. La plus importante est la résolution de problèmes réels à grande échelle et
cela même en mettant en place des contraintes spécialisées aux problèmes adressés. Nous
sommes convaincus que cette limitation peut être repoussée, ce qui représente de vraies
perspectives de recherches à court terme. En eﬀet, même si nous avons essayé d’identiﬁer
la nature des limitations de la programmation par contraintes, l’étude des phénomènes de
divergence lors du passage à l’échelle de nos modèles de contraintes ainsi que les méthodes
permettant de les supprimer représentent un travail de recherche à part entière.
Perspectives
Concernant la fusion de chemins de données, la simpliﬁcation du graphe de compa-
tibilité devrait permettre de fusionner des chemins de données plus grand et/ou avec de
plus fortes contraintes technologiques (longueur du chemin critique, consommation énergé-
tique, etc.). L’appariement des nœuds d’entrée/sortie nous paraît être aussi pertinent dans
le but d’augmenter l’impact de l’utilisation du concept de contournement (les opérateurs
en entrée/sortie pourront alors être contournés).
A plus long terme, la fusion d’un ensemble de chemins de données en plusieurs cellules
reconﬁgurables au niveau système, est une perspective importante. En eﬀet, l’optimisation
de la surface sous contrainte de performance (ou le contraire), ou encore, une approche
multi-objectifs permettrait par exemple de générer les unités d’une architecture de type
VLIW dans un contexte d’applications embarquées temps-réel.
L’ajout de contraintes sur la largeur des données, ou encore la synthèse de cellules
reconﬁgurables pipelinées voir de type SWP, sont aussi des perspectives à évaluer.
Concernant le déploiement d’une application, le passage à l’échelle reste une forte limi-
tation dans l’approche « solveur » de la CP car des AG comportant plus d’une centaine
de nœuds posent des problèmes en termes de temps de résolution. Dans le cadre de cette
thèse, une étude préliminaire a permi d’identiﬁer des pistes pour résoudre ce problème.
La première solution envisagée est de diviser, lors de la résolution, les AG en clusters
(c.-à-d. en grappes) tout en conservant des résultats localement optimaux. La division
d’un AG doit être faite de telle manière que l’on puisse remplir l’architecture, c.-à-d. que
le parallélisme de celle-ci soit exploité au maximum. Ainsi, la longueur, la largeur et la
densité du sous-AG traité doivent être les principaux facteurs de division.
La seconde solution envisagée est d’eﬀectuer le placement en utilisant une fenêtre glis-
sante sur l’AG. Les même facteurs de clusterisation doivent alors être exploités.
La dernière solution est d’ordonner les variables (au sens CSP) lors de leur évaluation
par le solveur. Cette solution est exploitée dans d’autres travaux de notre équipe de re-
cherche.
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De plus, nous avons remarqué que certaines propriétés d’un AG conduisaient à faire
diverger la recherche de solutions par le solveur. Par exemple, dans le cas où plusieurs arcs
sortant du même nœud sont reliés à des nœuds destinations dont la date de début d’exécu-
tion sont éloignés dans le temps. Une solution possible est de remplacer cette dépendance
de données par l’utilisation de variables temporaires.
Enﬁn, certaines idées apparaissent comme incontournables au vu des travaux présentés
dans cette thèse. La mise en place d’une approche multi-objectifs pour l’exploration de
l’espace de conception en est un exemple tout à fait pertinent. Autre aspect intéressant, la
prise en compte des diﬀérents niveaux de parallèlisme des applications à travers l’optimi-
sation des transferts de données au niveau applicatif par exemple ou au contraire à plus
bas niveau lors de la génération d’adresses. Ces sujets représentent un vrai intérêt pour la
communauté scientiﬁque mais aussi pour les industriels.
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Glossaire
ACSS Application Class-Speciﬁc System, système spéciﬁque à une classe d’application
(spectre applicatif réduit). 16, 19, 24, 91, 94
ADSS Application Domain-Speciﬁc System, système spéciﬁque à un domaine d’applica-
tion (spectre applicatif large). 16, 19, 21, 27, 91
AG Application Graph, graphe d’application. 59, 61–63, 70, 72, 77, 79, 81, 100, 101, 103,
105, 108–110, 116, 118, 119, 121–126, 128, 129, 131–133, 137, 140, 141
ASIC Application Speciﬁc Integrated Circuit, circuit spécialisé pour une application. 4,
16, 36, 66, 90, 132
ASIP Application-Speciﬁc Instruction-set Processor, processeur dont le jeu d’instruction
est spécialisé pour une ou plusieurs applications. 17, 26, 52, 54, 59, 61, 84, 90, 139
B&B Branch and Bound, algorithme par séparation et évaluation. 50, 52
CDFG Control Data Flow Graph, graphe de ﬂot de données et de contrôle. 53, 54
CGRA Coarse Grain Reconﬁgurable Architecture, architecture reconﬁgurable à gros grain.
4–6, 8–11, 13, 15–21, 24, 27, 37, 39, 43, 44, 87, 88, 90, 91, 95, 96, 99, 104, 136
CP Constraint Programming, programmation par contraintes. 10, 11, 44–46, 49, 51–54,
58, 85, 87, 88, 90, 95, 98, 101, 133, 137, 140
CSP Constraint Satisfaction Problem, problème de satisfaction de contraintes. 46, 50,
105, 140
DCT Discret Cosine Transform, transformée en cosinus discrète. 32, 36, 114, 133
DFG Data Flow Graph, graphe de ﬂot de données. 53, 59, 100
DFS Depth First Search, parcours en profondeur. 50, 52
DPM Data Path Merging, fusion de chemins de données. 61, 62
DSE Design Space Exploration, exploration de l’espace de conception. 96–98
DSP Digital Signal Processor, processeur dédié au traitement du signal. 15, 33, 36, 82,
90, 94
FIR Finite Impulse Response, ﬁltre à réponse impulsionnelle ﬁnie. 32
FPGA Field-Programmable Gate Array, circuit logique programmable. 4, 13–15, 23, 29,
39, 61, 82, 90
GPP General Purpose Processor, processeur généraliste. 4, 5, 8, 19
HCDG Hierarchical Conditional Dependency Graph, Graphe Hiérarchisé aux Dépen-
dances Conditionnées. 51, 53, 54, 59, 88
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ILP Integer Linear Programming, programmation linéaire en nombres entiers. 87, 116
MAC Multiply and ACumulate, multiplication avec accumulation. 32, 33, 40, 93
MIP Mixed Integer Programming, programmation linéaire mixte c.-à-d. avec variables
enitères et continues. 87, 116
P&R Place and Route, placement et routage. 14, 39
RPU Reconﬁgurable Processing Unit, unité de traitement reconﬁgurable. 18–21, 24, 26,
27
SAD Sum of Absolute Diﬀerences, somme des diﬀérences absolues. 93, 133
SIMD Single Instruction on Multiple Data, modèle d’exécution dans lequel une instruc-
tion est exécuter sur un ensemble de données. 40, 52
SoC System on Chip, système sur puce. 2–4, 16, 21, 23, 32
SWP Sub-Word Parallelism, parralélisme dit de sous-mot. Se dit d’un opérateur ca-
pable d’eﬀectuer des opérations en parallèle sur des données de largeur réduite (par
exemple, deux opérations en parallèle sur des données de 16 bits au lieu d’une opé-
ration sur 32 bits). 86, 93, 140
UAL Unité Arithmétique et Logique. 29, 32, 33, 35, 39
VLIW Very Long Instruction Word, processeur qui adressent plusieurs unités fonction-
nelles en parallèle dans la même instruction, exploitant ainsi le parallélisme d’ins-
truction. 15, 33, 37, 39, 40, 57, 86, 87, 140
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Résumé
Les systèmes embarqués sont des dispositifs électroniques et informatiques autonomes,
dédiés à une tâche bien précise. Leur utilisation s’est désormais démocratisée à de nom-
breux domaines d’applications et en particulier au multimédia. Ce type d’application est
caractérisé par un besoin important en puissance de calcul et en échange de données. Les
architectures matérielles au cœur de ces systèmes sont généralement dotées d’accélérateurs
chargés de l’exécution des noyaux de calcul intensif.
Les architectures reconﬁgurables à gros grain (CGRA) sont particulièrement adaptées
à l’accélération d’applications multimédia car elles répondent au mieux aux contraintes de
performance, d’eﬃcacité énergétique, de ﬂexibilité et de coût de conception. En eﬀet, ce
type d’architecture est un compromis entre les processeurs à usage général, les architectures
dédiées et celles reconﬁgurables à grain ﬁn.
Cette thèse traite de certains aspects liés aux problématiques de conception et de com-
pilation d’applications pour CGRA. Nos travaux s’inscrivent dans une démarche d’adé-
quation applications multimédia / CGRA / conception et compilation basées sur la pro-
grammation par contraintes (CP). Notre méthodologie nous a permis, grâce à la CP, de
modéliser et de résoudre un ensemble de problèmes combinatoires complexes. Le premier
modèle présenté a trait à la fusion d’unités fonctionnelles reconﬁgurables sous contraintes
architecturales et technologiques. Les deux autres modèles abordent les problèmes de :
placement, ordonnancement et routage des données pour le déploiement d’une application
sur CGRA. Notre approche permet, dans la majorité des cas, de prouver l’optimalité de
la solution obtenue.
Mots-clés : systèmes embarqués, architectures reconﬁgurables à gros grain, applica-
tions multimédia, méthodologie de conception, compilation, programmation par contraintes
Abstract
Embedded systems are stand alone electronic and computer devices dedicated to handle
a particular task. They cover a wide range of application areas, particularly in the mul-
timedia. This application area is characterized by tremendous processing power and data
exchange requirements. Hardware architectures within these systems are generally ﬁtted
with accelerators dedicated to the execution of intensive computation kernels.
Coarse grain reconﬁgurable architectures (CGRA) are particularly well suited to speed
up multimedia applications because they ﬁt to design constraints : performance, power
eﬃciency, ﬂexibility and design cost constraints. Indeed, this type of architecture is a good
trade-oﬀ between general purpose processors, application speciﬁc integrated circuit and
ﬁne grain reconﬁgurable architectures.
This thesis deals with certain design and compilation aspects for CGRA. Our work falls
within a framework of adequation between multimedia applications / CGRA / constraint
programming (CP)-based design and compilation. Thanks to CP, our methodology has
allowed us to model and solve a set of complex combinatorial problems. The ﬁrst mo-
del presented here is related to data path merging under architectural and technological
constraints. The two other models address the application scheduling, binding and routing
problems on CGRA. In most cases, our approach provides optimal results.
Mots-clés : embedded systems, coarse grain reconﬁgurable architectures, multimédia
applications, design methodology, compilation, constraint programming
