A survey of three types of convolutions, depending on arbitrary linear functionals is made. They are convolutions for right inverse operators of the differentiation operator, the Euler operator and the square of the differentiation operator. Three lines of applications of these convolutions are outlined: characterizing their multipliers, the commutants and direct construction of operational calculi.
Three nonclassical convolutions
As it universally accepted, under the classical convolution it is meant the operation
on the half-line 0 ≤ t < ∞. It bears also the name Duhamel convolution. It became very popular after Jan Mikusiński's book [1] , where it is a basic stone in his justifications of the Heaviside operational calculus.
The Duhamel convolution (1. 
In order such an operation to be useful for applications, a further restriction should be imposed.
It should be a convolution without annihilators. An element a ∈ C is said to be an annihilator of the operation a * b iff a * f = 0 for each f ∈ C.
Further, we will consider not the case of an arbitrary linear operator L : C → C, but the rather special case when L is a right inverse operator of a linear differential operator D of the first or second order, i.e.
DL = I,
where I is the identity operator. Then the operator (see PrzeworskaRolewicz [3] ) F = I − LD is said to be the initial projector of L. Let χ be a linear functional in C(Δ) (the space of the continuous function in Δ). We determine Lf = y by the solution y of the following boundary value problem
To ensure the existence of a solution we are to assume that χ{1} = 0. For normalizing, we assume χ{1} = 1 and 0 ∈ Δ.
Then 
It is obvious, that
is a convolution for the operator L, such that 
where Φ is an arbitrary linear functional on
In order to exist such solution, it is necessary to assume that Φ{x} = 0. For normalizing, we assume Φ{x} = 1.
It is easy to see that Lf has the form
(1.8)
Applications
Now we are to outline several feasible applications of the above nonclassical convolutions. 
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The converse, i.e. the assertion that each operator of the form
is a multiplier of (C, * ) in general is not true. This is true only if m ∈ C is so chosen that M : C → C.
For example, for the Duhamel convolution (1.1) the multipliers are characterized by the representation
with continuous m(t) with bounded variation, i.e. m ∈ C ∩ BV (see [2] , p. 6).
Application 2. Find the commutant of the operator L.
Under the commutant of L (comm(L)) it is understood the set of all continuous linear operators M : C → C, commuting with L in C, i.e. such that ML = LM. If M is the ring of the multipliers of the convolution algebra (C, * ), then
M ⊂ comm(L).
A sufficient condition for the converse inclusion is the requirement the operator L to have a cyclic element (see [2] , p. 33).
In the above Examples 1.1 -1.3 each of the operators L has a cyclic element and, hence, comm(L) = M. 
with m ∈ C ∩ BV . For more details about the convolutional representations of multipliers and commutants one may consult the book of Bozhinov [7] .
Application 3. Constructing of operational calculi.
Having at hand an explicit convolution, one may try to follow the pattern of Mikusiński [1] in building of corresponding operational calculus. But Mikusiński's direct approach, using convolution fractions, is not immediately applicable, since our convolution have plenty of divisors of zero. Nevertheless, there always are elements, which are nondivisors of zero of the corresponding convolution algebra. Then we may use the process of localization from the general algebra (see Lang [6] ).
For definiteness, let us consider the convolution (1.4)
which is a convolution for the right inverse operator (1.3)
in the space C = C(Δ) of the continuous functions in an interval Δ, containing the zero point t = 0.
Let us consider the exponential indicatrix
of the functional χ. Its zeros λ n are the eigenvalues of the elementary eigenvalue problem dy dt − λy = 0, χ{y} = 0.
As it is easy to see, each exponent y n = e λnt is a divisor of zero of the convolution f * g.
Since Lf = {1} * f , the element k = {1} is a nondivisor of 0. Denote by N the multiplicative set of the nondivisors of 0. Further, following the process of localization (see Lang [6] ), we introduce convolution fraction f g with f ∈ C and g ∈ N. First, we introduce an equivalence relation ∼ in C × N, as follows
The ring M of the corresponding convolution fractions f g consists of the equivalence classes:
The operator L = {1} * , identified with the constant function
is an algebraic analogue of the differentiation operator D = d dt . The connection between S and D may be exhibit on functions f ∈ C 1 (Δ).
where χ{f } is not a constant function, but the "numerical operator" χ{f } {1} .
P r o o f. It is easy to see that
which in M takes the form
It remains only to multiply by S in order to obtan (2.3). 2 Formula (2.3) may be characterized as the basic formula of the corresponding operational calculus. From it one may obtain the formula
This operational calculus is intended for effective solution of nonlocal Cauchy problems (see [9] ) for linear ordinary differential equations with constant coefficient, i.e. problem of the form
with a polynomial P with constant coefficients.
Using formula (2.4), the problem (2.5) reduces in M to a single equation for y of the form P (S)y = f + Q(S), (2.6) where Q(S) is a known polynomial, depending on the given data α k , k = 0, 1, ..., deg P − 1.
It is rather natural to find y by division:
but this is justified only when P (S) is a nondivisor of 0 in M.
To say it differently, P (S) is a divisor of 0 in M iff a zero of P (λ) is a zero of E(λ).
In order to interpret (2.7) as a function, we are to do this for the partial fractions 1 (s − α) k , k = 1, 2, ... with E(α) = 0. As it is easy to show that 1 s − α = e αt E(α) and
e αt E(α) .
In the case when P (S) is a divisor of 0, equation (2.6) still could have a solution, but it is not unique. This is the so called resonance case. For existence of a solution some restrictions are needed. For details, see Dimovski and Spiridonova [9] .
The considered three type of applications of the nonclassical convolution consider in a sense are taken at random. We left aside the numerous applications for effective solution of nonlocal boundary value problems for the equations of mathematical physics. The idea of such applications could be seen in Dimovski and Tsankov [10] .
