Abstract-Construction of whole-genome networks from large-scale gene expression data is an important problem in systems biology. While several techniques have been developed, most cannot handle network reconstruction at the whole-genome scale, and the few that can, require large clusters. In this paper, we present a solution on the Intel Xeon Phi coprocessor, taking advantage of its multi-level parallelism including many x86-based cores, multiple threads per core, and vector processing units. We also present a solution on the Intel Ò Xeon Ò processor. Our solution is based on TINGe, a fast parallel network reconstruction technique that uses mutual information and permutation testing for assessing statistical significance. We demonstrate the first ever inference of a plant whole genome regulatory network on a single chip by constructing a 15,575 gene network of the plant Arabidopsis thaliana from 3,137 microarray experiments in only 22 minutes. In addition, our optimization for parallelizing mutual information computation on the Intel Xeon Phi coprocessor holds out lessons that are applicable to other domains.
INTRODUCTION
C ONSTRUCTING or reverse-engineering gene networks from experimental observations on a set of genes over a set of experimental conditions is an important problem in systems biology with wide applicability. Such networks can be used to identify statistically significant correlations between genes and model regulatory mechanisms within a cellular process. Differences between such networks over different sets of conditions can be used to study genes and pathways crucial to organismal behavior over conditions of interest. At the core of enabling such applications is the problem of constructing networks from data. The input to the network construction problem is a rectangular gene expression matrix with genes as rows, columns as conditions, and entries reflecting measured expression values post statistical processing to remove the effects of noise and cross-experimental variations. The output is a graph with nodes representing genes and edges representing relationships of interest, which can vary depending on the purpose for which such a network is constructed. For example, edges represent co-expressions in a co-expression network, and reflect regulatory influences in a gene regulatory network. In a Bayesian network, the network simply represents a compact factorization of the underlying joint probability distribution.
Given the importance of this problem, a number of mathematical techniques have been developed including Pearson correlation, [1] , [2] , Gaussian modeling, [3] , [4] , [5] , information theory, [6] , [7] , [8] , [9] , Bayesian networks, [10] , [11] , [12] , entropy maximization, [13] , and singular value decomposition [14] . In works that assess different methods for network construction (see, for example [15] , [16] ), a compelling observation is that simpler methods such as those that only decipher pairwise linear interactions are computationally expedient, whereas higher quality methods including mutual information (MI) [6] and Bayesian approaches [17] face scaling limitations. This has spurred research into the development of parallel methods [8] , [9] , [11] , [12] and GPU implementations [18] .
The focus of this paper is enabling the construction of genome-scale gene regulatory networks on the Intel Ò Xeon Phi TM coprocessor 1 [19] . At this scale, the number of observations is often dwarfed by the number of genes. Mutual information based methods fare relatively well in such cases [15] , although sparsity of datasets is a problem for any method. Our work is based on TINGe [8] , [9] , a fast parallel network reconstruction technique that uses B-spline based mutual information computation [20] , data processing inequality for removing indirect interactions [6] , and permutation testing for rigorous assessment of statistical significance [8] . This method is a distributed memory parallel algorithm that targets the use of large clusters to tackle network construction at the genome-scale.
In this paper, we make the following contributions: We present a parallel whole-genome network reconstruction method on both the Intel Xeon processor and Intel Xeon Phi coprocessor, henceforth being referred to as CPU and coprocessor respectively. Our goal is to enable construction of networks at such scale on inexpensive hardware, thereby enabling small budget investigators to incorporate systems biology approaches. To our knowledge, we report the best single chip performance for MI based gene regulatory network construction to date. 2 Apart from the specific problem being solved, this work is useful in two additional ways. Mutual information is a widely used technique with its roots in information theory, and there has been recent work on its parallelization for GPUs [18] , [21] , [22] . Our work is the first implementation of a B-spline based mutual information kernel on the Intel Xeon Phi coprocessor, and is useful for porting other MI based applications to this architecture. Similarly, some of the code optimization techniques presented here may be more broadly applicable.
The rest of the paper is organized as follows. In Section 2.1, we present a brief overview of TINGe [8] , [9] , which forms the basis for our implementation. We specify the system configuration used for our experiments in Section 2.2. The design of our implementation is presented in Section 3. In Sections 4 and 5 we detail the optimization of the two computationally dominant kernels of TINGemutual information and random shuffle. We describe the datasets used in Section 6. We present experimental results of our TINGe implementation in Section 7. We then describe a generic version of the mutual information kernel in Section 8 and conclude in Section 9.
BACKGROUND

A Brief Overview of TINGe
In any MI-based method, the gene expression vector corresponding to all observed values of a gene under different experimental conditions is taken as multiple observations of a random variable. Mutual information between two random variables reflects the reduction in uncertainty of predicting the value of one random variable given the value of the other. Computing MI between random variables is a well-studied topic in its own right [23] . TINGe follows the same general framework as ARACNe [6] , but differs in the method used for computing MI and incorporates a novel algorithm for direct permutation testing for assessing statistical significance. It is a distributed memory parallel algorithm that contains three phases. In what follows, n denotes the number of genes and m denotes the number of observations. Pairwise MI. The MI between each pair of genes is computed using Daub et al.'s linear time B-spline based method [20] . The work complexity is Oðn 2 mÞ. Permutation testing. The statistical significance of the MI between a pair of genes is assessed by computing the MI between one of the gene vectors and several random permutations of the other. The MI is deemed significant if it exceeds at least a fraction 1 À of the MIs computed for permuted pairs. Only significant correlations are retained for the subsequent phase. Removal of indirect interactions. For each triangle in the graph, the edge with the smallest value is removed, until no such triangles are left in the graph. As there are m! permutations of a gene vector, a large sample is typically used in practice for permutation testing. To limit the sample size, TINGe uses a clever approximation. The key idea is that MI has the property of being invariant under a homeomorphic transformation [23] . Each observed expression value of a gene X is replaced by its rank in the set of observed values of X. This transformation, called rank transformation, is considered a good approximation of homeomorphism [24] . Therefore, MI is computed on the rank transformed gene vectors instead, which are permutations over the integers 0; 1; 2; . . . ; m À 1. Hence, when operating on rank transformed vectors, a permutation of a gene vector is also a permutation of any other gene vector. This allows reuse of each permutation test to assess the statistical significance of the MI between every gene pair. This idea is used in TINGe to compute only q permutations per gene pair, while effectively taking the total sample size to q Â ð n 2 Þ. For a complete description of the TINGe algorithm, the reader is referred to [8] .
Although the worst-case complexity of the third phase of the algorithm is Oðn 3 Þ, the first two phases account for over 99 percent of the sequential run-time. Thus, our implementation focuses on parallelizing the first two phases.
System Configuration
For our experiments, we used the system configuration as given in Table 1 . The coprocessors were booted with instruction cache snooping turned off, and we utilized large memory pages. The last core on each Xeon Phi coprocessor is reserved for system functions and was not used.
THE DESIGN OF TINGE FOR THE INTEL XEON PHI COPROCESSOR
We depict the TINGe workflow, crafted to illustrate our parallelization and vectorization efforts, in Fig. 1 . Let G denote the n Â m gene expression matrix. G½i refers to the i-th row of the matrix G. The loop spanning lines 3-12 computes MI and performs permutation testing (lines 6-10), while maintaining the top MI values needed to compute the cutoff threshold for assessing statistical significance. This loop consumes almost the entire time in the sequential version, with the key kernels being the MI computation and random shuffle. We first discuss our multi-threading technique for parallelizing the loop. In the following sections, we describe our single thread optimizations for the two key kernels.
The computation required for each pair of observation vectors is independent, thus we employ coarse-grained parallelism in which each thread processes a subset of the pairs of observation vectors. Two issues-data locality, and retaining a fraction of the highest values of MI for permuted pairs-merit closer attention.
Data Locality
We ensure that once an observation vector G½i is loaded in the L1 cache of a core, all (G½i,G½j) pairs are processed on the same core. As the hyperthreads on a core share an L1 cache, we assign them work on the same G½i and different G½j observation vectors. Fig. 2 shows an example of our multi-threading approach for n ¼ 16, on five cores with four hyperthreads per core. The loop spanning lines 3-12 from Fig. 1 computes the upper triangle of the 16 Â 16 matrix represented by white colored cells. For each row of the matrix, C z (where z 2 f0; 1; 2; 3; 4g) refers to the core to which the row is assigned. The number in a cell refers to the hyperthread of the corresponding core to which that cell is assigned. For the first contiguous block of five rows, we assign one core per row. In order to balance the load on each core, we reverse the order of the assignment of cores for each subsequent block of five rows while assigning one core per row.
The MI computation performs sufficient work to hide memory latency, thus cache blocking is not required. Moreover, during the permutation testing phase, the permuted observation vector Y (line 7) should be in the L2 cache.
Highest MI Values
The total number of MI values of permuted pairs is Q ¼ q Â ð n 2 Þ. The Q-th highest MI value is used as the threshold to assess the statistical significance of the MI between each gene pair. Thus, the Q top values seen so far across all threads must be maintained. In order to do this, each new MI value computed must be compared with the smallest of the Q top values for possible replacement. This can be implemented in logarithmic time using a priority queue, or in worst case linear time using an array, however with either of these techniques, the time required to store an MI value far exceeds the time required to compute it.
We deviate from the TINGe algorithm on how the Q-th highest MI value is computed to adopt a solution more suitable to our architectural targets. We employ lazy sorting, and maintain an array of size Qf for each thread, where f > 1. Newly computed MI values are stored until the array is full. At this point, the array is sorted and only the top Q MI values are retained. Larger values of f reduce sorting time at the expense of higher memory consumption. At the end, all the threads' arrays are merged to get the overall highest values.
B-SPLINE BASED PAIRWISE MUTUAL INFORMATION
The mutual information, IðX; Y Þ, between random variables X and Y is defined based on individual and joint entropies as
where entropy of a continuous variable X is defined as
To compute MI, the probability distribution P X of gene X is estimated from its observed expression values. A simple estimation procedure is to partition the m observations into a fixed number of bins b and then count the number of observations in each bin. This method is extremely fast but is imprecise and sensitive to the selection of boundaries of the bins [25] . To overcome this limitation, Daub et al. [20] have proposed to let each observation belong to k bins simultaneously with weights given by B-spline functions of order k. be assigned. The domain of a B-spline function of order k defined over b knot points is ½0; b À k þ 1. Therefore, in order to obtain weights using the B-spline function, we need to map the observed expression values to that interval. Let W b k be the corresponding weight function and x min and x max be the minimum and maximum observed values. Using the B-spline function, we can define
We estimate the probability of a bin u using elements of an observation vector X by
and the joint probability of a bin ðu; vÞ using elements of observation vectors X and Y by
Using the joint probability values, we estimate the entropies as
For details of the computation of B-spline function, the reader is referred to Daub et al. [20] .
Since any rank transformed observation vector X is just a permutation of 0; 1; 2; . . . ; m À 1, the entropy HðXÞ for all X is the same and need to be computed only once. Therefore:
Joint Probability Computation
For an observation vector X, let W X be a m Â b matrix defined by
Therefore, the joint probability computation in equation (5) can be rewritten as
This is equivalent to the computation of a single element of the product matrix in matrix-matrix multiplication. However, as only k contiguous values out of the b values of each B-spline vector are nonzero, these are sparse matrices with a specific structure. We use the knowledge of this structure to optimize further.
Moreover, the weight function, W b k , also needs to be computed only for values 0; 1; 2; . . . ; m À 1. Therefore, we compute the weight function values just once and use it for computations of all MI values. Let W be a m Â b matrix storing the precomputed weight function values, therefore:
we can rewrite equation (5) as
It can be shown [20] that in the size b vector B b k ðzÞ, the first nonzero value appears at bzc. Due to rank transformation, x max and x min are m À 1 and 0. Thus, the first non-zero value in W b k ðxÞ appears at the following index:
This analysis yields the pseudocode shown in Fig. 3 to compute the joint probability. For each pair of observation vectors, we read the corresponding weight vectors, then perform all-to-all multiplications over the elements of the vectors and store the results in a submatrix of array P XY . Here, the m Â b matrix W is stored in the form of a single array containing m vectors of size k each so as to store only the nonzero values of the weight function. For observation r, the correct offsets to retrieve the corresponding non-negative values are computed using X½r and Y ½r (lines [4] [5] [6] . This computation is also illustrated in Fig. 4 . Since the MI values computed are only used for comparison with the threshold value, single precision is sufficient. Therefore, W and P XY are single precision floating point arrays.
Choosing k. The pseudocode reflects the value of k used in TINGe, which is 4. It turns out that choice of values for k as 4 or 8 allow further optimizations to suit the Xeon Phi architecture although our implementation can be used for all values of k. Note that there is considerable latitude in choosing k as its magnitude should be large enough to sufficiently reflect the uncertainty in the measurement of expression values. 
Optimizing Joint Probability Computation
Several characteristics of the joint probability loop make it difficult to optimize. W is accessed in an irregular manner based on the values of X½l and Y ½l. For the purpose of gene regulatory network construction, the values of m are small enough for W to fit in L2 cache. However, if W does not fit in the L1 cache, the irregular accesses make it difficult for the hardware prefetcher to predict the correct location to prefetch the appropriate data from. This can lead to L1 cache misses and significant performance loss. Each iteration of the joint probability loop updates a submatrix of P XY of size 4 Â 4. The submatrix to update is also determined by the values of X½l and Y ½l, leading to more irregular accesses. Moreover, the submatrix of P XY may not be cache aligned and is spread over multiple cache lines. In addition, there are a large number of operations for memory accesses compared to very few compute operations making it difficult to exploit the available compute power.
In the following, we first discuss the application of wellknown optimization techniques like loop restructuring, data reorganization, caching, etc. to the joint probability loop followed by some optimizations that are specific to the current generation of the Xeon Phi and the corresponding tool chain.
Loop Restructuring
The common vectorization approach is to vectorize the innermost loop, however in this case, the innermost loop has only four iterations. The outermost loop is difficult to vectorize due to dependencies on P XY . However, we can vectorize the computation of indices l X and l Y for W (lines 2-3) and the computation of the offset in P XY (lines 4-6). Therefore, we restructure the loop as shown in Fig. 5 .
We vectorize the loops on lines 2-8 and 13-17 of the restructured code. The first inner loop is simple and could be auto-vectorized. The loop on lines 13-17 is far more difficult and thus we hand-vectorize it with intrinsics. Table 2 shows the speedups obtained as a result of our optimization efforts over the scalar version of the joint probability loop (Fig. 3) running on the coprocessor and the CPU respectively. These speedup values are obtained by running experiments on a single core of the respective processor while using all the hyperthreads. The number reported in a row is the cumulative speedup obtained using all the optimizations mentioned in rows up to and including the current one. All our optimization efforts are driven towards either reducing the number of instructions required to perform the task or executing the instructions faster by ensuring that the data is available in the hardware registers. During the optimization process, we extensively used Intel Ò VTune Ò Amplifier [26] to collect critical performance counter numbers.
Vectorizing Loop #2
On the coprocessor, this loop can be processed in just one step that processes all the 16 iterations. On the CPU, the loop is implemented in two steps, processing 8 of the loop iterations at a time. For each step, we load all the four W ½l Y þ v values with just one instruction (using 4to16 and The value of b is set to 10 to reflect the default value used by TINGe.
4to8 broadcasts respectively). For W ½l X þ u, we use four broadcasts to load it into one 512-bit register on the coprocessor. On the CPU, the W ½l X þ u for each step can be loaded using two broadcasts and one blend instruction.
Alignment
The access to P XY can be unaligned to cache line boundaries; on the CPU, the P XY values for each step can be loaded using two unaligned load instructions (one for each row) and one blend instruction. However, the coprocessor does not have support for unaligned load operations. Since the four P XY values corresponding to each row of the submatrix can be spread over two adjacent cache lines, we need two instructions to load them and thus eight instructions to load all sixteen elements of the submatrix. Similarly, we need eight instructions to store the elements of the submatrix. We see speedups of 1:92X and 1:70X on the two processors for this implementation which is much less than desired. The primary culprit is the large number of instructions required to load and store P XY elements. We solve this using data transformation. If for each 4x4 submatrix of P XY , we store all the sixteen elements of the submatrix in a contiguous manner, we can avoid the large number of load-store instructions. Therefore we create an auxiliary matrix P 0 XY of size 16b 2 . We divide the process of populating P XY into two stages. In the first stage, we follow joint probability loop given in Fig. 5 but replace line 16 with
Therefore, all the 16 elements to be read from and written to P 0 XY in one iteration of lines 13-17 are contiguous. At the end of the first stage, the partial sums for any index of P XY can be spread across multiple indices of P 0 XY . In the second stage, for every index of P XY , we add the corresponding partial sums from P 0 XY and store in P XY . Since b is significantly smaller compared to m, the time consumed in the second stage is negligible compared to that consumed by the first stage. This greatly reduces the number of instructions required. On the coprocessor, we only need one aligned load and one aligned store for all sixteen values of P 0 XY . On the CPU, we need one aligned load and one aligned store for each of the two steps. This approach yields cumulative speedups of 2:33X and 2:36X respectively.
Vectorizing Loop #1
Vectorization of the first inner loop (lines 2-8) yields cumulative speedups of 7:30X and 3:23X for the coprocessor and the CPU, respectively.
Caching the W Matrix
One key performance bottleneck in this loop is the irregular accesses into W and P XY do not fit in the lowest level cache, we need to spend additional cycles to get the required data. Although software prefetching (which we discuss below) can reduce the problem, it is better to make the data access more regular. Note that we compute the MI value between one gene vector and all the other gene vectors. Therefore, X remains constant for multiple values of Y . Hence, for each X, we can create another array W X , using the definition from equation (9) which stores the values of W in the order of their access according to X. In addition to making the access to W more regular, this also removes the instructions required to compute X½l Ã 4. This optimization achieves cumulative speedups of 8:77X and 3:77X respectively.
Prefetching
If W and P XY can be thrown out. In order to measure the performance loss due to these factors, we perform the following experiment. For any value of m, we replace each observed value, say v, of the random variables with v modulo M. Here the value M has no relevance to the application and is used just for the sake of this experiment. Accesses within W and P 0 XY can be restricted by using a small value of M. If M is sufficiently small, all the accesses will fall in L1 cache. Table 3 shows the performance corresponding to M ¼ 1 and M ¼ 128 and shows the performance loss due to the irregular access of data that does not fit in the L1 cache. For larger values of m, we miss up to 30-40 percent of performance.
Common approaches to improve cache locality are cache blocking and data reorganization. One possible approach is to use W Y which stores the values of W in the order of access according to any Y , just like the use of W X for X. This should help if we are just computing MI over all pairs of random variables. However, since for every pair X and Y , we permute Y a number of times and compute the MI between X and the permutations of Y , the order of W Y is not useful. Another possibility to regularize the order of access of P XY can be to sort or bin the values of X and Y according to the t P value. However, the overhead of sorting or binning is too high for this technique to be beneficial. Therefore, the data needs to be prefetched to L1 cache. Since the access patterns are too irregular to be captured by a hardware prefetcher, we use software prefetching. This achieves a speedup of 11:67X over the scalar version on the coprocessor. Table 4 shows the breakup of static instructions for the scalar and our optimized vector implementations for the coprocessor and the CPU. It is clear that our vectorized implementations reduce the number of instructions required significantly. However, there are several reasons due to which the instruction reduction due to vectorization is less than ideal. There is a very high density of memory access instructions in the critical region (88 and 69 percent respectively, for vector implementation). A large percentage of these memory accesses are to W and P 0 XY and are probably fetched from L2 cache. Also, the memory accesses are irregular. Since most of the irregular accesses fall into L2, aggressive prefetching is required on the coprocessor. However, we are able to add prefetches only for W as adding prefetches for P 0 XY , degrades performance. This could be due to (i) larger total instruction count when we add those prefetches, (ii) very high density of prefetch instructions leading to bottlenecks in the prefetch buffers and (iii) inability to hide prefetch latency with other required instructions.
Relative Performance Comparison
Further, the scope of vectorization is limited as shown in the table. Several instructions on both processors are scalar instructions. Moreover, on the coprocessor and the CPU respectively, nearly 50 and 35 percent of the vector instructions are broadcasts, with low vectorization intensity. In ideal conditions for vectorization, the coprocessor should only need half the number of cycles of the CPU. However, due to the lack of scope of vectorization in this loop, the number of cycles required to perform the same amount of work when run on a single core of both processors are not too different. When we use all the cores on both processors, the significantly larger number of cores on the coprocessorresults in much better performance.
Joint Entropy Computation
Using the joint probability values, the joint entropy between two random variables can be obtained as given in Equation (7) . For this computation, we need to perform one logarithm operation and one multiplication over b 2 single precision floating point values and add all the values thus produced. The computational complexity of this step is Oðb 2 Þ compared to OðmÞ for the joint probability loop. Since m >> b 2 , joint entropy computation consumes negligible time compared to the joint probability computation. The vectorization is fairly straight forward-we simply vectorize the operations across the b 2 values. For the purpose of construction of gene networks, since the MI value computed is only used for comparison with a threshold value, we do not need very high precision. Therefore, we use the slightly lower precision, but single cycle, vector log instructions.
RANDOM SHUFFLE
The second most time consuming kernel of TINGe is random shuffle that is used to permute observation vectors. The kernel takes an array and produces a random permutation of the array.
We use the Durstenfeld version [27] of the Fisher-Yates shuffle to perform the random permutation:
for U from m-1 downto 1 do j = random int 0 <= j <= U exchange array [j] 
and array[i]
This algorithm's complexity is linear in the number of elements in the input vector.
Pseudo-Random Number Generator
The resulting permutation of the input vector is truly random and unbiased, provided that the random numbers used to perform the shuffle are unbiased. Linear congruential generators, typically used in the C standard library's rand() and rand_r() functions, are fast but are not high quality sources of randomness [28] whereas the well-known Mersenne Twister [29] is higher quality, but slower, and needs to maintain a relatively large amount of state.
The random shuffle kernel is run by multiple threads concurrently, thus the PRNG must maintain state for every thread. Given the large number of threads on the coprocessor and limited cache sizes, a PRNG that requires a large state is not desirable.
We perform q permutations per gene pair, i.e. q Â ð n 2 Þ shuffles. Each shuffle requires m À 1 random numbers. Thus, e.g., for the Arabidopsis thaliana dataset, a total of 3:8 trillion random numbers must be generated for q ¼ 10. This can take several days using rand(), which is not thread-safe, and more than 60 minutes using a multithreaded rand_r() on a single coprocessor. Given the requirements of good quality randomness, small state, and high performance, we have chosen to use an Xorshift pseudo-random number generator [30] . We have implemented a vectorized version that uses the entire 512-bit width of the coprocessor's vector register to generate 16 32-bit random numbers concurrently. The internal state of the PRNG is 128 bits per 32-bit vector lane; this is maintained for each thread.
Modulo Bias
For the shuffle, we require random numbers in the ranges 0 to U, where U can be 1 through m À 1. This PRNG generates 32-bit integers. If 2 32 is not a multiple of U, simply using modulo to force these integers into the required range can create a bias in favor of small remainders. To handle this, we discard any integer in the range 2 32 modulo U and 2 32 À 1 before performing the modulo operation and keep trying until we get a number in the desired range. The expectation value for the number of retries using this approach is less than 1.
Performance
With this PRNG, we are able to generate the required 3:8 trillion random numbers for the Arabidopsis thaliana dataset in 107 seconds on the coprocessor and in 160 seconds on the CPU.
EXPERIMENTAL SETUP
Datasets Used
The dataset used in our experiments is taken from Aluru et al. [9] , which consists of expression data on the model plant Arabidopsis thaliana. A total of 3,546 non-redundant expression profiles measured using Affymetrix Arabidopsis ATH1 genechip were available from public repositories NASC, AtGenExpress, ArrayExpress and GEO. The data is subjected to quality control, cross-experimental normalization, etc., and genes which did not exhibit a dynamic range of expression were removed from further consideration [9] . Although the Arabidopsis genome has over 22,000 genes, only 15,575 genes and 3,137 expression profiles survived the preprocessing stage, resulting in the 15;575 Â 3;137 gene expression matrix G that is used as the basis for our evaluation.
Since our results are identical to TINGe which is biologically validated, we focus on performance and scaling studies. For this purpose, it helps to have access to datasets with varying number of genes (n) and observations (m). Such data sets are generated by taking a submatrix of G as needed. The choice of subsets of genes and experiments used had little bearing on the actual run times, reflecting the nature of the algorithm. We have also created synthetic datasets to study the performance of individual kernels. Our synthetic datasets consist of n observation vectors where each observation vector is a random permutation over 0; 1; . . . ; m À 1.
System Configuration
We use the system configuration as specified in Section 2.2 and Table 1 .
RESULTS
Evaluation of Joint Probability Computation Loop
We evaluate the effect of various optimizations on the joint probability loop by measuring relevant performance counters using VTune Amplifier. In particular, we measure how various optimizations affect the number of instructions executed, the number of memory access instructions executed and how many of those memory accesses hit in various levels of cache. We have used synthetic data for this study.
The benefit of applying a particular optimization depends on the state of the rest of the code also as that affects, among other things, the cache hit rates. In Table 2 , we had listed the cumulative speedups of various optimizations. In this section, we take an alternative approach. We report the performance counters after disabling one and only one optimization at a time from our most optimal implementation. For the coprocessor, it is time consuming to tune the software prefetching and that has to be done separately for every change in the code. To avoid that, we disable the optimizations from our most optimal implementation that does not use software prefetching.
We report the performance counters in Tables 5 and 6 . The baseline code corresponds to the one shown in Fig. 3 . The counts of the total instructions and the total memory access instructions are normalized to the ones for the baseline code. The L1 cache hit rates are defined as the ratio of the number of memory accesses that hit in L1 cache to the The value of b is set to 10 to reflect the default value used by TINGe. m ¼ 3;152, n ¼ 1;024.
total number of memory accesses that go to the L1 cache. L2 and LLC hit rates are similarly defined.
Without Software Prefetching
We make the following observations from the two tables:
The baseline implementation has a very high L1 hit rate. This is due to the fact that this implementation is completely scalar. A scalar implementation reads one 4-byte word at a time. On the other hand, a vectorized implementation reads 32 and 64 bytes at a time on CPU and coprocessor respectively. Clearly, in a scalar implementation, a larger number of memory access instructions access the same cache line compared to a vectorized implementation. Compared to the baseline implementation, the optimal implementation executes significantly smaller number of total and memory access instructions. If we disable the optimization for data locality (Section 3.1), there is a slight reduction in cache hit rates, resulting in a small reduction in speedup. Disabling the vectorization of loop #2 increases the number of instructions a lot more than disabling the vectorization of loop #1. This is also reflected in the corresponding speedups.
As expected, disabling the loading and storing of P in cache-aligned manner increases the number of instructions. Disabling caching of W X results in reduction of cache hit rates thereby reducing speedup.
With Software Prefetching
On Intel Xeon Phi coprocessor, adding software prefetching instructions increases the number of instructions slightly but significantly improves the L1 hit rate thereby improving the speedup. 6 shows the total application run time divided into the runtimes of individual kernels for various dataset sizes. As expected, the run time scales quadratically with respect to the number of genes and linearly with respect to the number of observations. Mutual information computation is the most time consuming kernel followed by random shuffle. The rest of the processing consumes nearly 10 percent time.
Scalability of Individual Kernels
Fig . 7 shows the scaling of our implementations with respect to various algorithmic parameters. We have used The value of b is set to 10 to reflect the default value used by TINGe. m ¼ 3;152, n ¼ 512. synthetic data for this. The Y-axis of each graph shows the time consumed per observation processed. Since we compute mutual information for ðq þ 1Þ Â ð n 2 Þ pairs of observation vectors and the computation required for one pair is OðmÞ, we divide the total time for mutual information by m Â ðq þ 1Þ Â ð n 2 Þ to obtain the time consumed per observation. Similarly, we perform q Â ð n 2 Þ random shuffle operations each consuming OðmÞ time. So, we divide the total time for mutual information by m Â q Â ð n 2 Þ to obtain the time consumed per observation. Clearly, the time consumed per observation being constant with respect to variation in m or n implies ideal scalability. Fig. 7a shows we achieve ideal scalability for variation in n. We see slightly lower performance for small values of n as the amount of parallelism available is limited. Fig. 7b shows the scaling of our implementations for variation in m. The complexity of mutual information computation is in fact OðmÞ (joint probability computation) + Oðb 2 Þ (joint entropy computation). For small values of m, the b 2 term is comparable. Therefore, for smaller values of m (< 1; 024), the mutual information computation does not scale well with m. Fig. 7c shows that the performance of mutual information kernel deteriorates with increase in the number of bins, b, even though the run time complexity does not depend on b. As we increase b, the size of P 0 and P 0 XY increases. Therefore, there is a higher chance of their parts being evicted from L1 cache. Recall that we cannot use software prefetching for P 0 and P 0 XY and since they are accessed in irregular fashion, it is difficult for the hardware prefetcher. However, given the current datasets where m is usually small, smaller values of b are better as larger values make the number of observations per bin too small to be statistically relevant. Fig. 8 shows that our implementations achieve good scalability. Due to the large time required to run the tests for the entire dataset on single core, for this study, we used a subset of the Arabidopsis thaliana dataset. Only two lines are visible since our Xeon and Xeon Phi implementations achieve nearly equal speedups.
Scaling with Respect to the Number of Cores
Speedup Compared to a Scalar Sequential Implementation
For this study, we used a subset of the Arabidopsis Thaliana dataset with m ¼ 3;137 and n ¼ 3;893. Compared to a scalar implementation running on a single core of a CPU, our optimized implementation achieves a speedup of nearly 89X on a CPUand 148X on a coprocessor.
Comparison with TINGe
TINGe has been reported to construct the whole genome network of Arabidopsis Thaliana in about 30 minutes on a 2048-CPU IBM Blue Gene/L [8] and in about 9 minutes on 1024 cores of an AMD dual quad-core CPU Infiniband cluster [9] . In comparison, our Xeon Phi implementation can perform the same task in 22 minutes on a single card.
Comparison with GPU Based Implementations
To the best of our knowledge, there are two implementations of gene regulatory network construction using GPUs [31] , [32] . While Borelli et al. [31] use feature selection, Ramierz-Chavez et al. [32] use differential evolution for network inference. As mentioned in Section 1, several techniques have been used for the construction of gene regulatory networks. However, they vary vastly in terms of accuracy and computational complexity making it difficult to compare their optimized implementations.
GENERIC MUTUAL INFORMATION KERNEL
The implementation of the MI kernel described in Section 4 is specific to TINGe and tuned for the characteristics of the overall TINGe algorithm. However, mutual information is a general technique with broad applicability across computational biology and beyond. To this end, we have also implemented a generic version of our MI kernel which differs in two key ways. First, we do not rank transform the observations, i.e. the gene expression matrix G. This means that each observation vector is not a permutation of 0; 1; 2; . . . ; m À 1, but a vector of gene expression values as a result of which we cannot use Equation (12) . Second, we cannot use the lower precision vector log instructions. Fig. 9 shows the workflow of our generic pairwise MI (GMI) implementation. Given an n Â m gene expression matrix, we redefine W as follows: We compute W for all genes using this new definition. We simultaneously compute the index, h, of the first nonzero value in W b k ðxÞ for each observation value x using: 8i 2 ½0; n À 1; 8r 2 ½0; m À 1;
Subsequently, we use W to compute the pairwise mutual information of genes (Fig. 10) . For W , we use an array containing n Â m vectors of size k in order to store only the nonzero values of the weight function. Note that this version does not have irregular access to W . However, W has to be computed and stored for each observation, thus requiring much larger memory. As a result, it no longer fits in the L2 cache.
8.1 Performance 8.1.1 Scaling with Respect to m, n and b Fig. 11 compares the time consumed by our generic pairwise MI implementation with the time consumed by our MI implementation for TINGe (MI), both operating on synthetic data. For the former, our synthetic data consists of a matrix of size n Â m consisting of randomly generated floating point values, while for the latter, we use the synthetic data described in Section 6.1. We use the time/ observation metric as defined in Section 7.2.2. We make the following observations on the trade-offs between GMI and MI: GMI needs to compute W values for each data item and HðXÞ for each gene X, thereby consuming slightly extra time. For GMI, the total number of W values to be stored is n Â m Â k. Therefore, for large n or m, the W values do not fit in the L2 cache and hence need to be read from the L3 cache on CPU and device memory on Xeon Phi. GMI uses higher precision log instructions. GMI does not have irregular data access. On the CPU, if the data access is regular, the hardware prefetcher works very well. This explains why GMI is slightly faster than MI. On the coprocessor, this means, GMI needs a smaller number of software prefetch instructions. Also, it does not need instructions to compute the memory address where data has to be prefetched from. Moreover, all prefetched cache lines are fully utilized. As a result, on the coprocessor, GMI is only slightly slower than MI. As future architectures solve the problem of irregular data accesses, we expect MI to be faster than GMI in all cases.
Comparison with GPU Based Implementations
There has been recent work on the parallelization of MI on GPUs [18] , [21] , [22] . Out of these, CUDA-MI [18] is the most recent and the fastest reported performance. Using Nvidia Tesla C2050 GPU, the authors report computing pairwise MI values for 10;000 genes and 4;000 observations in 838:74 seconds. In comparison, our Xeon Phi and Xeon implementations of the generic MI kernel processed a dataset of the same size in 36 and 54 seconds respectively. It should be noted that this result is from an older GPU platform, and GPU implementations may also benefit from some of the optimization techniques discussed in this paper.
CONCLUSIONS
In this paper, we present the first single-chip reconstruction of gene regulatory networks at the whole-genome scale using the Intel Xeon Phi coprocessor, a feat previously accomplished with large distributed memory parallel computers. A key use of such whole-genome networks is in developing plausible hypotheses to understand gene interactions and novel genes in partially characterized pathways. The significant cost advantages in using a single coprocessor based workstation imply that such systems biology based approaches can be widely made available.
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