Abstruct-B y the use of noise robust compression, separate error correction can be reduced. This paper studies a number of neighbourhood functions for the SOFM for designing image vector quantiser codebooks for noisy channels. They include a neighbourhood recently proposed for the scalar coding of speech and a novel neighbourhood which makes the S O F M functionally equivalent to the popular LBG algorithm. The simulation results of these neighbourhood functions on t w o images provide insight into the problem of selecting an appropriate topology for the design of vector quantiser codebooks for noisy channels.
I. INTRODUCTION
In any application where images are stored or transmitted, there is a need and opportunity for compression because of the large amounts of redundant data. One popular technique for image compression is vector quantisation (VQ) [l; 21. One popular way of generating VQ codebooks is using Kohonen's selforganising feature map (SOFM) [3] , whose performance is largely determined by the "neighbourhood" function. When a SOFM is trained, the distribution of the weight vectors approaches the probability density (PDF) of the source used for training. Thus, once the network has trained on image vectors, the weight vectors are suitable VQ code vectors. As with most compression schemes, VQ increases the sensitivity to channel noise. In this paper, the effect of choice of neighbourhood function on the resultant noise sensitivity is investigated. Two images are coded using three neighbourhood functions.
The rest of this paper is organised as follows: Section I1 describes Kohonen's SOFM. Experimental results are discussed in section 111, and section IV contains concluding remarks.
11. KOHONEN'S SOFM The SOFM is a type of "soft-max" competitive learning. Neurons are conceptually arranged in some "neuron space", so neurons are labeled by vectors as well as numbers. When a training vector x is presented, the neuron r with the nearest weight vector is selected as winner. Then each neuron s is updated as W, (t + 1) = w, (1) + qhra (x -wa ( t ) ) , (1) where w, is the weight of the sth neuron, 7 is the learning rate, and h,, is the neighbourhood funciton. Any h,, may be used, but typically
is a decreasing function of the distance between neurons r and s in neuron space. The neighbourhood function induces a topology on the neuron space.
Luttrell [4] has shown that training a network using Kohonen's algorithm generates a codebook which is optimal if it is assumed that some noise will be added in a later stage. Specifically, the neighbourhood function corresponds to the probability density so that h,, = Pr(r1s) is the probability that r will be received when s is transmitted. Several possible topologies will be discussed below from the point of view of their noise resistance.
A . Standard Flai Topology
The standard topology suggested by Kohonen consists of a regular grid, either rectangular or hexage nal, laid out on either a flat sheet or a torus formed by wrapping the sheet around at the edges. If the neighbourhood is a square then the norm in equation (2) is the L , norm:
where r = (rl , rz), s = (SI , 6 2 ) and the norms 1 1 . 1 -s111 and 11. 2 -s211 are the vertical and horizontal distances on the grid between r and s taking any wrapping of the sheet into account. In what follows, the term standard topology will be used to denote a rectangular grid of neurons on a flat sheet or a toroidal surface. Unless otherwise indicated, it will be assumed that the dimensions of the sheet are powers of two.
B. Brad burn's Hypercube Topology
Bradburn [5] suggested using the SOFM to reduce the effect of channel noise in p-law speech coding. He used the topology formed when each neuron forms one vertex of a hypercube, numbered such that neurons connected by a single edge differ in one bit. Nearest neighbours are defined to be those neurons connected by a single edge. Thus the norm in (2) becomes the Hamming distance between r and s:
where H is the Hamming distance (number of differing bits) between its two arguments. Thus clusters should form in such a way that codewords which differ in a single bit, such as those received when a single bit error occurs, should be similar. This topology has been applied to the noise robust scalar coding of speech but has not been applied to vector quantisation or the coding of images.
To calculate the expected improvement, it can be assumed that, when the net has trained, the noise introduced by any two single bit errors should be zero mean i.i.d. variables. Since when such quantities are superposed their powers add, it follows that e: = ne:, where, following [5], ei is the error due to an i bit error. If the signal has zero mean, then an average error can be viewed as the sum of two errors: one to bring the value to zero and one to send it to the new value. If it is assumed that codewords differing in every bit are anticorrelated, then the noise amplitude will be twice the signal amplitude, so e: = 4 P , where P is the signal power. If n = 8 then e: = 4 P , so e: = P / 2 . When a disordered codebook is used, it is expected that single bit errors will map to uncorrelated codewords, giving e: = 2 P . Thus the expected improvement over a totally disordered codebook is 4:1, or 6dB.
C. LBG Splitting Topology
Luttrell [4] points out that the SOFM with an "empty" neighbourhood (winner take all) aims to minimise the same quantity as the iterations in the LBG algorithm [6] , namely the mean square error, although the SOFM is usually incremental rather than batch. Linde et al. [SI specify a splitting algorithm to generate the initial partition to start iteration. This splitting algorithm actually corresponds to a specific (non-empty) neighbourhood function, hs8. Just as the splitting algorithm makes no sense unless it progresses from size 1 to size n, so the neighbourhood function must pass through [log(n)l stages. At the ([log(n)l -i)th stage, the function is if r e s < 2' otherwise,
where denotes the XOR operator. Thus h:; = 1 whenever the binary representations of r and s are alike in the i least significant bits. Neurons can be arranged in a non-uniform two dimensional lattice such that this corresponds to the L2 distance being below a threshold.
Since a network trained with this topology in batch mode is completely equivalent to the classical LBG algorithm, this mode will be used as a reference for coding efficiency.
SIMULATION RESULTS
A network was trained using Kohonen's algorithm using three different topologies: the standard topology, Bradburn's hypercube topology and the splitting topology. For each topology, the neighbourhood function h was an exponentially decaying function
where IIr -sII is the "distance" between the nodes in the given topology and i is the number of the iteration. All trials used a radius of R = 1, and c , d and I (the number of iterations through the training data) were adjusted until good performance was obtained at a bit error rate of € = 1/32. The splitting topology was trained in batch mode, with each neighbourhood repeated until no vector changed by more than 30. In each case the network was trained on the "peppers" test image, using 4 x 4 blocks of the image as input. Four networks of 256 neurons were trained (one for the hypercube topology, one with a rectangular neighbourhood on each of a 16 x 16 torus and a flat sheet and one with a splitting topology), and two were trained with 260 neurons (with rectangular neighbourhood on a 13 x 20 torus and flat sheet). The asymmetric standard topologies were used to simulate random assignment of codewords to codevectors, but even they are better than random assignment, as at least errors in bit 0 usually map to nearest neighbours. Table 1 shows the results of coding both Lena and peppers with the codebooks designed for peppers, both without noise and with a bit error rate 6 results are slightly optimistic, since the variance (signal power) of peppers almost 2dB greater than that of Lena, and so there was actually some degradation outside the training set. Figure 1 shows peppers for c = 1/128 when coded with the hypercube neighbourhood and with the disordered codebook. The improved performance of the hypercube in a noisy environment verifies that the extension from the scalar to the vector case works well. At c = 1/128, the improvement over a disordered codebook is around 3.5dB. Without noise the hypercube topology performed about 0.1 dB worse than the standard topology. This is most likely due to the '(tightness" of the neighbourhood. It was found that on average, vectors at opposite ends of the hypercube were closer than those diametrically opposed on the torus. This in turn may be due to the fact that in the hypercube, each neuron has more neurons two jumps away from it than in the standard topology.
Clearly, when a standard topology is used the 16 x 16 versions give better results than those of other dimensions. This is because only the first four bits specify the row, and only the second four the column. Thus errors in bits 0 o r 4 map to nearest neighbours, 1 or 5 to next nearest etc.. In contrast, when sides are not a power of two, even a bit 0 error does not always map t o a neighbour, and no other position ever does. In general, if n-ary signals are used, then the torus sides should be powers of n. Powers of two are usually an automatic choice, but in a ternary system, say, noise robustness is improved by using powers of three.
The measured improvement over the LBG neigh- Table 111 . Similar gains could be made on the hypercube coding, but using anything other than nearest-neighbour encoding increases performance degradation on low noise lines. In (81 the actual waveform used to transmit the data was also considered in the optimisation procedure; for simple binary PAM an improvement of around 3.2dB over an LBG codebook with optimised codeword assignment was obtained.
IV. CONCLUSIONS
A marked improvement in noise robustness can be obtained by using Bradburn's hypercube topology rather than the standard topology for vector quantisation, at the cost of very slight degradation in performance in a noise free environment. When the standard topology is used, performance is substantially better when the dimensions of the grid are powers of two. Many self organising networks inspired by the SOFM are reverting to winner-take-all learning, using other methods such as "conscience" to stop some neurons from dominating [ll-131. Other methods [14; 151 still ust the soft-max principle, but do not impose any order on the codebooks. While such methods may have advantages over the standard SOFM, they usually generate a disordered codebook, thereby losing all noise robustness benefits incidentally obtained by the SOFM.
Given that most of the error in the standard topology comes from bit error in a few bits, it may be advantageous to apply different degrees of Protection to these different bits. Preliminary experiments have indicated that even with differential protection the noise performance of the standard topology will be slightly worse.
It would also be possible to explore the effect of multiple bit errors. The optimal neighbourhood will again be given by h,, = P(r1s). If errors are independent, this will still correspond to a hypercube, changing only h of (2). If errors are correlated, as in n-QAM or DPSK, the topology will also change.
If the SOFM is to be implemented in VLSI, a planar topology (rectangular or hexagonal) is likely to be easier to implement since the connections between neighbours lie in a single plane. If this choice is made, then a rectangular grid should certainly be used and the sides of the grid should certainly be powers of two.
