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Dot-product sets and simplices over finite rings
Nguyen Van The ∗ Le Anh Vinh†
Abstract
In this paper, we study dot-product sets and k-simplices in Zdn for odd n, where Zn
is the ring of residues modulo n. We show that if E is sufficiently large then the dot-
product set of E covers the whole ring. In higher dimensional cases, if E is sufficiently
large then the set of simplices and the set of dot-product simplices determined by E,
up to congurence, have positive densities.
1 Introduction
The Erdo˝s distinct distance problem asks for the minimal number of distinct distances
determined by a finite point set in Rd, d ≥ 2. This problem in the Euclidean plane has been
solved by Guth and Katz [8]. They show that a set of N points in R2 has at least cN/ logN
distinct distances.
Let Fq denote a finite field with q elements, where q is an odd prime power. For E ⊂ Fdq
(d ≥ 2), the finite analogue of the Erdo˝s distinct distance problem is to determine the
smallest possible cardinality of the set
∆(E) = {‖x− y‖ = (x1 − y1)2 + . . .+ (xd − yd)2 : x, y ∈ E} ⊂ Fq.
This problem was first studied by Bourgain, Katz, and Tao [3]. They showed that if q is a
prime, q ≡ 3 (mod 4), then for every ǫ > 0 and E ⊂ F2q with |E| ≪ q2−ǫ, there exists δ > 0
such that |∆(E)| ≫ |E| 12+δ. The relationship between ǫ and δ in their arguments, however,
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is difficult to determine and to go up to higher dimensional cases. Here and throughout,
X ≫ Y means that there exists C > 0 such that X ≥ CY .
Using Fourier analytic methods, Iosevich and Rudnev [13] showed that for any odd prime
power q and any set E ⊂ Fdq of cardinality |E| ≫ qd/2, we have |∆(E)| ≫ min
{
q, q
d−1
2 |E|
}
.
Iosevich and Rudnev reformulated the question in analogy with the Falconer distance prob-
lem: How large does E ⊂ Fdq, d ≥ 2, needed to be ensure that ∆(E) contains a positive pro-
portion of the elements of Fq? The above result implies that if |E| ≫ q d+12 , then ∆(E) = Fq.
This matches with Falconer’s result in Euclidean setting that for a set E with Hausdorff
dimension greater than (d + 1)/2, the distance set of E is of positive measure. Hart, Io-
sevich, Koh and Rudnev [11] that the exponent (d + 1)/2 is sharp in odd dimensions, at
least in general fields. In even dimensions, it is still conjectured that the correct exponent
is d/2. Chapman et al. [4] made the first improvement by showing that if E ⊂ F2q satisfies
|E| ≥ q4/3 then |∆(E)| ≫ cq. In a recent paper [14], Murphy et al. improved the exponent
4/3 to 5/4 in the case of prime fields.
In [6], Covert, Iosevich, and Pakianathan extended the Erdo˝s distinct distances problem
to the setting of finite cyclic rings Zpl = Z/p
lZ, where p is a fixed odd prime and l ≥ 2.
Precisely, they proved that if E ⊂ Zdq of cardinality
|E| ≫ r(r + 1)q (2r−1)d2r + 12r ,
then the distance set determined by E will cover all units in Zpl. In [5], Covert extended the
problem the ring of residues modulo n for an arbitrary odd n. Let p be the smallest prime
divisor of n and τ(n) be the number of divisors of n, Covert showed that if |E| ≫ τ(n)nd
p(d−2)/2
then the distance set determined by E will cover all elements of the ring.
Let E ⊂ Fdq , we define the dot-product set of E as follow
Π(E) := {x · y : x, y ∈ E} ⊂ Fq,
where x ·y = x1y1+ . . . xdyd. Similarly, we can ask a question for the dot-product set instead
of the distance set: How large does E need to ensure that the dot-product set Π(E) can cover
the whole field or at least a positive proportion of the field? Hart and Iosevich [10], using
exponential sums, showed that for the product set to cover the whole field, one can take
2
|E| > q(d+1)/2 for any d ≥ 2. Covert, Iosevich, and Pakianathan [6] extended the problem
to the setting of finite cyclic rings Zpl . They proved that if E ⊂ Zdq of cardinality
|E| ≫ rq (2r−1)dr + 12r ,
then the dot-product set covers all units in Zq. In [17], the second listed author also studied
this result over the ring of residues modulo n for an arbitrary n. In this paper, we will
further extend the problem to cover the whole ring. Note that, our result is in line with the
result of Covert in [5] for the Erdo˝s distinct distances problem.
A classical result due to Furstenberg, Katznelson and Weiss [7] states that if E ⊂ R2 of
positive upper Lebesgue density, then for any δ > 0, the δ-neighborhood of E contains a
congruent copy of a sufficiently large dilate of every three-point configuration. In the case of
k-simplex, ussing Fourier analytic techniques, Bourgain [2] showed that a set E of positive
upper Lebesgue density always contains a sufficiently large dilate of every non-degenerate
k-point configuration where k < d. Hart and Iosevich [9] were the first to study an analog
of this question in finite field geometries. Let Pk and P
′
k be two k-simplices in vector space
d
q . We say that Pk ∼ P ′k if there exist τ ∈ Fdq , and O ∈ SOd(Fq), the set of d-by-d orthogonal
matrices over Fq, such that P
′
k = O(Pk)+ τ . Hart and Iosevich [9] observed that, under this
equivalent relation, one may specify a simplex by the distances determined by its vertices.
When d ≥ (k+1
2
)
, they showed that if E ⊂ Fdq (d ≥
(
k+1
2
)
) of cardinality |E| ≫ Cq kdk+1+ k2
then E contains a congruent copy of every k-simplices with the exception of simplices with
zero distances. Using spectral graph theory, this lower bound on the set size was improved
to |E| ≫ q d−12 +k by the second listed author [15] for the case of d ≥ 2k.
If we only want to cover a positive proportion of all possible simplices, the above bounds
can be further improved. Chapman et al [4] showed that if |E| & q d+k2 (d ≥ k) then the set
of k-simplices, up to congruence, has density greater than c. Using group action approach,
Bennett et al. [1] proved that if E ≫ qd− d−1k+1 then E determines a positive proportion of all
k-simplices. In [12], H. Pham, T. Pham and the second listed author gave an improvement
of this result in the case when E is the Cartesian product of sets.
In line with the study of simplices in vector spaces over finite fields, the second listed author
[16] also studied the distribution of simplices with respect to the dot-prouct. Note that, this
problem can be viewed as the solvability of systems of bilinear equations over finite fields.
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In this paper, we study analogue results of k-simplices and dot-product k-simplices in Zdn
for an arbitrary odd integer n. We will show that any sufficient large subset E ⊂ Zdn, the set
of k-simplices and the set of dot-product k-simplices determined by E, up to congruence,
have positive densities.
2 Statements of results
2.1 Dot-product sets
Let Zn be the ring of residues mod n where n is a large odd integer. Denote Z
×
n be the set
of units in Zn. The finite Euclidean space Z
d
n consists of column vectors x, with i
th entry
xi ∈ Zn. For a subset E ∈ Zn, we define the dot-product set of E as follows
Π(E) := {x · y : x, y ∈ E} ⊂ Zn,
where
x · y = x1y1 + . . . xdyd
is the usual dot product. Using Fourier analysis, Covert, Iosevich, and Pakianathan [6]
showed that if the set E is large enough, its product set will cover all units in Zn.
Theorem 2.1. (Covert, Iosevich, Pakianathan, [6]) Let E ⊂ Zdq , where ℓ ≥ 2 and q = pℓ is
an odd prime power. Suppose that |E| ≫ ℓq (2ℓ−1)d2ℓ + 12ℓ . We have
Π(E) ⊃ Z×q .
In [6], it was shown that Theorem 2.1 is close to optimal in the sense that there exist a value
b = b(p) and a subset E ⊂ Zdq with cardinality |E| = bq(
2ℓ−1
2ℓ )d such that Π(E) ∩ Z×q = ∅.
For such constructed set E, we have |Π(E)| ≤ pℓ−1 = o(q).
In the general case of the ring of residues modulo n with n is a large odd integer, the second
listed author obtained the following result ([17]).
Theorem 2.2. (Vinh, [17]) Let n be a large odd integer. Denote γ(n) be the smallest prime
divisor of n and τ(n) be the number of divisors of n.
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a) Suppose that E ⊂ Zdn with cardinality
|E| ≥
√
2τ(n)nd
γ(n)(d−1)/2
.
Then, we have Z×n ⊂ Π(E).
b) Suppose that E ⊂ Zdn with cardinality
|E| ≥ 2
√
τ(n)nd+1
γ(n)d/2
.
Then, we have Π(E) = Zn.
The first part of Theorem 2.2 is a generalization of Theorem 2.1. In the second part, to
cover the whole ring Zn, we need a weaker condition on the sizes of E. On the other hand,
the result in the second part of Theorem 2.2 is trivial when n ≥ γ(n)d/2. More precisely, in
the case of finite cyclic rings Zpℓ , the result is non-trivial only if ℓ < d/2.
It is of interest to extend Theorem 2.1 and Theorem 2.2 to cover the whole ring Zn. Our
first result is the following.
Theorem 2.3. Let E ⊂ Zdn where d > 2 and n is a large odd integer. Suppose that
|E| > τ(n)n
d
γ(n)(d−2)/2
.
Then, we have Π(E) = Zq.
Note that, this result improves the second part of Theorem 2.2 and aligns with Covert’s
result [5] for Erdo˝s distance problem. Besides, let E ⊂ Zdn be the set of all elements in Zdn
withs all complements are divisible by γ(n), then |E| = ndγ(n)−d and Π(E) contains no
non-unit element of Zn. It shows that Theorem 2.3 is asymptotically sharp as we fix γ(n)
and d then let n goes to infinity. Moreover, this result is non-trivial for d ≥ 3 if τ(n) = o(nε)
for all ε > 0.
As a direct consequence, we has the following corollary in the case n = pℓ.
Corollary 2.4. Let E ⊂ Zdq , where q = pℓ and d ≥ 3. Suppose that |E| > (ℓ+ 1)q
(2ℓ−1)d
2ℓ
+ 1
ℓ .
Then, we have Π(E) = Zq.
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2.2 Distribution of k simplices
Since a geometric justification of the notion of distance is that an orthogonal transformation
preserves this distance, a k-simplex in a subset E ⊂ Zdn can be definited recursively by setting
Tlk =
{
(x0, . . . ,xk−1,xk) ∈ Tlk−1 × E : ‖xi − xk‖ = ti,k, i = 0, . . . , k − 1
}
,
in which lk = lk−1 ∪ {(t0,k, . . . , tk−1,k), ti,j ∈ Zn} and
Tl1 =
{
(x0,x1) ∈ E2 : ‖x0 − x1‖ = t0,1
}
.
Denote Tk(E) := {lk : |Tlk | > 0} be the set of k-simplices determined by E. We have the
following the result.
Theorem 2.5. Let E ⊂ Zdn. Suppose that
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
with k ≤ d, then E determines a positive proportion of all k−simplices over Zdn. In other
words,
|Tk(E)| ≫ n(
k+1
2 ).
Similarly, one can define a k-simplex with dot-product instead of distance function. A
dot-product k-simplex in a subset E ⊂ Zdn can be defined recursively by setting
Plk =
{
(x0, . . . ,xk−1,xk) ∈ Plk−1 ×E : xi · xk = ti,k, i = 0, . . . , k − 1
}
,
in which lk = lk−1 ∪ {(t0,k, . . . , tk−1,k), ti,j ∈ Zn} and
Pl1 =
{
(x0,x1) ∈ E2 : x0 · x1 = t0,1
}
.
Denote Pk(E) := {lk : |Plk | > 0} be the set of dot-product k-simplices determined by E.
We have the following the result.
Theorem 2.6. Let E ⊂ Zdn. Suppose that
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
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with k ≤ d, Then, E determines a positive proportion of all dot-product k−simplices over
Zdn. In other words,
|Pk(E)| ≫ n(
k+1
2 ).
3 Dot-product sets - Proof of Theorem 2.3
We first recall some basic results on Fourier Analysis in Zdn. For f : Z
d
n −→ C, we define
the Fourier transform of f as
f̂(m) = n−d
∑
x∈Zdn
f(x)χ(−x ·m),
where χ(x) = exp(2πix/n). Since χ is a character on the additive group Zn, we have the
following orthogonality property.
Lemma 3.1. We have
n−d
∑
x∈Zdn
χ(x ·m) =
1 m = (0, . . . , 0)0 otherwise
The Plancherel and inversion-like identities can be derived from Lemma 3.1.
Proposition 3.2. Let f and g be complex-valued functions defined on Zdn. Then,
f(x) =
∑
m∈Zdn
χ(x ·m)f̂(m) (1)
n−d
∑
x∈Zdn
f(x)g(x) =
∑
m∈Zdn
f̂(m)ĝ(m) (2)
We are now ready to give a proof of Theorem 2.3. We will follow a similar approach as in
[6].
Proof of Theorem 2.3. Without loss of generality, we suppose that n has the prime de-
composition n = pα11 p
α2
2 . . . p
αk
k , where 2 < p1 < p2 < · · · < pk and αi > 0 for each
i = 1, 2, . . . , k. For E ⊂ Zdn, we define the incidence function
µ(t) = {(x, y) ∈ E × E : x · y = t} .
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In order to show that Π(E) = Zn, we will demonstrate that µ(t) > 0. We rewrite
µ(t) = n−1
∑
s∈Zn
∑
x,y∈E
χ (s(x · y))χ(−st)
= n−1|E|2 +M(t), (3)
where
M(t) = n−1
∑
s 6=0
∑
x,y∈E
χ (s(x · y))χ(−st).
Define
val(s) := (valp1(s), . . . , valpk(s))
where valpi(x) = r if p
r
i |x but pr+1i ∤ x. For each s 6= 0, we write s = pβ11 . . . pβkk s where s ∈ Z×n′
is uniquely determined for n′ = pα1−β11 . . . p
αk−βk
k and βi ≥ 0. Note that, s 6= 0 so βi < αi for
some i. We will use the notation
∑
β to denote the sum over all such (β1, . . . , βk)’s.
Using the notation as above, we can write M(t) =∑β µβ(t), where
µβ(t) = q
−1
∑
s∈Zn\{0}:val(s)=β
∑
x,y∈E
χ (s(x · y))χ (−st) .
We will find an upper bound of µβ(t) for each β = (β1, . . . , βn). Indeed, viewing the term
µβ(t) as a sum in x-variable, applying Cauchy-Shwarz inequality, then extending the sum
over x ∈ E to the sum over x ∈ Zdn, we see that
|µβ(t)|2 ≤ |E|n−2
∑
x∈Zdn
∑
y,y′∈E
∑
s,s′∈Z×
n′
χ
(
pβ11 . . . p
βk
k (sy − s′y′)x
)
χ
(
pβ11 . . . p
βk
k t(s
′ − s)
)
≤ |E|nd−2
∑
s,s′∈Z×
n′
∑
y,y′∈E:
p
β1
1 ...p
βk
k (sy−s
′y′)=0
χ
(
pβ11 . . . p
βk
k t(s
′ − s)
)
= |E|nd−2
∑
a,b∈Z×
n′
∑
y,y′∈E:
p
β1
1 ...p
βk
k (b(ay−y
′))=0
χ
(
pβ11 . . . p
βk
k t (b(1− a))
)
.
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Since b is a unit in Zn′ , we have ay − y′ = 0 in Zdn′ . This implies that
|µβ(t)|2 ≤ |E|nd−2
∑
a,b∈Z×
n′
∑
y,y′∈Zdn:
p
β1
1 ...p
βk
k (b(ay−y
′))=0
E(y)E(y′)χ
(
pβ11 . . . p
βk
k t (b(1− a))
)
≤ |E|nd−2
∑
a,b∈Z×
n′
∑
y,y′∈Zdn:
p
β1
1 ...p
βk
k (b(ay−y
′))=0
∣∣∣E(y)E(y′)χ(pβ11 . . . pβkk t (b(1− a)))∣∣∣
= |E|nd−2
∑
a,b∈Z×
n′
∑
y∈Zdn
|E(y)| |R(ay)| ,
where R(γ) = {y′ ∈ E : y′ ≡ γ (modn′)} . Since the Kernel of the canonical projection K
from Zdn to Z
d
n′ defined by
K : y 7→ y mod n′,
has size of (n/n′)d, we have
|µβ(t)|2 ≤ |E|nd−2
∑
a,b∈Z×
n′
∑
y∈Zdn
|E(y)| |R(ay)|
= |E|nd−2
∑
a,b∈Z×
n′
∑
y∈Zdn
( n
n′
)d
E(y)
≤ |E|2n
2d−2
n′d
∣∣Z×n′∣∣2
≤ |E|2n2d−2n′2−d.
On the other hand, we know that n′ = pα1−β11 . . . p
αk−βk
k ≥ p1 = γ(n) since p1 < p2 < · · · < pk
and βi < αi for some i. Hence,
|µβ(t)| ≤ |E|nd−1p−
d−2
2
1 =
nd−1|E|
γ(n)(d−2)/2
.
Therefore, we have
|M(t)| ≤
∑
β
|µβ(t)| ≤ τ(n)n
d−1|E|
γ(n)(d−2)/2
.
It follows from (3) that µ(t) > 0 whenever
|E| > τ(n)n
d
γ(n)(d−2)/2
.
This completes the proof of Theorem 2.3.
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4 Distribution of simplices - Proof of Theorem 2.5
4.1 Counting number of k-stars
Define the k-star set determined by a base of k points y1, . . . , yk ∈ E as follows
∆y1,y2,...,yk(E) =
{(‖x− y1‖, . . . , ‖x− yk‖) ∈ Zkq : x ∈ E} .
The main result of this section is to count the number of k-stars with bases in a point set
E.
Theorem 4.1. Let E ⊂ Zdn with n ≥ 3 be an odd integer. Suppose that
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
.
Then, we have
1
|E|k
∑
y1,...,yk∈E
∣∣∆y1,...,yk(E)∣∣≫ nk.
For t1, . . . , tk ∈ Zn and E ⊂ Zdn, we define the counting function
νy1,...,yk(t1, . . . , tk) :=
∣∣{x ∈ E : ‖x− yi‖ = ti, ∀i = 1, . . . , k}∣∣
=
∑
‖x−y1‖=t1,...,‖x−yk‖=tk
E(x).
The following lemma plays an significant role in proof of Theorem 4.1.
Lemma 4.2. Let E ⊂ Zdn where n ≥ 3 is an odd integer. Then
Mk =
∑
y1,...,yk∈E
∑
t1,...,tk∈Zn
ν2y1,...,yk(t1, . . . , tk)≪
|E|k+2
nk
+
τ(n)n2d−1
γ(n)d−1
|E|k.
Proof. We proceed by induction on k. For the initial case k = 1, we use the notation νy(t)
instead of νy1(t1) for the counting function. We have
νy(t)
2 =
∑
‖x−y‖=‖x′−y‖=t
E(x)E(x′).
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Summing in y ∈ E and t ∈ Zn, then applying Lemma 3.1, we have
∑
y∈E
∑
t∈Zn
νy(t)
2 =
∑
‖x−y‖=‖x′−y‖
E(x)E(x′)E(y)
= n−1
∑
s∈Zn
∑
y,x,x′∈Zdn
χ (s (‖x− y‖ − ‖x′ − y‖))E(y)E(x)E(x′)
= n−1|E|3 + n−1
∑
s 6=0
∑
y,x,x′∈Zdn
χ (s (‖x− y‖ − ‖x′ − y‖))E(y)E(x)E(x′)
= n−1|E|3 +R.
Since ‖x− y‖ − ‖x′ − y‖ = (‖x‖ − 2y · x)− (‖x′‖ − 2y · x′) , we can rewrite R as
R = n−1
∑
s 6=0
∑
x,x′,y∈Zdn
χ (‖x‖ − 2y · x)χ (2y · x′ − ‖x′‖)E(x)E(x′)E(y′)
= n−1
∑
s 6=0
∑
y∈E
∣∣∣∣∣∑
x∈E
χ (s (‖x‖ − 2y · x))
∣∣∣∣∣
2
.
It follows that R ≥ 0 and
R ≤ n−1
∑
s 6=0
∑
y∈Zdn
∣∣∣∣∣∑
x∈E
χ (s (‖x‖ − 2y · x))
∣∣∣∣∣
2
= n−1
∑
s 6=0
∑
y∈Zdn
∑
x,x′∈E
χ (s (‖x‖ − ‖x′‖))χ (−2sy · (x− x′)) .
Without loss of generality, we suppose that n = pα11 . . . p
αℓ
ℓ . Define
val(s) := (valp1(s), . . . , valpℓ(s))
where valpi(x) = r if p
r
i |x but pr+1i ∤ x. For each s 6= 0, we write s = pβ11 . . . pβℓℓ s where
s ∈ Z×n′ is uniquely determined for n′β = pα1−β11 . . . pαℓ−βℓℓ and βi ≥ 0. Since s 6= 0, βi < αi
for some i. We will use the notation
∑
β to denote the sum over all such (β1, . . . , βℓ)’s.
Using this notation, we have R ≤∑βRβ, where
Rβ = n−1
∑
s∈Zn\{0}:
val(s)=β
∑
y∈Zdn
∑
x,x′∈E
χ (s (‖x‖ − ‖x′‖))χ (−2sy · (x− x′)) .
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For each β = (β1, . . . , βℓ), denote n
′
β = p
α1−β1
1 . . . p
αℓ−βℓ
ℓ and nβ = p
β1
1 , . . . , p
βℓ
ℓ . Now, we will
bound Rβ . Applying the orthogonality property (Lemma 3.1), we have
Rβ = n−1
∑
s∈Z×
n′
β
∑
y∈Zdn
∑
x,x′∈E
χ
(
pβ11 . . . p
βℓ
ℓ s (‖x‖ − ‖x′‖)
)
χ
(
−2pβ11 . . . pβℓℓ sy · (x− x′)
)
= n−1
∑
s∈Z×
n′
β
∑
y∈Zdn
∑
x,x′∈E:
p
β1
1 ...p
βℓ
ℓ (x−x
′)=0
χ
(
pβ11 . . . p
βℓ
ℓ s (‖x‖ − ‖x′‖)
)
≤ nd−1
∑
s∈Z×
n′
∣∣∣{x, x′ ∈ E : pβ11 . . . pβℓℓ (x− x′) = 0}∣∣∣
< nd−1n′β
∑
x′∈E
∣∣∣{x ∈ E : pβ11 . . . pβℓℓ (x− x′) = 0}∣∣∣ .
On the other hand, since the Kernel of the canonical projection K from Zdn to Z
d
n′β
defined
by
K : y 7→ y modn′β ,
has the size of (n/n′β)
d, for each x′ ∈ E, there exist (n/n′β)d = ndβ solutions to the equation
nβ(x− x′) = pβ11 . . . pβℓℓ (x− x′) = 0. Therefore, we obtain
∣∣∣{x ∈ E : pβ11 . . . pβℓℓ (x− x′) = 0}∣∣∣ ≤
(
n
n′β
)d
. (4)
It follows that
Rβ < nd−1n′β
∑
x′∈E
(
n
n′β
)d
=
n2d−1
n′d−1β
|E| ≤ n
2d−1
γ(n)d−1
|E|.
Putting all together, we have
∑
y∈E
∑
t∈Zn
νy(t)
2 < n−1|E|3 +
∑
β
Rβ
≤ n−1|E|3 + τ(n)n
2d−1
γ(n)d−1
|E|.
This completes the proof of the initial case.
12
Now, suppose that the statement holds for k − 1
∑
y1,...,yk−1∈E
∑
t1,...,tk−1∈Zn
ν2y1,...,yk−1(t1, . . . , tk−1)≪
|E|k+1
nk−1
+
τ(n)n2d−1
γ(n)d−1
|E|k−1.
We will show that the statement holds for k. We have
∑
y1,...,yk−1,yk∈E
∑
t1,...,tk−1,tk∈Zn
ν2y1,...,yk−1,yk(t1, . . . , tk−1, tk) =∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk‖=‖x′−yk‖
E(y1) . . . E(yk)E(x)E(x′).
Applying the orthogonality property (Lemma 3.1), we obtain
∑
y1,...,yk−1,yk∈E
∑
t1,...,tk−1,tk∈Zn
ν2y1,...,yk−1,yk(t1, . . . , tk−1, tk) =
n−1
∑
s∈Zn,
x,x′,y1,...,yk∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
χ
(
s
(‖x‖ − 2yk · x))χ (−s (‖x′‖ − 2yk · x′))
since
‖x− yk‖ − ‖x′ − yk‖ = (‖x‖ − 2yk · x)− (‖x′‖ − 2yk · x′) .
Separating the term s = 0 then applying the induction hypothesis, we have
Mk ≪ |E|
k+2
nk
+
τ(n)n2d−2
γ(n)d−1
|E|k +N ,
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where
N = n−1
∑
s 6=0,
x,x′,y1,...,yk−1∈E
yk∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
χ
(
s
(‖x‖ − 2yk · x))χ (−s (‖x′‖ − 2yk · x′))
= n−1
∑
s 6=0,
y1,...,yk−1∈E
yk∈E
∑
t1,...,tk−1∈Zn
∣∣∣∣∣∣
∑
x∈E
∑
· · ·
∑
‖x−y1‖=t1,...,‖x−yk−1‖=tk−1
χ
(
s
(‖x‖ − 2yk · x))
∣∣∣∣∣∣
2
≤ n−1
∑
yk∈Zdn
∑
s 6=0,
y1,...,yk−1∈E
∑
t1,...,tk−1∈Zn
∣∣∣∣∣∣
∑
x∈E
∑
· · ·
∑
‖x−y1‖=t1,...,‖x−yk−1‖=tk−1
χ
(
s
(‖x‖ − 2yk · x))
∣∣∣∣∣∣
2
= n−1
∑
yk∈Zdn
∑
s 6=0,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E
χ
(
s
(‖x‖ − 2yk · x))χ (−s (‖x′‖ − 2yk · x′))
= n−1
∑
yk∈Zdn
∑
s 6=0,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E
χ (s (‖x‖ − ‖x′‖))χ (−2syk · (x− x′)) .
It follows that N ≤∑βNβ, where
Nβ = n−1
∑
yk∈Zdn
∑
s 6=0: val(s)=β
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E
χ (s (‖x‖ − ‖x′‖))χ (−2syk · (x− x′)) .
Now, we will bound Nβ.We proceed similarly as in the initial case. More precisely, applying
the orthogonality property (Lemma 3.1), we have
Nβ = n−1
∑
yk∈Zdn
∑
s∈Z×
n′
β
,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E
χ (nβs (‖x‖ − ‖x′‖))χ
(−2nβsyk · (x− x′))
= n−1
∑
yk∈Zdn
∑
s∈Z×
n′
β
,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E:nβ(x−x
′)=0
χ (nβs (‖x‖ − ‖x′‖))
= nd−1
∑
s∈Z×
n′
β
,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E:nβ(x−x
′)=0
χ (nβs (‖x‖ − ‖x′‖)) .
14
Therefore, we obtain
|Nβ| ≤ nd−1
∑
s∈Z×
n′
β
,
y1,...,yk−1∈E
∑
· · ·
∑
‖x−y1‖=‖x′−y1‖,...,‖x−yk−1‖=‖x′−yk−1‖
x,x′∈E:nβ(x−x
′)=0
1
≤ nd−1n′β|E|k−1 |{x, x′ ∈ E : nβ(x− x′) = 0}| .
On the other hand, it follows from (4) that
|{x, x′ ∈ E : nβ(x− x′) = 0}| ≤ ndβ |E| =
(
n
n′β
)d
|E|.
Hence, we obtain that
|Nβ| ≤ n
2d−1
n′d−1β
|E|k ≤ n
2d−1
γ(n)d−1
|E|k.
Putting all together, we conclude that
Mk ≪ |E|
k+2
nk
+
τ(n)n2d−2
γ(n)d−1
|E|k +N
≪ |E|
k+2
nk
+
τ(n)n2d−2
γ(n)d−1
|E|k +
∑
β
|Nβ|
≪ |E|
k+2
nk
+
τ(n)n2d−2
γ(n)d−1
|E|k + τ(n)n
2d−1
γ(n)d−1
|E|k
≪ |E|
k+2
nk
+
τ(n)n2d−1
γ(n)d−1
|E|k.
This concludes the proof of Lemma 4.2.
We are now ready to give a proof of Theorem 4.1.
Proof of Theorem 4.1. By the Cauchy-Schwarz inequality, we have
|E|2k+2 =
 ∑
y1,...,yk∈E
∑
t1,...,tk ∈Zn
νy1,...,yk(t1, . . . , tk)
2
≤
∑
y1,...,yk∈E
∣∣∆y1,...,yk(E)∣∣ · ∑
y1,...,yk∈E
∑
t1,...,tk∈Zn
ν2y1,...,yk(t1, . . . , tk).
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It follows from Lemma 4.2 that
|E|2k+2 ≪
∑
y1,...,yk∈E
∣∣∆y1,...,yk(E)∣∣ · ( |E|k+2nk + τ(n)n2d−1γ(n)d−1 |E|k
)
.
Therefore, we have
1
|E|k
∑
y1,...,yk
∣∣∆y1,...,yk(E)∣∣≫ |E|k+2|E|k+2
nk
+ τ(n)n
2d−1
γ(n)d−1
|E|k
≫ nk
under the assumption
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
.
This concludes the proof of Theorem 4.1.
4.2 Distribution of k-simplices
Applying Lemma 4.2, we obtain the following result.
Lemma 4.3. Given E ⊂ Zdn, let X ⊂ E ×E × · · · ×E = Eu, u ≥ 2 with X ∼ |E|u. Define
X ′ =
{
(y1, . . . , yu−1) : (y1, . . . , yu) ∈ X for some yu ∈ E} .
For each (y1, . . . , yu−1) ∈ X ′, we define
X(y1, . . . , yu) =
{
yu ∈ E : (y1, . . . , yu) ∈ Xu} .
If
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
then
1
|X ′|
∑
(y1,...,yu−1)∈X′
∣∣∆y1,...,yu−1 (X(y1, . . . , yu−1))∣∣≫ nu−1,
where
∆y1,...,yu−1
(
X(y1, . . . , yu−1)
)
=
{(‖yu − y1‖, . . . , ‖yu − yu−1‖) ∈ (Zn)u−1 : yu ∈ X(y1, . . . , yu−1)} .
Proof. For each (t1, . . . , tu−1) ∈ (Zn)u−1 , define the incidence function on X(y1, . . . , yu−1)
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as follows
ν
X(y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1) =
∣∣{yu ∈ X(y1, . . . , yu−1) : ‖yu − y1‖ = t1, . . . , ‖yu − yu−1‖ = tu−1}∣∣ .
It is easy to see that
ν
X(y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1) ≤ νy1,...,yu−1(t1, . . . , tu),
where
νy1,...,yu−1(t1, . . . , tu−1) =
∣∣{yu ∈ E : ‖yu − y1‖ = t1, . . . , ‖yu − yu−1‖ = tu−1}∣∣ .
By the Cauchy-Schwarz inequality, we have
|E|2 =
 ∑
(y1,...,yu−1)∈X′
∑
t1,...,tu−1∈Zn
ν
X(y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1)
2
≤
 ∑
(y1,...,yu−1)∈X′
∣∣∆y1,...,yu−1 (X(y1, . . . , yu−1))∣∣
 ∑
(y1,...,yu−1)∈E
∑
t1,...,tu−1∈Zn
ν2y1,...,yu−1(t1, . . . , tu)
 .
Using Lemma 4.2, we have
|E|2 ≤
 ∑
(y1,...,yu−1)∈X′
∣∣∆y1,...,yu−1 (X(y1, . . . , yu−1))∣∣
 · ( |E|u+1
nu−1
+
τ(n)n2d−1
γ(n)d−1
|E|u−1
)
.
On the other hand, since X ′ ∼ |E|u−1, we have
1
|X ′|
∑
(y1,...,yu−1)∈X′
∣∣∆y1,...,yu−1 (X(y1, . . . , yu−1))∣∣≫ |E|u+1|E|u+1
nu−1
+ τ(n)n
2d−1
γ(n)d−1
|E|u−1
≫ nu−1
under the assumption
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
.
This concludes the proof of Lemma 4.3.
As a direct consequence, we have the following corollary.
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Corollary 4.4. Let E ⊂ Zdn and X ⊂ E × · · · × E = Eu, u ≥ 2, with |X| ∼ |E|u. If
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
,
then there exists X (1) ⊂ X ′ ⊂ Eu−1 with |X (1)| ∼ |X ′| ∼ |E|u−1 such that for every
(y1, . . . , yu−1) ∈ X (1), we have
∣∣∆y1,...,yu−1 (X(y1, . . . , yu−1)∣∣≫ nu−1.
Namely, the elements in X determine a positive proportion of all (u − 1)-simplices which
are based on a (u− 2)−simplex given by any element (y1, . . . , yu−1) ∈ X (1).
Proof of Theorem 2.5. Firstly, by Theorem 4.1, there exists a subset X (0) ⊂ E×· · ·×E =
Ek with |X (0)| ∼ |E|k such that for every (y1, . . . , yk) ∈ X (0), we have
∣∣∆y1,...,yk(E)∣∣ = ∣∣∣{(‖y0 − y1‖, . . . , ‖y0 − yk‖) ∈ (Zn)k : y0 ∈ E}∣∣∣≫ nk.
This implies that the set E determines a positive proportion of all k-simplices which are
based on a (k − 1)−simplex given by any element (y1, . . . , yk) ∈ X (0).
Since
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
≫
√
τ(n)nd+
k−2
2
γ(n)(d−1)/2
and
∣∣X (0)∣∣ ∼ |E|k, by Corollary 4.4 where u is replaced by k, there exists a set X (1) ⊂(X (0))′ ⊂ Ek−1 with ∣∣X (1)∣∣ ∼ ∣∣∣(X (0))′∣∣∣ ∼ |E|k−1 such that for every (y1, . . . , yk−1) ∈ X (1),
we have ∣∣∆y1,...,yk−1 (X (0)(y1, . . . , yk−1))∣∣≫ nk−1.
This implies that the set X (0) determines a positive proportion of all (k−1)-simplices which
are based on a (k − 2)−simplex given by any element (y1, . . . , yk−1) ∈ X (1).
Again, applying Corollary 4.4 where u is replaced by (k − 1), there exists a set X (2) ⊂(X (1))′ ⊂ Ek−2 with ∣∣X (2)∣∣ ∼ ∣∣∣(X (1))′∣∣∣ ∼ |E|k−2 such that for every (y1, . . . , yk−2) ∈ X (2),
we have ∣∣∆y1,...,yk−2 (X (1)(y1, . . . , yk−2))∣∣≫ nk−2.
This implies that the set X (1) determines a positive proportion of all (k−2)-simplices which
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are based on a (k − 3)−simplex given by any element (y1, . . . , yk−2) ∈ X (2).
Repeating the above process, there exists a sequence of sets X (0),X (1), . . . ,X (k−2) with∣∣X (s)∣∣ = |E|k−s for all s = 0, 1, . . . , k − 2 such that the set X (s) determines a positive
proportion of all (k − 1− s)−simplices which are based on a (k − 2− s)−simplex given by
any element (y1, . . . , yk−1−s) ∈ X (s+1).
Finally, let u = 2, X = X (k−2). Applying Lemma 4.4, we have the set X (k−2) ⊂ E × E
determines a positive proportion of all 1−simplices. This implies that the set X (0) determines
a positive proportion of all (k − 1)-simplices.
On the other hand, since the set E determines a positive proportion of all k-simplices whose
bases are fixed as a (k − 1)−simplex given by any element (y1, . . . , yk) ∈ X (0), we conclude
that the set E determines a positive proportion of all k−simplices. It means that
|Tk(E)| ≥ n(
k+1
2 ),
concluding the proof of Theorem 2.5.
5 Dot-product simplices - Proof of Theorem
5.1 Counting dot-product stars
Define dot-product k-star set determined by k points y1, . . . , yk ∈ E as follows
Πy1,y2,...,yk(E) =
{(
x · y1, . . . , x · yk) ∈ Zkq : x ∈ E} .
The main result of this section is to count the number of dot-product k-stars with bases in
a point set E.
Theorem 5.1. Let E ⊂ Zdn with n ≥ 3 be an odd integer. Suppose that
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
.
Then, we have
1
|E|k
∑
y1,...,yk∈E
∣∣Πy1,...,yk(E)∣∣≫ nk.
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For t1, . . . , tk ∈ Zn and E ⊂ Zdn, we define the counting function
µy1,...,yk(t1, . . . , tk) :=
∣∣{x ∈ E : x · yi = ti, ∀i = 1, . . . , k}∣∣
=
∑
x∈E
k∏
i=1
(
n−1
∑
s∈Zn
χ
(
s(ti − x · yi)
))
.
The following lemma plays an significant role in the proof of Theorem 5.1.
Lemma 5.2. Let E ⊂ Zdn with odd integer n ≥ 3. Then
Kk =
∑
y1,...,yk∈E
∑
t1,...,tk∈Zn
µ2y1,...,yk(t1, . . . , tk)≪
|E|k+2
nk
+
τ(n)n2d−1
γ(n)d−1
|E|k.
Proof. We proceed by induction on k. For the initial case k = 1, we use the notation µy(t)
instead of µy1(t1). More precisely, define the counting function
µy(t) := |{x ∈ E : x · y = t}| .
Applying the orthogonality property, we have
µy(t) =
∑
x∈E
n−1
∑
s∈Zn
χ (s(t− x · y)) = n−1
∑
x∈Zdn
∑
s∈Zn
χ (s(t− x · y))E(x).
It follows that
µ̂y(s) = n
−1
∑
t∈Zn
χ (−ts)µy(t) = n−2
∑
t∈Zn
χ(−ts)
∑
x∈Zdn
∑
s′∈Zn
χ (s′(t− x · y))E(x)
= n−2
∑
x∈Zdn
E(x)
∑
s′∈Zn
χ (−s′x · y)
∑
t∈Zn
χ (t(s′ − s))
= n−1
∑
x∈Zdn
E(x)χ(−sx · y). (If s′ 6= s, the sum is vanished by Lemma 3.1.)
Therefore, we obtain µ̂y(s) = n
d−1Ê(sy). Hence,
∑
y∈E
∑
s∈Zn
|µ̂y(s)|2 = n2(d−1)
∑
y∈E
∑
s∈Zn
∣∣∣Ê(sy)∣∣∣2 = q−2|E|3 +K
where K = n2(d−1)∑s 6=0∑y∈E ∣∣∣Ê(sy)∣∣∣2 .
Without loss of generality, we suppose that n has the prime decomposition n = pα11 p
α2
2 . . . p
αℓ
ℓ ,
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where 2 < p1 < p2 < · · · < pk and αi > 0 for each i = 1, 2, . . . , ℓ. Define
val(s) := (valp1(s), . . . , valpℓ(s))
where valpi(x) = r if p
r
i |x but pr+1i ∤ x. For each s 6= 0, we write s = pβ11 . . . pβℓℓ s where
s ∈ Z×n′ is uniquely determined for n′ = pα1−β11 . . . pαℓ−βℓk and βi ≥ 0. Since s 6= 0, βi < αi for
some i. We will use the notation
∑
β to denote the sum over all such (β1, . . . , βℓ)’s. Now,
rewrite K as K =∑β Kβ, where
Kβ = n2(d−1)
∑
s∈Zn: val(s)=β
∑
y∈E
∣∣∣Ê(sy)∣∣∣2 .
For each β = (β1, . . . , βℓ), denote n
′
β = p
α1−β1
1 . . . p
αℓ−βℓ
ℓ and nβ = p
β1
1 , . . . , p
βℓ
ℓ . Now, we will
bound Kβ. Applying the orthogonality property (Lemma 3.1), we have
Kβ = n2(d−1)
∑
s∈Z×
n′
β
∑
y∈E
∣∣∣Ê (pβ11 . . . pβℓℓ sy)∣∣∣2
= n2(d−1)
∑
s∈Z×
n′
β
∑
y∈Zdn
E (y/s)
∣∣∣Ê (pβ11 . . . pβℓℓ y)∣∣∣2 .
Set ρ(x) =
∣∣∣{y ∈ Zdn : pβ11 . . . pβℓℓ y = x}∣∣∣. Since ∑s∈Z×
n′
β
E(y/s) ≤ n′β , we obtain
Kβ ≤ n2(d−1)n′β
∑
y∈Zdn
∣∣∣Ê (pβ11 . . . pβℓℓ y)∣∣∣2
≤ n′βn2(d−1)
∑
x∈Zdn
ρ(x)
∣∣∣Ê(x)∣∣∣2
≤
(
max
x∈Zdn
ρ(x)
)
n′βn
2(d−1)
∑
x∈Zdn
∣∣∣Ê(x)∣∣∣2
=
(
max
x∈Zdn
ρ(x)
)
n′βn
d−2|E|,
where the last line follows by (2). On the other hand, similarly to the proof of (4), it is not
hard to show that
ρ(x) =
∣∣∣{y ∈ Zdn : pβ11 . . . pβℓℓ y = x}∣∣∣ ≤ (pβ11 . . . pβℓℓ )d = ndβ .
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It implies that
Kβ ≤ ndβn′βnd−2|E| =
n2d−2|E|
n′d−1β
≤ n
2d−2|E|
γ(n)d−1
.
Therefore, applying Plancherel identity (2) again, we have
∑
t∈Zn
∑
y∈E
µ2y(t) = n
∑
s∈Zn
∑
y∈E
|µ̂y(s)|2 ≤ n−1|E|3 + n
2d−1|E|
γ(n)d−1
.
This concludes the proof for the initial case k = 1 of Lemma 5.2.
Now, suppose that the statement holds for k − 1
Kk−1 =
∑
y1,...,yk−1∈E
∑
t1,...,tk−1∈Zn
µ2y1,...,yk−1(t1, . . . , tk−1)≪
|E|k+1
nk−1
+
τ(n)n2d−1
γ(n)d−1
|E|k−1.
We will show that the statement holds for k. Firstly, set s = (s1, . . . , sk) ∈ Zkn, we have
µ̂y1,...,yk(s1, . . . , sk) = n
−k
∑
t1,...,tk∈Zn
χ (−t1s1 − · · · − tksk)µy1,...,yk(t1, . . . , tk)
= n−k
∑
t1,...,tk∈Zn
χ (−t1s1 − · · · − tksk)
∑
x∈E
k∏
i=1
(
n−1
∑
s′∈Zn
χ
(
s′(ti − x · yi)
))
= n−2k
∑
t=(t1,...,tk)∈Zkn
χ (−t · s)
∑
x∈E
∑
s′=(s′1,...,s
′
k)∈Z
k
n
k∏
i=1
χ
(
s′iti − s′ix · yi
)
= n−2k
∑
x∈E
∑
s′=(s′1,...,s
′
k)∈Z
k
n
∑
t=(t1,...,tk)∈Zkn
χ (t · (s′ − s))χ (−x · (s′1y1 + · · ·+ s′kyk)) .
Applying the orthogonality property, we have
∑
s′∈Zkn : s
′ 6=s
∑
t∈Zkn
χ (t · (s′ − s)) = 0.
Therefore, we obtain
µ̂y1,...,yk(s1, . . . , sk) = n
−k
∑
x∈E
χ
(−x · (s1y1 + · · ·+ skyk))
= nd−kÊ
(
s1y
1 + · · ·+ skyk
)
.
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It follows that
∑
y1,...,yk∈E
∑
s1,...,sk∈Zn
∣∣µ̂y1,...,yk(s1, . . . , sk)∣∣2 = n2(d−k) ∑
y1,...,yk∈E
∑
s1,...,sk∈Zn
∣∣∣Ê (s1y1 + · · ·+ skyk)∣∣∣2 .
Separating the case sk 6= 0, we have
∑
y1,...,yk∈E
∑
s1,...,sk∈Zn
∣∣µ̂y1,...,yk(s1, . . . , sk)∣∣2 = I + II,
where
I = n2(d−k)
∑
y1,...,yk−1∈E
yk∈E
∑
s1,...,sk−1∈Zn
∣∣∣Ê (s1y1 + · · ·+ sk−1yk−1)∣∣∣2 ,
II = n2(d−k)
∑
sk 6=0
∑
y1,...,yk∈E
∑
s1,...,sk−1∈Zn
∣∣∣Ê (s1y1 + · · ·+ skyk)∣∣∣2 .
Using the above estimation, applying Plancherel identity and the induction hypothesis, we
have
I = n2(d−k)|E|
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
∣∣∣Ê (s1y1 + · · ·+ sk−1yk−1)∣∣∣2
= |E|
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
∣∣µ̂y1,...,yk−1(s1, . . . , sk−1)∣∣2
= n−k−1|E|Kk−1
≪ |E|
k+2
n2k
+
τ(n)n2d−k−2
γ(n)d−1
|E|k.
Now, we will bound the second term II. Note that II =
∑
β IIβ where
IIβ = n
2(d−k)
∑
sk 6=0:
val(sk)=β
∑
y1,...,yk∈E
∑
s1,...,sk−1∈Zn
∣∣∣Ê (s1y1 + · · ·+ skyk)∣∣∣2 .
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We proceed similar to the initial case. We have
IIβ = n
2(d−k)
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
 ∑
sk∈Z
×
n′
β
∑
yk∈Zdn
E(yk)
∣∣∣Ê (s1y1 + · · ·+ sk−1yk−1 + nβskyk)∣∣∣2

= n2(d−k)
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
 ∑
sk∈Z
×
n′
β
∑
yk∈Zdn
E(yk/sk)
∣∣∣Ê (s1y1 + · · ·+ sk−1yk−1 + nβyk)∣∣∣2

< n′βn
2(d−k)
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
∑
yk∈Zdn
∣∣∣Ê(s1y1 + · · ·+ sk−1yk−1 + nβyk)∣∣∣2
≤ n′βn2(d−k)
∑
y1,...,yk−1∈E
∑
s1,...,sk−1∈Zn
∑
x∈Zdn
ρ
(
x− s1y1 − · · · − sk−1yk−1
) ∣∣∣Ê(x)∣∣∣2
≤
(
max
x∈Zdn
ρ(x)
)
n′βn
2d−k−1|E|k−1
∑
x∈Zdn
∣∣∣Ê(x)∣∣∣2 .
Using ρ(x) ≤ ndβ and applying Plancherel identity, we obtain
IIβ ≤ ndβn′βn2d−k−1|E|k−1
(
n−d|E|) = n2d−k−1|E|k
n′d−1β
≤ n
2d−k−1
γ(n)d−1
|E|k.
Therefore, we have
II =
∑
β
IIβ ≤ τ(n)n
2d−k−1
γ(n)d−1
|E|k.
Finally, applying Plancherel identity, we have
Kk = nk (I + II)
≪ nk
( |E|k+2
n2k
+
τ(n)n2d−k−2
γ(n)d−1
|E|k + τ(n)n
2d−k−1
γ(n)d−1
|E|k
)
≪ |E|
k+2
nk
+
τ(n)n2d−1
γ(n)d−1
|E|k.
This concludes the proof of Lemma 5.2.
We are now ready to give a proof of Theorem 5.1.
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Proof of Theorem 5.1. Applying the Cauchy-Schwarz inequality, we have
|E|2k+2 =
 ∑
y1,...,yk∈E
∑
t1,...,tk ∈Zn
µy1,...,yk(t1, . . . , tk)
2
≤
∑
y1,...,yk∈E
∣∣Πy1,...,yk(E)∣∣ · ∑
y1,...,yk∈E
∑
t1,...,tk∈Zn
µ2y1,...,yk(t1, . . . , tk).
It follows from Lemma 5.2 that
|E|2k+2 ≪
∑
y1,...,yk∈E
∣∣Πy1,...,yk(E)∣∣ · ( |E|k+2nk + τ(n)n2d−1γ(n)d−1 |E|k
)
.
Therefore, we have
1
|E|k
∑
y1,...,yk
∣∣Πy1,...,yk(E)∣∣≫ |E|k+2|E|k+2
nk
+ τ(n)n
2d−1
γ(n)d−1
|E|k
≫ nk
under the assumption
|E| ≫
√
τ(n)nd+
k−1
2
γ(n)(d−1)/2
.
This concludes the proof of Theorem 5.1.
5.2 Distribution of dot-product simplices
If k = 1, Theorem 2.6 follows directly from Theorem 5.1. We only need to consider the case
k ≥ 2. We will need the following generalization of Theorem 5.1.
Lemma 5.3. Given E ⊂ Zdn, let Y ⊂ E ×E × · · · ×E = Eu, u ≥ 2 with Y ∼ |E|u. Define
Y ′ =
{
(y1, . . . , yu−1) : (y1, . . . , yu) ∈ Y for some yu ∈ E} .
For each (y1, . . . , yu−1) ∈ Y ′, we define
Y (y1, . . . , yu) =
{
yu ∈ E : (y1, . . . , yu) ∈ Y u} .
If
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
,
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then we have
1
|Y ′|
∑
(y1,...,yu−1)∈Y ′
∣∣Πy1,...,yu−1 (Y (y1, . . . , yu−1))∣∣≫ nu−1,
where
Πy1,...,yu−1
(
Y (y1, . . . , yu−1)
)
=
{(
yu · y1, . . . , yu · yu−1) ∈ (Zn)u−1 : yu ∈ Y (y1, . . . , yu−1)} .
Proof. For each (t1, . . . , tu−1) ∈ (Zn)u−1 , define the incidence function on Y (y1, . . . , yu−1)
as follows
µ
Y (y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1) =
∣∣{yu ∈ Y (y1, . . . , yu−1) : yu · y1 = t1, . . . , yu · yu−1 = tu−1}∣∣ .
It is easy to see that
µ
Y (y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1) ≤ µy1,...,yu−1(t1, . . . , tu),
where
µy1,...,yu−1(t1, . . . , tu−1) =
∣∣{yu ∈ E : yu · y1 = t1, . . . , yu · yu−1 = tu−1}∣∣ .
By the Cauchy-Schwarz inequality, we have
|E|2 =
 ∑
(y1,...,yu−1)∈Y ′
∑
t1,...,tu−1∈Zn
µ
Y (y1,...,yu−1)
y1,...,yu−1 (t1, . . . , tu−1)
2
≤
 ∑
(y1,...,yu−1)∈Y ′
∣∣Πy1,...,yu−1 (Y (y1, . . . , yu−1))∣∣
 ·
 ∑
(y1,...,yu−1)∈E
∑
t1,...,tu−1∈Zn
µ2y1,...,yu−1(t1, . . . , tu)
 .
Using Lemma 5.2, we obtain
|E|2 ≤
 ∑
(y1,...,yu−1)∈Y ′
∣∣Πy1,...,yu−1 (Y (y1, . . . , yu−1))∣∣
 ·( |E|u+1
nu−1
+
τ(n)n2d−1
γ(n)d−1
|E|u−1
)
.
On the other hand, since Y ′ ∼ |E|u−1, we have
1
|Y ′|
∑
(y1,...,yu−1)∈Y ′
∣∣Πy1,...,yu−1 (Y (y1, . . . , yu−1))∣∣≫ |E|u+1|E|u+1
nu−1
+ τ(n)n
2d−1
γ(n)d−1
|E|u−1
≫ nu−1
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under the assumption
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
.
This completes the proof of Lemma 5.3.
As a direct consequence, we have the following corollary.
Corollary 5.4. Let E ⊂ Zdn and Y ⊂ E × · · · ×E = Eu, u ≥ 2, with |Y | ∼ |E|u. If
|E| ≫
√
τ(n)nd+
u−2
2
γ(n)(d−1)/2
,
then there exists Y (1) ⊂ Y ′ ⊂ Eu−1 with |Y (1)| ∼ |Y ′| ∼ |E|u−1 such that for every
(y1, . . . , yu−1) ∈ Y (1), we have
∣∣Πy1,...,yu−1 (Y (y1, . . . , yu−1)∣∣≫ nu−1.
Namely, the set Y determines a positive proportion of all dot-product (u−1)-simplices which
are based on a (u− 2)−simplex given by any element (y1, . . . , yu−1) ∈ Y (1).
Proof of Theorem 2.6. The proof of Theorem 2.6 is similary to the proof of Theorem
2.5, in which we use Theorem 5.1 and Corollary 5.4 instead of Theorem 4.1 and Corollary
4.4.
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