In this short paper we show a necessary condition for a subgroup L reductive in a reductive Lie group G to act properly on a homogeneous space G/H of a reductive type. As an application of this condition we give examples of spaces that do not admit standard compact Clifford-Klein forms.
Introduction
Let L be a locally compact topological group acting continuously on a locally Hausdorff topological space M. This action is called proper if for every compact subset C ⊂ M the set L(C) := {g ∈ L | g · C ∩ C = ∅} is compact. One of important problems in topology is a description of a family of groups acting properly on a given space M. In this paper, our main concern is the following question
How "large" subgroups of G can act properly on a homogeneous space G/H? (Q1)
We will restrict our attention to the case where M = G/H is a homogeneous space of a reductive type. We will always assume that G is a linear, connected, reductive, real Lie group with a Lie algebra g. Let H ⊂ G be a closed subgroup of G with finitely many connected components and h be the Lie algebra of H.
Definition 1.
The subgroup H is reductive in G if h is reductive in g, that is, there exists a Cartan involution θ for which θ(h) = h. The space G/H is called the homogeneous space of a reductive type.
Note that if h is reductive in g then h is a reductive Lie algebra.
It is natural to ask when a closed subgroup L ⊂ G acts properly on the space of a reductive type G/H. This problem was treated, inter alia, in [7] , [6] , [5] , [1] , [8] , [3] and [2] . In [6] one can find a very important criterion for a proper action of a subgroup L reductive in G. To state this criterion we need to introduce some additional notation. Let l be a Lie algebra of L. Take a Cartan involution θ of g. We obtain a Cartan decomposition
Choose a maximal abelian subspace a in p. The subalgebra a is called a maximally split abelian subspace of g and rank R (g) := dim(a) is called a real rank of g. It follows from Definition 1 that h and l admit Cartan decompositions
given by Cartan involutions θ 1 , θ 2 of g such that θ 1 (h) = h and θ 2 (l) = l. Let a 1 ⊂ p 1 and a 2 ⊂ p 2 be maximally split abelian subspaces of h and l, respectively. One can show that there exist a, b ∈ G such that a h := Ad a a 1 ⊂ a and a l := Ad b a 2 ⊂ a. Denote by W g the Weyl group of g. In this setting Theorem 1 (Theorem 4.1 in [6] ). The following three conditions are equivalent
• L acts on G/H properly.
• H acts on G/L properly.
• For any w ∈ W g , w · a l ∩ a h = {0}.
Note that this criterion depends strongly on how L and H are embedded in G. But it also stands as a partial answer to Q1.
Corollary 1 (Corollary 4.2 in [6] ). The subgroup L acts properly on G/H only if
So the real rank of L is limited by G/H, no matter on embeddings H, L ֒→ G. In this paper we find a similar, stronger restriction for Lie groups G, H, L by means of a certain tool called a-hyperbolic rank (see Section 2, Definition 2 and Table 1 ). In more detail
Theorem 2. The subgroup L acts properly on G/H only if
The above theorem can be used, for instance, to indicate homogeneous spaces without standard compact Clifford-Klein forms. Recall that a homogeneous space G/H of reductive type admits a standard compact Clifford-Klein form if there exists a reductive subgroup L ⊂ G with a cocompact discrete subgroup Γ ⊂ L such that L acts properly on G/H and L\G/H is compact. In this case Γ\G/H is a compact Clifford-Klein form. Note that all known reductive homogeneous spaces G/H admitting compact Clifford-Klein forms also admit standard compact Clifford-Klein forms. We give the following example
Corollary 2. Homogeneous spaces G/H = SL(2k + 1, R)/SO(k − 1, k + 2) and G/H = SL(2k+1, R)/Sp(k−1, R) for k ≥ 6 do not admit standard compact CliffordKlein forms.
The a-hyperbolic dimension and antipodal hyperbolic orbits
Let Σ g be a system of restricted roots for g with respect to a. Choose a system of positive roots Σ + g for Σ g . Then the fundamental domain of the action of W g on a can be define as
so a + is a convex cone in the linear space a. Let w 0 ∈ W g be the longest element. One can show that
is an involutive automorphism of a preserving a + . Let b ⊂ a be a subspace of fixed points of −w 0 and put
Thus b + is a convex cone in a. We also have b = Span(b + ).
Definition 2. The dimension of b is called the a-hyperbolic rank of g and is denoted by rank a−hyp (g).
A-hyperbolic dimensions of simple real Lie algebras can be deduce from Table  1 . Instructions how to calculate a-hyperbolic rank of a simple Lie algebra can be found in [2] . The a-hyperbolic rank of a semisimple Lie algebra equals the sum of a-hyperbolic ranks of all its simple components. For a reductive Lie algebra g we put
4 6 e IV 6 1 2 Table 1 : This table contains all real forms of simple Lie algebras g C , for which rank R (g) = rank a−hyp (g). The notation is close to [9] .
There is a close relation between b + and the set of antipodal hyperbolic orbits in g. We say that an element X ∈ g is hyperbolic, if X is semisimple (that is, ad X is diagonalizable) and all eigenvalues of ad X are real. + . This correspondence is given by
Furthermore for every hyperbolic orbit O X in g the set O X ∩ a is a single W g orbit in a.
The main result
We will need two basic facts from linear algebra Lemma 2. Let V 1 , V 2 be vector subspaces of a real linear space V of a finite dimension. Then
Lemma 3. Let V 1 , ..., V n be a collection of vector subspaces of a real linear space V of a finite dimension and let A + ⊂ V be a convex cone. Assume that
Then there exists a number k, such that A + ⊂ V k .
We also need the following, technical lemma. Choose a subalgebra h reductive in g, which corresponds to a Lie group H ⊂ G. Let b + [h,h] be the convex cone constructed according to the procedure described in the previous subsection (for [h, h] ).
Proof. By Lemma 1 the vector X defines an antipodal hyperbolic orbit in h. Therefore we can find h ∈ H ⊂ G such that Ad h (X) = −X. Since maximally split abelian subspace a ⊂ g consists of vectors for which ad is diagonalizable with real values and
therefore vector X is hyperbolic in g. It follows that Ad(G)(X) is a hyperbolic orbit in g and −X ∈ Ad(G)(X). 
By Lemma 3 there exist w h , w l ∈ W g such that
because W g acts on a by linear transformations. Therefore
. We obtain
By the assumption and Lemma 2
Take w 1 := w −1 h w l ∈ W g , we have X h = w 1 · X l and X h ∈ a h , X l ∈ a l . Thus 0 = X h ∈ w 1 · a l ∩ a h . We conclude by Theorem 1.
We can proceed to a proof of Example 1 and Corollary 2. For a reductive Lie group D with a Lie algebra d with Cartan decomposition
We will need the following theorems Theorem 3 (Theorem 4.7 in [6] ). The space L\G/H is compact if and only if
Theorem 4 ([10]
). If J ⊂ G is a semisimple subgroup then it is reductive in G.
Because rank a−hyp (g) = 1+rank a−hyp (h) thus it follows from Table 1 and Theorem 2 that if L is simple then rank R (l) ≤ 2. On the other hand if L is semisimple then each (non-compact) simple component of l adds at least 1 to a-hyperbolic rank of l. Thus we also have rank R (l) ≤ 2.
Assume now that L is reductive in G. Since the Lie algebra l is reductive therefore
where c l denotes the center of l. It follows from Corollary 1 that
and we have rank R ([l, l]) ≤ 2. Note that
We will show that if L acts properly on G/H then
Also, if rank([l, l]) = 2 then it follows from Table 1 that (the only) non-compact simple component of [l, l] is isomorphic to sl(3, R), su * (6), e IV 6 or sl(3, C) (treated as a simple real Lie algebra). In such case dim(p 0 ) < 27.
Therefore assume that rank R ([l, l]) = 1 and let s ⊂ [l, l] be (the only) simple component of a non-compact type. We have rank R (s) = 1.
It follows from Theorem 4 that s is reductive in g. Therefore s admits a Cartan decomposition s = k s + p s compatible with g = k + p, that is k s ⊂ k. We also have dim(p s ) = dim(p 0 ). Since k = so(2k + 1) we obtain rank(k s ) ≤ rank(k) = k.
Using the above condition together with (6) we can check (by a case-by-case study of simple Lie algebras) that dim(p s ) < 4k.
Now (4), (5) and (7) imply that d(L) < 5k + 1 for k ≥ 6. Thus we have showed (3). The assertion follows from Theorem 3.
