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On-line sensing of tool wear has been a long-standing goal of the manufacturing engineering
community. In the absence of any reliable on-line tool wear sensors, a new model-based approach
for tool wear estimation has been proposed. This approach is an adaptive observer, based on force
measurement, which uses both parameter and state estimation techniques. The design of the adaptive
observer is based upon a dynamic state model of tool wear in turning. This paper (Part I) presents
the model, and explains its use as the basis for the adaptive observer design. This model uses flank
wear and crater wear as state variables, feed as the input, and the cutting force as the output. The
suitability of the model as the basis for adaptive observation is also verified. The implementation
of the adaptive observer requires the design of a state observer and a parameter estimator. To
obtain the model parameters for tuning the adaptive observer procedures for linearisation of the
non-linear model are specified. The implementation of the adaptive observer in turning and
experimental results are presented in a companion paper (Part II).
1. INTRODUCTION
The full automation of machine tools has been a goal of manufacturing engineering
research for decades [ 11. This economically important problem requires reliable techniques
for on-line sensing of tool breakage [2,3]. Unfortunately, despite years of research in
this area, a reliable on-line tool wear measurement technique does not exist [4]. The
purpose of this paper is to propose a new approach, based on implementing an adaptive
observer, for on-line tool wear estimation.
1.1. MOTIVATION
Since the advent of numerically controlled (NC) machine tools, which provided the
physical means to control the cutting process, the goal of complete automation of machine
tools has seemed much more promising [S]. The presence of computer numerically
controlled (CNC) machine tools has made it feasible to apply additional levels of control
to the cutting process by utilising readily available, inexpensive, and reliable computing
power. However, control of any process requires sensing capabilities to provide essential
feedback data. One of the most significant pieces of feedback data in a cutting process
is the state of tool wear [6].
The sensed tool wear data can be used for two major objectives: (i) detection of tool
failure due to excessive wear; and (ii) control of the rate of tool wear. First, tool failure
detection can be achieved by the on-line monitoring of the tool, thereby, eliminating the
function of the machine operator as the tool monitor. Second, the rate of tool wear can
be controlled by the manipulation of the cutting conditions, thereby, providing (i) better
coordination in the production line by planning the machine shut down for tool changes,
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(ii) more efficient use of the tool, and (iii) significant savings of time which is usually
spent on the more frequent tool changes caused by unreliable estimates of tool life.
1 .2 .  EXISTING APPROACHES
The on-line tool wear measurement problem has been investigated by numerous
researchers [7].  The proposed methods can be categorised  into two groups: direct and
indirect. Direct methods, as the name implies, make an assessment of tool wear by either
evaluating the worn surface by optical methods, or measuring the material loss of the
tool by radiometric techniques. The main difficulty with using optical methods is their
long processing time which makes them unsuitable for on-line tool wear measurement,
and their limited application to cases where the surface of the tool is visually accessible
during the operation [8]. Radiometric techniques have been proposed and demonstrated
in the laboratory. These techniques have not been implemented in production, however,
due to requirements for special preparation of the tool and potential hazards due to
radioactivity [9].
Indirect methods, on the other hand, are based on utilising signals such as force or
torque, temperature, tool vibration, or acoustic emissions [ 10-131.  These techniques which
estimate tool wear by correlating it with some other measured process variable use different
approaches to find such a correlation. Some approaches rely on a detailed mechanistic
model of the cutting process (e.g. [ 14]),  while others use empirical relationships between
the measured variable and tool wear (e.g. [ 151).  The mechanistic approach has contributed
greatly to the basic understanding of the cutting process, while the empirical approach
has been useful for specific tool-workpiece combinations and constant cutting conditions.
Both the mechanistic and empirical approach have certain limitations, however, when
applied to on-line tool wear estimation.
The mechanistic approach, which relies on the mathematical description of the physics
of cutting, assumes certain wear mechanisms such as diffusion, abrasion, and adhesion
as being responsible for tool wear. Due to the inherent complexity of the cutting process,
and our incomplete understanding of it, this approach is limited in applicability. Moreover,
since the coefficients and exponents of these models change with tool-workpiece combina-
tions and cutting conditions, extensive off-line testing is required for each case. Another
limitation in the utilisation of the mechanistic approach is the lack of appropriate sensors.
For example, most models developed by this approach (mechanistic models) emphasise
the relationship between tool wear and temperature (e.g. [16]). However, in the absence
of a practical temperature sensor these models are limited in applicability.
The empirical approach, on the other hand, relies on experimentally observed relation-
ships to detect tool failure or estimate tool wear. Although new approaches based on a
multi-sensor strategy have recently been proposed [ 171,  most practical methods based on
the empirical approach rely on a single sensor to detect tool failure or estimate tool wear.
The empirical methods for tool wear estimation usually consider the relationship between
only one pair of variables (e.g. flank wear and force). Therefore, they fail to separate the
effect of other variables involved in the process (e.g. the effect of feed on force). This
usually causes serious errors in the estimation results when other process variables affect
the measured sigr.al. In other words, as long as the measured variable is not affected by
any other process variable, the method works reliably. These measured variables, however,
are usually affected by cutting conditions; therefore, in cases where the cutting conditions
are manipulated for control purposes the approach fails to separate this effect from the
one caused by tool wear. The empirical approach, like the mechanistic approach, requires
accurate information about the equation parameters, therefore, extensive off-line testing
is required for each tool-workpiece combination and each specific cutting situation.
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1.3. THE PROPOSED METHOD
The method proposed here attempts to resolve the disadvantages associated with indirect
on-line tool wear estimation methods. This method which is based upon adaptive control
theory [18],  first, tends to separate the effect of different variables involved in the process
(inputs as well as different wear components) by relying on a process model-the inability
to separate the effect of different variables is a major drawback in empirical methods.
This process model must be defined in terms of input, output, and state variables, such
as shown in Fig. 1, and its state variables must represent the various types of tool wear.
Second, it tends to be less dependent on off-line testing by using on-line parameter
estimation [19]-determination of equation parameters is a definite problem in both
mechanistic and empirical methods.
The adaptive observer treats the manufacturing process (turning operation in this case)
as a “black box”, and as far as the implementation of the adaptive observer is concerned,
the process model is only used to (i) determine the order of the adaptive observer, and
(ii) specify the input, output, and state variables in order to discriminate between the
contribution due to each one of them. However, before the adaptive observer is imple-
mented for tool wear estimation it has to be designed and tuned. The design of the
adaptive observer is performed by simulating the tool wear components of interest in a
turning operation. For simulation purposes, a detailed dynamic state model of tool wear
has been developed.
The model uses existing mechanistic and/or empirical relationships available in the
literature. It is assumed that the form of the relationships represent the general behavior
of the system, and that at least the structure of the model is a close approximation to the
structure of the actual process. It is also assumed that, while the parameters of the model
can change, the general relationships between variables hold under all machining condi-
tions.
The proposed approach uses both on-line state and parameter estimation as illustrated












Figure 2. Schematic of an adaptive observer.
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the tool wear components of interest. In order to use the state observer the model is
transformed into a particular minimal realisation termed the observer form. The state
observer estimates the states of this transformed model using measureable input and
output signals. Since the parameters of this state observer vary with process conditions
and material properties, an on-line parameter estimator is also required. The estimator
estimates only the parameters of the model in the observer form. Once the states of the
model in the observer form have been estimated, they will have to be transformed into
the physically meaningful states of the original form of the model. This will have to be
done through off -line measurements.
The proposed approach has several advantages: (i) it is based on a model which is
adjusted on-line (by the parameter estimator), therefore, a smaller data base is needed;
(ii) it can be applied to various kinds of manufacturing processes and types of tool wear
(with the appropriate model) and (iii) it is inexpensive and does not require any
modifications in the process components.
1.4. ORGANISATION
This paper represents the first part of a two part study of an adaptive observer for
on-line tool wear estimation: Part I (i) describes the process model used for simulation,
(ii) evaluates the model as the basis for on-line tool wear estimation and (iii) discusses
the design of the adaptive observer. Part II (i) investigates the feasibility of the reconstruc-
tion of the wear components from the observed states, (ii) analyses the results and (iii)
discusses the experimental set-up and results.
2. MODEL OF TOOL WEAR IN TURNING
The proposed method for tool wear estimation is based upon a dynamic state model.
This dynamic state model is presented in [20].  Here we only briefly discuss the choice
of model variables and introduce the state and output equations.
A dynamic state model, representing a system, is generally defined in terms of input,
output, and state variables [21].  The input variables are manipulated to affect the system
(see Fig. 1). The output variables are always measurable and provide information about
the system. The state variables determine the behavior of the system at any instant in
time and are not necessarily measurable.
Mathematically, the equations defining the state variables (state equations) are represen-
ted by the form
ir = fyx, u, t) (1)
where: x is the vector of state variables; u is the vector of inputs; t is time and the
functions f’ describe their relationship. Similarly, the equations defining the output
variables (output equations) can be expressed as
Y = 6% u, r) (2)
where: y is the vector of the output variables, and the functions g’ define its relationships
with the states and inputs of the system. Note that the relationship in equation (2) is
static, whereas equation (1) represents a dynamic relationship.
As the first step in constructing the dynamic state model, the input, output and state
variables have to be selected. The selection of these variables is based on the function
of the model as the basis for parameter and state estimation. The inputs to a turning
process are the feed (f), the cutting speed (u), and the depth of cut (d). In this model
the cutting speed and depth of cut are assumed to be constant, as is typically the case in
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many turning operations. Thus, the input variable is selected to be the feed only for
purposes of parameter and state estimation. The output is selected to be the cutting force
(F), which is directly measurable during the process. The state variables, as a modeling
requirement for state estimation, have to represent the wear components of interest.
Therefore, they are selected to be two of the most frequently encountered types of wear,
namely flank wear (IV/) and crater wear (w,).
As the second step in the construction of the model, the state and output equations
have to be determined. For this, the relationships reported in the literature for single
point turning operations are reviewed and those which define the simplest and most clear
relationship between the selected model variables (input, output and state variables) are
selected. It should be emphasised here that the selection of state and output equations
is a modeling decision and other relationships could be adopted within the same general
model development. The significance of each model variable in turning, a detailed
literature review on the relationships representing these model variables, and the particular
relationships selected as the state/output equations are presented in [20].  The state and
output equations are repeated here for easy reference.
State equations:
(lo/u)$1+  W/l  = K, cos a,F/(fd) (3)
ti,* = K,& exp r-K,/ (273 + 0,)] (4)







F = [ Knf”i(  1 - K+,)  - K,, - K,,u]d  + K13dwf  - K,~w, (8)
where: We, represents the component of flank wear caused by abrasion; w,, represents
the component of flank wear caused by diffusion; w, represents the crater wear and 0,




Before we can proceed with the design of the adaptive observer, however, the suitability
of the model for the purpose of on-line tool wear estimation should be determined. We
do this by studying the following points, which are discussed in detail in [20]:
1. Simulation results using the non-linear model. As the basis for on-line tool wear
estimation it is crucial to have good agreement between the model and the process. The
simulation results show very good qualitative agreement with the typical results reported
in the literature [20].  They show that (i) model states increase with increasingly heavier
cutting conditions, (ii) the diffusive component of flank wear becomes more dominant
than the abrasive component at the heavier cutting conditions and (iii) the tool failure
is caused by crater wear at heavier cutting conditions.
2. Stability of the system as predicted by the model. The stability of the model was
investigated by studying its eigenvalues. In order to obtain the eigenvalues of the model,
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the model was linearised. The linearisation method used is explained in the Appendix.
The eigenvalues indicate that the mode1 is unstable, as expected due to the continuously
increasing nature of the wear components.
3. Controllability of the mode1 as it relates to parameter estimation. Controllability,
which is a necessary condition for parameter estimation [22], guarantees that all the
modes of the system will be’affected by the input variable. Of course, the goal here is to
utilise this effect for parameter estimation and not for control. In other words, we are
not trying to reduce wear (physically wear cannot be reduced through the manipulation
of the input), but rather to affect the wear rate in order to excite all the modes of the
system (i.e. to provide a sufficiently rich input for parameter estimation purposes). The
controllability of the model was studied by considering the determinant of the controllabil-
ity matrix. The determinant of the controllability matrix was non-zero for a variety of
cutting conditions which implied that the model was controllable at the operating points
considered.
4. Observability of the wear components by the cutting force measurement. Observabil-
ity, which is a necessary condition for both parameter and state estimation, guarantees
that all the modes of the system are observable by the output variable. The observability
of the model was investigated through the determinant of the observability matrix. Since
the determinants were non-zero for the considered operating points, it was concluded
that the model was observable at those operating points.
Based on the above study the developed model is considered to be suitable as the basis
for parameter and state estimation.
4. THE PROPOSED METHOD
The proposed method uses an adaptive observer to estimate tool wear on-line. The
development of such an adaptive observer is discussed in this section. In the first part,
it is argued that in order to use a state observer, the process should be representable by
a linear time-invariant observable model. Since the cutting process cannot be represented
by a linear model, an adaptive observer should be used. In the second part, the different
approaches for adaptive observation are discussed and the approach used here for the
tool wear estimation problem is described. This approach uses a parameter estimator to
update the model parameters. Such a parameter estimator is developed in the third part
of this section.
4.1. STATE OBSERVATION
State observers, first introduced by Luenberger [23], estimate the states of a linear
time-invariant model. If a machining process can be represented by a linear time-invariant
single-input single-output observable deterministic model such as,
i= Ax+bu (9)
y=crx+Du (10)
where the state vector x includes the wear components of interest, then, an observer (state
estimator) can be designed to estimate the state of the process [24]. In the above model
u is a scalar input, y is a scalar output, A is a coefficient matrix, b and c are coefficient
vectors, and D is a constant coefficient. In order to design the observer, the above model
(equations (9) and (10)) can be transformed into discrete-time form [21]  by using a
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zero-order hold approximation and a constant sampling period,
x(k+l)=Px(k)+qu(k)
y(k)=cTx(k)+Du(k).





The above discrete-time model (equations (11) and (12)) can be transformed into the
observer form through a transformation matrix T such that,
x=Tx, (14)
The observer form for a third-order linear model is represented as [24],
(15)
y(k)=[l 0  O]x,(k)+Du(k). (16)
Now an estimate of the state (G,(k))  can be obtained through a state observer of the form,
i&+1)-[  _li ; #&)+( #(V+{ ~ljrvr*)-Y(k)] (17)
j(k)=[l 0  O]ji,(k)+Du(k) (18)
where the gi are the gains of the observer and can be selected based on the desired
convergence characteristics of the state observation error (e(k) = x,,(k) -a,(k)).  The
equation describing the state observation error,




e(k), can be obtained by subtracting
1 0
0 1 e(k). (19)
0 0 1
Thus, we can see that the observation error, e(k), can be forced to decay at a desirable
rate by appropriate selection of gl , g, and g, . Also note that the model parameters (ai
and bi) used in the observer (equations (17) and (18)) are the same as in the model
(equations (15) and (16)). Therefore, the assumption that these parameters are known
and time-invariant is essential here [22].
4.2. ADAPTIVE OBSERVATION
In the previous part it was shown that an observer can be used to estimate the states
of a process if that process can be represented by a linear time-invariant observable
model. However, only rarely can a process be fully represented by a linear model. Linear
models, which (at best) can provide only an approximate representation of the process,
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are generally used for their simplicity. The inadequacy of linear models in representing
a process is even more pronounced when machining processes are concerned. These
processes, which are extremely complex, can only be represented by highly non-linear
models. Moreover, the parameters of these non-linear models depend on the tool-
workpiece combination and the cutting conditions; namely the cutting speed, feed, and
depth of cut.
In addition to the highly non-linear nature of machining processes, uncertainties
associated with unmodeled process variables (e.g., “hard spots” in the workpiece and
chip entanglement) make the modeling task very difficult. These unmodeled variables,
however, can be eliminated by a careful selection of the workpiece and cutting conditions.
It is also assumed here that the measurement noise can be filtered out of the measurement
signal. Therefore, stochastic modeling is not required and the machining process can be
represented by a deterministic non-linear model. In cases where the process is represented
by a non-linear model, the state variables can still be estimated. In these cases, state
estimation is done by using an adaptive observer.
Adaptive observers have been investigated by numerous researchers [25-291.  All the
proposed adaptive observers, however, appear to have one essential inherent feature. The
parameters of the system are identified either implicitly or explicitly. The implicit approach
estimates the parameters as part of the observation scheme, while the explicit approach
estimates the parameters separately and then uses them in the observer. Overall, the
explicit approach has a simpler form and is preferred here for on-line tool wear estimation.
The adaptive observer used here consists of the combined application of parameter
estimation and state observation. In this adaptive observer it is assumed that (i) the system
parameters vary slowly as compared with the states, and (ii) the initial observation error
due to poor initial parameter convergence is tolerable. This adaptive observer has the
same form as the linear observer defined by equations (17) and (18) except that its
parameters (ai and b,) will be unknown and will have to be estimated by the parameter
estimator [ 221.
The design of the adaptive observer consists of the design of a linear observer and a
parameter estimator. For the design of the state observer the developed non-linear model
had to be linearised. The linearisation was performed by the method described in the
Appendix. Since fast convergence rate is highly desirable in the observer, it was decided
to locate the eigenvalues at the origin of the z-plane (i.e. a deadbeat observer). For this,
we would have
g,=-L,,g,=-62,  g,\=-2,.
Of course, one should note that the parameters of the observer (see equation (17)) are
not known and have to be estimated by the parameter estimator. Therefore, in cases
where parameter estimation is poor one should expect to have poor performance when
using this observer.
4.3. PARAMETER ESTIMATION
When the parameters of the linear model in equation (15) are slowly time varying
and/or unknown, a parameter estimator can be used to estimate the parameters of the
model (ai and b,) and update them whenever changes occur [22]. Parameter estimation
algorithms have different forms, and are usually selected based upon the requirements
for the specific problem of interest. These algorithms have a much simpler form when
used for cases where the process can be represented by a deterministic model i.e. where
the output signal and noise spectra are non-overlapping. Among the various methods for
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where y(k) is the value of the measured variable y a,’ time t = kdt for k = 0, 1,2, . . . , +(k)
is the vector of measured (or known) variables, and e(k) is a vector of parameter estimates.
The parameter P(k) is the (n + m, n + m) matrix of estimation gains (n and m are the
same as in equation (13)),  and /3 provides exponentia! data weighting. The above algorithm
recursively updates the estimated parameter vector O(k) for any process whose equations
can be written in the form,
y(k) = W)‘W)
Thus, the process model must be written in a form that is linear in the unknown parameters,
which are the elements of the vector B(k).
Parameter estimators have to be designed for the particular problem of interest. The
estimated parameters, as already discussed, are the parameters of linear models obtained
by linearising the non-linear model in different regions of its trajectory. In order to check
the accuracy of the estimated parameters, the parameters of these linear models were
needed. The linear models and their parameters were obtained by (i) linearising the
non-linear model in several regions of its trajectory for a typical set of cutting conditions,
(ii) discretising the obtained continuous-time linear models and obtaining their transfer
functions and (iii) obtaining the ai and bi from these transfer functions.
It is interesting to note that for reasonable amounts of wear the parameters do not vary
much along the trajectory. These parameters, however, change drastically when excessive
amounts of wear develop.
43.1. Estimation model
The discrete-time form of the linear model is defined by equations (11) and (12). The
transfer function of this model is defined by equation (13). The component D in equation
(12) represents the direct effect of the input variable, a, on the output variable, y. This
effect is termed the “static” value of the output here for easy reference. Since in digital
control the output is usually measured first and then the input variable is computed, in
most models developed for digital control the D component is zero [24]. This means that
the “static*’ value of the output is not considered in the model.
In order to eliminate the static value of the output from the model equations (11) and





In this new model it is assumed that Ay(k) can be computed as the output of the model.
Computing Ay(k) requires that the “static” value of the output be known, so that it can
be removed from the output. This static value, which is dependent on the component 0,
is only known when D is known or estimated. The component D in equation (24) is not
known, but it can readily be estimated. At the beginning of the cut, when the tool is still
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therefore, using the above equation, D can be estimated and Du(k),  the static value of
the cutting force, can be removed from the cutting force. Now, if we assume that D stays
constant, we can continue to compute Du(  k) during the process by using the value of
D computed at the beginning of the cut. In cases where the input is manipulated for
control purposes, equation (25) can be used to re-estimate the value of D whenever the
input is changed. This can be done by measuring the ratio between the change in output
and the change in input. In doing this, however, we have to make sure that the value we
consider as the change in output is only caused by the change in input and the effect of
wear is negligible. Since wear is a slow process and needs time to develop, if we measure
the output right before and after the change in input and do not allow any time for wear
to develop, we can safely assume that the measured change in output is completely caused
by the change in input and the effect of wear is negligible in this interval. Equations (22)
and (23) were used as the estimation model in designing the parameter estimator.
For our third-order linear model e^ and 4 are defined as
?‘(k)=[a^,(k)  c.?,(k)  G,(k) 6,(k)  b*,(k)  &(k)] (26)
+‘(k)=[-Ay(k-1)  - A y ( k - 2 )  - A y ( k - 3 ) u(k-1)  u ( k - 2 )  u(k-3)]  ( 2 7 )
where Ay( k) = y(k) - Du( k).
Once the estimation model is determined, the parameter estimator can be tuned for
the non-linear model. The tuning of the parameter estimator involved the resolution of
several problems. These problems were the following:
4.3.1.1. Numerical sensitivity. Parameter estimators are known to be quite sensitive
numerically. They particularly have difficulty when the magnitudes of the input, u(k),
and the output, y(k), are very different. In order to reduce the numerical sensitivity of
the algorithm the vector + was scaled [31]. This scaled vector has the form
@(k)=[-Ay(k-1)/s,  -Ay(k-2)/s,  - A y ( k - 3 ) / s ,
xu(k-l)s, u(k-2)sz  u(k-3)s,] (28)
The scaling of + also requires scaling of 0,
ijT(k)=[a*,s,  i&s, i&s, b^,/sz  t&/s, &/sJ (29)
where s, and s2 in the above equations are the scale factors. Also, in order to improve
the numerical characteristics of the estimator it was decided to use the U-D factorisation
method. This algorithm, which is discussed in detail in [32], improved the performance
of the estimator considerably.
4.3.1.2. Lack of excitation. In order to guarantee the convergence of the estimated
parameters, the system had to be excited persistently [30].  This would require the existence
of a “rich” input to the system. The input used was varied in steps of *lo%  about a
nominal value to excite the system. However, the applied input did not improve the
performance of the estimator, and the estimated parameters were fairly poor. At this
point, the effect of the input change on the parameters of the non-linear model was
investigated. This was done by linearising the non-linear model at two different input
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levels (the other conditions being the same), and computing their parameters. The
computed parameters of the two models were quite different+,(see Table 1). This meant
that the change in input changed the parameters and thus deteriorated the estimation
results. To alleviate this problem it was decided to rely on the initial step change in the
input to estimate the parameters. In practice, however, random process input noise will
generally exist and the estimated parameters are then guaranteed to converge [33].  In
the case of simulation and in the absence of any process noise to guarantee the convergence
of parameters, parameter constraints were used to avoid any drift in the estimates. The
constraints, shown in Table 2, were selected based on the general trend of the parameters
obtained from the linear models (see Table 3). Since in the model parameters changed
along the trajectory, it was decided to use a “forgetting factor” to track the slowly
time-varying parameters. For this, /3 in equations (20) and (21) was selected as
p = 0.95
The designed parameter estimator was then applied to the non-linear model. The
estimated parameters (see Table 3) were reasonably accurate.
The designed observer along with the parameter estimator were applied to the non-linear
model. The estimated states from this test are listed in Table 4, which also shows the true
states computed from the non-linear model. Based on the results in Table 4, one can state
that the observed states are quite accurate. Table 4 also shows the mean and standard
deviation of the state estimation error. The observer estimates the states of the model in
observer form. Once the states in the observer form have been estimated, they should be
transformed into the states of the original model, so they can be interpreted. This
transformation will be carried out and discussed in Part II.
T A B L E  1
Estimated parameters of the non-linear model at two d$erent  input levels
S v d a, a2 a3 b, b, b,
0.1 150 2.0 -2.9889 2.9978 -0.9889 15.71587 -31.4317  15.71586








-3.2 < h, < -2.8
2.8<i?,<3.2
-1.2<$<-0.8
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TABLE 3
Estimated parameters of the non-linear model
Time a, a2 a3 h b2 b3
(min) 4, a> * a3  ,. 6, 62 $3
0.1 -2.98 2.95 -0.98 14.58 -29.21 14.63
-3.00 3.00 -1.00 14.14 -28.28 14.14
1.0 -2.98 2.95 -0.98 13.78 -27.63 13.85
-3.00 2.99 -1.00 14.14 -28.53 14.26
4.0 -2.98 2.95 -0.98 13.40 -26.88 13.48
-3.00 2.99 -1.00 14.12 -28.54 14-24
12.0 -2.99 2.96 -0.98 15.20 -3044 15.24
-3.00 2.99 -1.00 14.15 -28.52 14.27
15.0 -2.98 2.96 -0.98 15.70 -31.42 15.72
-3.00 2.99 -1.00 14.16 -28.51 14.28
TABLE 4
Estimated states of the non-linear model
Time
(min)






















The use of an adaptive observer for on-line tool wear estimation has been proposed.
An overview of the present methods for on-line tool wear estimation has been presented
in the introduction. There, the proposed method has been compared with some of the
existing tool wear estimation methods.
The design of the adaptive observer relies on a dynamic state model of the cutting
process. This dynamic state model has been briefly discussed. The model uses flank wear
and crater wear as state variables, feed as the input variable, and the cutting force as the
output variable.
The developed non-linear model has been evaluated for its feasibility for parameter
and state estimation. This evaluation has been performed by studying (i) the physical
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behavior of the model by simulation, (ii) the stability of the model by eigenanalysis, (iii)
the controllability characteristics of the model as related to parameter estimation and (iv)
the observability of the states using the output (cutting force).
Since the developed model is found to be suitable for parameter and state estimation,
the adaptive observer is then designed. The adaptive observer selected for this particular
problem is based on the combined application of parameter and state estimation. Some
of the issues in the design of the adaptive observer for the developed non-linear model
are discussed and finally the adaptive observer is applied to the non-linear model. The
results are found to be very satisfactory. The implementation of the adaptive observer in
turning, and experimental results are discussed in Part II.
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APPENDIX: LJNEARISATION  METHOD
As discussed earlier, the non-linear model is used as the basis for the design of the
adaptive state observer. Since adaptive observation theory is well developed for linear
models, the model in equations (3)-(8) is linearised. The linear model is then used to (i)
study the stability. controllability, and observability conditions of the model and (ii)
design the adaptive observer.
The non-linear model
x = f)(X, u, t) (Al)
Y = g’(x, u, r) (A2)
can be linearised about an operating point (x, and u,). If we define incremental variables,
denoted by primes, about this operating point such that,
x = x , + x ’ (A3)
u = u, + u’ (A4)
Then, the Taylor series expansion about x, and u, can be used to find a linear model
such as,
x’ = A’x’+  b’u’ (As)
y’ z c’Tx’+  D’u’ (A6)
to approximately define the behavior of the model in the vicinity of the operating point.
Note that in the above model the state variables will be x’ and the input variable will be
u’ which are only incremental changes around the operating point. However, since the
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operating points are not known (x, is not known), the knowledge about incremental
changes in an unknown value is not meaningful.
The appropriate model for our purpose must represent the gross behavior of the system
and not incremental changes about operating points. Such a model will have the form,
i=Ax+bu (A71
y=c’x+Du (A8)
where x represents the vector of state variables and u is the input variable defined by the
linear model. This linear model is defined by linearising the non-linear model in a region
of its trajectory which always starts at the origin (x = 0 and u = 0) and ends at an arbitrary
“end point” (x, = 0 and u1 = 0) on the trajectory. In order to obtain such a model x, and







and the Taylor series expansion is used to linearise the non-linear functions f’(x, u, t)
and g’(x, u, t) in each interval. The coefficients of this linear model are then defined as,
A=$ [~I...+~I_~.+. * *+~I._,,..1 (All)
u=o u=Au u=(n’-l)Au
b=+ [Elx=~+~~,=Ax+*  * *+Zlx=(n~-~,J
(A121
u=o u=Au u=(n’-l)Au
c=+ [~Ix_o+Zl._Ax+. * *+Zlx-,.,-,,J (A13)
u=o u=Au u=(n’-l)Au
~=i [~~x~~+~~x=A,+*  .  *+Z1,;(,,-~~A,]
CA14)
u=o u=Au u=(n’-l)Au
where n’ (the number of intervals) in equations (All)-(A14) is selected based on the
convergence criterion of the method. For this specific non-linear model, n’ was selected
to be 200. The partial derivatives in equations (All)-(A14) are given in [20].
