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We report a high-precision finite-size scaling study of the critical behavior of the three-dimensional Ising
Edwards-Anderson model (the Ising spin glass). We have thermalized lattices up to L = 40 using the Janus dedi-
cated computer. Our analysis takes into account leading-order corrections to scaling. We obtain Tc = 1.1019(29)
for the critical temperature, ν = 2.562(42) for the thermal exponent, η = −0.3900(36) for the anomalous dimen-
sion and ω = 1.12(10) for the exponent of the leading corrections to scaling. Standard (hyper)scaling relations
yield α = −5.69(13), β = 0.782(10) and γ = 6.13(11). We also compute several universal quantities at Tc.
PACS numbers: 75.50.Lk, 75.40.Mg
I. INTRODUCTION
Spin glasses are disordered magnetic alloys whose under-
standing has defied physicists for decades.1,2 In this context,
the Ising Edwards-Anderson model3 has played a major role.
However, in spite of its prominence, it took 25 years to show
that it undergoes a continuous phase transition at a critical
temperature Tc4,5 (there was an earlier consensus on the ex-
istence of a phase transition,6–11 but its nature had remained
unclear). Amusingly, evidence for a phase transition on exper-
imental spin glasses had been obtained several years before.12
Since then, the critical behavior of the Edwards-Anderson
model has been studied numerically in a number of
papers.13–24 In these works, microscopic details such as the
distribution of the coupling constants differ. It was unclear
whether universality violations were present in the problem
because the critical exponents and other universal quanti-
ties seemed to depend on those microscopic details (although
some authors19,21,25 argued that these apparent violations were
caused by corrections to scaling). The issue was settled in
2008 by Hasenbusch, Pelissetto and Vicari,24 who emphasized
the role of corrections to scaling, thus convincing the commu-
nity that universality holds. Furthermore, their computation
of most universal quantities is still the most accurate to date.
Here we present a high-precision finite-size scaling study of
the Ising Edwards-Anderson model. Using the Janus special-
purpose computer,26,27 we thermalize the largest lattices to
date (L = 40), with a very large number of samples. Even
with this increased accuracy, we confirm that the analysis with
leading-order scaling corrections is adequate (however, see
below Sect. V B). In this way, we achieve a determination of
the critical exponents four times more accurate than the one in
Ref. 24. We also compute a number of universal quantities not
previously considered in the literature. Reliable determina-
tions of the critical parameters are important to make progress
in other fronts, such as the study of the correlation functions
below Tc,28 or the behavior of spin glasses in an externally
applied magnetic field.29,30
The organization of the remaining part of this work is as
follows. In Section II A we define the model and provide de-
tails about our simulations. The quantities that we compute
are defined in Section II B. The finite-size scaling analysis is
briefly reviewed in Section III. Our main results are given in
Section IV, where we compute the critical exponents, includ-
ing the corrections to scaling exponent ω (see also Appendix
A), as well as the critical correlation length in units of the lat-
tice size ξL/L and the Binder cumulant U4. With this input,
we proceed to compute in Section V other universal cumulants
and the critical temperature. Finally, we discuss our conclu-
sions in Section VI. For ease of reference our main results are
summarized in Table I.
II. MODEL, SIMULATIONS, OBSERVABLES
A. Model and simulations
We consider Ising spins sx = ±1, defined on the V = LD
nodes of a cubic lattice of linear size L and spatial dimension
D = 3, with periodic boundary conditions. The interactions in
the Hamiltonian H are restricted to lattice nearest neighbors:
H = −
∑
〈x,y〉
Jx,y sxsy . (1)
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2Quantity Source
ω = 1.12(10)
Joint fit
η = −0.3900(36)
ν = 2.562(42)
R∗ξ = 0.6516(32)
U∗4 = 1.4899(28)
α = −5.69(13)
Derived quantitiesβ = 0.782(10)
γ = 6.13(11)
Tc = 1.1019(29)
Secondary fits
U∗1111 = 0.4714(14)
U∗22 = 0.7681(16)
U∗111 = 0.4489(15)
B∗χ = 2.4142(51)
R∗12 = 2.211± 0.006
TABLE I. Summary of our results for the universality class of the
Ising spin glass (see definitions in Sect. II B). The first block of five
quantities comes from a joint fit reported in Fig. 2 and Sect. IV. The
second block of quantities includes the remaining critical exponents,
which can be derived from ν and η (taking correlations into account
for the errors). The third block of quantities come from secondary
individual fits. The computation of the critical temperature Tc is re-
ported in Fig. 3 and Sect. V A. Finally, the remaining universal quan-
tities are computed in Sect. V B. In all cases we have employed the
quotients method and performed fits with leading corrections to scal-
ing for all data with L ≥ Lmin = 8. Since we computed all the covari-
ance matrices from O(103) jackknife blocks, our error estimates are
significant beyond the first digit. The error for R∗12 is of a systematic
nature (rather than statistical, see Sect. V B).
The coupling constants Jx,y can take the two values ±1 with
50% probability. We study quenched disorder, meaning that
the Jx,y cannot change with time (see, e.g., Ref. 2). Each
instance of the {Jx,y} is called sample. For any quantity of
interest O, we first compute the thermal average 〈O〉 and only
afterwards we take the average over the different samples 〈O〉.
For every sample we simulate four real replicas {sax}, a =
1, 2, 3 and 4. All four replicas share the same set of coupling
constants {Jx,y}, but they are otherwise statistically indepen-
dent.
We employ parallel tempering.31,32 We simulate lattices of
size up to L = 24 on the Memento CPU cluster at BIFI. Multi-
spin coding with streaming extensions allows us to simulate
128 samples in parallel. On the other hand, lattices of linear
sizes L = 32 and 40 are simulated on Janus. The main fea-
tures of our simulations are reported in Table II. As a whole,
the simulations on Memento for lattice sizes L ≤ 24 implied a
total of 2.99× 1019 Metropolis spin updates (the equivalent of
1.33 × 105 days of a single core of the machine). The simula-
tions on Janus (L = 32, 40) consisted of a total of 5.03 × 1019
heat-bath spin updates, equivalent to about 27 400 days of a
single processing unit (FPGA).
We have checked that our data are not affected by thermal-
ization effects. For the largest lattice sizes (L = 32, 40) we
use the method reported in Ref. 33, which consists in comput-
ing the exponential autocorrelation time τexp for each sample,
using the temperature random walk during the parallel tem-
L Nsamples NminMCS N
max
MCS NT Tmin Tmax
6 8 192 000 40 000 40 000 10 1.100 1.703
8 8 192 000 80 000 80 000 10 1.100 1.703
10 8 192 000 80 000 80 000 10 1.100 1.703
12 8 192 000 80 000 80 000 14 1.100 1.651
16 1 024 000 800 000 800 000 14 1.100 1.651
20 768 000 1 600 000 1 600 000 14 1.100 1.651
24 512 000 3 200 000 3 200 000 23 1.100 1.626
32 256 000 1 600 000 99 200 000 22 1.100 1.600
40 48 000 6 400 000 204 800 000 28 1.100 1.594
TABLE II. Details of the simulations. We show the simulation pa-
rameters for each lattice size L. Nsamples is the number of simulated
samples. NT is the number of temperatures that were used in par-
allel tempering. In the set of temperatures we always include the
values 1.1, 1.11266, 1.12532, 1.13797, and evenly space the remain-
ing NT − 4 temperatures up to Tmax (the temperature resolution was
increased near Tc in order to ease interpolations). The number of
temperatures NT was chosen so that the parallel tempering’s accep-
tance was at least of 15%. NminMCS is the minimum number of Monte
Carlo steps (MCS) in each simulation. Each MCS consisted of 10
Metropolis (heat-bath in L = 32, 40) full-lattice sweeps, followed by
a parallel-tempering temperature swap. In the larger lattices (L = 32,
40) we extend the simulation of specific samples after measuring
the exponential correlation time.33 The average simulation time was
larger than the minimal one by a factor 1.6 (L = 32) or 1.4 (L = 40).
pering. We extend each sample until the simulation time is at
least 16τexp (therefore, the length of the simulation depends
on the sample, as shown on Table II). For the lattices simu-
lated with multi-spin coding, this sample-by-sample method
is more involved.29 Therefore, taking into account that almost
all our observables are measured during the simulation, we
have decided to use the more traditional approach of studying
the time evolution of sample-averaged quantities on a loga-
rithmic scale. All the quantities that we have considered are
stable on the last two logarithmic bins, corresponding to the
second half and the second quarter of the run. In fact, this
condition is satisfied even if we subtract from each succes-
sive bin the result over the last half of the measurements, thus
significantly reducing the error bars.34
In general, we compute all the physical quantities by aver-
aging over the second half of the simulation. However, as a
further check, we have also recomputed all the final quantities
using only the last block of measurements (which, depending
on the lattice, corresponds from 6% to 25% of the total sim-
ulation time). We find no differences greater than one fifth of
a standard deviation (which, in any case, corresponds to the
increase in the statistical error of thermal averages).
B. Observables
The main quantities are computed in terms of the overlap
field
qabx = s
a
xs
b
x . (2)
3Its spatial correlation function is
G(r) =
1
V
∑
x
〈qabx+rqabx 〉 , (3)
while the spin-glass order parameter is the spatial average
qab =
1
V
∑
x
qabx . (4)
The reader will notice that, having four replicas at our dis-
posal, there are six equivalent ways of choosing the pair of
replica indices ab. We shall merely write q to imply that we
average over all possible replica index combinations in order
to improve our statistics.
The second-moment correlation length is computed from
the Fourier transform of the correlation function
χ(k) =
1
V
∑
r
G(r) eik·r . (5)
Specifically,35,36
ξ =
1
2 sin(kmin/2)
√
χ(0)
χ(kmin)
− 1, (6)
where kmin = (2pi/L, 0, 0) or permutations. We remark as well
that the spin-glass susceptibility is
χSG = χ(0) = V〈q2〉 . (7)
We shall often study the correlation length in units of the sys-
tem size
Rξ = ξ/L, (8)
whose value is universal at the critical point.
It will be useful to consider six more dimensionless quanti-
ties, which are also universal at Tc:
U4 =
〈q4〉
〈q2〉2
, (9)
U22 =
〈q2〉2
〈q4〉
, (10)
U111 =
〈q12q23q31〉 4/3
〈q4〉
, (11)
U1111 =
〈q12q23q34q41〉
〈q4〉
, (12)
R12 =
χ(2pi/L, 0, 0)
χ(2pi/L, 2pi/L, 0)
, (13)
Bχ = 3V2
〈|qˆ(2pi/L, 0, 0)|4〉
[χ(2pi/L, 0, 0)]2
, (14)
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FIG. 1. (color online). Plot of the second-moment correlation length
ξ, Eq. (6), in units of the lattice size L for all our simulated systems as
a function of temperature. The inset is a detailed view of the critical
region, showing scale invariance, where the vertical lines mark our
final estimate for (the error interval of) the critical temperature, Tc =
1.1019(29).
where
qˆab(k) =
1
V
∑
x
qabx e
ik·x . (15)
In order to gain statistics, we average over all equivalent wave-
vectors in Eqs. (13) and (14). Similarly, we average over
all the equivalent choices for the replica indices in Eqs. (11)
and (12). We recall that R12 was crucial to understand the criti-
cal behavior in a magnetic field.29 Some of the other quantities
have been studied before.37
Temperature derivatives are computed in two ways. We ei-
ther use the connected correlations with the energy, or we per-
form a third-order polynomial interpolation and differentiate
it. We have found that both determinations differ only in a
small fraction of the error bars (which were computed using
the jackknife method, see, e.g., Ref. 36). In our final results,
we have employed the interpolation-polynomial method.
III. FINITE-SIZE SCALING ANALYSIS
To extract the value of critical points, critical expo-
nents and dimensionless quantities, we employ the quo-
tients method,36,38,39 also known as phenomenological renor-
malization. This method allows a particularly transpar-
ent study of corrections to scaling. Previous applications
to disordered systems include diluted ferromagnets,40 spin
glasses5,19,25,41–45 and systems belonging to the random-field
Ising model realm.46–48
The method is actually very simple. We compare observ-
ables computed in pairs of lattices (L, 2L). We start by im-
posing scale invariance. We look for the L-dependent critical
point: the value of T such that ξ2L/ξL = 2 (i.e., the crossing
point for Rξ = ξL/L, see Fig 1).
4Now, for dimensionful quantities O, which scale as ξxO/ν
in the thermodynamical limit, we consider the quotient QO =
O2L/OL at the crossing. Instead, for dimensionless quantities
g the ratio g2L/gL trivially goes to one, therefore we focus on
gL. In either case, one has:
Q crossO = 2xO/ν + O(L−ω) , g crossL = g∗ + O(L−ω) , (16)
where xO/ν, g∗ and the scaling-corrections exponent ω are
universal. Examples of dimensionless quantities are Rξ, the
six cumulants defined in Eqs. (9–13). Instances of dimen-
sionful quantities are the temperature derivatives of ξ (x∂T ξ =
1+ν), the temperature derivatives of each of the six cumulants
(x∂T g = 1), and the susceptibility χ [xχ = ν(2 − η)].
The reader may observe that studying gL rather than g2L
in Eq. (16) is somehow arbitrary. In fact, the relative size of
scaling corrections cannot be decided a priori.49 As a rule, we
study gL because its statistical errors are smaller. However,
checking that this choice is immaterial will be an important
consistency check.
As a general rule, in this work we shall consider only the
leading-order corrections to scaling, O(L−ω), that appear in
Eq. (16). In some particular cases our statistical errors will
be small enough to resolve subleading corrections. We shall
represent these subleading corrections in an effective way as
a second-order polynomial in L−ω. However, corrections of
order L−2ω are only a subclass of the full set of subleading
corrections (see, e.g., Ref. 36).
As for the crossing temperature T (L,2L)c , we recall that it ap-
proaches Tc as
T (L,2L)c − Tc = AL−(ω+1/ν) + . . . , (17)
where A is a scaling amplitude and the dots stand for sublead-
ing corrections.
Finally, we remark that ξ/L in the above outlined analyses
could be replaced by any other of the six cumulants, such as
for instance U4.
IV. THE CRITICAL EXPONENTS
Following the quotients method described in the previous
section, we could compute all the critical parameters (the crit-
ical exponent and the universal values of dimensionless quan-
tities) using fits to (16). For instance, in order to compute the
anomalous dimension η we could use the relation
Qcrossχ = 22−η + AχL−ω + . . . . (18)
Hereafter, the dots will stand for subleading corrections to
scaling.
In practice, of course, determining both the extrapolated
value and the value of the exponent ω in the same fit is very
delicate, given the low number of degrees of freedom avail-
able. In fact, the usual approach in recent finite-size scal-
ing studies has been to compute ω first, using the behavior
of dimensionless quantities, and then use this precomputed
value of ω to extrapolate the other critical exponents (see, e.g.,
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FIG. 2. (color online). Result of a joint fit yielding the critical ex-
ponents of the Ising spin glass. As discussed in the text, using the
quotients method, we study the approach of two dimensionless uni-
versal quantities (U4 and ξ/L) and of the quotients of two dimen-
sionful quantities (χ and ∂T ξ) to their critical value. The rightmost
points (corresponding to the crossings between L = 6 and L = 12)
are not included in the fit. The extrapolated values, reported in Ta-
ble I, are represented by a thick blue point on the Y axis. The fit,
where the same ω = 1.12(10) is used by the four quantities, has a
χ2/d.o.f. = 13.78/11. The critical exponents are ν = 2.562(42),
η = −0.3900(36).
Refs. 29 and 48 and also Appendix A). This approach has
the disadvantage that all quantities have to be reported with
two error bars (the first due to the statistical errors in the fit
and the second due to the uncertainty in the precomputed ω).
Moreover, it does not take full advantage of the information
contained in the critical behavior of quotients of dimensionful
quantities (because these are not used to refine the estimate of
ω).
In this paper, on the other hand, we consider all the most
important quantities at the same time in a global fit. In partic-
5ular, we take as fitting functions
Ucross4 (L) = U
∗
4 + AU4L
−ω, (19)
Rcrossξ (L) = R
∗
ξ + AξL
−ω, (20)
Qcrossχ (L) = 22−η + AχL−ω, (21)
Qcross∂T ξ/L(L) = 21/ν + A∂ξL−ω. (22)
Notice that ω is a common parameter in all of these functions.
Then, we construct the χ2 goodness-of-fit estimator as
χ2 =
∑
i, j,a,b
[
yi(La)−y∗i −AiL−ωa
]
[σ−1](ia)( jb)
[
y j(Lb)−y∗j−A jL−ωb
]
,
(23)
where a, b run over the system sizes, La denotes the smaller L
in each of the crossings (L, 2L), and yi is any of the QcrossO or
of the gcross of Eqs. (19)–(22). The matrix σ−1 is the inverse
of the full covariance matrix of the data. This approach is
statistically reliable and allows us to extract a large amount of
information from the numerical data.
We have plotted this joint fit in Figure 2. We have dis-
carded the data from the (L, 2L) = (6, 12) crossing, which
clearly shows subleading corrections to scaling. The resulting
fit, with χ2/d.o.f. = 13.78/11 (P = 25%) yields the following
critical parameters, defining the universality class of the Ising
spin glass:
ω = 1.12(10), η = −0.3900(36), ν = 2.562(42), (24)
R∗ξ = 0.6516(32), U
∗
4 = 1.4899(28). (25)
The amplitudes in the fit are
Aξ = −0.309(42), AU4 = 0.196(32),
Aχ = −0.141(20), A∂ξ = 0.374(70). (26)
In addition, using the scaling and hyperscaling relations, we
can give the value of the remaining critical exponents (taking
correlations into account for the errors):
γ = 6.13(11), β = 0.782(10), α = −5.69(13). (27)
More generally, for future reference, we report some correla-
tion coefficients (useful to compute the error in derived quan-
tities)
rων = −0.58, rωη = 0.75, rνη = −0.76, (28)
where
rAB =
Cov(A, B)√
Var(A)Var(B)
. (29)
We remark that, in principle, we could have added the other
dimensionless quantities defined in Section II B to the fit, thus
obtaining their values at the critical point as well as presum-
ably improving our determination of ω. The problem, of
course, is that there is only so much information in the sys-
tem. If one keeps adding quantities to the fit, eventually the
covariance matrix becomes singular (or, at least, singular for
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FIG. 3. (color online). Computation of βc with the quotients
method. We fit the crossing point βcross(L) of lattices (L, 2L) to
βcross = βc + AL−ω−1/ν, using both U4 and Rξ = ξ/L to determine
βcross and discarding the data for the (6, 12) crossing. The common
extrapolated value is βc = 0.9075(11)[13], where the first error bar is
the statistical error in the fit while the second one is due to the error
in ω+1/ν (the overline denotes that βc is anticorrelated with ω+1/ν).
numerical purposes). Therefore, in practice there is a limit
to how many different quantities can be analyzed at the same
time.
Finally, we would like to mention that an alternative way of
computing η has been recently suggested.50 One could com-
pute the spin correlation function in Fourier space, χ(k), con-
ditioned to a fixed value of the spin overlap. In particular
χ(k)|q=0, where all the thermal averages consider only those
pairs of configurations where |q| is smaller than a certain win-
dow q0 = O(V−1/2). This has the advantage of reducing the
statistical errors significantly with respect to the unrestricted
correlation function. However, the fact that we cannot use the
k = 0 mode introduces stronger corrections to scaling, so we
have not followed this alternative approach to compute η (but
we have checked that it would give a consistent, though less
accurate, estimate).
V. OTHER EXTRAPOLATIONS TO THE
THERMODYNAMIC LIMIT
A. The critical temperature
As discussed in Section III, the crossing point behaves as
βcrossg = βc + Aβc,gL
−ω−1/ν + . . . , (30)
where g denotes the dimensionless quantity used to compute
the crossing points.51 We can use this formula to determine the
critical temperature of the system. To this end, we perform a
joint fit to Eq. (30) using the crossings computed both with U4
and with Rξ (where βc is a common fit parameter). We take
the value of ω+1/ν from the fit in Section IV. The final value,
6Universal quantity Ag,ξ Ag,U4 χ
2/d.o.f.
U∗1111 = 0.47141(68)[70] −0.0681(87)[61] 0.005(9)[10] 7.72/7
U∗22 = 0.76808(76)[84] −0.085(10)[8] −0.003(10)[10] 8.32/7
U∗111 = 0.44886(73)[77] −0.0723(93)[62] 0.008(10)[11] 7.86/7
B∗χ = 2.4142(33)[18] −0.044(42)[14] 0.36(4)[10] 8.91/7
TABLE III. Universal quantities at the critical point. We remind the
reader that the first error bar is the statistical error in each fit, while
the second is the effect of the uncertainty in our estimate of ω (we
add an overline if the quantity is anticorrelated with ω). We also give
the (non-universal) amplitudes Ag,ξ and Ag,U4 in the fits.
again fitting for L ≥ 8 is
βc = 0.9075(11)[13], χ2/d.o.f. = 6.15/7. (31)
The first error bar is the statistical uncertainty in the fit and
the second error bar is due to our uncertainty in ω + 1/ν. The
line over the second error bar denotes that the estimate of βc is
anticorrelated with that of ω + 1/ν. The corresponding value
for Tc is, therefore,
Tc = 1.1019(13)[16]. (32)
The amplitudes Aβc,g are
Aβc,ξ = −0.434(34)[58], Aβc,U4 = 0.031(37)[49]. (33)
B. Dimensionless universal quantities
As explained in Section IV, we have not used the
non-standard dimensionless ratios defined in Section II B
[Eqs. (10)–(14)] to determine the critical exponents of the sys-
tem. However, since some of these quantities have been found
useful in the past29,37 and since they are universal quantities
further characterizing the Ising spin glass universality class,
we have found it interesting to report their critical values.
We perform fits to
gcrossL = g
∗ + AgL−ω, (34)
where g is each of U1111,U111,U22,R12 and Bχ. We take ω
from Eq. (24). In all cases we include all data with L ≥ 8.
In order to improve our statistics, we consider for each g its
scaling on the crossing point of both U4 and Rξ (with com-
mon extrapolation g∗). Table III displays the results for all
quantities but R12.
In fact, we realized that R12 deserves a special analysis
when making the consistency test alluded to in Sect. III. We
performed again the fit in Eq. (34), but for gcross2L this time.
If subdominant scaling corrections are truly negligible, as we
assume in Eq. (34), the universal extrapolation g∗ must come
out compatible. The estimate of g∗ changed by less than one
tenth of an error bar for U1111,U111 and U22. In the case of
B∗χ the obtained result varied a full error bar (we obtained
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FIG. 4. (color online). Resolving the ambiguity in Eq. (34): at the
crossing point of ξ/L or U4, one is free to consider the dimensionless
quantity g as computed for the small system (gcrossL ) or for the large
system (gcross2L ). This choice turns out to be immaterial for all quan-
tities reported in Table III, but not for R12. In the plot, we display
the values of R12 at the corresponding crossing point, as a function
of L−ω. Empty (full) symbols correspond to the small (large) lattice
in the pair (L, 2L) involved in the crossing. Lines are fits to Eq. (34),
constrained to yield a common extrapolation for the ξ/L crossings
and for the U4 crossings. The dashed (full) lines correspond to the
fits for the small (large) lattices. The corresponding extrapolations
are depicted in blue on the L−ω = 0 axis. Both fits are performed
for L ≥ 8 and of good statistical quality: χ2/d.o.f. = 7.0/7 (small
lattice) and χ2/d.o.f. = 5.9/7 (large lattice). In spite of this, both
extrapolations are incompatible. Our final value for R∗12, Eq. (35),
corresponds to the minimal interval that includes both extrapolations
and their statistical errors.
B∗χ = 2.4218(35)[42] in the fit with g2L). Given the data corre-
lation, this difference might be significant, so we suggest dou-
bling the error for B∗χ in Table III if one wants to be specially
careful.
Unfortunately, subleading scaling corrections are more dif-
ficult to control for R∗12. The extrapolation for gL and g2L
are clearly incompatible, see Figure 4. Considering sublead-
ing corrections of order L−2ω does not improve the situation.
Therefore, we have chosen a more conservative approach: we
give as a final estimate the interval covering both extrapola-
tions and their errors
R∗12 = 2.211 ± 0.006 . (35)
We emphasize that, when comparing with future work, it will
be necessary to keep in mind that the error in Eq. (35) is of
systematic rather than of statistical nature.
VI. CONCLUSIONS
In this paper we have performed a finite-size scaling study
of the critical behavior of the Ising spin glass, using data from
large-scale parallel tempering simulations performed on the
Janus computer. We have followed a strategy based on the
application of the quotients method and on the use of joint
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FIG. 5. (color online). Quotients of dimensionless quantities com-
puted at the crossing points of ξ/L (open symbols) and of U4 (filled
symbols). We also plot individual fits to (A1) (solid lines for ξ/L and
dotted lines for U4).
fits of several quantities to obtain accurate estimates of all the
critical exponents of the system. We have also computed the
critical value of several universal dimensionless quantities, as
well as the value of the critical temperature.
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Appendix A: Alternative computation of exponent ω
As mentioned in section IV, the computation of the scaling
corrections exponent ω is the most delicate step in the analy-
sis. Therefore, we present in this appendix an alternative way
of approaching it, as a consistency check of our results.
We start by making the rather obvious remark that the quo-
tientQg = g2L/gL of any dimensionless quantity g at the cross-
ing points βcross defined by any other dimensionless quantity
h [so hL(βcross) = h2L(βcross)] goes to one as the system size
increases
Qcrossg (L) = 1 + AgL−ω + BgL−2ω + . . . , (A1)
The advantage of this equation is that, unlike in our analysis
of Section IV, the asymptotic value is not another parameter
in the fit, but known in advance. We show Qcrossg in Figure 5
for g = U4,Rξ,U1111,U111,U22, Bχ and R12. In all cases we
computeQcross at the crossing points of both U4 and Rξ (except
for these two quantities, which are obviously considered only
at each other’s crossing points).
In Figure 5 we have performed individual fits to (A1) for
each quantity, using the previously computed value of ω, to
show that this description is consistent. From the plot we can
see that some of the quantities (such as R12) have very clear
subleading scaling corrections, but that for others the leading
term in (A1) is quite sufficient.
Armed with this qualitative observation, we can do a second
fit to (A1), this time leaving ω free and considering several di-
mensionless quantities at the same time. In particular, in order
to avoid the quadratic term, we have considered U4,Rξ,U1111
and U111 and discarded the data for L = 6. The result of this
joint fit is
ω = 1.187(68), χ2/d.o.f. = 19.80/23, (A2)
compatible with our previous determination of ω.
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