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ABSTRACT 
The Charlier, Wall, and generalized Stieltjes-Wigert polynomials are characterized by a property 
involving the  concept of  kernel polynomials. This characterization leads to consideration of  a 
certain functional equation satisfied by solutions of  the associated Stieltjes moment  problem. All 
distr ibution functions which satisfy this functional equation are found up to singular functions. 
This yields new distribution functions, both discrete and absolutely continuous, with respect o 
which generalized Stie!tjes-Wigert polynomials are orthogonal. 
1. INTRODUCTION 
If {Pn (x)) n°°__ 0 is a sequence of orthogonal polyno- 
mials with respect to a distribution d~ (x) on [0, oo), 
the polynomials Qn (x) which are orthogonal 
with respect to xd~(x) are called kernel polynomials 
corresponding to {Pn (x) }. Kernel polynomials play 
an important role in numerical analysis [14], and 
other applications [11], and are useful in the study of 
moment problems [ 14] and of orthogonal polynomials 
themselves [5]. 
The Charlier and the Stieltjes-Wigert polynomials are 
systems of orthogonal polynomials that have the 
property that they are essentially their own kernel 
polynomials. That is, let c n (x, a) denote the Charlier 
polynomial of degree n (notation as in [10]). Then 
{Cn (x, a) } is an orthogonal polynomial sequence COPS) 
with respect to the Poisson distribution, 
p(x ,a)=e-aaX(x I )  -1, x=O, 1,2 .... 
Since xp (x ,  a) = ap  (x  - 1, a), it follows that the trans- 
lates, c n (x  - 1, a), yield corresponding kernel polyno- 
mials. 
The Stieltjes-Wigert polynomials [15, p. 32] are or- 
thogonal with respect to a weight function w that has 
the property 
- l /2w ( x', xw(x)=q q ) x>0.  
It follows that ff {S n (x)} denotes the sequence of 
monic Stieltjes-Wigert polynomials, then {q-nSn(qX ) } 
yields the corresponding sequence of monic kernel 
polynomials. 
The latter fact characterizes the Stieltjes-Wigert poly- 
nomials. That is, let {Pn (x)) be a sequence of orthog- 
onal polynomials with respect to a distribution d~(x) 
on [0, oo). If for some constant a ~ 0, (Pn (ax)} is or- 
thogonal with respect to xd~(x), then there are con- 
stants kn and b such that Pn(X) = knSn(bx ) [6]. 
A corresponding characterization holds for the Charlier 
polynomials (this will be shown in the sequel). All of 
this suggests the following generalization : 
Problem 
Determine all orthogonal polynomial sequences (Pn(x)) 
which have the property that for some £Lxed constants 
a and/~, {Pn (ax +~)] is a corresponding sequence of kernel 
polynomials. We remark that there is no gain in gener- 
ality in considering the more general kernel polynomials 
that are orthogonal with respect to (x-8) d@ (x) (x t> 5). 
In this paper we will solve this problem by identifying 
explicitly all such OPS. As indicated, the cases a = 1 
and/3 = 0 wiU yield, respectively, the Charlier and the 
Stieltjes-Wigert polynomials. The rerhaining cases will 
lead to the generalized Stieltjes-Wigert and the Wall 
polynomials. 
Thus this problem does not, unfortunately, lead to any 
previously unknown classes of OPS. However, it does 
lead to considering the associated moment problem 
and looking for corresponding distribution functions 
as the solutions of a certain functional equation. This 
functional equation will yield new distribution func- 
tions with respect to which the generalized Stieltjes- 
Wigert polynomials are orthogonal. 
This problem is a simple and natural generalization f
that in [6]. However, we will give a more complete 
solution of the functional equation than previously. In 
fact, we will determine, apart from singular functions, 
all distribution functions which satisfy the functional 
equation. This will yield not only jump functions gener- 
alizing those found in [6], but also a class of weight 
functions having a somewhat novel form (in a sense, 
q-analogues of exponentially damped, periodic func- 
tions). 
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The latter provides ameasure ofjustiflcation for what 
might otherwise be considered another routine gener- 
alization. Also, in view of the recent flurry of renewed 
interest in orthogonal q-polynomials (e.g., [1], [2], 
[3], [4], [9], [13], [17]), additional information con- 
cerning the little studied generalized Stieltjes-Wigert 
polynomials would appear to be of interest. Dehesa 
[9] gives some results concerning the density of zeros 
of these (and other) q-polynomials. 
2. SOLUTION IN TERMS OF RECURRENCE FOR- 
MULAS 
Our problem is to determine every sequence {Pn(x)} 
of real orthogonal polynomials such that for some 
fixed real a ~ 0 and 3, {Pn (ax + fl) } is a correspond- 
ing sequence of kernel polynomials. This requires that 
the true interval of orthogonality for {Pn (x) } he a 
subset of [0, oo). 
We can assume without loss of generality that the 
Pn (x) are monic polynomials. Thus they satisfy a 
recurrence f6rmula of the form 
Pn(x) = (x-Cn)Pn_l(X ) -)lnPn_2(x), (11 i> 1) 
(2.1) 
P-1 (x) = 0, P0 (x) = 1, c n real, X n + 1 > 0 
(n f>1). 
In order that the true interval of orthogonality be a 
subset of [0, oo), it is necessary and sufficient that 
c n > 0 and {~,n+ll(CnCn+ 1)}n°°=i is a chain se- 
quence [5, Th 1]. Under these conditions, there exist 
7n such that 
Cn = T2n-1 + 3'2n' Xn + i = 3'2n72n + 1' (n/> 1), 
(2.2) 
(n > 2) 71=0,  7n> 0 
Now let {Qn(x)) denote the corresponding monic 
kernel polynomial sequence. These then satisfy 
Qn(X) = (x -dn)  Qn_l(X) - VnQn_2(x), n/> 1, 
(2.3) 
Q_l(X) = 0, Q0(x) = 1, 
where 
dn = 72n + T2n + 1' Vn + 1 = ~/2n + 172n + 2' (2.4) 
n~>l 
([5]; see also [s]). 
Thus (Pn (ax + 3) ) will be the kernel polynomial 
sequence corresponding to (Pn (x)) -if and only ff 
Pn(aX + fl) = anQn(x). 
In terms of the coefficients in the recurrence formulas, 
this is equivalent to 
dn = a-1 (Cn -fl)' Vn = a-2Xn ' (2.5) 
Using (2.2) and (2.4), we find (2.5) requires 
T2n=a2-2n% 72n+l = [(1-a)a'$-fla n ] 
Thus Cl= ~2 = 7 and (2.6) 
[ 1 -an- l i  a2 -n  Cn= (a -n+a 1 -n_ l )7_ f la -1  1 -a  J 
1- a n a-2n. 
1 -a  
Xn+l= [ (1-a)aT-flan] 1-al-an a2-4nT '  
n I> 1, (2.7) 
where a, fl, 7 are subject o the additional condition 
that 7n > 0 for n > 2. 
The case a = 1 is correctly derived by taking limits and 
this yields 
Cn÷l=- f ln+% Xn+l=- fTn .  
But the recurrence formula for (% (x, a)) is [10, p. 227] 
aCn+ 1 (x,a) + (x -n -a )  Cn (x,a) + nCn_l (x,a) = 0. 
This shows that when a = 1, 
). (2.8) Pn (x) = ( -7 )  n c n (- ~ ,  fl 
Thus the only orthogonal polynomials whose translates 
are the corresponding kernel polynomials are essentially 
the Charlier polynomials. 
For a .  1, the condition kn+ 1 > 0 is satisfied if and 
only ff one of the following cases hold : 
0 < a < 1, 3 < (1 -a)~ 
fl (2.9) 
la l>  1, - - > 1  
(1-a)~ 
We note the identities [5, p. 2] 
Pn(x) = a-nPn(aX + fl) + a l -nT2n + 1Pn_l(aX + fl) 
(2.10) 
Pn(x) + 72nPn_1(x) = a l -nxPn_ l (ax  + fl). 
If we defme 
R2n(X ) = Pn(x2), R2n + 1(x) = a-nxPn(aX2 + fl) 
(2.11) 
then 
Kn(X ) = xR n_l(x) - 7nlLn_2(x ) (2.12) 
and (Rn(x) ) is the monic OPS.with respect to dO (x) 
on (- 0% oo) where 
[ @(x 2) x> 0 
¢(x)= - (x 2) x<0 
To identify these polynomials for the case 0 < a < 1, 
we write 
fl 
q=a,  P-f l-q~3',,  ' (2.13) 
and rewrite (2.7) as 
[p+q- ( l+  q)q -n]  q-n% n~ 0 Cn+ 1=p3 ' -  
L A 
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Xn+l = (1-q n) (1-pqn-1) q-4n+ 3~ 2, n > 1 (2.14) 
We can choose 3' = q-3/2 (without loss of generality 
since this corresponds to the change of variable 
x ~ ~'q3/2x). Comparison with the recurrence formula 
for the monic generalized Stieltjes-Wigert polynomials 
S n (x; p, q) [8, p. 174] then shows that 
Pn(x) = Sn(x-pq-3/2; p, q) (2.15) 
0<q< 1, p<l  (~,=q-3/2). 
For the second case in (2.9), we set 
q = a -1 , b = (-/3q) -1 (1-q)% (2.16) 
We can then rewrite (2.7) in the form 
3' 3' [b+q_( l+q)bqn]  qn-1 
Cn+l= b bq 
~/2 -1) q2n (2.17) 
) 'n+l= bq2 (1-qn) (1-bqn 
We then have essentially the Wall polynomials [16]. 
Specifically, the recurrence formula (c£ [8; p. 198]) 
shows 
Pn (x )  = (- or) n W n (q - ox; b, q), e = sgn (q) (2.18) 
0<[q l< l ,  0<b<l ,  (3 ,=blq l ) .  
The generalized Stieltjes-Wigert and the Wall polyno- 
mials can be considered as formally comprising a single 
family. They are related by the identity 
W n (x; b, q) = (-b) n q-n/2 Sn (_b-1 ql/2x; b-l, q-l). 
(2.19) 
However, their orthogonality properties are markedly 
different according as 0 < I q I < I or q > 1. This to- 
gether with historical considerations seems to justify 
making the distinction. We remark that in [8], the 
parameter p in (2.15) is restricted to, 0 < p < 1, and 
the case p < 0 is included with the discussion of the 
Wall polynomials. The latter separation of the two 
cases will occur naturally in the solution of a func- 
tional equation in the next section also. " 
3. SOLUTIONS OF THE MOMENT PROBLEM 
We next obtain solutions of the moment problem im- 
plicit in the preceding. By hypothesis, the polyno- 
mials satisfying (2.1) under one of the conditions (2.9) 
are orthogonal with respect to a bounded, non-decreas- 
ing function ~k such that 
(i) The spectrum of ~b (--support o fd~) is an in- 
finite subset of [0, oo); 
(ii) The moments 
/an =f0 t nd~(t ) ,  n>0,  
are all finite. 
We can assume without loss of generality that 
(iii) ¢ (x) = 0 for x < 0; 
and, for definiteness, that ~k is left-continuous. 
We will then denote by A the set of all left - continuous 
distribution functions atisfying (i), (ii), (iii). 
It now follows that if {Pn (x) } satisfies (2.9) and is 
the monic OPS with respect to ~ ~ A, then 
oo  
o= fo vl(X) d¢(x )=u l -v~o,  
so that/a 1= T/sO. 
Further {a-nPn(aX + 3)} is the monic OPS with 
respect to xd~0 (x) as well as d~ (ax +/~). The former 
has moments/an =/an + 1 while the latter has moments 
gtn= k =0 
Once the initial moment gO has been selected, an OPS 
uniquely determines it  corresponding moment sequence. 
• • • N That xs, #n//a0 =/an//a0. Since/al = qrg0' we conclude 
/an+l= 7a-n k=0~(~) (-3)n-k/ak' n~> 0. (3.1) 
Conversely, with an arbitrary choice of g0 > 0, (3.1) 
uniquely determines {/a n }. Thus if a, 3, 3' > 0 satisfy 
either of the conditions in (2.97, then (3.1) defines a
Stieltjes moment sequence, and ~ ~ A is a solution of 
the corresponding moment problem if 
xd~0 (x7 = 3'sgn (a) d@ (ax + 3), x/> 0. (3.27 
We remark that (3.2) is not a necessary condition for 
~k to have the moments (3.1) since the moment prob- 
lem may be indeterminate. 
To solve (3.2), we distinguish two cases : a3 < 0 and 
a3> 0. 
CASE I, ct~ < 0 
Theorem 1 
Let a/~ < 0. Then the only solutions in A of (3.2 7 are 
c~0 (c > 0), where ~0 is the jump function whose 
spectrum consists of the points 
1-a  k 
k = 0, 1, 2 . . . .  (3.3) Sk= a k 1 -a  ' 
and whose corresponding jumps are 
+ _[ . / (a_ l ) ]n  an(n+l)/2 
d'C'O(Sn)-=- 00%) - ¢'0 (Sn)- --"F-- 
(1 - a). . .  (1- a n) 
(3.4) 
Proof 
First let a > 0. Since ~(t) = 0 for t ~< 0, we have from 
(3.2) 
X 
f td~k(t)=0 for x~<-3/a.  
0 
Thus ~b is constant on (s 0, sl]. 
Assume ~ is constant on each half open interval 
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(Sk_ 1, Sk], 1 < k < n. Observing that s k < x ~ s k + 1 
if and only ff Sk_ 1 < ax  + 3 ~< s k, we conclude from 
(3.2) that 
X 
f0 td@(t) =7~k(Sn)' Sn<Xg Sn+ 1. (3.5) 
It now follows that ~ is constant on every interval 
(Sk-l '  Ski and (3.5) holds for every n/> o. Also for 
Sn_ 1 < x ~< Sn< y,~ Sn+ 1, 
fY td ~ (t) = 3'[~k (Sn) - @ (s n_ l ) ] ,  n I> 1, 
so snd~ (Sn) = 7d~0 (Sn_l). This then yields 
d~k (Sn) = c d~0(Sn), where c = d~ (So). It is readily 
verified that the function ~0 does satisfy (3.2). 
To complete the proof, we simply obse/ve that if 
a < 0 and 3 > 0, @0 remains a solution of (3.2) and 
the jumps remain positive. Since in this case, a < -1, 
the corresponding spectrum is bounded. Thus the 
moment problem is determined and the solution is 
substantially unique. 
For lal = Iq1-1 > 1, the distribution function in 
theorem I agrees with that known for the Wall poly- 
nomials [7], [8, p. 198] (the absolute value signs on 
q have been omitted in [8]). For 0 < a = q < 1, theo- 
rem I provides a distribution function for the gener- 
alized Stiehjes-Wigert polynomials with p < 0. How- 
ever, this is essentially the distribution function given 
in [8, p. 199] for the Wall polynomials under the con- 
ditions q > 1, b < 0. 
Finally, we observe that the limiting case a -~ I yields 
the known distribution function for the Charlier poly- 
nomials. 
CASE II, a/~ > 0 
According to (2.9), we must consider 0 < a < 1, 
0 g 3 < (1 -a)7.  Since this case corresponds exclu- 
sively to generalized Stiehjes-Wigert polynomials, we 
write 
3 (7 = q-3/2), 
q = a ,  P -  
so that 0 < q < 1, 0~<p<l .  
We also set 
(x) = ~ (Tx + 7P) (3.6) 
and let B denote the corresponding class of distribu- 
tion functions : ~b ~ B ff and only if ~ ~ A. In place of 
(3.2), we now have 
(x + p) d~ (x) = dg}(qx). (3.7 ~ 
Lemma 1 
Let ~b ~ B be a solution of (3.7). Then (i) ~(x) = 0 for 
x ¢ 0 and ~ is continuous at 0; (ii) ~ has a jump at 
t O > 0 if and only if ~b has a jump at t n = qn to 
(n= 0, +1, +2 .... ). 
Proof 
From (3.7) we obtain 
0 + 
(0+) = f_oo (t+ p)d¢(t )  < p¢(0+),  " 
whence # (0 + ) = 0. Thus we conclude (i), and (ii) now 
follows by induction. 
Now let ~ ~ B be a solution of (3.7) and have a jump 
J0 at t o > 0. We have for n > 1, 
d~b (tn) = (to + P) (qt0 + P) "'" (qn - l t0  + P)J0 
= pn (1 -00)  (1 -00q  ) ... (1 -00qn-1) J  0 
where 00 = -to/P. In the same way, we obtain for 
m=-n~> 1 
de (t_m) = p-m [(1 - 00q-1)(1-00q-2) . . .  (1- 00q-m)] -1J  0. 
In terms of the function 
oo  
e (x) = nil__0 (1 -xqn)  -1 , (3.8) 
we can then write in general 
d~b(tn ) = pn e (00q n) 
e (00) J0'  n ~ Z. (3.9) 
Here, and henceforth, Z denotes the integers. 
Next let 
oo  
f ( t )~f ( t ;p ,q )= Z pn e(0qn) (3.10) 
n=-oo  e (0) 
where 0 = 0 (t) = - t /p .  For p = 0, (3.10) is interpreted 
as the limiting case 
oo  
f ( t ;0 ,  q)= Z tnq  n (n+2) /2 .  
n = - -00  
For fixed p (0 ~< p < 1), these series converge absolutely 
and uniformly on bounded sets. 
Let N denote either a positive integer or oo and let 
T = {r i)  i=N1 , J = ( J i )  i__N1 , (3.11) 
where r i and Ji are positive numbers uch that 
k 
r i~ q rj for i~ j ,  k~Z (3.12) 
N 
f(r i )  J i  < oo . 
i=1 
Finally let 
t in  = qnT i 
(3.13) 
pn e (0iq n) 
J in -  e (0i) J i  
i=1 ,2  .. . . .  N; n~Z 
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where 0 i = 0 (ri) = - r i l  p. 
We note that 
N 
J i v= x f ( r i )  J i  <*° 
i, v i= l  
(P + r iq v) Jiv = Ji, v + 1 " (3.14) 
Hence we can define a jump function p by 
p (x) = ~J iv  (3.15) 
where the sum is extended over all i and v for which 
r iv < x. We denote by ~ the set of all such jump func- 
tions. 
Lemma 2 
C B and every p E ~ satisfies (3.7). 
Proof 
If # ~ ~, (3.! 3) shows that (3.7) is satisfied since 
J i ,v + 1 = dP (qriv)" Further 
(p + riqn) (p ~. riqn + 1)...  (p + riqn + v)Jiv = Ji, v +1' 
hence 
oo  
f (p + x)(p + xq) ...(p + xq n) dp(x) 
0 
=~ Ji, n+v =P(~)"  
1,P 
Thus p has finite moments o p ~ ~.  
We remark that the last equation could be used to 
determine the moments explicitly. However these are 
known [8]. 
Lemma 3 
Let $ ~ B be a discontinuous solution of (3.7). Then 
there are sequences T and J as in (3.11), (3.12) such 
that the discontinuities and corresponding jumps are 
given by (3.13). 
 oof 
Let D denote set of discontinuities of $. The relation :
s - t if and only ff there exists k ~ Z such that 
s = qkt, is clearly an equivalence relation on D. Since 
D is at most denumerable, there is a sequence of rep- 
resentatives T -- ( r  i)  i --N1 of the equivalence classes. 
By hmma 1, r i > 0 and the corresponding discon- 
tinuities are then given by (3.13). The equivalence rela- 
tion and the fact that ~ J iv  </~0 provide (3.12). 
4. CONTINUOUS SOLUTIONS OF (3.7) 
It now follows that all solutions $ ~ B of  (3.7) are of 
the form $ = p + $1 where p = 0 or p ~ ,~ and ¢1 is 
continuous. We then set 
$1=co+ o 
where co is absolutely continuous and o'(x) = 0 (a. e.). 
Then $ satisfies (3.7) if and only ff 
(x + p) co" (x) = qco" (qx) (a. e.) 
Thus we set co" (x) = w (x) and look for all non-negative, 
integrabh solutions of 
(p + x) w (x) = qw (qx), x > 0. (4.1) 
Since 
(p + x) e ( -xp -1) = p e ( -xp- lq ) ,  (4.2) 
we let 
w (x) = e ( -xp -1) G (x). (4.3) 
Then w satisfies (4.1) if and only if G satisfies 
q G (qx) = p G(x), x > 0. (4.4) 
Select any x 0 > 0 and let x k = qkx 0, k ~ Z. Then for 
each x > 0, there is a unique integer v = v(x) such that 
xv + 1 < x < x v, hence 
x 1 < q-Vx < x 0, v= v(x). 
Let g be any function defined on (qx 0, x 0 and let 
G(x)= (pq-1)Vg(q-Vx), x> 0, v-~v(x). (4.5) 
Since v(qx) = v(x) + 1, G satisfies (4.4). 
Conversely, if G satisfies (4.4), then G also satisfies 
(4.5) with g representing the restriction of G to (qx 0, x0]. 
Next suppose q is non negative and integrabh on 
(qx0, x0]. Then using (4.2), we can write 
x v 
Iv(n) = fxv + 1 (p + x) (p +xq) ... (p + xq n- l )  e (-xp-1)G(x)dx 
x0 
=pn+v f e (_ tp- lqn + v) g (t) dt 
qx 0 
But e ( - tp - lq  k) < 1 i l k  > 0, while for k = -m < 0, 
e ( - tp - lq  -m) < pmt-m qm(m+l) /2  e(-tp-1),  t > 0. 
Therefore i fw  is defined by (4.3) and (4.5), 
oo  oo  
f (p+x) (p+xq) . . . (p+xqn-1)w(x)dx= Z Iv(n ) 
0 v=- oo  
x 0 
=pn f e ( - tp - lq  n) f (tq n) g(t) dr. 
qx 0 
where f is given in (3.10). Thus the weight function w 
has finite moments. That is, if ¢o'(x) = w(x) (a. e.) for 
x > 0, then co ~ B and 60 satisfies (3.7). 
We denote bye2 the class of all weight functions w hav- 
ing the form (4.3), (4.5) for some almost everywhere 
positive, integrable function g defined on (qx0, x0](x 0 > 0). 
We observe that if $ ~ B and satisfies (3.7), then its 
singular part (if any) must also have these properties. 
Thus we state in summary : 
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Theorem 2 
~b ~ B and satisfies (3.7) if and only ff 
~b=aco+bp+ co 
where, co, p, o ~ B and each satisfies (3.77; 
co" ~ ~2 p ~ ~ and o is singular; and 
~w(oo)  + bo(oo) + ca(oo) = ¢~ (oo) > O. 
(4.6) 
5. COMMENTS ON THE GENERALIZED 
STIELTJES-WIGERT POLYNOMIALS 
In view of (2.15) and (3.6), the generalized Stleltjes- 
Wigert polynomials, Sn(x;p,q) , are for 0 ~< p < 1 
orthogonal with respect o d~ (7-1x) 
(x > 0, 3' = q-3/2), where q~ is given by theorem 2. 
Also, {q-n Sn (qx; p, q) ) is the monic OPS with 
respect o (x + p3') d~b (7-1x). 
By exactly the same argument used in [6], we can 
conclude that Sn(X; p, q) has at most one zero on 
every interval (q~, ~) (~ > 0). 
From the second identity in (2.10), we have 
S n ix) + q2 - 2n 3"Sn _ l(x) = q l  -n  (x + pV)Sn_l(qx ). 
Thus f fXnl  < Xn2 < ... < Xnn denote the zeros of  
Sn(x ) -= Sn(x; P, q), then 
Sn -1 (Xnv) = 7-1qn-1 (Xnv + p3") Sn_l(qXnv)- 
Since S n_l(xnv) alternates in sign as v runs from I to 
n, it follows that Sn_l(qx ) vanishes exactly once in 
each interval (Xn,v_l, Xnp ). Thus 
Xn, v_ 1 < q - lxn_ l ,v_  1 < Xnv • 
For the Sn(x;p, q) C0 ~< p < 1) we therefore have the 
following refinement of the separation property of  
the zeros :
Xn, v_ l<Xn_ l ,v_ l<qXnv,  2~< ft. (5.1) 
In particulars we can now conclude that Sn(x;p,q) has 
at most one zero on the half-closed interval (q~, ~] 
for every ~ > 0. 
We conclude with the observation that when p = q, 
(4.4) becomes G(qx) = G(x). Since q-analogues can 
be thought of as arising when arithmetic differences 
are replaced by geometric differences, it is tempting 
to call such functions "q-periodic". Also e(x) in (3.8)  
or more precisely, e(( l -q)  x) - can be considered a q- 
analogue of the exponential function. Thus the weight 
functions of classI2'with p = c i might be considered 
q-analogues of exponentially damped periodic func- 
tions. In any case, a simple example satisfying 
G (qx) = G (x) is 
G (x) = sin (clog x), clog q = 2ft. 
ADDENDUM 
Richard Askey (private communication) has pointed 
out that the generalized Stieltjes-Wigert polynomials 
can be considered to be q-analogues of  the Laguerre 
polynomials. (In the weight function (4.3), take 
G (x) = x a with p = qa + 1). They are studied from this 
point of view in [3]. (The properties developed in the 
present paper are not discussed there, however). 
Askey also mentioned that a natural q-analogue of the 
Charlier polynomials i obtained in [3]. The latter have 
recently been discovered also by Milne [18]. 
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