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Abstract. Zero-curvature representations (ZCRs) are one of the main tools in the theory of integrable
PDEs. In particular, Lax pairs for (1 + 1)-dimensional PDEs can be interpreted as ZCRs.
In [arXiv:1303.3575], for any (1 + 1)-dimensional scalar evolution equation E , we defined a family of
Lie algebras F(E) which are responsible for all ZCRs of E in the following sense. Representations of the
algebras F(E) classify all ZCRs of the equation E up to local gauge transformations. Also, using these
algebras, one obtains necessary conditions for existence of a Ba¨cklund transformation between two given
equations. The algebras F(E) are defined in [arXiv:1303.3575] in terms of generators and relations.
In this approach, ZCRs may depend on partial derivatives of arbitrary order, which may be higher than
the order of the equation E . The algebras F(E) generalize Wahlquist-Estabrook prolongation algebras,
which are responsible for a much smaller class of ZCRs.
In this preprint we prove a number of results on F(E) which were announced in [arXiv:1303.3575]. We
present applications of F(E) to the theory of Ba¨cklund transformations in more detail and describe the
explicit structure (up to non-essential nilpotent ideals) of the algebras F(E) for a number of equations of
orders 3 and 5.
1. Introduction and the main results
1.1. Zero-curvature representations and the algebras Fp(E , a). Zero-curvature representations
and Ba¨cklund transformations belong to the main tools in the theory of integrable PDEs (see, e.g., [40,
8, 30]). This preprint is part of a research program on investigating the structure of zero-curvature
representations (ZCRs) and Ba¨cklund transformations (BTs) for partial differential equations (PDEs)
of various types.
In this preprint we present a number of results on ZCRs and BTs for (1 + 1)-dimensional scalar
evolution equations
(1) ut = F (x, t, u0, u1, . . . , ud), u = u(x, t),
where we use the notation
(2) ut =
∂u
∂t
, u0 = u, uk =
∂ku
∂xk
, k ∈ Z≥0.
The number d ≥ 1 in (1) is such that the function F may depend only on x, t, uk for k ≤ d.
2010 Mathematics Subject Classification. 37K30, 37K35.
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In the future we plan to update this preprint at arxiv.org, in order to present more results and more
details in proofs.
Let g be a finite-dimensional Lie algebra. For an equation of the form (1), a zero-curvature represen-
tation (ZCR) with values in g is given by g-valued functions
(3) A = A(x, t, u0, u1, . . . , up), B = B(x, t, u0, u1, . . . , up+d−1)
satisfying
(4) Dx(B)−Dt(A) + [A,B] = 0.
The total derivative operators Dx, Dt in (4) are
(5) Dx =
∂
∂x
+
∑
k≥0
uk+1
∂
∂uk
, Dt =
∂
∂t
+
∑
k≥0
Dkx
(
F (x, t, u0, u1, . . . , ud)
) ∂
∂uk
.
The number p in (3) is such that the function A may depend only on the variables x, t, uk for k ≤ p.
Then equation (4) implies that the function B may depend only on x, t, uk′ for k
′ ≤ p+ d− 1.
Such ZCRs are said to be of order ≤ p. In other words, a ZCR given by A, B is of order ≤ p iff
∂A
∂ul
= 0 for all l > p.
Remark 1. The right-hand side F = F (x, t, u0, u1, . . . , ud) of (1) appears in condition (4), because F
appears in the formula for the operator Dt in (5). Note that (4) can be written as [Dx+A, Dt+B] = 0,
because [Dx, Dt] = 0. See also Remark 3 below for another interpretation of equation (4).
Remark 2. When we consider a function Q = Q(x, t, u0, u1, . . . , ul) for some l ∈ Z≥0, we always assume
that this function is analytic on an open subset of the manifold with the coordinates x, t, u0, u1, . . . , ul.
For example, Q may be a meromorphic function, because a meromorphic function is analytic on some
open subset of the manifold. In particular, this applies to the functions (3).
Without loss of generality, one can assume that g is a Lie subalgebra of glN for some N ∈ Z>0, where
glN is the algebra of N × N matrices with entries from R or C. So our considerations are applicable
to both cases glN = glN (R) and glN = glN(C). And we denote by GLN the group of invertible N × N
matrices.
Let K be either C or R. Then glN = glN(K) and GLN = GLN(K). In this preprint, all algebras are
supposed to be over the field K.
Remark 3. So we suppose that functions A, B in (4) take values in g ⊂ glN . Then condition (4) implies
that the auxiliary linear system
(6) ∂x(W ) = −AW, ∂t(W ) = −BW
is compatible modulo (1). Here W =W (x, t) is an invertible N ×N matrix-function.
We need to consider also gauge transformations, which act on ZCRs and can be described as follows.
Let G ⊂ GLN be the connected matrix Lie group corresponding to the Lie algebra g ⊂ glN . (That
is, G is the connected immersed Lie subgroup of GLN corresponding to the Lie subalgebra g ⊂ glN .)
A gauge transformation is given by an invertible matrix-function G = G(x, t, u0, u1, . . . , ul) with values
in G.
For any ZCR (3), (4) and any gauge transformation G = G(x, t, u0, u1, . . . , ul), the functions
(7) A˜ = GAG−1 −Dx(G) ·G
−1, B˜ = GBG−1 −Dt(G) ·G
−1
satisfy Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0 and, therefore, form a ZCR. Moreover, since A, B take values in g
and G takes values in G, the functions A˜, B˜ take values in g.
The ZCR (7) is said to be gauge equivalent to the ZCR (3), (4). For a given equation (1), formulas (7)
determine an action of the group of gauge transformations on the set of ZCRs of this equation.
Recall that the infinite prolongation E of equation (1) is an infinite-dimensional manifold with the
coordinates x, t, uk for k ∈ Z≥0. The precise definition of the manifold E is given in Section 2.2 and is
further clarified in Section 3.
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Recall that K is either C or R. We suppose that the variables x, t, uk take values in K. A point a ∈ E
is determined by the values of the coordinates x, t, uk at a. Let
a = (x = xa, t = ta, uk = ak) ∈ E , xa, ta, ak ∈ K, k ∈ Z≥0,
be a point of E . In other words, the constants xa, ta, ak are the coordinates of the point a ∈ E in the
coordinate system x, t, uk.
For each p ∈ Z≥0 and each a ∈ E , the paper [14] defines a Lie algebra F
p(E , a) so that the fol-
lowing property holds. For every finite-dimensional Lie algebra g, on a neighborhood of a ∈ E , any
g-valued ZCR (3), (4) of order ≤ p is locally gauge equivalent to the ZCR arising from a homomorphism
F
p(E , a)→ g. (We suppose that the g-valued functions (3) are defined on a neighborhood of a ∈ E .)
The algebra Fp(E , a) is defined in [14] in terms of generators and relations, using a normal form for
ZCRs with respect to the action of the group of local gauge transformations. The definition of Fp(E , a)
from [14] is recalled in Section 3 of the present preprint. (To clarify the main idea, in Example 1 below
we consider the case p = 1.)
According to Section 3, the algebras Fp(E , a) for p ∈ Z≥0 are arranged in a sequence of surjective
homomorphisms
(8) · · · → Fp(E , a)→ Fp−1(E , a)→ · · · → F1(E , a)→ F0(E , a).
The family of Lie algebras F(E) mentioned in the abstract of this preprint consists of the algebras
F
p(E , a) for all p ∈ Z≥0, a ∈ E .
Remark 4. According to Remark 25, for each p ∈ Z>0, the algebra F
p(E , a) is responsible for ZCRs
of order ≤ p, and the algebra Fp−1(E , a) is responsible for ZCRs of order ≤ p − 1. The surjective
homomorphism Fp(E , a) → Fp−1(E , a) in (8) reflects the fact that any ZCR of order ≤ p − 1 is at the
same time of order ≤ p.
The homomorphism Fp(E , a)→ Fp−1(E , a) is defined by formulas (87), using generators of the algebras
F
p(E , a), Fp−1(E , a).
Remark 5. Consider the case when p = 0 and the functions F , A, B do not depend on x, t. Then
formulas (3), (4) become
(9) A = A(u0), B = B(u0, u1, . . . , ud−1), Dx(B)−Dt(A) + [A,B] = 0.
ZCRs of the form (9) can be studied by the Wahlquist-Estabrook prolongation method (WE method
for short).
Namely, for a given equation of the form ut = F (u0, u1, . . . , ud), the WE method constructs a Lie
algebra so that g-valued ZCRs of the form (9) correspond to homomorphisms from this algebra to g
(see, e.g., [5, 16, 18, 39]). It is called the Wahlquist-Estabrook prolongation algebra. Note that in (9) the
function A = A(u0) depends only on u0.
The WE method does not use gauge transformations in a systematic way. In the classification of
ZCRs (9) this is acceptable, because the class of ZCRs (9) is relatively small.
The class of ZCRs (3), (4) is much larger than that of (9). As is shown in [14], gauge transformations
play a very important role in the classification of ZCRs (3), (4). Because of this, the classical WE
method does not produce satisfactory results for (3), (4), especially in the case p > 0.
It is proved in [14] that, if the function F in (1) does not depend on x, t, then the algebra F0(E , a) is
isomorphic to a certain subalgebra of the Wahlquist-Estabrook prolongation algebra for (1). We recall
this result in Section 4 and use it for computation of F0(E , a) for some equations.
Example 1. To clarify the definition of Fp(E , a), let us consider the case p = 1. To this end, we fix an
equation (1) and study ZCRs of order ≤ 1 of this equation.
According to Theorem 4 in Section 3, any ZCR of order ≤ 1
(10) A = A(x, t, u0, u1), B = B(x, t, u0, u1, . . . , ud), Dx(B)−Dt(A) + [A,B] = 0
on a neighborhood of a ∈ E is gauge equivalent to a ZCR of the form
A˜ = A˜(x, t, u0, u1), B˜ = B˜(x, t, u0, u1, . . . , ud),(11)
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Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0,(12)
∂A˜
∂u1
(x, t, u0, a1) = 0, A˜(x, t, a0, a1) = 0, B˜(xa, t, a0, a1, . . . , ad) = 0.(13)
Moreover, according to Theorem 4, for any given ZCR of the form (10), on a neighborhood of
a ∈ E there is a unique gauge transformation G = G(x, t, u0, . . . , ul) such that the functions
A˜ = GAG−1−Dx(G)·G
−1, B˜ = GBG−1−Dt(G)·G
−1 satisfy (11), (12), (13) andG(xa, ta, a0, . . . , al) = Id,
where Id ∈ GLN is the identity matrix.
(In the case of ZCRs of order ≤ 1, this gauge transformation G depends on x, t, u0, so G = G(x, t, u0).
In a similar result about ZCRs of order ≤ p, which is described in Theorem 4, the corresponding gauge
transformation depends on x, t, u0, . . . , up−1.)
Therefore, we can say that properties (13) determine a normal form for ZCRs (10) with respect to
the action of the group of gauge transformations on a neighborhood of a ∈ E .
A similar normal form for ZCRs (3), (4) with arbitrary p is described in Theorem 4 and Remark 22.
Since the functions A˜, B˜ from (11), (13) are analytic on a neighborhood of a ∈ E , these functions are
represented as absolutely convergent power series
A˜ =
∑
l1,l2,i0,i1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0(u1 − a1)
i1 · A˜l1,l2i0,i1 ,(14)
B˜ =
∑
l1,l2,j0,...,jd≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (ud − ad)
jd · B˜l1,l2j0...jd.(15)
Here A˜l1,l2i0,i1 and B˜
l1,l2
j0...jd
are elements of a Lie algebra, which we do not specify yet.
Using formulas (14), (15), we see that properties (13) are equivalent to
(16) A˜l1,l2i0,1 = A˜
l1,l2
0,0 = B˜
0,l2
0...0 = 0 ∀ l1, l2, i0 ∈ Z≥0.
To define F1(E , a), we regard A˜l1,l2i0,i1, B˜
l1,l2
j0...jd
from (14), (15) as abstract symbols. By definition, the algebra
F
1(E , a) is generated by the symbols A˜l1,l2i0,i1 , B˜
l1,l2
j0...jd
for l1, l2, i0, i1, j0, . . . , jd ∈ Z≥0. Relations for these
generators are provided by equations (12), (16). A more detailed description of this construction is given
in Section 3.
Applications of Fp(E , a) to the theory of Ba¨cklund transformations are presented in Section 1.2 and
in Sections 7, 8. In Section 5 we describe the structure of Fp(E , a) for some equations of orders 3 and 5,
including the Krichever-Novikov equation and a 5th-order equation from [9]. The algebra F0(E , a)
and the Wahlquist-Estabrook prolongation algebra for the 5th-order equation from [9] are studied in
Section 4.
For completeness, in Theorem 8 we recall a result from [14] which describes the structure of Fp(E , a)
for the KdV equation.
Remark 6. It is possible to introduce an analog of Fp(E , a) for multicomponent evolution PDEs
∂ui
∂t
= F i(x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
d, . . . , u
m
d ),
ui = ui(x, t), uik =
∂kui
∂xk
, i = 1, . . . , m.
In this preprint we study only the scalar case m = 1. For m > 1 one gets interesting results as well, but
the case m > 1 requires much more computations, which will be presented elsewhere. Some results for
m > 1 (including a normal form for ZCRs with respect to the action of gauge transformations and the
main properties of Fp(E , a) in the multicomponent case) are sketched in the preprints [13, 15].
Remark 7. Some other approaches to the study of the action of local gauge transformations on ZCRs
can be found in [21, 22, 23, 32, 33, 35] and references therein. For a given ZCR with values in a matrix
Lie algebra g, the papers [21, 22, 32] define certain g-valued functions, which transform by conjugation
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when the ZCR transforms by gauge. Applications of these functions to construction and classification
of some types of ZCRs are described in [21, 22, 23, 32, 33, 35].
To our knowledge, the theory of [21, 22, 23, 32, 33, 35] does not produce any infinite-dimensional Lie
algebras responsible for ZCRs. So this theory does not contain the algebras Fp(E , a).
1.2. Ba¨cklund transformations.
Remark 8. In the study of Ba¨cklund transformations we use the geometric approach to PDEs by means
of infinite jet spaces [3, 19, 27], which can be outlined as follows.
Let M be a manifold. Let n be a nonnegative integer such that n ≤ dimM. Recall that an
n-dimensional distribution D on M is an n-dimensional subbundle of the tangent bundle TM. In
other words, to define an n-dimensional distribution D on M, we choose an n-dimensional subspace
Da ⊂ TaM for each point a ∈ M such that Da depends smoothly on a. Here TaM is the tangent space
of the manifoldM at a ∈M. We need the case whenM is infinite-dimensional. The precise definitions
of infinite-dimensional manifolds and n-dimensional distributions on them are given in Section 2.1.
A submanifold S ⊂ M is an integral submanifold of the distribution D if TaS ⊂ Da for each a ∈ S,
where TaS is the tangent space of S at a ∈ S.
Consider a PDE for functions ui = ui(x1, . . . , xn), i = 1, . . . , m,
(17) Fα
(
x1, . . . , xn, u
1, . . . , um, . . . ,
∂kuj
∂xi1 . . . ∂xik
, . . .
)
= 0, α = 1, . . . , q.
Geometrically, an m-component vector-function
(
u1(x1, . . . , xn), . . . , u
m(x1, . . . , xn)
)
corresponds to a
section of a fiber bundle π : E → B with m-dimensional fibers. Here B is an n-dimensional manifold
with coordinates x1, . . . , xn. Then u
1, . . . , um can be regarded as coordinates in the fibers of the bundle π.
Let J∞ be the manifold of infinite jets of local sections of the bundle π. A geometric coordinate-
independent definition of J∞ can be found in [3]. We recall that xi, u
j, and all partial derivatives of uj
play the role of coordinates for the manifold J∞.
Let E ⊂ J∞ be the subset of infinite jets satisfying the PDE (17) and all its differential consequences.
(A detailed definition of E is given in Section 2.2.)
On the manifold J∞, one has the n-dimensional distribution called the Cartan distribution [3]. Integral
submanifolds of this distribution provide a geometric interpretation for solutions of the PDE. Namely,
solutions of the PDE correspond to n-dimensional integral submanifolds S ⊂ J∞ satisfying S ⊂ E .
In coordinates, the Cartan distribution is spanned by the total derivative operators Dxi, i = 1, . . . , n,
which are regarded as vector fields on J∞. The explicit formula for Dxi is (47) in Section 2.2, where one
uses the notation (45). In coordinates, the subset E ⊂ J∞ consists of the points a ∈ J∞ that obey the
equations Fα = 0 and Dxi1 . . .Dxis (Fα) = 0 for all α, s, i1, . . . , is.
If the PDE satisfies some non-degeneracy conditions, then the set E is a nonsingular submanifold
of J∞ and the Cartan distribution is tangent to E , which gives an n-dimensional distribution on E .
Then E is called nonsingular.
These non-degeneracy conditions are satisfied on an open dense subset of J∞ for practically all PDEs
in applications. (If there are some singular points in E , one can exclude these points from consideration
and study only the nonsingular part of E , which is usually open and dense in E .) In particular, as is
shown in Example 5, for any (1 + 1)-dimensional evolution PDE the set E is nonsingular.
In what follows, we always assume that E is nonsingular in the above-mentioned sense. We often
identify a PDE with the corresponding manifold E . So we can speak about a PDE E . Thus, in this
geometric approach, a PDE is regarded as a manifold E with an n-dimensional distribution (the Cartan
distribution) such that solutions of the PDE correspond to n-dimensional integral submanifolds, where
n is the number of independent variables in the PDE. A more detailed description of this approach is
given in Section 2.
To clarify the main idea, in Examples 2, 3 below we describe the construction of E for the KdV
and sine-Gordon equations. These examples are well known, but it is instructive to discuss them. The
general construction of E for arbitrary PDEs is presented in Section 2.2.
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Suppose that two PDEs E1 and E2 are isomorphic (i.e., E1 can be obtained from E2 by an invertible
change of variables, and vice versa). Then the corresponding manifolds E1 and E2 are connected by a
diffeomorphism that preserves the Cartan distribution. Therefore, the manifold of infinite jets and the
Cartan distribution associated with a PDE are the right objects to study if one is interested in properties
that are invariant with respect to changes of variables. (As has been said above, we identify a PDE
with the corresponding manifold of infinite jets. So here, for i = 1, 2, a PDE E i and the corresponding
manifold are denoted by the same symbol E i.)
Remark 9. In the present preprint all manifolds and maps of manifolds are supposed to be analytic.
In fact some analogous results can be proved for smooth manifolds as well, but the smooth case requires
some extra technical considerations, which will be described elsewhere.
Several more conventions and assumptions that are used in the preprint are described in Section 1.3.
Example 2. In Remark 8 we have discussed the construction of a manifold E and the Cartan distribution
on E for a given PDE. Here we describe this construction for the KdV equation ut − uxxx − 6uux = 0,
where partial derivatives of u = u(x, t) are denoted by subcripts.
Consider the space R2 with coordinates (x, t), the space R3 with coordinates (x, t, u), and the bundle
π : R3 → R2 such that π
(
(x, t, u)
)
= (x, t). A function u(x, t) defined on an open subset of R2 can be
regarded as a local section of the bundle π.
Let J∞ be the manifold of infinite jets of local sections of the bundle π. Then J∞ can be viewed as
the infinite-dimensional manifold with coordinates
(18) x, t, u, ux, ut, uxx, uxt, utt, . . .
All partial derivatives of u are included in (18). Here (18) are regarded as R-valued variables, which play
the role of coordinates for the manifold J∞. A detailed definition of such infinite-dimensional manifolds
is given in Section 2.
The total derivative operators
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxt
∂
∂ut
+ uxxx
∂
∂uxx
+ uxxt
∂
∂uxt
+ uxtt
∂
∂utt
+ . . . ,(19)
Dt =
∂
∂t
+ ut
∂
∂u
+ uxt
∂
∂ux
+ utt
∂
∂ut
+ uxxt
∂
∂uxx
+ uxtt
∂
∂uxt
+ uttt
∂
∂utt
+ . . .(20)
can be viewed as vector fields on J∞.
Consider the differential consequences of the KdV equation
ut − uxxx − 6uux = 0, Dx(ut − uxxx − 6uux) = uxt − uxxxx − 6uxux − 6uuxx = 0,(21)
Dt(ut − uxxx − 6uux) = utt − uxxxt − 6utux − 6uuxt = 0,(22)
Dk1x D
k2
t (ut − uxxx − 6uux) = 0, k1, k2 ∈ Z≥0.(23)
Here (21), (22), (23) are regarded as equations on the manifold J∞ with coordinates (18). Then E ⊂ J∞
is the submanifold of the points a ∈ J∞ that satisfy equations (21), (22), (23).
The vector fields (19), (20) are tangent to the submanifold E ⊂ J∞. Hence the vector fields Dx, Dt
can be restricted to E , which gives the 2-dimensional Cartan distribution on E .
Using equations (21), (22), (23), one can uniquely express each of the coordinates (18) in terms of the
following coordinates
(24) x, t, u, ux, uxx, uxxx, uxxxx, . . . , ukx, . . . k ∈ Z≥0.
Therefore, (24) can be viewed as coordinates on the manifold E . So E is isomorphic to the space R∞
with coordinates (24). However, geometry of the Cartan distribution on E is highly nontrivial. Solutions
of the KdV equation correspond to 2-dimensional integral submanifolds of the Cartan distribution on E .
(Note that the Frobenius theorem on integral submanifolds of involutive distributions is not applicable
here, because E is infinite-dimensional.)
The KdV equation is a (1 + 1)-dimensional evolution PDE. A detailed description of E for (1 + 1)-
dimensional evolution PDEs is given in Example 5.
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One can also consider the case when x, t, u take values in C. Then (18) take values in C as well.
Example 3. Let us describe the construction of E for the sine-Gordon equation uxt−sin u = 0. Consider
the differential consequences of this equation
uxt − sin u = 0, Dx(uxt − sin u) = uxxt − ux cosu = 0,(25)
Dt(uxt − sin u) = uxtt − ut cos u = 0, D
k1
x D
k2
t (uxt − sin u) = 0, k1, k2 ∈ Z≥0.(26)
In Example 2 we have introduced the manifold J∞ with coordinates (18). We regard (25), (26) as
equations on the manifold J∞. Then E ⊂ J∞ is the submanifold of the points a ∈ J∞ that satisfy
equations (25), (26).
The vector fields (19), (20) are tangent to the submanifold E ⊂ J∞. Hence the vector fields Dx, Dt
can be restricted to E , which gives the 2-dimensional Cartan distribution on E .
Using equations (25), (26), one can uniquely express each of the coordinates (18) in terms of the
following coordinates
(27) x, t, u, ux, ut, uxx, utt, uxxx, uttt, . . . , ukx, ukt, . . . k ∈ Z≥0.
Therefore, (27) can be viewed as coordinates on the manifold E .
Ba¨cklund transformations (BTs) are a well-known tool to construct new solutions for PDEs from
known solutions (see, e.g., [29, 30] and references therein). Applying BTs to trivial solutions, one can
often obtain interesting solutions. Also, using BTs, one can sometimes transform complicated PDEs to
simpler ones.
In this subsection we outline the main idea of the notion of BTs. A more detailed description of BTs
is given in Section 2.3.
According to Remark 8, a PDE can be regarded as a manifold E with an n-dimensional distribu-
tion (the Cartan distribution) such that solutions of the PDE correspond to n-dimensional integral
submanifolds, where n is the number of independent variables in the PDE.
Let E1 and E2 be PDEs. The PDEs E1 and E2 are connected by a Ba¨cklund transformation if there is
another PDE E3 with maps
(28) τ1 : E
3 → E1, τ2 : E
3 → E2
such that for each i = 1, 2 one has the following properties:
• For any solution s of the PDE E3, applying the map τi : E
3 → E i to s, we get a solution τi(s) of
the PDE E i.
• For any solution si of the PDE E
i, the preimage τ−1i (si) is a family of E
3 solutions depending on
a finite number of parameters.
In other words, a Ba¨cklund transformation (BT) between the PDEs E1 and E2 is given by a PDE E3
and maps τi : E
3 → E i, i = 1, 2, satisfying the above properties.
Following A. M. Vinogradov and I. S. Krasilshchik [38, 18], in Section 2.3 we formulate the above
properties more precisely, using the geometry of the manifolds E1, E2, E3 and the corresponding Cartan
distributions. The main idea is that for each i = 1, 2 the map τi : E
3 → E i must be a surjective submersion
with finite-dimensional fibers and must preserve the Cartan distribution in a certain sense. This implies
the above properties for solutions, which are regarded as integral submanifolds. See Section 2.3 for more
details. To our knowledge, this definition of BTs covers all known examples of BTs for (1+1)-dimensional
PDEs.
Remark 10. Using a BT (28), one can obtain solutions of E2 from solutions of E1 (and vice versa) as
follows:
Step 1. Take a solution s1 of the PDE E
1 and compute its preimage τ−11 (s1) under the map
τ1 : E
3 → E1. Then τ−11 (s1) is a family of solutions of the PDE E
3.
Step 2. Apply the map τ2 : E
3 → E2 to the family τ−11 (s1). Then τ2
(
τ−11 (s1)
)
is a family of solutions
of the PDE E2.
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So, from a given solution s1 of the PDE E
1, one obtains the family τ2
(
τ−11 (s1)
)
of solutions of the
PDE E2. Similarly, from a given solution s2 of the PDE E
2, one obtains the family τ1
(
τ−12 (s2)
)
of
solutions of the PDE E1.
If E1 = E2 and τ1 6= τ2, then in this way one obtains new solutions for E
1 from known solutions.
We write a BT (28) as the following diagram
(29) E3
τ1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ τ2
  
❆❆
❆❆
❆❆
❆❆
E1 E2
Example 4. A well-known BT for the KdV equation can be written as follows
(30) vt = vxxx − 6v
2vx + 6λvx
u=vx−v2+λ
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
u=−vx−v2+λ
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
ut = uxxx + 6uux ut = uxxx + 6uux
where λ ∈ K is a constant. Comparing (30) with (29), we see that in the BT (30) one has the following.
• E1 = E2 is the KdV equation ut = uxxx + 6uux.
• E3 is the equation vt = vxxx − 6v
2vx + 6λvx.
• Applying the map τ1 : E
3 → E1 to a solution v = v(x, t) of E3, we get the solution u = vx−v
2+λ
of E1. This is the well-known Miura transformation.
• Applying the map τ2 : E
3 → E2 to a solution v = v(x, t) of E3, we get the solution u = −vx−v
2+λ
of E1.
Remark 11. If E1, E2, E3 in a BT (29) are evolution equations, then this BT is said to be of Miura
type.
Note that, in general, E3 in a BT (29) is not necessarily an evolution equation, even if E1, E2 are
evolution equations. For example, in V. E. Adler’s BT for the Krichever-Novikov equation [1], E1 and
E2 are evolution equations (isomorphic to the Krichever-Novikov equation), but the equation E3 is not
evolution.
We are going to show that the algebras Fp(E , a) help to obtain necessary conditions for existence of
a Ba¨cklund transformation between two given evolution equations.
For each p ∈ Z>0, consider the surjective homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) from (8).
Let F(E , a) be the inverse limit of the sequence (8). An element of F(E , a) is given by a sequence
(c0, c1, c2, . . . ), where cp ∈ F
p(E , a) and ϕp(cp) = cp−1 for all p.
Since (8) consists of homomorphisms of Lie algebras and F(E , a) is the inverse limit of (8), the space
F(E , a) is a Lie algebra as well. If (c0, c1, c2, . . . ) and (c
′
0, c
′
1, c
′
2, . . . ) are elements of F(E , a), where
cp, c
′
p ∈ F
p(E , a), then the corresponding Lie bracket is[
(c0, c1, c2, . . . ), (c
′
0, c
′
1, c
′
2, . . . )
]
=
(
[c0, c
′
0], [c1, c
′
1], [c2, c
′
2], . . .
)
∈ F(E , a).
For each k ∈ Z≥0, we have the homomorphism
(31) ρk : F(E , a)→ F
k(E , a), ρk
(
(c0, c1, c2, . . . )
)
= ck.
Since the homomorphisms (8) are surjective, ρk is surjective as well.
We define a topology on the algebra F(E , a) as follows. For every k ∈ Z≥0 and every v ∈ F
k(E , a), the
subset ρ−1k (v) ⊂ F(E , a) is, by definition, open in F(E , a). Such subsets form a base of the topology on
F(E , a).
The meaning of the topology on F(E , a) is clarified by the following lemma.
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Lemma 1. Let L be a Lie algebra. Consider a homomorphism ψ : F(E , a) → L. The subset
kerψ ⊂ F(E , a) is open in F(E , a) iff the homomorphism ψ : F(E , a)→ L is of the form
(32) F(E , a)
ρk−→ Fk(E , a)→ L
for some k ∈ Z≥0 and some homomorphism F
k(E , a)→ L.
Proof. Suppose that kerψ is open in F(E , a). Since the subsets
(33) ρ−1k (v) ⊂ F(E , a), k ∈ Z≥0, v ∈ F
k(E , a),
form a base of the topology on F(E , a), for any element w ∈ kerψ there are k ∈ Z≥0 and v ∈ F
k(E , a)
such that
(34) w ∈ ρ−1k (v) ⊂ kerψ.
Let w = 0 be the zero element in kerψ. Then from (34) we see that v = ρk(w) = ρk(0) is the zero
element in Fk(E , a), and
(35) ker ρk ⊂ kerψ.
Relation (35) implies that the homomorphism ψ : F(E , a) → L is of the form (32) for some homomor-
phism Fk(E , a)→ L.
Conversely, if ψ : F(E , a) → L is of the form (32), then kerψ = ρ−1k (Z), where Z ⊂ F
k(E , a) is the
kernel of the homomorphism Fk(E , a) → L from (32). According to the definition of the topology on
F(E , a), the relation kerψ = ρ−1k (Z) implies that kerψ is open in F(E , a). 
According to Lemma 1, the introduced topology on F(E , a) allows us to remember which homomor-
phisms ψ : F(E , a)→ L are of the form (32).
Definition 1. A Lie subalgebra H ⊂ F(E , a) is called tame if there are k ∈ Z≥0 and a subalgebra
h ⊂ Fk(E , a) such that H = ρ−1k (h). Since ρk : F(E , a)→ F
k(E , a) is surjective, the codimension of H in
F(E , a) is equal to the codimension of h in Fk(E , a).
Remark 12. It is easy to prove that a subalgebra H ⊂ F(E , a) is tame iff H is open and closed in
F(E , a) with respect to the topology on F(E , a).
The following theorem is proved in Section 7, using some results of [12].
Theorem 1 (Section 7). Let E1 and E2 be (1 + 1)-dimensional scalar evolution equations. For each
i = 1, 2, the symbol E i denotes also the infinite prolongation of the corresponding equation.
Suppose that E1 and E2 are connected by a Ba¨cklund transformation. Then for each i = 1, 2 there are
a point ai ∈ E
i and a tame subalgebra Hi ⊂ F(E
i, ai) such that
• Hi is of finite codimension in F(E
i, ai),
• H1 is isomorphic to H2, and this isomorphism is a homeomorphism with respect to the topology
induced by the embedding Hi ⊂ F(E
i, ai).
Theorem 1 provides a powerful necessary condition for two given evolution equations to be connected
by a Ba¨cklund transformation (BT). For example, Theorem 2 below is obtained in Section 8 by means
of Theorem 1.
For any constants e1, e2, e3 ∈ C, consider the Krichever-Novikov equation [20, 37]
(36) KN(e1, e2, e3) =
{
ut = uxxx −
3
2
u2xx
ux
+
(u− e1)(u− e2)(u− e3)
ux
, u = u(x, t)
}
and the algebraic curve
(37) C(e1, e2, e3) =
{
(z, y) ∈ C2
∣∣∣ y2 = (z − e1)(z − e2)(z − e3)
}
.
If e1 6= e2 6= e3 6= e1 then the curve (37) is elliptic.
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Theorem 2 (Section 8). Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C such that e1 6= e2 6= e3 6= e1, e
′
1 6= e
′
2 6= e
′
3 6= e
′
1.
If the curve C(e1, e2, e3) is not birationally equivalent to the curve C(e
′
1, e
′
2, e
′
3), then the equation
KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any Ba¨cklund transformation (BT ).
Also, if e1 6= e2 6= e3 6= e1, then KN(e1, e2, e3) is not connected with the KdV equation by any BT.
BTs of Miura type (differential substitutions) for (36) were studied in [24, 37]. According to [24, 37],
the equation KN(e1, e2, e3) is connected with the KdV equation by a BT of Miura type iff ei = ej for
some i 6= j.
Theorems 1, 2 consider the most general class of BTs, which is much larger than the class of BTs of
Miura type studied in [24, 37].
If e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1, the curves C(e1, e2, e3) and C(e
′
1, e
′
2, e
′
3) are elliptic.
To clarify the first statement of Theorem 2, we need to recall the well-known classification of elliptic
curves (37) up to birational equivalence.
Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C such that e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1.
The set {e1, e2, e3} is affine-equivalent to the set {e
′
1, e
′
2, e
′
3} if there are b1, b2 ∈ C, b1 6= 0, such that
b1ei+b2 ∈ {e
′
1, e
′
2, e
′
3} for all i = 1, 2, 3. In other words, the affine map g : C→ C given by g(z) = b1z+b2
satisfies {g(e1), g(e2), g(e3)} = {e
′
1, e
′
2, e
′
3}. Here {g(e1), g(e2), g(e3)} and {e
′
1, e
′
2, e
′
3} are unordered sets.
Consider the elliptic curves C(e1, e2, e3) and C(e
′
1, e
′
2, e
′
3) given by (37). If {e1, e2, e3} is affine-equivalent
to {e′1, e
′
2, e
′
3} then the curve C(e1, e2, e3) is isomorphic to the curve C(e
′
1, e
′
2, e
′
3). Indeed, if {e1, e2, e3}
is affine-equivalent to {e′1, e
′
2, e
′
3}, then the equation y
2 = (z − e1)(z − e2)(z − e3) can be transformed to
the equation y2 = (z − e′1)(z − e
′
2)(z − e
′
3) by a change of variables of the form
z 7→ c1z + c2, y 7→ c3y, c1, c2, c3 ∈ C, c1c3 6= 0.
Clearly, the set {e1, e2, e3} is affine-equivalent to {0, e2 − e1, e3 − e1}, and the set {0, e2 − e1, e3 − e1}
is affine-equivalent to
{
0, 1,
e3 − e1
e2 − e1
}
. Hence the curve C(e1, e2, e3) is isomorphic to the curve
C
(
0, 1,
e3 − e1
e2 − e1
)
. Therefore, in order to classify elliptic curves (37) up to birational equivalence, it
is sufficient to consider the curves C(0, 1, v), where v ∈ C, v /∈ {0, 1}.
The next proposition is well known (see, e.g., [10]).
Proposition 1 ([10]). Recall that, for any e1, e2, e3 ∈ C, the algebraic curve C(e1, e2, e3) is given by (37).
Let v1, v2 ∈ C such that vi /∈ {0, 1} for i = 1, 2.
The curves C(0, 1, v1) and C(0, 1, v2) are birationally equivalent iff one has
(38)
(
(v1)
2 − v1 + 1
)3
(v1)2(v1 − 1)2
=
(
(v2)
2 − v2 + 1
)3
(v2)2(v2 − 1)2
.
The numbers v1, v2 satisfy (38) iff the set {0, 1, v1} is affine-equivalent to the set {0, 1, v2}.
Using the above results on elliptic curves, we can reformulate the first statement of Theorem 2 as
follows.
Theorem 3. Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C such that e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1. Consider
the Krichever-Novikov equations KN(e1, e2, e3), KN(e
′
1, e
′
2, e
′
3) given by (36).
If the numbers
(39) v1 =
e3 − e1
e2 − e1
, v2 =
e′3 − e
′
1
e′2 − e
′
1
satisfy
(40)
(
(v1)
2 − v1 + 1
)3
(v1)2(v1 − 1)2
6=
(
(v2)
2 − v2 + 1
)3
(v2)2(v2 − 1)2
,
then the equation KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any BT.
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Proof. As has been shown above, the curve C(e1, e2, e3) is isomorphic to the curve C
(
0, 1,
e3 − e1
e2 − e1
)
.
Similarly, the curve C(e′1, e
′
2, e
′
3) is isomorphic to the curve C
(
0, 1,
e′3 − e
′
1
e′2 − e
′
1
)
.
By Proposition 1, if the numbers (39) satisfy (40), then C
(
0, 1,
e3 − e1
e2 − e1
)
is not birationally equivalent
to C
(
0, 1,
e′3 − e
′
1
e′2 − e
′
1
)
and, therefore, C(e1, e2, e3) is not birationally equivalent to C(e
′
1, e
′
2, e
′
3).
By the first statement of Theorem 2, if C(e1, e2, e3) is not birationally equivalent to C(e
′
1, e
′
2, e
′
3) then
KN(e1, e2, e3) is not connected with KN(e
′
1, e
′
2, e
′
3) by any BT. 
1.3. Abbreviations, conventions, and notation. The following abbreviations, conventions, and no-
tation are used in this preprint.
ZCR = zero-curvature representation, WE = Wahlquist-Estabrook, BT = Ba¨cklund transformation.
The symbols Z>0 and Z≥0 denote the sets of positive and nonnegative integers respectively.
K is either C or R. All vector spaces and algebras are supposed to be over the field K. We denote
by glN the algebra of N ×N matrices with entries from K and by GLN the group of invertible N ×N
matrices.
By the standard Lie group – Lie algebra correspondence, for every Lie subalgebra g ⊂ glN there is
a unique connected immersed Lie subgroup G ⊂ GLN whose Lie algebra is g. We call G the connected
matrix Lie group corresponding to the matrix Lie algebra g ⊂ glN .
We use the notation (2) for partial derivatives of a K-valued function u(x, t). Our convention about
functions of the variables x, t, uk is described in Remark 2. We use also the assumptions described in
Remark 8.
2. A geometric approach to PDEs and Ba¨cklund transformations
In this section we recall a geometric approach to PDEs and Ba¨cklund transformations by means of
infinite jet spaces, in the analytic case. In the smooth case, a similar approach is presented in [3].
2.1. Infinite-dimensional manifolds. Recall that K is either C or R. By definition, the space K∞
with coordinates zi, i ∈ Z>0, is the space of infinite sequences
(41) (z1, z2, z3, . . . , zk, zk+1, . . . ), zi ∈ K.
For each l ∈ Z>0, one has the map
ρl : K
∞ → Kl, ρl(z1, z2, z3, . . . , zk, zk+1, . . . ) = (z1, z2, . . . , zl).
The topology on K∞ is defined as follows.
We have the standard topology on Kl. For any l ∈ Z>0 and any open subset V ⊂ K
l, the subset
ρ−1l (V ) ⊂ K
∞ is, by definition, open in K∞. Such subsets form a base of the topology on K∞. In other
words, we consider the smallest topology on K∞ such that the maps ρl, l ∈ Z>0, are continuous.
By definition, a continuous K-valued function g on an open subset U ⊂ K∞ is analytic if for each
point a ∈ U there is a neighborhood Ua ⊂ U , a ∈ Ua, such that g
∣∣
Ua
depends analytically on a finite
number of the coordinates zi, i ∈ Z>0. Here g
∣∣
Ua
is the restriction of g to Ua.
Let U, U˜ ⊂ K∞ be open subsets. A continuous map τ : U → U˜ is said to be analytic if, for any
open subset V ⊂ U˜ and any analytic function f : V → K, the function τ ∗(f) : τ−1(V )→ K is analytic.
(Essentially, this means that in coordinates the map τ is given by analytic functions.) Here τ ∗(f) is
defined by the standard formula
(42) τ ∗(f)(a) = f(τ(a)), a ∈ τ−1(V ).
To describe a geometric approach to PDEs and Ba¨cklund transformations, we need to consider analytic
infinite-dimensional manifolds modelled on K∞. This is the analytic analog of the class of smooth
infinite-dimensional manifolds described in [2].
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So, in the present preprint, an infinite-dimensional manifold is a Hausdorff topological space M such
that
• for each point a ∈M there is a neighborhood homeomorphic to an open subset of K∞, which is
called a coordinate chart,
• the transition maps between overlapping coordinate charts are analytic.
As usual, using coordinate charts, one introduces local coordinates on a neighborhood of each point
a ∈ M . By definition, a continuous K-valued function f on an open subset of M is analytic if f is
analytic in local coordinates. An analytic function on a connected coordinate chart may depend only
on a finite number of the coordinates.
One can also define germs of analytic functions in the standard way. For a ∈M , we denote by FM(a)
the algebra of germs of analytic functions at a.
A tangent vector at a point a ∈M is a K-linear map v : FM(a)→ K satisfying
(43) v(g1g2) = v(g1) · g2(a) + g1(a) · v(g2)
for all g1, g2 ∈ FM(a). The tangent space TaM is the vector space of all tangent vectors at a.
Using analytic functions, one can introduce the notion of vector fields on open subsets of M in the
standard way. (In the language of sheaves, the sheaf of vector fields on M is the sheaf of derivations of
the sheaf of analytic functions on M .)
In particular, a vector field X on M determines a derivation X : FM(a) → FM(a) of the algebra
FM(a) for each a ∈M . This derivation determines the tangent vector X
∣∣
a
∈ TaM which is the following
map
X
∣∣
a
: FM(a)→ K, X
∣∣
a
(f) = X(f)(a) ∀ f ∈ FM(a).
On an open coordinate chart U ⊂M with coordinates zi, i ∈ Z>0, a vector field X can be written as
the sum X =
∑∞
i=1 fi
∂
∂zi
, where fi = X(zi) are analytic functions. Then X
∣∣
a
=
∑∞
i=1 fi(a)
∂
∂zi
.
Also, the notion of submanifolds of M can be defined in the standard way.
Let n ∈ Z≥0. To define an n-dimensional distribution D on M , we need to choose an n-dimensional
subspace Da ⊂ TaM for each point a ∈M such that Da depends analytically on a in the following sense.
For any a ∈ M , there are an open subset Ua ⊂ M and vector fields X1, . . . , Xn on Ua such that a ∈ Ua
and for each point b ∈ Ua the tangent vectors X1
∣∣
b
, . . . , Xn
∣∣
b
∈ TbM determined by X1, . . . , Xn span the
space Db. (That is, the vectors X1
∣∣
b
, . . . , Xn
∣∣
b
form a basis for the space Db ⊂ TbM .) Then D is the
collection of the subspaces Da ⊂ TaM for all a ∈M .
Remark 13. If M is finite-dimensional, then the above properties mean that D is an n-dimensional
subbundle of the tangent bundle of M .
Let S ⊂ M be a submanifold. Then for each a ∈ S we have TaS ⊂ TaM , where TaS is the tangent
space of S at a ∈ S. A vector v ∈ TaM is tangent to S if v ∈ TaS ⊂ TaM . This means the following.
For a ∈ S, we denote by IS(a) ⊂ FM(a) the subspace of germs of analytic functions that vanish on S.
So a germ g ∈ FM(a) belongs to IS(a) iff the restriction of g to S is zero. A vector v ∈ TaM is tangent
to S iff v(g) = 0 for all g ∈ IS(a). Here we use the fact that v is a map v : FM(a)→ K satisfying (43),
according to the definition of TaM .
Consider again a distribution D determined by subspaces Da ⊂ TaM , a ∈M . A submanifold S ⊂M
is an integral submanifold of the distribution D if TaS ⊂ Da for each a ∈ S.
A vector field X belongs to D if X
∣∣
a
∈ Da for all a ∈ M . The distribution D is said to be involutive
if, for any vector fields X , Y belonging to D, the commutator [X, Y ] belongs to D as well. Note that,
if M is infinite-dimensional, the Frobenius theorem on integral submanifolds of involutive distributions
is not applicable.
Let M1, M2 be (possibly infinite-dimensional) manifolds. A continuous map τ : M1 → M2 is said
to be analytic if, for any open subset V ⊂ M2 and any analytic function f : V → K, the function
τ ∗(f) : τ−1(V )→ K is analytic. Here τ ∗(f) is defined by (42).
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Let τ : M1 →M2 be an analytic map. Let a ∈M1. According to our notation, FM1(a) is the algebra
of germs of analytic functions at a ∈ M1, and FM2(τ(a)) is the algebra of germs of analytic functions
at τ(a) ∈M2. One has the pull-back homomorphism τ ∗ : FM2(τ(a))→ FM1(a).
The differential of τ at a is the K-linear map τ∗
∣∣
a
: TaM
1 → Tτ(a)M
2 defined as follows. A tangent
vector v ∈ TaM
1 is a K-linear map v : FM1(a) → K satisfying (43) for all g1, g2 ∈ FM1(a). We define
the K-linear map
τ∗
∣∣
a
(v) : FM2(τ(a))→ K, τ∗
∣∣
a
(v)(g) = v(τ ∗(g)), g ∈ FM2(τ(a)).
Then τ∗
∣∣
a
(v)(h1h2) = τ∗
∣∣
a
(v)(h1) · h2(τ(a)) + h1(τ(a)) · τ∗
∣∣
a
(v)(h2) for all h1, h2 ∈ FM2(τ(a)), which
means that τ∗
∣∣
a
(v) ∈ Tτ(a)M
2.
As has been said in Remark 9, in this preprint all manifolds and maps of manifolds are supposed to
be analytic.
Definition 2. Let M1, M2 be (possibly infinite-dimensional) manifolds. Let q ∈ Z≥0. A map
ϕ : M2 →M1 is called a bundle with q-dimensional fibers if
• the map ϕ is surjective,
• for any point a ∈M2 there are a neighborhood U ⊂M2 and a manifold W of dimension q such
that ϕ(U) is open in M1 and one has the commutative diagram
U
ξ
//
ϕ
!!
❈❈
❈❈
❈❈
❈❈
❈ ϕ(U)×W
yyrr
rr
rr
rr
rr
ϕ(U)
where ξ is an analytic diffeomorphism.
For b ∈M1 the subset ϕ−1(b) ⊂M2 is called the fiber of ϕ over b.
Remark 14. The introduced notion is different from the standard concept of locally trivial bundle,
because in our case fibers over different points are not necessarily isomorphic to each other.
If M1, M2 are finite-dimensional manifolds then a bundle M2 → M1 is the same as a surjective
submersion.
2.2. Jet spaces and PDEs. Fix m,n ∈ Z>0. Let J
∞ be the space of infinite jets of m-component
vector functions
(
u1(x1, . . . , xn), . . . , u
m(x1, . . . , xn)
)
. Equivalently, one can say that J∞ is the space of
infinite jets of local sections of the bundle
(44) π : Kn+m → Kn, (x1, . . . , xn, u
1, . . . , um) 7→ (x1, . . . , xn).
For an element µ ∈ Zn≥0, we denote by µi ∈ Z≥0, i = 1, . . . , n, the i-th component of µ. That is,
µ = (µ1, . . . , µn). Also, we set |µ| = µ1 + · · ·+ µn.
We use the following notation for partial derivatives of functions uj = uj(x1, . . . , xn), j = 1, . . . , m,
(45) ujµ =
∂|µ|uj
∂xµ11 . . . ∂x
µn
n
, µ = (µ1, . . . , µn) ∈ Z
n
≥0, u
j
0,...,0 = u
j, j = 1, . . . , m.
Then J∞ can be identified with the space K∞ with the coordinates
(46) x1, . . . , xn, u
j
µ, µ ∈ Z
n
≥0, j = 1, . . . , m.
This allows us to say that J∞ is an infinite-dimensional manifold with coordinates (46). In this
approach, ujµ is regarded as a K-valued variable, which belongs to the set of coordinates (46) of the
manifold J∞.
The topology on J∞ can be described as follows. For each k ∈ Z≥0, consider the space J
k with the
coordinates
x1, . . . , xn, u
j
µ˜, µ˜ ∈ Z
n
≥0, |µ˜| ≤ k, j = 1, . . . , m.
One has the natural projection pk : J
∞ → Jk that “forgets” the coordinates ujµ with |µ| > k. Since J
k is
finite-dimensional, we have the standard topology on Jk. For any k ∈ Z≥0 and any open subset V ⊂ J
k,
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the subset p−1k (V ) ⊂ J
∞ is open in K∞. Such subsets form a base of the topology on J∞. An analytic
function on a connected open subset of J∞ depends on a finite number of the coordinates (46).
For every µ ∈ Zn≥0 and i ∈ {1, . . . , n}, we denote by µ+ 1i the element of Z
n
≥0 whose i-th component
is equal to µi + 1 and l-th component is equal to µl for any l 6= i. That is,
µ+ 1i = (µ1, . . . , µi−1, µi + 1, µi+1, . . . , µn)
For example, µ+ 1n = (µ1, . . . , µn−1, µn + 1).
The total derivative operators
(47) Dxi =
∂
∂xi
+
∑
j=1,...,m,
µ∈Zn
≥0
ujµ+1i
∂
∂ujµ
, i = 1, . . . , n,
can be regarded as vector fields on the manifold J∞.
It is easily seen that, for each point a ∈ J∞, the corresponding tangent vectors
(48) Dxi
∣∣
a
∈ TaJ
∞, i = 1, . . . , n,
are linearly independent. Here TaJ
∞ is the tangent space of the manifold J∞ at a ∈ J∞.
Let Ca ⊂ TaJ
∞ be the n-dimensional subspace spanned by the vectors (48). It is called the Cartan
subspace at a ∈ J∞. The Cartan distribution C on J∞ is the n-dimensional distribution which consists
of the Cartan subspaces Ca, a ∈ J
∞. So the Cartan distribution C is spanned by the vector fields (47).
Geometric coordinate-independent definitions of J∞ and the Cartan distribution can be found in [3].
Consider a PDE for functions ui = ui(x1, . . . , xn), i = 1, . . . , m,
(49) Fα(xi, u
j
µ) = 0, α = 1, . . . , q,
where ujµ is given by (45), and q ∈ Z>0. Here Fα(xi, u
j
µ) depends on a finite number of the variables (46)
and can be viewed as a function on an open subset of J∞.
Remark 15. We assume that Fα(xi, u
j
µ) is an analytic function on an open subset of J
∞. For example,
Fα(xi, u
j
µ) may be a meromorphic function, because a meromorphic function is analytic on some open
subset of J∞.
Since Fα = Fα(xi, u
j
µ) is a function on an open subset of J
∞, we can consider the functions
Dk1x1 . . .D
kn
xn
(Fα) for k1, . . . , kn ∈ Z≥0. The equations D
k1
x1
. . . Dknxn(Fα) = 0 are differential consequences
of (49). To understand the meaning of these equations, it is instructive to look at the differential
consequences (21), (22), (23) of the KdV equation.
Let E ⊂ J∞ be the subset of the points a ∈ J∞ that obey the equations
(50) Fα(a) = 0, D
k1
x1
. . .Dknxn(Fα)(a) = 0, k1, . . . , kn ∈ Z≥0, α = 1, . . . , q.
If the PDE (49) satisfies some non-degeneracy conditions, then the set E is a nonsingular submanifold
of J∞ and the Cartan distribution C is tangent to E , which gives an n-dimensional distribution on E .
Then E is called nonsingular. The restriction of the distribution C to E is denoted by the same symbol C
and is called the Cartan distribution on E .
These non-degeneracy conditions are satisfied on an open dense subset of J∞ for practically all PDEs
in applications. (If there are some singular points in E , one can exclude these points from consideration
and study only the nonsingular part of E , which is usually open and dense in E .) In particular, as is
shown in Example 5, for any (1 + 1)-dimensional evolution PDE the set E is nonsingular.
Remark 16. If Fα(xi, u
j
µ) depends polynomially on xi, u
j
µ, then equations (50) are algebraic, and E is
an algebraic variety in J∞. The case of the KdV equation discussed in Example 2 is of this kind.
In general, we assume that E is an analytic submanifold of an open subset of J∞.
In what follows, we always assume that E is nonsingular in the above-mentioned sense. According
to Remark 17, solutions of the PDE correspond to n-dimensional integral submanifolds of the Cartan
distribution.
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We often identify a PDE with the corresponding manifold E . So we can speak about a PDE E . Thus,
in this geometric approach, a PDE is regarded as a manifold E with an n-dimensional distribution (the
Cartan distribution C) such that solutions of the PDE correspond to n-dimensional integral submanifolds,
where n is the number of independent variables in the PDE.
Thus we can say that the pair (E , C) is a PDE. To simplify notation, we sometimes say that E is a
PDE, not mentioning the distribution C explicitly.
Remark 17. Let
(51) Uˆ(x1, . . . , xn) =
(
u1(x1, . . . , xn), . . . , u
m(x1, . . . , xn)
)
be an m-component vector function defined on an open subset V ⊂ Kn. Consider the corresponding
map
(52) Uˆ∞ : V → J∞, (x1, . . . , xn) 7→
(
x1, . . . , xn, u
j
µ =
∂|µ|uj
∂xµ11 . . . ∂x
µn
n
)
∈ J∞.
In other words, Uˆ∞(x1, . . . , xn) is the infinite jet of the vector function (51) at the point (x1, . . . , xn) ∈ V .
It easy to check that the vector fields (47) are tangent to the n-dimensional submanifold Uˆ∞(V ) ⊂ J∞,
where Uˆ∞(V ) is the image of the map (52). Indeed, for each i = 1, . . . , n, the differential of Uˆ∞ maps
the vector field
∂
∂xi
to the vector field Dxi restricted to Uˆ
∞(V ).
Hence Uˆ∞(V ) is an integral submanifold of the Cartan distribution on J∞. It is known that any
n-dimensional integral submanifold of the Cartan distribution is locally of this type.
We have Uˆ∞(V ) ⊂ E iff (51) is a solution of the PDE (49). Therefore, solutions of the PDE (49)
correspond to n-dimensional integral submanifolds S ⊂ E of the Cartan distribution on E .
Example 5. Consider the case n = 2. Then we have two independent variables, which are denoted by
x, t. We use the following notation for partial derivatives of functions uj(x, t), j = 1, . . . , m,
(53) ujµ1,µ2 =
∂µ1+µ2uj
∂xµ1∂tµ2
, µ1, µ2 ∈ Z≥0, u
j
0,0 = u
j, j = 1, . . . , m.
In this notation, the total derivative operators are written as
(54) Dx =
∂
∂x
+
∑
j=1,...,m,
µ1,µ2∈Z≥0
ujµ1+1,µ2
∂
∂ujµ1,µ2
, Dt =
∂
∂t
+
∑
j=1,...,m,
µ1,µ2∈Z≥0
ujµ1,µ2+1
∂
∂ujµ1,µ2
.
In this case, J∞ is the infinite-dimensional manifold with the coordinates x, t, ujµ1,µ2 . The Cartan
distribution on J∞ is 2-dimensional and is spanned by the vector fields Dx, Dt given by (54).
Consider an m-component evolution PDE
(55) ui0,1 = F
i(x, t, uj0,0, u
j
1,0, . . . , u
j
d,0), i, j = 1, . . . , m,
where, according to (53), one has ui0,1 =
∂ui
∂t
and ujk,0 =
∂kuj
∂xk
for k ∈ Z≥0. The number d ∈ Z>0 in (55)
is such that the functions F i may depend only on x, t, ujk,0 for k ≤ d.
The PDE (55) is said to be (1 + 1)-dimensional, because in (55) we have one “space variable” x and
one “time variable” t.
The infinite prolongation E ⊂ J∞ of (55) is determined by the equations
(56) Dn1x D
n2
t
(
ui0,1 − F
i(x, t, uj0,0, u
j
1,0, . . . , u
j
d,0)
)
= 0, i = 1, . . . , m, n1, n2 ∈ Z≥0.
Using equations (56), for all k1 ≥ 0, k2 ≥ 1, and j = 1, . . . , m we can uniquely express u
j
k1,k2
in terms of
(57) x, t, uik,0, i = 1, . . . , m, k ∈ Z≥0.
Therefore, (57) can be regarded as coordinates on the submanifold E ⊂ J∞.
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It is easily seen that the vector fields Dx, Dt are tangent to the submanifold E ⊂ J
∞. According
to (56), the restriction of the function Dt(u
i
k,0) = u
i
k,1 to E is equal to D
k
x
(
F i(x, t, uj0,0, . . . , u
j
d,0)
)
. This
implies that the restrictions Dx
∣∣
E
, Dt
∣∣
E
of Dx, Dt to E are written as
(58) Dx
∣∣
E
=
∂
∂x
+
∑
i=1,...,m,
k≥0
uik+1,0
∂
∂uik,0
, Dt
∣∣
E
=
∂
∂t
+
∑
i=1,...,m,
k≥0
Dkx
(
F i(x, t, uj0,0, . . . , u
j
d,0)
) ∂
∂uik,0
.
Here we use the fact that (57) are regarded as coordinates on E . So we see that for any (1+1)-dimensional
evolution PDE (55) the set E is nonsingular.
Now consider the scalar case m = 1. We set u = u1, uk = u
1
k,0, F = F
1. Then (57) becomes
(59) x, t, uk, k ∈ Z≥0,
and the PDE (55) can be written as (1). Furthermore, formulas (58) become (5). (To simplify notation,
in formulas (5) we have written Dx, Dt instead of Dx
∣∣
E
, Dt
∣∣
E
.)
Therefore, we see that the infinite prolongation E of the scalar evolution equation (1) is an infinite-
dimensional manifold with the coordinates (59), and the Cartan distribution on E is spanned by the
vector fields (5).
2.3. Coverings and Ba¨cklund transformations of PDEs. Following A. M. Vinogradov and
I. S. Krasilshchik [38, 18], we are going to give a geometric definition of Ba¨cklund transformations,
using the notion of coverings of PDEs.
Before defining coverings of PDEs, we need to recall the classical notion of coverings in topology,
which we call topological coverings, in the case of finite-dimensional manifolds.
Let M1, M2 be finite-dimensional manifolds. Suppose that M1 is connected. Then a map
ϕ : M2 → M1 is a topological covering iff ϕ is a locally trivial bundle with discrete (0-dimensional)
fibers. In general, when M1 is not necessarily connected, a map ϕ : M2 → M1 is a topological covering
iff ϕ is a locally trivial bundle with discrete fibers over each connected component of M1.
Coverings of PDEs are defined in Definition 3. They are sometimes called differential coverings, in
order to distinguish them from topological ones. Relations between differential coverings and topological
coverings are discussed in Remark 19.
Definition 3. Let (E1, C1) and (E2, C2) be PDEs, where E i is a (possibly infinite-dimensional) manifold
and Ci is the Cartan distribution on E i for each i = 1, 2. So for each ai ∈ E
i we have the Cartan subspace
Ciai ⊂ TaiE
i, and the distribution Ci is determined by these subspaces.
A map τ : E2 → E1 is a (differential) covering if τ is a bundle with q-dimensional fibers for some
q ∈ Z≥0 such that for any a ∈ E
2 the restriction of τ∗
∣∣
a
to the subspace C2a ⊂ TaE
2 is an isomorphism
onto the subspace C1τ(a) ⊂ Tτ(a)E
1. (So one has τ∗
∣∣
a
(C2a) = C
1
τ(a) and C
2
a ∩ ker τ∗
∣∣
a
= 0.) In particular,
dim C2a = dim C
1
τ(a), so the dimension of the distribution C
2 is equal to the dimension of the distribution
C1.
Note that even local classification of differential coverings is highly nontrivial due to different possible
configurations of the distributions.
Remark 18. Definition 3 implies the following. If (E1, C1), (E2, C2) are PDEs and τ : E2 → E1 is a
(differenial) covering, then τ maps integral submanifolds of the distribution C2 to integral submanifolds
of the distribution C1. Therefore, τ maps solutions of the PDE (E2, C2) to solutions of the PDE (E1, C1).
Let n be the dimension of the distribution C1, which is equal to the dimension of the distribution
C2. That is, n = dim Cia for each i = 1, 2 and all a ∈ E
i. Solutions of the PDE (E i, Ci) correspond to
n-dimensional integral submanifolds of the Cartan distribution Ci.
Since the Cartan distribution is involutive, for each n-dimensional integral submanifold S ⊂ E1
of the distribution C1, the preimage τ−1(S) is foliated by n-dimensional integral submanifolds of the
distribution C2.
Therefore, locally, for each solution s of the PDE (E1, C1), the preimage τ−1(s) is a family of solutions
of the PDE (E2, C2) depending on q parameters, where q is the dimension of fibers of τ .
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Remark 19. Let us show that usual topological coverings of finite-dimensional manifolds are a special
case of differential coverings.
Let E1, E2 be finite-dimensional manifolds and ψ : E2 → E1 be an analytic map which is a topological
covering. (As has been said in Remark 9, in this preprint all manifolds and maps of manifolds are
supposed to be analytic.) Then ψ becomes a differential covering if, for each i = 1, 2, we consider the
distribution Ci equal to the whole tangent bundle of E i so that Cia = TaE
i for all a ∈ E i.
It is shown in [38, 18] that the classical notion of Ba¨cklund transformations can be formulated geo-
metrically as follows.
Definition 4. Let (E1, C1) and (E2, C2) be PDEs. A Ba¨cklund transformation (BT) between (E1, C1)
and (E2, C2) is given by another PDE (E3, C3) and a pair of coverings
(60) τ1 : E
3 → E1, τ2 : E
3 → E2.
In other words, (E1, C1) and (E2, C2) are connected by a BT if there are a PDE (E3, C3) and differential
coverings (60). Here Ci is the Cartan distribution on the manifold E i for each i = 1, 2, 3.
To simplify notation, we sometimes say that E i is a PDE, not mentioning the distribution Ci explicitly.
According to Remark 10, a BT (60) helps to obtain solutions of the PDE E2 from solutions of the
PDE E1, and vice versa.
Remark 20. According to Definitions 3, 4, we consider BTs which consist of coverings with finite-
dimensional fibers. To our knowledge, all known examples of BTs for (1 + 1)-dimensional PDEs can be
formulated in this way.
For PDEs of other types (multidimensional PDEs), sometimes one needs to consider BTs with infinite-
dimensional fibers, which are not studied in this preprint.
3. The algebras Fp(E , a)
Recall that x, t, uk take values in K, where K is either C or R. Let K
∞ be the infinite-dimensional
space with the coordinates x, t, uk for k ∈ Z≥0. The topology on K
∞ is defined as follows.
For each l ∈ Z≥0, consider the space K
l+3 with the coordinates x, t, uk for k ≤ l. One has the natural
projection πl : K
∞ → Kl+3 that “forgets” the coordinates uk′ for k
′ > l.
Since Kl+3 is a finite-dimensional vector space, we have the standard topology on Kl+3. For any
l ∈ Z≥0 and any open subset V ⊂ K
l+3, the subset π−1l (V ) ⊂ K
∞ is, by definition, open in K∞. Such
subsets form a base of the topology on K∞. In other words, we consider the smallest topology on K∞
such that the maps πl, l ∈ Z≥0, are continuous.
The infinite prolongation E of an evolution equation (1) has been defined in Example 5. Equivalently,
the manifold E can described as follows. The function F (x, t, u0, . . . , ud) from (1) is defined on some
open subset U ⊂ Kd+3. The infinite prolongation E of equation (1) can be identified with the set
π−1d (U) ⊂ K
∞.
So E = π−1d (U) is an open subset of the space K
∞ with the coordinates x, t, uk for k ∈ Z≥0. The
topology on E is induced by the embedding E ⊂ K∞.
Example 6. Using the notation (2), for any constants e1, e2, e3 ∈ K we can rewrite the Krichever-
Novikov equation (36) as follows
ut = F (x, t, u0, u1, u2, u3),(61)
F (x, t, u0, u1, u2, u3) = u3 −
3
2
(u2)
2
u1
+
(u0 − e1)(u0 − e2)(u0 − e3)
u1
.(62)
Since the right-hand side of (61) depends on uk for k ≤ 3, we have here d = 3.
Let K6 be the space with the coordinates x, t, u0, u1, u2, u3. According to (62), the function F is
defined on the open subset U ⊂ K6 determined by the condition u1 6= 0.
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Recall that K∞ is the space with the coordinates x, t, uk for k ∈ Z≥0. We have the map π3 : K
∞ → K6
that “forgets” the coordinates uk′ for k
′ > 3. The infinite prolongation E of equation (61) is the following
open subset of K∞
E = π−13 (U) =
{
(x, t, u0, u1, u2, . . . ) ∈ K
∞
∣∣ u1 6= 0}.
Consider again an arbitrary scalar evolution equation (1). As has been said above, the infinite
prolongation E of (1) is an open subset of the space K∞ with the coordinates x, t, uk for k ∈ Z≥0.
A point a ∈ E is determined by the values of the coordinates x, t, uk at a. Let
(63) a = (x = xa, t = ta, uk = ak) ∈ E , xa, ta, ak ∈ K, k ∈ Z≥0,
be a point of E . In other words, the constants xa, ta, ak are the coordinates of the point a ∈ E in the
coordinate system x, t, uk.
Let N ∈ Z>0. Recall that we denote by glN the algebra of N ×N matrices with entries from K and
by GLN the group of invertible N ×N matrices. Let Id ∈ GLN be the identity matrix.
Let g ⊂ glN be a matrix Lie algebra. (So g is a Lie subalgebra of glN .) There is a unique connected
immersed Lie subgroup G ⊂ GLN whose Lie algebra is g. We call G the connected matrix Lie group
corresponding to the matrix Lie algebra g ⊂ glN .
For any l ∈ Z≥0, a matrix-function G = G(x, t, u0, u1, . . . , ul) with values in G is called a gauge
transformation. Equivalently, one can say that a gauge transformation is given by a G-valued function
G = G(x, t, u0, . . . , ul).
In this section, when we speak about ZCRs, we always mean that we speak about ZCRs of equation (1).
For each i = 1, 2, let
Ai = Ai(x, t, u0, u1, . . . ), Bi = Bi(x, t, u0, u1, . . . ), Dx(Bi)−Dt(Ai) + [Ai, Bi] = 0
be a g-valued ZCR. The ZCR A1, B1 is said to be gauge equivalent to the ZCR A2, B2 if there is a gauge
transformation G = G(x, t, u0, . . . , ul) such that
A1 = GA2G
−1 −Dx(G) ·G
−1, B1 = GB2G
−1 −Dt(G) ·G
−1.
Remark 21. For any l ∈ Z≥0, when we consider a function Q = Q(x, t, u0, u1, . . . , ul) defined on a
neighborhood of a ∈ E , we always assume that the function is analytic on this neighborhood. For
example, Q may be a meromorphic function defined on an open subset of E such that Q is analytic on
a neighborhood of a ∈ E .
Let s ∈ Z≥0. For a function M = M(x, t, u0, u1, u2, . . . ), the notation M
∣∣∣
uk=ak, k≥s
means that we
substitute uk = ak for all k ≥ s in the function M .
Also, sometimes we need to substitute x = xa or t = ta in such functions. For example, if
M = M(x, t, u0, u1, u2, u3), then
M
∣∣∣
x=xa, uk=ak , k≥2
= M(xa, t, u0, u1, a2, a3).
The following result is obtained in [14].
Theorem 4 ([14]). Let N ∈ Z>0 and p ∈ Z≥0. Let g ⊂ glN be a matrix Lie algebra and G ⊂ GLN be
the connected matrix Lie group corresponding to g ⊂ glN .
Let
(64) A = A(x, t, u0, . . . , up), B = B(x, t, u0, . . . , up+d−1), Dx(B)−Dt(A) + [A,B] = 0
be a ZCR of order ≤ p such that the functions A, B are analytic on a neighborhood of a ∈ E and take
values in g.
Then on a neighborhood of a ∈ E there is a unique gauge transformation G = G(x, t, u0, . . . , ul) such
that G(a) = Id and the functions
(65) A˜ = GAG−1 −Dx(G) ·G
−1, B˜ = GBG−1 −Dt(G) ·G
−1
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satisfy
∂A˜
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(66)
A˜
∣∣∣
uk=ak , k≥0
= 0,(67)
B˜
∣∣∣
x=xa, uk=ak , k≥0
= 0.(68)
Furthermore, one has the following.
• The function G depends only on x, t, u0, . . . , up−1. (In particular, if p = 0 then G depends only
on x, t.)
• The function G is analytic on a neighborhood of a ∈ E .
• The functions (65) take values in g and satisfy
A˜ = A˜(x, t, u0, u1, . . . , up), B˜ = B˜(x, t, u0, u1, . . . , up+d−1),(69)
Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0.(70)
(So the functions (65) form a g-valued ZCR of order ≤ p.)
Note that, according to our definition of gauge transformations, the function G takes values in G. The
property G(a) = Id means that G(xa, ta, a0, . . . , ap−1) = Id.
Fix a point a ∈ E given by (63), which is determined by constants xa, ta, ak.
A ZCR
(71) A = A(x, t, u0, u1, . . . ), B = B(x, t, u0, u1, . . . ), Dx(B)−Dt(A) + [A,B] = 0
is said to be a-normal if A, B satisfy the following equations
∂A
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(72)
A
∣∣∣
uk=ak, k≥0
= 0,(73)
B
∣∣∣
x=xa, uk=ak , k≥0
= 0.(74)
Remark 22. For example, the ZCR A˜, B˜ described in Theorem 4 is a-normal, because A˜, B˜ obey (66),
(67), (68). Theorem 4 implies that any ZCR on a neighborhood of a ∈ E is gauge equivalent to an
a-normal ZCR. Therefore, following [14], we can say that properties (72), (73), (74) determine a normal
form for ZCRs with respect to the action of the group of gauge transformations on a neighborhood of
a ∈ E .
Remark 23. The functions A, B, G considered in Theorem 4 are analytic on a neighborhood of a ∈ E .
Therefore, the g-valued functions A˜, B˜ given by (65) are analytic as well.
Since A˜, B˜ are analytic and are of the form (69), these functions are represented as absolutely
convergent power series
A˜ =
∑
l1,l2,i0,...,ip≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up − ap)
ip · A˜l1,l2i0...ip,(75)
B˜ =
∑
l1,l2,j0,...,jp+d−1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−1 − ap+d−1)
jp+d−1 · B˜l1,l2j0...jp+d−1,(76)
A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
∈ g.
For each k ∈ Z>0, we set
(77) Vk =
{
(i0, . . . , ik) ∈ Z
k+1
≥0
∣∣∣ ∃ r ∈ {1, . . . , k} such that ir = 1, iq = 0 ∀ q > r
}
.
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In other words, for k ∈ Z>0 and i0, . . . , ik ∈ Z≥0, one has (i0, . . . , ik) ∈ Vk iff there is r ∈ {1, . . . , k} such
that (i0, . . . , ir−1, ir, ir+1, . . . , ik) = (i0, . . . , ir−1, 1, 0, . . . , 0). Set also V0 = ∅. So the set V0 is empty.
Using formulas (75), (76), we see that properties (66), (67), (68) are equivalent to
(78) A˜l1,l20...0 = B˜
0,l2
0...0 = 0, A˜
l1,l2
i0...ip
= 0, (i0, . . . , ip) ∈ Vp, l1, l2 ∈ Z≥0.
Remark 24. The main idea of the definition of the Lie algebra Fp(E , a) can be informally outlined as
follows. According to Theorem 4 and Remark 23, any ZCR (64) of order ≤ p is gauge equivalent to a
ZCR given by functions A˜, B˜ that are of the form (75), (76) and satisfy (70), (78).
To define Fp(E , a), we regard A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
from (75), (76) as abstract symbols. By definition, the
algebra Fp(E , a) is generated by the symbols A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
for l1, l2, i0, . . . , ip, j0, . . . , jp+d−1 ∈ Z≥0.
Relations for these generators are provided by equations (70), (78). The details of this construction are
presented below.
Consider formal power series
A =
∑
l1,l2,i0,...,ip≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up − ap)
ip · Al1,l2i0...ip,(79)
B =
∑
l1,l2,j0,...,jp+d−1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−1 − ap+d−1)
jp+d−1 · Bl1,l2j0...jp+d−1,(80)
where
(81) Al1,l2i0...ip , B
l1,l2
j0...jp+d−1
, l1, l2, i0, . . . , ip, j0, . . . , jp+d−1 ∈ Z≥0,
are generators of a Lie algebra, which is described below.
We impose the equation
(82) Dx(B)−Dt(A) + [A,B] = 0,
which is equivalent to some Lie algebraic relations for the generators (81). Also, we impose the following
condition
(83) Al1,l20...0 = B
0,l2
0...0 = 0, A
l1,l2
i0...ip
= 0, (i0, . . . , ip) ∈ Vp, l1, l2 ∈ Z≥0.
The Lie algebra Fp(E , a) is defined in terms of generators and relations as follows. The algebra Fp(E , a)
is given by the generators (81), relations (83), and the relations arising from (82).
Note that condition (83) is equivalent to the following equations
∂A
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(84)
A
∣∣∣
uk=ak, k≥0
= 0,(85)
B
∣∣∣
x=xa, uk=ak , k≥0
= 0.(86)
Remark 25. According to [14], the algebra Fp(E , a) is responsible for ZCRs of order ≤ p in the following
sense. For any finite-dimensional matrix Lie algebra g, it is shown in [14] that g-valued ZCRs of
order ≤ p on a neighborhood of a ∈ E are classified (up to local gauge equivalence) by homomorphisms
µ : Fp(E , a)→ g.
Suppose that p ≥ 1. As has been said above, the algebra Fp(E , a) is given by the generators Al1,l2i0...ip,
B
l1,l2
j0...jp+d−1
and the relations arising from (82), (83). Similarly, the algebra Fp−1(E , a) is given by the
generators Aˆl1,l2i0...ip−1 , Bˆ
l1,l2
j0...jp+d−2
and the relations arising from
Dx
(
Bˆ
)
−Dt
(
Aˆ
)
+
[
Aˆ, Bˆ
]
= 0,
Aˆ
l1,l2
0...0 = Bˆ
0,l2
0...0 = 0, Aˆ
l1,l2
i0...ip−1
= 0, (i0, . . . , ip−1) ∈ Vp−1, l1, l2 ∈ Z≥0,
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where
Aˆ =
∑
l1,l2,i0,...,ip−1
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 · Aˆl1,l2i0...ip−1 ,
Bˆ =
∑
l1,l2,j0,...,jp+d−2
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−2 − ap+d−2)
jp+d−2 · Bˆl1,l2j0...jp+d−2.
This implies that the map
(87) Al1,l2i0...ip−1ip 7→ δ0,ip · Aˆ
l1,l2
i0...ip−1
, Bl1,l2j0...jp+d−2jp+d−1 7→ δ0,jp+d−1 · Bˆ
l1,l2
j0...jp+d−2
determines a surjective homomorphism Fp(E , a)→ Fp−1(E , a). Here δ0,ip and δ0,jp+d−1 are the Kronecker
deltas. We denote this homomorphism by ϕp : F
p(E , a)→ Fp−1(E , a).
According to Remark 25, the algebra Fp(E , a) is responsible for ZCRs of order ≤ p, and the
algebra Fp−1(E , a) is responsible for ZCRs of order ≤ p − 1. The constructed homomorphism
ϕp : F
p(E , a) → Fp−1(E , a) reflects the fact that any ZCR of order ≤ p − 1 is at the same time of
order ≤ p. Thus we obtain the following sequence of surjective homomorphisms of Lie algebras
(88) . . .
ϕp+1
−−−→ Fp(E , a)
ϕp
−→ Fp−1(E , a)
ϕp−1
−−−→ . . .
ϕ2
−→ F1(E , a)
ϕ1
−→ F0(E , a).
4. Relations between F0(E , a) and the Wahlquist-Estabrook prolongation algebra
Consider a scalar evolution equation of the form
ut = F (u0, u1, . . . , ud), u = u(x, t), uk =
∂ku
∂xk
, u0 = u.(89)
Note that the function F in (89) does not depend on x, t.
Let E be the infinite prolongation of equation (89). Recall that x, t, uk are regarded as coordinates
on the manifold E . A point a ∈ E is determined by the values of x, t, uk at a. Let
(90) a = (x = xa, t = ta, uk = ak) ∈ E , xa, ta, ak ∈ K, k ∈ Z≥0,
be a point of E . The constants xa, ta, ak are the coordinates of the point a ∈ E in the coordinate system
x, t, uk.
The Wahlquist-Estabrook prolongation algebra of equation (89) at the point (90) can be defined in
terms of generators and relations as follows. Consider formal power series
A =
∑
i≥0
(u0 − a0)
i · Ai, B =
∑
j0,...,jd−1≥0
(u0 − a0)
j0 . . . (ud−1 − ad−1)
jd−1 · Bj0...jd−1 ,(91)
where
(92) Ai, Bj0...jd−1, i, j0, . . . , jd−1 ∈ Z≥0,
are generators of a Lie algebra, which is described below. The equation
(93) Dx(B)−Dt(A) + [A,B] = 0
is equivalent to some Lie algebraic relations for (92). The Wahlquist-Estabrook prolongation algebra
(WE algebra for short) is given by the generators (92) and the relations arising from (93). A more
detailed definition of the WE algebra is presented in [16]. We denote this Lie algebra by Wa.
The right-hand side F = F (u0, u1, . . . , ud) of (89) appears in equation (93), because F appears in the
formula Dt =
∂
∂t
+
∑
k≥0D
k
x(F )
∂
∂uk
for the total derivative operator Dt.
According to Theorem 5, which is proved in [14], the algebra F0(E , a) for equation (89) is isomorphic
to some subalgebra of Wa.
Theorem 5 ([14]). Let R ⊂Wa be the subalgebra generated by the elements
(94) (adA0)
k(Ai), k ∈ Z≥0, i ∈ Z>0.
Then the map (adA0)
k(Ai) 7→ k! · A
k,0
i , k ∈ Z≥0, determines an isomorphism between R and F
0(E , a).
(Note that for k = 0 we have (adA0)
0(Ai) = Ai, hence Ai ∈ R for all i ∈ Z>0.)
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Definition 5. Let L be a Lie algebra. A formal ZCR of Wahlquist-Estabrook type with coefficients in
L is given by formal power series
M =
∑
i≥0
(u0 − a0)
i ·Mi, N =
∑
j0,...,jd−1≥0
(u0 − a0)
j0 . . . (ud−1 − ad−1)
jd−1 ·Nj0...jd−1,(95)
Mi, Nj0...jd−1 ∈ L,
satisfying
(96) Dx(N)−Dt(M) + [M,N ] = 0.
Example 7. Formulas (91) and equation (93) determine a formal ZCR of Wahlquist-Estabrook type
with coefficients in Wa.
The next lemma follows from the definition of the WE algebra Wa.
Lemma 2. Any formal ZCR of Wahlquist-Estabrook type (95), (96) with coefficients in L determines a
homomorphism Wa → L given by Ai 7→Mi, Bj0...jd−1 7→ Nj0...jd−1.
The following scalar evolution equation was studied by A. P. Fordy [9] in connection with the He´non-
Heiles system
(97) ut = u5 + (4α− 6β)u1u2 + (8α− 2β)u0u3 − 20αβu
2
0u1.
Here u = u(x, t) is a K-valued function, and α, β are arbitrary constants. (In [9] these constants are
denoted by a, b, but we use the symbol a for a different purpose.)
We are going to present some results on the structure of the WE algebra and the algebra F0(E , a) for
equation (97).
Remark 26. If α = β = 0 then (97) is the linear equation ut = u5. Since we intend to study nonlinear
PDEs, in what follows we suppose that at least one of the constants α, β is nonzero.
The following facts were noticed in [9].
• If α+ β = 0 then (97) is equivalent to the Sawada-Kotera equation. (That is, if α + β = 0 then
(97) can be transformed to the Sawada-Kotera equation by scaling of the variables. As has been
said above in Remark 26, we assume that at least one of the constants α, β is nonzero.)
• If 6α+ β = 0 then (97) is equivalent to the 5th-order flow in the KdV hierarchy.
• If 16α+ β = 0 then (97) is equivalent to the Kaup-Kupershmidt equation.
So in the cases α+β = 0, 6α+β = 0, 16α+β = 0 equation (97) is equivalent to a well-known integrable
equation. In this preprint we consider the case
(98) α + β 6= 0, 6α + β 6= 0, 16α + β 6= 0.
Let L be a Lie algebra. According to Definition 5, a formal ZCR of Wahlquist-Estabrook type with
coefficients in L for equation (97) is given by formal power series
M =
∑
i≥0
(u0 − a0)
i ·Mi,(99)
N =
∑
j0,j1,j2,j3,j4≥0
(u0 − a0)
j0(u1 − a1)
j1(u2 − a2)
j2(u3 − a3)
j3(u4 − a4)
j4 ·Nj0,j1,j2,j3,j4,(100)
Mi, Nj0,j1,j2,j3,j4 ∈ L,
satisfying (96), where
(101) Dt =
∂
∂t
+
∑
k≥0
Dkx
(
u5 + (4α− 6β)u1u2 + (8α− 2β)u0u3 − 20αβu
2
0u1
) ∂
∂uk
.
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Lemma 3. Suppose that α, β obey (98). Then power series (99), (100) satisfy (96) with (101) iff M ,
N are of the form
(102) M = A1u0 + A0,
(103)
N = A1u4 − [M,A1]u3 + (8α− 2β)A1u0u2 + [M, [M,A1]]u2 − 2(α+ β)A1u
2
1 −
1
2
[A1, [A0, A1]]u
2
1+
+
(
(2β−8α)[A0, A1]− [M, [A1, [A0, A1]]]
)
u0u1− [M, [A0, [A0, A1]]]u1−
(20
3
αβA1+
2β
3
[A1, [A0, A1]]
)
u30+
+
(1
2
[A1, [A0, [A0, [A0, A1]]]]− β[A0, [A0, A1]]
)
u20 + [A0, [A0, [A0, [A0, A1]]]]u0 + Y,
where A0, A1, Y ∈ L obey
[A1, [A1, [A0, A1]]] = 0, 4α[A0, A1] + [A0, [A1, [A0, A1]]] = 0,(104)
[A1, [A1, [A0, [A0, [A0, A1]]]]] = 0,(105)
[A1, [A0, [A0, [A0, [A0, A1]]]]]− β[A0, [A0, [A0, A1]]] +
1
2
[A0, [A1, [A0, [A0, [A0, A1]]]]] = 0,(106)
[A1, Y ] + [A0, [A0, [A0, [A0, [A0, A1]]]]] = 0,(107)
[A0, Y ] = 0.(108)
Proof. Substituting (99), (100), (101) in equation (96), we get
4∑
k=0
uk+1
∂N
∂uk
−
(
u5 + (4α− 6β)u1u2 + (8α− 2β)u0u3 − 20αβu
2
0u1
)∂M
∂u0
+ [M,N ] = 0,(109)
M =M(u0), N = N(u0, u1, u2, u3, u4).
Analyzing equation (109), it is easy to obtain the equation
∂3M
∂u30
= 0, which implies that M is of the
form
(110) M = A2u
2
0 + A1u0 + A0, A0, A1, A2 ∈ L.
Further analysis of (109) gives
(111) − 2(6α + β)A2 = 0.
Combining (111) with (98), we get A2 = 0. Then (110) becomes (102). Using formula (102), one can
deduce (103)–(108) from (109) by a straightforward computation. 
Theorem 6. Suppose that α, β obey (98). Let K be the Lie algebra given by generators A0, A1, Y and
relations (104), (105), (106), (107), (108). The WE algebra Wa for equation (97) is isomorphic to K.
Identifying Wa with K, we can assume A0, A1, Y ∈Wa.
To describe the structure of the Lie algebra Wa ∼= K, we need to consider separately two cases: the
case α 6= 0 and the case α = 0.
• Suppose that α 6= 0. Then Wa is isomorphic to the direct sum of the 3-dimensional simple Lie
algebra sl2(K) and the 3-dimensional abelian Lie algebra K
3. That is, Wa ∼= sl2(K)⊕K
3.
The subalgebra sl2(K) ⊂Wa is spanned by the elements
(112) E1 = [A0, A1], E2 = [A0, [A0, A1]], E3 = [A1, [A0, A1]].
The subalgebra K3 ⊂Wa is spanned by the elements Y , Z0, Z1, where Z0, Z1 are given by
Z0 = −4αA0 + [A0, [A0, A1]],(113)
Z1 = 4αA1 + [A1, [A0, A1]].(114)
• Suppose that α = 0. Then the Lie algebra Wa is nilpotent, and dimWa ≤ 6.
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Proof. By Lemma 3, formulas (102), (103) determine a formal ZCR of Wahlquist-Estabrook type with
coefficients in K. By Lemma 2, this gives a homomorphism Wa → K.
Lemma 3 implies that, for any Lie algebra L, any formal ZCR of Wahlquist-Estabrook type with
coefficients in L gives a homomorphism K→ L. Applying this to the formal ZCR of Wahlquist-Estabrook
type with coefficients in Wa described in Example 7, we get a homomorphism K→Wa.
It is easily seen that the constructed homomorphisms Wa → K and K→Wa are inverse to each other.
Hence we can identify Wa with K and assume A0, A1, Y ∈Wa.
To prove the other statements of the theorem, we need to deduce some consequences from relations
(104), (105), (106), (107), (108).
Using (104) and the Jacobi identity, we obtain
[A1, [A0, [A0, A1]]] = [A0, [A1, [A0, A1]]] = −4α[A0, A1],(115)
[A1, [A0, [A0, [A0, A1]]]] = [[A1, A0], [A0, [A0, A1]]]− 4α[A0, [A0, A1]],(116)
(117) [A1, [A0, [A0, [A0, [A0, A1]]]]] =
= 2[A0, [[A1, A0], [A0, [A0, A1]]]]− 4α[A0, [A0, [A0, A1]]] =
4
5
(α + β)[A0, [A0, [A0, A1]]].
Using the Jacobi identity and the obtained relations, one gets
(118) [A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]] =
= [[A1, A0], [A0, [A0, [A0, [A0, A1]]]]] + [A0, [A1, [A0, [A0, [A0, [A0, A1]]]]]] =
= [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]−[A0, [[A0, A1], [A0, [A0, [A0, A1]]]]]+[A0, [A1, [A0, [A0, [A0, [A0, A1]]]]]] =
= [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]−[A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]+[A0, [A1, [A0, [A0, [A0, [A0, A1]]]]]] =
= [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]− 3[A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]− 4α[A0, [A0, [A0, [A0, A1]]]] =
= [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]] +
6
5
(6α+ β)[A0, [A0, [A0, [A0, A1]]]]− 4α[A0, [A0, [A0, [A0, A1]]]] =
= [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]] + (
16
5
α +
6
5
β)[A0, [A0, [A0, [A0, A1]]]].
Relations (104) imply
(119) [A1, Z1] = 0, [A0, Z1] = 0,
where Z1 is given by (114).
Let H ⊂Wa be the subalgebra generated by A0, A1. Then (119) yields
(120) [Z1, C] =
[
4αA1 + [A1, [A0, A1]], C
]
= 0 ∀C ∈ H.
From (120) we get
(121) [[A1, [A1, A0]], C] = 4α[A1, C], ∀C ∈ H.
Using (116) and the Jacobi identity, we can rewrite (106) as follows
(122) 0 = [A1, [A0, [A0, [A0, [A0, A1]]]]]− β[A0, [A0, [A0, A1]]] +
1
2
[A0, [A1, [A0, [A0, [A0, A1]]]]] =
= [[A1, A0], [A0, [A0, [A0, A1]]]] +
3
2
[A0, [A1, [A0, [A0, [A0, A1]]]]]− β[A0, [A0, [A0, A1]]] =
= [A0, [[A1, A0], [A0, [A0, A1]]]] +
3
2
[A0, [[A1, A0], [A0, [A0, A1]]]]− (6α+ β)[A0, [A0, [A0, A1]]] =
=
[
A0,
5
2
[[A1, A0], [A0, [A0, A1]]]− (6α+ β)[A0, [A0, A1]]
]
.
Using (121) and (115), we get
(123)
[
A1,
5
2
[[A1, A0], [A0, [A0, A1]]]− (6α+ β)[A0, [A0, A1]]
]
=
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=
5
2
[[A1, [A1, A0]], [A0, [A0, A1]]] +
5
2
[[A1, A0], [A1, [A0, [A0, A1]]]]− (6α + β)[A1, [A0, [A0, A1]]] =
= 10α[A1, [A0, [A0, A1]]] + (24α
2 + 4αβ)[A0, A1] = (4αβ − 16α
2)[A0, A1].
Set
(124) Z˜ =
5
2
[[A1, A0], [A0, [A0, A1]]]− (6α + β)[A0, [A0, A1]] + (4αβ − 16α
2)A0.
Relations (122), (123) imply
(125) [A0, Z˜] = 0, [A1, Z˜] = 0.
Since the algebra H is generated by A0, A1, relations (125) yield
(126) [C, Z˜] =
[
C,
5
2
[[A1, A0], [A0, [A0, A1]]]−(6α+β)[A0, [A0, A1]]+(4αβ−16α
2)A0
]
= 0 ∀C ∈ H.
From (126) we get
(127)
[
C, [[A1, A0], [A0, [A0, A1]]]
]
=
[
C,
2
5
(6α+ β)[A0, [A0, A1]] +
2
5
(16α2 − 4αβ)A0
]
∀C ∈ H.
From (108), (107) one has
(128) [Y,A0] = 0, [Y,A1] = [A0, [A0, [A0, [A0, [A0, A1]]]]].
Using (128) and the Jacobi identity, we obtain
(129) [Y, Z1] = [Y, 4αA1 + [A1, [A0, A1]]] =
= 4α[A0, [A0, [A0, [A0, [A0, A1]]]]] + [[A0, [A0, [A0, [A0, [A0, A1]]]]], [A0, A1]]]+
+ [A1, [A0, [A0, [A0, [A0, [A0, [A0, A1]]]]]]]] =
= 4α[A0, [A0, [A0, [A0, [A0, A1]]]]]− [[A0, A1], [A0, [A0, [A0, [A0, [A0, A1]]]]]]+
+ [[A1, A0], [A0, [A0, [A0, [A0, [A0, A1]]]]]] + [A0, [A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]]]] =
= 4α[A0, [A0, [A0, [A0, [A0, A1]]]]]− 2[[A0, A1], [A0, [A0, [A0, [A0, [A0, A1]]]]]]+
+ [A0, [A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]]]] =
= 4α[A0, [A0, [A0, [A0, [A0, A1]]]]]− 2[A0, [[A0, A1], [A0, [A0, [A0, [A0, A1]]]]]]+
+ 2[A0, [A0, [A0, A1]], [A0, [A0, [A0, A1]]]] + [A0, [A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]]] =
= 4α[A0, [A0, [A0, [A0, [A0, A1]]]]] + 2[A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]+
− 2[A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]] + 2[A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]+
+ [A0, [A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]]].
Substituting (118) in the last term of (129), one gets
(130) [Y, Z1] = 4α[A0, [A0, [A0, [A0, [A0, A1]]]]] + 2[A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]+
− 2[A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]] + 2[A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]+
+ [A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]− 3[A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]]
− 4α[A0, [A0, [A0, [A0, [A0, A1]]]]] =
= 5[A0, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]− 5[A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]] =
= 5[[A0, [A0, A1]], [A0, [A0, [A0, [A0, A1]]]]]− 5[A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]].
Using (120), (128), we obtain
(131) [A1, [Y, Z1]] = [[A1, Y ], Z1] + [Y, [A1, Z1]] = −[[A0, [A0, [A0, [A0, [A0, A1]]]]], Z1] + [Y, [A1, Z1]] = 0.
Since [A1, [Y, Z1]] = 0, applying adA1 to (130), we get
(132) [A1, [[A0, [A0, A1]], [A0, [A0, [A0, [A0, A1]]]]]]− [A1, [A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]]] = 0.
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Let us simplify the left-hand side of (132). Using (127), (115), (117), (118), and the Jacobi identity, we
obtain
(133) [A1, [[A0, [A0, A1]], [A0, [A0, [A0, [A0, A1]]]]]] =
= −4α[[A0, A1], [A0, [A0, [A0, [A0, A1]]]]] + [[A0, [A0, A1]], [A1, [A0, [A0, [A0, [A0, A1]]]]]] =
= −4α[[A0, A1], [A0, [A0, [A0, [A0, A1]]]]] +
4
5
(α + β)[[A0, [A0, A1]], [A0, [A0, [A0, A1]]]],
(134) [A1, [A0, [A0, [A0, [[A0, A1], [A0, [A0, A1]]]]]]] = −
2
5
(6α+ β)[A1, [A0, [A0, [A0, [A0, [A0, A1]]]]]] =
= −
2
5
(6α+ β)
(
[[A0, [A0, A1]], [A0, [A0, [A0, A1]]]] + (
16
5
α +
6
5
β)[A0, [A0, [A0, [A0, A1]]]]
)
.
Substituting (133), (134) in (132), one gets the relation
(135) − 4α[[A0, A1], [A0, [A0, [A0, [A0, A1]]]]] + (
16
5
α +
6
5
β)[[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]+
+
4
25
(6α + β)(8α+ 3β)[A0, [A0, [A0, [A0, A1]]]] = 0.
Applying adA1 to (135), we obtain
(136)
− 4α[A1, [[A0, A1], [A0, [A0, [A0, [A0, A1]]]]]] + (
16
5
α +
6
5
β)[A1, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]]+
+
4
25
(6α+ β)(8α+ 3β)[A1, [A0, [A0, [A0, [A0, A1]]]]] = 0.
Let us simplify the left-hand side of (136). Using (121), (127), (115), (116), and the Jacobi identity, we
get
(137) [A1, [[A0, A1], [A0, [A0, [A0, [A0, A1]]]]]] = −4α[A1, [A0, [A0, [A0, [A0, A1]]]]]+
+ [[A0, A1], [A1, [A0, [A0, [A0, [A0, A1]]]]]] =
= −
16
5
α(α + β)[A0, [A0, [A0, A1]]] +
4
5
(α + β)[[A0, A1], [A0, [A0, [A0, A1]]]] =
= −
16
5
α(α + β)[A0, [A0, [A0, A1]]] +
4
5
(α + β)[A0, [[A0, A1], [A0, [A0, A1]]]] =
= −
16
5
α(α+ β)[A0, [A0, [A0, A1]]]−
8
25
(α + β)(6α+ β)[A0, [A0, [A0, A1]]].
(138) [A1, [[A0, [A0, A1]], [A0, [A0, [A0, A1]]]]] = −4α[[A0, A1], [A0, [A0, [A0, A1]]]]+
+ [[A0, [A0, A1]], [A1, [A0, [A0, [A0, A1]]]]] =
= −4α[A0, [[A0, A1], [A0, [A0, A1]]]] + [[A0, [A0, A1]], [[A1, A0], [A0, [A0, A1]]]− 4α[A0, [A0, A1]]] =
= −4α[A0, [[A0, A1], [A0, [A0, A1]]]]−
2
5
(16α2 − 4αβ)[A0, [A0, [A0, A1]]] =
=
8
5
α(6α+ β)[A0, [A0, [A0, A1]]]−
2
5
(16α2 − 4αβ)[A0, [A0, [A0, A1]]].
Substituting (137), (138), (117) in (136), one obtains
(139)
48
125
(α + β)(6α+ β)(16α+ β)[A0, [A0, [A0, A1]]] = 0.
From (98) and (139) it follows that
(140) [A0, [A0, [A0, A1]]] = 0.
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From (128), (140) one gets
(141) [Y,A0] = 0, [Y,A1] = 0.
Since the algebra Wa ∼= K is generated by A0, A1, Y , relations (141) yield
(142) [Y, C] = 0 ∀C ∈Wa.
Relations (104), (140) imply
(143) [A1, Z0] = 0, [A0, Z0] = 0,
where Z0 is given by (113). From (142) we obtain
(144) [Y, Z0] = 0, [Y, Z1] = 0,
where Z1 is given by (114). Since the algebra Wa ∼= K is generated by A0, A1, Y , relations (119), (142),
(143), (144) yield
(145) [Y, C] = 0, [Z0, C] = 0, [Z1, C] = 0 ∀C ∈Wa.
Therefore,
(146) Y , Z0, Z1 belong to the center of the Lie algebra Wa.
Lemma 4. Let g ⊂Wa be the vector subspace spanned by the elements E1, E2, E3 given by (112). Then
g is a Lie subalgebra of Wa.
Proof. Using relations (104), (115), (140) and the Jacobi identity, one gets
(147) [E2, E1] = [[A0, [A0, A1]], [A0, A1]] = [A0, [[A0, [A0, A1]], A1]] =
= −[A0, [A1, [A0, [A0, A1]]]] = 4α[A0, [A0, A1]] = 4αE2,
(148) [E3, E1] = [[A1, [A0, A1]], [A0, A1]] = [A1, [A0, [A1, [A0, A1]]] = −4α[A1, [A0, A1]] = −4αE3,
(149) [E3, E2] = [[A1, [A0, A1]], [A0, [A0, A1]]] = [A0, [[A1, [A0, A1]], [A0, A1]]] =
= [A0, [A1, [A0, [[A1, [A0, A1]]]]]] = −4α[A0, [A1, [A0, A1]]] = 16α
2E1.

Now we continue the proof of Theorem 6. Relations (104), (115), (140), (142) imply that the algebra
Wa is equal to the linear span of the elements
(150) A0, A1, Y, [A0, A1], [A0, [A0, A1]], [A1, [A0, A1]].
Therefore, for any α ∈ K, we have dimWa ≤ 6. Now we are going to consider separately the case α 6= 0
and the case α = 0.
The case α 6= 0.
Consider the space K with coordinate w. Let L be the 3-dimensional Lie algebra spanned by the
following vector fields
∂
∂w
, w
∂
∂w
, w2
∂
∂w
on K. It is well known that L is isomorphic to sl2(K).
Consider the following elements of L
(151) A˜0 = −2αw
2 ∂
∂w
, A˜1 = −
∂
∂w
, Y˜ = 0.
Recall that the Lie algebra Wa ∼= K is given by the generators A0, A1, Y ∈Wa and relations (104), (105),
(106), (107), (108). The vector fields A˜0, A˜1, Y˜ ∈ L satisfy (104), (105), (106), (107), (108). Therefore,
we can consider the homomorphism
ϕ : Wa → L,(152)
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ϕ(A0) = A˜0 = −2αw
2 ∂
∂w
, ϕ(A1) = A˜1 = −
∂
∂w
, ϕ(Y ) = Y˜ = 0.(153)
Let Q0, Q1, Q2 be a basis of the abelian Lie algebra K
3. So [Qi, Qj ] = 0 for all i, j = 0, 1, 2. Set
(154) Aˆ0 = Q0, Aˆ1 = Q1, Yˆ = Q2.
The elements Aˆ0, Aˆ1, Yˆ ∈ K
3 satisfy (104), (105), (106), (107), (108), because [Aˆ0, Aˆ1] = 0, [Aˆ0, Yˆ ] = 0,
[Aˆ1, Yˆ ] = 0. Therefore, we have the homomorphism
ψ : Wa → K
3,(155)
ψ(A0) = Aˆ0 = Q0, ψ(A1) = Aˆ1 = Q1, ψ(Y ) = Yˆ = Q2.(156)
Consider also the homomorphism
(157) ρ : Wa → L⊕K
3, ρ(C) = ϕ(C) + ψ(C), C ∈Wa.
Using (153), (156), (157), we get
ρ([A0, A1]) = −4αw
∂
∂w
, ρ([A0, [A0, A1]]) = −8α
2w2
∂
∂w
, ρ([A1, [A0, A1]]) = 4α
∂
∂w
,(158)
ρ(Y ) = Q2, ρ(Z0) = 4αQ0, ρ(Z1) = 4αQ1,(159)
where Z0, Z1 are given by (113), (114).
As we assume α 6= 0, formulas (158), (159) imply that the homomorphism (157) is surjective. Since
dim
(
L⊕K3
)
= 6 and dimWa ≤ 6, we see that the homomorphism (157) is an isomorphism. Then, as
L ∼= sl2(K), we obtain
(160) Wa ∼= L⊕K
3 ∼= sl2(K)⊕K
3.
Property (146), Lemma 4, and formulas (158), (159) imply that the subalgebra
sl2(K) ⊂Wa ∼= sl2(K)⊕K
3
is spanned by the elements (112), and the subalgebra
K
3 ⊂Wa ∼= sl2(K)⊕K
3
is spanned by the elements Y , Z0, Z1.
The case α = 0.
For any vector subspace V ⊂Wa, we can consider the vector subspace [Wa, V ] ⊂Wa spanned by the
elements of the form [A,B], where A ∈Wa and B ∈ V .
As has been shown above, the algebra Wa is equal to the linear span of the elements (150). Combining
this fact with relations (104), (115), (140), (142), (147), (148), (149) and the assumption α = 0, we get
the following.
• The subalgebra W1a = [Wa,Wa] ⊂Wa is equal to the linear span of the elements
[A0, A1], [A0, [A0, A1]], [A1, [A0, A1]].
• The subalgebra W2a = [Wa,W
1
a] ⊂Wa is equal to the linear span of the elements
[A0, [A0, A1]], [A1, [A0, A1]].
• One has [Wa,W
2
a] = 0, hence Wa is nilpotent.

Theorem 7. Let E be the infinite prolongation of equation (97). Let a ∈ E . Then one has the following.
• If α, β satisfy (98) and α 6= 0, then the algebra F0(E , a) is isomorphic to the direct sum of the
3-dimensional simple Lie algebra sl2(K) and an abelian Lie algebra of dimension ≤ 3.
• If α = 0 and β 6= 0, the Lie algebra F0(E , a) is nilpotent and is of dimension ≤ 6.
Proof. Let Wa be the WE algebra of equation (97). According to Theorem 5, the algebra F
0(E , a) is
isomorphic to the subalgebra R ⊂ Wa defined in Theorem 5. Applying Theorem 5 to the description
of Wa presented in Theorem 6, we get the statements of Theorem 7. 
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5. The structure of Fp(E , a) for some equations of orders 3 and 5
Recall thatK is either C or R. Consider the infinite-dimensional Lie algebra sl2(K[λ]) ∼= sl2(K)⊗KK[λ],
where K[λ] is the algebra of polynomials in λ. Recall that we use the notation (2).
The following result is proved in [14].
Theorem 8 ([14]). Let E be the infinite prolongation of the KdV equation ut = u3 + u0u1. Let a ∈ E .
For each p ∈ Z>0, consider the surjective homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) from (88).
For each k ∈ Z>0, let ψk : F
k(E , a)→ F0(E , a) be the composition of the homomorphisms
F
k(E , a)→ Fk−1(E , a)→ · · · → F1(E , a)→ F0(E , a)
from (88). Then one has the following.
• The algebra F0(E , a) is isomorphic to the direct sum of sl2(K[λ]) and a 3-dimensional abelian Lie
algebra.
• For each p ∈ Z>0, the kernel of ϕp is contained in the center of the Lie algebra F
p(E , a), that is,
[v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
• The kernel of ψk is nilpotent.
Remark 27. In the proof of this theorem in [14], we use the fact that the explicit structure of the WE
algebra for the KdV equation is known [6, 7] and contains sl2(K[λ]).
Let L, L1, L2 be Lie algebras. One says that L1 is obtained from L by central extension if there is an
ideal I ⊂ L1 such that I is contained in the center of L1 and L1/I ∼= L. Note that I may be of arbitrary
dimension.
We say that L2 is obtained from L by applying several times the operation of central extension if there
is a finite collection of Lie algebras g0, g1, . . . , gk such that g0 ∼= L, gk ∼= L2 and gi is obtained from gi−1
by central extension for each i = 1, . . . , k.
Remark 28. For the KdV equation, Theorem 8 implies that F0(E , a) is obtained from sl2(K[λ]) by
central extension, and Fp(E , a) is obtained from Fp−1(E , a) by central extension for each p ∈ Z>0.
Therefore, for each k ∈ Z≥0, the algebra F
k(E , a) for the KdV equation is obtained from sl2(K[λ]) by
applying several times the operation of central extension.
Lemma 5. Let E be the infinite prolongation of equation (97). Let a ∈ E . Then one has the following.
(1) The kernel of the surjective homomorphism ϕ1 : F
1(E , a) → F0(E , a) from (88) is contained in
the center of the Lie algebra F1(E , a), that is,
(161) [v1, v2] = 0 ∀ v1 ∈ kerϕ1, ∀ v2 ∈ F
1(E , a).
(In particular, this implies that the Lie algebra F1(E , a) is obtained from F0(E , a) by central
extension.)
(2) If α, β satisfy (98) and α 6= 0, then the algebra F0(E , a) is isomorphic to the direct sum of the
3-dimensional simple Lie algebra sl2(K) and an abelian Lie algebra of dimension ≤ 3.
(3) If α = 0 and β 6= 0, the Lie algebra F0(E , a) is nilpotent and is of dimension ≤ 6.
Proof. Equation (97) belongs to the following class of equations
(162) ut = u5 + f(x, t, u0, u1, u2, u3).
For equations of the form (162), it is shown in [14] that the kernel of the homomorphism
ϕp : F
p(E , a)→ Fp−1(E , a)
from (88) is contained in the center of the Lie algebra Fp(E , a) for all p ≥ 2, that is,
(163) [v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
For equation (97), the arguments used in the proof of (163) in [14] work also in the case p = 1, so we
get (161). The statements about F0(E , a) have been proved in Theorem 7. 
ON LIE ALGEBRAS RESPONSIBLE FOR ZERO-CURVATURE REPRESENTATIONS 30
Using Lemma 5, in [14] we prove the following result.
Theorem 9 ([14]). Let E be the infinite prolongation of equation (97). Let a ∈ E . Then one has the
following.
• For any p ∈ Z≥0, the kernel of the surjective homomorphism F
p(E , a) → F0(E , a) from (8) is
nilpotent. The algebra Fp(E , a) is obtained from the algebra F0(E , a) by applying several times
the operation of central extension.
• If (98) holds and α 6= 0, then F0(E , a) is isomorphic to the direct sum of sl2(K) and an abelian
Lie algebra of dimension ≤ 3, and for each p ∈ Z≥0 there is a surjective homomorphism
F
p(E , a)→ sl2(K) with nilpotent kernel.
• If α = 0 and β 6= 0, the Lie algebra Fp(E , a) is nilpotent for all p ∈ Z≥0.
In the rest of this section we assumeK = C. To study Fp(E , a) for the Krichever-Novikov equation (36),
we need some auxiliary constructions.
Let C[v1, v2, v3] be the algebra of polynomials in the variables v1, v2, v3. Let e1, e2, e3 ∈ C such that
e1 6= e2 6= e3 6= e1. Consider the ideal Ie1,e2,e3 ⊂ C[v1, v2, v3] generated by the polynomials
(164) v2i − v
2
j + ei − ej , i, j = 1, 2, 3.
Set
(165) Ee1,e2,e3 = C[v1, v2, v3]/Ie1,e2,e3.
In other words, Ee1,e2,e3 is the commutative associative algebra of polynomial functions on the algebraic
curve in C3 defined by the polynomials (164). (This curve is given by the equations v2i −v
2
j +ei−ej = 0,
i, j = 1, 2, 3, in the space C3 with coordinates v1, v2, v3.)
Since we assume e1 6= e2 6= e3 6= e1, this curve is nonsingular, irreducible and is of genus 1, so this is an
elliptic curve. It is known that the Landau-Lifshitz equation and the Krichever-Novikov equation possess
so3(C)-valued ZCRs parametrized by points of this curve [36, 8, 26, 31]. (For the Krichever-Novikov
equation, the paper [26] presents a ZCR with values in the Lie algebra sl2(C) ∼= so3(C).)
We have the natural surjective homomorphism ρ : C[v1, v2, v3] → C[v1, v2, v3]/Ie1,e2,e3 = Ee1,e2,e3. Set
vˆi = ρ(vi) ∈ Ee1,e2,e3 for i = 1, 2, 3.
Consider also a basis α1, α2, α3 of the Lie algebra so3(C) such that
(166) [α1, α2] = α3, [α2, α3] = α1, [α3, α1] = α2.
We endow the space so3(C)⊗C Ee1,e2,e3 with the following Lie algebra structure
[α⊗ h1, β ⊗ h2] = [α, β]⊗ h1h2, α, β ∈ so3(C), h1, h2 ∈ Ee1,e2,e3.
Denote by Re1,e2,e3 the Lie subalgebra of so3(C)⊗C Ee1,e2,e3 generated by the elements
αi ⊗ vˆi ∈ so3(C)⊗C Ee1,e2,e3, i = 1, 2, 3.
Since Re1,e2,e3 ⊂ so3(C) ⊗C Ee1,e2,e3, we can regard elements of Re1,e2,e3 as so3(C)-valued functions on
the elliptic curve in C3 determined by the polynomials (164).
Set z = vˆ21 + e1. Since vˆ
2
1 + e1 = vˆ
2
2 + e2 = vˆ
2
3 + e3 in Ee1,e2,e3, we have
(167) z = vˆ21 + e1 = vˆ
2
2 + e2 = vˆ
2
3 + e3.
It is easily seen (and is shown in [31]) that the following elements form a basis for Re1,e2,e3
(168) αi ⊗ vˆiz
l, αi ⊗ vˆj vˆkz
l, i, j, k ∈ {1, 2, 3}, j < k, j 6= i 6= k, l ∈ Z≥0.
As the basis (168) is infinite, the Lie algebra Re1,e2,e3 is infinite-dimensional.
It is shown in [31] that the Wahlquist-Estabrook prolongation algebra of the Landau-Lifshitz equation
is isomorphic to the direct sum of Re1,e2,e3 and a 2-dimensional abelian Lie algebra. According to
Theorem 10 below, the algebra Re1,e2,e3 shows up also in the structure of F
p(E , a) for the Krichever-
Novikov equation.
Theorem 10. For any e1, e2, e3 ∈ C, consider the Krichever-Novikov equation KN(e1, e2, e3) given
by (36). Let E be the infinite prolongation of this equation. Let a ∈ E . Then one has the following.
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• The algebra F0(E , a) is zero.
• For each p ≥ 2, the kernel of the surjective homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) from (88)
is contained in the center of the Lie algebra Fp(E , a), that is,
(169) [v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
(In particular, this implies that the algebra Fp(E , a) is obtained from Fp−1(E , a) by central exten-
sion.)
• The kernel of the surjective homomorphism Fp(E , a)→ F1(E , a) from (88) is nilpotent.
• If e1 6= e2 6= e3 6= e1, then F
1(E , a) ∼= Re1,e2,e3 and for each p ≥ 2 the algebra F
p(E , a) is obtained
from Re1,e2,e3 by applying several times the operation of central extension.
Proof. In this version of the preprint we present only a sketch of the proof. A more detailed proof will
be added later in an updated version.
Using the notation (2), we can rewrite the Krichever-Novikov equation (36) in the form (61), (62).
According to the definition of Dt, for this equation we have
(170) Dt =
∂
∂t
+
∑
k≥0
Dkx
(
u3 −
3
2
(u2)
2
u1
+
(u0 − e1)(u0 − e2)(u0 − e3)
u1
) ∂
∂uk
.
According to the definition of the algebras Fp(E , a) in the case p = 0, d = 3, for the Krichever-Novikov
equation, the algebra F0(E , a) is generated by the elements
A
l1,l2
i0
, Bl1,l2j0j1j2 , l1, l2, i0, j0, j1, j2 ∈ Z≥0.
Relations (83) in the case p = 0, d = 3 say that
(171) Al1,l20 = B
0,l2
000 = 0 ∀ l1, l2.
Since equation (36) is invariant with respect to the change of variables x 7→ x − xa, t 7→ t − ta, we
can assume xa = ta = 0 in (63). In view of (170), (171), and xa = ta = 0, in the case p = 0, d = 3 the
power series (79), (80), (82) are written as
A =
∑
l1,l2≥0, i0>0
xl1tl2(u0 − a0)
i0 · Al1,l2i0 ,(172)
B =
∑
l1,l2,j0,j1,j2≥0
xl1tl2(u0 − a0)
j0(u1 − a1)
j1(u2 − a2)
j2 · Bl1,l2j0j1j2, B
0,l2
000 = 0,(173)
2∑
k=0
uk+1
∂B
∂uk
−
(
u3 −
3
2
(u2)
2
u1
+
(u0 − e1)(u0 − e2)(u0 − e3)
u1
) ∂A
∂u0
+ [A,B] = 0,(174)
A
l1,l2
i0
, Bl1,l2j0j1j2 ∈ F
0(E , a).
A straightforward study of (174), (171) shows that equations (174), (171) imply Al1,l2i0 = B
l1,l2
j0j1j2
= 0
for all l1, l2, i0, j0, j1, j2. Hence F
0(E , a) = 0.
For the Krichever-Novikov equation KN(e1, e2, e3) given by (36), the algebra F
1(E , a) is responsible
for ZCRs of the form
(175) A = A(x, t, u0, u1), B = B(x, t, u0, u1, u2, u3), Dx(B)−Dt(A) + [A,B] = 0.
For this equation, the paper [17] constructed a somewhat similar Lie algebra which is responsible for
ZCRs of the form
(176) A = A(u0, u1), B = B(u0, u1, u2, u3), Dx(B)−Dt(A) + [A,B] = 0.
In the case e1 6= e2 6= e3 6= e1 it is shown in [17] that this Lie algebra is isomorphic to the direct sum
of Re1,e2,e3 and a 2-dimensional abelian Lie algebra. Similarly to this result, one can prove that in the
case e1 6= e2 6= e3 6= e1 we have F
1(E , a) ∼= Re1,e2,e3.
For p ∈ Z>0, consider the surjective homomorphism ϕp : F
p(E , a) → Fp−1(E , a) from (88). For equa-
tions of the form ut = u3 + f(x, t, u0, u1), property (169) is proved in [14] for all p ≥ 1. For the
ON LIE ALGEBRAS RESPONSIBLE FOR ZERO-CURVATURE REPRESENTATIONS 32
Krichever-Novikov equation, the arguments from [14] (with some small modifications) allow one to
prove property (169) for all p ≥ 2. In particular, this means that, for each p ≥ 2, the algebra Fp(E , a)
is obtained from the algebra Fp−1(E , a) by central extension.
So we have property (169) for all p ≥ 2. It is easily seen that this implies that the kernel of the
homomorphism Fp(E , a)→ F1(E , a) from (88) is nilpotent, because this homomorphism is equal to the
composition of the homomorphisms
F
p(E , a)
ϕp
−→ Fp−1(E , a)
ϕp−1
−−−→ . . .
ϕ2
−→ F1(E , a)
ϕ1
−→ F0(E , a)
from (88).
As has been shown above, in the case e1 6= e2 6= e3 6= e1 we have F
1(E , a) ∼= Re1,e2,e3, and for each
p ≥ 2 the algebra Fp(E , a) is obtained from the algebra Fp−1(E , a) by central extension. This implies
that, in the case e1 6= e2 6= e3 6= e1, for each p ≥ 2 the algebra F
p(E , a) is obtained from Re1,e2,e3 by
applying several times the operation of central extension. 
6. Some algebraic constructions
In this section we present some auxiliary algebraic constructions and results, which will be needed in
our study of Ba¨cklund transformations in the next sections.
6.1. Lie algebras with topology and quasi-solvable elements. As has been said in Section 1.3,
all vector spaces and algebras are supposed to be over the field K. Since K is either C or R, we have
the standard topology on K.
This allows us to speak about Lie algebras with topology. A Lie algebra L with topology is a topological
vector space L over K with a Lie bracket such that the Lie bracket is continuous with respect to the
topology on L.
Example 8. Let E be the infinite prolongation of an evolution equation. Let a ∈ E . In Section 1.2 we
have defined the Lie algebra F(E , a) and the topology on F(E , a). It is easy to check that F(E , a) is a
Lie algebra with topology in the above sense.
Let L be a Lie algebra with topology. For any ideal I ⊂ L, we denote by πI the natural surjective
homomorphism πI : L→ L/I.
An ideal I ⊂ L is called an open ideal if I is open in L with respect to the topology on L.
An element w ∈ L is said to be quasi-solvable if, for any open ideal I ⊂ L, the ideal generated by
πI(w) in L/I is solvable. (Note that the ideal generated by w in L is not necessarily solvable, and we
do not consider any topology on L/I.)
Let Q(L) ⊂ L be the subset of all quasi-solvable elements of L. It is easily seen that Q(L) is an ideal
of the Lie algebra L. We set S(L) = L/Q(L). We do not consider any topology on S(L).
Lemma 6. Consider the infinite-dimensional Lie algebra sl2(K[λ]) ∼= sl2(K)⊗KK[λ]. Let H ⊂ sl2(K[λ])
be a subalgebra of finite codimension. Then any solvable ideal of the Lie algebra H is zero.
Proof. For each c ∈ K, we have the surjective homomorphism
ηc : sl2(K[λ]) ∼= sl2(K)⊗K[λ] → sl2(K), ηc
(
y ⊗ f(λ)
)
= f(c)y, y ∈ sl2(K), f(λ) ∈ K[λ].
Let b1, b2, b3 be a basis of sl2(K). Since H is of finite codimension in sl2(K[λ]), there are nonzero
polynomials fi(λ) ∈ K[λ], i = 1, 2, 3, such that
(177) bi ⊗ fi(λ) ∈ H, i = 1, 2, 3.
Suppose that there is a nonzero solvable ideal I ⊂ H. Consider a nonzero element γ ∈ I. We have
γ = b1 ⊗ g1(λ) + b2 ⊗ g2(λ) + b3 ⊗ g3(λ)
for some g1(λ), g2(λ), g3(λ) ∈ K[λ]. As γ 6= 0, there is k ∈ {1, 2, 3} such that the polynomial gk(λ) is
nonzero.
Let c ∈ K such that fi(c) 6= 0, i = 1, 2, 3, and gk(c) 6= 0. Then
(178) ηc(H) = sl2(K), ηc(γ) 6= 0.
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Since γ belongs to a solvable ideal of H, relations (178) imply that the element ηc(γ) generates a nonzero
solvable ideal in sl2(K). This contradicts to the fact that sl2(K) is a simple Lie algebra. 
Remark 29. Taking H = sl2(K[λ]) in Lemma 6, we see that there are no nonzero solvable ideals in
sl2(K[λ]).
Lemma 7. In this lemma we assume K = C. Let e1, e2, e3 ∈ C such that e1 6= e2 6= e3 6= e1. Consider
the infinite-dimensional Lie algebra Re1,e2,e3 defined in Section 5.
Let H ⊂ Re1,e2,e3 be a subalgebra of finite codimension. Then any solvable ideal of the Lie algebra H
is zero.
Proof. In Section 5 we have described the explicit structure of Re1,e2,e3. Using this description, one can
prove Lemma 7 similarly to Lemma 6. 
Remark 30. Taking H = Re1,e2,e3 in Lemma 7, we see that there are no nonzero solvable ideals in
Re1,e2,e3.
Example 9. Let E be the infinite prolongation of the KdV equation. According to Theorem 8, one has
F
0(E , a) ∼= sl2(K[λ])⊕K
3,
where K3 is a 3-dimensional abelian Lie algebra.
We have the surjective homomorphism ρ0 : F(E , a) → F
0(E , a) defined by (31) in the case k = 0.
Consider the surjective homomorphism ψ : F(E , a)→ sl2(K[λ]) equal to the composition of
F(E , a)
ρ0
−→ F0(E , a) ∼= sl2(K[λ])⊕K
3 → sl2(K[λ]).
The definition of the topology on F(E , a), Lemma 1, Theorem 8, and Remark 29 imply that an element
w ∈ F(E , a) is quasi-solvable iff w ∈ kerψ. This yields S
(
F(E , a)
)
∼= sl2(K[λ]).
Example 10. Let e1, e2, e3 ∈ C such that e1 6= e2 6= e3 6= e1. Let E be the infinite prolongation of the
Krichever-Novikov equation KN(e1, e2, e3) given by (36). According to Theorem 10, one has F
0(E , a) = 0
and F1(E , a) ∼= Re1,e2,e3.
We have the surjective homomorphism ρ1 : F(E , a) → F
1(E , a) defined by (31) in the case k = 1.
Consider the surjective homomorphism µ : F(E , a)→ Re1,e2,e3 equal to the composition of
F(E , a)
ρ1
−→ F1(E , a) ∼= Re1,e2,e3.
The definition of the topology on F(E , a), Lemma 1, Theorem 10, and Remark 30 imply that an element
w ∈ F(E , a) is quasi-solvable iff w ∈ ker µ. This yields S
(
F(E , a)
)
∼= Re1,e2,e3.
6.2. Associative algebras related to Lie algebras. Let L be a Lie algebra. (In this subsection we
do not consider any topology on L.) Consider a linear map g : L→ L satisfying
(179) g([p1, p2]) = [g(p1), p2] = [p1, g(p2)] ∀ p1, p2 ∈ L.
Property (179) is equivalent to
(180) g ◦ ad(p1) = ad(p1) ◦ g ∀ p1 ∈ L,
where the map ad(p1) : L → L is given by the standard formula ad(p1)(p2) = [p1, p2] for all p2 ∈ L.
Relation (180) means that the map g : L→ L is an intertwining operator for the adjoint representation
of L.
Such operators are often used in the study of integrable PDEs with Lax pairs (e.g., for construction
of Poisson structures [28] and symmetry recursion operators [4]).
Instead of operators g : L → L, we need to consider linear maps h : H → L, where H ⊂ L is a Lie
subalgebra. We fix the Lie algebra L and study linear maps defined on Lie subalgebras of L of finite
codimension, as follows.
An admissible pair is a pair (h,H), where H ⊂ L is a Lie subalgebra of finite codimension and
h : H→ L is a linear map satisfying h([p1, p2]) = [h(p1), p2] = [p1, h(p2)] for any p1, p2 ∈ H.
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Let (h˜, H˜) be another admissible pair. So H˜ ⊂ L is a subalgebra of finite codimension and h˜ : H˜→ L
is a linear map satisfying h˜([p1, p2]) = [h˜(p1), p2] = [p1, h˜(p2)] for any p1, p2 ∈ H˜.
Admissible pairs (h,H) and (h˜, H˜) are called equivalent if there is a subalgebra U ⊂ H ∩ H˜ of finite
codimension such that h(w) = h˜(w) for all w ∈ U. It is easy to check that this is indeed an equivalence
relation. For each admissible pair (h,H), we denote by [(h,H)] the corresponding equivalence class. So
(h,H) and (h˜, H˜) are equivalent iff [(h,H)] = [(h˜, H˜)].
Let IT(L) be the set of such equivalence classes. So for each admissible pair (h,H) we have
[(h,H)] ∈ IT(L).
Note that, for any subalgebra H ⊂ L of finite codimension, the pair (0,H) is admissible, where
0 : H → L is the zero map. For any other subalgebra H˜ ⊂ L of finite codimension, we have
[(0,H)] = [(0, H˜)], because (0,H) and (0, H˜) are equivalent. (To show that (0,H) and (0, H˜) are equiva-
lent, one can take U = H ∩ H˜.)
As has been said in Section 1.3, all algebras are supposed to be over the field K. The set IT(L) has a
natural structure of associative algebra over K, which is defined as follows.
• For an admissible pair (h,H) and an element c ∈ K, we set c · [(h,H)] = [(ch,H)].
• For admissible pairs (h1,H1) and (h2,H2), the sum and the product of the corresponding elements
[(h1,H1)], [(h2,H2)] of IT(L) are defined as follows
[(h1,H1)] + [(h2,H2)] = [(h1 + h2, H1 ∩ H2)], [(h1,H1)] · [(h2,H2)] = [(h1 ◦ h2, Hˆ)],
Hˆ =
{
w ∈ H1 ∩ H2
∣∣ h2(w) ∈ H1}.
Here the map h1 ◦ h2 : Hˆ→ L is given by the formula (h1 ◦ h2)(w) = h1(h2(w)) for w ∈ Hˆ. Since
h2(w) ∈ H1 for all w ∈ Hˆ, the element h1(h2(w)) ∈ L is well defined. It is easy to check that the
pair (h1 ◦ h2, Hˆ) is admissible.
Note that [(0,H)] ∈ IT(L) is the zero element in the algebra IT(L). As has been shown above, the
equivalence class [(0,H)] is the same for any subalgebra H ⊂ L of finite codimension.
So for any Lie algebra L we have defined the associative algebra IT(L). Clearly, if L is finite-
dimensional then IT(L) = 0. So IT(L) can be nontrivial only for infinite-dimensional Lie algebras L.
In the rest of this subsection we assume K = C. Let e1, e2, e3 ∈ C such that e1 6= e2 6= e3 6= e1.
Recall that Ee1,e2,e3 defined by (165) is the commutative associative algebra of polynomial functions
on the algebraic curve in C3 defined by the polynomials (164). Since we assume e1 6= e2 6= e3 6= e1, the
algebra Ee1,e2,e3 is an integral domain. (That is, the product of any two nonzero elements of Ee1,e2,e3 is
nonzero.)
Let Fe1,e2,e3 be the fraction field of the ring Ee1,e2,e3. So elements of Fe1,e2,e3 are fractions of the form
b/c, where b, c ∈ Ee1,e2,e3 and c 6= 0.
Recall that the function field of an algebraic curve is the field of rational functions on this curve. The
element z ∈ Ee1,e2,e3 is given by (167). Let Qe1,e2,e3 ⊂ Fe1,e2,e3 be the subfield generated by the elements
z and y = vˆ1vˆ2vˆ3. Then y
2 = (z − e1)(z − e2)(z − e3), and it is easily seen that the field Qe1,e2,e3 is
isomorphic to the function field of the elliptic curve (37). So elements of Qe1,e2,e3 can be identified with
rational functions on the curve (37).
The infinite-dimensional Lie algebra Re1,e2,e3 has been described in Section 5.
Theorem 11. For any Lie subalgebra L ⊂ Re1,e2,e3 of finite codimension, the associative algebra IT(L)
is commutative and is isomorphic to the field Qe1,e2,e3.
Proof. The space so3(C)⊗ Fe1,e2,e3 has the Fe1,e2,e3-module structure given by
f1 ·
(
w ⊗ f2
)
= w ⊗ f1f2, w ∈ so3(C), f1, f2 ∈ Fe1,e2,e3.
Since Ee1,e2,e3 ⊂ Fe1,e2,e3, one has the natural inclusions of Lie algebras
Re1,e2,e3 ⊂ so3(C)⊗ Ee1,e2,e3 ⊂ so3(C)⊗ Fe1,e2,e3.
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For each f ∈ Fe1,e2,e3 consider the map
Gf : Re1,e2,e3 → so3(C)⊗ Fe1,e2,e3, Gf (p) = f · p, p ∈ Re1,e2,e3 .
Obviously,
(181) Gf ([p1, p2]) = [Gf(p1), p2] = [p1, Gf(p2)] ∀ p1, p2.
Recall that
(182) z = vˆ21 + e1 = vˆ
2
2 + e2 = vˆ
2
3 + e3, y = vˆ1vˆ2vˆ3.
Recall that the elements (168) form a basis forRe1,e2,e3. Let d1(y, z) be a polynomial in y, z and d2(z) 6= 0
be a polynomial in z. Using the basis (168), one gets that
Gd1(y,z)
(
Re1,e2,e3
)
⊂ Re1,e2,e3, Gd2(z)
(
Re1,e2,e3
)
⊂ Re1,e2,e3,
and the spaceGd2(z)
(
Re1,e2,e3
)
is of finite codimension inRe1,e2,e3. Using this property and the assumption
codimL <∞, we obtain that
(183) the subspace L˜ =
{
w ∈ L
∣∣ Gd1(y,z)(w) ∈ Gd2(z)(L)} is of finite codimension in L.
Since y2 = (z − e1)(z − e2)(z − e3), any element f ∈ Qe1,e2,e3 can be presented as a fraction of such
polynomials f =
d1(y, z)
d2(z)
. Then from property (183) it follows that the subspace
Lf =
{
w ∈ L
∣∣ Gf(w) ∈ L}
is of finite codimension in L. Relation (181) implies that Lf is a Lie subalgebra of L. Therefore, the
pair (Gf , Lf) determines an element of IT(L), and we obtain the embedding
Ψ: Qe1,e2,e3 →֒ IT(L), Ψ(f) = [(Gf , Lf )].
It remains to show that the map Ψ is surjective.
Let [(h,H)] ∈ IT(L), where H ⊂ L is a subalgebra of finite codimension and
(184) h : H → L, h([p1, p2]) = [h(p1), p2] = [p1, h(p2)] ∀ p1, p2 ∈ H.
Let Ri ⊂ Re1,e2,e3 be the subspace spanned by the elements (168) for fixed i = 1, 2, 3. Then
Re1,e2,e3 = R
1 ⊕R2 ⊕R3 as vector spaces, and
∀w ∈ Ri there is a unique f ∈ Qe1,e2,e3 such that w = αi ⊗ vˆif.(185)
Set H i = Ri ∩H . Due to properties (166), (185), the space H˜ = H1 +H2 +H3 is a Lie subalgebra
of H . Since H is of finite codimension in Re1,e2,e3, the subalgebra H˜ is of finite codimension in H .
Let wi ∈ H
i, wi 6= 0, i = 1, 2, 3. Then [h(wi), wi] = h([wi, wi]) = 0. From (166), (185) it follows that
h(wi) = fi · wi for some fi ∈ Qe1,e2,e3. Then
(186) h([w1, w2]) = [h(w1), w2] = [w1, h(w2)] = f1 · [w1, w2] = f2 · [w1, w2].
Since, by properties (166), (185), one has [w1, w2] 6= 0, relation (186) implies f1 = f2. Similarly, one
shows that f1 = f2 = f3.
Therefore, for any other nonzero elements w′i ∈ H
i, we also get h(w′i) = f
′ ·w′i for some f
′ ∈ Qe1,e2,e3.
Similarly to (186), one obtains h([w1, w
′
2]) = f1 · [w1, w
′
2] = f
′ · [w1, w
′
2], which implies f
′ = f1.
Thus there is a unique f ′ ∈ Qe1,e2,e3 such that h
∣∣
H˜
= Gf ′
∣∣
H˜
. Therefore, [(h,H)] = [(Gf ′, H˜)] in IT(L),
that is, [(h,H)] = Ψ(f ′). 
Similarly to Theorem 11, one proves the following result.
Theorem 12. For any Lie subalgebra L ⊂ sl2(C[λ]) of finite codimension, the associative algebra IT(L)
is commutative and is isomorphic to the field of rational functions in λ.
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7. Necessary conditions for existence of Ba¨cklund transformations
Recall that, for every topological space X and every point a ∈ X , one has the fundamental group
π1(X, a), which provides important information about the space X . The preprint [12] introduces an
analog of fundamental groups for PDEs. However, the “fundamental group of a PDE” is not a group,
but a certain system of Lie algebras, which are called fundamental Lie algebras.
According to Remark 8 and Section 2.2, a PDE can be viewed as a manifold E with an n-dimensional
distribution (the Cartan distribution) such that solutions of the PDE correspond to n-dimensional
integral submanifolds, where n is the number of independent variables in the PDE. To simplify notation,
we do not mention the Cartan distribution explicitly.
For every PDE E and every point a ∈ E , the preprint [12] defines a Lie algebra F(E , a), which is
called the fundamental Lie algebra of the PDE E at the point a ∈ E . In general, F(E , a) can be infinite-
dimensional. The definition of F(E , a) in [12] is coordinate-free and uses geometry of the manifold E and
the Cartan distribution. According to [12], the Lie algebra F(E , a) has a natural topology.
The definition of F(E , a) in [12] is applicable to PDEs with any number of variables. According to [12],
if E is a (1+1)-dimensional evolution PDE, then the fundamental Lie algebra F(E , a) introduced in [12]
is isomorphic to the Lie algebra F(E , a) defined in Section 1.2 as the inverse limit of the sequence (8),
which is equal to the sequence (88).
We need to recall a well-known property of topological coverings. Let τ : M ′ → M be a topological
covering, where M andM ′ are finite-dimensional manifolds. Let a′ ∈M ′. Consider the point τ(a′) ∈M .
Then the fundamental group π1(M
′, a′) is isomorphic to a subgroup of the fundamental group π1(M, a).
One has an analogous property for differential coverings of PDEs. The following proposition is proved
in [12].
Proposition 2 ([12]). Let τ : E ′ → E be a differential covering, where E and E ′ are PDEs. We suppose
that the fibers of τ are finite-dimensional.
Let a′ ∈ E ′. Consider the point τ(a′) ∈ E . Consider the fundamental Lie algebra F(E ′, a′) of E ′ at
a′ ∈ E ′ and the fundamental Lie algebra F(E , τ(a′)) of E at τ(a′) ∈ E . According to the definition of the
fundamental Lie algebras, we have a topology on F(E ′, a′) and a topology on F(E , τ(a′)).
Then one has an embedding
ϕ : F(E ′, a′) →֒ F(E , τ(a′))
such that
• the subalgebra ϕ
(
F(E ′, a′)
)
⊂ F(E , τ(a′)) is of finite codimension in F(E , τ(a′)),
• the subalgebra ϕ
(
F(E ′, a′)
)
is open and closed in F(E , τ(a′)) with respect to the topology on
F(E , τ(a′)),
• the isomorphism ϕ : F(E ′, a′)
∼
−→ ϕ
(
F(E ′, a′)
)
is a homeomorphism with respect to the topologies
on F(E ′, a′) and ϕ
(
F(E ′, a′)
)
.
For a (1 + 1)-dimensional scalar evolution equation E and a point a ∈ E , the notion of tame Lie
subalgebra H ⊂ F(E , a) has been defined in Definition 1 and discussed in Remark 12. Now we can prove
Theorem 1, which is repeated below.
Theorem 13. Let E1 and E2 be (1 + 1)-dimensional scalar evolution equations. For each i = 1, 2, the
symbol E i denotes also the infinite prolongation of the corresponding equation. (So on the manifold E i
we have the Cartan distribution spanned by the total derivative operators.)
Suppose that E1 and E2 are connected by a Ba¨cklund transformation. Then for each i = 1, 2 there are
a point ai ∈ E
i and a tame subalgebra Hi ⊂ F(E
i, ai) such that
• Hi is of finite codimension in F(E
i, ai),
• H1 is isomorphic to H2, and this isomorphism is a homeomorphism with respect to the topology
induced by the embedding Hi ⊂ F(E
i, ai).
Proof. According to Definition 4, if E1 and E2 are connected by a Ba¨cklund transformation, then there
are a PDE E3 and coverings (60).
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Let a ∈ E3. We set ai = τi(a) for each i = 1, 2. Applying Proposition 2 to the covering τi : E
3 → E i
and using Remark 12, we get an embedding
ϕi : F(E
3, a) →֒ F(E i, ai)
such that ϕi
(
F(E3, a)
)
is a tame Lie subalgebra of F(E i, ai) of finite codimension and the isomor-
phism ϕ : F(E3, a)
∼
−→ ϕi
(
F(E3, a)
)
is a homeomorphism with respect to the topologies on F(E3, a) and
ϕi
(
F(E3, a)
)
.
Then the subalgebras Hi = ϕi
(
F(E3, a)
)
⊂ F(E i, ai), i = 1, 2, satisfy all the required properties. In
particular, the isomorphism
ϕ2 ◦ ϕ
−1
1 : H1 = ϕ1
(
F(E3, a)
) ∼
−→ H2 = ϕ2
(
F(E3, a)
)
is a homeomorphism. 
Remark 31. In Theorem 13 we say that E i is the infinite prolongation of a (1 + 1)-dimensional scalar
evolution equation, for each i = 1, 2. Actually, the result and proof of Theorem 13 remain valid if E i is
an open subset of the infinite prolongation of a (1 + 1)-dimensional scalar evolution equation.
Theorem 13 provides a powerful necessary condition for two given evolution equations to be connected
by a Ba¨cklund transformation. Using Theorem 13, in Section 8 we prove Theorem 14, which describes
some non-existence results for Ba¨cklund transformations.
8. Some non-existence results for Ba¨cklund transformations
In this section we assume K = C. Recall that, for any e1, e2, e3 ∈ C, the Krichever-Novikov equation
KN(e1, e2, e3) is given by (36), and the algebraic curve C(e1, e2, e3) is given by (37). Now we can prove
Theorem 2, which is repeated below.
Theorem 14. Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C such that
(187) e1 6= e2 6= e3 6= e1, e
′
1 6= e
′
2 6= e
′
3 6= e
′
1.
If the curve C(e1, e2, e3) is not birationally equivalent to the curve C(e
′
1, e
′
2, e
′
3), then the equation
KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any Ba¨cklund transformation (BT ).
Also, if e1 6= e2 6= e3 6= e1, then KN(e1, e2, e3) is not connected with the KdV equation by any BT.
Proof. Let E be the infinite prolongation of a (1 + 1)-dimensional scalar evolution equation. For each
a ∈ E , the notion of a tame Lie subalgebra H ⊂ F(E , a) has been defined in Section 1.2. Using the
topology on F(E , a) described in Section 1.2, on any tame Lie subalgebra H ⊂ F(E , a) we have the
topology induced by the embedding H ⊂ F(E , a).
In Section 6.1 for any Lie algebra L with topology we have defined the Lie algebra S(L) = L/Q(L),
where Q(L) is the ideal of quasi-solvable elements in L. In particular, we can consider S(H) for a tame
Lie subalgebra H ⊂ F(E , a).
We suppose that e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C obey (187). Let EKdV be the infinite prolongation of the KdV
equation. Let Ee1,e2,e3, Ee′1,e′2,e′3 be the infinite prolongations of the equations KN(e1, e2, e3), KN(e
′
1, e
′
2, e
′
3),
respectively.
Lemma 8. Let a ∈ EKdV . For any tame Lie subalgebra H ⊂ F(EKdV , a) of finite codimension, the Lie
algebra S(H) is isomorphic to a Lie subalgebra of sl2(C[λ]) of finite codimension.
Proof. Set E = EKdV . In Example 9 we have defined the surjective homomorphism
ψ : F(E , a)→ sl2(K[λ]).
In this section we assume K = C, so sl2(K[λ]) = sl2(C[λ]). Since H is of finite codimension in F(E , a),
the Lie subalgebra ψ(H) ⊂ sl2(C[λ]) is of finite codimension in sl2(C[λ]).
In Example 9 we have shown that an element w ∈ F(E , a) is quasi-solvable iff w ∈ kerψ. Similarly,
the definition of ψ, the definition of the topology on F(E , a) and H , Lemma 1, Theorem 8, and Lemma 6
imply that an element w˜ ∈ H is quasi-solvable iff w˜ ∈ kerψ ∩ H . Therefore, S(H) is isomorphic to
ψ(H). 
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Lemma 9. Let a ∈ Ee1,e2,e3. For any tame Lie subalgebra H ⊂ F(Ee1,e2,e3, a) of finite codimension, the
Lie algebra S(H) is isomorphic to a Lie subalgebra of Re1,e2,e3 of finite codimension.
Proof. Set E = Ee1,e2,e3 . In Example 10 we have defined the surjective homomorphism
µ : F(E , a)→ Re1,e2,e3.
Since H is of finite codimension in F(E , a), the Lie subalgebra µ(H) ⊂ Re1,e2,e3 is of finite codimension
in Re1,e2,e3.
In Example 10 we have shown that an element w ∈ F(E , a) is quasi-solvable iff w ∈ kerµ. Similarly, the
definition of µ, the definition of the topology on F(E , a) and H , Lemma 1, Theorem 10, and Lemma 7
imply that an element w˜ ∈ H is quasi-solvable iff w˜ ∈ ker µ ∩ H . Therefore, S(H) is isomorphic
to µ(H). 
Suppose that KN(e1, e2, e3) and KN(e
′
1, e
′
2, e
′
3) are connected by a BT. Then, by Theorem 13, there
are points a1 ∈ Ee1,e2,e3 , a2 ∈ Ee′1,e′2,e′3 and tame subalgebras H1 ⊂ F(Ee1,e2,e3, a1), H2 ⊂ F(Ee′1,e′2,e′3, a2) of
finite codimension such that H1 is isomorphic to H2, and this isomorphism is a homeomorphism. Then
S(H1) ∼= S(H2), which yields
(188) IT(S(H1)) ∼= IT(S(H2)).
By Lemma 9, S(H1) is isomorphic to a Lie subalgebra of Re1,e2,e3 of finite codimension, and S(H2) is
isomorphic to a Lie subalgebra of Re′
1
,e′
2
,e′
3
of finite codimension.
Therefore, by Theorem 11, IT(S(H1)) is isomorphic to Qe1,e2,e3, and IT(S(H2)) is isomorphic to
Qe′
1
,e′
2
,e′
3
. Combining this with (188), we get
(189) Qe1,e2,e3
∼= Qe′
1
,e′
2
,e′
3
.
Since Qe1,e2,e3 is isomorphic to the field of rational functions on the curve C(e1, e2, e3), and Qe′1,e′2,e′3 is
isomorphic to the field of rational functions on the curve C(e′1, e
′
2, e
′
3), the isomorphism (189) implies
that C(e1, e2, e3) is birationally equivalent to C(e
′
1, e
′
2, e
′
3).
Therefore, if C(e1, e2, e3) is not birationally equivalent to C(e
′
1, e
′
2, e
′
3), then KN(e1, e2, e3) is not con-
nected with KN(e′1, e
′
2, e
′
3) by any BT. So we have proved the first statement of Theorem 14.
To prove the second statement of this theorem, we suppose that, for some e1, e2, e3 ∈ C satisfying
e1 6= e2 6= e3 6= e1, the equation KN(e1, e2, e3) is connected with the KdV equation by a BT.
Then, by Theorem 13, there are points a˜1 ∈ Ee1,e2,e3, a˜2 ∈ EKdV and tame subalgebras
H˜1 ⊂ F(Ee1,e2,e3 , a˜1), H˜2 ⊂ F(EKdV , a˜2) of finite codimension such that H˜1 is isomorphic to H˜2, and
this isomorphism is a homeomorphism. Then S
(
H˜1
)
∼= S
(
H˜2
)
, which yields
(190) IT
(
S
(
H˜1
))
∼= IT
(
S
(
H˜2
))
.
By Lemma 9, S
(
H˜1
)
is isomorphic to a Lie subalgebra of Re1,e2,e3 of finite codimension. According
to Theorem 11, this implies that IT
(
S
(
H˜1
))
is isomorphic to the field Qe1,e2,e3, which is isomorphic to
the field of rational functions on C(e1, e2, e3).
Let C(λ) be the field of rational functions in λ. By Lemma 8, S
(
H˜2
)
is isomorphic to a Lie subalgebra
of sl2(C[λ]) of finite codimension. By Theorem 12, this implies that IT
(
S
(
H˜2
))
is isomorphic to C(λ).
The isomorphisms IT
(
S
(
H˜1
))
∼= Qe1,e2,e3, IT
(
S
(
H˜2
))
∼= C(λ), and (190) yield that Qe1,e2,e3 is
isomorphic to C(λ), but this contradicts to the fact that the elliptic curve C(e1, e2, e3) is not bira-
tionally equivalent to the rational curve C with coordinate λ. The obtained contradiction shows that
KN(e1, e2, e3) is not connected with the KdV equation by any BT. 
Remark 32. As we have shown in Theorem 3, the first statement of Theorem 14 (which is the same
as the first statement of Theorem 2) implies the following. If the numbers (39) satisfy (40), then the
equation KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any BT.
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