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INTRODUZIONE
L’ aumento del numero di pazienti paralizzati o con un arto inferiore amputato ha
portato  allo  sviluppo  di  protesi  in  grado  di  aiutare  il  paziente  a  vivere  una  vita
pressoch￨ normale. Tali protesi permettono la mobilit￠ del paziente in quanto vanno a
rimpiazzare  l’arto  mancante  con  uno  artificiale,  ma  non  sempre  consentono  al
soggetto di muoversi sentendosi a proprio agio. 
Le protesi per gli arti inferiori si dividono in due categorie: attive e passive. Le protesi
passive sono quelle che al giorno d’oggi sono maggiormente disponibili in commercio
e si dividono in tradizionali e modulari. Nelle protesi tradizionali le pareti determinano
la  forma,  hanno  una  funzione  portante  e  sono  costruite  a  partire  da  prefabbricati
spessi in materiali quali legno o schiuma. In figura 1.1, ￨ possibile vedere un esempio
di tale protesi.
5
Figura 1.1 - Protesi tradizionaliLe  protesi  modulari  invece  sono  costituite  da  singoli  componenti  detti  moduli
intercambiabili.  Tutti  questi  componenti  tecnici  sono  collocati  all’interno  di  un
rivestimento cosmetico in materiale espanso morbido (figura 1.2).
Quest’ultima tipologia utilizza componenti (articolazioni) meccaniche e/o elettroniche
che si comportano in maniera ottimale in dipendenza delle varie fasi del passo, ossia
consentendo o inibendo i movimenti di flesso-estensione. Nel caso del ginocchio, tale
funzionalit￠ ￨ ottenibile utilizzando sistemi meccanici di vario tipo, ad esempio sistemi
con bloccaggio, con freno automatico, idraulici o pneumatici.
Nel 1998 ￨ stato fatto un grande passo in avanti rendendo disponibili sul mercato
sofisticate  articolazioni  del  ginocchio  a  controllo  elettronico  [1].  Quest’evento  ha
cambiato radicalmente l’approccio alle protesi da parte degli utilizzatori, in quanto
questi dispositivi, controllati in tempo reale da un microprocessore in essi incorporato,
sollevano  l’utente  dal  controllo  volontario  invece  necessario  con  le  articolazioni
meccaniche, permettendo il risparmio di energie fisiche e la liberazione di risorse
mentali prima assorbite dal costante controllo della deambulazione.
Figura 1.2 - Protesi modulari
6In figura 1.3 sono rappresentati esempi di protesi con articolazioni del ginocchio a
controllo elettronico
La seconda tipologia di protesi sono quelle attive che vengono azionate da una fonte
di energia. Un esempio sono le protesi a controllo mioelettrico, in cui ci si avvale di
potenziali mioelettrici rilevati sull’epidermide con elettrodi superficiali. Queste protesi 
per￲  sono  oggetto  di  recenti  studi  di  ricerca  il  cui  scopo  ￨  il  progetto  di  protesi
elettriche che utilizzano vari metodi per il controllo del movimento dell’arto malato,
consentendo un miglior comfort nella vita quotidiana rispetto alle protesi passive. Per
tale  controllo,  vengono  utilizzati  sensori  che,  ad  esempio,  misurano  la  velocit￠
angolare e l’accelerazione antero-posteriore della tibia e del piede, oppure elettrodi
che rilevano l’attivit￠ elettrica dei muscoli (EMG), tutti con lo scopo di fornire parametri
(features)  utili  per  classificare  che  tipo  di  movimento  sta  eseguendo  il  paziente.
Riuscire  a  capire  l’intenzione  del  paziente  anche  con  l’aiuto  di  questi  parametri
permetterebbe di aiutarlo nell’eseguire un determinato movimento.
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Figura 1.3 Protesi della gamba con articolazione del ginocchio a controllo elettronico:
a sinistra: modello RHEO KNEE dell’azienda OSSUR
a destra C-LEG dell’azienda Otto Bock HealthCareOltre alle protesi descritte, vi sono anche le ortesi (esoscheletri) che sono strumenti
esterni che aiutano il paziente a svolgere una determinata funzione. Ad esempio per i
pazienti  paraplegici  vengono  utilizzati  esoscheletri  motorizzati  che  si  indossano
esternamente agli indumenti degli arti inferiori. I motori elettrici, alimentati da una
batteria posta in uno zaino portato sulle spalle, comandano le articolazioni delle anche
e  delle  ginocchia  e  sono  controllati  da  un  sistema  computerizzato,  anch’esso
alloggiato  nello  zaino.  L’esoscheletro,  destinato  ad  essere  usato  con  due  bastoni
canadesi  per  garantire  la  stabilità  della  stazione  eretta  e  della  deambulazione,  è
attivato da un sensore, posizionato nella parte antero-superiore del corpo, controllato
dal paziente mediante piccoli cambiamenti nel centro di gravità ovvero attraverso
movimenti di inclinazione della parte superiore del corpo. In figura 1.4 ￨ raffigurato un
esempio di tale esoscheletro.
Facendo riferimento alle protesi attive e alle ortesi, lo scopo di questa tesi ￨ lo sviluppo
di  un  protocollo  per  la  classificazione  di  dieci  compiti  motori  attraverso  l’uso  del
segnale elettromiografico (EMG). Da tale segnale vengono estratti un set di parametri
che successivamente vengono dati in input al classificatore Support Vector Machine
(SVM). La SVM ha il compito di classificare tali movimenti e quindi capire l’intenzione
del  soggetto.  Una  corretta  classificazione  del  movimento  costituisce  quindi  una
preziosa  informazione  che  consente  alla  protesi  di  fornire  al  paziente  il  giusto
supporto.
Gli obiettivi su cui si ￨ incentrata l’attivit￠ di tesi sono principalmente due.
Il primo consiste nella definizione di un protocollo nel quale vengono descritti nel
dettaglio i dieci compiti motori. Pi￹ il paziente esegue in modo corretto i movimenti e
pi￹ ￨ bassa la possibilit￠ di classificazione errata. Infatti, attenersi a un protocollo
riduce gli errori dovuti a movimenti sbagliati e permette alla SVM di apprendere meglio
le differenze tra i compiti motori.
Figura 1.4 Esoscheletro ReWalk per pazienti paraplegici
8Il secondo obiettivo invece riguarda la riduzione del set di muscoli di partenza dai quali
vengono estratti i parametri utili a classificare i movimenti. Il set di muscoli ottenuto
deve garantire un’accurata classificazione.
Tale tesi si articola nei seguenti capitoli:
- Il capitolo due descrive il segnale elettromiografico (EMG), le sue propriet￠ e la
strumentazione per la rilevazione di tale segnale.
- Il capitolo tre illustra i principali classificatori utilizzati in letteratura nell’ambito degli
arti inferiori.
- Il  capitolo  quattro  descrive  i  principali  studi  presenti  in  letteratura  e  i  relativi
parametri estratti che permettono di discriminare i compiti motori. I metodi verranno
poi confrontati valutando l’accuratezza di ognuno.
- Il capitolo cinque si incentra su tale attivit￠ di tesi. Descrive la strumentazione che
￨ stata utilizzata durante le acquisizioni dei compiti motori (Sistema SMART) e il
classificatore SVM. Inoltre viene riportato il protocollo che ￨ stato utilizzato durante
la fase di acquisizione.
- Il capitolo sei illustra i risultati sperimentali e spiega la procedura che ha portato alla
selezione del set ridotto di muscoli.
- Il capitolo sette riporta le conclusioni.
9CAPITOLO 2
SegnALe eLeTTROmIOgRAfICO (emg)
La rilevazione del segnale EMG ￨ una tecnica non invasiva che permette di registrare
l’attivit￠ muscolare. Tale attivit￠ elettrica ￨ dovuta al sistema nervoso centrale che,
attraverso i motoneuroni, attiva le fibre muscolari ed ￨ descritta nel pragrafo 2.1.
2.1 Attivit￠ elettrica e contrazione muscolare
I  potenziali  elettrici  sono  il  risultato  dell’attivit￠  elettrochimica  di  alcune  cellule  del
tessuto nervoso e muscolare. Queste cellule presentano a riposo un potenziale di
membrana di circa -90 mV che dipende dalla diversa permeabilit￠ della membrana ai
vari ioni (molto permeabile agli ioni K+,Cl- e poco permeabile a Na+). Gli ioni K+ sono
infatti presenti in quantit￠ maggiore all’interno della cellula, mentre Cl- e Na+ sono
presenti in quantit￠ maggiore all’esterno della cellula.
Se  opportunamente  stimolata,  la  membrana  cellulare  cambia  le  sue  propriet￠  di
permeabilit￠  e  si  ha  una  diffusione  di  ioni  attraverso  la  membrana  che  causa  la
formazione di una differenza di potenziale dovuto all’accumulo di cariche (il potenziale
passa da -90 mV a +40 mV: fase di depolarizzazione). 
Tale potenziale d’azione in una cellula presinaptica causa la formazione di vescicole
sinaptiche  verso  la  membrana,  le  quali  si  fondono  con  essa  rilasciando  un
neurotrasmettitore  (acetilcolina).  Quest’ultimo  agisce  sulla  membrana  della  cellula
postsinaptica causandone la depolarizzazione e quindi la formazione di un secondo
potenziale  d’azione.  In  questo  modo  il  potenziale  d’azione  viaggia  lungo  le
terminazioni nervose, fino a quando raggiunge il sarcolemma (membrana cellulare
delle fibre muscolari). Qui lo stimolo viene trasmesso alle miofibrille attraverso i tubuli
T che rilasciano ioni Ca++. Questi ioni si legano alle proteine regolatrici all’interno della
miofibrilla  e  permettono  l’interazione  tra  miosina  e  actina  (unit￠  strutturali  del
sarcomero che a sua volta ￨ l’unit￠ strutturale della fibrilla). Tale interazione provoca
lo scorrimento delle fibre e quindi la contrazione muscolare (figura 2.1).
10L’attivit￠ elettrica appena descritta pu￲ essere registrata posizionando degli elettrodi
superficiali in corrispondenza del muscolo di cui si vuole monitorare tale attivit￠.
2.2 Caratteristiche del segnale emg
Le caratteristiche principali del segnale EMG sono:
1 ￨ la principale fonte di controllo neurale
2 ha  grandi  variazioni  all’interno  di  un  movimento,  ma  se  consideriamo  piccole
finestre di dimensioni minori a 200 ms ha caratteristiche di stazionariet￠.
3 per  determinati  movimenti  ￨  quasi  ciclico.  Se  si  considera  per  esempio  la
camminata, si vede che i pattern dei muscoli sono simili nella stessa fase del ciclo
del passo.
4 cosituisce una tecnica non invasiva e di facile applicabilit￠.
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Figura 2.1 Modello del funzionamento della contrazione muscolare2.3 Strumentazione per la rilevazione e l’elaborazione del segnale emg
Gli elettrodi superficiali utilizzati per rilevare il segnale EMG possono essere: singoli,
ad  array  o  a  matrice  e  vengono  posti  a  contatto  con  la  pelle  attraverso  paste
conduttrici. Ci sono due tecniche di registrazione, una monopolare (un elettrodo attivo
in corrispondenza del muscolo da esaminare ed uno di riferimento su un punto neutro)
e una bipolare (due elettrodi attivi posti ambedue sul muscolo esaminato).
Le propriet￠ pi￹ importanti degli elettrodi superficiali includono: l’impiego di basse
frequenze, la non invasivit￠, l’economicit￠, la facilit￠ di applicazione e la rilevazione
solo di muscoli superificiali. 
Il segnale EMG che viene registrato ￨ la somma spazio-temporale di tutti i MUAPT
(treno di potenziali d’azione) provenienti da tutte le unit￠ motorie (gruppo di fibre
muscolari) attive localizzate nell’area di prelievo degli elettrodi.
Dopo aver registrato la collezione di segnali EMG dai muscoli di interesse, tali segnali
possono essere elaborati e utilizzati per vari scopi, quali ad esempio l’estrazione di
parametri per la classificazione dei compiti motori.
A  questo  proposito  Oskoei  et  al.  [2]  illustrano  un  esempio  di  sistema  di  controllo
mioelettrico (figura 2.2). Nel complesso questo sistema ha il compito di acquisire il
segnale EMG superficiale, elaborarlo, estrarre delle features da usare come input per
il classificatore che deve determinare il movimento che vuole eseguire il paziente.
Tale sistema ￨ costituito da vari componenti.
Il primo ￨ l’elettromiografo che registra l’attivit￠ muscolare con elettrodi superficiali che
possono essere dotati di pre-amplificatori che differenziano il segnale EMG dal rumore
di fondo. Poi ￨ presente un blocco di amplificazione, fondamentale in quanto il segnale
EMG  rilevato  ha  un  range  dell’ordine  dei  mV  (si  utilizzano  prevalentemente
amplificatori  di  tipo  differenziale).  Successivamente  l’elettromiografo  ha  anche  un
blocco  di  filtraggio,  in  quanto  il  segnale  ￨  soggetto  a  disturbi  di  varia  natura  che
devono  essere  eliminati.  Infine  il  segnale  EMG  viene  digitalizzato  e  trasferito  al
componente successivo che ￨ il controllore e che si articola in 4 blocchi (vedi figura 2.2)
1) data segmentation
2) features extraction
3) classification
4) digital controller 
12Il blocco (1) ha lo scopo di dividere il segnale in segmenti di una certa lunghezza. Da
ogni segmento verranno poi estratte le features utili al classificatore per riconoscere il
movimento che si sta eseguendo. La lunghezza del segnale segmentato non deve
essere  maggiore  di  200  ms,  in  quanto  entro  tale  misura,  il  segnale  pu￲  essere
considerato quasi-stazionario (Hudgins et al.[3]). Usare finestre di lunghezza troppo
elevata porterebbe a calcolare delle features che non riescono a discriminare tra le
varie classi, ovvero tra i compiti motori. 
Il blocco (2) calcola le features che verranno usate come input per il classificatore. Si
usano features nel dominio del tempo come ad esempio:
- MAV: media del valore assoluto 
- RMS: media quadratica dei valori assunti dal segnale
- SSC: numero di volte che la pendenza del segnale cambia da positiva a negativa 
- ZERO CROSSING (ZC): numero di attraversamenti dello zero
Il calcolo delle features verr￠ trattato in modo pi￹ approfondito nel capitolo 4.
Il blocco (3) ￨ costituito dal classificatore. Questo riconosce i pattern del segnale EMG
e  le  features  e  deve  essere  in  grado  di  associarli  ai  movimenti  che  si  vogliono
discriminare.  Il  classificatore  deve  essere  robusto,  computazionalmente  efficiente,
facile da implementare e deve essere abbastanza veloce per le classificazioni real-
time. I principali classificatori che nel capitolo 3 verranno illustrati sono : support vector
machine, linear discriminant analysis , hidden Markov model, artificial neural network
e Naive-Bayes classifier. 
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Figura 2.2 Sistema di controllo mioelettricoCAPITOLO 3
meTOdI dI CLASSIfICAzIOne
In letteratura i principali classificatori che vengono utilizzati per la discriminazione dei
compiti motori sono : linear discriminant analysis , classificatore Naive-Bayes, artificial
neural network, hidden Markov model e support vector machine.
3.1 Linear discriminant Analysis (LdA)
LDA ￨ un classificatore lineare che utilizza il criterio di Fisher e ha lo scopo di trovare
una combinazione lineare di features in grado di separare due o pi￹ classi proiettando
i dati lungo uno spazio monodimensionale (Figura 3.1)[4].
Nel caso di due classi, si considera il training set costituito dalle classi (y=0 e y=1) in
cui ogni campione ￨ descritto da un vettore di features x. L’approccio LDA ￨ basato
sulla seguente assunzione: la funzione densit￠ di probabilit￠ condizionata p(x / y=0) e 
p(x / y=1) sono ortogonali con media rispettivamente ʼ0 e ʼ1 e covarianza uguale
∑y=0=∑y=1=∑. Sotto queste ipotesi, la soluzione ottima di Bayes assegna un determi-
nato campione alla seconda classe se
dove c ￨ una soglia costante e w tale che:
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→
(3.1)
→
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Figura 3.1 Proiezioni di dati lungo due sottospaziIn termini geometrici questo significa che un campione appartiene a una delle due
classi se il suo vettore di features x ￨ collocato su un certa parte dell’iperpiano per-
pendicolare a w. La collocazione di tale iperpiano dipende dalla soglia c.
Non c’￨ una regola generale per stabilire tale soglia. Tuttavia, se la proiezione dei
campioni di entrambi le classi ha approssimativamente la stessa distribuzione, una
buona scelta dell’iperpiano potrebbe essere quello che passa tra le proiezioni delle
due medie. In questo caso la soglia ￨: 
La stessa formula di w pu￲ essere ottenuta anche con il criterio di Fisher. Tale criterio
￨ valido per classi con covarianze diverse e definisce la separazione tra due classi sul
rapporto S di due indici: varianza tra le classi ˃2
between (‘between class’) e dispersione
intra classe ˃2
within (‘within class’).  La figura 3.2 illustra graficamente il significato dei
due termini.
Il criterio di Fisher ha lo scopo di trovare la direzione w lungo cui proiettare i dati mas-
simizzando la varianza tra le classi e minimizzando quella dentro le classi.
Quindi massimizzando il rapporto S tra la varianza intraclasse e la varianza interclas-
se, si ottiene: 
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(3.2)
→
Figura 3.2 Within: varianza intraclasse. Between: dispersione inter-classe
→
(3.3)
good class separation
between
withinSi vede che, se si considerano le assunzioni fatte per LDA, la soluzione di w coincide
con quella precedente.
Nel caso di classificazione a pi￹ classi, la varianza intraclasse ￨ la matrice di covarian-
za ∑, mentre la varianza interclasse ￨ data da: 
La separazione delle classi lungo la direzione w sar￠ ottenuta massimizzando:
Quando w ￨ un autovettore di ∑-1∑b la separazione sar￠ corrispondente al suo auto-
valore.
I vantaggi pi￹ importanti del discriminante lineare sono la semplicità computazionale
e la facilità di generalizzazione (non introduce né bias, né overfitting, a differenza di
macchine più complesse). 
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(3.4)
→
(3.5)
→3.2 Classificatore naive -Bayes 
I classificatori bayesiani utilizzano delle metodologie di tipo probabilistico facendo forti
assunzioni sulla generazione dei dati ed utilizzando un modello probabilistico che
ingloba  queste  assunzioni  [5]. Avvalendosi  di  un  insieme  di  dati  per  il  training,  si
stimano i parametri del modello e poi si classificano i nuovi dati utilizzando il teorema
di Bayes e selezionando la classe o categoria che ha la probabilit￠ pi￹ alta di essere
la classe a cui il dato appartiene.
Tale classificatore ￨ basato sull’ipotesi che tutti gli attributi (features) che descrivono
un certo dato sono tra loro condizionalmente indipendenti data la classe a cui appar-
tiene il dato. 
Sia A = {A1,...,An} l’insieme di features dei dati da classificare, sia C = {c1,...,cC} l’in-
sieme delle classi a cui appartengono i dati e F la funzione da stimare che ha come
dominio lo spazio delle features A e come codominio l’insieme delle classi. F viene sti-
mata a partire da un insieme di dati di training D in cui ogni elemento di = {a1,...,an} ￨
descritto tramite i valori delle sue features e tramite la sua classe ci. 
L’approccio bayesiano prevede di classificare un nuovo dato calcolando le probabilit￠
a posteriori P(cj/di) con j = 1,...,C e si determina la classe cj che massimizza tale pro-
babilita`:
Il teorema di Bayes permette di esprimere la probabilita` a posteriori in funzione della
verosimiglianza P(di/cj) e della probabilit￠ a priori P(cj) che viene stimata a partire
dalle assunzioni fatte sui dati:
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(3.6)
(3.7)Si pu￲ tralasciare il termine P(di) = P(a1,...,an) che rappresenta una costante di nor-
malizzazione ed ￨ quindi ininfluente ai fini della massimizzazione. Il numero di para-
metri P(a1..an/cj) da stimare ￨ per￲ troppo elevato quindi si riduce tale numero facen-
do l’ipotesi che le features siano mutuamente indipendenti data la classe del dato.
Si ha quindi
Sostituendo la 3.8 nella 3.7 si ha :
Se ￨ soddisfatta l’ipotesi di indipendenza degli attributi, la classificazione effettuata
Naive Bayes coincide con la classificazione Maximum a Posteriori (MAP).
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(3.8)
(3.9)3.3 Reti neurali Artificiale (Ann)
La rete neurale artificiale pu￲ essere definita come un insieme di semplici unit￠ di ela-
borazione (neuroni) altamente connesse tra di loro, che interagiscono tra loro e con
gli oggetti del mondo esterno mediante lo scambio di segnali in modo simile alle strut-
ture neurali biologiche [6].
L’architettura generale di un modello di rete neurale ￨ costituita da :
1- unit￠ di computazione base
2- insieme di connessioni
3- funzione di attivazione
4- regola di apprendimento
5- topologia del modello
3.3.1 Unit￠ di computazione base
L’unit￠ di computazione base ￨ un elemento disposto in un’architettura a rete ed ￨
definito neurone. Questo accetta segnali di ingresso, li elabora secondo determinate
regole, e sulla base di questi segnali, del proprio stato interno e degli stati precedenti
calcola un segnale in uscita Vi che viene successivamente inviato alle unit￠ a cui risul-
ta connesso. 
Il modo in cui avviene tale processo nella rete ￨ parallelo, nel senso che molte unit￠
lavorano simultaneamente. In generale gli ingressi di un neurone i sono rappresentati
dalle uscite Vj dei neuroni j ai quali ￨ connesso:
Le unit￠ sono divise in 3 categorie: unit￠ di ingresso, unit￠ di uscita e unit￠ nascoste.
Le prime ricevono gli ingressi da sorgenti esterne al sistema, le seconde inviano
segnali all’esterno del sistema, mentre le unit￠ nascoste sono collegate solo con input
e output interni.
3.3.2 Insieme di connessioni
Le unit￠ sono interconnesse. In generale gli ingressi di un’unit￠ sono determinati dalle
uscite dei neuroni dello strato precedente a cui essa ￨ connessa.
L’intensit￠ della connessione tra due unit￠ ￨ data dal generico peso Tij. Il peso Tij ￨
positivo se l’unit￠ j esercita un’azione eccitatrice sull’unit￠ i, negativo in caso contrario.
19E’ possibile associare a un sistema di interconnessioni una matrice di pesi T nella
quale il generico elemento Tij specifica l’intensit￠ della connessione tra l’unit￠ i e j.
L’insieme  dei  pesi  delle  connessioni  determina  come  il  modello  risponder￠  a  un
ingresso arbitrario, quindi T costituisce la ‘memoria del sistema’.
3.3.3 funzione di attivazione
Una caratteristica importante delle unit￠ di una rete neurale ￨ il modo in cui i vari
segnali di ingresso vengono combinati per determinare il segnale complessivo di usci-
ta. La generica funzione di attivazione F ￨:
Tale funzione associa allo stato e agli ingressi attuali un nuovo stato di attivazione. La
funzione F pu￲ assumere varie forme: nei casi pi￹ semplici ￨ la funzione identit￠, cio￨
lo stato Vi dell’unit￠ coincide con l’ingresso totale U, dato dalla somma pesata degli
ingressi (formula 8), oppure pu￲ essere una funzione a soglia per cui l’ingresso totale
deve superare un determinato valore per contribuire al nuovo stato dell’unit￠. In figura
3.4 ￨ possibile vedere 3 esempi di F[ ] : hard limiter, threshold logic e sigmoide.
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Figura 3.3 Esempio di unit￠ di rete neurale
(3.10)
(3.11)Le  funzioni  di  attivazione  possono  inoltre  essere  distinte  in  deterministiche  o  non
deterministiche. Nel primo caso, un neurone cambia sempre il suo stato se l’input
eccede una certa soglia. 
Nel secondo caso la funzione di attivazione ￨ probabilistica (macchina di Boltzmann),
per cui anche se l’input supera il valore della soglia, non ￨ detto che il neurone cambi
stato.
3.3.4 Regola di apprendimento
Per la rete neurale apprendere equivale a modificare i pesi delle connessioni. I mec-
canismi di apprendimento nel caso della classificazione possono essere supervisiona-
ti, non supervisionati e di tipo hebbiano.
Nei primi un supervisore fornisce alla rete degli ingressi e confronta la risposta della
rete con quella corretta nota a priori. In base a ci￲ vengono modificati i pesi delle inter-
connessioni. Tale apprendimento consente alla rete neurale di imparare tramite i molti
esempi forniti dal supervisore, in una modalit￠ che ricorda l’apprendimento umano.
L’apprendimento non supervisionato ￨ invece basato su algoritmi d'addestramento
che modificano i pesi della rete facendo esclusivamente riferimento ad un insieme di
dati che include le sole variabili d'ingresso. Tali algoritmi tentano di raggruppare i dati
d'ingresso e di individuare pertanto degli opportuni cluster rappresentativi dei dati
stessi, facendo uso tipicamente di metodi topologici o probabilistici.
Infine la regola di apprendimento hebbiano si basa sul semplice principio che se due
neuroni si attivano contemporaneamente, la loro interconnessione deve essere raffor-
zata. Quindi viene aumentato il peso T se l’unit￠ i-esima riceve in ingresso l’uscita
dell’unit￠ j-esima e le due unit￠ sono contemporaneamente attive.
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Figura 3.4 Tipologie di funzioni di attivazione22
Figura 3.5 Alcune topologie di reti neurali3.3.5 Topologia
La topologia riguarda il modo in cui le unit￠ della rete neurale sono interconnesse tra
di loro. Alcuni esempi di topologie di reti neurali si possono vedere in figura 1.10.
Molti modelli sono organizzati in pi￹ livelli di unit￠ (layer). Nelle reti a pi￹ livelli di unit￠
bisogna distinguere i livelli visibili (unit￠ di ingresso e uscita) e i livelli nascosti (hidden
layer).
Analizzando poi le connessioni tra le unit￠ si possono distinguere modelli feedforward,
nei quali esistono connessioni solo tra le uscite e gli ingressi di unit￠ di livelli succes-
sivi, e modelli con meccanismi di retroazione detti anche modelli feedback.
In questi ultimi modelli si possono avere connessioni tra le uscite di unit￠ di un livello
e le entrate di unit￠ di un livello precedente.
In figura 3.6 ￨ possibile vedere un esempio di rete feedforward multistrato.
Se i neuroni dello strato di uscita sono di tipo discreto, l’uscita della rete potrà assumere
un insieme finito di valori discreti; si pu￲ cos￬̀ realizzare la classificazione degli ingressi,
cioè associare a ciascun ingresso un valore tra le uscite, il quale identifica la sua classe
di appartenenza. Tipicamente, i neuroni dello stesso strato hanno la stessa funzione di
attivazione mentre strati diversi possono avere funzioni di attivazioni differenti.
23
Figura 3.6- rete feedforward multistratoL’uscita di ciascun neurone, i, del k-esimo strato della rete è definibile come:
dove lo stimolo per il livello di ingresso, Vj
0, corrisponde agli esempi forniti alla rete,
e F (k) è la funzione di attivazione utilizzata per lo strato k-esimo e ˑi
(k) rappresenta la
soglia di attivazione dei neuroni.
Una particolare famiglia di reti feed-forward multistrato che viene utilizzata per la clas-
sificazione di compiti motori (Merg et al.[5]) è costituita dalle reti a simmetria radiale
(Radial Basis Function, RBF). Queste reti sono caratterizzate da neuroni con funzione
di attivazione a simmetria radiale (spesso gaussiana). Poiché è dimostrato che anche
un solo strato è in grado di approssimare ogni funzione continua con un dato grado di
accuratezza, tali reti vengono in genere strutturate con un singolo strato. La funzione,
G, realizzata da una rete RBF è quindi una combinazione lineare di funzioni radiali:
dove i centri ci e i fattori di scala ˃i sono i parametri caratteristici dell’i-esimo neurone.
G(s)=∑ Tij Vi(s; ci, ˃i)     (3.13)
I parametri strutturali (c e ˃) determinano la regione dello spazio degli ingressi alla
quale la rete risponde significativamente. I pesi modellano il valore di uscita della rete
in risposta agli ingressi.
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(3.12)3.4 Support Vector machine
La Support Vector Machine ￨ una tecnica di ‘machine learning’ che impara come
classificare nuovi dati a partire da un insieme di eventi classificati : ￨ una macchina
che impara dai dati [7].  
Il meccanismo base della tecnica consiste nell’identificare un iperpiano che separi i
dati  appartenenti  a  due  diverse  classi.  Tale  iperpiano  viene  determinato
massimizzando il margine geometrico tra i punti delle due classi, ovvero l’iperpiano
ottimo di separazione (OSH) che massimizza la distanza tra l’iperpiano e i punti pi￹
vicini ad esso di ciascuna classe. I punti situati lungo la frontiera si chiamano vettori
di supporto.
Spesso per￲, non ￨ possibile separare linearmente le classi nel loro spazio di origine,
quindi  la  SVM  prevede  di  mappare  i  punti  in  uno  spazio  a  dimensione  maggiore
attraverso l’utilizzo di una funzione lineare ˕. 
La figura 3.7 spiega graficamente l’algoritmo.
Sia pertanto il training set D costituito da (xi,yi)L
i=1 dove ogni input xi ￿ R￿ e gli ouput
yi ￿ {+-1}.  Con  la  funzione  non  lineare  f,  il  vettore  input  x  ￨  mappato  in  f(x).
Il classificatore ottimo si ottiene risolvendo un problema di ottimizzazione quadratico:
dove C ￨ il parametro di regolarizzazione.
In accordo con il teorema di Kuhn-Tucker, hanno ai ≠ 0 solo alcuni campioni che
giacciono lungo la frontiera di decisione che separa le classi. Questi sono gli unici che
determinano l’iperpiano OSH e sono chiamati vettori di supporto (figura 3.7).
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Figura 3.7 SVM mappa il set di dati in uno spazio a dimensione maggiore dove possono
essere separati linearmente
(3.14)All’arrivo di un nuovo campione x la decisione sull’appartenza di x a una delle classi
￨ espressa da:
Tra i vari kernel K disponibili di solito viene scelto RBF, in quanto rappresenta bene le
relazioni non lineari tra classi e features:
Gli iperparametri che caratterizzano una SVM sono pertanto ￿ che rappresenta la
larghezza del kernel, e C che ￨ un parametro di regolarizzazione. Tale parametro
gestisce il compromesso tra l’errore sui dati e la massimizzazione del margine nel
caso in cui si assuma che ci possano essere errori di classificazione. E’ un parametro
scelto  dall’utente:  a  un  elevato  valore  corrisponde  un’alta  penalit￠  assegnata  agli
errori.
Per  l’utilizzo  della  SVM  per  classificazione  multiclasse,  sono  stati  proposti  in
letteratura diversi metodi ricollegabili a strategie ‘one-against-all’ e ‘one-against-one’.
Quest’argomento sar￠ trattato in modo pi￹ approfondito nel capitolo 5. 
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(3.15)
(3.16)3.5 Hidden markov model (Hmm)
Il classificatore HMM ￨ costituito da un doppio processo stocastico di cui uno non ￨
direttamente  osservabile  (hidden)  ma  che  pu￲  essere  esaminato  tramite  un  altro
processo stocastico che produce la sequenza di simboli osservati [10].
Un processo stocastico ￨ una successione di variabili aleatorie con cui si intende
rappresentare un sistema che evolve secondo leggi probabilistiche.
Un processo stocastico ￨ una catena di Markov se 
dove Q ￨ un insieme numerabile di stati. Una catena di Markov ￨ una sequenza di
variabili aleatorie tali che per ogni n, Sn+1 sia condizionalmente indipendente da
S0...Sn-1 dato Sn. Lo stato futuro Sn+1 del processo ￨ indipendente dagli stati passati
e dipende solo dallo stato presente ￨ Sn. 
Il modello HMM contiene una catena di Markov i cui stati non sono direttamente
osservabili. Riassumendo:
1- la catena ha un certo numero di stati.
2- le transizioni da uno stato all’altro avvengono secondo la catena di Markov.
3- ogni stato genera un evento con una distribuzione di probabilit￠ che dipende solo
dallo stato.
4- l’evento ￨ osservabile ma lo stato no.
La figura 3.8 mostra schematicamente il modello HMM.
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Figura .3.8 x:stato nascosto, y: uscita osservabile, a: probabilit￠ di transizione, b: probabilit￠ di uscitaNel dettaglio, come spiegato da Merg et al [5], al tempo t lo stato dell’ HMM cambia
dallo stato i allo stato j. Questo genera un insieme di dati osservabili ot con densit￠ di
probabilit￠: bj(ot) = P(ot | s(t)=j), dove s(t) ￨ lo stato al tempo t. Di solito tale funzione
di densit￠ di probabilit￠ viene descritta da una mistura finita di distribuzione gaussiana
per osservazioni continue, e dalla probabilit￠ che ci sia tale osservazione quando lo
stato al tempo t ￨ j.
In sintesi, dal vettore di osservazione ot, si vuole risalire allo stato nascosto st.(figura 3.9)
La transizione tra lo stato i e lo stato j ￨ descritta da una densit￠ di probabilit￠ discreta:
aij =  P(s(t+1)  =  j  /  s(t)  =  i).  Tale  densit￠  dipende  dallo  stato  precedente  ed  ￨
indipendente dal tempo.
Un altro parametro importante del HMM ￨ la probabilit￠ dello stato iniziale:
ˀi = P(s(1) = i).
Concludendo un HMM a n stati pu￲ essere completamente descritto dalla probabilit￠
dello stato iniziale Π = {ˀi}, dalla matrice di probabilit￠ di transizione dello stato A = {aij},
e dalla matrice di probabilit￠ dell’osservazione B = {bi(ot)}.
Una volta definito il modello si devono stimare i suoi parametri. Un algoritmo che pu￲
essere utilizzato ￨ quello di Baum-Welch che modifica i parametri in modo tale da
massimizzare la probabilit￠ che gli eventi osservabili e gli stati corrispondenti a tali
eventi si verifichino contemporaneamente.
Nell’ambito della determinazione dei compiti motori, si costruisce un modello di HMM
per ciascuno dei movimenti da classificare dove gli stati sono le diverse fasi del ciclo
di azione. Successivamente si d￠ in input a tutti i modelli il vettore di osservazione ot
e la probabilit￠ dello stato precedente di ogni HMM. Tramite l’algoritmo di Viterbi [8] si
calcola qual ￨ l’HMM con la probabilit￠ pi￹ alta di essere quello corrente; la classe
corrispondente sar￠ assegnata al campione.
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Fig.3.9  modello HMMCAPITOLO 4
RISULTATI  deLLA  CLASSIfICAzIOne  RIPORTATI  In
LeTTeRATURA
4.1 CLASSIfICAzIOne COn LdA
Pathi  et  al.[8] utilizzano  il  classificatore  linear  discriminant  analysis  (LDA)  per  il
riconoscimento dei compiti motori, utilizzando features ricavate dal segnale EMG.
Hanno confrontato poi tale classificatore LDA con altri due: Artificial Neural Network
(ANN) e Naive-Bayes Classifier (NBC).
In questo articolo viene utilizzato il segnale EMG che permette di valutare l’attivit￠
elettrica dei muscoli. La rilevazione di tale attivit￠ consente di classificare il movimento
del paziente in 4 compiti motori : Slow Walk (SW), Normal Walk (NW), Fast Walk (FW),
Run (RUN).
Viene rilevato un segnale EMG per ogni muscolo, in questo caso da 3 muscoli della
coscia: Rectus Femoris (M1), Vastus Lateralis (M2), Semitendinous (M3).
Per  l’esperimento  vengono  presi  12  soggetti  tra  i  12  e  i  25  anni  senza  problemi
neuromuscolari e sui 3 muscoli di ogni soggetto vengono posizionati degli elettrodi
superficiali per il rilevamento del segnale EMG. Per l’estrazione delle features viene
presa una finestra dall’ inizio del segnale EMG e della durata di circa 100 ms.
Le features estratte si dividono in due categorie:
-features nel dominio del tempo
1 Integrated EMG (IEMG): tale parametro viene utilizzato come indice per rilevare
l’inizio dell’attivit￠ muscolare. Viene definito come la somma del valore assoluto del
segnale
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(4.1)2 Root Mean Square (RMS): parametro relativo a contrazione con forza costante e
non all’affaticamento dovuto alla contrazione muscolare. Quando un segnale viene
modellato come un processo random Gaussiano, RMS fornisce la massima stima
likelihood dell’ampiezza del segnale.
3 Slope Sign Changes (SSC): rappresenta il numero di volte che la pendenza del
segnale cambia da positiva a negativa.
4 Variance (VAR): misura la dispersione dei punti del data set attorno al loro valore
medio.
dove ʼ ￨ la media.
5 Willison Amplitude (WAMP): misura il numero di volte che la differenza
dell’ampiezza del segnale tra due segmenti adiacenti ￨ maggiore di una certa soglia
6 Function Lenght (FL):
7 Zero Crossing (ZC): misura il numero di volte che il segno cambia nel segnale EMG.
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(4.2)
(4.3)
(4.4)
(4.5)
(4.6)-features nel dominio della frequenza
1 Mean Frequency (MF): misura la frequenza media dello spettro del segnale.
dove ‘Pi’ ￨ lo spettro di xi e ‘fi’ ￨ la frequenza di Pi.
Successivamente le features vengono analizzate con il metodo Principal Component
Analysis  (PCA)  che  costruisce,  a  partire  dagli  attributi  ricavati,  un  data  set  di
dimensione minore, eliminando la ridondanza. In pratica si selezionano le features che
hanno  la  massima  varianza.  Le  features  cos￬  ottenute  vengono  date  in  input  al
classificatore LDA.
La classificazione con LDA viene fatta utilizzando varie combinazioni dei 3 muscoli.
Le due combinazioni pi￹ importanti e che danno i risultati migliori sono:
1 Utilizzo di LDA con le features del dominio del tempo prese dai muscoli M1 e M3.
Questa  combinazione  riesce  a  classificare  molto  bene  il  normal  walk  con  una
percentuale di errore pari al 15%.
2 Utilizzo di LDA con le features del dominio del tempo e della frequenza ricavate dai
muscoli  M1  e  M2.  I  risultati  mostrano  che  fast  walk  e  normal  walk  sono  ancora
correlati, quindi si esegue un secondo stage di classificazione che separa queste due
classi (come si pu￲ vedere nelle due figure sottostanti).
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(4.7)
Fig. 4.1 Classificazione LDA con M1 e M2
Fig. 4.2 Secondo stage di classificazione
tra FW e NWSuccessivamente Pathi et al. [4] confrontano LDA con altri due classificatori.
Il primo ￨ la rete neurale (ANN). Le features vengono normalizzate e usate come input
per il training. Nell’esperimento vengono utilizzate due reti neurali, una con 40 neuroni
nascosti  (hidden  neurons)  e  l’altra  con  100.  Gli  indici  utilizzati  per  valutare  la
performance sono: Mean Square Error (MSE) che misura il valore assoluto dell’errore
nel network e Regression Value (R).
I risultati mostrano che l’errore e la correlazione nella rete neurale con 100 HN ￨
decisamente migliore di quella con 40 HN.
Il secondo classificatore ￨ il classificatore Naive Bayes (NBC), basato su un modello
probabilistico.
Poich￨ la velocit￠ di cammino ￨ soggetto-dipendente in quanto ￨ il soggetto stesso
che sceglie la velocit￠ pi￹ comoda per camminare, la velocit￠ durante normal walk per
un soggetto pu￲ invece essere la velocit￠ usata durante il fast walk per un altro. Allora
in questo caso le classi non sono distinguibili e quindi questo classificatore fornisce un
buon  meccanismo  di  controllo  attraverso  la  probabilit￠,  perch￩  indica  qual  ￨  il
movimento che ha la maggiore probabilit￠ di essere quello giusto. La figura 4.3 mostra
le varie funzioni densit￠ di probabilit￠ per i 4 compiti motori analizzati.
Infine la tabella 4.4 riporta l’accuratezza ottenuta con i vari classificatori.
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Figura 4.3 Classificatore Naive-Bayes
Tabella 4.4 Confronto tra i 3 tipi di classificatoreSi nota che NBC ￨ molto efficiente in termini computazionali ma la sua accuratezza ￨
molto bassa, quindi viene scartato. ANN invece ha il difetto di impiegare troppo tempo
per  la  classificazione  quindi  non  pu￲  essere  applicato  in  classificazioni  real-time.
Quindi  LDA  risulta  essere  il  miglior  classificatore  per  questa  applicazione.
LDA presenta una buona accuratezza e ha il minor costo computazionale. E’ semplice
da implementare e pi￹ veloce rispetto agli altri due.
Un altro esperimento che predilige la classificazione con LDA ￨ quello di Huang et
al.[9]. Anche qui viene utilizzato il segnale EMG in quanto ritenuto principale fonte di
controllo  neurale  per  le  protesi.  Inoltre  viene  introdotto  un  classificatore  fase-
dipendente  con  una  veloce  risposta  temporale  per  la  classificazione  dei  compiti
motori.
Tale metodo viene testato su 8 soggetti normali e due uomini con un’amputazione
trans-femorale (TF1 e TF2).
Sul segnale EMG possiamo fare 3 brevi considerazioni: 
1 Il segnale EMG ￨ tempo-variante quindi mostra grandi variazioni all’interno di un
movimento. Se per￲ vengono considerati 200 ms del segnale, in tale intervallo pu￲
essere considerato quasi stazionario e quindi pu￲ essere usato dall’algoritmo EMG
PR, sviluppato per segnali stazionari.
2 In  pazienti  con  la  gamba  amputata,  l’informazione  sul  controllo  neurale  risiede
nell’arto residuo. Per poter accedere a tale informazione, viene usata un’interfaccia
nervi-macchina chiamata TMR: ‘target muscle reinnervation’.
I nervi nell’arto residuo sono quindi collegati con dei muscoli alternativi. Il segnale
neurale, si propaga attraverso tali nervi e attiva questi muscoli. Il segnale EMG
rilevato  da  tale  attivit￠  muscolare,  contiene  le  informazioni  necessarie  per  il
controllo neurale dell’arto mancante. (Tali studi sono stati fatti da Zhou, Huang et
al. sugli arti superiori).
3 In una fase del ciclo del passo di un determinato movimento, i pattern dei muscoli
sono simili tra loro, questo perch￨ il segnale ￨ quasi ciclico all’interno di un gait.
In tale studio vengono prelevati 16 canali del segnale EMG proveniente da 16 muscoli:
GLMA, GLME, SAR, RF, VAL, VAM, GR, BFCL, ST, TA, PEL, GAL, GAM, SOL, EXD.
I movimenti classificati sono: walking level su un percorso diritto lungo 9 m. La velocit￠
del passo viene decisa dal soggetto. Obstacle: ai soggetti normali ￨ stato chiesto di 
oltrepassare l’ostacolo (19 cm x 30 cm x 10 cm) con la gamba non instrumentata,
mentre ai soggetti amputati ￨ stata data libera scelta di usare la gamba che volevano.
StairUp e StairDown viene fatto su una scala di 3 gradini, TF1 ￨ stato capace di salire
33la scala con il normale passo alternato mentre TF2 ￨ salito facendo un gradino alla
volta.  Ipsilateral  turning,  ovvero  girare  su  se  stessi  facendo  perno  con  la  gamba
instrumentata  mentre  contralateral  turning  ￨  il  movimento  complementare.  Infine
standing. Per ogni movimento vengono registrati 10 gait cycle.
Il classificatore usato per discriminare i movimenti ￨ fase-dipendente. Il gait cycle ￨
diviso in due eventi, qui chiamati heel contact (HC che sarebbe la corrispondente fase
di  stance)  e  toe  off  (TO  che  corrisponde  alla  fase  di  swing).  Il  gait  cycle  viene
ulteriormente suddiviso in 4 fasi: subito dopo il contatto del tallone (POST-HC), prima
del sollevamento della punta del piede (PRE-TO), dopo il sollevamento della punta
(POST-TO) e prima del contatto del tallone (PRE-HC).
Nella figura 4.5 (b) ￨ possibile vedere quanto appena spiegato.
Viene  quindi  costruito  un  classificatore  per  ogni  fase.  La  figura  4.5  (a)  mostra
l’architettura di tale classificatore. Il ‘Gait Event Detection’, ad ogni finestra di segnali
EMG provenienti dai vari canali, associa il classificatore della fase a cui appartiene
tale finestra. Alla fine per ogni fase viene presa una decisione, cio￨ viene deciso il
movimento a cui appartiene quella fase.
Il classificatore che viene utilizzato ￨ stato scelto tra LDA e ANN. Alla fine si ￨ scelto
LDA in quanto produce un errore di classificazione pi￹ basso, ￨ facile da implementare
senza dover tener conto dei parametri di regolarizzazione, ed ￨ piu efficiente dal punto
di vista computazionale del ANN. La figura 4.6 mostra il confronto tra le performance
dei due classificatori.
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Fig. 4.5 (a) architettura dell’algoritmo EMG PR.
(b) 4 fasi in cui ￨ diviso il gait cyclkeIn ogni fase, vengono calcolate le features. Si ottiene un vettore di features (F): 
F=(f1, f2, f3,...,fN)
dove la fn ￨ la features del canale n e N ￨ il numero totale dei canali usati.
Le features calcolate sono quelle del dominio del tempo (TD) ,cio￨ MAV, ZC, WL,
SSC, e i coefficienti autoregressivi del terzo ordine (AR). Viene utilizzata anche una
combinazione di queste, TDAR solo che non danno una buona performance.
Si preferiscono quindi le features TD e AR che sono computazionalmente pi￹ efficienti.
L’errore di classificazione ￨ calcolato dalla formula:
e  inoltre  ￨  stimata  la  matrice  di  confusione  C  in  cui  gli  elementi  diagonali  aii
rappresentano l’accuratezza di classificazione della classe i e gli elementi aij indicano
la classificazione sbagliata di un pattern EMG appartenente alla classe i e invece
classificato come appartenente alla classe j.
L’errore di classificazione dipende dal tipo di classificatore scelto, dalle features usate, dalla
fase del gait cycle e dalla lunghezza della finestra usata per estrarre il segnale EMG.
Quest ultimo aspetto ￨ molto importante. La lunghezza di tale finestra non dovrebbe
essere maggiore di 200 ms. La figura 4.7 mostra come varia l’errore di classificazione
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Fig. 4.6 Performance di classificazione tra ANN e LDAnelle varie fasi, al variare della lunghezza della finestra da 50 ms a 150 ms. Dai grafici
risulta che l’errore pi￹ basso di classificazione si ha con una finestra di 150 ms. 
Ultimo aspetto interessante ￨ quello di valutare la performance della classificazione
usando differenti combinazioni di muscoli. Questo permette di vedere il contributo che
danno i muscoli alla classificazione dei movimenti. Un set ridotto di muscoli che d￠ un
basso  errore  di  classificazione,  permetterebbe  di  applicare  un  minor  numero  di
elettrodi, garantendo un buon controllo neurale. Nella tabella 4.8 sono illustrati le 4
combinazioni di muscoli usati nell’esperimento.
36
Fig. 4.7 Influenza delle features e della lunghezza della finestra sull’errore di classificazione
Fig. 4.8 Tabella con le 4 combinazioni dei muscoliAlla fine l’errore di classificazione proveniente dai segnali EMG dell’anca e dell’arto
residuo nei 2 amputati viene confrontato con quello dei soggetti normali quando viene
usata la seconda combinazione della tabella 4.8, ovvero l’uso di EMG rilevati dagli
elettrodi posizionati sopra il ginocchio.
I risultati del grafico 4.9 mostrano che quando si usano EMG provenienti da muscoli
dell’anca e della coscia, la media dell’errore di classificazione nelle 4 fasi ￨ di 12.4%,
6%, 7.5%, 5.2%. Rimuovendo da tale set, i muscoli dei glutei l’errore aumenta di un
0.2%-2.8%. Usando invece i muscoli della tibia e del piede si ottiene l’errore pi￹ alto,
mentre considerando tutti i 16 muscoli si ha l’errore pi￹ basso.
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Fig. 4.9 Errore di classificazione con le 4 combinazioni di muscoliInfine i grafici 4.10 e 4.11 mettono a confronto la performance di classificazione tra i
due amputati e gli 8 soggetti normali in cui vengono selezionati solo i muscoli sopra il
ginocchio.
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Fig. 4.10 Errore di classificazione dei sette movimenti dei 2 amputati TF1 e TF2I risultati suggeriscono che tali muscoli considerati (che sono 10) sono sufficienti per
fornire un’accurata classificazione dei movimenti. Il segnale EMG dei due amputati
non deve essere per forza uguale a quello dei soggetti normali, dal momento che il
metodo presentato viene adattato a ogni individuo.
Dai grafici dei soggetti normali, si nota che la pi￹ bassa accuratezza si trova nella fase
POST-HC per i seguenti movimenti: level walking, obstacle, ipsi-Turn e contra-Turn.
Questo perch￨ i movimenti elencati, richiedono lo stesso supporto e azioni simili da
parte dei muscoli. Invece stair ascent e stair descent, danno un’accuratezza media
che varia nel range 93.8%-99.3%. Le stesse considerazioni possono essere fatte per
i due amputati.
Sebbene  i  risultati  di  classificazione  siano  molto  incoraggianti,  ulteriori  studi  sono
indispensabili per poter fornire un solido sistema di controllo neurale che possa essere
usato nella vita quotidiana. I passi futuri sono orientati verso la combinazione dell’uso
del segnale EMG con le forze di reazione al suolo e dati cinematici, ricerca di altri
classificatori e altre features pi￹ discriminanti.
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Fig. 4.11  Matrice di confusione per i movimenti riguardanti gli 8 soggetti normali4.2 CLASSIfICAzIOne COn HIdden mARKOV mOdeL
Luo et al. [10] descrivono l’ applicazione del metodo Hidden Markov Model (HMM) e
l’utilizzo del segnale EMG per riconoscere vari compiti motori.
I movimenti dell’uomo sono realizzati dall’attivita coordinata di pi￹ muscoli (dell’anca,
del ginocchio e del piede) e tale attivit￠ pu￲ essere rilevata con elettrodi, suddivisa in
‘gait cycle’ (ciclo di cammino che comincia con il contatto del piede e finisce con il
contatto dello stesso piede) e ognuno di questi diviso in fasi. 
Sup et al. [8] dividono il gait cycle in due fasi principali: fase di stance e fase di swing.
La fase di stance ￨ la fase in cui la gamba con gli elettrodi supporta il peso del corpo e
inizia da quando il tallone tocca il terreno a quando la punta dello stesso piede si stacca
dal terreno. La fase di swing ￨ la fase complementare, ovvero quando la stessa gamba
in questione avanza. Successivamente definiscono un modello a stati finiti del cammino.
Lo stesso approccio viene adottato da Luo et al. [10]. Viene usato un approccio a stati
finiti dove da un lato gli stati corrispondono ai diversi movimenti che voglio classificare
(in questo caso: walking, climbing stairs, down stairs) e dall’ altro lato gli stati sono le
diverse fasi in cui ￨ stato suddiviso il gait cycle di un determinato compito motorio.
Infatti per esempio, il walking viene suddiviso in 5 fasi: early stance, mid stance,
preswing, swing flexion, swing extension (vedi figura 4.12). In questo caso avrei allora
5 stati: s1, s2, s3, s4, s5. 
In questo studio viene definito un set minimo di muscoli sufficienti per riconoscere le
fasi del gait cycle e i vari movimenti, questi sono: Vastus Lateralis, Semitendinosus,
Adductors,  Tensor  Fascia  Latae.  Da  questi  muscoli,  posizionando  degli  elettrodi
superficiali vengono rilevati i segnali EMG. Essendo che l’input del modello HMM ￨
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Fig. 4.12 Segnale EMG durante un ciclo di walkinguna sequenza di vettori di variabili, il segnale EMG viene suddiviso in segmenti di
lunghezza di 200 ms. Da ogni segmento vengono poi estratte le features nel dominio
del tempo, che devono essere in grado di rappresentare le propriet￠ del segnale nelle
diverse fasi del gait cycle. Queste sono: MAV (mean absolute value), WL (waveform
length),  SSC  (slope  sign  changes),  ZC  (zero  crossing).  Le  features  che  vengono
estratte da ogni segmento EMG, costituiscono il vettore di variabili da dare in input a
HMM, ovvero il vettore di osservazione ot illustrato nel paragrafo 3.5.
L’esperimento consiste nel costruire un HMM per ogni movimento. Per esempio il
walking viene diviso in 5 fasi a cui vengono associati i 5 stati del modello HMM (come
si pu￲ vedere dalla figura 4.13). Si parte da sinistra verso destra, cio￨ dallo stato s1
allo stato s2 e cos￬ via, senza saltare. Infatti le possibili transizioni sono :
passare allo stato successivo o rimanere allo stato attuale.
Una volta costruiti i 3 HMM, vengono dati in input a questi il vettore di osservazione ot
e la probabilit￠ dello stato precedente di ogni HMM. In uscita si avr￠ la probabilit￠ per
ogni HMM di essere quello corrente: quello con la probabilit￠ pi￹ alta, sar￠ il modello
da associare al compito motorio che si sta classificando.
Nella figura sottostante ￨ rappresentata la performance del metodo al variare delle
combinazioni delle features usate.
Le combinazioni sono 4: (1) variabili usate singolarmente, (2) variabili usate tutte
insieme,  (3)  MAV+WL,  (4)  ZC+SSC.  La  percentuale  di  accuratezza  pi￹  alta  ￨
raggiunta con MAV+WL (91.46%).
Concludendo, i risultati sperimentali mostrano che hidden Markov model rappresenta
un grande potenziale per il riconoscimento dei compiti motori e delle fasi del gait cycle.
41
Fig.4.13
HMM a 5 stati 
Fig. 4.14
Performance al variare del
set di features4.3 SUPPORT VeCTOR mACHIne
Lau et al. [11], utilizzano il classificatore support vector machine per la discriminazione
dei seguenti movimenti:  stair ascent, stair descent, level walking, unslope,downslope
su 3 soggetti normali.
Vengono utilizzati i dati cinematici (accelerazione e velocit￠ angolare) della gamba
registrati con due sensori. Alla fine i risultati ottenuti vengono confrontati con i risultati
raggiunti  da  altri  tre  classificatori  :  Artificial  Neural  Network  (ANN),  Radial  Basis
Function network (RBF), Bayesian Belief Network (BBN).
Nell’ esperimento vengono usati due sensori identici, uno posizionato sul piede e uno
sulla ‘tuberosit￠ della tibia’. Ogni sensore ￨ dotato di un accelerometro dual-axis che
misura l’accelerazione lineare e la componente di accelerazione dovuta alla gravit￠.
L’accelerometro ￨ posizionato nel sensore in modo tale da misurare il movimento
antero-posteriore della gamba. Il sensore ￨ inoltre dotato di un giroscopio che misura
la velocit￠ angolare.
Alla  fine  i  due  sensori  sono  allineati  in  modo  tale  che  la  direzione  anteriore
dell’accelerometro ￨ la stessa della direzione di cammino (figura 4.14).
Lo  studio  ￨  basato  sul  fatto  che  l’orientazione  del  piede  e  della  tibia  e  i  parametri
cinematici misurati (accelerazione e velocit￠ angolare) sono diversi nei 5 movimenti presi
in esame: stair ascent (salire la scala), stair descent (scendere la scala), level walking
(camminare), upslope (camminare in salita), downslope (camminare in discesa).
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Fig. 4.14 (a) struttura del sensore (b) localizzazione dei due sensoriNella  fase  di  sperimentazione  viene  chiesto  ai  3  soggetti  di  eseguire  5  test  (un
movimento per ogni test) con una pausa di un minuto tra una prova e l’altra. Alla fine
per ogni test si hanno 10 gait cycle (ciclo del passo).
Il gait cycle (che comincia con il contatto di un piede e termina con il contatto dello
stesso piede) viene diviso nelle due fasi gi￠ descritte nel paragrafo 3.2: fase di stance
e fase di swing. In questo esperimento viene usata la fase di pre-swing, cio￨ la fase
di transizione tra stance e swing, in cui l’arto con i due sensori si prepara a staccarsi
dal suolo. Si prende questa fase perch￨ si ￨ deciso di identificare un punto critico del
gait  cycle  in  cui  i  dati  cinematici  subiscono  un  cambiamento.  Infatti  in  tale  fase,
l’orientazione della tibia e il movimento eseguito per entrare in fase swing sono diversi
nei 5 compiti motori considerati.
La fase di pre-swing pu￲ essere identificata monitorando la velocit￠ angolare della
tibia (AVps) e si vede, dal grafico di figura 4.15, che ￨ localizzata nel minimo ‘turning
point’  di  tale  velocit￠.  In  tale  posizione  viene  calcolata  la  feature  Sh(AVps)  che
rappresenta l’ampiezza del punto considerato.
Altre  variabili  utili  per  la  classificazione  sono  Sh(Accps)  e  Ft(Accps).  Queste
definiscono rispettivamente l’ampiezza dell’accelerazione antero-posteriore della tibia
e del piede nello stesso istante in cui si ha anche Sh(AVps), cio￨ nell’istante in cui si
ha la fase di pre-swing. Ultime variabili calcolate sono Sh(Accpeak) e Ft(Accpeak),
definite come ampiezze del picco situato rispettivamente dopo Sh(Accps) e Ft(Accps).
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Fig. 4.15 grafico che rappresenta la velocit￠ angolare AP della tibia, l’accelerazione AP della tibia e
l’accelerazione AP del piede. Nei tre grafici sono visualizzate le features calcolate.Una volta calcolate le features, queste vengono date in input alla SVM e vengono fatti
4 tipi di classificazione:
1 classificazione tra le 5 classi.
2 classificazione tra 3 classi: stair ascent, stair descent e una singola classe che
include gli altri 3 movimenti.
3 classificazione tra 2 classi: stair ascent e una singola classe che include gli altri 4
movimenti.
4 classificazione tra 2 classi: stair descent e una singola classe che include gli altri 4
movimenti.
Le ultime due classificazioni hanno lo scopo di osservare quanto bene si riesce a
distinguere la salita e la discesa dalle scale da tutti gli altri movimenti.
I risultati ottenuti vengono poi confrontati con quelli ricavati con altri 3 classificatori:
ANN, RBF, Bayes. La figura 4.16 mostra il confronto.
Fig. 4.16 Classificazione dei vari movimenti con SVM, ANN, RBF, Bayes.
(a) classificazione con features calcolate dalla tibia.
(b) classificazione con features provenienti sia dalla tibia che dal piede
44Si nota che nel grafico (a), la SVM classifica con accuratezza maggiore rispetto agli
altri 3 e ottiene una classificazione del 100% quando classifica tra 3 e 2 classi.
Comunque, per tutti i metodi, l’ accuratezza nella classificazione di 3 e 2 classi ￨
superiore al 90%.
Per quanto riguarda la classificazione di 5 classi, l’accuratezza della SVM scende fino
a essere minore dell’80%. Questo significa che le features selezionate riescono a
discriminare  fino  a  3  classi,  ma  per  quanto  riguarda  classificazione  a  pi￹  classi
bisogna  modificare  o  aggiungere  altre  variabili.  Infatti  nel  grafico  (a)  le  features
utilizzate dalla SVM sono solo i parametri cinematici della tibia,mentre nel grafico (b)
vengono inclusi anche quelli del piede. L’aumento del numero delle features produce
nella classificazione a 5 classi un aumento dell’accuratezza dal 78% all’85%.
La  tabella  seguente  permette  di  vedere  come  varia  l’accuratezza  della  ‘machine
learning’ in funzione delle combinazioni diverse di features date come input.
Da questi risultati si deduce che la SVM ￨ il classificatore migliore e pi￹ consistente
tra quelli esaminati.
Quindi Merg et al.[5] concludono che utilizzare due sensori per la rilevazione dei
parametri cinematici del piede e della tibia e classificarli con l’algoritmo Support Vector
Machine, produce un’accurata predizione dei 5 movimenti considerati.
Fig. 4.17 Accuratezza della SVM usando come input diverse combinazioni di features
45L’ultimo  recente  studio  nella  classificazione  dei  compiti  motori  con  SVM  ￨  quello  di
E.Ceseracciu et al.[12]. Come nello studio di Huang et al [6],anche in questo studio
vengono utilizzati un gran numero di movimenti, come ad esempio: turn right (girare a
destra), turn left (girare a sinistra), obstacle (superare un ostacolo). Questo aspetto porta
a mettere davvero alla prova la capacit￠ del classificatore nel discriminare tra le classi.
Gli studi precedenti infatti, ottenevano buoni risultati con i vari tipi di classificatore
perch￨ il numero di movimenti diversi era davvero scarso.
Nello  studio  di  Ceseracciu  et  al.[12]  i  movimenti  da  discriminare  sono:  walking
(camminare), obstacle (questo viene attraversato con la gamba non instrumentata),
stairUp (salire la scala), stairDown (scendere la scala), turnRight (girare a destra),
standing (rimanere in piedi in posizione statica). I muscoli da cui vengono rilevati i
segnali EMG e successivamente estratte le features sono: gluteus maximus (GLMA),
gluteus medius (GLME), sartorius (SAR), rectus femoris (RF), vastus lateralis (VAL),
vastus  medialis  (VAM),  gracilis  (GR),  biceps  femoris  caput  longus  (BFCL),
semitendinosus  (ST),  tibialis  anterior  (TA),  peroneus  longus  (PEL),  gastrocnemius
lateral  head  (GAL),  gastrocnemius  medial  head  (GAM),  soleus  (SOL),  extensor
digitorum brevis (EXD).
Per  ridurre  il  set  sperimentale  ￨  stato  ricercato  un  set  di  muscoli  ridotto  che
permettesse comunque una buona accuratezza nella classificazione. I muscoli che
sono stati tolti sono: GLME, VAL, VAM, GR, GAL, SOL, in quanto avevano lo stesso
ruolo di altri muscoli selezionati (es. GLMA e GLME sono entrambi estensori dell’anca
quindi viene tolto uno dei due).
Il segnale EMG viene preso in una finestra di durata 150 ms: entro tale lunghezza il
segnale  pu￲  essere  considerato  quasi  stazionario  e  contiene  le  informazioni
necessarie per la classificazione (Huang et al.[9]).
All’interno del gait cycle vengono identificate 4 fasi: pre-contact, post-contact, pre-off
e post-off. La fase di contact (piede della gamba instrumentata poggiato per terra)
viene individuata dall’attivazione di 3 foot-switch, mentre la fase di footOff (fase
complementare) ￨ individuata in quanto i foot-switch non sono attivi.
Le features nel dominio del tempo vengono estratte da ogni finestra di segnale EMG
e queste sono: Mean Absolute Value (MAV), Zero Crossing (ZC), Waveform Length
(WFL), Root Mean Square (RMS). Vengono anche usati come features i coefficienti
autoregressivi del terzo ordine (AR1,AR2,AR3), ma non danno buona accuratezza
nella classificazione . Il set ottimo di features ￨ costituito da (MAV+ZC+SSC+RMS)
che d￠ un’accuratezza maggiore del 90%.
46La figura 4.18 mostra la bont￠ della classificazione per il set di muscoli ridotti:
i muscoli (GLME, VAL, VAR, GR, GAL, SOL) sono stati tolti uno alla volta dal set.
Nella figura 4.19 si possono osservare le matrici di confusione medie per il set di 15
muscoli e per il set di muscoli ridotti (9 muscoli).
Tale set ridotto pu￲ essere considerato un buon compromesso tra la riduzione del set
up strumentale e la performance della classificazione.
Fig. 4.18 Accuratezza della classificazione con set ottimo di features e set di muscoli ridotti.
Fig. 4.19 Diagramma di Hinton delle matrici di confusioni medie. A sinistra vengono utilizzate le featu-
res estratte da tutti i muscoli, a destra quelle estratte dal set minimo di muscoli
47La figura 4.18 valuta l’ accuratezza della classificazione ed ￨ possibile notare che gli
errori di classificazione riguardano i compiti motori che sono molto simili tra loro come
il walking e l’obstacle; quindi sarebbe utile trovare features che discrimino meglio
queste due classi.
Si pu￲ inoltre vedere che gli errori pi￹ alti nella classificazione riguardano l’obstacle e
il turnRight e che l’errore ￨ fase-dipendente.
Infine, la riduzione del set di muscoli non influisce molto sulla performance della SVM
e questo ￨ un risultato fondamentale perch￨ permette di ridurre il numero di elettrodi
che devono essere posizionati sulla gamba; quindi rende l’esoscheletro pi￹ facile da
applicare.
Concludendo, l’uso della SVM per discriminare i vari movimenti d￠ buoni risultati con
un elevata performance.
48CAPITOLO 5
PROTOCOLLO E METODI
L’attivit￠ di tesi ￨ stata svolta presso il laboratorio di Bioingegneria del Movimento del
dipartimento di Ingegneria dell'Informazione, Universit￠ di Padova.
Durante questi sei mesi il mio compito principale ￨ stato quello di migliorare e imple-
mentare un protocollo per la classificazione dei compiti motori.
Prima della descrizione dell’attivit￠ di laboratorio, vengono illustrati i programmi/soft-
ware che sono stati utilizzati. Questi sono : ‘BTS Smart Analyzer’, sviluppato da BTS
S.p.A, Italia e ‘SVMsharkMulticlass’ sviluppato dal gruppo di ricerca dell'Universit￠ di
Padova che si occupa del progetto in cui si inserisce il presente lavoro di tesi.
5.1 SMART
Lo studio del movimento umano prevede la misura di variabili che descrivono la cine-
matica e la dinamica dei vari segmenti corporei. Le variabili cinematiche (posizione,
velocit￠, accelerazione) sono ottenute tramite sistemi di analisi del movimento, mentre
le variabili dinamiche si ottengono indirettamente tramite la misura, ottenuta con pedane
di forza, delle forze esterne agenti sul soggetto. Oltre a queste variabili, possono essere
acquisiti segnali elettromiografici (EMG) e quant’altro possa essere correlato con l’atto
motorio.
A tale fine si illustra il sistema SMART, ovvero il sistema di cattura del movimento (Mo-
tion Capture) progettato da BTS S.p.A. E’ un sistema optoelettronico che utilizza mar-
catori passivi e telecamere operanti nella gamma dell’infrarosso. Si divide in due
sottoinsiemi principali: una struttura di acquisizione (telecamere, illuminatori, schede
di acquisizione) e una struttura software di elaborazione. Questa ￨ la soluzione tecno-
logica pi￹ diffusa per la stima del movimento umano e garantisce un’ elevata accura-
tezza.In figura 5.1 ￨ possibile vedere i componenti di tale sistema e di seguito verranno
analizzati i principali strumenti.
49Lo strumento principale ￨ la SmartStation che serve per gestire l'acquisizione dalle te-
lecamere e dalle pedane, gestendo i segnali provenienti dallo Smart Rack, a cui tele-
camere  e  pedane  sono  collegate.  La  SmartStation  permette  anche  di  ricevere,
visualizzare ed elaborare i dati elettromiografici che vengono inviati dal Pocket EMG.
La comunicazione tra questi due componenti avviene via wireless tramite protocollo
WiFi standard 802.11b. La SmartStation 
Vi sono poi le telecamere con illuminatore dotate di un sensore CCD per la rilevazione
del segnale luminoso e la trasduzione in segnale elettrico. Queste vengono utilizzate
con marcatori passivi che sono costituiti da supporti in materiale plastico ricoperti da
pellicola catarifrangente. Essendo le telecamere dotate di un fitro ottico opportuno, i
marcatori sono riconoscibili rispetto allo sfondo. I marcatori sono di forma sferica o se-
misferica in quanto la sfericit￠ rappresenta la migliore geometria di supporto per la ri-
flessione dei raggi infrarossi emessi dagli illuminatori.
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Figura 5.1  Componenti del sistema di acquisizione del movimento SMART
Figura 5.2  TELECAMERA SMART-DLe piattaforme di forza rappresentano una componente fondamentale del sistema
SMART. Tali pedane sono poste su un camminamento appositamente predisposto e
non perturbano la libera espressione dell’atto motorio. Misurano i carichi scambiati tra
piede e suolo e possono essere di due tipologie: a sensori strain gauge prodotte da
AMTI e Bertec, e a sensori piezoelettrici, prodotte da Kistler.
Le pedane sono tutte multicomponente e forniscono quindi i dati relativi alle 3 compo-
nenti x,y e z delle forze (taglio, postero-anteriore, verticale), le coordinate del centro di
pressione (Px, Py) e il momento torcente Mz.
Le piattaforme a sensori estensimetrici (strain gauge) convertono la variazione di lun-
ghezza in un segnale elettrico mediante la variazione di resistenza, mentre le piatta-
forme a sensori piezoelettrici sfruttano l’effetto piezoelettrico di alcuni cristalli (ad
esempio il quarzo). Tale effetto consiste nella comparsa di cariche elettriche sulla loro
superficie quando questi sono sollecitati meccanicamente.
In figura 5.3 ￨ rappresentata una piattaforma di forza.
L’ultimo componente importante del sistema SMART ￨ l’elettromiografo Pocket EMG,
ovvero l’elettromiografo portatile di superficie. Lo strumento offre la possibilità di sfrut-
tare fino a 16 canali elettromiografici e 8 aree di basografia, configurabili sulla soglia
del peso del paziente, con la possibilità di 6 canali digitali supplementari. Ogni canale
lavora su una frequenza di campionamento di 10 kHz, con risoluzione a 16 bit. Tale
Pocket EMG si collega a una serie di cavi alle cui estremit￠ vi sono degli elettrodi e i
footswitch da applicare sulla superficie del paziente. Gli elettrodi servono a registrare
il segnale elettromiografico relativo ai muscoli di interesse. I footswitch sono sensori di
pressione indipendenti per l’identificazione automatica delle fasi del passo. Vengono
posizionati sulla pianta del piede e rilevano quando il piede ￨ a contatto o meno con il
suolo. 
Figura 5.3- Piattaforma di forza
51E’ possibile il backup in locale dei dati: in caso di interruzione della connessione wire-
less con la SmartStation, tutte le informazioni possono essere immediatamente ripri-
stinate. L’assenza di cavi di connessione, la logica a bordo e la memorizzazione dei
dati su schede intercambiabili permettono di effettuare un monitoraggio di lunga durata,
seguendo il paziente nelle sue attività quotidiane. In figura 5.4 e 5.5 ￨ raffigurato il poc-
ket EMG utilizzato durante le acquisizioni.
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Figura 5.4- pocket EMG
Figura 5.5- Pocket EMG. Nel riquadro in alto a destra sono raffigurati i foot switch.La componente software fornita assieme al sistema si divide in:
SMART CAPTURE: applicazione del sistema che permette di acquisire immagini (sta-
tiche o dinamiche) e dati dai diversi strumenti per poterli poi analizzare.
La procedura per l’acquisizione di immagini comincia con la calibrazione del sistema,
operazione che ha lo scopo di definire il volume dove verranno eseguiti i movimenti  e
la posizione e l'orientamento delle telecamere rispetto ad esso. Dopo la calibrazione il
sistema SMART ￨ pronto per le acquisizioni: le telecamere registreranno i marker e i
loro spostamenti, facendo cos￬ apparire sullo schermo solo i punti che rappresentano
le sfere riflettenti.
SMART TRACKER: applicazione che permette di ricostruire la posizione tridimensio-
nale di ogni marker a partire dalle immagini di ogni telecamera, acquisite mediante lo
SMART Capture.
SMART ANALYZER: soluzione completa per l’analisi biomeccanica del movimento con
integrazione di dati cinematici 3D, video e analogici provenienti da piattaforme di forza,
elettromiografi od altri dispositivi. Da un punto di vista biomeccanico il software permette
di costruire uno schema di calcolo che genera tutti i dati necessari all’utente per una
completa analisi del gesto motorio.
￈ facilmente integrabile con altri sistemi di Motion Capture e con le pi￹ comuni  applicazioni;
grazie all’ampia variet￠ di formati supportati, consente di importare dati acquisiti con altri si-
stemi o elaborati in Matlab, di esportare dati e presentazioni in Excel, Word, PowerPoint. 
Quest’ultimo software ￨ quello che ￨ stato quello maggiormente utilizzato per lo svol-
gimento di questa tesi. 
Figura 5.6 SMART Analyzer 535.2 SUPPORT VECTOR MACHINE (programma: SVMsharkMulticlass)
Il programma ‘SVMsharkMulticlass’ ￨ un’implementazione del classificatore SVM.
Le Support Vector Machine (SVM) sono una nuova e potente tecnica di classiﬁcazione
sviluppata negli anni ’90 da Vapnik [13] nell’ambito della Statistical Learning Theory.
Le SVM sono basate sull’idea della separazione delle classi con una superﬁcie che
massimizza la distanza tra loro, e prevede dei meccanismi finalizzati a ottimizzare la
capacit￠ di generalizzazione, tenendo sotto controllo il fenomeno dell'overfitting.
Il processo di classificazione ￨ caratterizzato da due fasi fondamentali : fase di appren-
dimento (training) e di validazione (testing).
Innanzitutto la fase di apprendimento consiste nel migliorare le capacit￠ di esecuzione
di un certo compito (task) attraverso l’esperienza acquisita. Le osservazioni passate
vengono accumulate formando una base di conoscenza, l’esperienza, attraverso cui ￨
poi possibile apprendere in modo automatico come valutare nuove informazioni. Dopo
una fase di training attraverso un insieme di esempi chiamato training set, la SVM ac-
quisisce l’abilit￠ di generalizzare su dati di cui si conosce la classe ma che non sono
stati utilizzati per il training. Tali dati costituiscono il testing set. 
Terminata la fase di addestramento, ￨ possibile eseguire la classificazione, che consiste
nell’assegnare ad un pattern una determinata classe.
Nello specifico, ogni pattern del dataset contiene un’ etichetta (es.classe di apparte-
nenza) e una serie di attributi, noti come features.
Lo scopo della SVM ￨ quello di utilizzare il training set per costruire un modello che de-
cida a quale classe di appartenenza (tra un insieme finito definito a priori) debba essere
assegnato ciascun campione del testing set basandosi sul vettore delle misure (“fea-
ture”) che gli viene dato in input.
Introduciamo ora i fondamenti teorici che stanno alla base della classificazione lineare
e non lineare mediante SVM. 
Si considera un training set costituito da coppie (xi, yi), dove xi ∈ Rn , ￨ il vettore di fea-
tures e yi ∈ {1,-1} ￨ l’insieme delle classi (in questo caso classificazione binaria), e si
suppone che i pattern siano separabili linearmente da un iperpiano che permette la di-
stinzione tra le due classi. I punti che appartengono all’iperpiano soddisfano l’equazione
wx - b = 0, dove w ￨ un vettore perpendicolare all’iperpiano, b/||w|| ￨ la distanze del-
l’iperpiano dall’origine e ||w|| indica la norma euclidea di w. ₒ
ₒ
54Si supponga che i pattern del training set soddisfino i vincoli  
che in forma compatta possono essere espressi con la disuguaglianza
L’iperpiano ottimo ￨ quello che separa i campioni del training set nelle due differenti
classi con margine massimo, dove il margine e' la minima distanza tra un punto di cia-
scuna classe e l'iperpiano stesso, e da considerazioni geometriche risulta essere 2/||w||.
Il problema pu￲ essere risolto risolvendo il seguente problema di ottimizzazione
quadratica:
La figura 5.8 illustra i vincoli e l’iperpiano che massimizza il margine.
Figura 5.8- Iperpiano che massimizza il margine e separa le due classi. I campioni lungo il margine
sono i vettori di supporto.
con yi=1
con yi=-1
1 ≤ i ≤ n (5.1)
55Nel caso in cui i dati non siano separabili linearmente i vincoli vengono modificati intro-
ducendo delle variabili di slack positive ʾi , i=1,..,l . Queste variabili si introducono per
rilassare il vincolo di separabilit￠ e tollerare cos￬ un certo numero di errori.
Tali vincoli si possono rappresentare in forma compatta come:
Perch￨ vi sia un errore, la variabile di slack corrispondente deve superare l’unit￠. 
Assegnando un costo C agli errori ʾ la funzione da minimizzare diventa:
soggetto alle condizioni:
Il problema pu￲ essere riformulato utilizzando i moltiplicatori di Lagrange.
Data una funzione F da ottimizzare ed un insieme di condizioni (f1, f2, ...., fn), un la-
grangiano ￨ una funzione L(F, f1, f2, ..., fn, ʱ1,ʱ2, ..ʱn) che incorpora le condizioni nel
problema di ottimizzazione. Gli ʱi vengono chiamati moltiplicatori di Lagrange e ne esi-
ste uno per ogni condizione. Vengono quindi introdotti n lagrangiani positivi; uno per
ogni vincolo. Il langragiano primale diventa:
con ￟i, ʱi ≥ 0.
￟i sono i moltiplicatori introdotti per imporre che ʾi ≥ 0, ∀i.
In seguito alle condizioni di Karush-Kuhn-Tucker, si ottiene la seguente formulazione
duale del problema:
soggetto a : 0 ≤ ʱi ≤ C  e 
(5.2)
(5.3)
(5.4)
(5.5)
56L’iperpiano ottimo ￨ dato da
Il classificatore ￨ costituito dalla seguente formula, in cui i dati appaiono come prodotto
scalare xixj.
Alcuni problemi che non sono separabili linearmente nel loro spazio di input Rn, pos-
sono diventarlo in uno spazio H a dimensionalit￠ maggiore.
Quindi i dati xi vengono mappati in uno spazio H a dimensione maggiore con un’ ap-
plicazione non lineare ʦ : Rn -> H.
In figura 5.9 ￨ data una rappresentazione grafica del concetto appena espresso.
Si costruisce un classificatore non lineare a partire da quello lineare, introducendo una
funzione kernel K tale che: 
(5.7)
Figura 5.9 Mapping dei dati in uno spazio a dimensione maggiore
(5.8)
(5.6)
57Sostituendo la formula (5.8) nella (5.7) e nella (5.5) si ottiene la formulazione duale del
problema (5.10) e la formula del nuovo classificatore (5.11):
Vi sono vari kernel disponibili; nel nostro caso abbiamo utilizzato il kernel Radial Basis
Function (RBF).
Tale kernel ha forma: 
Finora ￨ stata illustrata la classificazione binaria, ma durante la mia attivit￠ di tesi, il
campo di azione della SVM ￨ stato esteso alla classificazione multiclasse.
Per tale classificazione la SVM utilizza varie strategie. Le pi￹ comuni sono: ‘one-
against-all’, ‘one-against-one’, ‘direct acyclic graph’ e ‘binary decision tree’. 
Tutte questi metodi hanno in comune il fatto che vengono costruiti classificatori multi-
classe combinando un certo numero di classificatori binari.
5.2.1 ONE AGAINST ALL
Date K classi, tale metodo consiste nel costruire K classificatori binari. Il k-esimo clas-
sificatore costruisce un iperpiano che separa la classe k dalle altre k-1 che vengono
considerate come una unica. La classe vincitrice sar￠ quella corrispondente al classi-
ficatore per cui la funzione di output f(x) ha valore maggiore; ￨ importante pero' che le
funzioni di output siano calibrate per ottenere valori comparabili. 
(5.11)
(5.10)
585.2.2 ONE AGAINST ONE
Nella strategia ‘one against one’ le classi vengono confrontate a coppie. In pratica date
k classi, si costruiscono k(k-1)/2 classificatori binari che vengono addestrati a discrimi-
nare tra una coppia di classi (m,n). Per ogni classificatore, l’uscita desiderata yi per un
campione di training xi ￨ definita nel modo seguente: 
Successivamente per la classificazione vengono utilizzate diverse strategie tra cui: co-
struzione di un albero binario ‘bottom-up’ e strategia ‘maxwins’.
STRATEGIA ALBERO BINARIO ‘BOTTOM-UP’
Al primo livello k/2 classi vengono selezionate da k/2 classificatori, in quanto ogni clas-
sificatore discrimina tra le due classi sul quale ￨ stato costruito. Le k/2 classi vincenti
finiscono al livello superiore. Qui k/4 classificatori selezionano le classi vincenti che
vanno a formare il livello successivo. La procedura si protrae fino a che non 
rimane una sola classe. Questa costituisce la punta (top) dell’albero binario ed ￨ la
classe vincitrice che verr￠ assegnata al dato da discriminare.
STRATEGIA ‘MAXWINS’
Tale strategia ￨ quella pi￹ comunemente utilizzata. Se la funzione discriminante fm,n(x)
del classificatore binario SVM ￨ positiva allora la classe m vince un voto. In caso con-
trario la classe n vince un voto. La classe con il pi￹ alto numero di voti viene assegnata
al pattern del testing set.
Se pi￹ classi hanno lo stesso numero massimo di voti, la classe vincitrice ￨ quella che
presenta il massimo valore del parametro TMDF. Tale indice, per la generica classe m
￨ definito dalla seguente formula:
dove la n ￨ la classe con cui ￨ accoppiata.
Il metodo ‘one against one’ ￨ da preferire rispetto a quello precedente in quanto uno
dei benefici ￨ che per ogni accoppiamento delle classi ci si occupa di un piccolo pro-
blema di ottimizzazione. Questo porta a un minor tempo totale di calcolo.
(5.12)
595.2.3 DIRECT ACYCLIC GRAPH
Il terzo algoritmo discusso ￨ il ‘direct acyclic graph’ (DAGSVM)(Hsu et al.[9]). La fase
di training ￨ la stessa del metodo ‘one against one’, ovvero basata sull’utilizzo di 
k(k-1)/2 classificatori binari. 
Nella fase di testing invece, tale metodo costruisce un grafo diretto aciclico binario con
k(k-1)/2 nodi interni e k foglie. Ogni nodo ￨ costituito da un classificatore SVM binario
che separa la classe iesima da quella jesima.
Dato un campione x, si parte dalla radice e viene valutata una funzione di decisione. A
seconda del valore in output di tale funzione il campione si muove nel successivo nodo
destro o sinistro. Un esempio di funzione di decisione potrebbe essere: se Dij(x)≥0 al-
lora il campione x non appartiene alla classe j e se Dij(x)<0 allora il campione x non
appartiene alla classe i (Sabzekar et al.[14]).
Il metodo consiste nel percorrere un cammino che porta il campione dalla radice fino
alla foglia (cio￨ ultimo nodo dell’albero) in cui ￨ situata la classe vincitrice.
Un esempio di tale metodo ￨ raffigurato in figura 5.10.
5.2.4 BINARY DECISION TREE
L’ultima strategia proposta per la classificazione multiclasse ￨ la ‘Binary Decision Tree’
(SVM-BDT) (Madzarov et al [15]).
Questa tecnica usa un albero binario di decisione in cui in ogni nodo ￨ collocato un
classificatore binario SVM. Alla radice di tale albero, le K classi totali vengono suddivise
secondo un algoritmo di clustering in due gruppi disgiunti. Vengono calcolati k centri di
gravit￠ per le K classi e la matrice delle distanze interclasse. Le due classi che hanno
distanza euclidea maggiore dalle altre, vengono assegnate rispettivamente ai due
gruppi. Dopo questo, la classe con la distanza minore da uno dei due gruppi, viene as-
segnata al gruppo corrispondente. Il centro di gravit￠ e la matrice delle distanze ven-
gono ricalcolate a causa dell’aggiunta di nuovi campioni al gruppo. Il procedimento di
Figura 5.10-DAGSVM
60divisione continua fino a che tutte le classi sono state assegnate ai due gruppi.
Questi gruppi vengono poi utilizzati per il training dalla SVM posizionata alla radice
dell’albero. Tale classificatore assegna le classi appartenenti al primo gruppo al sotto-
albero di sinistra, mentre le altre a quello di destra. Il processo continua in modo ricor-
sivo, ovvero dividendo i due gruppi rispettivamente in altri due sottogruppi ciascuno
(utilizzando sempre l’algoritmo precedente) fino a che non c’￨ una sola classe per
gruppo. Tale classe costituisce la foglia dell’albero di decisione.
In figura 5.11 ￨ rappresentanto un esempio di SVM-BDT che risolve il problema di clas-
sificazione di 7 classi.
Il programma ‘SVMsharkMulticlass’ utilizzato durante la mia attivit￠ di laboratorio, sfrutta
la libreria Shark, disponibile al sito http://shark-project.sourceforge.net/. Questa ￨ prov-
vista anche di tutorials che offrono delle linee guida su come eseguire training e testing. 
L’ articolo ‘Shark’ di Igel et al. [16] descrive la libreria come un insieme di funzioni au-
siliarie e di strutture di dati per lo sviluppo di algoritmi ‘machine learning’, come la SVM.
La libreria si divide in 4 moduli principali:
1- ReClam: implementa ‘machine learning’ per compiti di regressione e classificazione
2- EALib: struttura che risolve i problemi di ottimizzazione nel campo continuo o di-
screto
3- MOO-EALib: estensione della EALib per ottimizzazioni multi oggetto
4- Fuzzy: struttura per il metodo di classificazione fuzzy
Figura 5.11- SVM-BDT
61Lo scopo del modulo ReClam ￨ di fornire, in un’unica struttura, algoritmi machine lear-
ning per la classificazione supervisionata e per la regressione. Come si puo’ vedere
nella figura 5.12 si basa su tre concetti (ciascuno rappresentato da una classe): Model,
ErrorFunction e Optimizer.
La classe ‘Model’ rappresenta un modello (per esempio una funzione lineare o una rete
neurale) con i suoi parametri, il data set e una funzione di errore da minimizzare. 
‘Error Functions’ definisce un insieme di misure di errore che possono essere associate
a un modello per stimarne le performance su un insieme di dati fornito.
Infine ‘Optimizer’ include diversi algoritmi di ottimizzazione che possono essere utilizzati
per stimare gli iperparametri o i parametri di un modello, minimizzando la funzione di
errore valutata sul data set. 
Per quanto riguarda le SVM, la libreria Shark dispone di un efficiente algoritmo definito
‘Sequential minimal optimization’ (SMO). SMO ￨ un algoritmo iterativo che risolve ve-
locemente il problema quadratico di ottimizzazione delle SVM descritto dalla formula
17. SMO divide il problema in un insieme di sub-problemi e ad ogni passo sceglie di ri-
solvere il problema di ottimizzazione pi￹ piccolo, ovvero considerando due soli molti-
plicatori di Lagrange. Viene trovato il valore ottimo dei moltiplicatori e viene aggiornata
la soluzione. Un vantaggio sostanziale di questo metodo ￨ che dato dal fatto che la ri-
soluzione per due moltiplicatori pu￲ essere fatta analiticamente.
La ricerca degli iperparametri ottimali C e gamma viene invece effettuata con un otti-
mizzatore "grid search", che considera come funzione di errore da minimizzare l'errore
di classificazione mediante cross-validation (vedi paragrafo 5.3).
Figura 5.12 Componenti dell’architettura ReClam : Model, ErrorFunction, Optimizer
625.3 ACCURATEZZA 
Una delle tecniche comunemente utilizzate per stimare l’accuratezza del classificatore
￨ la ‘cross-validation’. Per un classificatore l’accuratezza ￨ definita come il numero di
campioni correttamente classificati rispetto al numero totale di campioni classificati.
La cross validazione ￨ molto utile quando la numerosit￠ del dataset disponibile non ￨
elevata. Infatti si suddividono i campioni del data set in sottoinsiemi complementari e
al primo giro si utilizza un sottoinsieme per il training set e un altro per il testing set. Al
secondo giro si sceglie un altro sottoinsieme da usare nella fase di training e un altro
per la fase di validazione e cos￬ via. In sintesi tutti i gruppi di campioni ottenuti dalla
partizione vengono usati alternativamente nel training e nel testing set.
La tipologia pi￹ generale di cross validazione ￨ la N-fold. 
I campioni vengono suddivisi casualmente in n sottoinsiemi. L’ennesimo sottoinsieme
viene usato per la validazione mentre gli altri n-1 per il training set. Tale processo ￨ ri-
petuto n volte e tutti i sottoinsiemi sono usati una volta solo per il testing set.
Alla fine viene calcolato l’errore medio delle n prove.
Nel nostro studio abbiamo utilizzato tre casi particolari della N-fold:
-12-Fold cross validation
- 3-Fold cross validation
-Leave One Out cross-validation, dove N corrisponde al numero di campioni del dataset.
5.4 ATTIVITA’ DI LABORATORIO
L’attivit￠ di laboratorio pu￲ essere descritta in 3 fasi.
Nella prima ho imparato a utilizzare il programma ‘SVMsharkMulticlass’ e il software
‘Smart BTS Analyzer’ per analizzare e classificare i movimenti riguardanti le acquisizioni
avvenute prima del mio arrivo. Successivamente ho delineato un protocollo che de-
scrive come deve muoversi un soggetto durante le acquisizioni per ridurre gli errori di
classificazione dovuti a movimenti errati.
Nella seconda fase ho partecipato alle acquisizioni di cinque soggetti e ho elaborato i
dati raccolti per renderli utilizzabili dalla ‘SVMsharkMulticlass’.
Nella terza fase si ￨ cercato di ridurre il set di muscoli utilizzato per discriminare i compiti
motori, mantenendo per￲ una buona performance di classificazione. Tale fase viene il-
lustrata nel capitolo 6.
635.4.1 PROTOCOLLO
I compiti motori presi inizialmente in considerazione erano: walking, turnLeft, turnRight,
stairUp, stairDown, standing, lateralLeft e lateralRight. 
In input alla SVM vengono date le features calcolate dai segnali EMG di 15 muscoli:
gluteus maximus (GLMA), gluteus medius (GLME), sartorius (SAR), rectus femoris
(RF), vastus lateralis (VAL), vastus medialis (VAM), gracilis (GR), biceps femoris caput
longus (BFCL), semitendinosus (ST), tibialis anterior (TA), peroneus longus (PEL), ga-
strocnemius lateral head (GAL), gastrocnemius medial head (GAM), soleus (SOL), ex-
tensor digitorum brevis (EXD).
Le features calcolate sono quelle che secondo E. Ceseracciu et al.[12] danno la miglior
accuratezza nella classificazione (vedi figura 2.13) e sono:
-MAV (mean absolute value): stima della media del valore assoluto del segnale Xi , nel
segmento i per n campioni.
-ZC (zero crossing): numero di attraversamenti dello zero del segnale. Dati due cam-
pioni consecutivi xk e xk+1, si aumenta ZC se xk>0 e xk+1>0, o xk<0 e xk+1>0 e 
| xk - xk+1 | ≥ 0.01 V. 
Nell’ultima condizione viene inclusa una soglia per evitare di considerare come ‘zero
crossing’ gli attraversamenti dello zero dovuti al rumore.
-SSC(slope sign changes): numero di volte che la pendenza del segnale cambia segno.
Dati tre campione consecutivi xk-1, xk, xk+1, SC aumenta se:
xk > xk-1 e xk >  xk+1, o xk < xk-1 e xk < xk+1
e | xk - xk+1 | ≥ 0.01 V o | xk - xk-1 | ≥ 0.01 V
dove l’ultima condizione rappresenta una soglia per ridurre il rumore.
- WL (waveform length): variabile che fornisce un indice della complessit￠ della forma
d’onda di ogni segmento preso in considerazione. (Hudgins et al. [13])
dove ∆xk=xk-xk-1.
(5.13)
(5.14)
64-RMS (root mean square): media quadratica dei valori assunti dal segnale
La prima analisi dei dati gi￠ raccolti ￨ consistita nell'individuazione dei campioni clas-
sificati in modo errato, e nel controllo, attraverso il software BTS Smart Analyzer, che i
movimenti relativi fossero stati eseguiti in maniera corretta; questo ha permesso di ve-
rificare che gli errori fossero legati al funzionamento del classificatore, e non a dati di
input errati. Analyzer infatti permette di visualizzare contemporaneamente video e se-
gnali acquisiti. La ripresa del video fornisce informazioni qualitative di supporto. Infatti
pur non fornendo dati numerici, il video ￨ una registrazione permanente del movimento,
utile per vedere se si sono verificati errori durante l’acquisizione.
Dall’esame dei video si ￨ quindi osservato che gli errori pi￹ frequenti erano dei compiti
motori: turnLeft, turnRight, walking. Questi errori erano dovuti al fatto che la finestra
per il calcolo delle features veniva presa al passo successivo alla svolta (destra o sini-
stra). In quell’istante il soggetto sta riprendendo a camminare quindi ￨ plausibile che il
classificatore non riesca trovare una separazione netta che discrimini tra le 3 classi. 
(5.15)
Figura 5.13  Accuratezze della classificazione con diversi set di features
65E’ stato poi delineato un protocollo con descritti i movimenti che avremmo preso in con-
siderazione nelle seguenti acquisizioni.
Innanzittutto, ipotizzando che la gamba con la protesi fosse quella destra, ￨ stata eli-
minato il turnLeft dai compiti motori considerati. Questo perch￩, quando il soggetto gira
a sinistra, durante la svolta la gamba importante ￨ la sinistra, mentre la destra viene di
conseguenza trascinata. Quindi non ￨ rilevante classificare cosa stia facendo la gamba
instrumentata.
Nel protocollo sono state definite poi due tipologie di svolte. Nei dati raccolti si ￨ osser-
vato che le persone acquisite giravano in modo naturale con due tecniche dette  ‘ipsi-
lateral turn’ e ‘controlateral turn’ [9], in cui la prima richiede di fare perno sulla gamba
destra durante la svolta, mentre la seconda sulla gamba sinistra. 
Un’altra osservazione riguarda i movimenti ‘stairUp’ e ‘stairDown’ (ovvero salire e scen-
dere le scale) che sono stati sostituiti con ‘stepUp’  e ‘stepDown’ (salire un gradino,
scendere un gradino). Questo perch￩ abbiamo considerato che per una persona con
la protesi verrebbe pi￹ spontaneo salire uno scalino alla volta.
In ultimo si ￨ visto che alcuni errori di classificazione erano dovuti al fatto che venivano
selezionati il primo e l’ultimo passo durante il walking, il lateralLeft e il lateralRight. Si
￨ stabilito di non considerare tali passi nelle successive acquisizioni in quanto sono pi￹
soggetti a errori di movimento. Spesso, per esempio, le persone acquisite, dopo l’ultimo
passo del compito motorio ‘walking’, si fermavano ruotando a destra o sinistra. E' quindi
plausibile che il classificatore non riesca a riconoscere tale passo come "camminata".
Nella pagina seguente viene illustrato il protocollo che ￨ stato utilizzato per le acquisi-
zioni successive di cinque soggetti.
66PROTOCOLLO
IPOTESI: GAMBA DESTRA CON ESOSCHELETRO
WALKING
1- Posizione eretta, piedi con le punte rivolte leggermente verso l’esterno
2- Stacco di punta del piede destro
3- Contatto con il tallone della gamba destra e successivamente con tutta la pianta del
piede sino alle dita. Preparazione dello stacco dell’arto sinistro.
4- Stacco di punta del piede sinistro
5- Contatto, a partire dal tallone fino alla punta del piede sinistro e successiva prepa-
razione di stacco del piede destro
TURN RIGHT 1 (90ﾰ)
Ultimo passo prima della svolta avviene con il piede sinistro(un passo avanti a quello
destro) posizionato lungo la direzione di cammino
1- Successivamente la fase di stacco (fase Off) del piede avviene ruotando la punta
del piede verso la direzione della svolta in modo tale da formare un angolo di circa 90ﾰ
con la direzione di cammino precedente
2- Girare portando a contatto il tallone del piede destro lungo la nuova direzione di cam-
mino
3- Svoltare poi con la gamba sinistra
TURN RIGHT 2 (90ﾰ)
1- Ultimo passo di walking avviene con il piede destro posizionato lungo la direzione
della svolta
2- Completo appoggio del piede destro e preparazione dello stacco del piede sinistro
3- Facendo perno sulla gamba destra staccare il piede sinistro e appoggiarlo lungo la
nuova direzione di svolta
67TRA STEP UP E STEP DOWN FARE UNA PAUSA. SOGGETTO SCENDE LO SCA-
LINO PARTENDO DA POSIZIONE STATICA.
Scalino : 16 cm h x 80 cm l x 28 cm p
STEP UP
1- Posizione eretta, piedi circa paralleli
2- Stacco con la punta del piede destro (fase Off)
3- Appoggio completo del piede sul gradino superiore (fase Contact)
4- Successiva salita sullo stesso scalino della gamba sinistra
STEP DOWN
1- Posizione eretta,piedi circa paralleli
2- Stacco con la punta del piede destro (fase Off)
3- Appoggio con la punta del piede destro sul gradino inferiore e successivo appoggio
di tutta la pianta del piede (fase Contact).Importante: appoggiare il piede vicino allo
scalino
4- Discesa sullo stesso scalino della gamba sinistra
LATERAL LEFT
1- Posizione eretta, piedi circa paralleli
2- Stacco dal tallone alla punta del piede sinistro 
3- Appoggio dalla punta al tallone del piede(distanza tra le due gambe circa 50/60 cm)
4- Stacco, sollevando il piede destro dal tallone alla punta (fase Off)e appoggio di tutta
la pianta del piede (fase Contact)
5- Fermarsi (contando '1') e poi ripartire
LATERAL RIGHT
1- Posizione eretta, piedi circa paralleli
2- Stacco dal tallone alla punta del piede destro (fase Off) 
3- Appoggio dalla punta al tallone del piede (fase Contact) (distanza tra le due gambe
circa 50/60 cm)
4- Stacco,sollevando il piede sinistro dal tallone alla punta e appoggio di tutta la pianta
del piede
5- Fermarsi (contando '1') e poi ripartire
68STANDING
1- Posizione eretta, braccia lungo il corpo, piedi che formano un angolo di 30ﾰ per 60
sec)
STEP BACK
1- Posizione eretta,piedi paralleli
2- Stacco del piede destro sollevandolo dal tallone alla punta
3- Appoggio del piede destro ponendo a contatto prima la punta poi il tallone
4- Successivo passo indietro (della stessa ampiezza di quello precedente)del piede si-
nistro portandolo vicino a quello destro
TURN OVER RIGHT 
1- Posizione eretta, piedi paralleli
2- Stacco del piede destro e ruotarlo di 90ﾰ
3- Appoggio del piede destro con il tallone nello stesso punto di partenza
4- Stacco e appoggio della gamba sinistra lungo la nuova direzione
TURN OVER LEFT
1- Posizione eretta, piedi paralleli
2- Stacco del piede sinistro e ruotarlo di 90ﾰ
3- Appoggio del piede sinistro con il tallone nello stesso punto di partenza
4- Stacco e appoggio della gamba destra lungo la nuova direzione
695.4.2 ACQUISIZIONI ED ELABORAZIONI DEI DATI
Sono stati acquisiti i compiti motori descritti sopra da cinque soggetti, di et￠ compresa
tra i 14 e i 40 anni.
L’ attivit￠ muscolare della gamba destra di ogni soggetto ￨ stata monitorata attraverso
un sistema di elettromiografia di superficie a 16 canali (Pocket EMG, BTS Spa, Fre-
quenza 1 KHz)(vedi paragrafo 5.1). I segnali EMG vengono registrati dai seguenti mu-
scoli: gluteus maximus (GLMA), gluteus medius (GLME), sartorius (SAR), rectus
femoris (RF), vastus medialis (VAM), vastus lateralis (VAL), gracilis (GR), biceps femoris
caput longus (BFCL), semitendinosus (ST), tibialis anterior (TA), peroneus longus
(PEL), gastrocnemius lateral head (GAL), gastrocnemius medial head (GAM), soleus
(SOL), e extensor digitorum brevis (EXD). 15 segnali bipolari e uno monopolare di ri-
ferimento sono stati acquisiti usando 31 elettrodi monopolari pre-gelled (ARBOsensor
Ag/AgCl, diametro 24 mm, e FIAB PG10S Silver Silver-Chloride 8 Ag/AgCl, diametro
26 mm). Per ogni muscolo gli elettrodi sono stati posizionati secondo le indicazioni di
Blumenstein e Basmanjian [17]. Prima di posizionare l’elettrodo la pelle ￨ stata lavata
e raschiata con pasta abrasiva (Meditec-Every, Parma, Italia). Tre foot-switches sono
infine stati attaccati sotto il piede monitorato in corrispondenza della testa del primo e
quinto osso metatarsale e del calcagno.
Vengono utilizzati 5 marker passivi posizionati sul gran trocantere, sull’epicondilo fe-
morale laterale, sul malleolo laterale, in mezzo al calcagno e sulla testa del quinto osso
metatarsale.
70Inoltre sono state utilizzate due videocamere (Microsoft LifeCam VX-700) per registrare
i video durante le acquisizioni.
Tale sistema viene quindi usato per registrare la cinematica dell’arto inferiore, sincro-
nizzata con l’elettromiografo (figura 5.14).
I soggetti indossavano pantaloncini aderenti e dopo aver attaccato i foot switch hanno
camminato per qualche minuto per il laboratorio per prendere confidenza nella nuova
situazione. Gli elettrodi posizionati sui soggetti non impedivano il movimento di anca e
ginocchio.
Nella figura 5.15 ￨ rappresentata una gamba instrumentata secondo il procedimento
appena descritto.
Figura 5.14 Esempio di segnale EMG
per due compiti motori : walking e stai-
rUp. Sono evidenziati i due eventi di
Contact (linea verde) e Off (linea rossa).
Da sinistra a destra si possono vedere
le 4 fasi in cui ￨ diviso il gait cycle: area
verde corrisponde alla fase postContact,
poi preOff e postOff (area rossa) e pre-
Contact (area verde)
71 Figura 5.15- gamba instrumentataOgni movimento viene registrato un numero di volte sufficiente ad avere 15 cicli per
ogni compito motorio.
Dopo aver acquisito i movimenti, i dati devono essere elaborati con Analyzer per sele-
zionare dal segnale di foot switch gli eventi di ‘Contact’ e di ‘Off’ dei compiti motori da
classificare.
L’evento di Contact rappresenta l’istante in cui il tallone tocca il suolo (a cui successi-
vamente seguir￠ il completo appoggio del piede) e viene individuato dal segnale di foot
switch in quanto tutti e tre i foot switch si attivano.
L’evento di Off rappresenta invece l’istante in cui la punta del piede si alza dal terreno.
Questo pu￲ essere individuato dal fatto che nessun foot switch ￨ attivato.
In corrispondenza di questi eventi selezionati, vengono individuate le 4 fasi in cui viene
diviso il gait cycle: 
-PRE CONTACT: fase precedente all’appoggio del piede monitorato
-PRE OFF: fase precedente allo stacco del piede monitorato dal suolo
-POST CONTACT: fase successiva all’appoggio del piede monitorato
-POST OFF: fase successiva allo stacco del piede monitorato dal suolo
Le fasi di PreContact e di PostContact sono separate dall’evento ‘Contact’ e le fasi di
PreOff e PostOff dall’evento di ‘Off’.
Nella figura 5.14 ￨ illustrato graficamente quanto appena spiegato. Tale immagine ￨
stata presa dal lavoro immediatamente precedente a questo di E. Ceseracciu et al[9].
In corrispondenza degli eventi di ‘Contact’ e ‘Off’ viene presa una finestra del segnale
EMG di durata 150 ms per il calcolo delle features. E’ stata scelta tale lunghezza perch￨
ritenuta da Huang et al.[9] quella che d￠ il minor errore di classificazione.
Le features nel dominio del tempo che vengono calcolate sono: MAV, ZC, WL, SSC.
Queste variabili estratte da ogni segmento creano il set totale di features da dare in
input alla SVM per la classificazione.
Al termine del processo di classificazione, il risultato ottenuto può essere valutato dal-
l'analisi di una tabella, detta "matrice di confusione" nella quale sono visibili quanti com-
piti motori sono stati assegnati in modo corretto e quanti no. 
In questo modo è possibile valutare gli eventuali errori di assegnazione dei campioni 
alle varie classi.
72CAPITOLO 6
RISULTATI
L’obiettivo di questo capitolo ￨ quello di illustrare la procedura seguita per ottenere un
set di muscoli ridotto che consenta una corretta classificazione.
Tale percorso si divide in quattro step che brevemente verranno illustrati nel seguito:
1-  Selezione della fase del ‘gait cycle’ e della tipologia di ‘turn right’.
In seguito alle acquisizioni, per ognuna delle 4 fasi del ‘gait cycle’ (Pre Contact, Pre
Off, Post Contact, Post Off) viene calcolato un vettore di feature per ciascuna ripetizione
(ciclo di ciascun movimento) da fornire come input alla support vector machine. 
Vengono calcolati gli errori di classificazione per tutte le 4 fasi e si stabilisce le fase che
￨ caratterizzata dal minor numero complessivo di errori: la prescelta sar￠ quella che
verr￠ considerata nelle successive classificazioni. Considerare una fase invece che quat-
tro comporta una riduzione dei tempi nel calcolo della features e nella classificazione.
Dopo aver stabilito la fase migliore si proceder￠ a scegliere la svolta che presenta il
minor numero di errori (paragrafo 3.1).
2- Elaborazione di tutte le possibili combinazioni formate da 13 muscoli
In questo step il fine ￨ quello di evidenziare in modo grossolano quali muscoli nei cinque
soggetti sono importanti per la classificazione. Tale analisi viene eseguita applicando
la cross validazione 12-fold.
3- Elaborazione di tutte le possibili combinazioni formate da 11 muscoli
L’analisi delle combinazioni di undici muscoli viene fatta con cross validazione 12-fold
e ha lo scopo di determinare i primi due muscoli che costituiranno il set ridotto finale. 
4- Elaborazione di tutte le possibili combinazioni formate da 7 muscoli 
L’ultima analisi riguarda tutte le possibili combinazioni di sette muscoli. Due di questi
muscoli vengono tenuti fissi e sono quelli trovati nello step precedente.
Alla fine si giunge a un set ridotto di sette muscoli, in cui l’ultimo muscolo pu￲ essere
scelto tra due varianti.
I risultati vengono calcolati con la cross validazione 12-fold e vengono poi confrontati
con quelli ottenuti con la cross validazione 3-fold.
736.1  SCELTA DELLA FASE DEL GAIT CYCLE E DELLA TIPOLOGIA DI
‘TURN RIGHT’ MIGLIORI
Viene considerato il set di partenza di 15 muscoli e si calcolano con cross validazione
‘leave one out’ (LOOCV) e cross validazione 12-FOLD, gli errori di classificazione dei
10 compiti motori in cui il ‘Turn Right’ viene eseguito secondo due tipologie. Successi-
vamente, per ogni tipo di svolta gli eventi di ‘Contact’ e ‘Off’ vengono identificati su due
passi diversi del ‘gait cycle’, dando cos￬ origine a: ‘turnRight1c’, ‘turnRight1p’, ‘tur-
nRight2c’, ‘turnRight2p’.
Tale elaborazione viene eseguita considerando rispettivamente 12 e 15 ‘gait cycle’.
Ipotizzando la gamba destra instrumentata i 4 turn right utilizzati nella classificazione
sono : 
1- Turn right 1c (1_classificazione)-> tipologia di svolta num 1, in cui si fa perno sulla
gamba destra. Si considera per gli eventi di ‘contact’ e ‘off’ l’appoggio e lo stacco del
piede destro del passo durante la svolta (figura 6.1).
Figura 6.1 Rappresentazione grafica del ‘turn right 1c’
742- Turn right 1p (1_predizione)-> tipologia di svolta num 1 in cui si fa perno con la gamba
destra. Si considera per gli eventi di ‘contact’ e ‘off’ l’appoggio e lo stacco del piede de-
stro prima di girare (figura 6.2).
3- Turn right 2c (2_classificazione)-> tipologia di svolta num 2 in cui si fa perno con la
gamba sinistra. Si considera per gli eventi di ‘contact’ e ‘off’ l’appoggio e lo stacco del
piede destro del passo durante la svolta (figura 6.3).
Figura 6.2 Rappresentazione grafica del ‘turn right 1p’
Figura 6.3 Rappresentazione grafica del ‘turn right 2c’
754- Turn right 2p (2_predizione)-> tipologia di svolta num 2 in cui si fa perno con la gamba
sinistra. Si considera per gli eventi di ‘contact’ e ‘off’ l’appoggio e lo stacco del piede
destro del passo prima della svolta (figura 6.4).
Analizzando la tabella 6.5 si pu￲ osservare che, sia per i 15 cicli che per i 12, la fase
migliore ￨ quella di Pre Contact.
Considerando tale fase, ci sono due tipologie di ‘turn right’ che nei cinque soggetti for-
niscono un numero basso di errori : 1c e 2c. Quindi si deduce che il passo in cui sele-
zionare gli eventi di Contact e Off deve essere preso finch￨ il soggetto sta eseguendo
la svolta. La tipologia di ‘turn right’ verr￠ scelta dalla persona in questione, la quale
eseguir￠ quella che le viene pi￹ naturale.
Avendo gli stessi risultati nella tabella da 12 e 15 cicli, si preferir￠ quella da 12. Questo
implica che nelle acquisizioni ogni movimento verr￠ registrato un numero di volte suf-
ficiente ad avere 12 cicli anzich￨ 15 per ogni compito motorio. 
Utilizzando la cross validazione 12-FOLD (tabella 6.6), i risultati sono analoghi a quelli
della tabella ricavata con LOOCV (TABELLA 6.5). Dal momento che l’utilizzo della
cross-validazione 12-fold al posto della LOOCV comporta un notevole risparmio com-
putazionale, le analisi successive sono state effettuate con tale tecnica di validazione.
Figura 6.4 Rappresentazione grafica del ‘turn right 2p’
76Figura 6.5 Tabella degli errori per 15 e 12 cicli. Metodo ‘Leave One Out cross validazione’
77Figura 6.6 Tabella degli errori per 15 e 12 cicli. Metodo ‘12- Fold cross validazione’
78Nel seguito vengono riportate le matrici di confusione dei 5 soggetti nella fase di 
Pre Contact con classificazione a 12 cicli, metodo 12-FOLD e ‘turn right 2c’.
Figura 6.8 Matrice di confusione del soggetto n 2 ottenuta con cross-validazione 12-fold
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Figura 6.7 Matrice di confusione del soggetto n 1 ottenuta con cross-validazione 12-foldFigura 6.9 Matrice di confusione del soggetto n 3 ottenuta con cross-validazione 12-fold
Figura 6.10 Matrice di confusione del soggetto n 4 ottenuta con cross-validazione 12-fold
80Figura 6.11 Matrice di confusione del soggetto n 5 ottenuta con cross-validazione 12-fold
816.2 ELABORAZIONE DELLE COMBINAZIONI DI MUSCOLI
Dopo aver stabilito la fase migliore in cui effettuare la classificazione del gesto motorio,
la tipologia di svolta e la riduzione del numero di cicli di ‘gait cycle’ per i compiti motori,
i nostri studi si sono incentrati sulla riduzione del set di muscoli.
Far uso di un minor numero di muscoli da cui calcolare le features infatti, porterebbe a
una riduzione del set up sperimentale, ovvero un minor numero di elettrodi da applicare
al soggetto, con conseguenza di un maggior comfort nella vita quotidiana. Oltre a ci￲,
avendo un numero minore di variabili da calcolare, si otterrebbe anche un’ottimizza-
zione del costo computazionale.
Il set di muscoli ridotto deve per￲ garantire un’accurata classificazione: deve fornire
quindi una buona prestazione come il set di 15.
Siccome il numero di combinazioni possibili con 15 muscoli era troppo elevato, l’analisi
per trovare il set ridotto ￨ cominciata prendendo in considerazione le combinazioni di
13 muscoli.
6.2.1 ELABORAZIONE CON 12-FOLD DI 10 MOVIMENTI CON COMBINAZIONI DI
13 MUSCOLI
Per ottenere il set ridotto si comincia a considerare tutte le possibili combinazioni di 13
muscoli. Ad ogni classificazione dei 10 compiti motori si elimina quindi una coppia dal
set di partenza: a tale coppia assente verr￠ associato un errore che se ￨ alto indica
che senza suddetti muscoli il classificatore fatica a discriminare, se ￨ basso il contra-
rio.
Tale elaborazione con 12-fold ha evidenziato una serie di muscoli che, se mancano,
producono un elevato errore. Per evidenziare tali muscoli ￨ stato calcolato l’errore
medio nei cinque soggetti ed ￨ stato trovato l’errore medio a cui corrisponde il 90ﾰ per-
centile; tale errore costituisce una soglia utile per selezionare le combinazioni di muscoli
che hanno errore medio maggiore o uguale a suddetta soglia. 
82Considerando che la soglia ￨ pari a 4,2 le coppie di muscoli selezionate sono elencate
nella tabella 6.12.
Si osserva che i muscoli presenti con maggiore frequenza sono BFCL, GLME, EXD e GLMA.
Il grafico 6.13 illustra l’errore medio prodotto da una coppia di muscoli assente, nei 5
soggetti. 
Figura 6.13 Errore medio delle coppie di muscoli nei 5 soggetti. 83
Figura 6.12 
Tabella delle coppie di muscoli con errore
maggiore o uguale all’errore sogliaI grafici seguenti 6.14, 6.15, 6.16, 6.17,6.18 invece rappresentano gli errori di ogni cop-
pia di muscoli assente per ciascun soggetto. Le coppie di muscoli sulle ascisse sono
disposte in ordine alfabetico.
Figura 6.14 Errori delle coppie di muscoli nel soggetto 1
Figura 6.15 Errori delle coppie di muscoli nel soggetto 2
84Figura 6.17 Errori delle coppie di muscoli nel soggetto 4
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Figura 6.16 Errori delle coppie di muscoli nel soggetto 3Si pu￲ osservare che in tutti e cinque i casi sono presenti delle zone caratterizzate da
errori elevati. Tale zona, nella maggior parte dei grafici, ￨ relativa alle coppie di muscoli
formate da BFCL + un muscolo, EXD + un muscolo e GLME + un muscolo. Questo di-
mostra come nella maggior parte dei soggetti questi tre muscoli abbiano un’ importante
funzione discriminante.
Figura 6.18 Errori delle coppie di muscoli nel soggetto 5
866.3 ANALISI DELLE COMBINAZIONI DI 11 MUSCOLI CON 12-FOLD
Successivamente sono stati calcolati gli errori di classificazione in cross-validazione
12-FOLD quando si considerano tutte le possibili combinazioni con 11 muscoli (1365
per soggetto).
Lo scopo ￨ quello di trovare 2 muscoli che siano essenziali per la classificazione. Tale
coppia dovr￠ essere sempre presente nella combinazione usata per discriminare i com-
piti motori e quindi andr￠ a far parte del set ridotto di muscoli.
Per classificare i compiti motori con diverse combinazioni di 11 muscoli, si deve elimi-
nare ogni volta una combinazione di 4 muscoli. A questo gruppo di 4 muscoli viene as-
sociato un errore che se ￨ alto indica che senza tale combinazione il classificatore non
discrimina correttamente. Se invece l’errore ￨ basso allora quella combinazione non ￨
cos￬ importante.
Tale lista di combinazioni di 4 muscoli che vengono tolte a ogni classificazione (eseguita
ogni volta con una combinazione diversa di 11 muscoli) ￨ stata ordinata per ciascun
soggetto per numero crescente di errore. Poi ￨ stato trovato l’errore corrispondente a
80ﾰ, 85ﾰ, 90ﾰ percentile. Tale errore costituisce una soglia e per individuare la coppia
di muscoli, vengono prese le combinazioni che hanno un errore maggiore o uguale alla
soglia.
I due muscoli che sono presenti con frequenza maggiore nelle combinazioni selezionate
vengono tenuti fissi.
Dalle tabelle 6.19, 6.20, 6.21, si vede che tale coppia ￨ costituita da BFCL e GLME.
I numeri nelle caselle rappresentano il numero di volte che un muscolo compare in una
combinazione che se tolta d￠ un errore maggiore o uguale alla soglia.
Dalle tabelle si vede che per ciascun soggetto il numero di combinazioni che presen-
tano un errore maggiore o uguale all’errore-soglia ￨ diverso. Questo ￨ dovuto alla ‘di-
scretizzazione’ del numero di errori. Infatti quando viene calcolato l’errore soglia relativo
a un determinato percentile, per ciascun soggetto ci possono essere pi￹ combinazioni
che presentano lo stesso errore pari o maggiore al valore di soglia. 
87TABELLA 1: 80ﾰ PERCENTILE
TABELLA 2: 85ﾰ PERCENTILE
Figura 6.19 Tabella 80ﾰpercentile
Figura 6.20 Tabella 85ﾰpercentile
88TABELLA 3: 90ﾰ PERCENTILE
I numeri in rosso evidenziano i muscoli pi￹ discriminanti nei 5 soggetti.
In tutti e tre i casi si vede che se viene eliminato GLME dalla combinazione usata per
classificare, si ha un elevato errore in 4 soggetti su 5. Nel caso di BFCL invece su 3
soggetti su 5.
I risultati ottenuti analizzando tali combinazioni rispecchiano quanto trovato preceden-
temente con i 13 muscoli. Questo ￨ la conferma che tali muscoli devono far parte del
set ridotto in quanto fondamentali per la discriminazione dei compiti motori.
Figura 6.21 Tabella 90ﾰpercentile
896.4 ANALISI DELLE COMBINAZIONI DI 7 MUSCOLI CON 12-FOLD e
CONFRONTO CON 3-FOLD
Sono infine state elaborate tutte le possibili combinazioni di 7 muscoli di cui 2 sono fissi
(BFCL, GLME) e 5 variabili, ovvero costituiti da tutte le possibili combinazioni dei rima-
nenti 13 muscoli. 
Viene trovato un set fisso di 6 muscoli, selezionando le combinazioni che nella classi-
ficazione danno un errore minore o uguale a 7 , che verranno in seguito chiamate "com-
binazioni discriminanti". Nei grafici 6.22 e 6.23 si deduce che i muscoli che compaiono
con maggiore frequenza in tali combinazioni sono: GAM, GLMA, EXD, PEL.
Si nota che SAR e VAM sono presenti con la stessa frequenza nelle combinazioni
selezionate, quindi questi due costituiranno il settimo muscolo da aggiungere al set.
Concludendo i 7 muscoli che verranno utilizzati nella classificazione sono:
BFCL EXD, GAM, GLMA, GLME, PEL + SAR o VAM.
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Figura 6.22 Numero di volte che un muscolo compare in una combinazione discriminanteFigura 6.23 Numero di errori dei possibili set ridotti nei 5 soggetti ottenuti con 12-Fold
91I risultati ottenuti vengono poi confronti con quelli elaborati con 3-FOLD e le conclusioni
sono le stesse. Anche con 3-FOLD, il set ridotto ￨ costituito dagli stessi muscoli.
Figura 6.24 Numero di errori dei possibili set ridotti nei 5 soggetti ottenuti con 3-Fold
Figura 6.25 Confronto errore % 3-Fold e 12-Fold. Dai risultati si vede che in entrambi i casi, gli errori
pi￹ bassi sono relativi alle combinazioni che includono SAR o VAM
92Dalla figura 6.26 si vede che la combinazione di muscoli discriminante ￨ costituita da
muscoli che sono situati lungo tutta la gamba e svolgono diverse funzioni.
BFCL ovvero il bicipite femorale capo lungo, ￨ un muscolo posteriore e laterale della
coscia. Si attacca in basso alla rotula, in alto al femore ed ￨ in grado di agire su due ar-
ticolazioni, anca e ginocchio. Con la sua azione ￨ in grado di estendere la coscia, flet-
tere la gamba e, a ginocchio flesso, di intraruotare tibia e perone.
EXD ovvero estensore breve delle dita, ￨ un muscolo del lato dorsale del piede. Tale
muscolo permette la flessione, il sollevamento laterale e la rotazione esterna del piede.
Consente inoltre l’estensione delle dita (eccetto l’alluce).
GAM ovvero gastrocnemio capo mediale, costituisce assieme al capo laterale il mu-
scolo gastrocnemio. Questo ￨ situato nella parte posteriore della gamba ed ￨, assieme
al muscolo soleo, il principale responsabile della flessione del piede. Partecipa anche
alla flessione del ginocchio.
Figura 6.26 Rappresentazione di tutti i muscoli degli arti inferiori.
93GLMA ovvero grande gluteo, ￨ una voluminosa massa quadrilatera che unisce le pelvi
al femore. Consente di estendere e ruotare internamente la coscia, contribuisce al man-
tenimento della posizione eretta e alla deambulazione.
GLME ovvero gluteo medio ￨ un muscolo piatto, robusto e dalla forma triangolare, si-
tuato nella regione glutea sopra il muscolo piccolo gluteo e sotto al muscolo grande
gluteo. Con la sua azione abduce il femore e lo ruota esternamente o internamente.
Prendendo punto fisso sul femore, ha un’azione di estensione e di inclinazione laterale
del bacino.
PEL ovvero il peroneo lungo, ￨ un muscolo della gamba situato nella sua parte antero-
laterale. Questo muscolo permette l’estensione, il sollevamento laterale e la rotazione
esterna del piede.
SAR ovvero sartorio ￨ un lungo muscolo nastriforme situato nella parte anteriore della
coscia. Agisce sia a livello del ginocchio, consentendo la rotazione interna della tibia e
la flessione della gamba, sia a livello dell'anca, permettendo la flessione della coscia
sul bacino e la rotazione esterna. ￈ importante per la deambulazione. 
VAM ovvero il vasto mediale ￨ un muscolo che fa parte dei muscoli anteriori della coscia
ed ￨ uno dei quattro muscoli del quadricipite femorale. Consente di estendere la gamba
e regola in parte l’articolazione del ginocchio.
Dopo aver trovato il set di muscoli ridotto, si sono testate le performance di classifica-
zione diminuendo il numero di cicli di training da 12 a 8. Le prestazioni per￲ diminui-
scono quindi si preferisce utilizzare 12 cicli di training.
94CAPITOLO 7
CONCLUSIONI
Il primo obiettivo raggiunto in questa tesi e' stato la definizione di un protocollo per la
classificazione di dieci compiti motori mediante Support Vector Machine (SVM).
Dall'analisi dei video registrati durante acquisizioni precedenti e dei relativi risultati di
classificazione, si e' constatato che e' importante che i soggetti eseguano in modo pre-
ciso i movimenti che vengono descritti nel protocollo stabilito. Questo permette alla
SVM di apprendere al meglio le differenze tra i compiti motori che rappresentano le
classi: ￨ il primo passo fondamentale per una corretta classificazione.
Dopo aver stabilito il protocollo di dieci compiti motori, sono stati eseguiti i dati da cinque
soggetti sani che eseguivano tali movimenti, registrando l’attivit￠ da 15 muscoli.
Successivamente all’acquisizione i dati vengono elaborati con Analyzer per selezionare
dal segnale di foot switch gli eventi di ‘Contact’ e di ‘Off’. In corrispondenza di tali eventi,
vengono individuate le 4 fasi in cui viene diviso il gait cycle (Pre Contact, Post Contact,
Pre Off, Post Off) e viene presa una finestra del segnale EMG di durata 150 ms per il
calcolo delle features da dare in input al classificatore SVM. Le features utilizzate sono:
Mean Absolute Value (MAV), Wave Length (WL), Zero Crossing (ZC), Sign Slope
Change (SSC).
Dopo aver eseguito una stima delle performance di classificazione, i nostri studi si sono
incentrati nella selezione della fase del ‘gait cycle’ migliore; poich￩ ￨ stato osservato
che ci sono due diverse strategie di esecuzione della svolta a destra, e due diversi modi
di individuare i relativi gait cycle, e' stato ricercato il tipo di svolta ottimale. Tali selezioni
sono state fatte considerando le fasi e le svolte caratterizzate dal minor numero di errori
di classificazione: per quanto riguarda le fasi ￨ stata scelta la fase di Pre Contact, per
quanto riguarda i ‘turn right’ sono stati scelti i ‘turn right 1c’ e ‘turn right 2c’. Quindi nelle
successive acquisizioni, sar￠ il soggetto stesso che decider￠ il tipo di svolta da ese-
guire, in base a quella che gli verr￠ pi￹ naturale.
Inoltre, dal momento che i risultati ottenuti considerando 12 cicli di ‘gait cycle’ per cia-
scun movimento sono simili a quelli ottenuti con 15 cicli, si preferisce utilizzare per le
successive acquisizioni 12 cicli anzich￩ 15.
Questi risultati portano gi￠ ad una riduzione del tempo relativo alle acquisizioni, in
quanto i movimenti vengono eseguiti un numero minore di volte.
95La nostra attenzione ￨ stata poi rivolta alla riduzione del set up sperimentale selezio-
nando sette muscoli che consentano un’accurata classificazione. 
In primo luogo sono state analizzate tutte le possibili combinazioni di 13 e poi 11 muscoli
con cross validazione 12-FOLD. Da queste due elaborazioni ￨ stato individuato un
gruppo di muscoli che se tolti dalla classificazione producevano un elevato errore. Que-
sti sono: biceps femoris caput longus (BFCL), gluteus medius (GLME), extensor digi-
torum brevis (EXD) e gluteus maximus (GLMA). In particolare per￲ ￨ emerso che i primi
due sono quelli pi￹ importanti.
Con a successiva elaborazione di tutte le possibili combinazioni di sette muscoli (di cui
due fissi, ovvero BFCL e GLME) ￨ stato trovato che il set ridotto ￨ costituito dai seguenti
muscoli: biceps femoris caput longus (BFCL), extensor digitorum brevis (EXD), gastroc-
nemius medial head (GAM), gluteus maximus (GLMA), gluteus medius (GLME), pero-
neus longus (PEL) + sartorius (SAR) o vastus medialis (VAM). 
La riduzione dei muscoli da monitorare e da cui estrarre le features permette di utilizzare
un numero minore di elettrodi da applicare al paziente. Si ottiene quindi un’ottimizza-
zione dei tempi di preparazione del paziente, di acquisizione e di estrazione delle fea-
tures. Oltre a ci￲, un ridotto numero di elettrodi applicati sul paziente permette un
maggior comfort nella vita quotidiana. Questo ￨ un aspetto rilevante in quanto protesi
ed esoscheletri vengono progettati con il fine di, oltre che supportare la persona nel
movimento, consentirgli di muoversi sentendosi a proprio agio. Questo ￨ un passo in
avanti verso una vita il pi￹ normale possibile.
Concludendo, i risultati ottenuti si possono definire soddisfacenti e si inseriscono all’in-
terno di un progetto di ricerca pi￹ ampio che si occupa di utilizzare il segnale elettro-
miografico (EMG) per il controllo di protesi attive.
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