Abstract. We consider several modifications of the Euler system of fluid dynamics including its pressureless variant driven by non-local interaction repulsive-attractive and alignment forces in the space dimension N = 2, 3. These models arise in the study of self-organisation in collective behavior modeling of animals and crowds. We adapt the method of convex integration to show the existence of infinitely many global-in-time weak solutions for any bounded initial data. Then we consider the class of dissipative solutions satisfying, in addition, the associated global energy balance (inequality). We identify a large set of initial data for which the problem admits infinitely many dissipative weak solutions. Finally, we establish a weak-strong uniqueness principle for the pressure driven Euler system with non-local interaction terms as well as for the pressureless system with Newtonian interaction.
Introduction
We study various models arising in mathematical biology based on fluid dynamics approximations of Euler system type. As singularities are expected to appear in a finite time no matter how smooth the initial data are, we consider the problems in the framework of weak solutions. Adapting the method of convex integration we show existence of infinitely many weak solutions for any sufficiently smooth initial data. The heart of the method is the so-called oscillatory lemma shown in the seminal work by DeLellis and Székelyhidi [22] , adapted to the compressible Euler system by Chiodarolli [16] and to more general "variable coefficients" problems in [17, 25, 28, 29] . On the other hand we show that the class of strong solutions is robust in terms of a weak-strong uniqueness principle: weak and strong solutions emanating from the same initial data coincide as long as the latter exists.
The most general form of the class of problems we are interested in reads, see [8] :
∂ t ̺(t, x) + div x ̺(t, x)u(t, x) = 0, (1.1)
∂ t ̺(t, x)u(t, x) + div x ̺(t, x)u(t, x) ⊗ u(t, x) = − ∇ x p(̺(t, x)) + 1 − H |u(t, x)| 2
̺(t, x)u(t, x)
− ̺(t, x)
Ω ∇ x K(x − y)̺(t, y) dy (1.2) + ̺(t, x) Ω ψ(x − y) u(t, y) − u(t, x) ̺(t, y) dy, where ̺ = ̺(t, x) is the density, u = u(t, x) the velocity field, p = p(̺) the pressure, and the K and ψ represent non-local interaction forces acting on the medium. More precisely, the kernel K includes the repulsive-attractive interaction force between individuals [18, 10] and ψ gives the local averaging measuring the consensus in orientation among individuals [36] . Note that (1.1), (1.2) reduces to the standard barotropic Euler system provided K = ψ = 0, H ≡ 1. These models are derived as hydrodynamic solutions to kinetic equations for swarming [10, 15] . The fundamental Individual Based Models (particle models) have been classically proposed by the applied mathematics and theoretical biology communities to describe the complicated patterns and coherent structures observed in animal behavior, see [37, 39, 4, 2] and the references therein. Some minimal models for swarming include the 3-zone type models for which the main interactions taken into account between individuals are: An inner-core repulsion for comfort or collision avoidance, a global tendency to attract each other in such a way that compact groups are formed, and finally a general mechanism of gregariousness in which their orientation or velocity are influenced by their neighbors. Basic models can be found in the applied mathematics literature, see [26, 19, 20] , improved by including several other effects such as sensitivity regions, roosting forces, among others [15, 6, 1, 7] and the references therein. Repulsion-attraction interactions are assumed to be given by social forces imposed by the presence of an individual in the sensitivity region, in the simplest model introduced in [26] they correspond to a force field which is the gradient of a given radial potential K(x) depending on the interparticle distance. Alignment interactions are modelled [19, 20, 40] by locally averaging the relative velocity with respect to neighbors with weights depending on the inter-particle distances and being normalized or not.
Apart from the aforementioned mechanisms, many models assume that particles are already moving with some cruise speed to avoid uninteresting steady situations. This effect is often imposed dynamically, that is, by imposing a term of friction between the particles whose unique speed root determines the asymptotic cruise speed of individuals [26] . All these effects being put together, the basic particle models look like
where i ∈ {1, . . . , n} and α > 0. Observe the asymptotic cruise speed is fixed to
. The passage n → ∞ has been studied in the mean-field limit scaling by several authors, see [10, 35, 5, 7] and the references therein. In the mean-field limit approximation the potential and the communication rate are scaled with the number of particles, and look at the limit of the empirical measure associated to the dynamical system (1.3), that is,
defined as a probability measure in phase space (x, v) ∈ R N × R N . Under certain assumptions on K and ψ, it is proven that µ n (t) converges as n → ∞ to a solution of a Vlasov-like kinetic equation of the form
with F [f ] being the nonlocal force field given by
Here, f (t, x, v) : R × R N × R N → R is the phase-space density, and ̺(t, x) is the averaged (macroscopic) density.
In order to reduce complexity of the model, kinetic equations are usually being reduced to macroscopic equations by their closure or asymptotic limits. However, in the absence of collisions in the kinetic model, this could represent a rather delicate task, and therefore special solutions of a particular form are sought. By imposing the so-called hydrodynamic or mono-kinetic ansatz, i.e., looking for distributional solutions to (1.4) of the form
one deduces that the pair (̺(t, x), u(t, x)) must satisfy the hydrodynamic equations (1.1), (1.2) with H(s) = αs 2 without the pressure term. On the other hand, pressure terms can be easily derived from it if other closure assumptions are imposed dealing with particle models with noise or just by localizing the repulsive force terms via spatial scaling assumptions. The hydrodynamic equations (1.1), (1.2) have recently been studied in one space dimension [8] , where interesting dichotomy results are available. If the attraction forces are not too strong, there are simple conditions separating two kinds of behavior: global existence of classical solutions and the blow-up of classical solutions in a finite time. The associated threshold conditions are known to appear also in other fluid mechanics problems of Euler type, see [8] and the references therein. Explicit global in time sufficiently regular solutions for this system can also be found in the form of flock solutions, see [14, 9] , the stability of which within the class of classical (strong) solutions represents an extremely interesting open problem.
In this paper, we show in a certain sense negative results concerning stability of particular solutions. It turns out that the solutions must be sought in a stronger class than that of weak and/or dissipative solutions. We essentially show that there are infinitely many weak solutions for any initial data and that there is a vast class of velocity fields that gives rise to infinitely many admissible (dissipative) weak solutions. We may therefore infer that the class of weak solutions is not convenient for analysing certain qualitative properties such as stability and formation of the flock patterns. However, we also show that the strong solutions are robust in a larger class of all admissible (dissipative) weak solutions leading to the possibility of establishing certain stability results of flock solutions.
Another naturally arising question would be whether the strong solutions were robust in even larger class of solutions, such as admissible measure valued solutions, see [3, 24, 34, 23, 33] for studies in similar directions for different hyperbolic systems.
For the sake of simplicity, we restrict ourselves to the spatially periodic boundary conditions, meaning x ∈ Ω, where
is the flat torus, noticing that the method can be adapted to general (smooth) bounded domains Ω ⊂ R N endowed with the no-flux boundary conditions u · n| ∂Ω = 0. From now on, all convolutions must be understood in the flat torus. The paper is organized as follows. In Section 2, we summarize our hypotheses imposed on the constitutive equations and state the main results of this work. In Section 3, the existence of weak solutions is rewritten in the form that allows to apply the abstract existence theorem proved in [28] . In Section 4, we introduce the dissipative solutions and show existence in this class for a large set of suitable initial data. Finally, we establish the weak-strong uniqueness principle in Sections 5 and 6.
Preliminaries & Main results
In this section, we list the principal hypotheses and state our main result concerning the existence of infinitely many weak solutions emanating from identical initial data.
2.1. Hypotheses. We suppose that the pressure p is a continuously differentiable function of the density, specifically,
Remark 2.1. There will be more restrictions imposed on the pressure required in the proof of the weakstrong uniqueness principle in Section 5. However, the mere hypothesis (2.1) is sufficient for the existence of infinitely many solutions stated below. In particular, the pressureless Euler system with p ≡ 0 is included.
The kernels K and ψ represent the non-local interaction forces between individuals: ∇K encodes the repulsion-attraction forces while ψ is the communication function between individuals for the local averaging of the alignment direction. We assume that the interaction potential and the communication rate are smooth enough such that the interaction force ∇K * ρ and the alignment force are regular C 1 (Ω). This poses the following restrictions
Note again that the situation K ≡ 0 and/or ψ ≡ 0 is allowed in the existence result stated below. In many real world applications, K is assumed to be radial, repulsive in the short range and attractive in the long range, although these assumptions will not be needed in the existence theorem. The interaction potential and the communication rate are typically symmetric, K(z) = K(−z) and ψ(x) = ψ(−x), in the simplest particle models [19, 12] . However, this symmetry assumption is often broken if orientational alignment mechanisms are taken into account such as vision or sensitivity regions for the individuals, see for instance [40, 13] . The symmetry of ψ allows for simpler formulation of the dissipative nature of the alignment consensus for the velocity field as we will see below. Finally, the function H is related to "friction" similar to the Savage-Hutter model studied in [29] . Here, we assume
The role of this term in the model is to fix an asymptotic speed for the individuals, i.e. a cruise speed. Then it is quite reasonable to assume that H is an increasing function such that 1 belongs to its range and as a consequence the equation H(s 2 ) = 1 has a unique positive solution given by the cruise speed. Even if some of the results below are true for more general assumptions on K, ψ and H than (2.2)-(2.3), we prefer to state them in this way since they are the typical assumptions in their original application. We will point out after each theorem if some hypotheses are not needed or can be generalized with respect to (2.2)-(2.3).
Main results.
We consider the initial value problem for system (1.1), (1.2), (1.5) with the data
We claim the following result regarding the existence of weak solutions.
Theorem 2.1. Let T > 0 be given and let N = 2, 3. Suppose that p, ψ, K and H satisfy the hypotheses
Then the initial value problem (1.1), (1.2), (1.5) with initial data (2.4) and periodic boundary conditions admits infinitely many weak solutions in the space-time cylinder (0, T ) × Ω belonging to the class
Remark 2.2.
• Here and hereafter, weak solution means a solution of (1.1), (1.2) in the sense of generalized deriva-
This restriction is required for the set of the so-called subsolutions to be bounded, see Section 3.
• The symmetry of K and ψ does not play a role in this result.
The proof of Theorem 2.1 based on the theory of convex integration will be given in the next section. We can still construct infinitely many solutions if we further restrict the concept of weak solutions by imposing that the dissipation of the total free energy of the system holds. More precisely, weak solutions satisfying
for all τ > 0, where
z 2 dz is the pressure potential, are called dissipative weak solutions. This concept of solution and the following result will be analysed in Section 4. Theorem 2.2. Under the assumptions of Theorem 2.1, given T > 0 and ̺ 0 ∈ C 2 (Ω), ̺ 0 > 0, there exists u 0 ∈ L ∞ (Ω; R 3 ) such that the initial value problem (1.1), (1.2) and (2.4) admits infinitely many dissipative weak solutions in the space-time cylinder (0, T ) × Ω.
Remark 2.3. The symmetry of ψ is not essential but leads to clearer dissipation properties. Hypothesis (2.3) can be relaxed to the same property as in Remark 2.2.
We will finalize this work by showing weak-strong uniqueness results. Next result is shown in Section 5. Theorem 2.3. Let T > 0 be given and let N = 2, 3. Suppose that p, ψ, K and H satisfy the hypotheses (2.1)-(2.3) and in addition suppose that
Remark 2.4.
• We first point out that dissipative weak solutions in the previous theorem are distributional solutions not necessarily belonging to the class (2.5). In particular, the weak dissipative solutions for this result do not need to be bounded or bounded away from zero.
• Note that the condition (2.6) is satisfied for the "isentropic" pressure
In particular, the isothermal model derived by Karper, Mellet, and Trivisa [38] corresponding to γ = 1 is included.
• Hypothesis (2.3) can be reduced to H ∈ C 1 ([0, ∞)) bounded, nonnegative and
We will be able to prove the same result in the case of the pressureless system with Newtonian interaction, see Theorem 6.1 in Section 6. Finally, let us point out that a number of explicit flock solutions of the system (1.1)-(1.2), (2.4) without pressure in the whole space (0, T ) × R N have been found, see [14, 9] and the references therein. They are given by density profilesρ such that verify ∇K * ρ = 0 in the support ofρ with the solutions given by ρ(t, x) =ρ(x − u 0 t) and u(t, x) = u 0 , with u 0 arbitrary vector with unit norm. For instance, given
2s−N with 0 < s < 1, one can find thatρ is a Holder continuous compactly supported function that is C ∞ inside its support. In the case of repulsive Newtonian, i.e. s = 1, a flock solution is given by the characteristic function of a ball with a suitably chosen radius. By taking K(x) = |x| a a − |x| 2−N 2−N with 2 − N < a < 2 or a > 2, there is a radially symmetric flock solution which is compactly supported and infinitely smooth inside its support with a jump discontinuity at the boundary of its support, see [30, 31] . Also, in one dimension taking as potential
2 − log |x| the flock profileρ is given by the semicircle law, see [11] . Finding suitable classes of solutions to understand the stability of these flock solutions is a challenging open problem.
Reduction to an abstract Euler system
Our goal is to apply the abstract result [28, Theorem 2.1] based on the oscillatory lemma of DeLellis and Székelyhidi [22] for the incompressible Euler system. First, we introduce the notation
Following [28] we consider an abstract "Euler problem" in the form: (3.1-3.3 ) are assumed to be non-local operators of casual type. More specifically, we say that an operator
is Q−continuous if:
• b is continuous, specifically,
• b is causal (non-anticipative), meaning
Finally, following DeLellis and Székelyhidi [22] , we introduce the space X 0 of subsolutions associated to problem (3.1-3.3): In the remaining part of this section, we recast our problem (1.1), (1.2), (2.4) in the form (3.1)-(3.3) so that Proposition 3.1 may yield the conclusion claimed in Theorem 2.1. To begin, we take Q = (0, T ) × Ω.
3.1. Momentum decomposition. We write the momentum ̺u in the form
2 − a scalar function.
Next, we write the initial momentum by means of its Helmholtz decomposition as
Accordingly, the continuity equation (1.1) reads
where the initial value of the density ̺ 0 has been specified in (2.4). Now, we can choose ̺ = ̺(t, x) ∈ C 2 ([0, T ] × Ω) in such a way that (3.6) holds for a certain potential Φ,
From now on, we will therefore assume that
are fixed functions. Consequently, system (1.1), (1.2) reduces to
Note that (3.7) still contains two unknowns, namely the solenoidal field v and the scalar function V.
3.2. Kinetic energy. Next, we introduce the kinetic energy 1 2
and, motivated by (3.2), we look for solutions of (3.7) satisfying the following constraint:
where Λ = Λ(t) is a spatially homogeneous function to be determined below. With this ansatz, relation (3.7) can be written as
3.3. The scalar function V. Our aim is to convert (3.9) to a "balance law" with a source term of zero mean. Accordingly, we fix V as the (unique) solution of the following system of ordinary differential equations:
with initial data V(0) = V 0 , where we have used the identity
Note that V = V[v] depends linearly on the solenoidal component v and also on the so far undetermined function Λ through the quantity e. Consequently, relation (3.9) reduces to
where the expression on the right-hand side has zero integral mean at any time t.
Abstract problem. Denoting
we solve the elliptic problem
and set
Thus we have transformed the statement of Theorem 2.1 to the form compatible with (3.1-3.3), namely: Find
together with the constraint Thus, in order to apply Proposition 3.1, it is enough to fix the function Λ in (3.8) so that the set of subsolutions X 0 is bounded and non-empty. To this end, we take v T = v 0 in (3.3) and consider v = v 0 , F = 0 in (3.5). Consequently, it suffices to observe that Λ = Λ(t) can be chosen in such a way that
for any 0 < τ < T . As v 0 , ̺, Φ are fixed and V, M are given by (3.10), (3.11) with H bounded, there exists Λ 0 > 0 such that (3.13) holds whenever
Remark 3.1. Note that this is the only step in the proof of Theorem 2.1, where we have used hypothesis (2.3).
Having fixed Λ we can use the standard inequality (cf.
to deduce that the set of subsolutions X 0 is bounded in L ∞ ((0, T ) × Ω; R 3 ). Consequently, Proposition 3.1 can be applied to complete the proof of Theorem 2.1.
Dissipative solutions
The solutions obtained via the method of convex integration delineated above suffer the essential difficulty that they typically do not obey the total energy balance associated to system (1.1)-(1.2). Multiplying, formally, equation (1.2) on u and integrating the resulting expression over Ω we deduce
If, in addition, we use the symmetry K(Z) = K(−Z) and ψ(x) = ψ(−x), we may write
In the framework of weak solutions, it is customary to impose (4.2) in the form of inequality
for a.e. τ ∈ (0, T ), as an admissibility criterion. The weak solutions satisfying (4.3) are called dissipative weak solutions. Our ultimate goal is to identify a class of initial data for which problem (1.1), (1.2), (2.4) admits infinitely many dissipative weak solutions. Revisiting the proof of Theorem 2.1 in Section 3 we take
with the associated potential Φ = 0 and the initial momentum
and, accordingly, V 0 = 0. Going back to (4.2) and using (3.12), we compute
while the right-hand side of (4.2) can be trivially estimated by
according to the assumptions on H. Consequently, taking Λ(t) = Λ 0 + exp(−λt) with λ > 0 large enough, the weak solutions resulting from the procedure elaborated in Section 3 will satisfy
In case ψ is not symmetric, one can always keep the corresponding term in the right-hand side of (4.3) for straightforward estimates due to the smoothness of ψ. We leave the details to the reader. Finally, to deduce (4.3) from (4.4), it remains to find a family of subsolutions for which the energy does not "jump up" at the initial time τ = 0. The necessary piece of information is provided by the following result proved in [28, Theorem 6.1]:
Proposition 4.1. In addition to the hypotheses of Proposition 3.1, suppose that
x ∈ Ω (t, x) ∈ Q = |Ω| for any 0 < t < T. (4.5)
Then there exists a set of times R ⊂ (0, T ) dense in (0, T ) such that for any τ ∈ R there is v ∈ X 0 with the following properties:
Since in our setting Q = (0, T ) × Ω hypothesis (4.5) is obviously satisfied, we may combine the final arguments of Theorem 2.1 with (4.4) and Proposition 4.1 to conclude the proof of Theorem 2.2.
Remark 4.1. Observe that ̺ = ̺ 0 has been chosen constant in time in this section so that the suitable initial data provided by Proposition 4.1 correspond to the solutions of (1.1), (1.2) and (2.4), with ̺(0, ·) = ̺ 0 .
Relative energy and weak-strong uniqueness
Our ultimate goal is to show that a dissipative and a strong solution originating from the same initial data coincide as long as the latter exists. To this end, we revoke the method proposed by Dafermos [21] and later elaborated in [27] , based on the concept of relative energy. We introduce the relative energy functional 
with the remainder term Similarly to [27] , the proof consists in taking [r, U] as test functions in (5.1) and applying a Gronwall type argument. Since r is smooth and bounded below, we may find two positive constant ̺, ̺ such that
Now it is convenient to introduce the essential and residual component of a measurable function h as
In view of hypothesis (2.6) and (5.3), it can be checked that 4) cf. [27, formula (4.1)]. From now on, c will denote generic constants that will change from line to line and that we avoid to specify fully. A direct consequence of this property and the fact that the total mass of the weak solution,
is a constant of motion, is the following estimate:
Indeed the estimate of the essential component follows directly from (5.4) and the embedding L 2 (Ω) ֒→ L 1 (Ω), while, using (5.4) once more, we have
as desired.
The proof of Theorem 2.3 will be carried over in several steps.
Step 1. Plugging the strong solution [r, U] in (5.2) we write
where the first term on the right-hand side can be "absorbed" in (5.1) by a direct L 2 -estimate while the second can be rewritten by means of (1.2) satisfied by U. Accordingly, the relative energy inequality (5.1) gives rise to
(5.6)
Step 2. Next, in view of hypothesis (2.7), we may write H(Z) = H 1 (Z) + H 2 (Z), where H 1 has compact support and H 2 is a non-decreasing function. We have
Next, by virtue of (5.4), we deduce
whence (5.6) reduces to
(5.7)
Step 3. Using Hölder's and Young's inequalities, we deduce
Now, we can use (5.5) to get
In order to deal with the potential term, we simply use (5.5) to obtain
Summing up, we reduced (5.7) to
Step 4. Finally, we write
Of course, this is a bit formal as ̺, u represent only a weak solution but since the kernel K is smooth the procedure can be justified by a density argument. Furthermore, we have
where the former integral on the right-hand side can be handled exactly as in Step 4, while the latter reads
where the last term can be handled as in Step 4. Going back to (5.8) we may therefore use Gronwall's lemma to obtain the desired conclusion.
Pressureless system
In the proof of Theorem 2.3, the presence of the pressure p plays a crucial role when dominating the convolution terms. On the other hand, certain models do not count with p. In this final part, we show that the repulsive effect of the pressure can be substituted by a weak interaction term represented by the Poisson kernel. Specifically, we consider the following system
where ̺ = Ω ̺ dx represent the total mass. Note that the solution to (6.3) can be represented by means of a convolution
where P is the Poisson kernel.
For strong solutions [r, U] it is convenient to rewrite system (6.1)-(6.3) as follows ∂ t r(t, x) + div x r(t, x)U(t, x) = 0, (6.4) ∂ t U(t, x) + U(t, x) · ∇ x U(t, x) = 1 − H |U(t, x)| 2 U(t, x) − ∇ x Φ r (t, x) (6.5)
+ Ω ψ(x − y) U(t, y) − U(t, x) r(t, y) dy, −∆ x Φ r (t, x) =r(t, x) − r. (6.6)
In the case there appears no vacuum, the systems (6.1)-(6.3) and (6.4)-(6.6) are equivalent for smooth solutions. However, choosing [r, U] as a solution to the second systems does not require to exclude compactly supported smooth solutions. The issue of relative entropy inequality for Euler-Poisson system was considered in [32] . In the present consideration we include also the alignment term. We observe that the repulsive force imposed on the system by the Poisson kernel can substitute the effect of the pressure in Theorem 2.3. Then ̺ = r, ̺u = rU a.e. in (0, T ) × Ω.
Proof: The proof mimicks the steps undertaken in the proof of Theorem 2.3. In the present setting, however, it is convenient to introduce a relative energy in the form E ̺, u r, U = To begin, note that Steps 1, 2 in the proof of Theorem 2.3 pass without any changes in the present setting.
The first part of Step 3 can be carried over as soon as we realize that ψ * (̺ − r) L ∞ (Ω) ≤ c ̺ − r W −1,2 (Ω) (6.9) as the kernel ψ is smooth.
In the second part of Step 3 and in
Step 4, we may use an inequality similar to (6.9) to handle the terms containing convolution with the kernel K. Thus the only new ingredient is to control the term Ω (̺ − r) (∇ x P * (̺ − r)) · U dx dt.
To this end, we proceed as in [32] observing that (̺ − r) (∇ x P * (̺ − r)) · U = 1 2
By virtue of (6.7), (6.8), we may infer that Ω (̺ − r) (∇ x P * (̺ − r)) · U dx dt ≤ c E ̺, u r, U , which completes the proof exactly as in Section 5.
Remark 6.1. In the contrast to Theorem 2.3 the velocities u and U coincide up to the vacuum. 
