We present a probabilistic algorithm that in the black-box model performs a search in an ordered list using 3/4 log N + O(1) queries, whereas classically, log N − O(1) is the best that can be achieved. Moreover, our algorithm does not rely on the Hadamard nor on the discrete Fourier transform.
Introduction
In the black-box model, a search in an ordered list is modeled by queries to an oracle that fulfills the promise that it consists of a string of zeroes followed by a string of ones. Buhrman and de Wolf obtained a √ log n/ log log n lower bound [2] , Ambainis [1] claimed but has not written up a log n/c log log n lower bound and Farhi, Goldstone, Gutmann, and Sipser [4] just published an log n/2 log log n lower bound (on exact and bounded error). The latter also mention (but do not give any results) that they may in the future present results on an upper bound. We present an algorithm that performs an expected number of 3/4 log n + O(1) queries to find the step with probability at least one half.
The Haar Transform
By 1 A (x), we denote the indicator function of a set A, i.e.,
The Haar transform [7] maps functions represented in the point-value form to a linear combination of functions that result from scaling and translating the function ψ(x) = 1 [0,
More precisely, the family 2 m/2 ψ(2 m−n x − k) : m ∈ Z and k ∈ Z and − 1 ≤ m < n and 0 ≤ k < 2 m is a basis of R 2 n and in the continuous case,
is a basis of L 2 (R). We restrict our attention the the discrete case, where the Haar transform H n maps a function f : {0, . . . , 2 n − 1} → R represented by the vector (f (x)) 0≤x≤2 n −1 to the vector (α
0 , β
1 , β
The classical fast Haar transform algorithm computes the coefficients β ) 0≤k<2 m+1 produced in the previous round. For the first iteration, α
. 
⊕
Id 2 m−1 can be applied to execute the next iteration. This means that the Haar transform H n can be written as an orthogonal matrix that is a (matrix-)product of permutation matrices and of direct sums of H 2 matrices.
Of course, the Haar basis is also a basis of C 2 n and the Haar transform H n then is a unitary matrix. However, since direct sums cannot be directly implemented in a quantum computer, the decomposition above does not immediately give rise to a quantum algorithm for computing the Haar transform. However, Høyer [6] and Fijany and Williams [5] give an O(n 2 ) algorithm.
Further Preliminaries
An oracle is a boolean function f : {0, 1} n → {0, 1}. On a quantum computer, an oracle call is implemented as a unitary transform U f that maps the state |x |b to the state |x |b ⊕ f (x) . Applying U f to the state ( j |j )(|0 − |1 ) and discarding the last qubit (which is not entangled to the first n qubits) yields the state j (−1) f (j) |j , i.e., this implements a conditional phase flip [3] . A binary-search oracle is a boolean function b n,k : {0, 1} n → {0, 1} with
be the matrix that has as kth column the result of the conditional-phase-shift oracle of the binary-search oracle b n,k . Let L n = H n B n be the matrix that has as kth column the result of applying the 2 n -dimensional Haar transform to the conditional-phase-shift state of oracle b n,k , and letL n = j,k | j|L n |k | 2 |j k| be the matrix where all entries in L n are replaced by their squared absolute value. Thus j|L|k gives the probability of observing state |j given oracle b n,k when H n is applied to the state
where f is the unknown oracle).
The Algorithm
We propose the following algorithm for searching an ordered list in the blackbox model using a quantum-computer subroutine. Given a binary-search oracle f = b n,k , the algorithm stops after finitely many steps and either outputs k or produces no output.
1. Compute the conditional phase shift state.
2. Apply the Haar transform.
3. Measure. Let |j be the result of the measurement.
4. Reduce the search space by eliminating candidate oracles b n,k with low likelihood: Let (k ℓ ) 0≤ℓ≤2 n be a sequence of integers so that for 0 ≤ ℓ < 2 n holds j|L n |k ℓ ≤ j|L n |k ℓ+1 . Choose ℓ 0 as large as possible such that ℓ0 ℓ=0 j|L n |k ℓ ≤ 1 4 k j|L n |k and exclude the possibilities candidates b n,0 , . . . , b n,k ℓ 0 .
5. If there are more than 2 2 = const. candidates left, continue with step 1 using the reduced oracle (blown up to a power of two).
6. Once the search has been narrowed down to 2 2 oracles, perform ordinary binary search for the the oracle.
7. If the classical binary search finds all ones or all zeroes, perform one more query computing f (0)⊕f (2 n −1) to check whether the step was overlooked. In this case, stop without output, otherwise return the solution computed by the binary search.
The Structure of L n Claim 1. Let |j with 0 ≤ j < 2 n be a state that could be measured in step 3 of the algorithm and consider the sequence (ℓ k ) 0≤k≤2 n = ( j|L n |k ) 0≤k≤2 n .
1. All sequence elements are real numbers.
2. For j = 0, the sequence assumes its minimum of −1 at k = 0 and its maximum of 1 at k = 2 n . Moreover, the difference between any adjacent sequence elements is 2 1−n .
3. For fixed j > 0, let h denote the integer such that 2 h ≤ j < 2 h+1 . Then the maximum of the sequence (ℓ k ) is 2 −h/2 ; if the maximum is assumed at index k 0 , then the elements outside the range k 0 − 2 n−h−1 . . . k 0 + 2
Claim 2. Let h be a nonnegative integer smaller than n. For all pairs j, j ′ with 2 h ≤ j < j ′ < 2 h+1 , the nonzero ranges of the sequences ( j|L n |k ) 0≤k≤2 n and ( j ′ |L n |k ) 0≤k≤2 n do not overlap (i.e., the pairwise product is zero).
Proof. H n is a product permutation matrices and direct products involving H 2 and the identity. Therefore all entries of H n are real and multiplying with the real-valued matrix B n yields a real valued L n . This proves 1 of Claim 1. Fix an oracle b n,k ; let k = i≥0 k i 2 i with k i ∈ {0, 1} be the binary representation of k and let k ≫p := i≥0 k i+p 2 i . We investigate the Haar transform of
With α 
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and thus
Going from k to k + 1, we see that α The Structure ofL n Proposition 3. For j > 0 and h with 2 h ≤ j < 2 h+1 , we have for the probability of measuring state |j given an oracle chosen uniformly at random
For the probability of measuring state |0 , we have
Analysis of the Black-Box Complexity Provided that the input oracles are drawn uniformly at random, the expected number T (n) of oracle queries (not counting the query in Step 7) given an input oracle of size 2 n is T (0) = 1, T (1) = 2, T (2) = 3 and for n ≥ 3
Pr(measure any |j with 2 h ≤ j < 2 h+1 ) T (n − h + 1)
Since for n → ∞,
there is for any ǫ > 0 an n 0 such that for any n ≥ n 0
and hence (for small ǫ)
for some c = c(ǫ) and δ = O(ǫ). Of course, c can also accommodate the query in Step 7 of the algorithm. Moreover, it can be seen that for sufficiently large n,
where
Does it make sense to pursue this? It is unlikely that the constant will be less than 1/2. 2
Correctness and Termination
For n ≥ 3, Step 4 reduces the number of candidate oracles by a factor of at least two if the threshold for switching to binary search is chosen as 2 2 > 3.
In each iteration, at most one quarter of possibly correct candidates is excluded, therefore at most one half of the possibly correct candidates is excluded during an entire run. Therefore the probability of success is at least one half.
Arbitrary Distributions of the Input
A uniform distribution of the input oracles can be obtained in the following way: For size-N oracles, choose a random number r between 0 and N and prepend r ones and N − r zeroes to the input oracle, thus yielding an oracle of size 2N . Performing a query at N tells us whether the step must be at the right or left of position N , and the oracles consisting of the half in which the step must occur are uniformly distributed.
