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Hanna and Laffey gave an upper bound on the cp-rank of a com-
pletely positivematrix, in terms of its rank and the number of zeros
in a full rank principal submatrix. This bound, for the case that the
matrix ispositive,was improvedbyBarioli andBerman. In thispaper
a new straightforward proof of both results is given, and the same
approach is used to improve Hanna and Laffey’s bound in the case
that the matrix has a zero entry.
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1. Introduction
An n × n matrix A is completely positive if A = BBT for some (entrywise) nonnegative matrix B ∈
Rn×k (notation:B 0). Theminimalnumberof columns in suchB is called the cp-rankofA. Equivalently,
A is completely positive if it can be written as
A =
k∑
i=1
bib
T
i , bi  0, (1)
and its cp-rank is the minimal number of summands in such a representation of A. The bi’s are
the columns of a matrix B satisfying A = BBT , and (1) is called a rank-1 representation of A. Clearly,
cprank A rank A.
Every completely positivematrix is obviously bothpositive semideﬁnite andnonnegative. Suchma-
trices are called doubly nonnegative. Every doubly nonnegative matrix of order at most 4 is completely
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positive. In general, however, being doubly nonnegative is not a sufﬁcient condition for complete
positivity. There are two basic problems, both still open:
1. Determining which doubly nonnegative matrices are also completely positive.
2. Computing, or estimating, the cp-rank of a given completely positive.
Details about completely positive matrices and the progress made on these problems can be found
in [4].
Our paper deals with the second problem. Hanna and Laffey gave in [5] an upper bound for the
cp-rank of a matrix in terms of its rank:
Theorem 1 (Hanna and Laffey). Let A be a completely positive matrix of rank r, r  1. If there exists a
nonsingular r × r principal submatrix of A with N zeros above the diagonal, then
cprank A r(r + 1)
2
− N.
Barioli and Berman showed in [3] that for positivematrices the bound in Theorem1maybe reduced
by 1:
Theorem 2 (Barioli and Berman). Let A be a completely positive matrix of rank r, r  2. Then
cprank A r(r + 1)
2
− 1.
In [3] it was also shown that this reduced bound is tight: For every r  2 there exists a completely
positive matrix of rank r and cp-rank equal to
r(r+1)
2
− 1. In [1] Barioli showed that the bound in
Theorem 1 can be reduced by 1 also in the case that r = 3 and N = 1.
The original proof of Theorem 2 used dual cones. In [6], Li et al. gave another proof for the two
theorems, using well-known linear programming techniques. Here we present a new straightforward
approach. This approach yields simpler proofs for Theorems 1 and 2, and is also used here to improve
Theorem 1 in the case N = 1, in the same way that Theorem 2 improves Theorem 1 when N = 0
(thus generalizing to any r  3 Barioli’s result for r = 3). Finally, it is shown that not all the bounds in
Theorem 1 can be similarly reduced.
Throughout, we use the following notations and basic assumptions: The set {1, . . . , k} will be
denoted by 〈k〉. The number of elements in a setα is denoted by |α|. The ith vector in the standard basis
of Rn (ith entry equal to 1, all others entries zero) is denoted by ei. For x ∈ Rn, supp (x) = {i | xi /= 0}
is the support of x.
If S is a set of vectors in a Euclidean space V , then cone(S) denotes the convex cone generated
by S, i.e., the minimal convex cone containing S. Recall that a convex cone in V is a set closed under
sums and multiplication by a nonnegative scalar, and cone(S) is the set of all linear combination of
elements of S with nonnegative coefﬁcients. By Caratheodory’s Theorem, every element in cone(S)
may be represented as a linear combination with nonnegative coefﬁcients of at most dim V elements
in S.
Sn denotes the vector space of all n × n symmetric matrices. As usual, the graph of a symmetric
n × n matrix A, denoted by G(A), is the simple undirected graph with vertices V = {1, . . . , n} whose
edges correspond to the nonzero entries of A: {i, j} an edge if and only if aji = aij > 0. A graph G′ =
(V ′, E′) is a subgraph of a graph G = (V , E) (denoted: G′ ⊆ G) if V ′ ⊆ V and E′ ⊆ E. For α ⊆ 〈n〉, A[α]
denotes the principal submatrix of A on the rows (and columns) indexed byα, and A(α) is the principal
submatrix of A on the rows (and columns) indexed by the complement of α. A({i})will be abbreviated
as A(i). The ith column of A (=Aei) will be denoted by a·i, and the vector in Rn−1 obtained from a·i
by deleting its ith entry will be denoted here by a·i(i). The Schur complement of aii > 0 in A will be
denoted by A/i, i.e.,
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A/i = A(i) − 1
aii
a·i(i)a·i(i)T .
Recall that rank (A/i) = rank A − 1, and if A is positive semideﬁnite, then so is A/i. Note also that if
for a completely positive A the Schur complement A/i is also completely positive, then
cprank A 1 + cprank (A/i),
since A = 1
aii
a·iaT·i + B, where B is a direct sum of A/i and a 1 × 1 zero matrix.
In general, when A is completely positive, A/i is not necessarily completely positive (or even
nonnegative), but we make the following observation:
Remark 1. If A = ∑ki=1bibTi is a rank-1 representation of a completely positive matrix A, and for some
i ∈ 〈n〉, i ∈ supp (bj) for exactly one j, then A/i is completely positive.
To see that, assume w.l.o.g. that 1 ∈ supp (bk), 1 /∈ supp (bj) for j /= k. Then (bj)1 = 0 for every
j /= k, and therefore a·1 = (bk)1bk . Thus bk = 1√a11 a·1 and
∑k−1
i=1 bibTi = A − 1a11 a·1aT·1 = 0 ⊕ (A/1),
hence A/1 is completely positive.
The columnspace of a matrix Awill be denoted byR(A), and let
R+(A) =
{
b ∈ R(A) | b 0 and G(bbT ) ⊆ G(A)
}
.
Note that if A = ∑ki=1 bibTi is a rank-1 representation of a completely positive matrix A, then each bi is
inR+(A), and {bi}ki=1 spans the columnspaceR(A).
2. Upper bounds on the cp-rank in terms of the rank
The basic idea is that if A is completely positive, then
A ∈ cone
{
bbT | b ∈ R+(A)
}
.
If H is a subspace of Sn such that
cone
{
bbT | b ∈ R+(A)
}
⊆ H,
then by Caratheodory’s Theorem
A =
k∑
i=1
μibib
T
i , μi  0 and bi ∈ R+(A) ∀i,
where k dimH. And since
∑k
i=1 μibibTi =
∑k
i=1
(√
μibi
) (√
μibi
)T
, this is a rank-1 representation
of A, and thus cprank A dimH.
We prove Theorem 1 by ﬁnding such H of appropriate dimension.
Lemma 1. Let A be a completely positive matrix with rank A = r. LetN be the set of positions of the zero
entries above the diagonal in an r × r nonsingular principal submatrix of A, and let |N | = N. If
L1 = span
{
bbT | b ∈ R(A)
}
and
L2 = {X ∈ Sn | xij = 0 ∀(i, j) ∈ N } .
Then
dim L1 = r(r + 1)
2
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and
dim(L1 ∩ L2) = r(r + 1)
2
− N.
Proof. Let {a1, . . . , ar} be a basis forR(A), and let U : R(A) → Rr be the isomorphism Uai = ei. The
mapping X → UXUT is an isomorphism of L1 onto Sr , since for every 1 i /= j r its image contains
Uaia
T
i U
T = eieTi ,UajaTj UT = ejeTj and
U
[
(ai + aj)(ai + aj)T − aiaTi − ajaTj
]
UT = U
(
aia
T
j + ajaTi
)
UT = eieTj + ejeTi .
Hence dim L1 = dim Sr = r(r+1)2 .
Since dim L2 = n(n+1)2 − N, for the ﬁnal claim of the lemma it sufﬁces to prove that L1 + L2 = Sn.
Indeed, let A1 = A[α] be the r × r nonsingular principal submatrix of A with zeros in positions N .
Since complete positivity and the cp-rank are unchanged by simultaneous permutation of rows and
columns, we may assume that α = 〈r〉. Then
A =
[
A1 A1E
T
EA1 EA1E
T
]
.
Hence b ∈ R(A) if and only if b =
[
x
Ex
]
, where x ∈ Rr .
For every X ∈ Sn write
X =
[
X1 X
T
2
X2 X3
]
,
where X1 is r × r. Then
X =
[
X1 X1E
T
EX1 EX1E
T
]
+
[
0 XT2 − X1ET
X2 − EX1 X3 − EX1ET
]
. (2)
If X1 = ∑ri=1λiuiuTi (where λi’s are the eigenvalues, and ui’s the corresponding eigenvectors, of X1),
then [
X1 X1E
T
EX1 EX1E
T
]
=
r∑
i=1
λi
[
ui
Eui
] [
ui
Eui
]T
,
hence (2) shows that X ∈ L1 + L2, and this ends the proof. 
Theorem 1 can now be proved:
Proof of Theorem 1. Using thenotationsof Lemma1, letH = L1 ∩ L2.By the lemma,dimH = r(r+1)2 −
N. Now,
A ∈ cone
{
bbT | b ∈ R+(A)
}
⊆ H
and by Caratheodory’s theorem, A is a sum of at most dimH extreme generators of the cone. Hence
cprank A≤ r(r+1)
2
− N. 
To prove Theorem 2 we need in addition to the previous lemma the following lemma and its
corollary (both of interest for their own sake):
Lemma 2. Letb ∈ Rn, b 0nonzero. Then thematrixA = I + bbT is completelypositiveandcprank A =
n.
Proof
(I + tbbT )2 = I + (2t + t2bTb)bbT = I + bbT ,
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where
t =
√
bTb + 1 − 1
bTb
,
and the nonnegative matrix I + tbbT has n columns.1 
Corollary 1. Let A = ∑kj=1 bjbTj be a rank-1 representation of a completely positive matrix A. If bk is a
nonnegative linear combination of b1, . . . , bk−1, then cprank A k − 1.
Proof. LetB = [b1 . . . bk−1] ∈ Rn×(k−1). ThenA = BBT + bkbTk , andbk = Bx for somex 0, x ∈ Rk−1.
Hence,
A = BBT + Bx(Bx)T = BBT + BxxTBT = B(I + xxT )BT .
By Lemma 2, I + xxT = C2, where C ∈ R(k−1)×(k−1) is a nonnegative symmetric matrix. Hence A =
(BC)(BC)T , where BC  0 has k − 1 columns. 
We can now prove the main lemma:
Lemma 3. Let A be an n × n completely positive matrix, and let H be a subspace of Sn such that
cone
{
bbT | b ∈ R+(A)
}
⊆ H. If dimH = d and a·iaT·i ∈ H for some i ∈ 〈n〉 s.t. aii > 0 and A/i is not
completely positive, then cprank A d − 1.
Proof. We may assume that i = 1, and let a = a·1. Let A = ∑kj=1 bjbTj be a rank-1 representation of
A with k = cprank A. As explained at the beginning of this section, k dimH = d. If there is strict
inequality we are done, so suppose on the contrary that k = d. Since
A =
d∑
j=1
bjb
T
j (3)
is aminimal rank-1 representation,
{
bjb
T
j
}d
j=1 is linearly independent (otherwise, 0 =
∑d
j=1μibjbTj for
some scalarsμi, and by adding a proper multiple of this equality to (3) we would get a representation
of A as a sum of less then d rank 1 nonnegative matrices). Hence
{
bjb
T
j
}d
j=1 is a basis for H. Since aa
T
is in H, there exist scalars μj , at least one of which is positive, such that
d∑
j=1
μjbjb
T
j = aaT .
That is,
d∑
j=1
−μjbjbTj + aaT = 0. (4)
By adding an appropriate positive multiple of (4) to (3), we get that
d∑
j=1
νjbjb
T
j + νaaT = A, (5)
1 There are other easily-computed completely positive factorizations of A: Such A is an inverse M-matrix, since A−1 = I −
1
1+bT b bb
T . By [8], an inverseM-matrix is completely positive, and (every matrix obtained from it by simultaneous permutation
of rows and columns) has Cholesky decomposition LLT , with the lower triangular L nonnegative.
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whereν > 0, νj  0 for every j, andat least oneof theνj ’s is zero. By theassumption that cprank A = d,
exactly one of the νj ’s, say νd, is zero. Hence
d−1∑
j=1
νjbjb
T
j + νaaT = A. (6)
But then
d−1∑
j=1
νjbjb
T
j e1 + νaaTe1 = Ae1(= a),
so
d−1∑
j=1
νjbjb
T
j e1 = (1 − νaTe1)a. (7)
Since A/1 is not completely positive, | {1 j d | 1 ∈ supp bj} | 2 (see Remark 1). Hence there exists
1 j d − 1 such that bTj e1 /= 0, and thus the left hand side of (7) is not zero. Therefore 1 − νaTe1 > 0
and (7) implies that a is a nonnegative linear combination of b1, . . . , bd−1. This yields, by (6) and
Corollary 1, that cprank A d − 1, which contradicts our assumption. 
Proof of Theorem 2. Assume w.l.o.g. that A[α] is nonsingular for α = 〈r〉, and let a = Ae1.
If A/1 is completely positive, then
cprank A 1 + cprank (A/1) 1 + (r − 1)r
2

r(r + 1)
2
− 1,
where the middle inequality follows from Theorem 1, since rank (A/1) = r − 1 1, and the last
inequality holds for r  2.
If A/1 is not completely positive, let H = L1 (in the notations of Lemma 1). Obviously aaT ∈ H,
hence by Lemma 3, cprank A dimH − 1 = r(r+1)
2
− 1. 
Lemma 3 yields another improvement of the bound in Theorem 1, for the case N = 1:
Theorem 3. Let r  3, and let A be a completely positive matrix with rank A = r. If in some r × r nonsin-
gular principal submatrix of A there is a zero above the diagonal, then
cprank A r(r + 1)
2
− 2.
Proof. Assume w.l.o.g. that A[α] is nonsingular for α = 〈r〉. If there are two or more zeros above the
diagonal in A[α], the result follows from Theorem1. Consider therefore the case of a unique zero above
the diagonal in A[α]. W.l.o.g. we may assume that a12 = 0. Let H = L1 ∩ L2 (using the notations of
Lemma 1, with N = {(1, 2)} and N = 1). By Lemma 1, dimH = r(r+1)
2
− 1. As in the previous proof,
let a = Ae1. Then aaT ∈ H.
If A/1 is completely positive, then
cprank A 1 + cprank (A/1) 1 + (r − 1)r
2
− 1 < r(r + 1)
2
− 2
where the second inequality follows from Theorem 2, since rank (A/1) = r − 1 2, and the last
inequality holds since r  3.
If A/1 is not completely positive, then the result follows from Lemma 3. 
Remark 2. In [3] the tightness of the bound in Theorem 2 was proved with no indication on the
attaining matrix. Theorem 3 implies that the completely positive matrix of rank r which attains the
maximal possible cp-rank is positive.
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Remark 3. In view of Theorems 2 and 3 it is natural to ask whether the bound in Theorem 1 can be
reduced by 1 for every N. The idea of the proofs of Theorems 1 and 2 may work for N  2 for speciﬁc
locations of the zeros, but not for others. For example, the argument in the proof of Theorem 2 works
for 3N  r − 1 if there is a row (column) in A[α], which contains N zeros (hence in this case the
bound of Theorem 1 may be reduced by 1). However, there is at least one case in which the bound
of Theorem 1 is the minimal possible: the case N = (r−1)r
2
. This is the maximal possible value of N,
and in this case the upper bound given by Theorem 1 is
r(r+1)
2
− (r−1)r
2
= r. Since cprank A rank A
always, we actually have that cprank A = r. In fact, a bit more can be said in this case: For a rank r
matrix with that many zeros in an r × r nonsingular principal submatrix, being doubly nonnegative
is a sufﬁcient condition for complete positivity:
Theorem 4. Let A be a doubly nonnegative matrix such that rank A = r, and A has an r × r principal
submatrix, which is positive diagonal. Then A is completely positive and cprank A = rank A = r.
Proof. W.l.o.g.,
A =
[
D DET
ED EDET
]
,
where D is an r × r positive diagonal matrix. Since A 0, ED, and therefore E, is nonnegative. Then
B =
[
D1/2
ED1/2
]
isnonnegative,has r columns, andA = BBT .HenceA is completelypositiveandcprank A r = rank A.
As mentioned above, equality follows since cprank A rank A always holds. 
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