The Vlasov–Poisson system with infinite kinetic energy and initial data in Lp(R6)  by Zhang, Xianwen & Wei, Jinbo
J. Math. Anal. Appl. 341 (2008) 548–558
www.elsevier.com/locate/jmaa
The Vlasov–Poisson system with infinite kinetic energy
and initial data in Lp(R6) ✩
Xianwen Zhang, Jinbo Wei ∗
Department of Mathematics, Huazhong University of Science and Technology, Wuhan, Hubei 430074, People’s Republic of China
Received 5 September 2007
Available online 13 November 2007
Submitted by P. Witelski
Abstract
In this paper, the global existence of weak solutions to the three-dimensional Vlasov–Poisson system with infinite kinetic energy
and initial data in Lp(R6) is studied. The propagation of low moments in the velocity variables is also proved.
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1. Introduction
The goal of this paper is to construct solutions for the three-dimensional Vlasov–Poisson system having infinite
kinetic energy. Let f (t, x, ξ) be the microscopic density of particles at time t  0, at position x ∈R3 and moving with
velocity ξ ∈R3, then the system describing the evolution of a plasma reads:
∂f
∂t
+ ξ · ∇xf + E · ∇ξ f = 0, (1)
E(t, x) = θ · 1
4π
x
|x|3 ∗ ρ(t, x), (2)
ρ(t, x) =
∫
R3
f (t, x, ξ) dξ, (3)
f (0, x, ξ) = f0(x, ξ), (4)
where θ = ±1, E(t, x) is the electrostatic or gravitational vector force, ρ(t, x) is the macroscopic density of particles
and ∗ is the convolution in the x variable. Equation (2) can be written as the Poisson equation
−xU(t, x) = θρ(t, x) and E(t, x) = −∇xU(t, x).
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First, we recall some known results for the Vlasov–Poisson system. The global existence of weak solutions
to the Vlasov–Poisson equation was proven in [11] under the assumptions that f0 ∈ L1(R6) ∩ L∞(R6) and∫
R6 |ξ |2f0 dx dξ < ∞. Strong solutions to the Vlasov–Poisson equation were built in [13] with initial data satis-
fying f0 ∈ L1(R6) ∩ L∞(R6) and |ξ |pf0 ∈ L1(R6) for p > 3, where it was also proved that the solutions satisfy
f ∈ L1(R6)∩L∞(R6) and |ξ |qf ∈ L1(R6) for all q ∈ (0,p) and t > 0; a further result was given in [7], in which the
exponent p is allowed to belong to (2,∞) and∫
R3
f0(x − tξ, ξ) dξ ∈ L∞loc
([0,∞);L3(p+3)/(p+6)x ).
Moreover, the existence of global renormalized solutions was proved in [5] for initial data satisfying f0 ∈ L1(R6),
f0 logf0 ∈ L1(R6) and |ξ |2f0 ∈ L1(R6). For results on classical solutions, we refer the readers to the monograph [8]
and the references therein.
All the papers mentioned above assume that f0 has finite kinetic energy. Recently, solutions with infinite kinetic
energy were studied. In [16], a dispersive identity on the Vlasov–Poisson system was proved assuming that f0 ∈
L1(R6) ∩ L∞(R6) and ∫
R6 |x|2f0 dx dξ < ∞, that is
d
dt
[ ∫
R6
|x − ξ t |2f (t, x, ξ) dx dξ + θt2
∫
R3
∣∣E(t, x)∣∣2 dx]= θt ∫
R3
∣∣E(t, x)∣∣2 dx.
It allows to propagate the second space moments (
∫
R6 |x − ξ t |2f dx dξ ∈ L1loc(R)) and to construct solutions with
infinite kinetic energy. More generally, F. Castella [3] proved that if the initial data has moments in the space variable x
higher than three, then the corresponding solution f of the Vlasov–Poisson system has also moments in x − ξ t higher
than three (propagation of high space moments). They also showed the propagation of low moments in the space
variables and velocity variables. It should be mentioned here that a similar work for the Vlasov–Poisson–Fokker–
Planck system has been done under the assumptions that f0 ∈ L1(R6) ∩ L∞(R6) and
∫
R6(|x|2 + |ξ |ε)f0 dx dξ < ∞
(for some ε > 0) in [4]. Mischler and Perthame in [14] proved the existence of solutions with infinite kinetic energy
to the Boltzmann equation for small initial data. Furthermore, Jabin [12] and Caglioti et al. [1] studied the Vlasov–
Poisson system with infinite charge and energy, Schaeffer [18,19] and Pankavich [15] investigated the Vlasov–Poisson
system with steady spatial asymptotics.
On the other hand, existence of weak solutions to the Vlasov–Poisson and Vlasov–Poisson–Fokker–Planck systems
were proved for initial data in Lp spaces by Horst and Hunze [11], and Carrillo and Soler [2], respectively.
It should be noted that all the works mentioned above assume that the initial datum f0 belongs to L∞ or (and) the
solution has finite kinetic energy. In the present paper, we construct solutions with infinite kinetic energy and initial
datum f0 ∈ Lp for p > 3 to the Vlasov–Poisson system.
The following is the main result of this paper.
Theorem 1.1. Let 0  f0 ∈ L1(R6) ∩ Lp(R6), |x|2f0 ∈ L1(R6) and |ξ |αf0 ∈ L1(R6) for some α > 0 and p > 3.
Then there exists a distributional solution to the three-dimensional Vlasov–Poisson equation (1)–(4). Moreover, the
following statements hold:
(1) For all q ∈ [ 32 , 3(5p−3)4p ] and 0 < T < ∞, there is a positive constant C1 such that
t
2− 3
q
∥∥E(t, x)∥∥
q
 C1, t ∈ (0, T ).
(2) For all q ∈ [1, 5p−33p−1 ] and 0 < T < ∞, there is a positive constant C2 such that
t
3
q′
∥∥ρ(t, x)∥∥
q
C2, t ∈ (0, T ).
Here the constants C1 and C2 are only dependent on q , T , ‖f0‖L1∩Lp and ‖|x|2f0‖1.
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initial data converging strongly to f0 in the spaces L1(R6) and Lp(R6), as well as in L1((|x|2 + |ξ |α) dx dξ), and
the norms of f n0 in these spaces are bounded independent of n, then there exists a sequence of solutions {fn} (regular
solutions) to the Vlasov–Poisson system and the following statements hold (for example, see [17])
‖fn‖1  ‖f0‖1, ‖fn‖∞ 
∥∥f n0 ∥∥∞, ‖fn‖p  ‖f0‖p.
According to [4,16], if we can prove for some positive numbers λ, μ, β and q ,
tλ
∥∥ρn(t, x)∥∥q  C, t ∈ (0, T ), (5)
tμ
∥∥En(t, x)∥∥q C, t ∈ (0, T ), (6)∫
R6
|ξ |βfn(t, x, ξ) dx dξ  C, t ∈ (0, T ), (7)
where C is a positive constant depending only on λ, μ, β , q , f0 and T , then the compactness of the velocity averaging
as stated in [6,9,10] allows us to pass to the limit in the distributional sense in
∂fn
∂t
+ ξ · ∇xfn + En · ∇ξ fn = 0,
and fn(t, x, ξ) converges weakly to some f (t, x, ξ), ρn(t, x) converges strongly to some ρ(t, x) as n → ∞. Hence,
the crucial point is to prove that the regular solutions fn(t, x, ξ) satisfy (4)–(6). For convenience, we will denote by
f (t, x, ξ) any regular solution fn(t, x, ξ) for n = 1,2, . . . .
The paper is organized as follows: In Section 2, we prove some general lemmas that we use throughout the paper
and give a Lyapunov functional introduced in [16]. In Section 3, we give the proof of Theorem 1.1 and show the
propagation of low moments in the velocity variables.
Finally we introduce some notation. Lp denotes either Lp(R3) or Lp(R3 ×R3), if the context makes it clear. We
often use Lpx instead of Lp(R3x), and L
p
x,ξ instead of Lp(R3x ×R3ξ ). The corresponding norms appear frequently as ‖·‖.
For instance, we use the convention ‖f (t, x, ξ)‖Lpx,ξ = ‖f (t, x, ξ)‖p , ‖ρ(t, x)‖LPx = ‖ρ(t, x)‖p and so on. As usual
p′ stands for the conjugate number of p, i.e., 1
p
+ 1
p′ = 1. Positive constants will be denoted by C(α1, α2, . . . , αn)
depending only upon α1, α2, . . . , αn.
2. Some a priori estimates
In this section, we introduce some technical results, which are important to prove Theorem 1.1 and the lemmas in
Section 3. The similar result of Lemma 2.1 can be found in [2], see also [3,4,11,16,17] for other and more general
results.
Lemma 2.1. Let p > 1, and let f (t, x, ξ) ∈ Lp(R6) and |x − ξ t |2f ∈ L1(R6) be a positive function for t  0, then
the macroscopic density ρ(t, x) ∈ Lr(p)(R3) and there is a positive constant C depending only upon p such that for
t  0
t
6
3+2p′
∥∥ρ(t, x)∥∥
L
r(p)
x
 C
∥∥f (t, x, ξ)∥∥ 2p′3+2p′
L
p
x,ξ
· ∥∥|x − ξ t |2f (t, x, ξ)∥∥ 33+2p′
L1x,ξ
,
where
r(p) =
{ 5p−3
3p−1 , 1 < p < ∞,
5
3 , p = ∞.
(8)
Proof. The proof is analogous to Lemma I.1 in [16]. Indeed, we have
ρ(t, x) =
∫
f (t, x, ξ) dξ +
∫
f (t, x, ξ) dξ|x−ξ t |R |x−ξ t |R
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∥∥f (t, x, ξ)∥∥
L
p
ξ
( ∫
|x−ξ t |R
1dξ
) 1
p′ + 1R2
∫
R3
|x − ξ t |2f dξ
 C
∥∥f (t, x, ξ)∥∥
L
p
ξ
(R
t
) 3
p′ + 1R2
∫
R3
|x − ξ t |2f dξ.
Choosing R> 0 such that
∥∥f (t, x, ξ)∥∥
L
p
ξ
(R
t
) 3
p′ = 1R2
∫
R3
|x − ξ t |2f dξ,
then, we can obtain
ρ(t, x) Ct−
6
3+2p′
∥∥f (t, x, ξ)∥∥ 2p′3+2p′
L
p
ξ
( ∫
R3
|x − ξ t |2f dξ
) 3
3+2p′
.
The result follows by taking r(p) norm and using Hölder inequality in the above inequality. 
Similar to the above calculations, we obtain
Lemma 2.2. Let f (x, ξ) ∈ Lp(R6) (p > 1) and |x|2f ∈ L1(R6), then there is a positive constant C depending only
upon p such that
t
6
3+2p′
∥∥∥∥
∫
R3
f (x − ξ t, ξ) dξ
∥∥∥∥
r(p)
 C‖f ‖
2p′
3+2p′
p
∥∥|x|2f ∥∥ 33+2p′1 .
Lemma 2.3. Let f satisfy the conditions of Lemma 2.1 and f ∈ L1(R6), then the following inequality holds true
t
3
q′
∥∥ρ(t, x)∥∥
q
C‖f ‖θ1‖f ‖
p
q′(p−1)
p
∥∥|x − ξ t |2f ∥∥ 32q′1 ,
t
3
q′
∥∥∥∥
∫
R3
f (t, x − ξ t, ξ) dξ
∥∥∥∥
q
 C‖f ‖θ1‖f ‖
p
q′(p−1)
p
∥∥|x|2f ∥∥ 32q′1 ,
where 1 q  5p−33p−1 and θ = 1 − 5p−32(p−1)q ′ .
Proof. It is an easy corollary of Lemmas 2.1, 2.2 and the interpolation inequality. 
Lemma 2.4. Let f (t, x, ξ) ∈ Lp(R6), p > 1 and (1 + |ξ |k)f ∈ L1(R6), then
∥∥ρ(t, x)∥∥
q
 C‖f ‖θ1‖f ‖
p
q′(p−1)
p
∥∥|ξ |kf ∥∥ 3kq′1 ,∥∥∥∥
∫
R3
f (t, x − ξ t, ξ) dξ
∥∥∥∥
q
 C‖f ‖θ1‖f ‖
p
q′(p−1)
p
∥∥|ξ |kf ∥∥ 3kq′1 ,
where 1 q  3(p−1)+kp3(p−1)+k and θ = 1 − (3+k)p−3k(p−1)q ′ .
Proof. Replacing |x − ξ t |2 with |ξ |k and repeating the calculations in the proof of Lemmas 2.1 and 2.3, we obtain
the desired result. 
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depending only upon r and p such that∥∥∥∥
∫
R3
〈ξ 〉r−1f (t, x, ξ) dξ
∥∥∥∥
A(p)
 C‖f ‖
p′
rp′+3
p
∥∥〈ξ 〉rf ∥∥ (r−1)p′+3rp′+31 ,
where 〈ξ 〉 = (1 + |ξ |2)1/2 and A(p) = rp+3(p−1)
rp+2(p−1) .
Proof. For 0 < r < 1, we have∫
R3
〈ξ 〉r−1f (t, x, ξ) dξ =
∫
|ξ |R
〈ξ 〉r−1f (t, x, ξ) dξ +
∫
|ξ |R
〈ξ 〉r−1f (t, x, ξ) dξ

∥∥f (t, x, ξ)∥∥
L
p
ξ
( ∫
|ξ |R
|ξ |(r−1)p′ dξ
) 1
p′ + 1R
∫
R3
〈ξ 〉rf dξ.
Since p > 2 and 0 < r < 1, we have −2 < (r − 1)p′ < 0, then∫
R3
〈ξ 〉r−1f (t, x, ξ) dξ  C∥∥f (t, x, ξ)∥∥
L
p
ξ
Rr−1+
3
p′ + 1R
∫
R3
〈ξ 〉rf dξ.
Choosing R> 0 such that
∥∥f (t, x, ξ)∥∥
L
p
ξ
Rr−1+
3
p′ = 1R
∫
R3
〈ξ 〉rf dξ,
we obtain∫
R3
〈ξ 〉r−1f (t, x, ξ) dξ  C∥∥f (t, x, ξ)∥∥ p′3+rp′
L
p
ξ
( ∫
R3
〈ξ 〉rf dξ
) 3+(r−1)p′
3+rp′
.
Taking r(p) norm in the above inequality and using Hölder inequality, we obtain the desired result. 
Lemma 2.6 (Lyapunov functional). (See [16].) Let f (t, x, ξ) be a regular solution to the three-dimensional Vlasov–
Poisson equation, then
d
dt
[ ∫
R6
|x − ξ t |2f (t, x, ξ) dx dξ + θt2
∫
R3
∣∣E(t, x)∣∣2 dx]= θt ∫
R3
∣∣E(t, x)∣∣2 dx.
3. Proof of Theorem 1.1
Let f (t, x, ξ) be a regular solution in this section. The proof of Theorem 1.1 uses the same representation formula
for the solutions to the Vlasov–Poisson equation as in [13,16], then Eq. (1) can be written as
f (t, x, ξ) = f0(x − ξ t, ξ) +
t∫
0
(E · ∇ξ f )(x − ξs, ξ, t − s) ds.
Integrating it against ξ , we obtain
ρ(t, x) =
∫
3
f0(x − ξ t, ξ) dξ + divx
t∫
s
∫
3
(Ef )(x − ξs, ξ, t − s) ds dξ.
R 0 R
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E(t, x) = E1(t, x) + E2(t, x),
where
E1(t, x) = θ x|x|3 ∗
∫
R3
f0(x − ξ t, ξ) dξ,
E2(t, x) = θ x|x|3 ∗ divx
t∫
0
s
∫
R3
(Ef )(x − ξs, ξ, t − s) ds dξ.
Lemma 3.1. For all q ∈ [ 32 , 3(5p−3)4p ], there exists a positive constant C depending only upon p, ‖f0‖L1∩Lp and
‖|x|2f0‖L1 such that
t
2− 3
q
∥∥E1(t, x)∥∥q  C.
Proof. Following Lemma 2.2, we have
t
6
3+2p′
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
r(p)
 C(p)‖f0‖
2p′
3+2p′
p
∥∥|x|2f0∥∥ 33+2p′1 ,
where C(p) is a positive constant. By interpolation, we get
t
6
3+2p′ (1−α)
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
r
 C, (9)
where 1  r  r(p) and 1
r
= α + 1
r(p)
(1 − α), and C depends only upon p, ‖f0‖L1∩Lp and ‖|x|2f0‖1. By Young’s
inequality, we have
∥∥E1(t, x)∥∥q  C
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
r
, (10)
where
1 + 1
q
= 1
r
+ 2
3
.
By virtue of (9) and (10), we get
t
2− 3
q
∥∥E1(t, x)∥∥q  C,
where q ∈ [ 32 , 3(5p−3)4p ]. The proof of the lemma is completed. 
Lemma 3.2.∥∥E2(t, x)∥∥2  C, t ∈ (0, T ),
where C depends only on T , ‖f0‖L1∩Lp and ‖|x|2f0‖1.
Proof. By Young’s inequality, we have
∥∥E2(t, x)∥∥2  C
∥∥∥∥∥
t∫
s
∫
3
(Ef )(x − ξs, ξ, t − s) dξ ds
∥∥∥∥∥
2
.0 R
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t∫
0
s
∫
R3
(Ef )(x − ξs, ξ, t − s) dξ ds 
t∫
0
s
( ∫
R3
|E|2(t − s, x − ξs) dξ
) 1
2
( ∫
R3
f 2(x − ξs, ξ, t − s) dξ
) 1
2
ds

t∫
0
s−
1
2
∥∥E(t − s, x)∥∥2
( ∫
R3
f 2(x − ξs, ξ, t − s) dξ
) 1
2
ds.
Then, we get
∥∥E2(t, x)∥∥2 
t∫
0
s−
1
2 ‖f ‖2
∥∥E(t − s, x)∥∥2 ds  ‖f0‖2
t∫
0
s−
1
2
(∥∥E1(t − s, x)∥∥2 + ∥∥E2(t − s, x)∥∥2)ds.
Using Lemma 3.1, we have
t∫
0
s−
1
2
∥∥E1(t − s, x)∥∥2 ds 
t∫
0
s−
1
2 (t − s)− 12 ds  C.
Hence, we can find some r ′ > 1, 1
r
+ 1
r ′ = 1 such that s−
1
2 belongs to Lr ′(0, T ). Then, we get
∥∥E2(t, x)∥∥2  C
(
1 +
t∫
0
s−
1
2
∥∥E2(t − s, x)∥∥2 ds
)
 C
(
1 +
( t∫
0
s−
r′
2 ds
) 1
r′
( t∫
0
∥∥E2(t − s, x)∥∥r2 ds
) 1
r
)
 C
(
1 +
t∫
0
∥∥E2(t − s, x)∥∥r2 ds
) 1
r
.
Using the Gronwall Lemma, we obtain∥∥E2(t, x)∥∥2  C.
This ends the proof of Lemma 3.2. 
Lemma 3.3 (Propagation of space moments). Let f be a regular solution to the three-dimensional Vlasov–Poisson
equation with the initial data f0 satisfying
f0 ∈ L1
(
R
6)∩ Lp(R6), |x|2f0 ∈ L1(R6).
Then,∫
R6
|x − ξ t |2f (t, x, ξ) dx dξ C, t ∈ (0, T ),
where C depends only upon T , ‖f0‖L1∩Lp and ‖|x|2f0‖1.
Proof. According to Lemma 2.6, we have
∫
6
|x − ξ t |2f (t, x, ξ) dx dξ 
∫
6
|x|2f0 dx dξ + t2
∥∥E(t, x)∥∥22 +
t∫
s
∥∥E(s, x)∥∥22 ds.R R 0
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Thus, for all t ∈ (0, T )
t2
∥∥E(t, x)∥∥22  Ct, t∥∥E(t, x)∥∥22  C,
we obtain∫
R6
|x − ξ t |2f (t, x, ξ) dx dξ  C, t ∈ (0, T ).
This completes the proof of the lemma. 
Thanks to Lemmas 2.3 and 3.3, we obtain
Proposition 3.4. For all q ∈ [1, 5p−33p−1 ] and T > 0, there exists a positive constant C depending upon T , p, q ,
‖f0‖L1∩Lp and ‖|x|2f0‖1 such that
t
3
q′
∥∥ρ(t, x)∥∥
q
C, t ∈ (0, T ). (11)
Using the classical convolution inequality, we have
Proposition 3.5. For all q ∈ [ 32 , 3(5p−3)4p ] and T > 0, there exists a positive constant C depending upon T , p, q ,
‖f0‖L1∩Lp and ‖|x|2f0‖1 such that
t
2− 3
q
∥∥E(t, x)∥∥
q
 C, t ∈ (0, T ). (12)
Remark 3.6. We have proved (4) and (5). In order to finish the proof of Theorem 1.1, it is sufficient to show (6).
Lemma 3.7. Let f be a regular solution of the three-dimensional Vlasov–Poisson equation with initial datum satisfy-
ing
f0 ∈ L1
(
R
6)∩ Lp(R6), (|x|2 + |ξ |α)f0 ∈ L1(R6)
for any α > 0, p > 3. For 1 > β > 0, we define
Ξβ(t) :=
∫
R6
〈ξ 〉βf (t, x, ξ) dx dξ,
where 〈ξ 〉 = (1 + ξ2) 12 . Then, for β small enough with respect to α, there is a positive constant C depending only
on T , ‖f0‖L1∩Lp , ‖|ξ |αf0‖L1 and ‖|x|2f0‖L1 such that
Ξβ(t)C, t ∈ (0, T ).
Proof. As in [4,16], we obtain
d
dt
Ξβ(t) C
∫
R3
∣∣E(t, x)∣∣( ∫
R3
〈ξ 〉β−1f (t, x, ξ) dξ
)
dx C‖Ξβ−1‖A(p)
∥∥E(t, x)∥∥
A′(p).
The above inequality is a consequence of Hölder inequality, where A(p) is the same as in Lemma 2.5 and 1
A(p)
+
1
A′(p) = 1. Hence, A′(p) = 3 + βp′.
According to Lemma 2.5, we have
d
Ξβ(t) C‖f ‖
p′
βp′+3
p ·
∥∥〈ξ 〉βf ∥∥ (β−1)p′+3βp′+31 · ∥∥E(t, x)∥∥A′(p). (13)dt
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E(t) = E1(t) + E2(t)
and estimate each term separately.
First, let ε = βp′. By Young’s inequality, we have
∥∥E1(t, x)∥∥3+βp′  C
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
l
where 1 + 13+ε = 23 + 1l , i.e., l = 3(3+ε)6+ε . By interpolation method, we have
∥∥E1(t, x)∥∥3+βp′  C
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
1−θ
3(p−1)+αp
3(p−1)+α
∥∥∥∥
∫
R3
f0(x − ξ t, ξ) dξ
∥∥∥∥
θ
3(p−1)+2p
3(p−1)+2
, (14)
where
(1 − θ) · 3(p − 1) + α
3(p − 1) + αp + θ ·
3(p − 1) + 2
3(p − 1) + 2p =
6 + ε
3(3 + ε) .
Using Lemma 2.4 for the first factor and Lemma 2.3 for the second factor in the right-hand side of (14), we obtain
∥∥E1(t, x)∥∥3+βp′  Ct
−θ 3
(
3(p−1)+2p
3(p−1)+2 )′ = Ct−3θ 2(p−1)3(p−1)+2p .
Here the constant C is only dependent on T , ‖f0‖L1∩Lp , ‖|ξ |αf0‖L1 and ‖|x|2f0‖1, furthermore
θ =
3(p−1)+α
3(p−1)+αp − 6+ε3(3+ε)
3(p−1)+α
3(p−1)+αp − 3(p−1)+23(p−1)+2p
.
Since β is small enough, let ε → 0, then
3θ
2(p − 1)
3(p − 1) + 2p → 3
3(p−1)+α
3(p−1)+αp − 23
3(p−1)+α
3(p−1)+αp − 3(p−1)+23(p−1)+2p
· 2(p − 1)
3(p − 1) + 2p
= 6(p − 1) + 6α − 4pα
3(p − 1)(2 − α)
< 1 (for p > 3).
Thus, ‖E1(t, x)‖3+βp′ ∈ L1loc(R) for p  3 and sufficiently small β .
We now consider E2(t, x). Similarly, by Young’s inequality in x, we write
∥∥E2(t, x)∥∥3+ε  C
t∫
0
s1−
3
c
∥∥E(t − s, x)∥∥
c
∥∥∥∥
∫
R3
f c
′
(x − ξs, ξ, t − s) dξ
∥∥∥∥
1
c′
3+ε
c′
ds.
Since ∫
R3
f c
′
(x − ξs, ξ, t − s) dξ (letting a + b = c′)
=
∫
3
f a(x − ξs, ξ, t − s)f b(x − ξs, ξ, t − s) dξ (using Hölder inequality)
R
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( ∫
R3
f ar1(x − ξs, ξ, t − s) dξ
) 1
r1
( ∫
R3
f br2(x − ξs, ξ, t − s) dξ
) 1
r2 (setting br2 = 1)
=
( ∫
R3
f ar1(x − ξs, ξ, t − s) dξ
) 1
r1
( ∫
R3
f (x − ξs, ξ, t − s) dξ
) 1
r2
,
where 1
r1
+ 1
r2
= 1, then
∥∥∥∥
∫
R3
f c
′
(x − ξs, ξ, t − s) dξ
∥∥∥∥
1
c′
3+ε
c′

[ ∫
R3
( ∫
R3
f ar1(x − ξs, ξ, t − s) dξ
) 3+ε
r1c′
( ∫
R3
f (x − ξs, ξ, t − s) dξ
) 3+ε
r2c′
dx
] 1
3+ε

[ ∫
R3
( ∫
R3
f ar1(x − ξs, ξ, t − s) dξ
) 3+ε
r1c′ ·
r1c′
3+ε ] 3+εr1c′ · 13+ε
×
[ ∫
R3
( ∫
R3
f (x − ξs, ξ, t − s) dξ
) 3+ε
r2c′
r1c′
r1c′−3−ε
dx
] r1c′−3−ε
r1c′ ·
1
3+ε
= ‖f ‖
a
c′
ar1
∥∥∥∥
∫
R3
f (x − ξs, ξ, t − s) dξ
∥∥∥∥
1
r2c′
r1(3+ε)
r2(r1c′−3−ε)
.
Since
∥∥E(t, x)∥∥
c
 C · t−2+ 3c ,
∥∥∥∥
∫
R3
f (x − ξs, ξ, t − s) dξ
∥∥∥∥
1
r2c′
r1(3+ε)
r2(r1c′−3−ε)
 C · t−3( 1c′ − 13+ε ),
we choose c′ ≈ 3 (< 3), ar1 = p, then
t∫
0
s1−
3
c
∥∥E(t − s, x)∥∥
c
ds < C
and ∥∥∥∥
∫
R3
f (x − ξs, ξ, t − s) dξ
∥∥∥∥
1
r2c′
r1(3+ε)
r2(r1c′−3−ε)
 C · t−η.
Hence,∥∥E2(t, x)∥∥3+ε  C · t−η,
where η is a sufficiently small positive number. Therefore, ‖E2(t, x)‖3+ε ∈ L1loc(R). Using a Gronwall type lemma
in (13), we obtain the desired result and the proof of the lemma is complete. 
Proof of Theorem 1.1. Inequalities (11), (12), Lemma 3.7 and [4,16] obviously imply Theorem 1.1. 
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