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1. Definitions and background 
The complete hypergruph Kh, is the set of all the h-subsets of a n-set X. 
A delta-system A(p, h, c) is a set of c edges El, . . . , EC of Kf such that there 
exists a p-set, called the center, which is the intersection of any two different 
edges Ei and Ej. 
A hypercluw is a A(h - 1, h, c). In a complete graph K,, a hyperclaw is a star. 
The rays are the c points, one in each edge of the hyperclaw, which are not in the 
center. 
The general problem is: given n, p, h, c, is it possible to find a decomposition 
of Ki, i.e. a partition of the edge-set of KE into edge-disjoint A(p, h, c)? If such 
a decomposition exists, we write: 
K!+ A(p) h, c) 
Parameters n, p, h, c must satisfy the following necessary conditions (we avoid 
the trivial case p = h); 
c divides (1 1) . 
nap +c(h -p) (12) . 
Ospsh-1 (13) . 
Yamamoto et al. first proposed this problem with h = 2 and p = 1, when 
designing a file organization scheme [121, and found a necessary and sufficie It 
condition [ 131: 
Theorem 1.4. There exists a decomposition of the complete graph K,, into 
edge-disjoint stars of degree c if and only if c divides (S) and n a 2~. 
Notice that, in that case, necessary condition (1.2) is not sufficient. 
Yamamoto and Tazawa [ll] extended the problem to greater values of h, with 
p = h - 1. They found many results that we shall quote further, when studying 
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that case. But they proposed, instead of (1.2), a new condition which is not 
always valid. We will point out counter-examples a we go along, especially in 
Section 4.3. 
Then we studied the general problem, the case p = 0 and the case p = 1 with 
Sterboul in [7] and [8]. The largest part of that work was devoted to the case 
p = 1 and h = 3. We found, among others, the following results: 
- a sufficient condition in the general case: 
Theorem 1.5. rf c(f) divides (ZIP, ) and if n ap + c(h -p)(z), then Kh,+ 
A(p, h, c). 
- a necessary and sufficient condition when p = 0 (from Baranyai’s theorem in [l]): 
Theorem 1.6. Kh ,,+ A(0, h, c) if and only if c divides (z) and n 3 ch. 
- a definition of regular decompositions when p = 1, and a sufficient condition; 
- definitions and sufficient conditions for cyclic decompositions when p = 1 and 
h=3; 
- recursive and direct constructions of decompositions when p = 1 and h = 3; 
- an exhaustive study of the case p = 1, h = 3, c < 6, with the result: 
Theorem 1.7. Zf c s 6. Kh, + A(p, h, c) if and only if c divides (5) and n 3 2c + 1 
ifcequak2mod3, n>2c+lifcequaLsOorlmod3. 
We conjectured that the condition c 6 6 may be omitted. 
In this paper, we solve the case c = 2, we prove some results in the general 
problem, and we continue Yamamoto’s and Tazawa’s work in the case p = h - 1. 
As [7] and [S], this work is a part of [6]. 
2,Tihecasec=2 
The necessary conditions are sufficient: 
Theorem 2.1. K!+ A(p, h, 2) if and only if(i) is even, n 3 2h -p and p s h - 1. 
of. Let G be the graph whose vertices are the edges of Kh,, and =whose edges 
join two h-tuples with exactly p common points. A decomposition of Kt is 
equivalent o a l-factor in G. A connected graph G with an even number of 
points and a transitive automorphism group has a l-factor, and, in fact, each edge 
of G belongs to a l-factor ([4]). It is clear that G has these properties, so the 
proof is immediate. Cl 
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Proposition 3.1. If Kh ,,+ A(p, h, ac), with a >O, then K!+ A(p, h, c). 
We simply divide every delta-system of degree ac into a edge-disjoint 
delta-systems of degree c, with the same center. 
Proposition 3.2. Zf &-* A(p, h, C) and Kh,I:+ A(p - 1, h - 1, c), then K!+ 
A(P, h, c). 
This proposition was proved by Yamamoto and Tazawa in the case p = h - 1; 
the above proof is theirs. 
4. Hyperctaws: p = R - 1 
4.1. Possible points and c-decompositions 
When p = h - 1, necessary conditions (1.1) and (1.2) become: 
c divides 
nab-l+c 
(4 1) . 
(4 2) . 
We call possible point a triple (n, h, c) in N3 which satisfies those conditions, P 
the set of possible points, and D the set of triples (n, h, c) such that 
Ki+ A(h - 1, h, c). D will be strictly included in P: conditions (4.1) and (4.2) 
are necessary and sufficient when h = 2 or c = 2 (Theorems 1.4 and 2.1), but, as 
we shall see further, they are not sufficient when h = 3 or n = h - 1 + c. 
It will often be easier to call c-decomposition a decomposition of Kt into 
A(h - 1, h, c), and to say that Kt is c-decomposable when Kh,+ A(h - 1, h, c): 
Yamamoto and Tazawa said h - HC decomposable of degree c. 
4.2. Known results 
Yamamoto and Tazawa [ll] proved that Kt+ A(h - 1, h, c) for the following 
values of n: 
n=hac+h-1 as1 
n=hac 
n=h(h-l)c+l 
(4 3) . 
(4 4) . 
(4 5) . 
140 A. F. Mouyart 
Relation (4.3) can also be obtained from Theorems 1.5 and 3.1, and, from (4.5) 
and (3.1), we easily obtain: 
n=h(h-l)ac+lwithaal (4 6) . 
They also proved directly Propositions 3.1 and 3.2 when p = h - 1. 
But their necessary condition: 
n 3 (-hc + 4h - 6 + (h(h + 24)~~ - 12hc + 4)4)/4 (4 7) . 
is wrong; there exist many counter-examples (e.g. II = 7 when h = 5 and c = 3, 
though relation (4.7) gives it 2 8.15). 
4.3. The boundary: n = h - 1 + c 
In this case, a hyperclaw contains all the vertices of Kt. We are going to prove 
an equivalence between existence conditions of decompositions and Steiner 
systems. 
Proposition 4.8. If n = h - 1 + c, two hyperclaws are edge-disjoint if and only if 
their centers have at most h - 3 common points. 
The proof is immediate, as the union of two centers having h - 2 common 
points would be a common edge of the two hyperclaws. 0 
Proposition 4.9. If n = h - 1 + c, two hyperclaws are edge-disjoint if and only if 
they have at most c - 2 common rays. 
Proof. Let HI and H2 be two edge-disjoint hyperclaws. Let C1 and C2 be their 
centers, R1 and R2 their ray-sets. C1 and RI are disjoint, so are C2 and R2. We 
have: 
IC,( = IC,l= h - 1, lRll = lR21 = c. 
As n = h - 1 + c, the vertex-set is: 
X=C1URr=C2UR2=(C1nC2)U(C,nR2)U(C2nR,)U(R,nR2). 
Let x=jC1nC2j, y=ICInR21=IC2nR,I, z=IR1nR21: x+y=h-1 and 
y+z=c, hencex =h-1-c+z. Soxsh-3ifandonlyifz<c-2. Cl 
Theorem 4.10. Zf n = h - 1 + c, Kz+ A(h - 1, h, c) if and only if there exists a 
Steiner system S(c - 1, c, n). 
roof. Assume K:+ A(h - 1, h, c), and consider the design whose blocks are 
ray-sets. Blocks are c-sets, and, from Proposition 4.9, each set is contained in at 
most one block. There are m = (h - 1 + c)!/(h! c!) blocks, they contain mc = 
(h - 1 + c)!/(h! (c - l)!) (c - 1) se s, t which is exactly the number of all the 
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possible (c - 1).subsets of a (h - 1+ c)-set. Hence every (c - 1)subset is 
contained in exactly one block, and the design is a Steiner system S(c - 1, c, n). 
Conversely, if there exists a Steiner system S(c - 1, c, h - 1 + c), consider its 
blocks as ray-sets. The corresponding hyperclaws are edge-disjoint, because any 
two of them have at most c - 1 common rays. Their number is the number 
b = (h - 1 + c)!/(h! c!) of blocks, +ich is also the number m of hyperclaws in a 
decomposition of &+,. Cl 
The existence of a Steiner system S(c - 1, c, n) implies that (n - i)!/ 
((c - i)! (n - c + l)!) is an integer for any i = 0, 1, . . . , c - 2. (n, n - c + 1, c) 
is a possible point if n!/(c! (n - c + l)!) is an integer. So the necessary conditions 
withi=l,..., c - 2 will eliminate many possible points of the boundary. 
For example if c = 3, points (n, n - 2,3) are possible if n = 0, 1 or 2 mod 9, but 
they are not in D if n is odd. 
The necessary conditions for the existence of a S(c - 1, c, n) are not sufficient, 
since there exist no S(4,5, 15), S&6, 16), S(6,7, 17), S(7, 8, 18), S(8,9, 19) or 
S(9, 10,20) for example (Mendelsohn and Hung [5]). 
However, when it exists, a Steiner system S(c - 1, c, n) is a counter-example 
for relation (4.7), since it implies that Kt+ A(h - 1, h, c) with h = n + 1 - c. The 
projective plane PG(2,2) is a S(2,3,7), and we shall encounter further a 
S(3,4,8) and a S(5,6, 12). 
Can we now build a Steiner system whose blocks are the centers of the 
hyperclaws instead of the ray-sets? 
Proposition 4.11. If n = h - 1 + c and if K,h-+ A(h - 1, h, c), the centers of the 
hyperclaws form a Steiner system S(h - 2, h - 1, h - 1 + c) if and only if 
c=h-1. 
Proof. If n = h - 1 + c and if K$ A(h - 1, h, c), every (h - 2)set is included in 
at most one center (Proposition 4.8). If every (h - 2)-set is included in exactly 
one center, the centers are the blocks of a Steiner system S(h - 2, h - 1, n). Then 
the number of centers m = (h - 1 + c)!/(h! c. must equal the number of blocks 1) 
6 = (h - 1 + c)!/((h - l)! (c + l)!), and c must equal h - 1. 
Conversely, if n = h-l+c, c=h-1 and Ki+A(h-l,k,c), it is obvious 
that every (c - l)-set is included in exactly one center, and that the centers are 
the blocks of a S(c - 1, c, 2c) or S(h - 2, h - 1, h - 1 + c). 0 
Except the trival S(l,2,4), we know only two Steiner systems S(c - 1, c, 2~): 
S(3,4,8) and S(5,6, 12). 
K+ A(4,5, 4) 
K:,-* A(6,7,6) 
KL+ A(6,7,3) 
Hence: 
(from Proposition 4.1.). 
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Ifc+l isnot prime, there exists no Steiner system S(c - 1, c, 2c) (Cameron 
[2]), hence Kg’ is not c-decomposable. It eliminates many possible points, e.g. 
(2c, c + 1, c) if c is odd and greater than 1. However, 11 is prime, but there exists 
no S(9,10,20), as we already noticed, hence Kg is not lo-decomposable. 
4.4. Steiner systems and c-decompositions 
We have just met Steiner systems on the boundary of D; they also occur in a 
recursive xistence condition for c-decompositions of Ki: 
Proposition 4.12. If there exists a Steiner system S(h, n, n’) and if K!+ 
A(h - 1, h, c), then K$+ A(h - 1, h, c). 
Proof. Every block of S(h, n, n’) is considered as the vertex-set of KE for which 
there exists a c-decomposition. Every edge of Ki. is contained in exactly one 
block, so the complete hypergraphs Kt corresponding to the blocks form a 
partition of the edge-set of K$, and the union of their c-decompositions i  a 
c-decomposition of Kh,.. Cl 
For example, K-s--, A(4,5,3) because there exists a Steiner system S(2,3,7) 
which is the projective plane PG(2,2); there exists a Steiner system S(5,7,28) 
(Denniston [3]), hence K&+ A(4, $3). 
5. Hypezchiws _4(2,3, c) 
The edges of Kz are triples, the center of a hyperclaw is a pair. 
5.1. Useful relations 
Using previous properties and results from [ 111, we easily prove: 
Proposition 5.1. Zf K3 ,,+ A(2,3, c), if c divides (‘;) and n 2 2c, then Kz+l+ 
A(29 3, c). 
Proposition 5.2. If a > 0, n = 3ac, 3ac + 2 or 6ac + 1, or if n = 3ac + 1 with c 
odd, then Kz+ A(2, 3, c). 
The necessary conditions are: c divides (‘;) and n 2 c + 2. 
5.2. The boundary: n = c + 2? 
We know from Theorem 4.10 that K3 C+2+ A(2, 3, c) if and only if there exists a 
Steiner system S(c - 1, c, c + 2). The onb 1 Steiner system of that kind is 
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S(l, 2,4), according to Tits’ relation: 
2/ a (t + l)(h - t + 1) in a S(t, h, V) 
(see Wilson [lo]). We can also notice that centers of edge-disjoint A(2,3, c) are 
disjoint pairs if n = c + 2, and the number ]i(c + 2)] of disjoint pairs is at least 
equal to the number m = (c+2 3 )/c of A(2,3, c) in a decomposition, if and only if 
c = 2. Hence: 
Proposition 5.3. Kz+2* A(2,3, c) if and only if c = 2. 
So we must find a better lower bound for n, when h = 3. 
Tort [9] defines a clique as a set of triples which intersect pairwise in two 
elements, and proves that if n 3 6, the minimum cardinal&y of a partition of Kz 
into cliques is T(n) = [i(n - 1)2]. 
Hyperclaws A(2,3, c) are cliques, so their number m = (‘;)/c is at least equal to 
T(n) in a c-decomposition of Kz. 
If n is even, T(n) = n(n - 2)/4 and m 2 T(n) if and only if n 3 3c/2 + 1. 
If n is odd, T(n) = $(n - 1)2 and m 3 T(n) if and only if n 3 a(3c + 4 + 
(9c2 + 16)5), which is greater than 3c/2 + 1 and less than 3c/2 + 2. Hence; 
Theorem 5.4. Zf K3 n* A(2,3, c), then c divides (3) and n 3 3c/2 + 1. 
Unexpectedly, erroneous relation (4.7) is true when h = 3, since it becomes 
n 2 3c/2 + 1. And this bound is tight, as Yamamoto and Tazawa [ll] proved it: 
Proposition 5.5. Zf n = 6a + 4 and c = 4a + 2, then Kz+ A(2,3, c). 
5.3. Cyclic c-decompositions 
As in [7], consider the cyclic group B, of order n as the vertex-set of Ki and 
G* If {(x, Yl), (& Y2)9 - l l 9 (x9 YC)) is a star of center x and degree c in KE - {0}, 
then ((0, x, n), . . . 9 (0, x, yc)) is a hyperclaw A(2,3, c) in Kz, and so is 
((2, x + 2, y, + z), l l l P (2, x + z, y, + 2)) for any 2 in 8,. 
For any edge (x, y) in KE - {0}, we call family associated with (x, y) the set 
{(x, Y), (-x, y - x), (-YP x - y)} (it was called orbit of (x, y) in [6] and [7]). 
The families form a partition of the edge-set of Ki - {0}, and each family 
contains three different edges if and only if 3 does not divide n. 
Let S = {(x, yl), . . . , (x, yJ} and S’ = {(x’, y;), . . . , (x’, y:)j be two stars in 
K:-(O), and consider the two hyperclaws in K;: 
and 
H = ((2, x + z, y, + z), l l l , (z, x + z, y, + z)} 
H’ = {(z’, x’ + z’, y; + z’), . . . , (z’, x’ + z’, y: + z’)}. 
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If M and H’ are not edge-disjoint, here exist y and y’ such that (z, x + z, y + 
z)=(z’,x’+z’,y’+2’). If 2 = z’, then (x, y) = (x’, y’) is a common edge of S 
and S’. If z #z’, then z =x’ + z’ or z =y’ + z’, so (x, y) is either (-x’, y’ -x’) 
or (-y’, x’ - y’), i.e. (x, y) belongs to the family of (x’, y’). Hence: 
Theorem 5.6. Zf two stars S and S' of degree c in K${ 0) are edge-disjoint, and if 
their union does not contain two edges from the same family, then the 2n 
hyperclaws 6(2,3, c) obtained by developing S and S’ mod n are edge-disjoint. 
With the i(n - l)(n - 2) edges of K${O}, we build i(n - l)(n - 2) families 
if 3 does not divide n. If 6c divides (n - l)(n - 2), and if we can find 
(n - l)(n - 2)/6c stars of degree c in K:-(O), whose union contains one edge 
from every family, then there exists a c-decomposition of Kjl, which we call a 
cyclic c-decomposition. 
For example: 
Proposition 5.7. There exists a cyclic c-decomposition of K:,. 
Proof. The fifteen families of &{O} are (we omit brackets and commas): 
-1 1; 
-2 2 ; 
-3 3 ; 
-4 4 ; 
-5 5 ; 
15; 
-1 2; 
-2 3 ; 
-4 -3 ; 
4; -5 
-5 -1 ; 
-2 1 ; 
-3 2 ; 
3 4; -- 
-4 5 ; 
-1 -2 ; 
-2 -4 ; 
-3 5 ; 
-4 3 ; 
5 -1 ; 
-1 4; 
13; 
2 5; 
41; 
5 -2 ; 
1 -4 ; 
-1 -3 ; 
-2 -5 ; 
-3 1 ; 
4 -2; 
1 
2 
3 -5 
4 -3 
1 -5 
-4 -5 
-2 -3 
-3 -5 
3 -1 
2 -4 
45 
23 
3 
-1 -4 
2 -5 
The union of the following three stars of degree five in K&: 
(L2), (193) (L4), (19% (19 -5) 
(39 2), (3,s) (3, -5) (3, -4), (3, -2) 
(%2), (493) (4,s) (4, -5) (4, -2) 
contains one edge from each family, so we can build 33 edge-disjoint hyperclaws 
which cover every edge of K:,. Cl 
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5.4. Recursive relations 
As a decomposition of Kz is a partition of the set of triples, we build it 
rec8rrsively Irom partitions into tisjoint set of bjples. 
Let X = A U B, with A and B disjoint. There are four different ypes of triples 
in X 
type AAA: triples in A 
type BBB: triples in B 
type AA B : two points in A, one in B 
type ABB: two points in B, one in A. 
PmpiWoa 5X iii 
K;-, A(2,3, c), 
K;-, A(2,3, c), 
K+ A(l, 2, c) 
anal 
K;-, AU, 2, c), 
then: 
K;+4-+ 4(2,3, c)* 
Proof. Let X = A id B, with A and B disjoint, IA I= p, 1 BI = q. We decompose 
Kz+q into disjoint hyperclaws in the following way: 
- ttiphzs AAA: RypercIaws of K$ 
- ttipk~ MB: hyp~xzia~ of K: 
- triples AAB: the pair AA belongs to a hyperclaw (a star) of KE, and the point 
of B is adjoined to the center. 
- triples ABB: a point 01 A is adjoined ko t-he center of a star 01 X$ D 
Remark. We also have: Kz,,-, A(2,3, c) and Kz+l+ A(2,3, c) (see Prop. 3.2). 
Proposition 5.1 can be considered as a special case of 5.8, with q = I: triples of 
Kz,, are only AAA or BBB. 
corokwy 5.9. Zf K: + 4(2,3, c), if n 2 2c and c divides (;), then Kk+ 
A@, 3, c>. 
The proof is immediate. We also have: K%+l+ A(2,3, c). 0 
Proof. Let IAl = ac and IBI = 6c. Hyperclaws of K&+bc are: 
- triples AAA: hyperclaws of KzC 
- triples BBB: hyperclaws of K& 
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- triples AAB: let B = &I Bi, where the Bi are disjoint sets of c points. Build 
all the hyperclaws whose center is a pair of A, and whose ray-set is a Bi. They are 
edge-disjoint, and their union is type AAB. 
- triples ABB: do the same construction with A = lJjLI Ai, where the Aj are 
disjoint c-sets. 0 
CoroIIary Ml. Zf KzC+ A(2,3, c), then KzbC+ A(2,3, c) for every b 2 I. 
The proof is immediate. Cl 
Prqos~on 5X. Zf K;+ A(2,3, c), K; -+ A(2, 3, c) and K&e A(l,2, c), then 
K3 n+rrbc+ A(2,3, c) for every b 2 0. 
Proof. It is obvious if b = 0. 
If b = 1, let IAl = n and iBl= QC. Let B = l& Bi, where the Bi are disjoint 
c-sets. Hyperclaws of Kz+, are hyperclaws of Kz @AA), or hyperclaws of KL 
(BBB), or hyperclaws of K& with a point of A adjoined to rk center (ABB), or, 
for triples AAB, their center is a pair of A and their ray-set is a Bi. 
If K3n+#aI. -+ A(2,3, c), K& A(2,3, c) and K&+ A(l, 2, c), we prove easily 
that K3 n+(6+1)4c+ A(2,3, c), so the proposition is true for every b. Cl 
Proposition 5x3. Zf K& + A(2,3, c), then, for every a 3 2, KzC+ A(2,3, c). 
Proof. It is true if a is even (5.11). If a is odd, let a = 2b + 3 with b 3 0. 
K&j A(2,3, c) (5.2), so KzC + A(2,3, c) because K& A(2,3, c), K& 
A(2,3, c) and K& + A(l,2, c) (5.12). Cl 
Relations K&+ A(2,3, c) are useful to prove that Kz-* A(2,3, c) with 
recursive relations. If c is prime and odd, there exists a necessary and sufficient 
condition: 
proposition 5.14. Zf c is prime, c > 2 and K& A(2,3, c), then Kz+ A(2,3, c) if 
andonlyifns2candn=O,lor2modc. 
Proof. c divides ($), so K2 c+ A(l,2, c) by Proposition 3.3. If Kz-, A(2,3, c), 
then n 2 3c/2 + 1 and c divides (‘;) (5.4). If c is prime and c > 2, then c divides (3) 
if and only if n ~0, 1 or 2modc, hence nX2c. 
Conversely, let n =ac,ac+lorac+2witha>2.Ifa=3b:K~+A(2,3,c)by 
Proposition 5.2. If a =3b+l:b~lbecausea~2,soa=3b’+4withb’=b-l. 
n equals 3b’c + 4c, (3b’c + 1) + 4c or (3b’c + 2) + 4c, so Kz+ A(2,3, c) (5.12). 
a=3b+2:n=3bc+2c, (3bc+1)+2cor (3bc+2)+2c, so Kz+A(2,3,c). 
0 
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For example, we shall see that Xz* A(2,3,5) if and only if n a 10 and n = 0, 1 
or 2 mod 5 (5.19), because K;,+ A(2,3,5). 
5.5. An infinite family: c = 3q 
Proposition 5.15. For every integer q 3 1, Kz-* A(2,3, 3q) if and only if n = 0, 1 
or 2 mod 3q+’ and n a 3q? 
Proof. IIf Kz+ A(2,3, 3q), 3q divides (;), so 3q+1 divides n(n - l)(n - 2) and 
n = 0, 1 or 2 mod 3q+1. n must be at least equal to i3q+1 + 1, so n 2 3q+1. 
If c = 34, then c is odd, so, if n = 3q+1a, 3q+1a + 1 or 3q+1a + 2 with a 2 2, then 
K3,+ A(2,3, 3q) (5.2). Cl 
5.6. Small values of c 
c=2 
(5) is even if and only if n + 3 mod 4, so, from Theorem 2.1: 
Proposition 5.16. Kz + A(2,3,2) if and only if n a 4 and n =/ 3 mod 4. 
c=3 
From 5.15: 
Proposition 5.17. Kz +4(2,3,3)ifandonZyifn~9andn=OJor2mod9. 
c=4 
The necessary conditions are: n 3 7 and 4 divides (‘;), i.e. n + 3,5,7 mod 8 and 
n 38. 
K& A(2,3,4): 
123 124 125 126 158 258 358 458 
127 237 267 278 167 367 467 567 
228 138 168 178 234 235 236 238 
134 135 136 137 245 246 247 248 
145 146 147 148 268 368 468 568 
156 256 356 456 345 346 347 348 
157 257 357 457 378 478 578 678 
Hence K&-, A(2,3,4) and K&+4+ A(2,3,4) for every a 2 1 (5.13). 
Kz-* A(2,3,4) if and only if n 38 and n=O or lmod8 (3.3) hence 
K&+1-* A(2,3,4) and K&+p A(2,3,4) (5.1). 
K&-* A(2,3,4) because 14 = 3c + 2 (5.2), so KL+14+ A(2,3,4) :Z a 3 0, and 
K3 &+6’ A(2,3,4) if a 2 1 (5.12). Hence: 
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Proposition 5.18. K%-, A(2,3,4) if and only if n 2 8 and n j 3,5,7 mod 8. 
C= 5 
K&-* A(2,3,5): 
012 015 017 018 019 045 145 345 457 459 123 125 126 127 129 
013 035 036 037 038 057 157 257 357 578 124 146 147 148 149 
014 046 047 048 049 058 158 358 458 568 128 248 258 278 289 
016 026 056 067 068 059 159 259 359 569 134 135 136 137 138 
023 025 027 028 029 069 169 269 469 679 156 256 356 456 567 
024 245 246 247 249 078 178 378 478 789 167 267 367 467 678 
034 346 347 348 349 Q79 179 279 479 579 168 268 368 468 689 
039 139 239 369 379 089 189 389 489 589 234 235 236 237 238 
Hence, from (5.14): 
Proposition 5.19. K; --, A(2,3,5) if and only if n 3 10 and n = 0, 1,2 mod 5. 
c=6 
6 divides (‘;) if and only if R = 0, 1, 2, 9, 10, 18, 20, 28 or 29 mod 36, and n 
must be at least equal to 10. 
If n = 0, 1, 2, 18 or 20 mod 36, then Kz+ A(2,3,6) (5.2). 
Kz+A(l, 2,6) if and only if n 3 12 and n ~0, 1,4,9 mod 12 (3.3). Hence 
K&+ A(l,2,6) and I&+ A(2,3,6). 
K:O+ A(2,3, 6) (SS), SO Kzti, io+ A(2, 3,6) for every a 3 0 (5.12). 
K&-,6(2,3,6) because K&+ A(2, 3,18) (5.5 and S.l), so KiQ+28+ 
A(2,3,6) and Kk+29* A(2,3,6) (5.12 and 5.1). 
Only 36a + 9 is missing: if we prove that K&-, A(2,3,6), then K&+9- 
A(2,3,6) for every a a 1 (5.12), and the necessary conditions are sufficient. 
Proposition 5.20. Zf n 2 10 and n = 0, 1,2,10,18,20,28 or 29 mod 36, then 
K:--, A(2,3,6). 
Zf n < 10 or n + 0, 1,2,9,10,18,20,28 or 29 mod 36, then Kz is not 
6decomposable. 
Zf K&-, A(2,3,6), then Kz+ A(2,3,6) if and only if n 2 10 and 
n = 0, 1,2, 9, 10, 18, 20, 28 or 29 mod 36. 
C=7 
We only know that Kz* A(2,3,7) when n = 21a, 21a + 1, or 21a + 2 with a 2 0 
(5.2). As 7 is prime and odd, if K&-) A(2,3,7), then the necessary conditions 
n 3 14 and n = 0, 1 or 2 mod 7 are sufficient (5.14). 
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5 
e point (n,c) such that 
(n,3,c) is in D 
o point (n,c) such that 
(n,3,c) is psssibis 
0 
0 00 
l 0 
0 
000 
0 000 
00 
0 0 000 0 0 
000 
80 
000 
000 l o 
0 00 0.0 
l 000 00 l e 00 
000 l .0 
0 0 - eo 0 
000 0.0 000 
00 000 00 0 0 00 000 00 0 
0.0 
000 l o 000 00 l .0 
000 l .0 000 000 0.0 00 
l l e 00 0.0 00 
0.0 0.0 0.0 0.0 l eo 0.0 0.0 l .e 0 
l .0 0 0 moo 0 0 l .e 0 0 0.0 l 0 a.0 0 0 0.0 
0.0 0.0 l oe 0.0 l eo 
000 000 000 000 l ee l eo l oe l ee coo l ee l oe l oe 
I I I 1 I 1 I 1 I I n 
1 1 2 2 3 3 4 4 5 
5 0 5 0 5 0 5 0 5 0 
Fig. 1. 
6. Conclusion 
Fig. 1 describes the set of the points (n, c) in N2, with n c 50 and c G 32, such 
that Kz-* A(2,3, c) or the necessary conditions (5.4) are satisfied. Many points 
of D were not indicated in the corresponding figure of [ 111. 
As we found no counter-example in the case h = 3, we may conjecture that the 
necessary conditions (5.4) are sufficient: 
Conjecture. Kz- A(2,3, c) if and only if c divides (5) and n 3 3c/2 + 1. 
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