Excitonic Fano resonances in Ta2NiSe5 and Ta2NiS5 by Larkin, Timofei I.
Excitonic Fano resonances
in Ta2NiSe5 and Ta2NiS5
Von der Fakulta¨t Mathematik und Physik der Universita¨t Stuttgart
zur Erlangung der Wu¨rde eines Doktors der Naturwissenschaften
(Dr. rer. nat.) genehmigte Abhandlung
vorgelegt von
Timofei I. Larkin
aus Mytischi, Russland
Hauptberichter: Prof. Dr. Bernhard Keimer
Mitberichter: Prof. Dr. Martin Dressel
Tag der mu¨ndlichen Pru¨fung: 20. Juli 2016
Max-Planck-Institut fu¨r Festko¨rperforschung
Stuttgart 2016
2
Contents
Abbreviations 5
Zusammenfassung 7
1 Introduction 11
1.1 Scope of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Excitons in narrow gap compounds 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Excitons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Excitons in anisotropic media . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Weak anisotropy — variational approach . . . . . . . . . . . . . 20
2.3.2 Strong anisotropy — adiabatic approximation . . . . . . . . . . 23
2.3.3 Exciton-phonon interaction . . . . . . . . . . . . . . . . . . . . 28
2.4 Two-particle band picture . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Current studies of the excitonic insulator . . . . . . . . . . . . . . . . . 33
2.6 The case of Ta2NiSe5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Methods and experimental facilities 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Fresnel’s equations for anisotropic media . . . . . . . . . . . . . . . . . 44
3.3 Jones vectors and matrices . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Ellipsometer design and experimental facilities . . . . . . . . . . . . . . 50
3.4.1 Handling experimental error . . . . . . . . . . . . . . . . . . . . 53
3.4.2 Data acquisition and extraction of the complex reflectance ratio 56
3.4.3 Dealing with anisotropy . . . . . . . . . . . . . . . . . . . . . . 59
3.5 Custom software for aggregation of data . . . . . . . . . . . . . . . . . 60
3.6 Interpreting dielectric function spectra . . . . . . . . . . . . . . . . . . 69
3.6.1 General properties of the dielectric function . . . . . . . . . . . 69
3.6.2 The Drude – Lorentz model . . . . . . . . . . . . . . . . . . . . . 71
3.6.3 Phonons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6.4 Fano resonances . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4 Results and discussion 79
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.1 Established properties of Ta2NiSe5 and Ta2NiS5 . . . . . . . . . 80
4.2 DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 Dielectric function of Ta2NiSe5 and Ta2NiS5 . . . . . . . . . . . . . . . 83
4 Contents
4.3.1 Far-infrared dielectric response . . . . . . . . . . . . . . . . . . 83
4.3.2 High-frequency optical conductivity . . . . . . . . . . . . . . . . 87
4.3.3 Mid-infrared dielectric function . . . . . . . . . . . . . . . . . . 90
5 Summary and conclusions 101
Bibliography 105
Acknowledgements 111
Abbreviations
ARPES Angle-resolved photoemission spectroscopy
BCS Bardeen, Cooper, Schrieffer
BEC Bose – Einstein condensate
CDW Charge density wave
DFT Density functional theory
DOS Density of states
EI Excitonic insulator
IR Infrared
TMDC Transitional metal dichalcogenide
XPS X-ray photoemission spectroscopy
6 Abbreviations
Zusammenfassung
Die Ursache einiger der faszinierendsten Pha¨nomene in der Physik ist die prinzipi-
elle Ununterscheidbarkeit von Teilchen einer gegebenen Art. Dies hat Auswirkungen
auf die Entropie eines quantenmechanischen Systems, da eine Umverteilung der Teil-
chen keinen neuen Zustand darstellt. Alle Teilchen sind entweder Fermionen, die nach
dem Ausschlussprinzip von Pauli einen einzelnen Quantenzustand nicht mehrfach be-
setzen ko¨nnen, oder Bosonen, die diesem Prinzip nicht unterliegen. Die Fermi-Dirac-
Statistik und das zugrundeliegende Ausschlussprinzip von Pauli charakterisieren somit
das Verhalten von entarteten Fermionsystemen, und sind beispielsweise verantwort-
lich fu¨r den außergewo¨hnlich kleinen Beitrag der Elektronen zur Wa¨rmekapazita¨t in
Metallen, oder die Orbitalstruktur in Atomen. Hingegen beschreibt die entsprechende
Bose-Einstein-Statistik Vielteilchensysteme bestehend aus Bosonen. Eine der Haupt-
vorhersagen der Bose-Einstein-Verteilung ist die Mo¨glichkeit eines koha¨renten Quanten-
zustands der Materie, der Bose-Einstein-Kondensat (BEK) genannt wird. Dieser ist die
Folge der Ununterscheidbarkeit von Bosonen, was zu einer Reduktion der Zustandssum-
me fu¨hrt, weshalb die Bosonen nicht der Maxwell-Boltzmann-Verteilung folgen. Statt-
dessen nimmt die u¨berwiegende Mehrheit der Teilchen den Grundzustand an, wenn die
Temperatur (Konzentration) einen kritischen Wert unterschreitet (u¨berschreitet).
Eine besondere Art des Bose-Einstein-Kondensats (BEK) ist das Fermionen-Kon-
densat. Es entsteht, wenn Bosonen aus Fermionenpaaren gebildet werden. Das bekann-
teste dieser Art von BEK sind die Supraleiter. Um dieses Pha¨nomen auf dem mikro-
skopischen Level zu beschreiben, wurde die Bardeen-Cooper-Schrieffer-Theorie (BCS-
Theorie) entwickelt. Sie macht allerdings keine Einschra¨nkungen, was den Paarungs-
mechanismus betrifft und kann auch verwendet werden, um eine Vielzahl anderer Sys-
teme zu beschreiben, wie beispielsweise die Wechselwirkungen der Nukleonen in einem
Atomkern oder die Suprafluidita¨t von 3He. Schon bald nach seiner Herleitung, wand-
ten Theoretiker den BCS-Formalismus auf eine neue Art des Fermionen-Kondensats,
in dem die Bosonen durch Elektron-Loch-Paare gebildet werden, an [1–11]. Es wurde
ein System vorhergesagt, in dem die Bindungsenergie, die von der Coulomb-Anziehung
zwischen Elektron und Loch herru¨hrt – die sogenannte Bindungsenergie eines Exzi-
tons – gro¨ßer ist als die Energielu¨cke. Dieses System wu¨rde spontan Exzitonen bil-
den [12]. Da die ladungsneutralen Exzitonen keinen Beitrag zum Ladungstransport
leisten, erho¨ht sich der elektrische Widerstand. Fu¨r solche Systeme wurde der Begriff
”
exzitonische Isolatoren“ (EI) gepra¨gt [4].
Das Interesse an diesen Systemen ist in zwei ihrer Eigenschaften begru¨ndet. Erstens
ermo¨glicht die hohe Dichte der Elektronen und Lo¨cher, zusammen mit ihren geringen
Massen, die Beobachtung eines Kondensates bei relativ hohen Temperaturen [9]. Zwei-
tens hat ein Kondensat von Elektron-Loch-Paaren ein Anregungsspektrum, das dem
Spektrum eines Supraleiters a¨hnelt [1]. Allerdings erschweren die Unterschiede zwischen
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einem EI und einem Supraleiter eine experimentelle Beobachtung. So verhindert die
Ladungsneutralita¨t des Exzitons den direkten Nachweis der makroskopischen Koha¨renz
des Quantenzustandes, die in einem Supraleiter vorhanden ist. Zudem zeigt ein EI we-
der Suprafluidita¨t noch den Meissner-Effekt. Infolgedessen wurden bisher nur wenige
Kandidaten fu¨r EI in Volumenmaterialien identifiziert. Die Mehrzahl der experimen-
tellen Untersuchungen betreffen Messungen des Magnetotransportes (TmSe0.45Te0.55,
Bucher et al, 1991 [13], und nachfolgende Vero¨ffentlichungen), oder winkelaufgelo¨ste
Photoelektronenspektroskopie (ARPES) (1T -TiSe2, Pillo et al, 2000 [14], und nach-
folgende Vero¨ffentlichungen). Der erste Ansatz ist ein indirekter Nachweis. Es ist al-
lerdings schwierig von dem Ru¨ckgang der Ladungstra¨gerkonzentration auf die Kon-
densation von Exzitonen zu schließen. Der Ansatz mittels winkelaufgelo¨ster Photo-
elektronenspektroskopie ist erfolgversprechender, da man sowohl die Entstehung der
Bandlu¨cke als auch die Renormalisierung der Valenz- und Leitungsba¨nder nachweisen
kann. Jedoch liefert er keine eindeutige Begru¨ndung fu¨r das Auftreten dieser Prozesse.
Obwohl optische Verfahren mit großem Erfolg verwendet wurden, um andere ex-
zitonische Systeme zu studieren, gibt es u¨berraschend wenig optische Messungen der
EI-Kandidaten. Teilweise liegt das an den indirekten Bandlu¨cken in TmSe0.45Te0.55
und 1T -TiSe2, welche Exzitonen mit q 6= 0 bevorzugen. Deren optische Aktivita¨t
ist aber sehr klein im Vergleich zu q = 0 Anregungen, und sie sind deshalb im
optischen Spektrum stark unterdru¨ckt. Jedoch wurde vor kurzem Ta2NiSe5 als EI-
Kandidat durch ARPES [15] und Gleichstromtransportmessungen [16, 17] identifi-
ziert. Zusa¨tzlich zeigen Dichtefunktionaltheorie-Berechnungen (DFT-Berechnungen) ei-
ne direkte Bandlu¨cke (Kaneko et al [18], und Berechnungen von A. Yaresko, Max-
Planck-Institut fu¨r Festko¨rperforschung, Stuttgart, Deutschland), die eine gro¨ßere Os-
zillatorsta¨rke der exzitonischen Anregungen erwarten la¨sst. Daher befasst sich die-
se Dissertation mit der ellipsometrischen Erforschung des Ta2NiSe5 in einem breiten
Spektralbereich. Zusa¨tzlich wurde eine vergleichende Untersuchung des verwandten
Ta2NiS5 durchgefu¨hrt. Beide Verbindungen weisen eine quasi-eindimensionale elektro-
nische Struktur auf. Die Ni-Atome bilden Ketten in der Gitterstruktur, und die elek-
tronische Leitfa¨higkeit ist entlang dieser Ketten maximal.
Zuna¨chst werden die anisotropen optischen Antworten beider Chalkogenide im
Ferninfrarotbereich untersucht. Das Phononenspektrum steht nicht im Widerspruch
zu den Kristallsymmetrien: Beide Verbindungen haben eine a¨hnliche Abfolge der Pho-
nonenabsorptionslinien, wobei Ta2NiS5 eine – auf Grund des leichteren Schwefels – zu
erwartende Verschiebung zu ho¨heren Frequenzen zeigt. Wa¨hrend Ta2NiS5 bis 350 K
isolierend bleibt, weist Ta2NiSe5 eine sich schnell schließende optische Bandlu¨cke auf,
wodurch eine endliche Leitfa¨higkeit entsteht. Jedoch hat die optische Leitfa¨higkeit
keine gewo¨hnliche Drude-Form, sondern zeigt eine steigende optische Leitfa¨higkeit
mit steigender Frequenz. Beide Ergebnisse widersprechen DFT-Berechnungen, die eine
U¨berlappung der Leitungs- und Valenzba¨nder und damit eine metallische Leitfa¨higkeit
bei allen Temperaturen vorhersagen.
Desweiteren wird die optische Antwort im ho¨herenergetischen Bereich
(0,75 – 6,5 eV) untersucht. Hierbei wurde eine Abfolge von scharfen Absorptionsbanden
gefunden, die bei zu den Ni-Ketten paralleler Polarisation des elektrischen Feldes
besonders stark angeregt werden. In U¨bereinstimmung mit den bekannten
Auswirkungen der Chalkogen-Substitution zeigt Ta2NiS5 zu Ta2NiSe5 a¨hnliche
Spektren, bei denen die charakteristischen Merkmale zu ho¨heren Photonenergien
verschoben sind. Auch hier ko¨nnen DFT-Berechnungen die beobachteten Spektren
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nicht beschreiben, obwohl deren Zuverla¨ssigkeit normalerweise mit ho¨herer
Photonenenergie steigt. Dies wird als Hinweis auf Vielteilcheneffekte angesehen,
die durch DFT nicht beru¨cksichtigt werden. Die Absorptionsbanden zeigen eine
ungewo¨hnlich starke Temperaturabha¨ngigkeit, die mit Elektron-Phonon-Kopplung
verbunden wird. Die Dispersionsanalyse ermo¨glicht es, die Spektren als ein
Satz von Lorentz-Oszillatoren darzustellen. Die Temperaturabha¨ngigkeit der
Oszillatorenparameter besta¨tigt eine starke Elektron-Phonon-Wechselwirkung in
beiden Materialien mit Kopplung an Phononen im 10 – 20 meV (20 – 25 meV)
Energiebereich in Ta2NiSe5 (Ta2NiS5), was mit den beobachteten Phononenspektren
u¨bereinstimmt.
Am Ende wurden die interessantesten Ergebnisse in der dielektrischen Funktion
des Nahinfrarot-Spektralbereichs (0,1 – 1 eV, E ‖ a) gefunden. Ta2NiS5 zeigt hier eine
U¨berlagerung eines breiten Hintergrundbeitrags mit zwei asymmetrischen Resonanzen
bei 0,37 eV und 0,53 eV. Die Fa¨higkeit der Ellipsometrie, die komplexwertige dielektri-
sche Funktion zu messen, ermo¨glicht es, eine a¨hnliche Struktur in Ta2NiSe5 aufzudecken
(mit Resonanzenergien von 0,21 eV und 0,31 eV). Der Hintergrundbeitrag in Ta2NiSe5
spiegelt das Verhalten des Valenzbands wider, das, wie mithilfe von ARPES beobach-
tet [15], bei niedrigen Temperaturen abflacht. Im selben Maße verbreitert und bewegt
sich der Hintergrundbeitrag mit steigender Temperatur zu niedrigen Energien, wo-
durch sich letztendlich die optische Lu¨cke schließt. Im Gegensatz dazu a¨ndert sich der
Hintergrundterm in Ta2NiS5 nicht wesentlich und die Verbindung beha¨lt ihre optische
Lu¨cke. Die asymmetrischen Resonanzen lassen sich im Rahmen des Fano-Anderson-
Modells [19] als exzitonische Anregungen interpretieren, die mit den Einteilchenan-
regungen stark gekoppelt sind. Dies sind damit die bisher direktesten Beobachtun-
gen von Exzitonen in den EI-Kandidaten. Ihre ungewo¨hnlich großen Linienbreiten (ca.
0,1 eV) und Energien oberhalb der Absorptionskante ko¨nnen durch den Mechanismus
von Selbsteinfang (self-trapping) [20] erkla¨rt werden. Die Fano-Resonanzen in Ta2NiSe5
enthalten ein Spektralgewicht gro¨ßer als ein Elektron pro Elementarzelle, wa¨hrend sie
in Ta2NiS5 eine Gro¨ßenordnung kleiner sind. Zusammen mit anderen Beobachtungen
an Ta2NiS5 (kein struktureller Phasenu¨bergang, schwache Temperaturabha¨ngigkeit des
elektronischen Hintergrunds und fehlende Anomalie in der Temperaturabha¨ngigkeit des
Widerstands), unterstu¨tzt dies die allgemeine U¨berzeugung, dass Ta2NiSe5 ein exzito-
nischer Isolator ist, Ta2NiS5 jedoch nicht. Das Pha¨nomen des Selbsteinfangs und das
hohe Spektralgewicht der exzitonischen Resonanzen fu¨gen sich gut in Rashbas Theo-
rie der Exziton-Sto¨rstelle-Komplexe [21] ein. Insbesondere die außergewo¨hnlich starken
Resonanzen im Ta2NiSe5 legen die Pra¨senz eines klassisches BEK in diesem Material
nahe.
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Chapter 1
Introduction
It is fascinating, how counterintuitive the laws of quantum mechanics may sometimes
be and how these laws can lead to the most unexpected results. In fact, sometimes
that, which is a common mistake in the field of classical physics may actually be a
correct description of quantum behavior. A particularly good example of this is the
famous blunder of d’Alembert, wherein he may have unknowingly for the first time
scratched the surface of a number of concepts of quantum mechanics. The problem is
so telling that I would like to present some excerpts from the work of Gorroochurn [22]
and directly from the article of d’Alembert, “Croix ou Pile” [23].
In two tosses of a fair coin, what is the probability that heads will appear at least
once? Of course, the outcome space would be (HH,HT, TH, TT ) and the odds of
at least one head turning up would be 3 to 1. Let’s now rephrase the problem and
consider it from the viewpoint of d’Alembert. Consider a game, where a player can
toss a coin twice and wins if heads come up once. D’Alembert reasoned that only the
outcomes (H,TH, TT ) would be observable in such a game, as nobody would bother to
toss the coin a second time after successfully getting heads on the first trial. He went
on to state, that since there are 2 winning outcomes out of 3 observable ones, the odds
of winning the game are 2 to 1, failing to recognize, that a head on the first trial has
more statistical weight, than either one of (TH, TT ). In a way, these obvious errors
from a classical standpoint were precursors of measurable and immeasurable quanti-
ties: d’Alembert considered only observable outcomes in this game; the importance
of an observer: perhaps had d’Alembert simply considered separately the chances of
getting none, one or two heads, he would have avoided the fallacy of not consider-
ing the outcomes (HH,HT ) separately; and the indiscernibility of particles which has
implications similar to rejecting a differentiated weighting of different outcomes.
Of course back then these ideas were far ahead of their time. The next time the
spotlight shone on quantum statistics, was when Max Planck derived the black body
radiation law in 1900 [24]. Although the main postulate of the derivation was the quan-
tization of allowed energies carried by photon modes, his model intrinsically treated
phonons as indiscernible particles. It was, however, not until a quarter of a century
later, that the laws governing bosonic and fermionic statistics were formally derived.
The Fermi – Dirac distribution along with the underlying Pauli exclusion principle ex-
plains a broad range of phenomena, from the classically observable unexpectedly low
electronic heat capacity in metals, to the electronic orbital structure of individual
atoms. Its counterpart, the Bose – Einstein distribution, offers the explanation to nu-
merous macroscopic quantum coherence effects, such as superfluidity and superconduc-
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tivity. While discussing the ultraviolet catastrophe during a lecture, Satyendra Nath
Bose allowed an error in reasoning, similar to d’Alembert’s blunder. Consider again the
possible outcomes of two throws of a “quantum” coin. This time Bose failed to distin-
guish between the outcomes (HT, TH), reducing the outcome space to (HH,HT, TT ),
each with an equal likelihood. The introduction of this error led to results agreeing
with experiments on black body radiation and eventually, with the support of Albert
Einstein, Bose’s article on the subject was published in the Zeitschrift fu¨r Physik in
1924 [25].
One of the predictions of the Bose – Einstein distribution is the possibility of a co-
herent state called the Bose – Einstein condensate (BEC). In its simplest form it can be
understood by considering a two-state system (|0〉 with zero energy and |1〉 with energy
E) of N identical bosons. In the classical scenario the particles are distinguishable,
the system can be in one of 2N microstates and the average energy per particle is then
simply E/(eβE + 1). In the quantum-mechanical case the particles are indiscernible
and the number of microstates reduces to N + 1. Summation over all microstates then
reveals that the total energy of the system approaches a finite limit of E/(eβE − 1))
when N is increased indefinitely. This must mean that for large enough N any newly
added particle will occupy the ground state |0〉.
In the simplest terms, as described above, the Bose – Einstein distribution applies
to systems of non-interacting bosons without any internal degrees of freedom, which
implies severe technical limitations. At the high concentrations, which are favorable
for condensation, the interbosonic interactions become non-negligible, i.e. the bosons
(normally atoms) tend to form a crystal, rather than a BEC. Therefore, the concen-
tration has to be considerably lowered, accordingly lowering the critical temperature
to the nanokelvin range. It therefore took another 70 years to overcome the techno-
logical limitations and realize a pure BEC in a dilute gas of 87Rb atoms [26]. BECs,
however, can also arise in more complex systems. Perhaps the first observation of a
type of BEC happened with the discovery of superconductivity in 1911 [27], although
it would be more accurately referred to as a fermionic condensate, i.e. a condensate of
composite bosons assembled from paired fermions. Indeed, conventional superconduc-
tivity is better described by the BCS theory [28–30] that deals with a regime in which
the available volume for any single fermion is much smaller than the average size of a
composite boson. A somewhat better example would be superfluid 4He. In fact, prior
to the development of the BCS theory, in 1938 Fritz London proposed Bose – Einstein
condensation as the mechanism behind both superfluidity and superconductivity [31,
32]. Nonetheless, being a liquid rather than a gas, the interatomic interactions remain
significant and at temperatures close to absolute zero only about 10% of the atoms
occupy the ground state [33, 34].
Among many other types of condensates, one system that first received theoret-
ical attention in the 1960s was a condensate of electron-hole pairs in semimetals or
narrow-gap semiconductors [1–11]. It was proposed, that a system where the binding
energy arising from the Coulomb attraction between an electron and a hole, or in other
words, the binding energy of an exciton, exceeds the value of the energy gap, becomes
unstable to the coherent formation of excitons [12]. The charge-neutral excitons can
no longer contribute to charge transport, therefore the resistivity of the material will
increase. Thus, such systems were named excitonic insulators (EI). The interest in
these systems is twofold. Firstly, the high densities of electrons and holes in crystals,
together with their low masses permit the observation of a condensate at room tem-
13
Figure 1.1 – Sketch of the qualitative difference between a superconductor (left) and
an EI (right). When the superconducting gap opens, the missing spectral weight in
the optical conductivity (shaded gray area) is transferred to the delta-function at
zero frequency. The delta-function is a manifestation of the dissipationless charge
transport. The permittivity must respond analytically with a −ω−2 behavior at
low frequencies. The EI does not demonstrate dissipationless transport; instead,
the missing spectral weight is transferred to higher energies (shaded red area). The
resulting behavior of the permittivity is rather different.
peratures or even higher. Secondly, a condensate of electron-hole pairs bears several
similarities to the BCS state in superconductors. As Leon Cooper had shown in the
development of the BCS theory, the formation of Cooper pairs will occur in the pres-
ence of any attractive potential between fermions, regardless of its nature. Whereas in
conventional superconductors electrons are attracted to each other indirectly, through
electron-lattice interactions, in the excitonic insulator the much stronger Coulomb in-
teraction is responsible for that. Notwithstanding the differences, the problem of the
excitonic insulator was usually approached with a BCS-like formalism (e.g. [1, 4]) that
led to the prediction of an energy spectrum very similar to that of a superconductor.
On the other hand, the differences between an EI and a superconductor made an
experimental observation far more challenging. The charge neutrality of the exciton
precludes the obvious macroscopic manifestations of quantum coherence present in a
superconductor. For example, dissipationless transport is absent in the EI. Instead, the
condensate that may occur is insulating, but neither is the EI necessarily a superin-
sulator. Therefore, the primary focus of most experimental studies1 remained with
magnetotransport measurements (Bucher et al, 1991 [13]), or experimental studies of
the band structure (Pillo et al, 2000 [14]). The former approach is rather indirect, as
it is a non-trivial task to prove, that a reduction of the charge carrier concentration,
indicated by Hall measurements, is caused by exciton condensation. The latter ap-
proach is more promising, as it can detect the appearance of an excitation gap and a
reconstruction of the valence and conduction bands, however it does not give unam-
biguous evidence to the origin of the phenomena. Optical measurements, which have
been employed to great effect in many exciton-containing materials (e.g. Cu2O, to
find highly excited Mott – Wannier excitons with quantum numbers up to n = 25 [35]),
are surprisingly underrepresented in the studies of EI candidates. As well as enabling
the observation of excitonic absorption lines, optical measurements can give valuable
1I mention here only the first reports of the most successful earlier studies of bulk materials,
TmSe0.45Te0.55 and 1T -TiSe2, while a more thorough literature survey is presented in Chapter 2.
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information on the nature of the gap that is expected to appear in an EI (Fig. 1.1).
1.1 Scope of the thesis
In this thesis I present a comprehensive ellipsometric study of Ta2NiSe5, which is
thought to be an EI, based on ARPES and dc transport measurements [15–17, 36],
augmented by a comparative study of the closely related Ta2NiS5. I utilize the unique
ability of ellipsometry to independently measure the real and imaginary parts of the
dielectric function to observe excitonic Fano resonances in both compounds and the
closing of a gap in Ta2NiSe5 at high temperatures.
The thesis is structured as follows. In Chapter 2 I briefly discuss the physics of
an exciton, starting from the simplest case of an isotropic Mott – Wannier exciton. I
move on to calculate, how the binding energy changes for an exciton under weak and
strong anisotropy. A qualitative description of exciton-phonon coupling is presented
and related to the phenomenon of autolocalization of excitons, as well as to polarons.
The chapter concludes with a literature survey, with a separate Section discussing the
case of Ta2NiSe5 and the motivation to study it.
A theoretical basis for understanding spectroscopic ellipsometry is presented in
Chapter 3. I begin by presenting a somewhat general solution to the problem of light
reflection from a vacuum-medium interface at oblique incidence. The apparatus used
in the course of this work is introduced and its basic principles of operation discussed.
Sources of experimental error, their magnitude, and proper approaches to account
for and mitigate them are detailed. A separate Section is devoted to accounting for
the effects of anisotropy on the data acquired by an ellipsometric measurement. The
discussion of the experimental techniques is concluded with an outline of an application
developed by myself, specifically to streamline the tasks listed. After the problem of
conducting an ellipsometric measurement and acquiring the dielectric function of a
material is dealt with, I move on to the question of interpreting the dielectric function.
The Drude – Lorentz model is introduced to relate features of the dielectric function
to electronic excitations. Phonons are briefly mentioned in a similar formalism. I
then proceed to introduce a new phenomenological model, that is strongly based on
a combination of the Drude – Lorentz model and the Fano – Anderson model, which is
later on used to describe the spectra of systems with coupled oscillators.
The motivation for the study of Ta2NiSe5 and Ta2NiS5 is reiterated and expanded
upon in the introductory part of Chapter 4. I then briefly mention some of the ex-
isting dc conductivity and ARPES data on Ta2NiSe5 and Ta2NiS5, and also present
DFT band structure calculations (carried out by A. Yaresko, Max Planck Institute for
Solid State Research, Stuttgart, Germany). In the remaining Sections I present the
temperature-dependent dielectric functions of the two compounds in a broad spectral
range from 11 meV to 6.5 eV. First, the phonon spectra are shown, confirming the
general similarity of the two chalcogenides; the a-axis response of Ta2NiSe5, though,
reveals a closing optical gap and a finite conductivity at high temperatures. Next, I
turn to the visible – ultraviolet optical conductivity. The spectra are compared with
the DFT calculations, and the strong temperature dependences of the interband tran-
sition peaks are discussed in the context of electron-phonon coupling. Finally, I present
the mid-to-near-IR spectra, where asymmetric resonances are observed. The model for
coupled oscillators, introduced in Chapter 3 is applied. The asymmetric resonances
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are attributed to excitonic transitions. Based on the theoretical calculations from
Chapter 2, I estimate parameters of the exciton in Ta2NiSe5. The result seems to be
self-contradicting, so the possibility of autolocalization is discussed instead.
Finally, in Chapter 5 the main experimental observations are summarized. On their
basis, the main conclusions of this work are stated.
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Chapter 2
Excitons in narrow gap compounds
2.1 Introduction
The concept of quasiparticles in solid media is an enormously successful approach that
greatly simplifies the description of processes in crystals. For example, the collective
vibrations of ions in a lattice, phonons, are often regarded as single particles to enable
conservation of momentum in many types of excitations. In semiconductors when only
a few electrons are excited into the conduction band, it is much simpler to account
for the conductivity of an almost filled valence band not by accounting for a very
large number of electrons with very few empty states to move to, but by regarding the
vacant sites in momentum space to be particles themselves, which are free to move to
any occupied state. In this manner, the semiconductor at finite temperature can be
regarded as a superposition of its ground state, where the valence band is completely
filled and the conduction band is empty, and an excitation of a few pairs of particles
(electrons and holes, Fig. 2.1).
2.2 Excitons
By virtue of introducing holes, the complex system of ∼ 1023 electrons can be reduced
to a few pairs of particles with opposite charges. Despite the fact, that one in each
pair is a quasiparticle, they obey all the usual laws of physics, including Coulomb
interaction, and can form bound states. A bound state of an electron and a hole
is called an exciton. Its wavefunction and energy spectrum of allowed states is very
similar to that of a hydrogen atom and can be derived as follows (see, for example,
Refs. 37, 38). First, write down the exciton wavefunction in terms of the Wannier
Figure 2.1 – A semiconduc-
tor with a thermally acti-
vated charge carrier repre-
sented as the sum of its
ground state and a single
electron-hole pair.
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functions for the electron and hole:
Ψ(re, rh) =
1√
N
∑
Re,Rh
Φ(Re,Rh)φRe(re)φRh(rh). (2.2.1)
Then Φ(Re,Rh) is the excitonic envelope wavefunction which obeys Schro¨dinger’s equa-
tion [
− ~
2
2me
∇2Re −
~2
2mh
∇2Rh −
e2
4piε0ε|Re −Rh|
]
Φ(Re,Rh) = EΦ(Re,Rh). (2.2.2)
The variables are decoupled by transforming to[
− ~
2
2M
∇2R −
~2
2µ
∇2r −
e2
4piε0εr
]
ψ(R)φ(r) = (ER + Er)ψ(R)φ(r). (2.2.3)
The variables Re, Rh, R, r, are the coordinates of the electron, hole, their mutual center
of mass, and the position of the electron relative to the hole, respectively. The masses
me, mh, M , µ, are accordingly the effective masses of the electron, the hole, their total
mass, and their reduced mass. The screening of the Coulomb potential is accounted for
simply by the zero-frequency dielectric constant ε. The resulting decoupled Schro¨dinger
equation consists of the kinetic energy of the center-of-mass motion and the familiar
equation of motion in a central Coulomb potential. The resulting energy spectrum is
then given by a pair of quantum numbers K (the wavevector describing the motion
of the exciton as a whole) and n (numbering the bound state)1. The nth level is of
course n2 times degenerate, as is the case for a real hydrogen atom, before accounting
for spin. Accounting also for the band gap Eg, the energy spectrum reads
En = Eg +
~2K2
2M
− Eb
n2
. (2.2.4)
Eb is the binding energy of the exciton, or in other words, its effective Rydberg
constant and is given by
Eb =
e2
8piε0εab
=
µ
m0ε2
× 13.6 eV, (2.2.5)
where m0 is the mass of a free electron and ab is the mean distance between the electron
and the hole, i.e. the effective Bohr radius of the exciton. This spectrum of energy
1Note that unbound wavefunctions are also possible and are not identical to those of a free particle.
Figure 2.2 – The absorption
spectra of the excitonic p-series
in Cu2O; data from Ref. 39.
The n = 4 and n = 5 peaks
are also visible. Subsequent ex-
citonic states are not resolved,
but merge smoothly into the
continuum above the band gap.
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Figure 2.3 – Schematic diagram of Frenkel
and Wannier excitons superimposed on
an on-average charge-neutral lattice. The
electron-hole cloud of a Frenkel exciton
(left) occupies a volume of one unit cell
or less and is sensitive to the local crystal
field, while a Wannier exciton (right) ex-
tends over several unit cells and responds
to the average crystal field.
levels will resemble hydrogen-like series of absorption lines. In the above calculations
we had to assume that the effective mass approximation is valid, as is the use of
the macroscopic dielectric constant instead of a more complicated screening. This is
realized only when the effective Bohr radius of the exciton ab is much larger than the
lattice constants. The exciton’s Bohr radius is given by the relation
ab = ah
m0
µ
ε =
4piε0~2
m0e2
m0
µ
ε. (2.2.6)
Here ah is the hydrogenic Bohr radius (without accounting for a finite mass of the
proton). Excitons, for which these approximations are valid, are called Wannier – Mott
excitons. Their characteristic hydrogen-like absorption lines have indeed been observed
on more than one occasion (Refs. 39, 40, Fig. 2.2) in Cu2O for principal quantum
numbers n = 2 – 8, and more recently by Kazimierczuk et al, who managed to resolve
individual absorption lines of states up to n = 25 [35]. Similar series have also been
observed in other compounds, such as Ag2O, SnO2, and many other semiconductors
[41]. With an effective Bohr radius of 11.8 A˚, the size of the excitons created in Ref. 35
is as large as 1.04µm, or a few thousand unit cells in extent. Wannier – Mott excitons
are then the limiting case of excitons of large radii. The opposite scenario happens,
when an electron is tightly bound to its hole (and vice-versa) and both are localized
at a lattice point. A schematic drawing is presented in Fig. 2.3. It is a straightforward
realization, that simply by virtue of its large size, the Wannier – Mott exciton should
not be centered at any particular lattice point, for if its constituents are not localized
to any single unit cell, neither can the exciton be localized as a whole. A possible
exception to this may arise if, for instance, the hole is much heavier than the electron.
There is yet another assumption that so far has gone undeclared. We have assumed
spherically symmetrical bands (i.e. isotropic effective masses) and symmetric screening
(i.e. an isotropic dielectric tensor). Abandoning these assumptions may or may not
cause a change of regime. If the extent of the electron-hole cloud remains large, com-
pared to the lattice constants in every direction, one only has to deal with a somewhat
more complicated, anisotropic Hamiltonian, though qualitatively, still hydrogen-like.
On the other hand, under strong anisotropy the exciton may be extensive only in some
of the three dimensions, but localized along other directions. These intermediate cases
will be dealt with later.
The highly localized, Frenkel exciton is a markedly different scenario which cannot
be resolved by a quantitative adjustment of the reasoning for a Wannier exciton. Firstly,
the average screening described by the macroscopic ε is no longer a valid approximation.
In some range of parameters a better description can be given by a Thomas – Fermi type
screening, i.e. by changing the interaction potential from a pure Coulomb interaction
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to a Yukawa potential V (r) ∝ e−αr/r. Secondly, in the limiting case of small excitonic
radii, the constituent particles are sensitive to the local crystal field, which is highly
non-uniform across the unit cell. Lastly, phonons, which, depending on the binding
energy of the exciton, may or may not play an active role in the average screening of the
Coulomb interaction of a Wannier exciton, are generally “slow”, compared to a Frenkel
exciton. Their presence then induces local distortions in the already complicated crystal
field experienced by the electron and the hole [42].
2.3 Excitons in anisotropic media
2.3.1 Weak anisotropy — variational approach
Let us now consider a Wannier exciton in an anisotropic crystal. I will assume the effec-
tive reduced mass and dielectric tensors to diagonalize simultaneously. The potential
energy in Cartesian coordinates is given by (e.g. Ref. 43)
U(r) =
−e2
4piε0
√
εxεyεz
[
x2
εx
+
y2
εy
+
z2
εz
]−1/2
. (2.3.1)
The anisotropic effective mass for uniaxial symmetry is discussed by Schindlmayr [44].
Below I generalize this approach for a biaxial symmetry. The Hamiltonian is
Hˆ = −~
2
2
(
1
µx
∂2
∂x2
+
1
µy
∂2
∂y2
+
1
µz
∂2
∂z2
)
+ U(r). (2.3.2)
In order to separate purely anisotropic effects from dielectric screening and an increased
or reduced effective mass, I treat the dielectric tensor components as if they were non-
dimensionless parameters and rearrange the terms in U(r) to get only dimensionless
coefficients next to the coordinates:
U(r) =
−e2
4piε0 3
√
εxεyεz
[
3
√
εyεz
ε2x
x2 + 3
√
εxεz
ε2y
y2 + 3
√
εxεy
ε2z
z2
]−1/2
. (2.3.3)
Likewise, the reduced masses are rearranged in the kinetic energy term of the Hamil-
tonian. The potential energy is symmetrized by a coordinate transformation:
x′ = 6
√
εyεz
ε2x
x, y′ = 6
√
εxεz
ε2y
y, z′ = 6
√
εxεy
ε2z
z. (2.3.4)
This leads to the Schro¨dinger equation
− ~
2
2〈µ〉
(
αx
∂2
∂x′2
+ αy
∂2
∂y′2
+ αz
∂2
∂z′2
)
Ψ(r′)− e
2Ψ(r′)
4piε0〈ε〉r′ = EΨ(r
′), (2.3.5)
where five new parameters have been introduced:
〈µ〉 = 3√µxµyµz, 〈ε〉 = 3√εxεyεz, αi = 3
√
µjµkεjεk
µ2i ε
2
i
,
(
i, j, k = x, y, z
i 6= j 6= k 6= i
)
. (2.3.6)
The dimensionless parameters αi characterizing the anisotropy also obey a relation
αxαyαz ≡ 1. I search for the ground state wavefunction as a modified wavefunction of
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two charges (e, −e), with reduced mass 〈µ〉, under isotropic screening 〈ε〉. The trial
function will be
Ψ(x′, y′, z′) = (piaxayaz)−1/2 exp
(
−
√
x′2
a2x
+
y′2
a2y
+
z′2
a2z
)
, (2.3.7)
where the ax, ay, and az are expected to be near the Bohr radius for a symmetric
potential and effective mass, given by
a0 =
4piε0〈ε〉~2
〈µ〉e2 . (2.3.8)
To find the parameters yielding the ground state function, the expectation value of the
Hamiltonian must be computed and minimized. Integration of the potential energy is
carried out in spherical coordinates, with the radial part integrated first:
〈U〉 =
−e
2/(axayaz)
4pi2ε0〈ε〉
∫∫∫
r−1 exp
(
−2r
√(
cos2 ϕ
a2x
+
sin2 ϕ
a2y
)
sin2 θ +
cos2 θ
a2z
)
d3r =
−e
2/(axayaz)
16pi2ε0〈ε〉
∫∫ ((
cos2 ϕ
a2x
+
sin2 ϕ
a2y
)
sin2 θ +
cos2 θ
a2z
)−1
sin θ dθ dϕ =
− e
2/az
8piε0〈ε〉
1∫
−1
(
1−
(
1− a
2
x
a2z
)
ξ2
)−1/2(
1−
(
1− a
2
y
a2z
)
ξ2
)−1/2
dξ =
− e
2/az
4piε0〈ε〉F
(√
1− a2x
a2z
;
√
a2z−a2y
a2z−a2x
)/√
1− a2x
a2z
. (2.3.9)
Before the last integration, the substitution sin θ dθ = d(− cos θ) = dξ was used, very
nearly transforming the integral into an incomplete elliptic integral of the first kind.
F denotes such an integral in Jacobi’s form2. By the symmetry of the problem, the
result should be invariant with respect to exchanging any of the indices x, y, and z.
Although, strictly speaking, the above result is only valid when az is larger than ax
and ay, the analytic continuation of the functions in the result into the complex plane
continues to yield the correct result.
The kinetic energy part of the Hamiltonian is integrated more easily with a variable
substitution to symmetrize the wavefunction. I will provide only an example for the
z-component of the momentum. Under substitutions z′/az = z0 (likewise for x′ and y′)
2Given by F (x; k) =
x∫
0
dt√
(1− t2)(1− k2t2) .
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the momentum-squared operator transforms to ((αz/a
2
z)∂
2/∂z20 . The integral reads:
〈Ez〉 =− αz~
2
2pi〈µ〉a2z
∫∫∫
exp(−r0) ∂
2
∂z20
exp(−r0)r20 sin θ0 dr0 dθ0 dϕ0 =
− αz~
2
〈µ〉a2z
∫∫
exp(−2r0)(r0 cos2 θ0 + r20 cos2 θ0 − r0) sin θ0 dθ0 dr0 =
− αz~
2
〈µ〉a2z
∫∫
exp(−2r0)(r0ξ2 + r20ξ2 − r0) dξ dr0 =
− 2αz~
2
3〈µ〉a2z
∫
exp(−2r0)r0(r0 − 2) dr0 = αz~
2
6〈µ〉a2z
(2.3.10)
The expectation value of the Hamiltonian is then
〈H〉 = ~
2
6〈µ〉
(
αx
a2x
+
αy
a2y
+
αz
a2z
)
− e
2/az
4piε0〈ε〉F
(√
1− a2x
a2z
;
√
a2z−a2y
a2z−a2x
)/√
1− a2x
a2z
. (2.3.11)
This expression is cumbersome to analyze. Instead a promising approach is to express
ax and ay in units of az, while expressing the latter in units of a0. In other words I
perform the replacements
az = a
′
za0; ax = a
′
xa
′
za0; ay = a
′
ya
′
za0. (2.3.12)
Then I de-dimensionalize the Hamiltonian and use the replacements to achieve
〈H〉
2Eb
=
1
6a′2z
(
αx
a′2x
+
αy
a′2y
+ αz
)
− 1
a′z
F
(√
1− a′2x ;
√
1−a′2y
1−a′2x
)/√
1− a′2x , (2.3.13)
where Eb is the binding energy in the symmetric limit. Minimization with respect to
a′z is now straightforward and gives
〈H〉
2Eb
= −
3F 2
(√
1− a′2x ;
√
1−a′2y
1−a′2x
)
2(1− a′2x )
(
αx
a′2x
+ αy
a′2y
+ αz
)
a′z =
√
1− a′2x
(
αx
a′2x
+ αy
a′2y
+ αz
)
3F
(√
1− a′2x ;
√
1−a′2y
1−a′2x
) . (2.3.14)
Though the energy cannot be minimized analytically, the resulting expression fully
contains the material dependence in the parameters αx, αy, and αz = (αxαy)
−1. An
approximate function can be found numerically for values of αx,y close to unity. The
energy is minimized when
a′x = 1 + 0.714(αx − 1) + 0.358(αy − 1), (2.3.15)
and a′y is given by exchanging x and y. The corresponding minimal energy is approxi-
mately
〈H〉
EB
= −1 + 0.097((αx − 1)2 + (αx − 1)(αy − 1) + (αy − 1)2)
+ 0.055(αx − 1)(αy − 1)(αx − 1 + αy − 1)
+ 0.098((αx − 1)3 + (αy − 1)3). (2.3.16)
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The equality of the coefficients, for example, for (αx − 1)2 and (αx − 1)(αy − 1) is
purely coincidental and not strict (they begin to differ slightly, when evaluated to
more significant figures). Of course, with respect to the exchange of indices x↔ y, the
expansion is symmetric. In a region where |αx,y − 1| . 0.2 the exact 〈H〉/EB covers
a range of [−1, 0.99], while the error for the approximate expression does not exceed
4× 10−5. For stronger anisotropy the above expressions may be numerically evaluated
in the region of interest.
2.3.2 Strong anisotropy — adiabatic approximation
If the anisotropy is particularly strong, the Schro¨dinger equation may be solved in the
adiabatic approximation. I will consider the case of uniaxial symmetry with large µz/µρ
and εz/ερ. Calculations will be done in cylindrical coordinates in which the potential
is given as
U(r) =
−e2
4piε0
√
ερεz
[
ρ2 +
ερ
εz
z2
]−1/2
=
−e2
4piε0ερr1
. (2.3.17)
Immediately the radial coordinate is rescaled to symmetrize the potential
(ρ21 = ρ
2εz/ερ). The Hamiltonian is given by
Hˆ = − ~
2
2µρ
∆ρϕ − ~
2
2µz
∆z + U(r) = − ~
2
2µρ1
∆ρ1ϕ −
~2
2µz
∆z + U(r1). (2.3.18)
The previous coordinate transformation leads to a rescaling of the transverse effective
mass (µρ1 = µρερ/εz). If µρ1 can be considered much smaller than µz, the adiabatic
approximation is applicable.
Because of the uniaxial symmetry, the angular part of the wavefunction will be
immediately separable from the radial and vertical parts and is given by Φ(ϕ) =
exp(imϕ)/
√
2pi with integer m. Under the adiabatic approximation, the motion along
z will be considered “slow”, therefore derivatives of the wavefunction with respect to z
will initially be neglected. Then, assuming constant and large z the problem is reduced
to two dimensions as follows:
U(ρ1, z  ρ1) ≈ e
2
4piε0ερz
(
ρ21
2z2
− 1
)
. (2.3.19)
The wavefunction is taken to be Ψ(r) = R(ρ)Z(z)Φ(ϕ). Neglecting the Z ′′ term and
cancelling common multipliers, the Schro¨dinger equation expands to
− ~
2
2µρ1
(−m2R
ρ21
+
R′
ρ1
+R′′
)
+
e2
8piε0ερz3
Rρ21 = WR; W =
(
E +
e2
4piε0ερz
)
.
(2.3.20)
Yet a further coordinate transformation results in
ρ21 = ρ
2
2
~2
2µρ1W
;  =
~2
2µρ1W
2
· e
2
8piε0ερz3
. (2.3.21)
The resulting differential equation
m2R
ρ22
− R
′
ρ2
−R′′ −R + Rρ22 = 0 (2.3.22)
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is solved by
R(ρ2) ∝ ρ|m|2 e−ρ
2
2
√
/2
1F1
(
1 + |m|
2
− 1
4
√

; 1 + |m|;√ρ22
)
. (2.3.23)
1F1 is the confluent hypergeometric function, in turn, proportional to a generalized
Laguerre polynomial. It reduces to a polynomial, when the first argument is a non-
positive integer. Therefore the eigenvalues of the Hamiltonian can be found from the
requirement that
1 + |m|
2
− 1
4
√

= −k; k = 0, 1, 2, . . . (2.3.24)
The eigenvalue problem is resolved by
1
4
√

= n/2; m = −n+ 1,−n+ 3, . . . , n− 3, n− 1. (2.3.25)
. Tracing back through some of the substitutions, we find
E =
~2
µρazρaρ
(
n
(azρ
z
)3/2
− azρ
z
)
; aρ =
4piε0ερ~2
µρe2
; azρ =
4piε0εz~2
µρe2
. (2.3.26)
As the hypergeometric function is proportional to a Laguerre polynomial, the normal-
ization is performed as follows:
R(ρ) = Cρ
|m|
2 e
−ρ22/(4n)L|m|n−1−|m|
2
(
ρ22/(2n)
)
;
1 =
∫
ρ|R(ρ)|2 dρ = (2n)
|m|n|C|2ρ2
ρ22
∫
ξ|m|e−ξ
(
L
|m|
n−1−|m|
2
(ξ)
)2
dξ
=
((n+ |m| − 1)/2)!
((n− |m| − 1)/2)!
(2n)|m|n|C|2ρ2
ρ22
;
ρ2
ρ22
=
aρ
2n
√
z3
azρ
, (2.3.27)
giving the radial part as
R(ρ) =
√
((n− |m| − 1)/2)!
((n+ |m| − 1)/2)! ·
2
aρ
√
azρ
z3
×
×
(
ρ 4
√
azρ
a2ρz
3
)|m|
exp
(
−ρ2
2aρ
√
azρ
z3
)
L
|m|
n−1−|m|
2
(
ρ2
aρ
√
azρ
z3
)
(2.3.28)
The next step is to solve the same equation at z = 0. For consistency, the same
substitutions will be used. The first difference is the potential, exactly equal to
U(r1) =
−e2
4piε0ερρ1
. (2.3.29)
Schro¨dinger’s equation takes the form
− m
2R
ρ22
+
R′
ρ2
+R′′ −R + R
ρ2
= 0;  =
√
2µρ1
−E ·
e2
4piε0ερ~
. (2.3.30)
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This equation is also trivially satisfied by
R(ρ) ∝ ρ|m|2 e−ρ2L2|m|n−1−|m|(2ρ2), (2.3.31)
where n = ( + 1)/2 is a positive integer. Unlike the far field problem, m can take all
integer values, not just either even or odd, depending on the value of n. The energy
levels are then found as
E =
−µρ1e4
32pi2ε20ε
2
ρ~2
(n− 1/2)−2 = −~
2
2µρazρaρ
(n− 1/2)−2. (2.3.32)
Normalizing the wavefunction:
1 =
∫
|C|2ρ2|m|2 e−2ρ2
(
L
2|m|
n−1−|m|(2ρ2)
)2
ρ dρ
=
ρ2|C|2
ρ22 · 22|m|+2
∫
ξ2|m|+1e−ξ
(
L
2|m|
n−1−|m|(ξ)
)2
dξ
= |C|2(2n− 1)(n+ |m| − 1)!
(n− |m| − 1)! ·azρaρ(n−
1/2)
2;
R(ρ) =
√
(n− |m| − 1)!
(n+ |m| − 1)! ·
22|m|+1
azρaρ(n− 1/2)3
(
ρ√
azρaρ(n− 1/2)
)|m|
×
× exp
(
−ρ√
azρaρ(n−1/2)
)
L
2|m|
n−1−|m|
(
2ρ√
azρaρ(n−1/2)
)
. (2.3.33)
When considered separately, n is a good quantum number for enumerating eigenstates
when z  ρ and when z  ρ. It solely defines the eigenvalue of the Hamiltonian. On
the other hand, the two expressions for R(ρ) are just the limits of a single function at
z → 0 and z →∞. Therefore the eigenstates at small and large z need to be put into
correspondence with one another. The angular momentum should not change when
moving along the z-axis, therefore m is taken to have the same value at small and large
z. The next quantity to be conserved is the number of nodes in R(ρ). This is equal to
the lower index of the Laguerre polynomial. Therefore the equation
n1 − 1− |m| = n2 − 1− |m|
2
⇒ n2 = 2n1 − 1− |m| (2.3.34)
can be written.
Now the Schro¨dinger equation may be solved in the next approximation. We have
established, that
− ~
2
2µρ
∆ρϕΨ(r) + U(r)Ψ(r) = Enm(z)Ψ(r). (2.3.35)
Substituting this into the original equation, we this time do not discard the Z ′′(z) term,
and are left with a one-dimensional problem:
− ~
2
2µz
Z ′′ + Enm(z)Z = EnmkZ. (2.3.36)
Note the indices of E: the effective potential for the one-dimensional problem is already
dependent on the eigenstate of the radial motion. The solution of the one-dimensional
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Schro¨dinger equation will introduce further quantization denoted by the index k. As
discussed, at z = 0
Enm(0) =
−~2
2µρazρaρ
(n− 1/2)−2, (2.3.37)
and at z  ρ, using the quantum numbers of the states at z = 0,
Enm(z) = E =
~2
µρazρaρ
(
(2n− |m| − 1)
(azρ
z
)3/2
− azρ
z
)
. (2.3.38)
At finite small z the Schro¨dinger equation does not have a closed form solution, but
it is possible to find the effective potential if we assume, that the radial function R(ρ)
shows almost no dependence on z in the neighborhood of z = 0. The radial part of the
Hamiltonian at finite z is exactly
Hˆ =
~2
µρ
(
−1
2
(∆ρ −m2/ρ2)−
(
azρaρ
(
ρ2 +
aρ
azρ
z2
))−1/2)
, (2.3.39)
and the effective potential can then be found by taking the following integral:
Enm(z  ρ) =
∫
R∗nm(ρ)HˆRnm(ρ)ρ dρ. (2.3.40)
For the R10 state this integral, after applying the proper coordinate transformation, is
reduced to
E10(z  ρ) = ~
2
µρazρaρ
(
2− 16
∫
(ρ2/2)e
−4(ρ2/2)√
(ρ2/2)2 + (z/azρ)2
d(ρ2/2)
)
. (2.3.41)
The last integral is given by Gradshteyn and Ryzhik [45], Eq. (3.366) and evaluates to
piz
2azρ
(H1(4z/azρ)− Y1(4z/azρ))− z/azρ = 1
4
− z/azρ +O((z/azρ)2),
where H1 is the first order Struve function and Y1 is the Bessel function of the second
kind (also sometimes called Weber or Neumann function) of order one. If the last
quantum number is allowed to take positive integer values, the ground state will of
course be given by E101. The first excited state, on the other hand, will depend on the
parameters characterizing the anisotropy and can be either E102 or E211/E211.
I begin by inspecting Eq. (2.3.36) for n = 1 at small z. This is the problem of a
particle moving in a one-dimensional cone potential
U(z)− E10(0) = 16~
2
µρazρaρ
|z|
azρ
. (2.3.42)
The resulting Schro¨dinger equation is
~2
µρazρaρ
[
−1
2
µρaρ
µzazρ
∂2Z(z)
∂(z/azρ)2
+ 16
|z|
azρ
Z(z)
]
= E10kZ(z) (2.3.43)
The wavefunctions are given by Airy functions of the first kind. By symmetry they are
either even or odd, so I present only the solutions at z > 0:
Z(z) = Ai
[(
16
z
azρ
+ (E10(0)− E10k)µρazρaρ~2
)/(
27/3 3
√
µρaρ
µzazρ
)]
(2.3.44)
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The eigenenergies are found by requiring zero derivative at z = 0 (giving the ground
state and the excited states of even parity) or by requiring zero value at z = 0 (giving
the first excited state and all subsequent odd states). They are, approximately
E101 = E10(0) + 5.13
~2
µρazρaρ
3
√
µρaρ
µzazρ
; E102 = E10(0) + 11.78
~2
µρazρaρ
3
√
µρaρ
µzazρ
,
(2.3.45)
leading to an extent of motion in the z direction of
z
(101)
max
azρ
= 0.32 3
√
µρaρ
µzazρ
;
z
(102)
max
azρ
= 0.74 3
√
µρaρ
µzazρ
. (2.3.46)
This solution is sustainable only if in this range of z the potential is still linear, or
equivalently, if the values E10k are still close to the bottom of the effective potential
well. In other words, the requirement will be 11.78 3
√
µρaρ/(µzazρ)  2. This only
comes close to being satisfied when µρaρ/(µzazρ) . 10−3. If along z the mass is smaller
or the dielectric screening is weaker, this potential is simply too narrow to support
a bound state and solutions taking into account the potential at large z must be
examined.
Nonetheless, before moving on to considering the effective potential at large z, for
completeness I present the effective potential E21(z) at small z, which can be found
by replacing expressions of the form (ρ2 + z2)−1/2 with (1− z2/(2ρ2))/ρ (i.e. replacing
with a Taylor series) in the Hamiltonian in Eq. (2.3.40). At small z it is then
E21(z  ρ) ≈ ~
2
µρazρaρ
(
−2
9
+
16z2
81a2zρ
)
. (2.3.47)
This is just a one-dimensional harmonic oscillator, the ground state of which has the
energy
E211 =
2~2
9µρazρaρ
(
−1 +
√
2aρµρ
azρµz
)
. (2.3.48)
We now have enough information to write down the binding energy:
EB = −E101 = 2~
2
µρazρaρ
(
1− 2.57 3
√
µρaρ
µzazρ
)
(2.3.49)
and two candidate first excitation energies:
E102 − E101 = 3.33 2~
2
µρazρaρ
3
√
µρaρ
µzazρ
= 6.65
~2
(a2zρaρ)
2/3 3
√
µzµ2ρ
E211 − E101 = ~
2
µρazρaρ
(
16
9
+
23/2
9
√
µρaρ
µzazρ
− 5.13 3
√
µρaρ
µzazρ
)
(2.3.50)
If the anisotropy is less extreme, than is required for confinement in the narrow
cone potential at small z, the exact behavior of the potential there is less relevant. I
replace E10(z) with a Pade´ approximant that gives the correct value at z = 0 and the
correct asymptotic behavior at large z:
E˜(z) = − ~
2
µρazρaρ
2
1 + 2|z|/azρ . (2.3.51)
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Figure 2.4 – The spectrum of eigen-
values of Eq. (2.3.52) as a function of
anisotropy. The difference between the
k = 1 and k = 2 states is ∼ 0.6 over a
rather broad range of values of α.
The resulting Schro¨dinger equation
− α
2
∂2Z(z)
∂(z/azρ)2
− 2
1 + 2|z|/azρZ(z) = Z(z);  =
E10kµρazρaρ
~2
; α =
µρaρ
µzazρ
(2.3.52)
is solvable analytically and is in fact a truncated Coulomb potential. Once again, the
symmetry of the potential demands a symmetric or antisymmetric wavefunction with
an exponential decay as z tends to large values. Solutions can be expressed in terms
of the Tricomi confluent hypergeometric function3, U :
Z(z) = exp
(−√ 
2α
(1 + 2z)
)
(1 + 2z) U
(
1− 1√
2α
, 2,
√
2
α
(1 + 2z)
)
. (2.3.53)
Once again, suitable eigenvalues for  are found from symmetry considerations by
requiring Z ′(0) or Z(0) to be zero. The energies, in units of ~2/(µρazρaρ) are plotted
in Fig. 2.4.
2.3.3 Exciton-phonon interaction
In the preceding discussion I have assumed the validity of (i) the effective mass approx-
imation; (ii) the static screening approximation; and also (iii) considered the electrons
and holes to be free charge carriers. As we move closer to the one-dimensional limit,
it becomes more and more likely, that the local lattice vibrations play a greater role in
defining the exciton, than the Coulomb interaction. This is particularly the case, when
the exciton is rather of the Frenkel type, than Mott – Wannier. In this case it is quite
different from a hydrogen-like atom, and the calculations above may, at best, be used
for qualitative estimates. Ueta et al [46] provide an excellent theoretical description of
exciton-phonon interaction. I will briefly summarize here the points most relevant to
the scope of this thesis.
Following the steps in [46], take each unit cell to be characterized by a certain
displacement Qn of its ions (more generally, Qn would be a vector with as many com-
ponents, as there are phonon modes4, but for the sake of a qualitative illustration I
restrict myself to a scalar value). If the lattice vibrations can be considered slow, com-
pared to the process of photon-exciton interaction (this is satisfied, if the width of the
excitonic absorption line is much greater than the phonon energies), the influence of
3This function is also present as a second, linearly independent solution in the radial part of the
Schro¨dinger equation for the three-dimensional hydrogen atom, but is discarded, as it is divergent at
the origin.
4Ueta et al do note, however, that this does not imply that Qn, or its conjugate, the generalized
momentum Pn, correspond to the normal modes.
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Figure 2.5 – Q-dependent localized excitations vs. K-dependent delocalized exci-
tations, partially reproduced from Ref. 46. (a) The momentum dependence of the
energy of a free exciton; the arrow shows the allowed (K = 0) optical transition. (b)
The energy levels as a function of lattice distortion Q. The family of blue curves cor-
responds to free excitons with various values of K in the absence of exciton phonon
interaction, thus the width of the collection of curves is the same as the width of
the excitonic band in panel (a). In this case the lattice deformation energy is a uni-
form correction to all energy levels, including also the black line, which corresponds
to the unexcited state. When exciton-phonon interactions are taken into account,
a localized excitation splits off (red curve). The exciton-phonon interaction moves
the equilibrium position of the lattice displacement to a different point in Q space,
allowing the exciton-phonon complex to release the excess energy by displacing the
lattice after the initial transition has taken place. A localized excitation is composed
as a sum over all the Bloch states of free excitons with appropriate coefficients. As
such, in Ref. 46 the authors place Eloc (2.3.54) in the center of the free exciton band.
Perhaps, more importantly, the exciton-phonon interaction leads to a dramatic in-
crease of the role of thermal fluctuations (shaded gray segment near the vertex of
the parabola). Because the minima of the initial and final state no longer match, the
rather small energy scale of the fluctuations translates into a more noticeable fluc-
tuation of the displacement itself (∼ √kT ). With the final state not being centered
directly above the minimum of the initial state, the fluctuations of the displacement
will open access to a much wider range of energies for the excitation. (c, d) Absorp-
tion spectra of the delocalized and localized excitations, respectively. The narrow
peak of (c) corresponds to the creation of a zero-momentum delocalized exciton. The
much broader peak of (d) illustrates the significance of exciton-lattice interaction
for localized excitons, as discussed in the context of panel (b). The resulting peak
can be slightly asymmetric because of the curvature of the displacement-dependent
potential (this is covered in greater detail in Fig 4.3 and the surrounding discussion
of [46]). A symmetric Gaussian is shown for reference by the fine gray line.
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Qn is an adiabatic correction to the potential energy. In the linear approximation, the
energy lost or gained by the interaction between the exciton and the lattice can be
expressed as cQn (again, in general c would be a vector-valued quantity, but is taken
here as a scalar). The energy of a localized excitation can then be given as
W (Qn) = Eloc − cQn +Q2n/2 = Eloc − c2/2 + (Qn − c)2/2, (2.3.54)
where Eloc is the energy of a localized excitation in a rigid, undeformed lattice (i.e.
W (0) ≡ Eloc), and Q2n/2 gives the energy needed to deform the lattice. The con-
sequences of allowing the lattice to deform are easier illustrated, than explained, in
Fig. 2.5.
All the same physics are relevant not only to excitons, but also lone charge carriers,
i.e. electrons and holes. Just like a Frenkel exciton, a localized electronic excitation also
distorts the surrounding lattice, perhaps even more significantly, as it is not charge-
neutral. As the localized exciton, so does the charge carrier become “dressed” in a
lattice distortion field, i.e. in a cloud of phonons. The resulting quasiparticle is called
a (large or small, depending on its size relative to the unit cell) polaron. The physics
of polarons are comprehensively covered in, e.g., Ref. 47, with pp. 301 – 317 being
particularly relevant to my findings.
Reik and Heese [48] calculate the optical conductivity of a small polaron as
σ1(ω, T ) = σ0
exp(−ω2τ 2) sinh(2Γωτ)
2Γωτ
ε1(ω, T ) =
σ0
ε0ω
· exp(Γ
2) [D+(Γ− ωτ)− 2D+(Γ) +D+(Γ + ωτ)]
2Γωτ
√
pi
. (2.3.55)
The optical conductivity arises from hopping processes in a periodic lattice [47] pp. 355–
362. τ is a quarter of the duration of the hopping process, or approximately τ ≈
~/(4
√
EakbT ); Γ = ~/(4kbTτ); Ea is the hopping activation energy, which roughly
agrees with the maximum of the conductivity. The function D+ is the Dawson function
or Dawson integral5. σ0 is the dc conductivity and is temperature-dependent. The
real optical conductivity and dielectric permittivity of the small polaron are shown in
Fig. 2.6. The absorption line is close to a Gaussian shape, maximized approximately
near ωτ = Γ, with a tendency to move to lower energies at higher temperatures.
2.4 Two-particle band picture
The new energy levels arising from the presence of electron-hole correlations cannot
be accurately described by the familiar “spaghetti” diagrams, conceptually similar to
the schematic plot in Fig. 2.1. A more useful representation can be given by an energy
spectrum for two-particle excitations, as shown, for example, in Ref. 37, and presented
here in Fig. 2.7. The immediate advantage of such a depiction is the possibility to
explicitly represent excitonic bound states, but for the needs of optical spectroscopy it
is already instructive to consider just the structure of the continuum as well. From the
point of view of conventional spectroscopy at sub-X-ray energies, we can neglect the
5The Dawson integral can be defined as D+(x) = e
−x2
x∫
0
et
2
dt.
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Figure 2.6 – Optical conductivity
and real permittivity of a small
polaron according to Eq. (2.3.55),
taking τ ∝ T−1/2. The tem-
perature dependence of σ0 is cho-
sen to maintain constant spectral
weight. Parameters at 300 K are
σ0 = 600 Ω
−1cm−1, Γ = 2, τ−1 =
0.25 eV. Temperatures from 100 K
(purple) to 350 K (red) in 50 K in-
crements.
Figure 2.7 – Energy spectrum of two-particle excitations. The
ground state |0〉 represents a state, in which all electrons are in
the valence bands. The appearance of a “particle” on any of the
depicted energy levels describes the creation of an electron-hole
pair. The solid lines correspond to excitonic bound states, while
excitations that reach the shaded continuum are normal interband
transitions. The lower panel shows the same scenario for an ex-
citonic binding energy larger than the gap. See text for further
details.
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Figure 2.8 – From left to right: the schematic band structure of an excitonic insula-
tor in the two-particle representation; density of states against energy; joint densities
of states for each of the available transitions; possible optical absorption spectrum.
The original ground state (red line, |0〉) will define zero energy. Under the two-
particle representation it can be considered a discrete state. The two excitonic states
are at E1 and E2. The JDOS is plotted for all possible pairings of initial and final
states, except for the continuum (black-colored states). Broad solid-colored curves
represent transitions from discrete states of the respective color to the continuum;
narrow peaks with alternating dashing represent transitions between discrete states
of the respective colors. To obtain the absorption spectrum, one must weigh all
terms illustrated in the JDOS plot with a proper function of the filling factors and
transition matrix elements. An example result is shown, with the black curve illus-
trating only transitions to the continuum and the red curve also taking into account
transition between discrete states. All possible features are marked by dashed lines
with energies at which they occur.
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momentum of a photon and study only the line K = 0. Disregarding for the moment
the excitonic bound states, the density of states on this line will actually match the
joint density of states (JDOS), integrated over the Brillouin zone and summed over all
pairings of valence and conduction bands. If the excitonic states are now also taken
into consideration, the JDOS will be augmented by a series of available states below
the continuum. It is precisely this set of states that gives rise to the absorption spectra
in, say, Cu2O (Fig. 2.2) below the absorption edge of the band gap.
The excitation of excitons from the ground state is well studied and I will not
discuss this in much detail. Instead I will consider a scenario, where the lowest and,
possibly, the second lowest excitonic subband lies below the ground state (obviously,
in this case, the term “ground state” will only loosely be applicable), as shown in the
bottom panel of Fig. 2.7.
Strictly speaking, it isn’t particularly important, how the discrete levels, i.e. the
two excitonic levels and the ground state, are ordered. What matters, is how they are
occupied and which transitions between them are allowed. If in the example of Cu2O
all electrons can be assumed to lie in the ground state, in the case of an excitonic band
below the ground state, we can assume that some, but, importantly, perhaps not all,
electrons will occupy the lowest excitonic band and, maybe, the next one above it, if it
is also energetically favorable. The qualitative result of two additional discrete states
appearing at energies below the original ground state is illustrated in Fig. 2.8.
Naturally, this interpretation is mutually exclusive with strong exciton-phonon in-
teraction or, for that matter, with Frenkel excitons in general. To apply this inter-
pretation, one has to assume free excitons of the Mott – Wannier flavor that can be
described by Bloch functions, rather than the localized excitations, covered in the
preceding section.
2.5 Current studies of the excitonic insulator
Mott [49] predicted that in some crystals a smooth change in the band gap may lead to
a discontinuous change in the free carrier concentration. In the single-particle model
at 0 K there are, of course, no charge carriers for positive values of Eg. As the gap is
closed and made negative, for example, by external pressure, charge carriers will start
to appear at Eg = 0. Mott, however, explained, that in the neighborhood of Eg = 0,
where the carrier concentration would be very small, electrons and holes would form
bound states and would not participate in charge transport. In other words, at low
temperatures, the semiconductor is separated from the semimetal by a new electronic
phase. Besides that, not only is electrical conductance inhibited by the binding of
negative-charged electrons to positive-charged holes, but Knox [12] also remarks, that
if the binding energy of an exciton is larger than the band gap, the normal ground
state (filled valence band) is unstable against the formation of excitons. In that case
at sufficiently low temperatures even a semiconductor with a small, but positive gap
will have a ground state different from a completely filled valence band and empty
conduction band, which will, nonetheless, be insulating. Continuing to decrease the
gap would introduce more and more new charge carriers up to a point, where they would
exist in sufficient numbers to create a Thomas – Fermi type screening of the Coulomb
interaction. This kind of potential does not necessarily support bound states, and the
concentration of free charge carriers would abruptly increase. Subsequently, several
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Figure 2.9 – Discontinuity in the dc conductivity
of an excitonic insulator at the critical tempera-
ture, as predicted by Jerome et al [4]
further theoretical studies considering this scenario appeared [1–4, 7].
Keldysh and Kopaev [1] considered an isotropic semimetal with a small negative
direct gap, and predicted that the band structure would reconstruct, leading to an
insulating state, but with an energy spectrum similar to that of a superconductor,
including the appearance of an “excitation gap” similar to the superconducting gap.
They also predicted a decrease of this gap with increasing carrier concentration, ex-
pecting a restoration of the semimetal at finite temperatures. Kozlov and Maksimov [2]
extended this approach to noncoinciding band vertices and positive band gaps. They
arrive at qualitatively similar results and, expectedly, predict the disappearance of the
gap at a certain critical value of the positive band gap.
Although the bound pairs of charge carriers are charge neutral, and their
superconductor-like condensation should not lead to dissipationless currents or
macroscopic effects such as the Meissner effect, they are expected to show certain
signs of superfluidity. In a further study Kozlov and Maksimov [3] suggested that this
novel electronic phase could support a dissipationless thermal current. However, this
claim was challenged in later studies [4, 11].
Similar to preceding works, Je´rome et al theoretically studied the ground state
of this phase of matter, that they termed an excitonic insulator (EI), in a BCS-like
treatment. The authors pointed out differences between the EI and a superconductor,
particularly concerning the long-range order in the system. The superconductor shows
off-diagonal long-range order of the two-particle density matrix:
〈r′1r′2|ρ2|r1r2〉, (2.5.1)
which is non-vanishing for |r1 − r′1| → ∞ if r1 ≈ r2 and r′1 ≈ r′2. The same does
not hold for the EI, where this matrix element is non-zero for large separations only
if r1 ≈ r′1 and r2 ≈ r′2. Je´rome et al eventually find, that the diagonal order as a
function of r2− r1 will have a periodicity characterized by the reciprocal lattice vector
w, where w is the separation of the vertices of the valence and conduction bands.
Without placing any restrictions on w, they did not, however, explicitly consider the
case of w = 0. In the same work the dc conductivity of a hypothetical EI was derived
and predicted to experience a discontinuity at the critical temperature of the phase
transition to the normal state (Fig. 2.9).
Keldysh and Kozlov [9] further presented an analysis, demonstrating that excitons,
particularly those with equal hole and electron masses, can be regarded as bosons in a
Figure 2.10 – Model phase diagram of the excitonic insu-
lator in the energy gap – temperature plane. The EI phase
(shaded gray areas) terminates at gap values equal to the ex-
citon binding energy. For an isotropic material it should per-
sist for large band overlap (lighter gray area), but as Zittartz
shows [5], terminates abruptly under anisotropy at a certain
value of overlap.
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Figure 2.11 – The pressure-
dependent dc resistivity of
TmSe0.45Te0.55. Data from
Ref. 13.
weakly non-ideal Bose gas. Taking the exciton’s mass to be approximately the free elec-
tron mass or less, and assuming concentrations on the order of 1017 – 1018 cm−3 (both
realistic assumptions in typical semiconductors), the critical temperature of Bose –
Einstein condensation is of the order of 100 K. The possibility of observing a BEC
at such high temperatures is rather intriguing. Moreover, it is conceivable, that a
crossover from a BEC to a BCS-type condensate could be also observed, by tuning
some external parameters (e.g. tuning the energy gap by external pressure).
Zittartz, in a series of papers [5, 6, 10], discusses the possibility of an EI phase
in more realistic systems that include anisotropic effective masses and the presence of
impurities. It is found that anisotropy is particularly important on the semimetallic side
of the phase diagram of an EI due to non-coinciding Fermi surfaces of the valence and
conduction band (the case of anisotropic bands, but with coinciding Fermi surfaces is
not considered). Unlike the isotropic case, considered in [2], where a finite gap persists
for an arbitrarily large band overlap, an anisotropic semimetal has a sharp cutoff at a
certain negative value of the band gap, beyond which an EI is not possible (Halperin
and Rice confirm the same in [7], see also Fig. 2.10). Normal impurities are found
to have a pair-breaking effect, much like magnetic impurities in a superconductor.
At high concentrations, the normal state is retained down to absolute zero, while for
intermediate concentrations the conductivity is suppressed, but not fully eliminated.
In spite of the sound theoretical basis, experimental observations were not so forth-
coming. Theorists suggested divalent metals and the group V semimetals as candidates
for an EI state [4], but an experimental confirmation was not found. Another direction
of search has been among bilayer structures [51], such as 2D quantum wells in magnetic
fields. Of bulk materials, the most promising candidates to date are TmSe0.45Te0.55 and
1T -TiSe2 ([13] and [52], respectively).
The rare-earth chalcogenide, TmSe0.45Te0.55 at ambient conditions is an indirect
narrow-gap semiconductor. Neuenschwander and Wachter [53], performing pressure-
Figure 2.12 – Reproduction from Ref. 50. A simpli-
fied band structure for TmSe0.45Te0.55 under ambient
pressure and at 5 kbar is shown. Applying pressure
lowers the minimum of the 5d conduction band along
with the underlying excitonic level. At 5 kbar the gap
is sufficiently reduced, so that emission or absorption
of a Γ-X phonon can create a 4f -5d exciton with no ad-
ditional energy (the energy of the phonon is neglected).
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Figure 2.13 – The tempe-
rature-dependent dc resis-
tivity of 1T -TiSe2. Data
from Ref. 52.
dependent transport measurements observed, that while at ambient temperature the
material responds to pressure by an exponential decrease in its resistivity, consistent
with a linear reduction of the band gap, at low temperatures the pressure dependent
resistivity is non-monotonic, reaching a local maximum, when the band gap is reduced
to about a third of its initial size (Fig. 2.11). Capitalizing on this study, Bucher et
al [13], performed magnetotransport measurements, associating the rise in resistivity
with an increase of the Hall constant. This increase, they argued, was due to reduction
in charge carrier concentration, occurring as excitons formed and no longer contributed
to charge transport. Pushing the gap to negative values by further increase of pressure
led to a growth of the free charge carrier density, screening the Coulomb interaction
between electrons and holes and destroying the excitonic phase, leaving the system in
a metallic state with much higher conductivity. The transition mechanism from the
semiconducting state to the EI is illustrated in Fig. 2.12.
1T -TiSe2 is well known to demonstrate a commensurate charge density wave
(CDW) [54]. Early studies [55–58] did not yield unambiguous results, as to the size of
its band gap (positive or negative). However, the possibility of an EI phase was
considered already in [57, 58]. A more recent optical study [52], employing reflectivity
measurements, compared against dc transport measurements (Fig 2.13) claims the
formation of a narrow gap, as a 2 × 2 × 2 superlattice is formed. However, the
conductivity of the compound is not altogether eliminated, as a number of free charge
carriers remain. This is attributed to a small excess of titanium atoms in the
crystal [59], which upon further cooling enhance the conductivity due to reduced
scattering. Perhaps the most convincing arguments for the EI phase come from recent
high-resolution ARPES studies supported by theoretical calculations [14, 60–63]
within a model built on the BCS-like approach of Je´rome et al, but extended to three
dimensions with anisotropic band dispersion [61]. The results of the photoemission
experiments are briefly summarized in Fig. 2.14.
It’s worth pointing out, that TiSe2 is but one of a large family of transition-metal
dichalcogenides (TMDCs). Chemical substitution is another approach to fine tune a
system’s parameters to the desired value. For example, in TiS2, where selenium is
replaced by the more electronegative sulphur, a band gap opens, while going the other
way and replacing selenium with tellurium increases the band overlap. In general, as the
electronegativity of the chalcogene is increased, the hole-like p-band of the chalcogene
tends downwards, increasing the gap. A similar observation is made for the TaX2
(X = S, Se,Te) series, however the d-band of Ta strongly overlaps the chalcogenes’
p-bands in all cases, giving these compounds a metallic character [59]. In this family
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Figure 2.14 – (a–c) Loosely after the sketch in [14], describing the process of band
hybridization and backfolding. (a) Sketch of the high-temperature band structure
in 1T -TiSe2. Electron pockets exist at three symmetry-equivalent positions of the
Brillouin zone (the M-point is shown), a hole pocket is at the Γ-point. The conduc-
tivity is primarily p-type, because of the much smaller effective hole mass. (b) The
onset of a 2×2 superlattice leads to a backfolding of the Brillouin zone, bringing the
electron pockets to the Γ-point. (c) Electron-hole interaction mixes the valence and
conduction bands, and opens a gap, distorting and flattening the bands’ extrema.
Although not a general rule, the hybridized band structure in this particular sketch
allows only for n-type conductivity, as is experimentally observed in [14]. (d–g)
Photoemission intensity maps from ARPES measurements on 1T -TiSe2. Data taken
from [60]. (d, e) Intensity maps near the Γ-point at 250 K and 65 K, respectively.
The momentum is along the ΓM direction. (f, g) Same as (d, e) but for the M-point.
The changes in the band structure, particularly at the M -point, largely mirror the
changes illustrated in the sketch. The 250 K map (f) shows only the Ti 3d band
without obvious distortions, while at low temperatures (g) the backfolded Se 4p band
appears. The intensity at the minimum of the Ti 3d band is also slightly reduced.
Note also a “truncation” of the bands at the Γ-point.
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Figure 2.15 – (a) a single unit cell of Ta2NiSe5 (Ta2NiS5), viewed along the [100]
direction, showing the double-layer structure with the polyhedra of chalcogenide
atoms coordinating Ta and Ni highlighted; (b) several repetitions of one layer along
the a-axis, showing the chains of Ta and Ni.
TiSe2 stands out, because of almost matching valence and conduction band extrema,
providing the most favorable conditions for the EI state. In the rare earth chalcogenides
the situation is quite different. Although, like in the TMDCs, increasing the mass of
the chalcogene shifts the p-band upwards, it is still several electron-volts below the
Fermi level. Instead, the main processes occur as a result of the interplay of the 4f 13
and 5d levels. In TmS the 5d band crosses the Fermi level, giving a metal, while
the very narrow 4f 13 level lies above and is unoccupied. In TmSe the 5d band is
somewhat narrower, but still crossing the Fermi level, while the 4f 13 band now lies
slightly below the Fermi level and overlaps with the 5d band. This leads to a hybridized
conduction band of 4f 13 − 4f 125d character. Finally, TmTe is a semiconductor with a
300 meV gap, having an occupied 4f 13 band with essentially no width and an empty
5d band [50]. The specific case of TmSe0.45Te0.55, on which Wachter and collaborators
performed the majority of experiments, is a semiconductor with a gap of 110 meV,
where the close proximity of the 4f 13 and 5d levels allows for some hybridization to
occur and gives the 4f 13 level a band width of some tens of meV. The holes, as a result,
are somewhat mobile, although limited by a very large effective mass. To summarize,
chalcogene substitution proves to be an extremely powerful method to design materials
with desired properties.
It should be noted, that early theoretical models did not account for the coupling
between excitons and phonons, but from the example of TmSe0.45Te0.55, where the
formation of excitons is accompanied by an increase in the lattice constant, the presence
of exciton-phonon interaction is quite explicit. The CDW in 1T -TiSe2 has also been
interpreted as a structural instability, or a combination of the excitonic and structural
instabilities [64]. In both compounds the k-space separation of the conductance band
minimum (valence band maximum) also means, that the formation of an exciton is
necessarily accompanied by the absorption or emission of a phonon with an appropriate
momentum.
2.6 The case of Ta2NiSe5
I finally turn to the topic of this thesis, the ternary chalcogenide Ta2NiSe5. Much like
with the TMDCs and the rare earth chalcogenides, this compound will not be discussed
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separately from the related Ta2NiS5. Ta2NiSe5 and Ta2NiS5, first synthesized in single-
crystalline form by Sunshine and Ibers, both form very similar layered structures with
four formula units per cell [65, 66]. Ta and Ni ions form roughly rectangular edge-
sharing plaquettes with Ta ions at the corners and Ni ions in the center, forming
chains in the a-axis. Each Ta ion is coordinated by an octahedron of chalcogene atoms
(Se or S), while Ni is coordinated tetrahedrally (see Fig. 2.15).
The formal valencies were expected to be Ta4+ (5d1), Ni2+ (3d8), X2− (p6)
(X = S, Se), which would give a metal and, possibly, a CDW instability. Contrary
to that, neither was observed. Instead, early studies had shown this material to
behave more like a narrow gap semiconductor and found no evidence of a CDW [66].
An alternative formal oxidation state, such that Ta5+ (5d0), Ni0 (3d10) was
considered [67], though deemed unlikely. Ta2NiSe5 and Ta2NiS5 have almost identical
crystal structures, with space groups C2/c and Cmcm, respectively. The former
differs from the latter by slight differences in bond lengths and by a monoclinic angle
β = 90.53◦. At 328 K, however, Ta2NiSe5 undergoes a structural transition, which
lifts this distortion and places it into the Cmcm space group. Both compounds have
a direct gap.
Recently Ta2NiSe5 was considered as an EI [15]. In this work X-ray photoemission
spectroscopy (XPS) measurements suggested a resolution to the unresolved question
of the oxidation states of the Ta and Ni ions. XPS data indicated the formation of
a singlet state of two holes and two electrons on the Ni ion and two neighboring Ta
atoms, corroborating the EI description. In the same study, ARPES measurements
uncovered a flattening of the valence band top at low temperatures (Fig. 2.17) in a
manner reminiscent of 1T -TiSe2.This was interpreted as the result of the hybridization
between the Ta 5d conduction band and the Ni 3d – Se 4p valence band. The lowering
of the symmetry of the lattice from the orthorhombic Cmcm to C2/c at 328 K was
deemed a concomitant of the transition to the EI state, indication the importance of
exciton-phonon (electron-phonon) interaction, much like in previously studied candi-
dates for the EI state. At the same temperature transport measurements [16, 36] show
an anomaly in the resistivity (inset in Fig. 2.16), similar to the theoretical prediction,
as in Fig. 2.9.Kaneko et al [18] offered a rigorous theoretical treatment of the system in
a three-chain Hubbard model, starting from a DFT calculation of the band structure
and, on the basis of these results, solving for a Hamiltonian involving electron-hole
and electron-phonon interactions. Their results gave strong evidence, that the mono-
clinic distortion was driven by the EI transition.As could be expected for a direct gap
material, no CDW was predicted to occur.
The precise nature of charge-lattice interactions in Ta2NiSe5 is expected to be radi-
cally different from both 1T -TiSe2 and TmSe0.45Te0.55. Firstly, Ta2NiSe5 is a direct gap
semiconductor, so phonons are not necessary to form excitons. Secondly, the electron
and hole are spatially separated: the hole forms on the Se-4p band, while the electron
resides in the Ta-5d band. This can be expected to reduce recombination rates, un-
like in TmSe0.45Te0.55, where the electron and hole are on the Tm 5d and 4f bands,
respectively. Indeed, in this material phonons may even serve to provide a dynamical
screening of the local Coulomb attraction, stabilizing the spin-singlet excitons. The
absence of a CDW and the consequent backfolding of the Brillouin zone simplify the
description and study of the compound. The unique combination of these favorable
conditions allows regarding Ta2NiSe5 as a model EI system.
On the other hand, Ta2NiS5 is scarcely considered in the literature. Tentative trans-
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Figure 2.16 – The temperature-dependent dc conductivity of Ta2NiSe5 for current
parallel to the Ni chains (along the a-axis). Data from [36]. The author gratefully
acknowledges the permission of H. Takagi and collaborators to present these data.
(a) Log-plot of the resistivity vs. temperature. Inset shows the corresponding con-
ductivity around the transition temperature. Note the kink, marked by the arrow,
reminiscent of the discontinuity, as predicted by Je´rome et al and shown in Fig. 2.9.
(b) Arrhenius plot for the same dataset, highlighting the anomaly at 328 K. The
slowly-changing region between 100 and 200 K indicates a gap width of roughly
2× 103 K.
Figure 2.17 – Second energy derivative map of the photoemis-
sion data, as presented in [15]. Measurements done on Ta2NiSe5
at 40 K. The x component of the momentum refers to the direc-
tion parallel to the Ni chains. Especially notable is the distinctly
non-parabolic character of the two band maxima.
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port measurements [36] do not demonstrate the anomaly in resistivity that is seen in
Ta2NiSe5. Indeed, as selenium is substituted with sulphur, the peak in the Arrhenius
plot shifts to lower temperatures, decreasing in magnitude, eventually vanishing com-
pletely [17, 36]. This can be a consequence of the increased band gap arising from
the more electronegative chalcogene, just like in the TMDCs. Even if the EI state
is eliminated, this should not necessarily preclude excitonic effects altogether; as re-
searchers study the non-superconducting parent compounds of superconductors, or, as
was the case for the TMDCs and the TmX family of chalcogenides, I likewise expect
measurements of Ta2NiS5 to provide additional insights into the common physics of
the two related compounds.
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Chapter 3
Methods and experimental facilities
3.1 Introduction
Studying the interaction of light and matter is a technique with a longer history, than
one might imagine at first. Our ancestors have been constructing simple lenses as early
as ca. 700 BC and already in the 3rd century BC Euclid wrote about the reflection and
refraction of light. The deduction of the Fresnel equations pointed out a link between
the reflectivity of a material’s surface and its internal properties through a quantity
now known as the (complex) index of refraction. Fresnel’s equations are arguably even
more relevant to the principal experimental method employed in the course of this
thesis, spectroscopic ellipsometry, a technique first described by Paul Drude in the late
1880s [68, 69] and pioneered in a series of his experimental works [70–73].
Ellipsometry is in a way an extension of reflectance spectroscopy, however there are
several important differences. Reflectance spectroscopy requires illuminating samples
at near-normal angles of incidence, measuring the frequency- or wavelength-dependence
of the intensity of reflected light, comparing the measured intensity to the intensity of a
reference measurement (typically obtained by sputtering gold onto the measured sam-
ple’s surface and repeating the reflectivity measurement under the same conditions),
obtaining the reflection coefficient vs. frequency, and, finally, with a Kramers – Kronig
transformation, obtaining the complex-valued dielectric function.
Spectroscopic ellipsometry, on the other hand, illuminates a sample with light of a
known polarization at a grazing angle of incidence (60◦ – 90◦and usually close to the
Brewster angle) and measures the change in the state of polarization upon reflection.
In the simplest case the incident beam is linearly polarized, with equal intensities in the
p and s components. The reflected beam is generally elliptically polarized; measuring
its state of polarization allows immediate extraction of two real quantities: the relative
attenuation upon reflection of p- and s-polarized light and their relative phase shift.
This turns out to be sufficient, as will be shown in greater detail below, to extract the
complex-valued dielectric function of a material without the need for Kramers – Kronig
transformations. Moreover, there is no need for a reference measurement, which makes
ellipsometric measurements considerably easier to reproduce.
In this chapter I will lay down a theoretical framework behind the method of el-
lipsometry, by starting with the problem of light reflection at oblique incidence. I will
then introduce the notation of Jones vectors and matrices used to describe polarized
light. The broad topic of practical ellipsometer designs and their operation will be dis-
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cussed, including a treatment of possible sources of experimental errors. In the course
of this discussion I will also give an overview of the software developed in the course
of my work for the purpose of handling these errors and combining multiple datasets
covering different spectral ranges. As the end-result of an ellipsometric measurement
is a dielectric function, I will conclude by giving an overview of its properties and cover
the subject of its interpretation and relation to the microscopic physics of a material.
3.2 Fresnel’s equations for anisotropic media
I will begin by presenting an analytical solution of a problem which is the core physical
process in an ellipsometric experiment: light reflection from an interface between two
media at a grazing angle of incidence. The problem is defined solely by the properties of
a material with respect to electromagnetic radiation. The linear response of a material
is described by the optical matrix
Mˆ =
(
εˆ ρˆ
ρˆ′ µˆ
)
, (3.2.1)
where εˆ and µˆ are the well-known dielectric permittivity and magnetic permeability
tensors, respectively. The tensors ρˆ and ρˆ′ occur less often in the literature, but describe
magnetoelectric activity, i.e. electric field inducing magnetic fields, or vice versa. Thus
Mˆ relates the electric and magnetic fields (E,H) with the auxiliary fields (D,B):(
D
B
)
= Mˆ
(
E
H
)
. (3.2.2)
Within the scope of this thesis I dealt with (nearly) orthorhombic and anisotropic
samples without magnetic activity. They are characterized by an optical matrix of the
form
Mˆ =
(
εˆ 0
0 Iˆ
)
; εˆ =
εx 0 00 εy 0
0 0 εz
 , (3.2.3)
where Iˆ is the 3 × 3 identity matrix. Although this problem has been tackled by
Drude [68], his derivation is rather complicated, in part, because at that time the
concept of luminiferous aether was still accepted by physicists. Berreman [74] presents
a detailed description of this problem for a wide range of optical matrices in a more
modern notation. Below I list only the essential steps relevant to my case.
To approach this problem we need to solve Maxwell’s equations presented below in
Gaussian1 units and block-matrix form:(
0ˆ curl
−curl 0ˆ
)(
E
H
)
=
1
c
∂
∂t
(
D
B
)
, (3.2.4)
where 0ˆ is a 3× 3 zero matrix, and
curl =
 0 − ∂∂z ∂∂y∂
∂z
0 − ∂
∂x
− ∂
∂y
∂
∂x
0
 (3.2.5)
1Gaussian units are convenient here, since Mˆ becomes dimensionless, while E, H, D, and B all
become dimensionally equivalent. However, the use of Gaussian units is restricted to this Section,
while SI units are employed elsewhere.
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x
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z
ki kr
kt
Figure 3.1 – Frame of reference used in the calculations of this Section. Blue arrows
are the coordinate axes, intersecting at the origin. ki,kr,kt are the wavevectors of
the incident, reflected, and refracted waves, respectively and all lie in the plane of
incidence (xz). The gray cuboid refers to the medium described by Eq. (3.2.3) and
is bounded by the z = 0 plane. The half-space z < 0 is taken as vacuum and its
optical matrix is the 6× 6 identity matrix. Note that the x components of all three
wavevectors are equal to ξ, as in Eq. (3.2.8).
is the 3 × 3 operator matrix for the curl operator. Maxwell’s equations can further
be shortened by denoting the 6× 6 operator matrix on the left-hand side as Rˆ, the 6-
component electromagnetic field (E,H)T as G, the 6-component auxiliary field (D,B)T
as C:
RˆG = c−1∂C/∂t. (3.2.6)
Next, we use the relationship between the electromagnetic and auxiliary fields MˆG = C
(3.2.2) and employing the principle of superposition consider a monochromatic elec-
tromagnetic wave by replacing G = Γe−iωt where Γ is independent of time, allowing
cancellation of the time-dependent phase multipliers:
RˆΓ = −iωMˆΓ/c. (3.2.7)
Having carried out these transformations, we apply the conditions of our specific
problem: we are interested in finding a non-trivial solution containing an incident
electromagnetic wave in the z < 0 half-space propagating towards a boundary between
two different media at z = 0 with the direction of propagation lying in the first quadrant
of the xz plane. This particular frame of reference is shown in Fig. 3.1. We consider
the optical properties of the media in each half-space to be uniform, i.e. Mˆ is a step-like
function of only z. This means that the solution for Γ has a form of Γ(z)eiξx and the
curl operator is reduced to  0 − ∂∂z 0∂
∂z
0 −iξ
0 iξ 0
 . (3.2.8)
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This leads to six equations, only four of which are differential:
−ic
ω
∂Γ5
∂z
= M1jΓj
ic
ω
∂Γ4
∂z
= M2jΓj − cξ
ω
Γ6
−cξ
ω
Γ5 = M3jΓj
ic
ω
∂Γ5
∂z
= M4jΓj
−ic
ω
∂Γ5
∂z
= M5jΓj +
cξ
ω
Γ3
−cξ
ω
Γ2 = M6jΓj. (3.2.9)
General solutions for arbitrary Mˆ are discussed in [74]. From this point I consider only
a diagonal and non-magnetic optical matrix. Then, by eliminating Γ3 and Γ6 we reach
the following differential matrix equation:
ic
ω
∂
∂z

−Γ5
Γ4
Γ2
−Γ1
 =

0 0 0 −εx
0 0 εy − c2ξ2ω2 0
0 1 0 0
c2ξ2
εzω2
− 1 0 0 0


−Γ5
Γ4
Γ2
−Γ1
 , (3.2.10)
where for convenience Berreman suggests a reordering of the components to
(Γ1,Γ5,Γ2,−Γ4)T . Recalling that Γi is the complex amplitude of Ex,y,z or Hx,y,z,
dependent only on z, and independent of time, x, or y, I can rewrite:
∂Ψ
∂z
=
iω
c
∆ˆΨ (3.2.11)
where Ψ = (Ex, Hy, Ey,−Hx)T and
∆ˆ =

0 1− c2ξ2
εzω2
0 0
εx 0 0 0
0 0 0 1
0 0 εy − c2ξ2ω2 0
 . (3.2.12)
Finally, assuming a vacuum in the z < 0 half-space (i.e. Mˆ(z < 0) ≡ Iˆ, the 6×6 identity
matrix), c2ξ2/ω2 reduces to sin2 θ, where θ is the angle of incidence. The differential
matrix equation is solved by finding the four eigenvalues of ∆ˆ:
qi =
√εx(εz − sin2 θ)
εz
,
√
εy − sin2 θ,−
√
εx(εz − sin2 θ)
εz
,−
√
εy − sin2 θ
 (3.2.13)
and the corresponding eigenvectors (listed as columns):
Ψi =

1 0 1 0√
εxεz√
εz−sin2 θ
0 −
√
εxεz√
εz−sin2 θ
0
0 1 0 1
0
√
εy − sin2 θ 0 −
√
εy − sin2 θ
 (3.2.14)
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If we now include the x- and time-dependence in the solution, which have so far been
omitted, the general (although restricted to a specific frequency and angle of incidence)
solution will be given by the expression
Ψ(x, y, z, t) = exp(i
ω
c
x sin θ − iωt)
4∑
j=1
Cj exp(i
ω
c
qjz)Ψj (3.2.15)
in the z > 0 half-space. Replacing εx, εy, εz with unity will yield the solution for the
z < 0 half-space. From Ψ = (Ex, Hy, Ey,−Hx)T and the signs of the eigenvalues it is
clear that the first two eigenvectors correspond to forward-propagating (in the sense
of the direction along the z-axis) waves, and the last two to backward propagating
waves. Also the 1st and 3rd vectors correspond to p-polarized light, while the 2nd and
4th vectors correspond to s-polarized light. The p and s components are independent
of each other, therefore the boundary condition of Ψ(−0) = Ψ(+0) can be satisfied
independently for each component.
Now note, that in the problem of reflection on a boundary between two half-spaces
we are to expect for z < 0 two incident waves (p- and s-polarized), whose amplitudes
we will take to be known and equal to unity, and two reflected waves with so far
unknown amplitudes rp and rs. For z > 0 there will only be the forward-propagating,
refracted p- and s-polarized waves with also unknown amplitudes tp and ts. Omitting
the x-coordinate and temporal dependences which are the same for all waves and
considering only z = ±0 we can write the equation for the boundary conditions:
Ψ(−0) =

1
cos−1 θ
0
0
+

0
0
1
cos−1 θ
+ rp

1
− cos−1 θ
0
0
+ rs

0
0
1
− cos−1 θ
 , (3.2.16)
Ψ(+0) = tp

1√
εxεz√
εz−sin2 θ
0
0
+ ts

0
0
1√
εy − sin2 θ
 . (3.2.17)
This decouples to two systems:
1 + rp = tp
1− rp = tp cos θ
√
εxεz√
εz − sin2 θ
, (3.2.18)
1 + rs = ts
1− rs = ts cos θ
√
εy − sin2 θ, (3.2.19)
leading to the solution
rp =
√
1− sin2 θ
εz
−√εx cos θ√
1− sin2 θ
εz
+
√
εx cos θ
(3.2.20)
rs =
√
εy − sin2 θ − cos θ√
εy − sin2 θ + cos θ
. (3.2.21)
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We can now express an important quantity, the complex reflectance ratio ρ in terms of
the dielectric function:
ρ =
rp
rs
=
√
1− sin2 θ
εz
−√εx cos θ√
1− sin2 θ
εz
+
√
εx cos θ
·
√
εy − sin2 θ + cos θ√
εy − sin2 θ − cos θ
. (3.2.22)
ρ is significant for being the quantity directly measured by an ellipsometer. In the case
of an isotropic dielectric tensor (εx = εy = εz = ε) ρ takes the form:
ρ =
√
ε− sin2 θ − ε cos θ√
ε− sin2 θ + ε cos θ
·
√
ε− sin2 θ + cos θ√
ε− sin2 θ − cos θ
, (3.2.23)
which is easily inverted with respect to ε:
ε = sin2 θ
(
1 +
(
1− ρ
1 + ρ
)2
tan2 θ
)
. (3.2.24)
This quantity is known in ellipsometry as the pseudodielectric function. For isotropic
and non-magnetic materials it coincides with the actual dielectric function. Its relation
to the components of an anisotropic dielectric tensor will be discussed further in the
chapter.
3.3 Jones vectors and matrices
We have just related the dielectric tensor εˆ of a material to the complex reflectance
ratio ρ. In this Section I shall introduce an accepted notation for describing polarized
light and its interaction with optical elements with the eventual goal of relating the
states of polarization of two electromagnetic waves, one incident at an interface, the
other reflected from it, through the quantity ρ.
Let us consider a monochromatic, plane, and fully-polarized electromagnetic wave
propagating in the positive z-direction with angular frequency ω. Such a wave, regard-
less of the exact state of polarization, can be described as a superposition of two waves
of orthogonal polarizations, such as x- and y-polarized waves:
Ex(r, t) = Ex0 cos(ikz − iωt+ iδx); Ey(r, t) = Ey0 cos(ikz − iωt+ iδy), (3.3.1)
where Ex0 and Ey0 are their amplitudes and δx and δy are their phases at zero time
and coordinate. As the intensity I0 = E
2
0 = E
2
x0 + E
2
y0 is not relevant to the state of
polarization, nor is the absolute value of the phase observable, the state of polarization
can be described by just two independent parameters: the ratio of amplitudes Ex0/Ey0
and the relative phase-shift between the waves δx − δy.
In order to describe the state of polarization an accepted convention is the usage
of ellipsometric angles Ψ and ∆, as proposed in Drude’s original work [68]2.They are
defined as
tan Ψ = Ex0/Ey0; ∆ = δx − δy. (3.3.2)
2More specifically, Drude used the quantities Ψ and ∆ to describe the ratio rs/rp. It is quite
common to find in the literature the symbols Ψ and ∆ used interchangeably for both the complex
reflectance ratio, by setting ρ = tan Ψei∆, and for the state of polarization of an electromagnetic wave,
as is used in this Section. This usage will be restricted only to this Section. In all following Sections
I shall, conversely, use Ψ and ∆ exclusively for ρ.
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Their meaning is illustrated in Fig. 3.2. The equations (3.3.1) can be then rewritten
as
Ex(r, t) =
√
I0 sin Ψ cos(ikz − iωt+ i∆),
Ey(r, t) =
√
I0 cos Ψ cos(ikz − iωt), (3.3.3)
where a non-observable offset to the absolute phase of both components is omitted by
setting δy = 0, δx = ∆.
Figure 3.2 – A parametric plot of
~E(t, r = 0) as perceived when looking
in the direction of the propagation of
the wave, illustrating the meaning of
the ellipsometric angles Ψ and ∆.
A convenient shorthand notation to describe
polarized light and its interaction with optical el-
ements involves the usage of Jones vectors and
matrices:(
Ex(r, t)
Ey(r, t)
)
=
√
I0Re
[(
sin Ψei∆
cos Ψ
)
eikz−iωt
]
.
(3.3.4)
The vector in brackets on the right side of the
equation is the normalized Jones vector which
is sufficient to fully describe the state of polar-
ization. In this way a Jones vector of (1, 0)T
would describe light linearly-polarized along the
x-axis, (0, 1)T would do the same for the y-axis,
more generally, a vector of (cosα, sinα)T would
be valid for light linearly polarized along a direc-
tion at an angle of α to the x-axis. Vectors of the
form (±i/√2, 1/√2)T would then describe light of
right- or left-handed circular polarizations. The
interaction of light with optical elements, such as
polarizers or mirrors can be described by 2 × 2
Jones matrices, assuming that the interaction is
not accompanied by depolarization:(
Ex
Ey
)
1
=
(
J1 J2
J3 J4
)(
Ex
Ey
)
0
, (3.3.5)
where the indices 0 and 1 denote the waves before and after interaction, respectively.
I omit the exponent containing the phase and the multiplier for intensity as in ellip-
sometry only the state of polarization is of concern. For example, the Jones matrix for
a linear polarizer transmitting only x-polarized light would be
Jˆ =
(
1 0
0 0
)
, (3.3.6)
or for y-polarized light
Jˆ =
(
0 0
0 1
)
. (3.3.7)
A linear polarizer with its azimuth at an arbitrary angle α to the x-axis would be
represented by a Jones matrix
Jˆ =
(
cos2 α cosα sinα
cosα sinα sin2 α
)
(3.3.8)
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Figure 3.3 – The frames of reference used to describe the act of specular reflection
with Jones matrices. θ is the angle of incidence.
In all cases I omit the possible uniform attenuations and phase shifts caused by po-
larizers because, as stated, only their effect on the state of polarization is of concern.
Finally, Jones matrices can be used to describe the act of specular reflection:(
Exr
Eyr
)
=
(
J1 J2
J3 J4
)(
Exi
Eyi
)
(3.3.9)
The indices r and i mean the reflected and incident waves, respectively. Note that upon
reflection the direction of propagation changes, therefore it is helpful to describe the
incident and reflected waves in their own separate frames of reference as illustrated in
Figure 3.3. In these frames of reference Exi and Exr would represent the incident and
reflected p-polarized components of the light, while Eyi and Eyr would correspond to the
s-polarized part. As the Fresnel equations have shown, when a sample’s principal axes
are properly aligned, an incident p-polarized wave remains p-polarized after reflection,
as does an s-polarized wave3. In such cases the Jones matrix describing the act of
reflection would be diagonal with its first non-zero element being the complex Fresnel
amplitude reflection coefficient for p-polarized light rp and the second being the same
for s-polarized light, rs. In terms of the complex reflectance ratio ρ = rp/rs the above
equation can be rewritten as
rs
(
ρ sin Ψei∆
cos Ψ
)
=
(
rp 0
0 rs
)(
sin Ψei∆
cos Ψ
)
(3.3.10)
From which follows that if we know just the polarization states of the incident and
reflected beams, we can calculate ρ.
3.4 Ellipsometer design and experimental facilities
The conclusions of the previous two sections reduce a measurement of the pseudodielec-
tric function to determining the state of polarization of light reflected from the sample.
The state of polarization itself is not directly observable, however the intensity of light
3Strictly speaking, this does not hold for arbitrary crystals. Even though there always exists a
coordinate transformation that diagonalizes the dielectric tensor, in a real experiment it is only possible
to rotate the sample, which is insufficient, e.g., for triclinic lattices. However, for the orthorhombic
crystals studied in this work this statement is true.
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incident on the detector is. Inferring the state of polarization is possible by observing
the interaction of light with a polarizing element.
Thus, a minimal ellipsometer consists of at least the following components: a light
source, a polarizer, a sample to be studied, a rotating polarizer, termed the analyzer,
and a detector. This configuration is commonly referred to as PSAR, standing for
polarizer, sample, analyzer (rotating).
Following the calculations detailed in the previous sections we can write down the
Jones matrix describing the act of specular reflection from the surface of a crystal:(
rp 0
0 rs
)
= rs
(
ρ 0
0 1
)
,
where I shall define ρ = tan Ψei∆4. Now let the polarizer be transmitting light linearly
polarized in a plane at an angle of P to the plane of incidence. In the geometry
illustrated in Fig. 3.3 this would mean that light incident on the sample is described by
the Jones vector
√
I0(cosP, sinP )
T 5. I now let the analyzer similarly be set to an angle
A and find the intensity of light incident on the detector. This involves multiplying
the Jones’ vector in turn by the Jones’ matrices describing interaction with the sample
and the analyzer on the left-hand side:
J =
√
I0rs
(
cos2A cosA sinA
cosA sinA sin2A
)(
ρ 0
0 1
)(
cosP
sinP
)
, (3.4.1)
then finding |J2| = I(A), which after some rearrangement can be expressed as
I(A) = I0|r2s | cos2 P
tan2 Ψ + tan2 P
2
(1 + α cos 2A+ β sin 2A), (3.4.2)
where
α =
tan2 Ψ− tan2 P
tan2 Ψ + tan2 P
and β =
2 tanP tan Ψ cos ∆
tan2 Ψ + tan2 P
, (3.4.3)
and the replacements |ρ2| → tan2 Ψ and ρ + ρ∗ → 2 tan Ψ cos ∆ have been performed.
tan Ψ and cos ∆ are then easily found:
tan Ψ =
√
1 + α
1− α | tanP |; cos ∆ =
β√
1− α2 signP. (3.4.4)
Then in order to obtain the (pseudo)dielectric function it is simply necessary to measure
I(A, ω) in the spectral range of interest for several (but no less than four) values of
A, find, by fitting or by a discrete Fourier-transform, the frequency-dependent second
order coefficients α and β, and with those in hand, finally determine ρ and ε.
Having reduced the task to measuring several spectral distributions of intensity, I
must mention the apparatus and techniques commonly used. The typical light source
usually has a broad spectral range and is unpolarized. Commonly used are various
sources of thermal radiation, electric arc lamps or even relativistic electrons in a syn-
chrotron. In order to measure any frequency dependence, either a certain wavelength
4I remind the reader, that from henceforth Ψ and ∆ will be used exclusively to define the complex
reflectance ratio ρ, and not the state of polarization of light.
5Even though only the state of polarization is of concern, I shall not omit the coefficients for
intensity, as they will be useful later on to calculate possible experimental errors.
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Figure 3.4 – The homebuilt ellipsometer at the MPI-FKF. 1 – entrance port for
light from interferometer; 2 – 1st flat mirror (optionally replaced by compensator);
3 – 2nd flat mirror; 4 – 1st parabolic mirror; 5 – polarizer; 6 – cryolid, concealing the
sample; 7 – analyzer; 8 – 3rd flat mirror; 9 – 2nd parabolic mirror; 10 – exit port to
bolometer (visible bottom-left).
must be selected by a monochromator (single-wavelength spectroscopy), or the in-
coming radiation must be modulated by an interferometer, translating the frequency
dependence into a temporal profile (Fourier transform spectroscopy).
In this work the following experimental setups were used:
• The ellipsometer at the U4IR beamline of the National Synchrotron Light Source
(NSLS) at Brookhaven National Laboratory, USA. The ellipsometer is attached
to a Bruker IFS 66v/s Fourier transform spectrometer and uses the radiation
from the 850 MeV storage ring to cover a spectral range from 20 cm−1 (3 meV)
to 700 cm−1 (90 meV)6.
• The ellipsometer at the IR1 beamline of the ANKA synchrotron facility at the
Karlsruhe Institute of Technology, Germany. It is also attached to an IFS 66v/s
interferometer, however the storage ring operates at 2.5 GeV, putting the lowest
measurable frequencies somewhat higher, at about 50–100 cm−1 (6–12 meV).
• A nearly identical ellipsometer is situated at the MPI-FKF and is shown in
Fig. 3.4. It uses a Bruker Vertex 80v interferometer and a SiC globar and a
tungsten lamp as sources of thermal radiation to cover a spectral range from
350 cm−1 (45 meV) up to 9000 cm−1 (1.1 eV).
6At the time of writing the NSLS is no longer in operation, having been superseded by the new
synchrotron, NSLS-II.
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• A commercially available Woollam Variable-Angle Spectroscopic Ellipsometer
(VASE), with a xenon arc lamp providing broadband radiation between 0.5 eV
and 6.5 eV.
As can be seen from the formulae above, it is not ∆, that is directly determined,
but its cosine. This fact carries two complications: firstly, the sign of ∆ is not deter-
mined; secondly, where |cos ∆| is close to unity, small errors in determining the Fourier
coefficients α and β propagate to rather large errors in ∆. The choice of the sign of ∆
is a matter of convention, much like the choice of sign before the iωt term in the wave
equations. In the discussion above the signs and coordinate systems were consistently
picked such that for isotropic and optically-passive materials ∆ is expected to lie in
the range (−pi, 0). For certain values of an anisotropic dielectric tensor ∆ may also
be found in the (0, pi) range. Under other conventions the sign of ∆ may be reversed
and/or offset by pi to lie in the (0, 2pi) range. In any case, both complications may
be alleviated by introducing another optional optical component between the polarizer
and the sample, namely a compensator.
In our infrared ellipsometers, the compensators used are best described as halves
of a Fresnel rhomb, i.e. right-angled triangular prisms. Light would enter and exit the
prism through its catheti, undergoing total internal reflection from the hypotenuse that
introduces an additional phase shift ∆c between the p- and s-polarized components of
the beam. The phase-shift is of a known sign and magnitude. Under the employed
convention, the immediate output of a measurement is −|∆| or, with the compensator,
−|∆ + ∆c|. By comparing the two spectra, the sign of ∆ can be determined. On top
of that, the compensator’s material is usually chosen such, that ∆c is close to pi/2, so
if ∆ was initially close to −pi or 0, −|∆ + ∆c| would be close to −pi/2 and the error
bar in determining ∆ will be reduced.
The Woollam ellipsometer incorporates a rotatable compensator before the sample
stage by design and therefore allows accurate measurements for any range of Ψ and ∆.
The raw intensity data is treated internally by its proprietary software, while the end
user receives only the final values of Ψ and ∆, as well as the degree of depolarization.
Our home-built ellipsometers, on the other hand, require us to analyze and interpret
the raw data manually. In any case, there is not a considerable conceptual difference
in the treatment of said data.
3.4.1 Handling experimental error
Recalling Eq. (3.4.2)
I(A) = I0|r2s | cos2 P
tan2 Ψ + tan2 P
2
(1 + α cos 2A+ β sin 2A) + Inoise,
I augment this expression by adding an additional term Inoise, accounting for a non-
systematic error due to, e.g., thermal fluctuations or other sources of random noise in
the measured spectra. To account for an unusual case of Ψ = pi/2 (this would not
generally happen for a wave incident from vacuum, but for a correct error analysis
it is necessary to properly account for all corrections to the intensity), I note that
rs ∝ cos Ψ. I0 can be effectively increased by increasing the time spent accumulating a
signal on the detector and will grow linearly with time. At the same time Inoise, being
a non-systematic error will also increase, but on average, only as fast as the square
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root of time spent. The signal-to-noise ratio will then also increase as the square root
of time. Therefore, the error in the values of α and β should follow the relationship
δα, δβ ∝ (I0R0 cos2 Ψ cos2 P (tan2 Ψ + tan2 P ))−1/2 , (3.4.5)
where R0 is the intensity reflection coefficient for unpolarized light. As mentioned, the
value of I0 can effectively be increased by increasing the measurement time. The value
of Ψ cannot be influenced, unless the measurement geometry is changed. At a certain
point it will be no longer practical to increase the measurement time. In that case it
is necessary to adjust the value of P to minimize the error.
The uncertainty in α propagates to the following uncertainty in Ψ:
δΨ ≈ δα∂Ψ
∂α
=
δα
2
√
1− α2 ∝
√
tan2 Ψ + tan2 P
sin Ψ sinP
. (3.4.6)
The error in Ψ is minimized for tanP =
√
tan Ψ. At the edge cases of α± 1 δα the
first, approximate equality of (3.4.6) is no longer valid. I can state, however, that
α ∈ [−1,−1 + δα]⇒ Ψ ∈ [0,√d(2 sinP )−1/2] and
α ∈ [1− δα, 1]⇒ Ψ ∈ [pi/2−√d(2 cosP )−1/2, pi/2]
for α ≈ −1 and α ≈ 1, respectively. The coefficient d is some value proportional to the
amplitude of the noise and inversely proportional to
√
I0R0.
Likewise, the error in ∆ is given by
δ∆ ≈ δα∂∆
∂α
+ δβ
∂∆
∂β
=
αβ · δα
(1− α2)√1− α2 − β2 + δβ√1− α2 − β2
∝
√
tan2 Ψ + tan2 P
sin ∆
·
(
1
sin Ψ sinP
+
2 sin(Ψ− P ) cos ∆
sin 2P sin 2Ψ
)
. (3.4.7)
As with Ψ, at extreme values of α and β, such that
√
1− α2 − β2  δα(δβ), ∆ will be
found in the interval [−pi, 0] in a √d/β neighborhood of 0 (−pi) for positive (negative)
values of β. For absolute values of α and β further from unity the relation above
illustrates, how beneficial it is to have ∆ as close as possible to ±pi/2.
To accommodate this need, a compensator is introduced. Its presence modifies
the I(A) dependence by introducing a Jones’ matrix between the vector the incident
radiation and the Jones’ matrix of reflection from the sample:
J =
√
I0rs
(
cos2A cosA sinA
cosA sinA sin2A
)(
ρ 0
0 1
)(
ρc 0
0 1
)(
cosP
sinP
)
, (3.4.8)
where ρc = tan Ψc exp(i∆c) is the complex transmission ratio of the compensator. The
result of the interaction with the compensator and the sample can simply be described
as the product of their individual Jones’ matrices:(
ρ 0
0 1
)(
ρc 0
0 1
)(
cosP
sinP
)
=
(
ρρc 0
0 1
)(
cosP
sinP
)
. (3.4.9)
This will amount to replacing all occurrences of tan Ψ with tan Ψc tan Ψ and ∆ with
∆ + ∆c in the equations in this section. As the sign of ∆ and ∆ + ∆c is not observ-
able, correcting for the presence of a compensator is slightly more involved than just
subtracting ∆c from the measured spectrum.
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Figure 3.5 – In these plots I take ∆ to be a hypothetical smooth function of some
parameter (e.g. frequency or temperature), which shall change along the horizontal
axis. I assume the true value of ∆ to span almost the entire interval [−pi, pi] in the
domain of the parameter, starting from the bottom-left corner of the left plot with
the green line and ending at the top-right corner with the yellow line. The right plot
shows the observed values of ∆ when measured with and without a compensator (the
black curve is ∆1 and the red curve is ∆2, as defined in the text). The blue, yellow,
and green curves (in this order) in the left plot are inferred from the values of ∆1
and ∆2 by the first, second, and third branch of solutions for ∆ = ∆(∆1,∆2,∆c),
respectively (Eq. (3.4.11)). The appropriate branch of solutions is chosen by testing
the Boolean conditions in Eq. (3.4.11). Here, the colors in the left plot are chosen so,
that the correct solution is given by the curve, that matches the background in hue.
Changing to a different branch of solutions implies an intersection of ∆1 with −∆c
or ∆c−pi, but the inverse does not necessarily hold. ∆2 at this moment touches 0 or
pi, but as the precision of the measurement falls rapidly in this case, this is usually
not a helpful criterion.
Let ∆1 = −acos (cos ∆) and ∆2 = −acos (cos(∆ + ∆c)) be the observed values of
∆ when measured without and with the compensator, respectively. If ∆ ∈ [−pi, pi] and
∆c ∈ [0, pi], the four possible solutions will be given by
∆c = −∆1 + ∆2 ∆ < 0 and ∆ + ∆c < 0;
∆c = −∆1 −∆2 ∆ < 0 and ∆ + ∆c > 0;
∆c = +∆1 −∆2 ∆ > 0 and ∆ + ∆c < pi;
∆c = 2pi + ∆1 + ∆2 ∆ > 0 and ∆ + ∆c > pi. (3.4.10)
As ∆c is roughly constant, in the second and fourth case the profile of ∆2 will be the
inverted profile of ∆1. For computational purposes it is much better to express the
above conditions through inequalities (machine-precision arithmetic will not recognize
that the equalities on the left-hand side are satisfied due to experimental noise and will
fail to choose a branch of solutions). Expressing ∆ in terms of ∆1, ∆2, and ∆c I find
∆ = ±∆1 = −∆c −∆2 ∆c > ∆2 −∆1 ∧ (∆1 −∆c > −pi ∨∆1 + ∆2 > −pi)
∆ = −∆1 = −∆c + ∆2 + 2pi ∆c > ∆2 −∆1 ∧∆1 −∆c < −pi ∧∆1 + ∆2 < −pi
∆ = +∆1 = −∆c + ∆2 otherwise (∆c = ∆2 −∆1). (3.4.11)
Note that the inequalities above are strict. For computational purposes they will
need to be satisfied above a certain threshold of the order of the experimental noise.
Graphically, these solutions are presented in Fig. 3.5.
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3.4.2 Data acquisition and extraction of the complex
reflectance ratio
The general approach to measuring the complex reflectance ratio ρ is common to all
mentioned experimental setups. In particular, the listed Fourier transform ellipsome-
ters all follow exactly the same protocol. The Woollam ellipsometer, on the other hand,
operates on a wavelength-by-wavelength basis, and therefore allows to dynamically ad-
just the polarizer and compensator azimuths to near-optimal positions for measuring
at a given frequency, however the necessary mathematical treatment of the raw data
remains the same. I detail the process with the example of the ellipsometer in Fig. 3.4.
Light coming from the Michelson interferometer enters the ellipsometer through the
entrance port (1) and is redirected by two flat mirrors (2-3) towards a parabolic mirror
(4), that focuses the beam on the sample (6). Between the parabolic mirror and the
sample, a polarizer (5) is placed, that defines the polarization state of light incident onto
the sample surface. The reflected beam is passed through the analyzer (7), reflected
by a third flat mirror (8) and then focused once again by a second parabolic mirror (9)
on the detecting element of an infrared bolometer behind the exit port (10).
The movable mirror of the Michelson interferometer oscillates continuously, trans-
forming the frequency-dependent intensity of the light source into a temporal profile,
which itself can be reinterpreted as a spatial profile in terms of the coordinate of the
movable mirror. After accumulating the light for a sufficient amount of time, the in-
verse Fourier transform of the spatial profile can be taken to recover the frequency
dependence.
After obtaining a single spectrum, the analyzer is rotated and the process is re-
peated. Typically in our experiments, the analyzer rotates each time by 18◦and a full
measurement requires twenty spectra to be measured. The final result is a dataset of
the form
(I(ω, 0◦), I(ω, 18◦), ..., I(ω, 342◦)) .
In the ideal case, for any given value of ω, the azimuth dependence should be of
the form of Eq. (3.4.2). In this case only the zero- and second-order discrete Fourier
transform terms are needed to obtain the values of α and β for subsequent insertion into
Eqs. (3.4.4). In practice, however, there are several complications that may obstruct
such a straightforward treatment. Firstly, the exact azimuths of the polarizer and
analyzer (P and A) may not be accurately known. In other words, while the position
of the rotatable stages is known, the polarizing element may be mounted on it with a
small offset. In mathematical terms, this means that when the apparent azimuth of
the polarizer (analyzer) is at P (A), its actual direction is P + P0 (A+ A0).
The solution is to perform a calibration as follows: obtain a sample with a diagonal
Jones matrix (as described in the previous sections, an orthorhombic sample aligned
along the principal axes is sufficient); perform a measurement at at least two different
polarizer azimuths (best results are given by equal in magnitude and opposite in sign
azimuths, e.g. ±45◦). If the values of P0 and A0 deviate from zero, the result will
be two different results for the complex reflectance ratio ρ. However, since the optical
properties of the sample cannot depend on the misalignment of the polarizer and an-
alyzer, the reason for this may only lie in an incorrect assumption of the values of P
and A. One then needs to find such corrections P0 and A0, that with their application
the results for different polarizer azimuths will match. It is straightforward to replace
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P → P + P0 in Eq. (3.4.4). Without accounting for the correction to the analyzer az-
imuth, the obtained Fourier coefficients would be not those expected from Eq. (3.4.2),
but rather for the form
I(A) = 1 + α′ cos(2A+ 2A0) + β′ sin(2A+ 2A0)
= 1 + [α′ cos(2A0) + β′ sin(2A0)] cos(2A)
+ [β′ cos(2A0)− α′ sin(2A0)] sin(2A), (3.4.12)
where A is the apparent analyzer azimuth, giving the true values of α and β to be
α = α′ cos(2A0) + β′ sin(2A0);
β = β′ cos(2A0)− α′ sin(2A0). (3.4.13)
Another complication that may arise can be traced to a misalignment of the analyzer,
i.e. a tilt with respect to the axis of rotation or a mismatch of the beam path and
the axis of rotation. In this case the intensity transmitted to the detector may become
asymmetric with respect to a rotation of the analyzer by 180◦. This can be accounted
for by a correcting coefficient for the transmitted intensity of the form 1 +a cos(A− b).
Factoring this correction into the expression for I(A) will lead to the appearance of
first- and third-order harmonics in the Fourier expansion. Although in itself this does
not affect the second-order terms, it is useful to keep track of the first- and third-
order terms, as they are an indication of the general quality of the acquired data, as
explained further. Any significant presence of first order terms is an indication, that
some asymmetry is present. While the correction was accounted for by only a first order
term, the exact dependence on analyzer angle would be given by an infinite series of
the form 1 + a1 cos(A− b1) + a2 cos(2A− b2) + ... and this can offset the second-order
terms by a quantity unrelated to the properties of the sample. Therefore, a significant
presence of a first order term may mean, that there is also a significant presence of a
second order term which will alter the obtained results.
In the rotating analyzer configuration it is very important, that the detector is
independent of the polarization of incoming radiation. While the sensitive element
of the bolometer satisfies this requirement, the light, having passed through analyzer,
undergoes further reflections at non-normal angles of incidence from the subsequent
gold mirrors. As the beam path remains in a single plane7, the cumulative result is
that p- and s- polarized is attenuated to different degrees, before reaching the sensitive
element. This can be accounted for by yet another coefficient of the form 1−Ψd cos2A,
however, unlike the possible asymmetric transmission by the analyzer, this has an
explicit effect on the second-order Fourier term:
I(A) = [1 + α cos(2A) + β sin(2A)] (1−Ψd cos2A)
=
(
1− Ψd
2
− αΨd
4
)
(1 + α2 cos(2A) + β2 sin(2A) + α4 cos(4A) + β4 sin(4A)),
(3.4.14)
7The beam’s divergence shifts the beam out of the plane of incidence, but the angle of divergence
is far smaller than the angles of incidence on the mirrors, so I neglect this effect.
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where
α2 =
4α− 2Ψd − 2αΨd
4− 2Ψd − αΨd ; β2 =
4β − 2βΨd
4− 2Ψd − αΨd ;
α4 =
−αΨd
4− 2Ψd − αΨd ; β4 =
−βΨd
4− 2Ψd − αΨd . (3.4.15)
It can be clearly seen, that this system of equations is overdetermined. This has a very
useful consequence. α2, β2, α4, β4 are the apparent Fourier expansion terms. If we solve
any three of the four equations in (3.4.15), we can obtain different expressions for the
values of the sample-specific coefficients α and β and the apparatus-specific Ψd. If the
cause of the fourth-order Fourier terms is indeed a polarization-dependent sensitivity
of the detector, the different expressions for the same values must give the same results.
Moreover, the value of Ψd must not change from measurement to measurement. The
following are the possible solutions to the system (3.4.15):
α =
(
α2β2 − 2β4
β2 − α2β4 ,
α4
β4
β2
1− α4 ,
α2
2
1 +
√
1 + 8α4(α4 − 1)/α22
1− α4
)
β =
(
β22 − 2β24
β2 − α2β4 ,
β2
1− α4 ,
α2β4
2α4
1 +
√
1 + 8α4(α4 − 1)/α22
1− α4
)
Ψd =
(
−4β4
β2 − 2β4 , α2
1− 4α4/α2 −
√
1 + 8α4(α4 − 1)/α22
α2 − α4 − 1
)
. (3.4.16)
If the primary source of the fourth harmonic is a polarization dependence of the de-
tector, and we further assume Ψd  1, the ratio α2β4/(α4β2) will be close to unity. If
that is not the case, we may assume that deviations of α4 and β4 from zero are caused
by other factors, and the true value of Ψd is much smaller than either of them, and
thus negligible8.
A final source of errors to consider is depolarization of light reflected from the
sample. A proper treatment of partially polarized light will require usage of Mueller
matrices and Stokes vectors, which I shall not consider here. Instead I will deal only
with the simplest possible assumption, namely that a certain fraction of reflected light
from the sample becomes unpolarized. Let the incident intensity be I0 and the light
reflected from the sample be described by the sum of intensities of the polarized wave
Ip, which retains information about the material under study, and the depolarized wave
Id. We can write down
I = Ip + Id,
taking into account that the intensity of unpolarized light should sum up with the
polarized part incoherently. After passing through the analyzer, the two components of
the beam will experience equal attenuation in general, however the polarized component
will, as before retain information about the sample and have the 1 + α cos(2A) +
β sin(2A) analyzer azimuth dependence, while the depolarized part, as is the case for
any unpolarized wave passing through a polarizer, will be halved in intensity. If the
degree of depolarization is η, the total transmitted intensity will be
I(A) = (1−η)(1+α cos(2A)+β sin(2A))+η = 1+(1−η)α cos(2A)+(1−η)β sin(2A).
(3.4.17)
8This claim can be made as typical values of α4 and β4 do not exceed 0.05 and are usually less
than that.
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This kind of depolarization enters the expression in such a way, as to distort the second-
order Fourier terms without introducing any new terms that would carry information
about the degree of depolarization. This uniform depolarization is mostly caused by
an imperfect sample surface at shorter wavelengths. Any way to account for this will
require at least some knowledge about the amount of depolarization taking place. With
the apparatus accessible to us this could be treated as follows: first, use the low-energy
part of the data from the Woollam VASE, which measures the degree of depolarization
explicitly and accounts correctly for it, to estimate depolarization. Next, use this
as a starting value for the degree of depolarization in the infrared data, adjusting,
until it matches the Woollam data in the region of overlap. At lower energies, surface
imperfections play less of a role and depolarization can be assumed to be smaller.
3.4.3 Dealing with anisotropy
Let’s consider a measurement on a crystal aligned along the principal optical axes, with
xz matching the plane of incidence and x parallel to the surface of the crystal (as in
Fig. 3.1). At a given wavelength the complex reflectance ratio will be a function of four
parameters: ρ = ρ(εx, εy, εz, θ) (3.2.22). The pseudodielectric function (which I will
denote ε∗) is by definition a function of two parameters: ε∗ = ε∗(ρ, θ) (3.2.24). In our
measurement the perceived dielectric function will then be equal to ε∗(ρ(εx, εy, εz, θ), θ).
I will not aim to provide a rigorous mathematical proof, but rather attempt to provide
an empirical estimate of the influence of anisotropy on the experimental results. First
let us consider the Taylor series of ε∗ with respect to cos(θ) for θ close to pi/2:
ε∗(ρ(εx, εy, εz, θ), θ) = 1 +
(√
εxεz
εz − 1 −
1√
εy − 1
)2
+O(cos2 θ). (3.4.18)
We can expect ε∗ to be quite close to εx, as long as εy and εz are not too close to unity.
This is convenient in the worst case scenario, when one has access to only a single
pseudodielectric function, or in other words, the sample has been measured in only
one orientation. This is satisfied most of the time, as a dielectric permittivity equal
to unity means that the crystal does not interact with light, neither absorbing nor
refracting it. However, in insulating crystals at energies not far above sharp phonon
modes the real part of the permittivity still changes significantly with energy, when
the imaginary part, characterized by a sharp peak has already settled to a value close
to zero. Therefore anomalous lineshapes brought about by the effects of anisotropy are
most commonly seen in the phonon energy range and should not be falsely attributed
to some unconventional properties of the material under study without independent
verification.
A more common scenario assumes access to two configurations: in the investigation
of thin crystals, if it is possible to obtain data for the plane of incidence matching the
xz plane, it is usually also possible to turn the crystal by 90◦ around the z-axis and
obtain data for the plane of incidence matching the yz plane. This means knowledge
of both ρx = ρ(εx, εy, εz, θ) and ρy = ρ(εy, εx, εz, θ). Armed with this information it is
possible to numerically solve the following equations for εx and εy:
ρ(εx, εy, εz, θ) = ρx,
ρ(εy, εx, εz, θ) = ρy. (3.4.19)
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To do so it is necessary to make an assumption about the possible value of εz. It will
be empirically demonstrated, that so long as εz is not too close to unity, even large
variations of it do not significantly influence the resulting values of εx and εy. On the
other hand, for this very reason, it would be difficult to calculate the value of εz by
analyzing the behavior of the pseudodielectric functions measured at several angles of
incidence, as the influence of the dispersion of εz would only be evident, when it is
close to unity.
In Fig. 3.6 I present the corrected for anisotropy spectra for Ta2NiSe5 and Ta2NiS5
at 10 K. The procedure was carried out by numerically satisfying Eq. (3.4.19) and
assuming the out-of-plane component of the dielectric tensor to be known and equal
to the calculated by DFT optical response. The calculated spectra do not appear to
be particularly sensitive to the value of the out-of-plane component. For example,
the small “jittering” of the calculated spectra does not translate to a similar effect in
the in-plane dielectric functions. The correction does not fundamentally change the
shape of any features. At most, some of the more intense peaks are somewhat reduced
in size, and this seems to occur where there is a considerable in-plane anisotropy,
without much regard for the behavior of the out-of-plane component. Overall, the
pseudodielectric functions remain a good approximation to the actual components of
the dielectric tensor. Owing to this, I do not discuss the effects of anisotropy further and
in the forthcoming discussion use the pseudodielectric function to infer the properties
of these materials.
3.5 Custom software for aggregation of data
In the previous Section I have discussed, at which points various sources of error enter
the experiment and how they can be minimized, by a proper choice of the measurement
configuration. This Section describes the implementation of an application that I have
developed to solve two problems:
• Accounting for systematic experimental error.
• Assembling multiple datasets into a single broad-ranged spectrum.
Therefore, unlike in the previous Section, I will discuss, how experimental errors should
be estimated and accounted for after the measurement has taken place, based on the
acquired data and the known strengths and handicaps of the various experimental
setups.
A single spectrum covering the entire accessible energy range from the far-infrared
to the deep-ultraviolet requires as many as seven, but no less than four independent
measurements on two or three separate experimental stations. A listing of the most
commonly employed configurations is presented in Table 3.1. As can be seen, to collect
a spectrum spanning from 70 cm−1 (9 meV) to 52500 cm−1 (6.5 eV), it was necessary
to measure at least each of the following spectra:
• A far-infrared spectrum at the IR1 beamline.
• A mid-infrared spectrum, using the SiC globar at the MPI.
• A near-infrared spectrum, using the incandescent lamp.
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Figure 3.6 – Optical conductivities (σ1) and dielectric permittivities (ε1) resulting
from the anisotropy correction procedure for the optical responses of Ta2NiSe5 and
Ta2NiS5 at 10 K. (a, c, e, g, i, k) show data for Ta2NiSe5, (b, d, f, h, j, l) —
for Ta2NiS5. Black lines are the as-measured pseudodielectric functions, blue lines
are the corrected true values of the dielectric tensor. Red lines are results of DFT
calculations, kindly provided by A. Yaresko. (a–d) show the a-axis response, (e–h)
show the c-axis response, (i–l) show the calculated b-axis response.
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Experimental
station
Light
source
Energy
range,
cm−1
Energy
range, eV
Remarks
ANKA IR1
Beamline
Synchrotron
radiation
70 – 700
0.009 –
0.090
Optional Si compen-
sator
In-house IR
ellipsometer
Hg lamp 150 – 650
0.019 –
0.081
SiC globar 350 – 5300
0.045 –
0.65
Optional
KRS510compensator
Incandescent
tungsten
lamp
2000 – 9000 0.25 – 1.1
Woollam
VASE
Xe lamp
4000 –
32000
0.5 – 4.0 Low-energy fiber
6000 –
52500
0.75 – 6.5 High-energy fiber
Table 3.1 – Summary of primary measurement configurations used in the course of
this work.
• A near-infrared to deep-ultraviolet measurement with the Woollam ellipsometer
(also at the MPI) with the high-energy optical fiber9.
In practice, however, the far-to-mid-infrared range was often characterized by a par-
ticularly low optical absorption in my samples, which leads to values of ∆ close to −pi
or 0. In order to collect data of acceptable quality, it was also necessary to repeat
the measurements while using an additional compensator, adding an extra one or two
datasets. Furthermore, the materials under study demonstrated rather narrow peaks
in the optical spectra at energies up to 2 eV, therefore it was useful to also perform
two measurements with the Woollam ellipsometer, once with an increased resolution
using the low-energy optical fiber, and once at normal resolution with the high-energy
fiber.
As a result, a complete spectrum had to be assembled from seven individual
datafiles, saved in different formats, not to mention the fact that each measurement
with the Fourier-transform spectrometers was usually done at two polarizer azimuths,
correspondingly yielding two separate datafiles. Pre-existing software did not
facilitate the recognition of multiple formats, neither could it support simultaneous
processing of more than one spectral range at a time. On top of these purely
technical difficulties, measurements performed on different experimental setups were
all characterized by unique sources of systematic errors, which were discussed in the
previous sections. These complications drove the need to develop tools to streamline
the merging of datasets from different spectral ranges.
Setting aside the relatively trivial task of parsing datafiles, there were the following,
more fundamental problems at hand:
9The Woollam VASE directs light from the monochromator by means of one of two optical fibers,
which best operate at 0.5 – 4.0 eV and 0.75 – 6.5 eV.
10Common name of thallium bromoiodide, approximate composition TlBr0.42I0.58.
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• Reconciling generally different results obtained by measuring a sample on a single
station, but at different polarizer azimuths.
• Corresponding measurements performed with a compensator, to those performed
without one.
• Matching results obtained in two different spectral ranges in the region of overlap.
• Interpolating between datasets obtained in adjacent spectral ranges.
The objective reasons, for which two identical measurements with only differing po-
larizer azimuths may give different results were already discussed. They arise from
uncertainties in the true polarizer and analyzer azimuths. However, even after a cali-
bration, two given datasets may not match perfectly. This may be caused by random
experimental noise, in which case it is only necessary to take into account both datasets,
weighing them equally, but often other aggravating factors are present.
One such factor is that light incident on the polarizer is not always fully depolar-
ized. This is especially true of the synchrotron radiation, but is somewhat present in the
experimental setups using thermal radiation sources as well, due to the numerous addi-
tional optical components which are not necessarily perfectly polarization-independent.
Because of this, two measurements at different polarizer azimuths may illuminate a
sample with varying intensity and will not carry equal statistical significance.
Even more specific to synchrotron radiation is a possible spatial inhomogeneity of
the beam, i.e. a distribution of different states of polarization over the cross-section of
the incident light. Even though the polarizer will transmit only a specific polarization,
because of this inhomogeneity, a different polarizer azimuth may result in a slight
change of the beam path. As ellipsometry is highly sensitive to the measurement
geometry, this may also yield deviating results. This is the unorthodox scenario, where
it is actually helpful to have a small sample size, because the alignment is usually
optimized for the polarizer azimuth giving the highest intensity. The complementary
orientation of the polarizer will transmit radiation that will only reach the detector
if it follows the correct path, missing the sample otherwise. At the same time, a
lower intensity, with higher relative noise will reach the detector, serving primarily to
calibrate the polarizer and analyzer azimuths. Such spectra need to be factored in with
an appropriately lower statistical weight.
Usually, if measurements are done at multiple polarizer azimuths, the azimuths are
chosen to be of equal magnitude and opposite sign. In this case the Fourier coefficients
of the intensity vs. analyzer azimuth will also be equal in magnitude. The uncertainty
in Ψ and ∆ as a function of Ψ, ∆, and the polarizer azimuth P was already discussed
(Section 3.4.1). On the other hand, when accounting for data accumulated over several
measurements, these values, as well as the resulting best-fit parameters for α and β are
a given. In this case the error bars are calculated directly from α, β, and P . Recalling
that
tan Ψ =
√
1 + α
1− α | tanP |,
the uncertainty in α propagates to the following uncertainty in Ψ:
δΨ ≈ δα∂Ψ
∂α
=
δα
2
√
1− α2 ≤
δα
2
√
1− α2 − β2 .
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Likewise, from the expression for ∆
cos ∆ =
β√
1− α2 signP
the uncertainty in ∆ is found to be
δ∆ ≈ δα∂∆
∂α
+ δβ
∂∆
∂β
=
αβ · δα
(1− α2)√1− α2 − β2 + δβ√1− α2 − β2 .
The terms in the last equation are accurate to the sign in front of the summands.
Finally, recalling
δα, δβ ∝ (I0R0 cos2 Ψ cos2 Pk(tan2 Ψ + tan2 Pk))−1/2 ∝ 〈I(A)〉−1/2 = I−1/2k ,
where the index k is taken to mean the kth measurement of the sample, given equal
conditions, save for the polarizer azimuth, an appropriate weighing coefficient may be
constructed. Ik is proportional to the zero-order Fourier coefficient for I(A) and is
frequency-dependent. A common factor of (1 − α2 − β2)−1/2 arises in the expressions
for δΨ and δ∆. I define
wk =
√
Ik(1− α2k − β2k) (3.5.1)
and calculate the complex reflectance ratio
ρ =
∑
wkρk∑
wk
. (3.5.2)
This step is performed after an initial calibration to estimate the values of the offsets
in the polarizer and analyzer azimuths. In this sense, the values of Pk are taken to be
the true values for the polarizer azimuth and α and β are the corrected coefficients that
account for offsets in the analyzer azimuth. Nonetheless, because the calibration may
have been performed using several datasets of non-equal statistical significance, I allow
for an error in the calibration. Again, using the expressions for the Fourier coefficients
as functions of the analyzer azimuth error
α = α′ cos(2A1) + β′ sin(2A1),
β = β′ cos(2A1)− α′ sin(2A1),
where A1 is an additional correction to the analyzer azimuth on top of the correction
obtained from the calibration, I express the first order corrections to Ψ and ∆ as a
function of A1 and P1, where the same considerations hold for P1, as they do for A1.
The modified expressions then read:
tan Ψ ≈
√
1 + α + 2A1β
1− α− 2A1β | tan(P + P1)|; cos ∆ ≈
β − 2A1α√
1− α2 − 4A1αβ
. (3.5.3)
Differentiating at A1 = 0, P1 = 0 gives
∂Ψ
∂A1
=
β| sin 2P |
(α cos 2P − 1)√1− α2 ;
∂Ψ
∂P1
=
signP
√
1− α2
α cos 2P − 1 ;
∂2Ψ
∂A1∂P1
=
2β(cos 2P − α)√
1− α2 signP. (3.5.4)
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Similarly, for ∆:
∂∆
∂A1
= −2α
√
1− α2 − β2
1− α2 signP. (3.5.5)
The corrected Ψ and ∆ are expressed as
Ψ′ = Ψ +
∑
wk
(
∂Ψk
∂A1
A1 +
∂Ψk
∂P1
P1 +
∂2Ψk
∂A1∂P1
A1P1
)
,
∆′ = ∆ +
∑
wk
∂∆
∂A1
A1, (3.5.6)
i.e. they are summed as the weighted average correction from all measurements. As β
changes its sign when P changes its sign, we can note that the first-order corrections
for opposite polarizer azimuths will also have opposite signs. This will prevent exces-
sive adjustment of the results by means of modifying A1 and P1, although a certain
degree of freedom will remain. The listed partial derivatives are pre-computed for each
measurement.
If present, the compensator is subsequently accounted for, as was extensively dis-
cussed earlier. Because the compensator’s ∆c(ω) and Ψc(ω) profiles are nearly constant,
the compensator may also be simulated by assuming certain values of ∆c and Ψc and
adjusting them to match the results of a measurement with a compensator to results
obtained without one.
At this point the intermediate result amounts to several spectra of the pseudodi-
electric function lying in different, but overlapping spectral ranges. Ideally, they should
coincide with one another in the regions of overlap, but this is not always the case.
One reason already mentioned is an inaccurate calibration. In this case P1 and A1 are
used as free parameters to match the overlapping spectra as well as possible. Another
correction may be gained from adjusting the angle of incidence θ used in calculating
ε∗ from the values of Ψ and ∆. This point requires an explanation of the alignment
procedure.
In the infrared ellipsometers the alignment is done by placing a laser diode in front
of the entrance port (1 in Fig. 3.4), and matching its path with the path of the beam
from the interferometer. Because this is achieved by comparing the visible part of
the beam from the light source with the laser beam two deviations can occur: firstly,
the beam diameter of the probing light source is much larger than the laser spot. It
is focused by a parabolic mirror onto the sample and is also collimated by a set of
apertures, but nonetheless has a finite divergence. Secondly, the infrared part of the
beam may not be exactly matched with the visible part. In that case even if the visible
beam is well collimated and aligned, the infrared light may still be biased towards a
higher or lower angle of incidence. Finally, a small sample with an imperfect surface
can introduce a significant scattering of the reflected light, which again can have a bias
towards a higher or lower angle of incidence. Therefore, when matching overlapping
spectra, ε∗ is calculated as ε∗(ρ, θ + δθ) where δθ is used as another free parameter
varying within a few tenths of a degree.
Unlike the infrared ellipsometers, where reflected light is initially collected by a
large flat mirror (8 in Fig. 3.4), the Woollam VASE has a rather small angular size of
the detector relative to the sample. In this device the positions of the detector and the
light source are well defined. The angle of incidence can be adjusted by rotating the
detector around a vertical axis, which ideally passes through the sample. Having set
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the detector at the desired position, the alignment is performed by translations and
rotations of the sample stage. Due to this the sample may, unbeknownst to us, become
offset from the vertical axis of rotation of the detector, yet by a rotation still direct the
reflected light at the detector. This will also result in an error in the angle of incidence.
From these considerations the near-infrared spectrum measured with the incan-
descent tungsten lamp is usually chosen as the reference, because this measurement
configuration provides the highest intensity on the detector. Not only does the tung-
sten lamp provide the highest intensity of the light sources used, but the polarizers for
this spectral range cause the least attenuation. On top of that, in this energy range
my samples had an appreciable optical conductivity, which results in more favorable
values of Ψ and ∆. Finally, the near-infrared spectral range is somewhat closer to the
visible spectrum, by which the quality of the alignment is gauged, and with the higher
intensity it is possible to tighten the apertures resulting in a better collimated beam.
A caveat is, however, present: the pseudodielectric function of an anisotropic sample
may be dependent on the angle of incidence. One should be careful not to overextend
himself in matching two spectra with the available free parameters, when they po-
tentially are not supposed to match. In this case it is best to leave the data as is
and proceed with interpolating between adjacent datasets, taking note of the angles of
incidence at which they were measured.
For example, two adjacent spectra, ε˜ir and ε˜vis were measured in the ranges ω
ir
1 –ω
ir
2
and ωvis1 –ω
vis
2 , such that ω
ir
1 < ω
vis
1 < ω
ir
2 < ω
vis
2 . A pair of frequencies ω1 and ω2 are
selected, such that ωvis1 < ω1 < ω2 < ω
ir
2 , between which both datasets give reasonably
reliable results. A piecewise function ε˜(ω) is constructed, such that
ε˜(ω) =

ε˜ir ω < ω1
cos2
(
pi
2
· ω−ω1
ω2−ω1
)
ε˜ir + sin
2
(
pi
2
· ω−ω1
ω2−ω1
)
ε˜vis ω1 ≤ ω ≤ ω2
ε˜vis ω2 < ω
(3.5.7)
If ε˜ir ≈ ε˜vis in ω1 –ω2, the above cosine interpolation will also coincide with them. If
not, the result will be a smooth transition from one to another. If this can be attributed
to the θ-dependence of ε˜∗, a convenient approach is to construct a similar interpolating
function of the angle of incidence vs. frequency θ(ω) and, when the need arises, use
that when accounting for anisotropy. To do so let the interpolated pseudodielectric
functions measured along two orientations of the crystal be ε˜∗x,y(ω) with corresponding
frequency-dependent angles of incidence θ∗x,y(ω). Employing a numerical regression,
values of ε˜x,y will be found by satisfying a pair of equations
ε˜∗x,y(ω) = ε
∗(ρ(εx,y, εy,x, εz, θ∗x,y(ω)), θ
∗
x,y(ω)). (3.5.8)
Although this is a rough approximation that assumes, that in some range of angles
of incidence the pseudodielectric function changes linearly11, this allows to somewhat
reduce the uncertainty arising from the angular dependence. As already discussed,
values for εz can be, for example, taken from ab initio calculations.
This concludes the description of the mathematical apparatus behind the appli-
cation I developed in the course of this project. A screenshot of the program at the
stage of adjusting the free parameters prior to interpolation is presented in Fig. 3.7.
11It would be more precise to follow Eq. (3.4.18) more closely and assume that the pseudodielectric
function is linear with respect to cos2 θ, but this has not yet been implemented at the time of writing.
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Figure 3.8 – The resulting a-axis response of Ta2NiSe5 at 10 K, obtained after the
interpolation procedure depicted in Fig. 3.7. Dashed vertical lines indicate a change
in the horizontal scale, vertical scale, or both. Low energy conductivity (permittivity)
is magnified (shrunk) ten-fold for better readability. The interference fringes are still
present, but are almost invisible when presented as optical conductivity, rather than
the imaginary part of the dielectric function.
The controls are displayed as an array of horizontal sliders at the top of the Figure.
The spectra of the real and imaginary parts of ε˜∗ are shown in the bottom half of the
Figure. Successive spectral ranges are shown in cyclically repeated colors (black, blue,
pink, gray for 1 and red, orange, green, cyan for 2). The abscissae give the photon
energy in wavenumbers, ordinates — the values of ε1,2. The oscillations above 250
wavenumbers are probably interference fringes from backside reflections and indicate
a high sample quality. They vanish in the mid-infrared spectral range, most likely
because of the larger beam divergence and lower spectral resolution, as compared to
the far-infrared synchrotron-based setup. A discrepancy between neighboring spectral
ranges is visible in the overlap region at 5 · 103 – 104 cm−1, where the angle of incidence
is changed from 80◦ in the infrared to 70◦ at higher energies. The first two columns of
controls are for adjusting the corrections to the polarizer and analyzer azimuths. The
third column of controls is used to compensate for an incorrectly determined angle of
incidence. The fourth and fifth columns take the parameters of the compensator if it is
being used (alternatively, it is possible to use the measured response of a compensator
to correct for its influence). The remaining controls influence only what is displayed,
so that the noisy extremal parts of one spectrum do not obscure the view of neigh-
boring spectra. Most corrections are close to zero, indicating a good accuracy of the
measurements. The two visible-light spectra necessarily have the same correction to
the angle of incidence, as the optical fiber of the Woollam setup is replaced without a
change in alignment. The result of the interpolation is displayed in Fig. 3.8.
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3.6 Interpreting dielectric function spectra
In the previous section I have discussed, how the dielectric function governs the act of
specular reflection and how this can be used to measure its value. Here I will explain,
how the dielectric functioned is determined by the properties of a material.
The dielectric function ε or the electric susceptibility χ = ε − 1 of any material
reflects the laws governing the motion of all charged particles within it. The term
“motion” encompasses all kinds of excitations, such as the induction of an electrical
current associated with an actual flow of free electrons; optical phonons, which, despite
their quantized nature, are normally regarded as the actual vibration of lattice ions;
but also electronic excitations, which are usually not thought of as actual movements
of electrons, due to the uncertainty in their position. More accurately, we can think
in terms of probability current, which is zero for eigenstates of a Hamiltonian, but
becomes non-zero when a quantum-mechanical system finds itself in a mixed state,
which is precisely what happens, when a small perturbation (the oscillating electric
field of incident light) drives an optically allowed transition.
In the simplest case, the multiple modes of motion/excitation lying at different
energy scales (and, disregarding non-linear effects that require very high intensities,
at comparable energy scales too) are independent of each other. The most commonly
observed contributions to the dielectric function are, starting from low energies, the
itinerant charge carrier response, the vibrations of lattice ions, excitations of the outer
shells’ electrons to progressively higher vacant states (i.e. interband transitions), and,
finally, the excitation of deeper-lying, core level electrons. The demarcation between
the latter two is rather fuzzy, as both refer fundamentally to the same types of excita-
tions and the sequence of absorption lines normally trails off well into the keV energy
range.
Hence, with an appropriate model, the measured dielectric function can be an
indicator of the internal processes that can take place in a material.
3.6.1 General properties of the dielectric function
As was mentioned, the dielectric function is closely related to the electric susceptibility,
which describes the response of a material to an external electric field:
P (t) =
t∫
−∞
ε0χ(t− t′)E(t′) dt′. (3.6.1)
The above is a Volterra expansion for a linear system (which therefore has only the
first-order term). It encompasses at least two physical principles. Firstly, the response
(in this case, the polarization) of a system depends only on the history of the system,
hence the integration limit up to t. In other words, this is the embodiment of the
principle of causality, that future events cannot influence the past. Secondly, the term
χ is taken as a function of t− t′, signifying the uniformity of the laws of nature in time,
i.e. it doesn’t matter, how we choose the origin of time, all that matters, is how far
in the past each influence on the system took place. The equation above essentially
describes the polarization of a material given a certain history of external electric field.
It turns out to be very convenient to consider this relationship in the frequency-domain.
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Let the direct and inverse Fourier transforms be defined as
χ(ω) =
∞∫
−∞
χ(t)eiωt dt; χ(t) =
1
2pi
∞∫
−∞
χ(ω)e−iωt dω, (3.6.2)
and in similar fashion for the other functions (E, P ). Furthermore, define χ(t < 0) ≡ 0
and χ(t ≥ 0) ∈ R. The latter will lead to χ(ω) = χ∗(−ω), while the former will let us
rewrite the polarization with symmetric and infinite integration limits:
P (t) =
∞∫
−∞
ε0χ(t− t′)E(t′) dt′. (3.6.3)
Now express every time-dependent quantity by the inverse Fourier transform of its
frequency-domain counterpart:
P (t) =
1
2pi
∞∫
−∞
P (ω)e−iωt dω =
∞∫
−∞
ε0χ(t− t′)E(t′) dt′
= ε0
∞∫
−∞
1
2pi
∞∫
−∞
χ(ω)e−iω(t−t
′) dω
1
2pi
∞∫
−∞
E(ω′)e−iω
′t′ dω′ dt′
=
ε0
4pi2
∞∫∫
−∞
χ(ω)E(ω′)e−iωt
∞∫
−∞
ei(ω−ω
′)t′ dt′ dω′ dω
=
ε0
2pi
∞∫∫
−∞
χ(ω)E(ω′)e−iωtδ(ω − ω′) dω′ dω = ε0
2pi
∞∫
−∞
χ(ω)E(ω)e−iωt dω, (3.6.4)
uncovering the relation P (ω) = ε0χ(ω)E(ω). Should the electric field be monochro-
matic, with
E(t) = E0 exp(−iω0t)⇐⇒ E(ω) = 2piE0δ(ω − ω0),
then the material’s response will be
P (t) = ε0χ(ω0)E0 exp(−iω0t).
To summarize the algebraic manipulations above, the effects of driving forces of dif-
ferent frequencies add up independently, weighted by the complex-valued frequency-
dependent susceptibility.
There is another, much more important consequence of defining χ(t < 0) ≡ 0. This
condition will imply analyticity in the upper complex plane, which is a precondition
for satisfying the Kramers – Kronig relations:
χ1(ω) =
1
pi
∞∫
−∞
χ2(ω
′)
ω′ − ω dω
′, χ2(ω) = − 1
pi
∞∫
−∞
χ1(ω
′)
ω′ − ω dω
′, (3.6.5)
where χ1 and χ2 are the real and imaginary parts of χ, respectively and the integrals are
taken in the sense of the Cauchy principal value. As was just shown, χ(−ω) = χ∗(ω),
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so the integration boundaries may be collapsed to [0,∞):
χ1(ω) =
1
pi
∞∫
0
[
χ2(ω
′)
ω′ − ω +
χ2(−ω′)
−ω′ − ω
]
dω′ =
2
pi
∞∫
0
ω′χ2(ω′)
ω′2 − ω2 dω
′,
χ2(ω) = − 1
pi
∞∫
0
[
χ1(ω
′)
ω′ − ω +
χ1(−ω′)
−ω′ − ω
]
dω′ = −2ω
pi
∞∫
0
χ1(ω
′)
ω′2 − ω2 dω
′. (3.6.6)
The Kramers – Kronig relations are indisposable in reflectance spectroscopy, where
information about the argument of the dielectric function is not recovered and must be
inferred from analyticity, but are also very useful in ellipsometry, providing a way to
verify the measured data and even extrapolate beyond the experimentally accessible
range [75, 76].
3.6.2 The Drude – Lorentz model
I now turn to the task of introducing model functions to describe the responses of
various excitations in a crystal.
The equation of motion of itinerant electrons in a crystal under the influence of an
external, possibly time-dependent electric field E is [77]
p˙ = −eE− p/τ, (3.6.7)
where p is the momentum, e is the elementary charge, and τ is the mean time between
scattering events. The steady-state solution for a field with time dependence E =
E0 exp(−iωt) is
p =
−eτE0
1− iωτ exp(−iωt). (3.6.8)
Factoring in the effective mass m and concentration n of electrons in a solid gives
Ohm’s law at zero frequency:
j = n(−e)p/m = ne
2τ
m
E0 = σdcE0, (3.6.9)
with σdc being the dc conductivity. The ac conductivity can then be expressed as
σac(ω) = σdc/(1 − iωτ). At non-zero frequencies an electric susceptibility can be also
defined, by taking the polarization density
P =
n(−e)
ε0
∫
p
m
dt =
ne2τE0
−iωε0m exp(−iωt). (3.6.10)
The susceptibility is then given by
χ = iσac(ω)/(ωε0) =
i
ωε0
σdc
1− iωτ . (3.6.11)
This model was extended in 1905 by Lorentz [78, 79] by introducing a restoring force
acting on the charge carriers. This allows considering not only itinerant electrons, but
also bound charges. Considering only small displacements and conserving only the
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Figure 3.9 – The shape of the normalized optical conduc-
tivity profile given by Fano’s formula (3.6.16) σ1(q, ) =
σFano(q
2 + 1)−1σ−10 at several values of q. The follow-
ing relations hold: σ1(q, ) = −σ1(q−1,−) and σ1(q, ) =
σ1(−q,−). In the limit q → ±∞ the shape is of a regular
Lorentzian indicating no coupling to the background, while
q = 0 gives an inverted resonance corresponding to a destruc-
tive interference between the excitation and the continuum.
Finally, |q| = 1 corresponds to the largest asymmetry in the
lineshape.
first order displacement term in the restoring force, the differential equation is that of
a harmonic oscillator with damping:
x¨+ γx˙+ ω20x = −eE0 exp(−iωt)/m. (3.6.12)
The stationary solution to this equation is
x(t) =
−eE0 exp(−iωt)/m
ω20 − iγω − ω2
. (3.6.13)
Following the same logic as above we obtain the susceptibility
χ =
nbe
2/m
ω20 − iγω − ω2
, (3.6.14)
where nb is the effective concentration of bound charges subject to a particular restoring
force and damping described by ω0 and γ.
3.6.3 Phonons
The dielectric response of the ions can be described by applying the same consider-
ations, as for bound charges. Ions interact with one another via the same Coulomb
force, so their motion can be described by a similar differential equation
mx¨+ Γx˙+ kx = qE0 exp(−iωt), (3.6.15)
where the force and damping constants k and Γ are of the same order, as for the
electronic motion, and the effective charge q is also of the order of a few elementary
charges. The mass of the ion is, however, 103 – 104 times greater than that of an
electron, so the resulting resonance frequency is approximately two orders of magnitude
smaller, while the linewidth is three to four orders of magnitude smaller. Therefore
the absorption peaks of optical phonons are usually found in the far-infrared spectral
range and are much sharper than the electronic absorption bands.
3.6.4 Fano resonances
Up to now I have discussed the susceptibility due to various excitations occurring
independently of each other. However, in some systems various modes of excitations
may be coupled.
3.6. Interpreting dielectric function spectra 73
In the classical work of Fano [19], a uniform continuum with optical absorption σ0
is coupled to a discrete excitation, giving a modification of the optical conductivity
equal to
∆σFano = σ0
(q + )2
1 + 2
− σ0, (3.6.16)
where  is the reduced frequency  = 2(ω − ω0)/γ, ω0 is the resonant frequency and
γ is the width of the resonance. The dimensionless parameter q characterizes the
asymmetry of the resonance. The behavior of the optical conductivity is shown in
Fig. 3.9 for several values of q. It shall be shown, that a coupling of two or more
oscillators will invariably lead to the appearance of such asymmetric peaks in their
frequency-dependent susceptibility.
The infinite continuum is not a prerequisite, as long as the background term is
sufficiently broad and slowly changing in the vicinity of the discrete resonance. Below
I use a mechanical analog to model the dielectric function of a system of two or more
coupled oscillators, in a similar fashion to that, done in the works [80, 81].
Consider a system of two coupled oscillators with an external driving force. The
total force acting on each of the oscillators will be given by
m1x¨1 = e
∗
1E0 exp(−iωt)− Γ1x˙1 − k1x1 − k12(x1 − x2)
m2x¨2 = e
∗
2E0 exp(−iωt)− Γ2x˙2 − k2x2 − k21(x2 − x1), (3.6.17)
where mi and e
∗
i are the effective masses and charges, the driving force is a harmonically
oscillating electric field with amplitude E0, ki are the force constants returning the
oscillators to equilibrium positions and Γi are the damping coefficients. The coupling
is represented by the interaction terms kij where Newton’s third law requires kij = kji.
With the replacements ki/mi → ω2i and Γi/mi → γi and some rearrangement we come
to the form
x¨1 + γ1x˙1 + ω
2
1x1 +
k12
m1
(x1 − x2) =
√
ε0Ω
m1
e∗1√
ε0Ωm1
E0 exp(−iωt)
x¨2 + γ2x˙2 + ω
2
2x2 +
k21
m2
(x2 − x1) =
√
ε0Ω
m2
e∗2√
ε0Ωm2
E0 exp(−iωt), (3.6.18)
where Ω is the volume occupied by the coupled oscillators. Let us now introduce a
further set of substitutions:
xi → yi
√
ε0Ω
mi
,
e∗i√
ε0Ωmi
→ ei, kij
mi
→ ω2ij, (3.6.19)
then, noting that ω21/ω12 =
√
m1/m2, the above differential equations are equivalent
to
y¨1 + γ1y˙1 + ω
2
1y1 + ω12(ω12y1 − ω21y2) = e1E0 exp(−iωt)
y¨2 + γ2y˙2 + ω
2
2y2 + ω21(ω21y2 − ω12y1) = e2E0 exp(−iωt). (3.6.20)
We search for stationary solutions for yi of the form ai exp(−iωt):
a1(ω
2
12 + ω
2
1 − iγ1ω − ω2)− a2ω12ω21 = e1E0,
a2(ω
2
21 + ω
2
2 − iγ2ω − ω2)− a1ω12ω21 = e2E0, (3.6.21)
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which are given by
a1 = E0
e1(ω
2
21 + ω
2
2 − iγ2ω − ω2) + e2ω12ω21
(ω212 + ω
2
1 − iγ1ω − ω2)(ω221 + ω22 − iγ2ω − ω2)− ω212ω221
,
a2 = E0
e2(ω
2
12 + ω
2
1 − iγ1ω − ω2) + e1ω12ω21
(ω212 + ω
2
1 − iγ1ω − ω2)(ω221 + ω22 − iγ2ω − ω2)− ω212ω221
. (3.6.22)
The instantaneous dipole moment is simply p = x1e
∗
1 + x2e
∗
2. As Ω is the volume
of this system, the polarization density is P = (ε0Ω)
−1(x1e∗1 + x2e
∗
2) or using the
above substitutions, y1e1 + y2e2. The electric susceptibility is then expressed as χ =
P/E = (y1e1+y2e2)/(E0 exp(−iωt)) which simplifies to (a1e1+a2e2)/E0. The dielectric
function can be written down as
ε = χ+ 1 =
a1e1 + a2e2
E0
= 1 +
e21(ω
2
21 + ω
2
2 − iγ2ω − ω2) + e22(ω212 + ω21 − iγ1ω − ω2) + 2e1e2ω12ω21
(ω212 + ω
2
1 − iγ1ω − ω2)(ω221 + ω22 − iγ2ω − ω2)− ω212ω221
. (3.6.23)
In the lowest-order non-vanishing approximation with respect to coupling strength, the
above result reduces to the sum of two Lorentzians with perturbed eigenfrequencies
(ω21 → ω21 +ω212 and ω22 → ω22 +ω221) and an interference term that leads to asymmetric
line shapes when there is a significant overlap between the two peaks.
Another model of coupling can be constructed by introducing the interaction term
not in the displacements, but in the velocities. For two oscillators the differential
equations will take the following form:
m1x¨1 = e
∗
1E0 exp(−iωt)− Γ1x˙1 − Γ12(x˙1 − x˙2)− k1x1,
m2x¨2 = e
∗
2E0 exp(−iωt)− Γ2x˙2 − Γ21(x˙2 − x˙1)− k2x2, (3.6.24)
with Γij = Γji. By repeating the transformations above and introducing γij = Γij/mi
these equations will transform to
y¨1 + γ1y˙1 +
√
γ12(
√
γ12y˙1 −√γ21y˙2) + ω21y1 = e1E0 exp(−iωt),
y¨2 + γ2y˙2 +
√
γ21(
√
γ21y˙2 −√γ12y˙1) + ω22y2 = e2E0 exp(−iωt). (3.6.25)
Solving these equations gives a somewhat similar expression for the susceptibility:
χ =
e21(ω
2
2 − i(γ2 + γ21)ω − ω2) + e22(ω21 − i(γ1 + γ12)ω − ω2)− 2ie1e2
√
γ12γ21ω
(ω21 − i(γ1 + γ12)ω − ω2)(ω22 − i(γ2 + γ21)ω − ω2) + γ12γ21ω2
(3.6.26)
I finally consider a general scenario of n − 1 oscillators coupled to the first, both
by relative displacement and relative velocity. A mechanical analog is presented in
Fig. 3.10. To simplify notation I introduce the substitutions
ωjc =
√
ω1jωj1, γjc =
√
γ1jγj1,
ω21∗ = ω
2
1 +
n∑
j=2
ω21j, γ1∗ = γ1 +
n∑
j=2
γ1j,
ω2j∗ = ω
2
j + ω
2
j1 : j > 1, γj∗ = γj + γj1 : j > 1. (3.6.27)
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Figure 3.10 – Mechanical analog for a sys-
tem of n oscillators with coupling. Col-
ored disks represent charged masses, col-
ored rectangles containing sawtooth profiles
are damped springs.
This permits me to write down the differential equations describing such a system as
y¨1 + γ1∗ y˙1 + ω
2
1∗y1 −
n∑
j=2
[
γjcy˙j + ω
2
jcyj
]
= e1E0 exp(−iωt),
y¨2 + γ2∗ y˙2 + ω
2
2∗y2 − γ2cy˙1 − ω22cy1 = e2E0 exp(−iωt),
...
y¨n + γn∗ y˙n + ω
2
n∗yn − γncy˙1 − ω2ncy1 = enE0 exp(−iωt). (3.6.28)
Further defining
G−1j = ω
2
j∗ − iγj∗ω − ω2 (3.6.29)
reduces the task of finding the steady-state solution of this system to solving the
following matrix equation:
G−11 iγ2cω − ω22c · · · iγncω − ω2nc
iγ2cω − ω22c G−12 · · · 0
...
...
. . .
...
iγncω − ω2nc 0 · · · G−1N


a1
a2
...
an
 = E0

e1
e2
...
en
 . (3.6.30)
The vigilant reader will immediately notice that the above matrix is the inverse Green
function matrix Gˆ−1 of the system of coupled oscillators. The solution to the matrix
equation is
χ = e · Gˆ · e =
(
e1 +
∑n
2 ej(ω
2
jc − iωγjc)Gj
)2
G−11 −
∑n
2 (ω
2
jc − iωγjc)2Gj
+
n∑
2
e2jGj. (3.6.31)
It is helpful to extract the non-dimensionless constants into a leading coefficient:
χ =
e2
ε0Ωme
·
[(
e1 +
∑n
2 ej(ω
2
jc − iωγjc)Gj
)2
G−11 −
∑n
2 (ω
2
jc − iωγjc)2Gj
+
n∑
2
e2jGj
]
. (3.6.32)
In this form the quantities ej represent the ratios ej/
√
mj expressed in units of elemen-
tary charge and electron mass. If the volume of the unit cell is taken in cubic a˚ngstro¨ms
and all units of frequency are expressed in electron-volts, the leading coefficient will be
equal to 1378.84/Ω.
Another useful result alludes to the sum-rule. If we integrate the optical conduc-
tivity with an appropriate coefficient
2Ωme
pie2
∞∫
0
Re[σ(ω)] dω =
2Ωme
pie2
∞∫
0
ε0ω Im[χ(ω)] dω =
n∑
j=1
e2j , (3.6.33)
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we must obtain the total number of electrons per unit cell. In this case the individual
quantities e2j will give an effective number of electrons responsible for the jth oscillator.
Expanding the expression for χ will give a rational function, where the polynomial
in the numerator is of degree 2(n− 1) the polynomial in the denominator is of degree
2n. This means, that χ can be expressed as the sum
n∑
j=1
Cj
ω − zj +
C ′j
ω − z′j
, (3.6.34)
where zj and z
′
j are the jth pair of poles and Cj and C
′
j are complex constants. The
principle of causality requires χ(−ω) = χ∗(ω) and Kramers – Kronig consistency re-
quires analyticity in the upper complex plane, therefore C ′ = C∗ and z′ = −z∗. These
relations will coerce χ to the form
n∑
j=1
−2Cj1zj1 + Cj2zj2 + iCj2ω|zj|2 + 2izj2ω − ω2 , (3.6.35)
where the indices 1 and 2 denote real and imaginary parts of the complex variables.
The rational function above is more commonly written down as
χ =
n∑
j=1
Sj − iβjω
ω′2j − iγ′jω − ω2
, (3.6.36)
i.e. as a sum of generalized Lorentzians, augmented by an imaginary asymmetry pa-
rameter, β. Furthermore, because in the original expression χ decays at least as fast as
ω−2, the condition
∑
βj = 0 must hold. Even with the knowledge that z
′ = −z∗, the
task of finding the n pairs of poles involves solving a polynomial equation of at least
degree n, however finding a numerical solution is trivial. Having carried this out, I can
compare the generalized Lorentzians in the neighborhood of their resulting resonance
frequencies with Fano profiles, whose optical conductivity (σ = −iωε0χ) profile is given
by Eq. (3.6.16):
σjFano(ω) = iσ0
(qj − i)2
j + i
,
The reduced frequency j = 2(ω− ω′j)/γ′j is approximately (ω2− ω′2j )/(γ′jω) when ω ≈
ω′j. Under these approximations, the optical conductivity of a generalized Lorentzian
reads
σj = −iε0ω Sj − iβjω
ω2j′ − iγj′ω − ω2
≈ iε0
γ
Sj − iβjω
j + i
≈ iσ0 (qj − i)
2
j + i
. (3.6.37)
From here, by matching the arguments of the numerators at ω = ω′j I can find qj:
qj =
Sj +
√
S2j + β
2
jω
′2
j
βjω′j
. (3.6.38)
The relations above therefore demonstrate that the appearance of Fano resonances
is a general feature of systems of coupled oscillators.
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It shall be noted that regardless of the initial model, the system was reduced to
4n− 1 independent parameters (Sj, βj, ω′j and γ′j for n oscillators with a constraint on
the values of βj), even though, the initial system of differential equations is described
by 6n − 2 parameters (mj, ej, Γ1j = Γj1, k1j = kj1, kj, Γj). Barker and Hopfield [81]
show, that a conversion between coupling by relative velocities and coupling by relative
displacements is possible by a simple coordinate transformation12, therefore in the
absence of a justified microscopic model of coupling it is not possible to determine,
whether ωj and γj themselves are truly the unperturbed widths and energies of the
oscillators. Furthermore, even given a specific model of coupling, i.e. when knowing the
ratios of γjc/ωjc, the values of ωj and γj cannot be restored from ωj∗ and γj∗ without
knowledge of the masses.
I must make a diversion here to discuss the applicability of the mechanical analog.
As already mentioned, it has been directly used in works [80, 81]. In a true mechanical
system shown in Fig. 3.10 we find, that the presence of coupling perturbs the frequencies
and widths of the participating oscillators, as shown in Eqs. (3.6.27, 3.6.29). Therefore,
in a mechanical system we would have to satisfy the following conditions:
γ1 = γ1∗ −
n∑
j=2
γjc
√
mj/m1 > 0 ω
2
1 = ω
2
1∗ −
n∑
j=2
ω2jc
√
mj/m1 > 0
γj = γj∗ − γjc
√
m1/mj > 0 ω
2
j = ωj∗ − ω2jc
√
m1/mj > 0. (3.6.39)
This would allow us to gain some knowledge of the effective masses of the oscillators, as
is illustrated graphically in the Figures 3.11 and 3.12 for a scenario of three oscillators
with coupling only via relative displacement. Depending on the values of the fitted
parameters, respecting the above constraints would force one to rule out certain values
of effective masses and/or specific models of coupling. On the other hand, the charac-
teristic matrix equation (3.6.30) of the corresponding system of differential equations
(3.6.28) is almost of the same form, as in a number of other studies, such as [82, 83].
In both cases, the Green function matrix is not derived in any way, but written down
directly. The authors of the former paper do not discuss the origin of the individual
oscillators’ parameters, or their relation to coupling strength. The authors of the latter
paper simply note that the obtained parameters may not be the “bare” parameters of
the individual oscillator, only because the linearity of the coupling is an approximation.
In another paper Bar-Ad et al [84] take a more rigorous, quantum-mechanical approach
and solve the Dyson equation to calculate the response of a discrete resonance coupled
to a quasi-continuum. However, there also the parameters of the unperturbed Green
functions of the discrete transitions (G
(0)−1
xx in their notation, equivalent to G
−1
j≥2 in
Eq.(3.6.29)) are given directly as the intrinsic parameters of the discrete state. Conse-
quently, acknowledging the phenomenological character of my model, I do not attempt
to calculate any “bare” parameters, because their physical meaning in the context of
the excitations in a crystal is unclear, whereas the “perturbed” parameters do reflect
the positions and shapes of features in the spectra.
12Strictly speaking, Barker and Hopfield show the validity of this conversion only in one direction,
and only for two coupled oscillators. I have found that it is not always possible to reproduce a spectrum
modelled with coupling by relative velocities, with a model with coupling by relative displacements.
This is probably a cause of the requirement that certain fit parameters must be positive.
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Figure 3.11 – The domain of al-
lowed mass ratios µ1j = m1/mj
for a mechanical system of three
coupled oscillators. Black dashed
lines show the asymptotes of the
blue curve. The mass ratios must
lie within the region bound by the
three colored lines. The equation
for the blue curve is symmetric
with respect to exchanging the in-
dices 2↔ 3.
Figure 3.12 – Unperturbed frequency values for the first, second, and third oscillator
(blue, yellow, green surfaces, respectively) in the domain of allowed mass ratios, as
illustrated in Fig. 3.11. Each corner point contains the highest possible unperturbed
frequency for one oscillator and zero frequency for the other two.
Chapter 4
Results and discussion
4.1 Introduction
As was discussed in Chapter 3, the optical response of a material gives information
about a broad range of excitations in it. Transmission and reflectance measurements
have been used extensively to study excitonic processes in a wide range of materials,
e.g. in [35, 39–41, 84, 85], to name but a few. Likewise, numerous theoretical studies
calculate the optical response of the corresponding materials [4, 38, 42]. On the other
hand, optical studies of excitonic insulator candidates are scarce. The reflectivity
of the TMDC TiSe2 has been measured in [52], but the majority of other studies
concerned mostly the photoemission spectra (see [59] for a summary). The reflectivity
of TmSe0.45Te0.55 is only briefly discussed in [50].
As far as Ta2NiSe5 is concerned, there are, to the best of my knowledge, currently
no published optical studies of this material. As with TiSe2, the recent published
literature is dominated by the previously discussed ARPES studies and accompanying
theoretical works [15, 16, 18, 86, 87]. Ta2NiS5 does not demonstrate the structural
distortion or anomaly in the resistivity, which are present in Ta2NiSe5 (Fig. 4.1), and
for this reason is not believed to be an excitonic insulator. Consequently, apart from the
earliest studies concerning their synthesis and initial characterization [65–67], Ta2NiS5
was only briefly mentioned in [87].
As will be shown, DFT calculations fail to provide an exhaustive description of ei-
ther of the two materials. The theoretical study of Kaneko et al [18] probably utilizes
the potential of calculations to its fullest, although even there the authors acknowledge
the incomplete agreement of the calculated band structure with experimental observa-
tions. Although ARPES measurements capture the true band structure and observe
results attributable to an EI phase in Ta2NiSe5, they cannot serve as a probe for the
elementary excitations, and they can measure only the density of occupied states. Due
to this, optical measurements are complementary to ARPES, observing the joint DOS.
Moreover, optical measurements are one of the most direct ways to observe excitons.
In summary, there is a lacking of optical studies of EI candidates. More specifi-
cally, excitons have not been directly observed in the EI candidates by optics save for
a somewhat ambiguous report on TmSe0.45Te0.55 [50]. Optical studies of Ta2NiSe5 and
Ta2NiS5 are absent altogether. Thus, to fill this gap in the current knowledge, I was
highly motivated to perform a comprehensive ellipsometric study of these two com-
pounds with the intent of ascertaining the excitonic processes in them more directly.
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Figure 4.1 – Dc transport data of Ta2NiSe5 and Ta2NiS5 [36], see also Ref. 16.
(a) Resistivity of Ta2NiSe5. Inset shows the conductivity under linear scaling near
the structural transition temperature. The arrow marks the discontinuity in its
derivative. (b) Arrhenius plots for Ta2NiSe5. (c) Anisotropy of the resistivity for
in-plane current along the a- and c-axes. (d–f) Same as (a–c), but for Ta2NiS5.
Red and blue lines in (a, b, d, e) represent the a- and c-axis resistivity, respectively.
The author gratefully acknowledges the permission of H. Takagi and collaborators
to present these data.
4.1.1 Established properties of Ta2NiSe5 and Ta2NiS5
Some of the published experimental results on Ta2NiSe5 and Ta2NiS5 have already
been discussed in Section 2.6. Here I would like to point out some features in greater
detail.
Fig. 4.1 shows transport data [16, 17, 36] acquired from samples of Ta2NiSe5
and Ta2NiS5. Unsurprisingly, both materials are more conductive along the a-axis
(i.e. parallel to the Ni chains), which has the shortest lattice constant. Ta2NiSe5
demonstrates an anomaly in the resistivity simultaneously with the orthorhombic-to-
monoclinic structural transition, which is best visible in the Arrhenius plot, as a peak
at 328 K, or in the conductivity, as a kink. This feature has been attributed to the
transition to the EI phase [18]. It has been open to speculation, whether Ta2NiS5
should also be regarded as an EI, with a much higher transition temperature, as no
such anomalies were observed anywhere up to 680 K [66]. This assumption could be
justified by a possibly higher binding energy of the exciton, as will be shown later in
the Chapter. On the other hand, Ta2NiS5 is already in the higher symmetry Cmcm
space group (see Table 4.1 for the structural data), whereas Kaneko et al [18] suggest
that electron-phonon coupling should induce a lowering of the symmetry when the ma-
terial transitions to the EI phase. More convincingly, similar transport measurements
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of the Ta2Ni(Se1−xSx)5 family of compounds show, that the peak structure in the Ar-
rhenius plot decreases in magnitude and temperature with increasing x and vanishes
completely before x reaches 0.75 [17, 36]. Although one could speculate that when the
stoichiometric limit of x = 1 is approached again, the EI phase would reemerge, this
does cast an additional doubt on the presence of the EI state in Ta2NiS5.
Some qualitative observations can be made from the anisotropy of the resistivity.
It decreases in the selenide with decreasing temperature (at least down to 50 K), but
increases greatly in the sulphide. It can be seen, that below 100 K the growth of the
a-axis resistivity slows down in the sulphide. We could speculate, that this is because of
a relative ease of transporting charge along the shortest axis of the lattice, and suggest,
that had the excitonic condensate not formed in Ta2NiSe5, its a-axis resistivity would
also be much lower.
The activation energy (Arrhenius) plot for Ta2NiSe5 shows a relatively flat region
between 100 and 250 K at a height of about 1000 K, which indicates an energy gap of
2 × 1000 K ≈ 0.17 eV. This is in good agreement with the ARPES data which show
the valence band to lie roughly at the same depth. The Arrhenius plot for Ta2NiS5
indicates a gap of around 0.3 eV. The quoted values are also in reasonable agreement
with Sunshine and Ibers [65], who report 0.13 eV (0.36 eV) for Ta2NiSe5 (Ta2NiS5).
Recent photoemission spectroscopy (ARPES) measurements [15, 16, 87] at low
temperatures reveal a particularly flat dispersion of the valence band around the Γ-
point (E(kx)) in Ta2NiSe5. The flattening of the band, following theoretical studies
and experimental examples [1, 4, 59] is regarded as a signature of the EI phase. A
calculation aimed specifically at Ta2NiSe5 also predicts the EI phase to lead to such a
band structure [18]. The valence band is found to lie approximately 0.17 eV below the
conduction band, consistent with optical and resistivity measurements.
4.2 DFT calculations
DFT calculations were performed by A. Yaresko (Max Planck Institute for Solid
State Research, Stuttgart, Germany), using the linear-muffin-tin orbital method
within the atomic sphere approximation [88], starting from the known structures of
Ta2NiSe5/Ta2NiS5 [65], Table 4.1. The author extends his gratitude to A. Yaresko for
providing these results.
Ta2NiSe5 C2/c (15) Ta2NiS5 Cmcm (63)
Atom Site x y z Atom Site x y z
Ta(1) 8f -0.0079 0.2213 0.1104 Ta(1) 8f 0.0 0.2208 0.1088
Ni(1) 4e 0.0 0.7011 0.25 Ni(1) 4c 0.0 0.6969 0.25
Se(1) 8f 0.5053 0.0803 0.1380 S(1) 8f 0.5 0.0828 0.1353
Se(2) 8f -0.0051 0.1456 0.9509 S(2) 8f 0.0 0.1485 0.9497
Se(3) 4e 0.0 0.3271 0.25 S(3) 4c 0.0 0.3197 0.25
Lattice
constants
a, A˚ b, A˚ c, A˚ Lattice
constants
a, A˚ b, A˚ c, A˚
3.496 12.829 15.641 3.415 12.146 15.097
Lattice
angles
α, ◦ β, ◦ γ, ◦ Lattice
angles
α, ◦ β, ◦ γ, ◦
90 90.53 90 90 90 90
Table 4.1 – The lattice parameters of Ta2NiSe5 and Ta2NiS5 [65].
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Figure 4.2 – Calculated band structure of Ta2NiSe5.
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Figure 4.3 – Calculated band structure of Ta2NiS5.
The band structure calculations give very similar results for both compounds
(Figs. 4.2, 4.3), hardly being affected by the small monoclinic distortion of Ta2NiSe5.
In analogy to the TMDCs (TiX2 and TaX2, X = S, Se,Te), the shorter Ta – S bonds
and stronger Ta d – S p hybridization, compared to Ta – Se shift the Ta d states
to higher energy, with a corresponding shift of the peak positions in the optical
conductivity (Fig. 4.4). This is in good agreement with my results and earlier studies,
however some discrepancies are also observed. Firstly, calculations yield a metallic
solution with a small overlap between the Ta conduction band and the Ni valence
band, while ARPES, transport measurements, and optical responses indicate a gap.
This is also observed by Kaneko et al [18]1.Secondly, the solution is non-magnetic,
which, in itself, is not in disagreement with observations, but it is brought about
by almost fully occupied S 3p (Se 4p) and Ni 3d shells and nearly empty Ta 5d
orbitals, suggesting formal valencies close to Ta5+ (5d0), Ni0 (3d10). This is at odds
with another non-magnetic scenario with a Ta – Ni – Ta singlet, suggested in [15].
Additionally, because of the filled Ni shell and empty Ta shell, on-site Coulomb
repulsion in the LDA + U approach is also insufficient to explain the band gap clearly
observed in experiment.
1As the goal of their study is to tie the monoclinic distortion in Ta2NiSe5 to the appearance of an
excitonic condensate, rather than to simply calculate the band structure, they remedy this problem
by adding orbital-dependent potentials to achieve agreement with experiment.
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Figure 4.4 – (a-c) The calculated optical conductivities of Ta2NiSe5 and Ta2NiS5
for the a-, b-, and c-axes, respectively.
4.3 Dielectric function of Ta2NiSe5 and Ta2NiS5
I now turn to the dielectric functions of Ta2NiSe5 and Ta2NiS5, as measured by spec-
troscopic ellipsometry. Ellipsometric measurements were carried out on single crystals
of Ta2NiSe5 and Ta2NiS5 with approximate dimensions of 10× 0.1× 1 mm3 along the
a-, b-, and c-axes, respectively. Both compounds possessed an exposed ac-plane that
was cleaved prior to measurement. The spectra were acquired in two orientations, i.e.
with either the a- or the c-axis lying in the plane of incidence. The angle of incidence
was taken between 70◦ and 80◦ depending on the spectral range, and the temperature
was varied between 10 K and 350 K. The complex-valued dielectric function may be
described by its real and imaginary parts or by the real parts of the permittivity and
optical conductivity:
ε˜(ω) = ε1(ω) + iε2(ω) = ε1(ω) + i
σ1(ω)
ε0ω
, (4.3.1)
where the indices 1 and 2 denote the real and imaginary parts, respectively, and
ε0 is the electric constant (sometimes referred to as the vacuum permittivity). A
conventional way to present the complex-valued dielectric function is to plot the real
parts of the permittivity and conductivity.
4.3.1 Far-infrared dielectric response
I shall begin by presenting the far-infrared dielectric responses of the two studied
compounds. The far-IR spectra are typically characterized by the dipole-active op-
tical phonon modes and the itinerant charge carrier response. The space group and
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Figure 4.5 – The a-axis, far-IR, real optical conductivity (σ1, Ω
−1cm−1) in Ta2NiSe5
plotted against phonon energy (~ω, meV) and temperature (T, K) (left), and opti-
cal conductivity spectra in a relatively featureless region, showing the temperature
dependence of the background conductivity (right). At least six modes are visible,
with the lowest energy feature consisting of two close-lying peaks. A possible sev-
enth, very weak mode may be located at 23 meV. Above approximately 150 K the
optical gap starts to close and a strong background coming from free charge carriers
and broadening higher-energy features rapidly appears.
Figure 4.6 – Relief map of the c-axis optical conductivity of Ta2NiSe5. Seven main
features are clearly resolved. The softening of the modes with increasing temperature
is clearly visible by the bends of the phonon lines towards lower energies at the top
of the map.
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Figure 4.7 – Left: real part of the dielectric permittivity for E ‖ a in Ta2NiS5.
Spectra for increasing temperatures are shown with increasing transparency. Four
phonon modes are visible and marked by dashed lines. A broad feature at the low-
energy end of the spectrum persists at all temperatures. Right: the counterpart
of the broad low-energy feature in the optical conductivity. Data is filtered by a
1 meV wide moving average for purposes of demonstration. Units are the same, as
in Fig. 4.5.
occupied Wyckoff positions are sufficient information to determine the maximum ex-
pected number of dipole-active phonon modes. The symmetry of the crystal lattice of
Ta2NiSe5 allows for 21 dipole-active optical phonon modes, of which 3 should vanish
above the structural transition to the Cmcm space group. However, at high temper-
atures it is not possible to ascertain, which modes have disappeared, and which were
Figure 4.8 – Left: relief map of the optical conductivity for E ‖ c in Ta2NiS5. Right:
comparison of the low-temperature (10 K) optical conductivities in Ta2NiS5 and
Ta2NiSe5. The horizontal axes of the two plots are stretched/compressed by a factor
of
√
mSe/mS = 1.57 relative to each other. Vertical dashed lines of the same hue
mark possible corresponding phonon modes in the two compounds. The coinciding
positions of several modes under this scaling in the two different compounds serve
to illustrate the isotope effect.
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Figure 4.9 – Optical response of Ta2NiSe5 for E ‖ c at high frequencies. Gray
lines in the background show the results of LDA calculations. Calculated spectra are
shifted by 0.3 eV to higher energies.
Figure 4.10 – Same as Fig. 4.9, but for Ta2NiS5.
simply masked by the itinerant charge carrier response (Fig. 4.5). Nevertheless, the
data are in good agreement with a structural transition, considering the rather sizeable
softening of several phonon modes.
For electric fields along the c-axis, despite the smaller dimensions of the crystal, the
phonon modes are also quite well-resolved, because of the more insulating character
of the sample along this direction. They also demonstrate considerable shifts with
increasing temperature. The measured optical conductivity is presented in Fig. 4.6.
As Ta2NiS5 is orthorhombic at all accessed temperatures, the phonon spectra are
expected to contain 18 dipole-active modes. Ta2NiS5 has even lower dc conductivity
than Ta2NiSe5 and retains an optical gap up to the highest accessed temperatures,
therefore there is no contamination from a free charge carrier response. Fig. 4.7 depicts
the measured optical spectra. The four expected phonon modes are resolvable, although
superimposed onto a very intensive broad peak, centered at 16 meV. It causes a Drude-
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like downturn in the real permittivity, however the optical conductivity data shows,
that it is localized at a finite energy. The origin of this feature is unclear, but similar
lineshapes can be reproduced by models of coupled electronic and phonon oscillators.
A detailed discussion of this feature is, however, outside of the scope of this thesis.
Finally, Fig. 4.8 shows the c-axis infrared response of Ta2NiS5. The phonon spec-
trum is in several respects very similar to the one of Ta2NiSe5. The two most intensive,
and lowest in energy modes are likely attributable to vibrations of sulphur ions, as they
are shifted to higher energies exactly by a factor of
√
mSe/mS = 1.57, thus perfectly
illustrating the expected influence of ionic masses on the optical phonon energies.
4.3.2 High-frequency optical conductivity
I now focus my attention on the high-energy optical response. Figs. 4.9 and 4.10 show
the c-axis response of Ta2NiSe5 and Ta2NiS5, respectively. The main feature at 2 eV is
well reproduced by DFT calculations, although the calculated spectra do underestimate
the energies by about 0.3 eV. Apart from this peak, the optical absorption is mostly
quite featureless and lacks a pronounced temperature dependence. The mentioned
peak, however, exhibits a rather strong change with increasing temperature. On the
other hand, this phenomenon is even more prominent in the a-axis response.
The a-axis response, depicted in Figs. 4.11 and 4.12, has a temperature dependence
of the absorption bands that is noticeably more pronounced and is present up to higher
energies, especially in Ta2NiSe5. In neither of the compounds do the DFT calculations
capture any specific features of the optical response and, in fact, even considerably
underestimate the spectral weight of the transitions, likely due to the metallic solutions
obtained. However, the DFT calculations predict the correct background values for σ1
and ε1. This is an indication that perhaps the set of narrow absorption lines observed
in the a-axis response stems from many-particle interactions that are not accounted for
in the DFT calculations. In order to quantitatively describe the observed temperature
dependence, I perform a dispersion analysis, fitting the a-axis spectra with a set of
Lorentzian oscillators:
ε˜(ω) = ε∞ +
∑ δεjω2j
ω2j − iγjω − ω2
, (4.3.2)
where ε∞ represents the contribution to the dielectric function by excitations above the
experimentally accessible energy range. Fig. 4.13 shows the actual spectra in a narrow
energy range along with the Lorentzian from the fitted model, centered in that range.
The broadening and softening of this Lorentzian with temperature is quite reminiscent
of the behavior of the charge-transfer bands observed by Ono et al [85] in 1D halogen-
bridged nickel compounds and explained by exciton-phonon interaction [12, 85]. I used
the same model, as employed in [85] to express the linewidths and frequencies of the
strongly temperature-dependent bands as functions of temperature:
ωj(T ) = ω
j
0 −
ωj1
exp
~ωjop
kBT
− 1
,
γj(T ) = γ
j
0 +
γj1
exp
~ωjop
kBT
− 1
, (4.3.3)
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Figure 4.11 – Optical response of
Ta2NiSe5 for E ‖ a at high frequencies.
Gray lines in the background show the
results of LDA calculations.
Figure 4.12 – Same as Fig. 4.11 for
Ta2NiS5.
Figure 4.13 – One of the strongly
temperature-dependent absorption
peaks in Ta2NiSe5 The top set of
curves shows σ1(ω, T ) and the bottom
set of curves is the Lorentzian used in
the fit to capture this feature of the
optical response.
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Figure 4.14 – Temperature dependences of the energies and widths of some of the
absorption bands in Ta2NiSe5 (left) and Ta2NiS5 (right). Solid lines are obtained by
fitting the data to Eqs. (4.3.3).
Ta2NiSe5
ω0, eV ω1, meV γ0, meV γ1, meV ωop, meV
1.45 8.2 87.5 89.3 13.7
1.31 15.5 78.5 65.5 12.7
1.06 50.8 309.9 143.5 16.6
Ta2NiS5
ω0, eV ω1, meV γ0, meV γ1, meV ωop, meV
1.67 30.2 135.9 121.8 21.8
1.50 39.1 109.6 96.7 23.1
Table 4.2 – The fitted parameters for the temperature dependences of the absorption
bands in Ta2NiSe5 and Ta2NiS5 according to Eqs. (4.3.3), as plotted in Fig. 4.14.
where ωj0 and Γ
j
0 are the jth peak position and width, respectively at zero temperature
while the second summand of both equations is proportional to the filling factor of an
optical phonon with frequency ωop. The best-fit parameters for a subset of absorption
bands in Ta2NiSe5 and Ta2NiS5 are listed in Table 4.2 and the resulting tempera-
ture dependence, superimposed onto the original datapoints, is plotted in Fig. 4.14.
The results indicate coupling to phonons with energies listed in the Table. In turn,
the phonon energies are consistent with those, observed by far-infrared measurements.
Furthermore, the ratio of phonon energies is consistent with the mass ratio of the
chalcogene ions: 1.31 < ωjop(S)/ω
k
op(Se) < 1.82, while
√
mSe/mS = 1.57. The sen-
sitivity of the absorption bands to the lattice is further highlighted by the observed
temperature dependence of the peak parameters in Ta2NiSe5. As the structural tran-
sition temperature is approached, the peak parameters rapidly deviate from the fit, an
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effect not reproduced by band structure calculations for the high-temperature space
group. The peak parameters for Ta2NiS5, on the other hand, remain consistent with
the fit at all temperatures, owing to the absence of a structural transition.
In summary, the high-energy spectra are qualitatively not different. The sequence of
absorption peaks in Ta2NiSe5 is well matched by the sequence in Ta2NiS5. Expectedly,
the positions of the interband transitions in Ta2NiS5 are found at somewhat higher
energies, due to the more tightly bound electrons in the smaller sulphur ion. This is
also reproduced by DFT calculations, which yield similar results for both compounds,
but find peaks at higher energies in Ta2NiS5. The temperature dependences of the
absorption bands seem to come from an exciton-phonon coupling which acts as a two-
dimensional effect (perhaps even a three-dimensional effect, but the dimensions of
the crystals do not allow for measurements of the b-axis). The main intermediate
conclusion to be draw from these results is that charge-lattice interactions are strong
in these materials and will undoubtedly influence the excitonic states.
4.3.3 Mid-infrared dielectric function
I now turn to the main result of the measurements, concerning the dielectric function
in the mid-to-near-IR spectral range.
The c-axis responses of the two compounds (Fig. 4.15) are, in general, rather un-
spectacular. There are undoubtedly a few select features visible, namely a set of kinks
in the optical conductivity of Ta2NiSe5 at 0.15, 0.30, and 0.55 eV, along with a some-
what similar spectrum for Ta2NiS5. However, their magnitudes are in both cases very
much smaller, than what is seen in the a-axis response. Because, as will be discussed
in detail below, the a-axes of these compounds demonstrate similar behavior, but of a
much greater magnitude, it is quite likely, that these kinks are simply a contamination
of the pseudodielectric function by the contributions from other axes. These contribu-
tions can either be caused by a slight misalignment of the principal axes with respect
to the measurement geometry, or are intrinsic to the relationship between the pseu-
dodielectric function and the individual components of the dielectric tensor. Another
Figure 4.15 – The infrared c-axis responses of Ta2NiSe5 and Ta2NiS5.
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Figure 4.16 – Left: the infrared part (i.e. with the high energy contribution sub-
tracted) of the optical response for E ‖ a in Ta2NiS5. Kinks in the optical conduc-
tivity and peaks in the permittivity are easily discernible at 0.3 and 0.55 eV. Right:
the difference spectra, given by σ1(10K)−σ1(T ) and ε1(10K)− ε1(T ), highlighting
the asymmetric resonances, that have a stronger temperature dependence than the
background.
Figure 4.17 – The same, as Fig. 4.16, but for Ta2NiSe5. Arrows mark the asym-
metric features in the permittivity, analogous to those, seen in Ta2NiS5.
explanation could be that these features are indeed intrinsic to the c-axis response, if,
as is the case for any real system compared to an idealized model, the materials are
not perfectly one-dimensional, and some transitions, though to a very small extent,
show activity with respect to electric fields perpendicular to the Ni-chains. Whatever
the explanation may be, it suggests, that studying the a-axis response is a far more
productive undertaking.
The a-axis response displays the somewhat unusual behavior seen in the c-axis with
far greater clarity. To better focus on features specific to the infrared energy range it
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is beneficial to disconnect the contribution of the higher-energy oscillators from the
spectrum of those, lying in the infrared range. The performed dispersion analysis
allows categorizing the numerous excitations observed into high- and low-energy sets.
It is then possible to remove the high-energy excitations and be left with only the near-
infrared and lower-energy part of the dielectric function by subtracting the Lorentzians
of the fit with energies approximately equal to, or higher than 1 eV:
ε˜ir(ω, T ) = ε˜(ω, T )−
∑
ωj&1ev
δεj(T )ω
2
j (T )
ω2j (T )− iγj(T )ω − ω2
− ε∞. (4.3.4)
The resulting “infrared dielectric function” is presented in Figs. 4.16 and 4.17 and can
be analyzed separately.
Asymmetric line shapes in the infrared response of Ta2NiS5 are already visible in its
complete a-axis dielectric response. They are manifested by peaks in the real part of
the permittivity and kinks and step-like features in the optical conductivity at around
0.3 eV and 0.55 eV, which is unlike an ordinary Lorentzian that gives a symmetric
peak in the conductivity. The same features are less obvious in Ta2NiSe5, as they lie
at lower energies and are disguised by a larger electronic background. However, it is
still possible to detect them by tracking the changes in the dielectric function with
rising temperature. To do so, I plot the so-called difference spectra, i.e. the functions
ε˜ir(ω, 10K− T ) = ε˜ir(ω, 10K)− ε˜ir(ω, T ) (also shown for each compound in Figs. 4.16
and 4.17). Although the broad background does not exhibit any considerable changes
below about 150 K, the difference spectra reveal at least one peak growing in the real
permittivity at around 0.35 eV as the temperature is lowered from 150 K to 10 K. A
similar second feature, given away by a kink in the permittivity appears to be present
just above 0.2 eV. As a whole, the low temperature spectra for each compound thus
resemble a broad background upon which two asymmetric resonances are superimposed.
There are several ways to interpret and model such spectra, as discussed in the previous
two chapters and they will be dealt with here in sequence.
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Figure 4.18 – Comparison between
ARPES data for the valence band (data
from Ref. 87) and the parameters of
the broad absorption band at 0.4 eV
in Ta2NiSe5. y-axis values are rescaled
to superimpose optical parameters onto
ARPES datasets. See text for details.
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Figure 4.19 – The separation of the low-temperature IR spectra of Ta2NiSe5 and
Ta2NiS5 into doublets of Fano resonances (red and green lines) and background parts,
coming from broad underlying oscillators and contributions from high-energy terms.
The blue curves show the infrared data sans background. Note the different axes for
the asymmetric peaks and background in the permittivity plot for Ta2NiS5.
The mid-infrared spectra appear to contain the lowest-in-energy electronic excita-
tions in the material, and as such, would be linked to excitations from the top of the
valence band to the bottom of the conduction band. In this respect ARPES measure-
ments are complementary to the optical absorption. The valence band (Fig. 2.17) was
studied in detail by ARPES [87] in a broad temperature range. The authors presented
two models for the band: the first being a normal parabolic band fitted to the ARPES
data at non-zero momentum, the second termed a rectangular band, referring to the
flatness of the band near the Γ-point. Energy distribution curves (EDC) at the Γ-point
contained a distinct peak near the band maximum. As a first step, I compare the tem-
perature dependence of the band maximum and the peak width in the EDC to the
optical data.
The most straightforward approach is to simply fit the spectra with a set of gener-
alized Lorentzians:
ε˜ir(ω) =
∑
j
Sj − iβjω
ω2j − iγjω − ω2
. (4.3.5)
The spectra were well described by a set of three oscillators: a single broad background
term with large spectral weight and width, and two narrow terms with strong asym-
metry. This model must be additionally constrained by the requirement
∑
βj = 0,
meaning that the background term is also asymmetric, however because of its larger
spectral weight and width, this is almost undetectable.
The obtained parameters of the background term were compared to the ARPES
data in Fig. 4.18. The excellent correlation of the two datasets is a clear indication,
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Ta2NiSe5 Ta2NiS5
j Sj, eV
2 ωj, eV γj, eV βj, eV Sj, eV
2 ωj, eV γj, eV βj, eV
1 3.828 0.450 0.285 -6.789 2.769 0.672 0.571 -0.443
2 0.356 0.332 0.111 4.314 -0.004 0.542 0.062 0.279
3 0.154 0.238 0.129 2.475 0.004 0.378 0.125 0.164
Table 4.3 – Best-fit parameters of the infrared spectra of Ta2NiSe5 and Ta2NiS5 at
10 K to the expression (4.3.5).
Ta2NiSe5, Ω = 701 A˚
3
Ta2NiS5, Ω = 627 A˚
3
j pj, e
−/u.c. qj pj, e−/u.c. qj
1 2.490 -2.857 1.266 -18.627
2 0.751 1.279 0.069 0.976
3 0.310 1.294 0.028 1.066
Table 4.4 – Strength parameters p, and asymmetry parameters q of the generalized
Lorentzians in Ta2NiSe5 and Ta2NiS5 at 10 K, given the values from Table 4.3.
that the valence band serves as the initial state for the transition associated with the
peak at 0.4 eV. Around room temperature the peak parameters rapidly transition from
values in good agreement with a rectangular band model, to values agreeing with the
parabolic band model. In other words, as the structural transition temperature of 328 K
is approached, it is likely, that the valence band transitions from the low-temperature
flattened shape to a normal parabolic shape.
In lieu of ARPES data for Ta2NiS5, I do not discuss the temperature dependence
of the background term in great detail. Still, it must be noted, that the oscillators
in Ta2NiS5 lie at somewhat higher energies and demonstrate rather modest softening.
The broadening of the background term is insufficient to transfer much spectral weight
to low energies and, unlike Ta2NiSe5, a Drude response does not appear at high tem-
peratures. As a result, the gap in Ta2NiS5 does not close at least up to 350 K. The
parameters of the Fano-like lineshapes can be quite accurately determined at low tem-
peratures and are listed in Tables 4.3 and 4.4. The strength parameter p provides a
measure of the spectral weight of a generalized Lorentzian [89] and in my notation is
given by the expression
pj =
ε0Ωme
e2
√
S2j + β
2
jω
2
j , (4.3.6)
where the coefficient ε0Ωme/e
2 was already introduced in Eq. (3.6.32) and serves to
renormalize the strength to units of effective charges per unit cell.
What is seen here, is a superposition of a doublet of asymmetric resonances and a
broad background term. This is a typical result of the famed Fano-Anderson model [19],
Figure 4.20 – Simplified level scheme of the proposed model. The
state |g〉 represents the true ground state of the material, whatever
its microscopic details may be. The manifold |k〉 is a continuum of
single-particle excitations, transitions to it correspond to electrons
being photoexcited from the valence band. The states |1〉 and
|2〉 correspond to single photon excitations related to unspecified
excitonic process, the exact nature of which is to be determined.
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Ta2NiSe5, Ω = 701 A˚
3
Ta2NiS5, Ω = 627 A˚
3
j SWj ej ωj γj∗ γjc SWj ej ωj γj∗ γjc
1 2.570 2.248 0.543 0.302 — 1.338 1.715 0.703 0.531 —
2 0.074 0.381 0.312 0.111 0.106 0.013 -0.172 0.526 0.099 0.164
3 0.139 0.524 0.209 0.110 0.230 0.004 0.103 0.371 0.126 0.113
Table 4.5 – Fit parameters for the relative-velocity-coupled oscillator model, yielding
the same result, as the corresponding sets of generalized oscillators. The spectral
weights or strengths of the participating oscillators SWj are given in electrons per
unit cell; all other values are in electron-volts. The asterisk in γj∗ indicates, that the
width is not intrinsic, but perturbed by the coupling (see the surrounding text and
Section 3.6.4 for a detailed discussion of the relevance of the terms “intrinsic” and
“perturbed”, and of the limitations of the mechanical analog).
j SWj ej ωj∗ γj ωjc
1 1.191 1.618 0.675 0.611 —
2 0.084 -0.431 0.546 0.043 0.251
3 0.081 -0.422 0.391 0.103 0.259
Table 4.6 – Fit parameters for the relative-displacement-coupled oscillator model in
Ta2NiS5. The asterisk is now present in the frequency parameter ωj∗ , indicating a
perturbation of the central frequency due to coupling. As before, SWj is in e
−/u.c.,
other quantities are in eV.
which predicts, that a coupling between two excitation channels leads to a distortion of
the lineshape of the discrete transition. The appearance of Fano lineshapes in systems
with coupling was shown by numerous successors, e.g. for quasi-continua, as opposed to
a true continuum [84]. In most cases, a Green’s function formalism was used, whether
with a quantum-mechanical approach [84], or in a semiclassical approach as in [82, 83],
in all cases giving similar results, consistent also with the derivation from a mechanical
analog, that I presented in Chapter 3. The illustration in Fig. 4.20, although visually
tailored to the experimental results presented here, depicts a generic scenario in which
asymmetric Fano resonances can be observed. The sets of single-photon excitations
depicted in it as |k〉, |1〉, and |2〉 can be placed in correspondence with the peaks
j = 1, 2, 3, respectively, in Tables 4.3, 4.4, 4.5, 4.6.
It is then natural to model the spectra in this framework, explicitly as a system of
coupled oscillators (Eqs. (3.6.29, 3.6.31)):
G−1j = ω
2
j − iγj∗ω − ω2,
χ =
(
e1 +
∑n
2 ej(ω
2
jc − iωγjc)Gj
)2
G−11 −
∑n
2 (ω
2
jc − iωγjc)2Gj
+
n∑
2
e2jGj.
Coupling via relative velocities corresponds to the case ωjc = 0, γjc > 0. The in-
trinsic oscillator strength (i.e. that, which would be observed without coupling), in
terms of electrons per unit cell is given, similarly to the generalized Lorentzians, as
SWj = e
2
jε0Ωme/e
2. The resulting parameters are listed in Table 4.5. Ta2NiS5 can
be also described by coupling via relative displacement (γjc = 0, ωjc > 0), Table 4.6.
This “duality” highlights the fact, that an exact microscopic mechanism of coupling
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cannot be inferred simply from the form of the dielectric function alone. It was al-
ready discussed, that the model of coupled oscillators is derived from a mechanical
analog and is largely phenomenological, so one shouldn’t be too concerned, that the
fits yield γjc > γj∗ . This complication is alleviated for Ta2NiS5, as coupling by relative
displacement gives values of ωjc < ωj∗ , but it does indicate a difference between the
two compounds, as it was not possible to describe Ta2NiSe5 in this manner. In any
case, the authors of [83], who also employ the semiclassical approach, warn us, that the
resulting fit parameters should not be regarded as “bare” parameters of the underlying
processes. The main advantage of the model of coupled oscillators is that it provides
us with the explicit parameters of the single photon excitations |1〉, |2〉, and |k〉. The
term “explicit” is in the sense, that in a quantum-mechanical approach, as in [84],
there are no “unperturbed” parameters that are analogous to ωj or γj, as introduced
in Chapter 3. Instead, the energy and width of the discrete states, as introduced in
[84] are analogous to ωj∗ and γj∗ .
Although the expression (4.3.6) is not an exact measure of the spectral weight of an
oscillator, it can be a useful measure to estimate how much spectral weight is transferred
to (from) the background continuum from (to) the discrete states, by comparing the
values of SWj and pj for the discrete states (j = 2, 3).
It is not uncommon to find excitonic Fano resonances in low-dimensional systems
[90], such as quantum wells, superlattices, semiconductors in magnetic fields. There
the reduced dimensionality of these systems is induced by external fields or particular
geometries and is free of fluctuations. The Fano lineshapes are observed only at en-
ergies above the onset of the continuum and connect to the excitonic states of higher
Landau or Wannier-Stark levels. Compare this, for example, to the case of Cu2O, the
already mentioned three-dimensional semiconductor whose excitonic absorption lines
are situated below the absorption edge and are symmetric. In Ta2NiSe5 and Ta2NiS5
the one-dimensional character of the systems is intrinsic to the strongly anisotropic
crystal structure. Like in many low-dimensional systems, interaction with phonons is
likely crucial to explaining the non-trivial dynamics observed, not to mention the fact,
that the higher-energy spectra already demonstrate strong charge-lattice interactions.
At the same time, there are no external fields or special geometries to explain, why the
Fano resonances that I attribute to excitonic states, are present over the continuum,
rather than manifesting themselves as normal symmetric resonances within the band
gap.
While I explicitly observe the presumably excitonic transitions and can infer their
parameters from the coupled oscillator framework, the model does not, by itself, offer
an insight into the origin of these transitions, or the initial and final states of the system
for these processes. This must be deduced from other considerations.
An attractive, though rather na¨ıve explanation assumes the classical excitonic insu-
lator scenario, wherein the bound excitonic states are energetically favorable, compared
to the single-particle ground state of the semiconductor. Taking for the moment this
model for granted, the absence of electrons anywhere, but in the valence band is no
longer the most energetically favorable state and excitons should form lowering the
overall energy further. This results in a depopulation of the valence band and an in-
crease of quasiparticles in a lower energy state. The qualitative description of such a
system was already laid out in the earlier Chapters, as a set of discrete states below
a continuum in the two-particle band structure representation. Presumably then, the
Fano resonances observed correspond to the pair-breaking transitions. Let us assume
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for the moment, that the excitonic states are defined by the Coulomb interaction of
electrons and holes in these strongly anisotropic materials and apply the mathematics
detailed in Chapter 2. Specifically, I shall assume that the origins of the peaks |1〉 and
|2〉 are the dissociation of excitons in states |101〉 and |102〉, as defined in Section 2.3.
With the knowledge of the permittivity, as was measured experimentally, we can infer
the anisotropy parameter α and the longitudinal (along the Ni-chains) and transverse
effective masses. Specifically for Ta2NiSe5:
E101 = 0.31 eV =
21(α)µρ
ερεzme
· 13.6 eV; E102 = 0.21 eV = 22(α)µρ
ερεzme
· 13.6 eV. (4.3.7)
From the ratio E102/E101, the anisotropy parameter α is found numerically to be 0.0255,
giving 1 = 1.51 and 2 = 1.02. With εz ∼ 75 and ερ ∼ 25 it follows that µρ/me = 14.2,
and finally, to maintain the value of α, µz/me needs to be a rather large 185. These
are the reduced masses of the electron and hole, which would mean at least double
these values for the effective masses of the electron and hole separately. For the sake of
completeness I additionally note, that these parameters give the exciton a longitudinal
extent of about 5.4 A˚ along the Ni-chains and 3.1 A˚ in the transverse direction. It is
not unheard of to have quasiparticles with very large effective masses — polarons are
one such example. The flattened character of the valence band in Ta2NiSe5 may also
yield a very large effective mass. At the same time, the high effective mass gives a very
small radius of the exciton, as well as a localized, rather than delocalized character.
In fact, its dimensions are on the order of nearest neighbor distance, which certainly
forbids us to use a static screening approximation. As the numbers show, even starting
from the assumption of a Mott – Wannier exciton leads to parameters, which cannot
be valid for a Mott – Wannier exciton. Additionally, we should not be too attached to
the idea, that these are necessarily pair-breaking transitions.
It was already demonstrated, that charge-lattice interaction is quite strong in the
two compounds, and even when neglected in the discussion immediately above, the
resulting exciton with a radius on the order of the nearest neighbor distance cannot
be uninfluenced by lattice distortions. The exciton-polaron mechanism is known to be
highly influential in quasi-one-dimensional systems [20, 46] and was already discussed
in Section 2.3. The mechanism provides a more plausible way to perturb the energies
of certain excitonic transitions to higher values. Perhaps more importantly, it offers
a good explanation of the uncharacteristically large widths of the excitonic absorp-
tion lines. For example, the n = 2 free exciton in Cu2O has a linewidth of roughly
5 meV with the widths of the higher-energy states scaling as n−3, whereas Ta2NiSe5 and
Ta2NiS5 demonstrate doublets with linewidths of the order of 0.1 eV. In both materials
the higher-energy peak is apparently narrower than its lower energy counterpart. This
seems to be also in good agreement with what one would expect from localized excita-
tions. Presumably, the higher energy peak corresponds to a more strongly excited state
of the exciton, which would be characterized by a somewhat larger radius. The larger
radius would make it less sensitive to the lattice distortions, reducing the strength of the
exciton-phonon interaction, and consequentially, the broadening induced by thermal
fluctuations of the lattice displacement.
The self-trapping mechanism influencing the excitons actually has similar implica-
tions for free electrons. Much like the exciton, an excited electron can also induce a
lattice distortion around itself, forming a complex commonly referred to as a polaron.
We can observe that the optical conductivity of Ta2NiSe5 (Fig. 4.17) is rather similar
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to the calculated optical conductivity of a small polaron (Fig. 2.6), giving more ground
to the plausibility of an exciton-polaron mechanism.
Electron-phonon interaction was explicitly considered in [18]. The authors show,
how this coupling can lead to a splitting of the conduction band in the EI phase.
However, as I have discussed, for the very localized excitons being observed, momentum
eigenstates do not provide a satisfactory description. Instead, it should be sufficient to
consider only the local neighborhood of the exciton, which is characterized by strong
local distortion, i.e. displacements of the ionic positions, not related to the general
monoclinic distortion in Ta2NiSe5, which is, in any case, absent in Ta2NiS5, while a
doublet is still present. These local distortions can be considerably larger than the
monoclinic distortion; in fact, the distortions induced by self-trapped excitons are
known to generate defects in crystals [91]. I find it plausible that these distortions can
lead to a broken symmetry of the local potential, sufficient to generate such a large
separation of the two lines in the doublets.
As can be seen from Table 4.4, the spectral weight of the excitonic absorption lines
is very large, exceeding one electron per unit cell in Ta2NiSe5. Though an order of mag-
nitude lower in the sulphide, 0.1 electrons per unit cell is still uncharacteristically large
for excitonic peaks. Rashba, in an article fittingly titled “Giant oscillator strengths
associated with exciton complexes” [21], discusses the large oscillator strengths of ex-
citons weakly bound to impurities. At the same time, no restrictions are placed on
the nature of the impurity, which may also be a quasiparticle, such as an optical
phonon. Rashba’s considerations are, in this respect, complementary to the concept of
self-trapped excitons, serving to explain also the large spectral weight of the excitonic
absorption lines. In particular, Eq. (7) of Rashba’s work
fi ∝ a
3
ex
v
fex, (4.3.8)
where fi is the oscillator strength of a single exciton – impurity complex, a
3
ex is the
volume occupied by the complex (in other words, the volume of the cloud around
the impurity in which the exciton can be considered to reside), v is the volume of
a unit cell, and fex is the oscillator strength of a band exciton, would imply that a
single exciton – impurity complex, extending over several unit cells demonstrates the
same oscillator strength as if a band exciton was generated in every single one of these
unit cells. It is then particularly interesting to see an excitonic oscillator strength
almost equal to one electron per unit cell. This can be realized by either an exciton at
every unit cell (which, perhaps, is an unrealistically high concentration), or by a lower
concentration of excitons bound to impurities2, so long as their wavefunctions (i.e. the
wavefunctions of each exciton as a whole, rather than of their constituent electrons
and holes) are, figuratively speaking, touching each other. But this is essentially the
classical BEC scenario, in which the wavefunctions of a sparse arrangement of bosons
become extended enough, so as to begin to overlap. In Ta2NiS5, where all energy scales
are somewhat higher, the excitons are more localized (i.e. have a smaller aex) and thus
show a lower spectral weight.
The discussion indicates a qualitative correspondence between the giant excitonic
Fano resonances, observed in Ta2NiSe5 and the hypothesis of its EI ground state.
2The impurities, in this case, are most likely optical phonons, in line with the concept of autolo-
calization.
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However, it is also clear, that a comprehensive evaluation of this hypothesis requires
an extension of the currently available theoretical framework for exciton complexes
with strong electron-phonon coupling. I hope that the presented study will stimulate
theoretical work in this direction.
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Chapter 5
Summary and conclusions
Even though the concept of an EI has been known for over half a century, the class
of bulk materials, that could realize the EI state in practice, remains very limited.
Convincing experimental evidence has been found only for TmSe0.45Te0.55 [50] and
1T -TiSe2 [59], and, more recently, for Ta2NiSe5 [15]. While optical spectroscopy has
been a primary tool to study more conventional materials, in which excitons can form,
optical studies of the three EI candidates are surprisingly lacking. The structural
distortion of Ta2NiSe5, which has been attributed to the EI phase transition almost
immediately after the basic proposition, that the compound may be an EI implies,
that exciton-phonon interactions must be one of the defining properties of the mate-
rial, as they were for the former two candidates, although for different reasons. Unlike
TmSe0.45Te0.55 and 1T -TiSe2, Ta2NiSe5 was found to be a direct gap semiconduc-
tor [18], promising a much more fruitful result for optics, which are most sensitive to
zero-momentum excitations. As phonons are not necessary to create excitons, the ex-
citonic absorption lines are expected to be of a much greater spectral weight. For the
same reason, phonons are not expected to facilitate recombination of the electron and
hole, but instead may serve to dynamically screen the local Coulomb attraction, thus
stabilizing the exciton. However, the exciton-phonon interactions were, to date, stud-
ied only theoretically [18]. With this in mind, I undertook a broadband ellipsometric
study of Ta2NiSe5, and, for reference, of a compound with a very similar crystal and
electronic structure, Ta2NiS5.
First, I have investigated the anisotropic far-IR optical response of the two ternary
chalcogenides. The phonon spectrum is not in contradiction with group symmetry con-
siderations, and the two compounds share a similar sequence of phonon lines, with an
expected shift to higher frequencies for Ta2NiS5 which houses the lighter chalcogenide.
However, I found that while Ta2NiS5 remained insulating up to 350 K, the optical
gap closed rapidly in Ta2NiSe5, showing a finite dc conductivity, although not of the
familiar Drude-peak form, but with an increasing optical conductivity towards higher
frequencies. Either of the findings fell into contradiction with DFT calculations, which
predicted an overlap of the valence and conduction bands for both compounds, thus a
metallic conductivity at all temperatures.
I then studied the high-energy optical response, normally characterized by the in-
terband transitions, which revealed a sequence of sharp absorption bands, particularly
prominent for the electric fields parallel to the Ni chains. Consistent with the known
effects of chalcogene substitution, Ta2NiS5 demonstrated a response very similar to
that of Ta2NiSe5, but with a shift of all features to higher energies. Here also the DFT
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calculations failed to reproduce the observed spectra, even though their reliability nor-
mally increases with higher energies. This served as an indication of the many-body
effects that are not accounted for in the DFT framework. The calculations did, how-
ever, reproduce the shift of the absorption peaks to higher energies in Ta2NiS5. The
absorption bands demonstrated an unusually strong temperature dependence, which
I associated to electron-phonon coupling. By performing a dispersion analysis, it was
possible to represent the spectra as a set of Lorentzian oscillators. The temperature
dependence of their parameters confirmed a strong electron-phonon interaction in both
materials, indicating coupling to phonons in the 10 – 20 meV energy range in Ta2NiSe5,
and 20 – 25 meV in Ta2NiS5. This was consistent both with the observed phonon spec-
tra, and the expected higher energy of phonons in Ta2NiS5. Additionally, the effects
of electron-phonon interactions were found to be highly sensitive to the structural
transition in Ta2NiSe5.
The most interesting results were observed in the mid- and near-IR optical response
for E ‖ a. Ta2NiSe5 demonstrated a strong absorption band centered at 0.4 eV at low
temperatures, with a large spectral weight of almost one electron per Ni atom (i.e.
almost four electrons per unit cell). The analogous band in Ta2NiS5 contained a more
modest spectral weight of 1.5 electrons per unit cell and was situated at a higher
energy, however this very circumstance allowed distinguishing a doublet of asymmetric
resonances with great clarity. The unique advantage of ellipsometry — the capability
to measure the complex dielectric function — enabled me to locate a similar doublet in
the real part of the permittivity of Ta2NiSe5, a feature that would have went unnoticed,
had I access only to the absorption of the material. Having ascertained the structure of
the IR spectra, it was possible to investigate the behavior of the electronic background
and the asymmetric resonances.
The single-particle absorption band in the infrared spectra of Ta2NiSe5, much like
the higher-energy absorption bands, broadens and shifts to lower energies, as the tem-
perature is increased. At the same time, a dc conductivity appears, and so the clear
optical gap at low temperatures is filled, as the structural transition is approached. In
its temperature dependence, the band demonstrates excellent correlation with ARPES
data [87] for the valence band, whose flattening at low temperatures is regarded a sig-
nature of the EI phase. Its broadening and softening can be also described by coupling
to phonons, acoustic, or optical, but of much lower energies, than is the case for the
higher-energy absorption bands. Contrary to this, the similar band in Ta2NiS5 only
broadens slightly, without the appearance of a sizeable dc conductivity, hence Ta2NiS5
appears gapped up to the highest accessed temperatures.
To characterize the asymmetric resonances, I introduced a phenomenological model
of a system of coupled oscillators, aiming to stay close to the spirit of the Fano-Anderson
model. The low-temperature spectra of both compounds were successfully described
as a broad background term, representing the continuum, and two narrow oscillators
that captured the doublet of asymmetric resonances. It was then possible to determine,
that the asymmetric resonances are formed by a strong coupling to the continuum and
draw a significant amount of their spectral weight from it. The most probable agents
of these excitations are, by a wide margin, excitons, and so the optical measurements
demonstrate one of the most direct observations of excitons in the EI candidates so
far. In Ta2NiSe5, the asymmetry parameters of the discrete resonances are q . 1.3,
which is another indication of strong coupling, while in Ta2NiS5, where the resonances
carry less intrinsic spectral weight, q ≈ 1. Spectacularly, the amplitude of these peaks
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in Ta2NiSe5 very nearly rivals the background term, so not only is there a very large
spectral weight contained in the IR spectrum of Ta2NiSe5, but also a significant portion
can be attributed to excitonic transitions. This is quite striking, as it indicates a high
density of excitons in the system in itself, and the spectral weight is also much larger,
than for a typical excitonic absorption line. Specifically, the total spectral weight of
the three coupled oscillators is 2.8 electrons per unit cell (Table 4.5), but the excitonic
resonances, after accounting for coupling, draw in excess of one electron per unit cell
(Table 4.4). In Ta2NiS5 the spectral weight is much smaller, both in absolute values,
and relative to the background term.
In both compounds, the observed discrete resonances are uncharacteristic of nor-
mally observed excitonic absorption lines not only in their spectral weight (which even
for the smaller absorption peaks in Ta2NiS5 is still quite large), but also in their widths
and energies. Their widths are of the order of tens of meV, while their energies place
them above the continuum, rather than in the band gap. The most plausible explana-
tion for this seems to be given by autolocalization of excitons.
From these observations I come to the following conclusions:
• Ta2NiSe5 and Ta2NiS5 are in many respects very similar. Several of my ex-
perimental observations confirm that both materials are dominated by electron-
phonon coupling. The presence of this coupling was assumed in earlier studies
to explain the orthorhombic-to-monoclinic structural transition in Ta2NiSe5 and
to link it to the EI phase. The optical data clearly show that this assumption is
justified. Even though Ta2NiS5 does not demonstrate the structural transition,
the coupling to optical phonons is present in it as well.
• The Fano – Anderson model suggests that the presence of the asymmetric res-
onances in the IR spectra is an indication of interfering transitions to discrete
states with the single-particle excitations that form the underlying continuum.
As in this energy range there are few plausible candidates that could be held
responsible for these discrete states, other than excitons, which, in fact, are ex-
pected to be coupled to the continuum of single-electron transitions, I conclude
that the optical data represents one of the most direct observations of excitons
in an EI candidate to date.
• The energies of the resonances are a rough indicator of the binding energy of
the exciton. Given this binding energy, I could make estimates of the size of the
exciton and the reduced mass of its constituents. The small size and large mass
give preference to a Frenkel exciton.
• This fact, as well as the numerous indications of the omnipresence of electron-
phonon coupling, makes it likely that in these two chalcogenides the autolocal-
ization of excitons takes place. This phenomenon can explain why the discrete
resonances are very broad, located over the continuum, and interfere with it. The
doublet of lines can be ascribed to the lifting of a degeneracy by strong lattice
distortions induced by the electric field of the exciton, which is a concomitant
of autolocalization. Because of this, I am reasonably convinced, that autolocal-
ization is indeed the correct explanation, and I am observing the excitations of
self-trapped excitons.
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• It is widely believed, that only Ta2NiSe5 is an excitonic insulator, but not
Ta2NiS5, because only it demonstrates the anomaly in the dc transport at the
structural transition temperature, and the structural transition itself. Despite
all the similarities between Ta2NiSe5 and Ta2NiS5 observed in the optical
measurements, my report may support this belief. The much larger spectral
weight of the discrete resonances in Ta2NiSe5 suggests that the density of
excitons is much higher in it, than in Ta2NiS5. Furthermore, the background
continuum in the IR appears to be closely following the deformation of the
valence band, which happens due to the EI transition. The background term in
Ta2NiS5 does not demonstrate such a strong temperature dependence.
• The large spectral weight of the excitonic resonances is explained in the context of
exciton-phonon complexes, proposed by Rashba [21]. Presumably, as is the case
for all other characteristic energies in the two compounds, the binding energy of
the exciton to the phonon in Ta2NiSe5 is lower, creating a larger complex with
larger spectral weight via the so-called antenna effect. The value of one electron
per unit cell is, as discussed, indicative of close proximity to the scenario of a
classical BEC. In Ta2NiS5 the stronger binding results in a significantly lower
spectral weight.
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