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Abstract
An initial boundary value problem for the dynamic system of anisotropic elasticity in a half space is studied in the paper. A novel
method of ﬁnding an exact solution of this problem for a special polynomial form of initial data and inhomogeneous term of the
system is described. On the base of this method the simulation of elastic waves in different homogeneous anisotropic half spaces is
implemented.
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1. Introduction
A mathematical model of wave propagations in anisotropic elastic materials is described by the dynamic system of
anisotropic elasticity which usually has been studied by the plane wave approach [4,8]. However, nowadays there is a
great interest to develop new methods for solving initial value problems (IVPs) and initial boundary value problems
(IBVPs) for the dynamic system of anisotropic elasticity and simulate invisible elastic waves [1,2,9]. Most of the time
the numerical methods, in particular the ﬁnite element method, are used for solving this kind of problems. Advantages
and disadvantages of these methods are well known [2,10]. Generally speaking, they are of a general purpose, rather
labor-consuming, ﬁnd approximate solutions, but do not always satisfy scientists and engineers at the needed scale
and accuracy [6]. At the same time analytic methods can provide the exact solution of the equations and also offer a
fundamental understanding of the relevant physical phenomena. Unfortunately the exact solutions cannot be found for
all complex equations and systems. But when the exact solutions can be found it leads to a signiﬁcant simpliﬁcation
of modeling and simulation. The modern methods of symbolic computations allow us to automate mathematical
transformations on a very high level of complexity thanks to the truly remarkable achievements in computing power
over the last decade [6].
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In our paper we present a new analytic method for constructing an exact solution of IBVP for the system of elas-
todynamics with polynomial data describing wave propagations in a homogeneous anisotropic half space with the
general structure of anisotropy. This method is based on the following. Using assumptions that data and the inhomo-
geneous term of the elastic system have a special polynomial form with respect to lateral variables we seek a solution
of IBVP in the same polynomial form with unknown function-coefﬁcients depending on time and vertical variables.
These function-coefﬁcients are found successively by a recurrence procedure as explicit formulae. Unfortunately these
formulae are very cumbersome and it is almost impossible to calculate them “by hands”. At this point the symbolic
computations help us to get these explicit formulae. By means of symbolic computations in Maple the explicit formulae
of solutions of IBVP for different types of anisotropy and polynomial data were obtained. Using these formulae we
have simulated elastic wave propagations in different anisotropic half spaces to conﬁrm the robustness of the suggested
method.
The paper is organized as follows. In Section 2 we state the IBVP for the system of anisotropic elastodynamics in a
half space and specify assumptions. In Section 3 we describe a procedure of ﬁnding a vector-function and its properties.
We show here that this constructed vector-function is a generalized (weak) solution of IBVP and this solution is unique
inside of a bounded domain of dependence. Section 4 contains examples of elastic ﬁelds computations and their
simulations. The simulations are presented by ﬁgures showing the dynamics of elastic waves in different anisotropic
solids.
2. Statement of the problem
2.1. Problem setup
The IBVP of anisotropic elastodynamics in an elastic half space has the following form:

2uj
t2
=
3∑
k=1
3∑
l=1
3∑
m=1

xk
(
cjklm
ul
xm
)
+ fj (x, t), (1)
uj (x, 0) = j (x),
uj (x, t)
t
∣∣∣∣
t=0
= j (x), (2)
3∑
l=1
3∑
m=1
cj3lm
ul
xm
∣∣∣∣
x3=0
= 0, j = 1, 2, 3, (3)
where x = (x1, x2, x3) ∈ R2 × (0,∞), t > 0, uj (x, t) is the jth component of the displacement vector u(x, t) =
(u1(x, t), u2(x, t), u3(x, t)),  is the density of the elastic medium; {cjklm}3j,k,l,m=1 are the elastic moduli of the
medium.
The main problem of this paper is to ﬁnd unknown functions uj (x, t), j = 1, 2, 3 which are a solution of (1)–(3) if
functions j (x), j (x), fj (x, t), j = 1, 2, 3 are given for x = (x1, x2, x3) ∈ R2 × [0,∞), t ∈ [0,∞).
2.2. Assumptions
The natural assumptions for elastic moduli cjklm and density  are the following [4]. The density  and elas-
tic moduli cjklm are constants, > 0, cjklm satisfy the following symmetry properties cjklm = clmjk = ckjlm and
the elastic tensor {cjklm}3j,k,l,m=1 is positive deﬁnite. This means that there exists a positive constant M such that∑3
j,k,l,m=1 cjklmjklmM
∑3
j,k 
2
jk for all jk such that jk = kj . The elastic moduli can be represented by a 6 × 6
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symmetric, real, positive deﬁnite matrix C = (c)6×6 by relating the pair (j, k) of indices j, k = 1, 2, 3 to a single
index = 1, . . . , 6, and the pair (l, m) of indices l, m = 1, 2, 3 to a single index = 1, . . . , 6:
(1, 1) ←→ 1, (2, 2) ←→ 2, (3, 3) ←→ 3,
(2, 3), (3, 2) ←→ 4, (1, 3), (3, 1) ←→ 5, (1, 2), (2, 1) ←→ 6, (4)
due to the symmetry properties.
Under these assumptions and notations Eqs. (1)–(3) can be written in the form as

2u
t2
=
3∑
i=1
3∑
j=1
Aij
2u
xixj
+ f , (5)
u(x, 0) = (x), u(x, t)
t
∣∣∣∣
t=0
= (x), (6)
A33
u
x3
∣∣∣∣
x3=0
= −
2∑
i=1
Ai
u
xi
∣∣∣∣
x3=0
, (7)
where x ∈ R2 × (0,∞), t > 0,
A11 =
⎡
⎢⎣
c11 c16 c15
c16 c66 c56
c15 c56 c55
⎤
⎥⎦ , A12 = 12
⎡
⎢⎣
2c16 c12 + c66 c14 + c56
c66 + c12 2c26 c46 + c25
c56 + c14 c25 + c46 2c45
⎤
⎥⎦ ,
A22 =
⎡
⎢⎣
c66 c26 c46
c26 c22 c24
c46 c24 c44
⎤
⎥⎦ , A13 = 12
⎡
⎢⎣
2c15 c14 + c56 c13 + c55
c56 + c14 2c46 c36 + c45
c55 + c13 c45 + c36 2c35
⎤
⎥⎦ ,
A33 =
⎡
⎢⎣
c55 c45 c35
c45 c44 c34
c35 c34 c33
⎤
⎥⎦ , A23 = 12
⎡
⎢⎣
2c56 c46 + c25 c36 + c45
c25 + c46 2c24 c23 + c44
c45 + c36 c44 + c23 2c34
⎤
⎥⎦ ,
A1 =
⎡
⎢⎣
c15 c56 c55
c14 c46 c45
c13 c36 c35
⎤
⎥⎦ , A2 =
⎡
⎢⎣
c56 c25 c45
c46 c24 c44
c36 c23 c34
⎤
⎥⎦ . (8)
Since C is a symmetric, real, positive deﬁnite matrix, then A33 deﬁned by (8) is a symmetric, real, positive deﬁnite
matrix also. Therefore, we can ﬁnd an orthogonal matrix Z which reduces A33 to a diagonal matrix of its real and
positive eigenvalues, 2j , j = 1, 2, 3.
Let
u(x, t) = Zu˜(x, t). (9)
Substituting the relation (9) into (5)–(7) and multiplying the obtained equalities by inverse of the Z matrix, Z−1, from
the left we obtain
2u˜
t2
=  
2u˜
x23
+
3∑
i,j=1
i=j =3
A˜ij
2u˜
xixj
+ f˜ , (10)
V.G. Yakhno, H.K. Akmaz / Journal of Computational and Applied Mathematics 204 (2007) 268–281 271
u˜(x, 0) = ˜(x), u˜(x, t)
t
∣∣∣∣
t=0
= ˜(x), (11)

u˜
x3
∣∣∣∣
x3=0
= −
2∑
i=1
A˜i
u˜
xi
∣∣∣∣
x3=0
, (12)
where
= 1

Z−1A33Z = diag(1, 2, 3), A˜ij = 1

Z−1AijZ, A˜i = 1

Z−1AiZ,
˜(x) = Z−1(x), ˜(x) = Z−1(x), f˜(x, t) = 1

Z−1f(x, t). (13)
We assume also that the initial conditions and the inhomogeneous term are polynomials with respect to the lateral
variables:
j (x) =
p∑
s=0
p∑
n=0
s,nj (x3)x
s
1x
n
2 , j (x) =
p∑
s=0
p∑
n=0
s,nj (x3)x
s
1x
n
2 , (14)
fj (x, t) =
p∑
s=0
p∑
n=0
F
s,n
j (x3, t)x
s
1x
n
2 , j = 1,2, 3. (15)
Here p is a given nonnegative integer; s,nj (x3) ∈ C2[0,∞), s,nj (x3) ∈ C1[0,∞), F s,nj (x3,t) ∈ C1([0,∞) × [0,∞)),
j = 1, 2, 3; s = 0..p; n = 0..p are given functions. Here 0..p denotes all integers from 0 up to p, including 0 and p.
We note that vector-functions ˜(x), ˜(x), f˜(x, t) can be written as follows:
˜(x) =
p∑
s=0
p∑
n=0
˜s,n(x3)x
s
1x
n
2 , ˜
s,n(x3) = Z−1s,n(x3), (16)
˜(x) =
p∑
s=0
p∑
n=0
˜s,n(x3)x
s
1x
n
2 , ˜
s,n(x3) = Z−1s,n(x3), (17)
f˜(x, t) =
p∑
s=0
p∑
n=0
F˜s,n(x3, t)xs1x
n
2 , F˜
s,n(x3, t) = 1

Z−1Fs,n(x3, t). (18)
3. Analytic method of constructing a solution of IBVP (1)–(3)
A procedure of ﬁnding a vector-function is described in this section. Properties of this vector-function are given.
The constructed vector-function is a generalized (weak) solution of the IBVP (1)–(3). We also show that the analytic
method can be used for ﬁnding a solution in a bounded domain if data are polynomials only in this bounded domain.
3.1. Finding a vector-function
Let us consider a vector-function of the form
u˜(x1, x2, x3, t) =
p∑
s=0
p∑
n=0
Us,n(x3, t)xs1x
n
2 , (19)
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where p is the nonnegative integer deﬁned in (14)–(15),
Us,n(x3, t) = (Us,n1 (x3, t), Us,n2 (x3, t), Us,n3 (x3, t)), s = 0..p; n = 0..p
are vector-functions to be determined.
Substituting (19) into (10)–(12) and equating the coefﬁcients of the same powers of variables x1 and x2 we get
2Us,n
t2
=  
2Us,n
x23
+Fs,n(x3, t), x3 > 0, t > 0, (20)
Us,n|t=0 = ˜s,n(x3), U
s,n
t
∣∣∣∣
t=0
= ˜s,n(x3), x3 > 0, (21)
Us,n
x3
∣∣∣∣
x3=0
=Gs,n(t), t > 0, s = 0..p; n = 0..p, (22)
where  is the diagonal matrix deﬁned in (13),
Fs,n(x3, t) = 2(s + 1)A˜13 U
s+1,n
x3
+ 2(n + 1)A˜23 U
s,n+1
x3
+ 2(s + 1)(n + 1)A˜12Us+1,n+1 + (s + 1)(s + 2)A˜11Us+2,n
+ (n + 1)(n + 2)A˜22Us,n+2 + F˜s,n(x3, t), (23)
Gs,n(t) = −(s + 1)−1A˜1Us+1,n|x3=0 − (n + 1)−1A˜2Us,n+1|x3=0, (24)
Up+1,n(x3, t) = Up+2,n(x3, t) = 0, n = 0..p,
Us,p+1(x3, t) = Us,p+2(x3, t) = 0, s = 0..p, Up+1,p+1(x3, t) = 0.
We are using equalities (20)–(24) for successive computations of Us,n(x3, t), s = 0..p, n= 0..p; x3 > 0, t > 0. For this
we consider Eqs. (20)–(22) as the IBVP of ﬁnding Us,n(x3, t) for givenFs,n(x3, t), ˜s,n(x3), ˜s,n(x3), Gs,n(x3, t).
Here we note that this IBVP (20)–(22) may be written as three disconnected IBVPs for scalar functions Us,nj (x3, t),
j = 1, 2, 3.
The procedure of ﬁnding Us,n(x3, t) starts from the computation of Up,p(x3, t). We note thatFp,p = F˜p,p(x3, t),
Gp,p(t) = 0. After Up,p(x3, t) is found we ﬁnd Up−1,p(x3, t) and Up,p−1(x3, t) taking into account that
Fp−1,p = 2pA˜13 U
p,p
x3
+ F˜p−1,p, Gp−1,p = −p−1A˜1Up,p|x3=0,
Fp,p−1 = 2pA˜23 U
p,p
x3
+ F˜p,p−1, Gp,p−1 = −p−1A˜2Up,p|x3=0.
We continue this procedure up to ﬁnding U0,0(x3, t) relative to the scheme shown in Fig. 1 and using the following
standard explicit formulae for solutions Us,n = (Us,n1 , Us,n2 , Us,n3 ) of problems (20)–(22) (see [7]):
U
s,n
j (x3, t) = Lj [j,s,n](x3, t), j = 1, 2, 3; s = 0..p; n = 0..p, (25)
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n
s
p
p-1
0
1
p+1
p+2
(a)
n
s
0
p+2
p+1
p-1
n+2
n+1
n
1
p
(b)
1 p-1 p+1 p+2p 1 s s+1 s+2 p-1 p p+1 p+2
Fig. 1. Scheme of computation of Us,n(x3, t): (a) the ﬁrst step; (b) the main step; ◦—term equal to zero; •—term to be determined;—term found
in a previous step.
where vector-functionsj,s,n(x3, t) and operators Lj are deﬁned by the following rules.Vector-functionsj,s,n(x3, t)
are given by formulae
j,s,n(x3, t) = (˜s,nj (x3), ˜s,nj (x3),Fs,nj (x3, t),Gs,nj (t)), (26)
where ˜s,nj (x3), ˜
s,n
j (x3), F
s,n
j (x3, t), G
s,n
j (t), j = 1, 2, 3 are components of vector-functions ˜s,n(x3), ˜s,n(x3),
Fs,n(x3, t), G
s,n(t) deﬁned by (16), (17), (23), (24). Operators Lj are deﬁned for any vector-function (x3, t) =
((x3), (x3), F (x3, t), g(t)) with components (x3) ∈ C2[0,∞), (x3) ∈ C1[0,∞), g(t) ∈ C1[0,∞), F(x3, t) ∈
C1([0,∞) × [0,∞)), by formulae
Lj [] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
2
[(x3 − j t) + (x3 + j t)] + 12j
∫ x3+j t
x3−j t (	) d	
+ 1
2j
∫ t
0
∫ x3+j (t−
)
x3−j (t−
) f (	, 
) d	 d
 for x3 > j t,
1
2
[(j t − x3) + (x3 + j t)] − j
∫ t−x3/j
0 g(	) d	
+ 1
2j
[∫ x3+j t
0 (	) d	+
∫ j t−x3
0 (	) d	
+ ∫ x30 ∫ t+(	−x3)/j0 f (	, 
) d
 d	+ ∫ x3+j tx3 ∫ t+(x3−	)/j0 f (	, 
) d
 d	
+ ∫ j t−x30 ∫ t−(	+x3)/j0 f (	, 
) d
 d	] for x3 < j t,
(27)
where j > 0, j = 1, 2, 3 are diagonal elements of the matrix .
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The vector-function which we have constructed in this section is deﬁned now for x = (x1, x2, x3) ∈ R2 × [0,∞),
t0 as
u(x, t) =
p∑
s=0
p∑
n=0
ZUs,n(x3, t)xs1x
n
2 , (28)
where Z is the orthogonal matrix found before (see formula (9)), Us,n(x3, t) are vector-functions with components
constructed by the successive procedure described above (see formula (25)).
3.2. Properties of the constructed vector-function
To specify the properties of the vector-function u(x, t) we need to use some notations. Let j , j =1, 2, 3 be diagonal
elements of . We note that lines j t = x3, j = 1, 2, 3 are characteristics of the hyperbolic system (20). Without loss
of generality we assume that 321 > 0. The open sets q , q = 1, 2, 3, 4 are deﬁned by the following rules:
1 = {(x3, t) ∈ (0,∞) × (0,∞) : 1t > x3}, (29)
q =
{∅ if q = q−1,
{(x3, t) ∈ (0,∞) × (0,∞) : q−1t < x3 < q t} if q > q−1,
q = 2, 3, (30)
4 = {(x3, t) ∈ (0,∞) × (0,∞) : 3t < x3}. (31)
Wenote that open setsq , q=1, 2, 3, 4 are subsets of (0,∞)×(0,∞) lying between axes x3=0, t=0 and characteristics
j t = x3, j = 1, 2, 3.
Lemma 1. Let p be a given nonnegative integer;q , q=1, 2, 3, 4 be open sets introduced above;s,nj (x3) ∈ C2[0,∞),
s,nj ∈ C1[0,∞), F s,nj (x3, t) ∈ C1([0,∞) × [0,∞)), j = 1, 2, 3; s = 0..p; n = 0..p be given functions; components
of vector-functions (x), (x), f(x, t) be deﬁned by (14), (15); moreover the vector-function (x) satisfy the following
condition (matching condition of initial and boundary data (21), (22)):
A33

x3
∣∣∣∣
x3=0
= −
2∑
i=1
Ai

xi
∣∣∣∣
x3=0
, (x1, x2) ∈ R2, (32)
where matrices A33, Ai , i=1, 2 are deﬁned by (8). Then the constructed vector-function u(x,t)=(u1(x, t),u2(x,t),
u3(x,t)) has the following properties:
(1) (r+m/xr1xm2 )u(x, t) ∈ C1(R2 × [0,∞) × [0,∞)), r = 0..∞, m = 0..∞;
(2) u(x, t) ∈ C2(R2 × q), q = 1, 2, 3, 4;
(3) u(x, t) satisﬁes the system (1) for (x, t) ∈ R2 × q ;
(4) second partial derivatives of uj (x, t) with respect to (x3, t) ∈ (0,∞)× (0,∞) can be either continuous or have
ﬁnite jumps of discontinuities crossing characteristics j t = x3, j = 1, 2, 3;
(5) u(x, t) satisﬁes data (2) and the boundary condition (3).
Proof. Wenote that the boundary condition (7)may bewritten as (22) and thematching condition (32)may be presented
in the form
˜s,n
x3
∣∣∣∣
x3=0
=Gs,n(0), s = 0..p; n = 0..p.
Using these facts and formulae (10)–(12), (20)–(22), (25), (27), (28) all properties (1)–(5) of Lemma 1 can be checked
directly. 
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3.3. Solution of the problem
In this subsection we show that the constructed vector-function u(x, t) is a generalized solution of IBVP (1)–(3)
relative to the following deﬁnition (for the similar deﬁnition see [5]).
Deﬁnition 2. Let x¯=(x1, x2) ∈ R2,x=(x¯, x3) ∈ R2×[0,∞), t ∈ [0,∞);(x),(x), f(x, t)begivenvector-functions
satisfying conditions of Lemma1.Then a vector-functionu(x, t)with componentsuj (x, t) ∈ C1(R2×[0,∞)×[0,∞))
is called a generalized (weak) solution of IBVP (1)–(3) if uj (x, t) satisfy the initial condition uj (x, 0) = j (x),
j = 1, 2, 3 and for all vj (x, t) ∈ C∞(R2 × [0,∞)× [0,∞)), j = 1, 2, 3, vanishing at inﬁnity, the following relations
hold:
∫ ∞
0
∫ ∞
0
∫
R2

vj
t
uj
t
−
3∑
m=1
3∑
l=1
3∑
k=1
cjklm
ul
xm
vj
xk
dx¯ dx3 dt
= −
∫ ∞
0
∫
R2
vj (x,+0)j (x¯, x3) dx¯ dx3 −
∫ ∞
0
∫ ∞
0
∫
R2
vjfj dx¯ dx3 dt ,
j = 1, 2, 3; dx¯ = dx1 dx2. (33)
Theorem 3. Under conditions of Lemma 1 the vector-function u(x, t) deﬁned by (28) is a generalized solution of IBVP
(1)–(3).
Proof. Let us consider u(x, t) deﬁned by (28) and an arbitrary vector-function v(x, t) with components vj (x, t) ∈
C∞(R2 × [0,∞) × [0,∞)), j = 1, 2, 3 which vanish at inﬁnity. Using Lemma 1 and integration by parts we obtain
the following relations:
∫
R2
∫ ∞
0
∫ ∞
0
3∑
m=1
3∑
l=1
3∑
k=1
cjklm
ul(x, t)
xm
vj (x, t)
xk
dx3 dt dx¯
=
∫
R2
∫ ∞
0
[ 3∑
m=1
3∑
l=1
cj3lm
ul(x, t)
xm
]
x3=+0
vj (x¯, 0, t) dt dx¯
−
4∑
q=1
∫
R2
∫ ∫
q
3∑
m=1
3∑
l=1
3∑
k=1
cjklm
2ul(x, t)
xmxk
vj (x, t) dx3 dt dx¯, (34)
∫
R2
∫ ∞
0
∫ ∞
0

vj
t
uj
t
dt dx3 dx¯ = − 
∫
R2
∫ ∞
0
uj (x,+0)
t
vj (x,+0) dx3 dx¯
− 
4∑
q=1
∫
R2
∫ ∫
q
2uj (x, t)
t2
vj (x, t) dt dx3 dx¯, j = 1, 2, 3. (35)
Using relations (34), (35) and Lemma 1 we ﬁnd equalities (33) and the initial condition from Deﬁnition 2. This means
that u(x, t) deﬁned by (28) is a generalized (weak) solution of IBVP (1)–(3). 
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3.4. Estimate of the solutions difference in a bounded domain with polynomial and nonpolynomial data
Polynomial data as well as polynomial solutions with respect to lateral variables usually are not physical because data
and solutions approach inﬁnity as x21 + x22 tends to inﬁnity. In this section we estimate (only in a bounded domain) the
difference of polynomial solution of (1)–(3) corresponding to polynomial data and any other weak solution of(1)–(3)
corresponding to differentiable data which can have ﬁnite supports (data with ﬁnite energy). The second type of data
is more practical and has many applications.
Let the density  and elastic moduli cjklm satisfy the assumptions of the Section 2.2; T be a ﬁxed positive number;
M = max
j=1,2,3 maxk=1,2,3
3∑
l=1
3∑
m=1
|cjklm|,
K(T , ) =
{
(x1, x2, x3, t) : (x1, x2) ∈ R2, x30, 0 tT −
√


|x|
}
,
Kt(T , ) = {x = (x1, x2, x3) ∈ R3 : (x, t) ∈ K(T , )},
here  is a positive real number such that M , t is any ﬁxed from [0, T ).
From the beginning for simplicity of reasoning we assume that f(x, t) ≡ 0 in (1). We suppose also that components
of (x), (x) have the form (14) and u(x, t) is a solution of (1)–(3) corresponding to these polynomial data. Let
u∗(x, t) be any weak solution of (1)–(3) corresponding to f(x, t) ≡ 0,  = ∗(x),  = ∗(x) and let u∗(x, t) be
from the Sobolev space H 2(K(T , )). We note here that components of vector-functions u∗(x, t), ∗(x), ∗(x) are
continuously differentiable for x ∈ R2 × [0,∞) and (x, t) ∈ R2 × [0,∞) × [0,∞) and these functions, for example,
can have ﬁnite supports containing K0(T , ) and K(T , ), respectively. An estimate of the solutions difference of
(1)–(3) with polynomial data and differentiable data in K(T , ) is given by the following theorem.
Theorem 4. Let , T, M,  and moduli cjklm satisfy assumptions mentioned above and u(x, t), u∗(x, t) be described
solutions of (1)–(3) corresponding to data (x), (x) and ∗(x), ∗(x), respectively. Then
J 2(t)J 2(0), t ∈ [0, T ), (36)
J 2(t) = 1
2
∫
Kt (T ,)
3∑
j=1
⎡
⎣(u˜j (x, t)
t
)2
+
3∑
k,l,m=1
cjklm
u˜j (x, t)
xk
u˜l(x, t)
xm
⎤
⎦ dx,
J 2(0) = 1
2
∫
K0(T ,)
3∑
j=1
⎡
⎣(˜j (x, t))2 +
3∑
k,l,m=1
cjklm
˜j (x, t)
xk
˜l (x, t)
xm
⎤
⎦ dx,
u˜j (x, t) = uj (x, t) − u∗j (x, t), ˜j (x, t) = j (x, t) − ∗j (x, t),
˜j (x, t) = j (x, t) − ∗j (x, t), dx = dx1 dx2 dx3.
Proof. A brief scheme of proving is the following. Let u˜(x, t)=u(x, t)−u∗(x, t), ˜(x)=(x)−∗(x), ˜(x)=(x)−
∗(x). The vector function u˜(x, t) satisﬁes Eqs. (1)–(3), where u= u˜(x, t), f(x, t) ≡ 0, (x)= ˜(x), (x)= ˜(x). Let
us consider Eqs. (1)–(3) for u˜(x, t). Multiplying (1) by u˜j /t , summing obtained relations from j = 1 to 3, and then
integrating the last one over K(T , ), applying the divergence theorem and taking into account the boundary condition
(3) we ﬁnd
J 2(t) − J 2(0) + L(t) = 0, t ∈ [0, T ), (37)
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where
L(t) = 1
2
∫
S(t;T ,)
⎧⎨
⎩
3∑
j=1
⎡
⎣(u˜j (x, t)
t
)2
+
3∑
k,l,m=1
cjklm
u˜j (x, t)
xk
u˜l(x, t)
xm
⎤
⎦ nt
− 2
3∑
k,l,m=1
cjklm
u˜j (x, t)
xk
u˜l(x, t)
xm
⎤
⎦ nk
⎫⎬
⎭ dS,
S(t; T , ) =
{
(x, 
) : x = (x1, x2, x3), x30, 0
 t, 
= T −
√


|x|
}
.
n = (n1, n2, n3, nt ) is the outward unit normal vector on S(t; T , ); dS is the element of surface on S(t; T , ).
Using the positive deﬁniteness of the elastic tensor we prove that L(t)0, t ∈ [0, T ) and as a result of it we ﬁnd
(36) from (37). The similar technique can be found in [3]. 
Remark 5. Let f(x, t) be not zero vector-function and components of (x), (x), f(x, t) satisfy (14), (15), and
u(x, t) be a solution of (1)–(3) corresponding to (x), (x), f(x, t). Let u∗(x, t) be any other weak solution of (1)–(3)
corresponding to ∗(x), ∗(x), f∗(x, t). Then using the similar reasoning we can prove the inequality
J 2(t)J 2(0) +
∫ t
0
∫
K
(T ,)
u˜(x, 
)


· f˜(x, 
) dx d
, (38)
where J 2(t), J 2(0), u˜(x, t) are deﬁned in Theorem 4, f˜(x, 
) = f(x, t) − f∗(x, t).
Using the formula for J 2(t) and (38) we can obtain the following estimate:
J (t)J (0) + 1√
2
∫ t
0
(∫
K
(T ,)
|f˜(x, 
)|2 dx
)1/2
d
. (39)
Remark 6. Let u∗(x, t) be a weak solution of (1)–(3) corresponding to ∗(x), ∗(x), f∗(x, t) and let ∗(x), ∗(x),
f∗(x, t) coincide with (x), (x), f(x, t) of the form (14), (15) for x ∈ K0(T , ), (x, t) ∈ K(T , ) only, and the
behavior of ∗(x), ∗(x), f∗(x, t) be unrestricted outside K0(T , ) and K(T , ), respectively. Using polynomial data
(x), (x), f(x, t) we construct a weak solution u(x, t) of (1)–(3) in the form (28) by the analytic method described
in Section 3. Applying Theorem 4 we ﬁnd that u∗(x, t) = u(x, t) for (x, t) ∈ K(T , ). This means that the analytic
method described in Section 3 can be used to validate a numerical code in the bounded domain K(T , ) if data are
polynomials in K(T , ) only.
4. Implementation and computational examples
This section contains examples demonstrating the method suggested in Section 3. Section 4.1 deals with an explicit
formula of IBVP solution found by this method with its symbolic implementation in Maple. Section 4.2 contains
examples of dynamics of elastic ﬁelds simulations in different anisotropic materials. The components of initial ﬁelds
have the shapes of hills (x2 = 0). We demonstrate the changes of hills shape in the time progress for different materials.
4.1. An example of ﬁnding an explicit formula for a solution of (1)–(3)
Let us consider IBVP (1)–(3) with
j = 0, j = (1 + x1)(1 + x2)(1 + x3), fj = 0, j = 1, 2, 3. (40)
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The density  and elastic moduli are given by = 1, c11 = 9, c12 = 5, c44 = 4, where other elements of the matrix C are
equal to zero. Applying the method described in Section 3 we ﬁnd (using Maple) the explicit formula for the solution
of (1)–(3). Even in a case of this particular anisotropy (cubic structure) and 3 degree polynomial data, formulae for
uj (x, t), j = 1, 2, 3 are cumbersome. We indicate below the formula for u1(x, t) only to demonstrate the structure of
these formulae:
u1(x, t) =(2t − x3)
[(
t + t2 + x
2
3
4
)
(x1x2 + x1) + 2t2 − tx3 + x
2
3
2
+ 142t
3
45
− 7x
3
3
18
− 7t
2x3
3
+ 28tx
2
3
15
+ 391t
4
225
+ 158t
2x23
75
− 131tx
3
3
180
− 131t
3x3
90
+ t
+1073x
4
3
10800
+
(
2t2 + x
2
3
2
− 3t
2
2
x3 + 6tx
2
3
5
− x
3
3
4
+ 8t
3
5
− tx3 + t
)
x2
]
+(x3 − 2t)(3t − x3)
[
(t + tx3)(x1x2 + x1) + tx3 + 21t
2x3
5
− 6t
3
5
− 7tx
2
3
5
+ 7x
3
3
45
− 37t
3x3
50
+ 28t
2x23
25
− 56tx
3
3
225
+ 42t
4
25
+ 14x
4
3
675
+ t
+
(
t + tx3 − 6t
3
5
+ 27t
2x3
10
− 9
10
tx23 +
x33
10
)
x2
+(x3 − 3t)
[
(t + tx3)x1x2 +
(
t + tx3 + 32 t
3
)
x2 + (t + tx3)x1
+t + tx3 + 3t3 + 3t
3x3
2
]
, () = 1 if 0 and () = 0 if < 0.
4.2. Examples of elastic ﬁelds simulations
Let R(z), Q(y) be deﬁned by
R(z) = 3
5z
sin
(
10z
3
)
, z ∈ [−5, 5], (41)
Q(y) = 3
5y − 3 sin
(
10y
3
− 2
)
, y ∈ [0, 8]. (42)
r(z), q(y) be 13 degree interpolating polynomials of R(z), Q(y) in intervals [−5, 5], [0, 8], respectively. Let us
consider IBVP (1)–(3) with j = 0, fj = 0, j = r(x1)r(x2)q(x3), j = 1, 2, 3. The 3-D graph of j (x1, 0, x3) is
presented in Fig. 2a. The horizontal axes here are x1, x3, the vertical axis is j for x2 = 0. 2-D level plots of the
same surface is shown in Fig. 2b. We consider in this section three different anisotropic elastic materials for the
simulation of elastic waves in them. These materials are gold, indium and zinc having cubic, tetragonal and hexagonal
crystal structures, respectively. The densities (g/cm3) and elastic moduli (1012 dyn/cm2) of these crystals are as
follows:
Gold: = 19.283, c11 = 1.9244, c12 = 1.6298, c44 = 0.42, c11 = c22 = c33, c12 = c13 = c23, c44 = c55 = c66.
Indium: = 7.3, c11 = 0.445, c12 = 0.395, c13 = 0.405, c33 = 0.444, c44 = 0.0655, c66 = 0.122, c22 = c11, c23 = c13,
c55 = c44.
Zinc: = 7.134, c11 = 1.6368, c12 = 0.3640, c13 = 0.53, c33 = 0.6347, c55 = 0.3879, c22 = c11, c23 = c13, c44 = c55,
c66 = (c11 − c12)/2.
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Fig. 2. The graph of j (x1, 0, x3).
Fig. 3. 2-D level plots of u2(x1, 0, x3, t) for gold, indium, zinc: (a) Gold: t = 2.5; (b) Glod: t = 4.5; (c) Gold: t = 6.5; (d) Indium: t = 2.5;
(e) Indium: t = 4.5; (f) Indium: t = 7.5; (g) Zinc: t = 2; (h) Zinc: t = 3; (i) Zinc: t = 4.5.
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Fig. 4. 2-D level plots of u3(x1, 0, x3, t) for gold, indium, zinc: (a) Gold: t = 2.5; (b) Glod: t = 4.5; (c) Gold: t = 6.5; (d) Indium: t = 2.5;
(e) Indium: t = 4.5; (f) Indium: t = 7.5; (g) Zinc: t = 2; (h) Zinc:t = 3 (i) Zinc: t = 3.5.
Other elastic moduli of these crystals are equal to zero. For these data and values of densities and elastic moduli,
IBVPs are solved by the symbolic implementations of our method. We have found explicit formulae for the solution
of these problems and using them we have got pictures and made animated movies of wave propagations inside these
materials. The results of simulations are presented in Figs. 3 and 4. These ﬁgures contain screen shots of 2-D level
plots of u2(x1, 0, x3, t), u3(x1, 0, x3, t) for these materials.
5. Conclusion
The novel analytic method for constructing an exact solution of IBVP for the dynamic system of anisotropic elasticity
with polynomial data is described. The suggested method is effective for generating images and animated movies of
wave propagations inside different homogeneous anisotropic materials. Such images can be considered as patterns
when we study properties of new anisotropic materials. At the same time this method can be used for accuracy analysis
of new numerical methods.
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