Theoretical studies of process flexibility designs had mostly focused on average-case analysis. In this paper, we take a different approach by studying process flexibility designs from a worst-case point of view. To study the worst-case performances, we introduce the so-called plant cover index, an index defined by a constrained bipartite vertex cover problem associated with a given flexibility design. We show that the plant cover index allows for a comparison between the worst-case performances of two flexibility designs based only on the design structures and is independent of the choice of the uncertainty set or the choice of the performance measure. More precisely, we show that if all of the plant cover indices of one design are greater than or equal to the plant cover indices of the other design, then the first design is more robust than the second one, i.e. performs better in worst-case under any symmetric uncertainty set and a large class of performance measures.
Introduction
Fierce competitions in today's global markets have lead manufacturers to expand product portfolio in order to maintain market shares. Unfortunately, the increase in product offerings increases demand volatility and reduces forecast accuracy. This, coupled with a significant increase in volatility of commodity prices, forces manufacturers to look for new operations strategies to better match available supply with variable demand (Simchi-Levi (2010) ). Consequently, many manufacturers 3 call Γ. This class includes the minimum demand satisfied by the design; the minimum ratio of the demand satisfied by the design and that of full flexibility; and, the largest absolute gap between the demand satisfied by full flexibility and that of the specific design under consideration. In what follows, we refer to these measures as the robust measures associated with a given design. We also introduce the plant cover index, an index defined by a corresponding constrained bipartite vertex cover problem. In Section 4, we apply the plant cover index to provide conditions under which one flexible design is more robust than another among all uncertainty sets and for all measures in Γ.
In Section 5, we show that an important flexibility design called the long chain compares favorably in the robust measures to a class of sparse flexibility designs. In Section 6, we apply the theory developed in this paper to find effective sparse flexibility designs which works well under both, worst-case and average-case performance measures. A numerical study underscores the power of our heuristic. In Section 7, we extend our results to two different settings. Finally, in Section 8, we conclude our paper.
Literature Review
Research on the effectiveness of sparse flexibility designs has first started with the seminal paper of Jordan and Graves (1995) . The authors analyzed a balanced manufacturing system where the number of plants equals the number of products. They show, using empirical analysis, that a long chain design, a design in which all plants and products are connected in one cycle, performs almost as well as full flexibility design from average sales point of view. The authors then apply a similar concept, referred to as the chaining strategy, to unbalanced systems and show that even in this case, their design performs almost as well as full flexibility. Thus, their empirical work has two important implications. First, it suggests that a properly designed sparse flexibility design can often capture all the benefits of full flexibility. Second, it provides a useful guideline on how to create effective sparse flexibility designs.
Following the work of Jordan and Graves, researchers have attempted to explain analytically the observed effectiveness of the long chain and other sparse flexibility designs. Aksin 
and Karaesmen
Simchi-Levi and Wei: Worst-case Analysis of Process Flexibility Designs 4 Article submitted to ; manuscript no. (Please, provide the mansucript number!) (2007) show that there is a decrease in marginal benefit associated with the increase in either the degree of flexibility or the capacities of the manufacturing plants. Chou et al. (2010) develops a method to compute the average demand satisfied by the long chain in asymptotic regime. Using this method, they show that for some demand distributions, the average sales associated with the long chain is very close to that of full flexibility when the system size goes to infinity. Finally, the paper by Simchi-Levi and Wei (2012) identifies a decomposition for the expected demand satisfied by the long chain and applies the decomposition to prove several properties of the long chain for any finite size system size. In particular, the paper proves that the long chain is optimal in average sales among all 2-flexibility designs, i.e., the degree for every plant and degree product is two, and derives a bound on the gap between the average sales of full flexibility and that of the long chain.
Much like Jordan and Graves (1995) , all these research study flexibility designs under stochastic demand and focus on their average-case performances.
By contrast, very little research has focused on worst-case performance measures for a given flexibility design. A rare exception is the work of Chou et al. (2011) , which proves that when the system has n homogenous products, n homogenous plants and demand for each product is bounded by λ times the capacity of each plant, then an (α, λ, ∆)-expander performs within (1 − αλ)-optimality of the full flexibility design for every demand instance. Chou et al. (2011) later generalized the result to unbalanced system, i.e., number of products not equal to the number of plants, with non-homogenous plants and products. One difference between the contribution of Chou et al. (2011) and that of this paper is that Chou et al. (2011) establishes a condition to guarantee that a flexibility design's worst-case performance is within (1 − ǫ)-optimality of the full flexibility, whereas this paper establishes a condition that compares the worst-case performances of different flexibility designs. Specifically, in this paper we introduce the "plant cover index", an index that depends only on the flexibility design, and can be used to compare different flexibility designs for various worst-case performance measures.
The idea of developing an index to identify effective design is not new. Iravani et al. (2005) are the first to suggest a flexibility index which depends only on the flexibility structure. For this Simchi-Levi and Wei: Worst-case Analysis of Process Flexibility Designs Article submitted to ; manuscript no. (Please, provide the mansucript number!) 5 purpose, they introduce the structural flexibility matrix, which is constructed by counting all the paths from every pair of plant nodes in the flexibility design. They propose that the mean and the largest eigenvalue of the structural flexibility matrix can be used as flexibility indices. Following this line of research, Chou et al. (2008) propose the expansion index, which is equal to the second smallest eigenvalue of the Laplacian of the flexibility design.
There have been various heuristics for generating effective sparse flexibility designs in the literature, including the chaining strategy of Jordan and Graves (1995) . Mak and Shen (2009) propose a heuristic to find effective flexibility designs based on a relaxed stochastic programming problem. Chou et al. (2010) present a constraint sampling method to find effective sparse flexibility designs while Chou et al. (2011) present an expansion heuristic that adds arc incident to the nodes with the lowest expansion ratio.
Finally, we point out some research which apply the idea of sparse flexibility design in different settings. In particular, sparse flexibility design has been studied in multistage supply chains Graves and Tomlin (2003) , queueing systems Gurumurthi and Benjaafar (2004) , serial production lines Hopp et al. (2004) , call centers Wallace and Whitt (2005) and resource portfolio investment Bassamboo et al. (2010) . For a more detailed review on the study of flexibility, we refer the readers to the survey by Buzacott and Mandelbaum (2008) and the survey by Chou et al. (2008) .
Notations and Robust Measures
Let R n denote the n-dimensional vector space of reals. In the paper, bold letters are reserved for vectors and matrices. For example, x ∈ R n is a vector with entries x 1 , x 2 , ..., x n . In this paper we consider a system with m plants and n products, for some arbitrarily fixed positive integers m and n. We let A = {a 1 , a 2 , ..., a m } to represent the set of plant nodes, and B = {b 1 , b 2 , ..., b n } to represent the set of product nodes. In our model, we assume plant i has a fixed capacity of c i for 1 ≤ i ≤ m.
A flexibility design A is represented by a set of arcs which forms a bipartite graph with bipartition
is the set of neighbors of u in the bipartite graph defined by (A, B, A ). Moreover, for set S ⊆ A or S ⊆ B, we 6
Article submitted to ; manuscript no. (Please, provide the mansucript number!) let N (S, A ) = ∪ u∈S N (u, A ). We define I(·) as an index function which maps nodes in A ∪ B to its indices, i.e. I(a i ) = i, I(b j ) = j and I((a i , b j )) = (i, j). Throughout the paper, we will assume that
that is, we assume no flexibility design A has isolated plant or product nodes.
Given an instance of the demand vector, d, the total demand satisfied by a flexibility design A , denoted by P (d, A ), is defined as the objective value of the following linear program (LP)
We will refer to
It is easy to see that P (d, F ) can be expressed as follows.
We define a performance measure function f (·) to be a function that maps a demand vector d ∈ R n and a flexibility design A to a real number. For example, the function P (·), defined as the sales of a flexibility design given a demand instance d, is a performance measure function. A robust measure (or worst-case measure), R(·), is a function which maps a given flexibility design A and a set S ⊆ R + n to a real number. We refer to S as the uncertainty set and throughout the paper, we assume S is always non-negative and compact. Each robust measure R has a corresponding performance measure function, f R . Finally, for a given design A and a uncertainty set S, define
We assume that f R (d, A ) is always continuous in d. This assumption guarantees that R(·) is 
Given an uncertainty set S, observe that R s is the smallest possible sales of design A ; R r is the smallest possible ratio of the demand satisfied by A to that of demand satisfied by full flexibility;
and finally, R d is the most negative gap between demand satisfied by full flexibility and demand satisfied by A . To ensure that f
T where σ is a permutation of integers 1 to n. Moreover, define P erm(d) = {d σ |for all σ that is a permutation from 1 to n}.
We say that a performance measure function f (·) is permutation consistent with P (·) if the following holds. Fix any d ∈ R n . Then for any d 1 ,d 2 ∈ P erm(d), and for any designs A 1 , A 2 ,
We claim that f 
Define Γ to be the set of all robust measures with performance measure functions that are permutation consistent with P (·). Note that Γ contains a large number of interesting robust measures.
In particular, the three robust measures we introduced, R s , R r and R d are all in Γ.
Let min i (d) to be the i-th smallest element in the set {d 1 , d 2 , ..., d n }. For any uncertainty set S, we say that S is symmetric if for any d ∈ S, d σ ∈ S for any permutation σ. Throughout the paper,
we will assume that all the uncertainty sets are symmetric unless stated otherwise. This assumption implies that the products are homogenous and the worst-case performance will not change if the products are relabeled. In particular, if demands of products is an exchangeable random vector, i.e., the random demand vector D has the same distribution as D σ , then the support of D is a symmetric set. We note that if demands of products are independent and identically distributed (IID), then they represent an exchangeable random vector.
For flexibility designs A 1 and A 2 , we say that A 1 is more robust than A 2 if for any R ∈ Γ and any symmetric set S, we have R(A 1 , S) ≥ R(A 2 , S). Moreover, we say A 1 is strictly more robust than A 2 if A 1 is more robust than A 2 , and there exist some symmetric set S and R ∈ Γ that
Next, we define the plant cover index at k for flexibility design A . This index is defined by the minimum plant capacities required to create a vertex cover on A , given that vertex cover contains exactly k product vertices. This index, denoted by δ k (A ), is the objective value of the following integer program.
Note that it is straightforward to check that δ 0 (A ) = m i=1 c i and δ n (A ) = 0. Observe also that the following holds.
Remark 2.
Finally, a system is said to be balanced if m = n. In a balanced system, we define the long chain, denoted by C , as
.., (a n−1 , b n ), (a n , b 1 )};
One can immediately see that
Also, we say a design A is a 2-flexibility design if any plant node and any product node is incident to exactly two arcs in A .
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Plant Cover Index
In Section 4.1, we first establish the relationship between plant cover indices and the robustness of flexibility designs for all robust measures R ∈ Γ. Next, in Section 4.2, we use the results from Section 4.1 to prove that computing R(A , S) is NP-hard for any R ∈ Γ.
Robust Measures and the plant cover index
We start with a lemma to show that R s (A , S) can be upper-bounded by the sum of δ k (A ) and
Lemma 1. For any fixed d ∈ S and any integer
Proof. By definition
and by the classical max-flow min-cut theorem, we have
′ are feasible for the optimization problem associated with P (d, A ). Define σ to be a permutation of 1 through n such that q
Then, we have that
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A ) and we are done.
Next, we show that the inequality in Lemma 1 can be achieved as an equality for some integer k and some vector d.
for some nonnegative integer k ≤ n.
we can apply the max-flow min-cut theorem, to obtain
Let p * , q * be the optimal solution to the optimization problem above, and define k = n j=1 q * j .
Then, we must have
. Hence, we have that
Proposition 1 demonstrates that there is a strong connection between δ k (A 1 ) and R s (A , S) for any S. Using this connection, we next show that for any flexibility designs A 1 , A 2 , if the plant cover indices of A 1 is always greater than or equal to the plant cover indices of A 2 , then for any robust measure R in Γ and any symmetric uncertainty set S, A 1 's worst-case performance is greater than or equal to the worst-case performance of A 2 .
Theorem 1. Suppose A 1 and A 2 are two flexibility designs with
That is, for any symmetric set S and any R ∈ Γ,
The next result implies that if δ k (A 1 ) > δ k (A 2 ) for some k, then A 1 is strictly more robust than
there exist symmetric set S,
Proof. Let τ be the vector with first k entries equal to 0 and each of the next n − k entries equal to m i=1 c i . Let S = P erm(τ ). By Lemma 1 and Proposition 1, we have that
we have
Observe that Proposition 2 also implies that the converse of Theorem 1 is true. That is, if the
is not true for some 1 ≤ k ≤ n, then for any R ∈ Γ, there exist some symmetric set S such that R(A 1 , S) < R(A 2 , S). Thus, we immediately have our next corollary,
An interesting question is whether better worst-case performance implies better average-case performance. Specifically, when A 1 is strictly more robust than A 2 , we know that the worst-case performance of A 1 is always better (and sometimes strictly better) than the worst-case performance of A 2 . The question is whether this implies that the expected sales of A 1 is greater than or equal to the expected sales of A 2 for any IID demand distribution. We answer the question in the negative through a counterexample. Consider, n = m = 4, c i = 1 for i = 1, 2, 3, 4 and flexibility designs A 1 and A 2 in Figure 1 . It is easy to check that
However, we find that the expected sales of A 1 (equal to 3) which is less than the expected sales of A 2 (equal to 3.125) when demand for each products is IID and equal to 0 or 2 with equal probability.
Hardness Result
In the previous subsection, we have established a connection between δ k (A ) and R(A , S), for any flexibility design A and any symmetric uncertainty set S. Here, we will establish that computing R(A , S) is an NP-hard problem for any R ∈ Γ. To establish the hardness result, we begin with a lemma, which is an immediate consequence of the work of Kuo and Fuchs (1987) . Lemma 2. Given non-negative integers k, t and some flexibility design A , determining whether
Proof. Consider the case c i = 1 for all 1 ≤ i ≤ m. In this case, note that δ k (A ) ≤ t if and only if there is a vertex cover V A ∪ V B , where V A ⊆ A, |V A | ≤ t and V B ⊆ B, |V B | ≤ k. By Kuo and Fuchs (1987) , it is NP-hard to determine if there exists such a vertex cover. Thus, we have that
Having established Lemma 2, we now prove that computing R(A , S) for any R ∈ Γ is NP-hard.
Corollary 2. For any robust measure R ∈ Γ, determining whether R(A , S) ≤ t is NP-hard.
Proof. We prove this result by showing that for c i = 1 for all 1 ≤ i ≤ m, the problem of determining if δ k (A ) ≤ t for some integer t can be reduced to the problem of determining if R(A , S) ≤ t ′ for some t ′ ∈ R and S ⊆ R n .
We can assume t < m, since δ k (A ) ≤ m. Let e be the vector such that e j = 0 for 1 ≤ j ≤ k and e j = m for k + 1 ≤ j ≤ n. Let S = P erm(e), where P erm(e) = {e σ |for all permutation σ}. Also, let
It is easy to check that e ∈ arg min d∈S P (d, A ′ ) and P (e,
Since f R is permutation consistent with P (·), we have that for any d ∈ S, 
By construction of S, Lemma 1, and Proposition 1, we have that
Therefore, we have that determining whether R(A , S) ≤ t ′ is at least as hard as determining whether δ k (A ) ≤ t, which is NP-hard.
We would like to point out that while Lemma 2 shows that computing δ k (A ) is NP-hard, offthe-shelf solvers can compute these quantities fairly quickly. We think this is true because the optimization problem that defines δ k (A ) reduces to a bipartite vertex cover problem (which has a tight integrality gap) when we relax the constraint n j=1 q j = k with a Lagrangian multiplier.
Indeed, in our computational tests, the binary program solver in cplex has consistently solved δ k (A )
for systems with around 20 plant nodes and 20 product nodes within 1 second. Finally, researchers in computer science have developed algorithms to compute δ i (A ) that work quite efficiently in practice, see Fernau and Niedermeier (2001) , Bai and Fernau (2008) .
Sparse Flexibility Designs and Long Chain
In this section, we apply the results of the previous section to analyze the worst-case effectiveness of sparse flexibility designs. In particular, we are interested in the long chain flexibility design, C , which has been studied extensively in the literature from the average-case point of view. As is typical in the analysis of the long chain, see for example Simchi-Levi and Wei (2012) , we consider in this section balanced systems (i.e. m = n) and assume c i = 1 for all 1 ≤ i ≤ m.
Consider the class of all flexibility designs in which the degree of each product node is exactly two. The theorem below shows the long chain is always more robust than any other flexibility design in this class.
Theorem 2. The long chain flexibility design, C , is more robust than A if for any u ∈ B,
Proof. It's easy to check that δ k (C ) = n − k + 1 for 1 ≤ k ≤ n − 1, and δ n (C ) = 0 = δ n (A ). To prove Theorem 2, it is sufficient to show that for all 1 ≤ k < n, we can find some S ⊂ B, |S| = k, 
We now show that for any i, and any 1 ≤ l ≤ |B i |, there exist some T ⊂ B i , |T | = l such that |N (T, A )| ≤ l + 1. This is done by induction on l. For l = 1, take any u ∈ B i and let T = {u} and |N (T, A )| = 2. Suppose the statement is true for some l < |B i |, then we can find set
and |N (T l , A )| ≤ l + 1. Since the vertices in A i ∪ B i forms a connected component, and T
Thus, by induction, we have that for
For any 1 ≤ k < n, find the largest t such that
By the choice of t, we have
Thus, we can find some set T where
and we
have that
Interestingly, Simchi-Levi and Wei (2012) proves that long chain is at least as good as any 2-flexibility designs from average-case point of view for any exchangeable demand distribution.
Theorem 2 complements that result by noting that any 2-flexibility design satisfies the condition |N (u, A )| = 2, ∀u ∈ B. Hence, Theorem 2 implies that the long chain is also the most robust 2-flexibility design.
A natural generalization of Theorem 2 is to consider the class of flexibility designs with 2n arcs, rather than the class of all flexibility designs in which the degree of each product node is exactly two. To our surprise, this generalization does not hold. Indeed, in Figure 2 , we provide an design Article submitted to ; manuscript no. (Please, provide the mansucript number!)
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Figure 2
A flexibility design A with 9 plants/products and 18 arcs A with n = 9 nodes and 18 arcs, where δ 4 (A ) > δ 4 (C ). Note that by Corollary 1, we immediately have that the long chain is not more robust than A .
The previous example may motivate a claim that there exists a design with 2n arcs which is strictly more robust than the long chain. This is also not true, and it is a simple consequence of Theorem 2. By Theorem 2, if a design A with 2n arcs has δ k (A ) > δ k (C ) for some k, then there is some node u ∈ B where |N (u, A )| = 1. But this implies that δ n−1 (A ) = 1 < 2 = δ n−1 (C ). Hence, there is no design with 2n arcs that is strictly more robust than C . That is, C is in some sense a "Pareto optimal" design among all flexibility designs with 2n arcs in worst-case performance analysis.
While the long chain does not always achieve the best worst-case performance among all designs with 2n arcs, the next result shows that the long chain is the optimal design among all connected designs with 2n arcs. Proof. For n = 1, it is simple to check that Corollary 3 holds. Suppose A * is a counterexample to Corollary 3 in the smallest system (the smallest n * where there is a counterexample). Clearly, n * > 1. Since A * is a counterexample, there exists some 1 ≤ k * < n * such that δ
By Theorem 2, we know there must exist some u ∈ B, with |N (u, A * )| = 1. Let v = N (u, A * ), and let G be the bipartite graph with vertex sets A, B, and arc set A * . Because G is connected, we
Consider the bipartite graph G ′ with vertex sets A \ v, B \ u, and arc set A ′ . Suppose G ′ has z components, then we must have |N (v, A * )| ≥ z + 1.
In this case, we can add z − 1 arcs to G ′ so that G ′ is a connected bipartite graph. Let A ′′ be the arc set that contains A ′ and the z − 1 added arcs. Note that |A ′′ | ≤ 2(n * − 1).
By construction, the bipartite graph with vertex sets A \ u, B \ v and arc set A ′′ is connected.
Because 1 ≤ k * < n * , the minimality assumption on A * and Remark 2, there exists some S ∈ B \ v,
we have that Corollary 3 must be true.
While the long chain does not always achieve the best worst-case performance among all (nonconnected) designs with 2n arcs, computational experiments suggest that it is very effective. The next proposition provides one way to explain this observation by showing that the plant cover indices of the long chain are greater than or equal that of any other design with 2n arcs for the last √ n of plant cover indices.
Proposition 3. In a balanced system with n > 1 plants and n > 1 products, for any integer
for any A such that |A | = 2n.
Proof. It is easy to check that δ n−k (C ) = k +1 for any k < n. We will prove that for any |A | ≤ 2n, and for any integer 1 ≤ k ≤ √ n, we can always find some S ∈ B, with |S| = k and |N (S, A )| ≤ k + 1.
Note that by Remark 2, this immediately implies that
Suppose there exists a counterexample A * in a balanced system of size n. That is, there exists some k, 1 ≤ k ≤ √ n, for which we cannot find S ∈ B with |S| = k and |N (S, A * )| ≤ k + 1. Without
Article submitted to ; manuscript no. (Please, provide the mansucript number!) loss of generality, assume A * is such a design in the smallest balanced system. Let k * , 1 ≤ k * ≤ √ n be the integer for which we cannot find any S ∈ B with |S| = k * and |N (S, A * )| ≤ k * + 1. Also, let
Suppose, we have some u, u ∈ B 1 with (v, u) ∈ A * and |N (v,
Then A ′ is a design in a balanced system of size n − 1, and |A ′ | ≤ 2n − 2. By our assumption on the minimality of n, we can find some S ∈ B \ u, |S| = k * − 1 and
But this implies that |N (S ∪ {u}, A * )| ≤ k * + 1, and we have a contradiction. Thus, for any u ∈ B 1 with (v, u) ∈ A * we have N (v, A * ) = 1. That is, any plant v that is a neighbor of some u ∈ B 1 in A * has a degree one.
Suppose there exists B C ⊂ B 2 such that all arcs incident to B C form a single cycle. Then clearly,
it is easy to check that we can find S ⊆ B C with |S| = k * and
, and A ′ is a flexibility design defined on a system with n − |B C | plants and n − |B C | products. By the minimality of n,
, which is again a contradiction. Hence, there is no B C ⊂ B 2 such that all arcs incident to nodes B C forms a cycle.
Let G 2 be the bipartite graph with node sets A 2 = N (B 2 , A * ), B 2 and arc set
Because there does not exist any B C ⊂ B 2 such that all arcs incident to nodes B C forms one cycle, G 2 contains no cycles. This implies that G 2 contains a number of components, T 1 , T 2 , ..., T z , with each component T i , we have that |T i ∩ B 2 |, i.e., the number of product nodes in T i , is exactly one less than |T i ∩ A 2 |, i.e., the number of plant nodes in T i . Note that any v that is a neighbor of u ∈ B 1 is not in T i for all 1 ≤ i ≤ z, this implies that
Because |A * | = 2n, the average degree of nodes in B is 2. This implies that |B 3 | ≤ |B 1 |, and therefore z ≤ |B 1 |. Because |B 1 | ≤ k * ≤ √ n, it is easy to check that |B 1 |(k * − |B 1 | + 2) ≤ n. Therefore, we have
This implies that
. This leads to a contradiction. Hence, we must have that for any 0 ≤ k ≤ √ n, we can find some S ∈ B, |S| = k with
Finally, we show that when the performance function is the ratio of sales of a specific design to that of full flexibility, the long chain has a better worst-case performance compared to any design with 2n arcs, independent of whether the design forms a connected bipartite graph.
Proposition 4. Consider a symmetric set S satisfying the additional requirement that any
for any A with |A | = 2n.
Proof. By Theorem 2, we know R r (C , S) ≥ R r (A , S), if for any u ∈ B, |N (u, A )| = 2. Thus, we only need to consider the case where there exists some u ∈ B such that |N (u, A )| = 1. In that case, since S is symmetric, without loss of generality, let u be product node b 1 . Let d max = max{d 1 |d ∈ S}.
T and thus
S).
However, for any d ∈ S, let X = {i|d i < 1}, Y = {i|d i > 1}, then
, and
Thus, we also have that R r (C , S) ≥ R r (A , S).
Numerical Experiments
In this section, we present computational experiments to show that the plant cover indices not only reveals the strength of a design from the worst-case point of view, but also from the average-case point of view. Motivated from this finding, we present a heuristic that applies the plant cover indices to generate flexibility designs that are effective in both worst-case and average-case performance measures.
Plant Cover Indices and Expected Sales
Our objective in this section is to test the following hypothesis: given a pair of flexibility designs A 1 and A 2 , if A 1 is strictly more robust than A 2 , then for most of such pairs, the expected sales
To test this hypothesis, we randomly generated 50 flexibility designs as follows. We start with a design that is analogous to the dedicated design, where each product node b j is neighbor to only one plant node, and each plant node a i is connected to exactly c i product nodes. Then, we select the next K arcs uniformly at random and add them to the system. In our first test, we have m = n = 10, K = 18 and c i = 1 for i = 1, 2, ..., 10. Hence, we test a balanced system with homogenous plants. In our second test, we have m = 7, n = 14, K = 10 and c 1 = c 2 = 3, c 3 = c 4 = c 5 = 2 and c 6 = c 7 = 1. In this case, we test an unbalanced system with varying capacities. Our objective in this section is to test the following hypothesis: Given a pair of flexibility designs A 1 and A 2 , if A 1 is strictly more robust than A 2 , then is the expected sales of A 1 , E[P (D, A 1 )], greater than the expected sales of
To test this hypothesis, we randomly generated 50 flexibility designs as follows. We start with a design that is analogous to the dedicated design, where each product node b j is neighbor to only one plant node, and each plant node a i is connected to exactly c i product nodes. Then, we select the next K arcs uniformly at random and add them to the system. In our first test, we have m = n = 10, K = 18 and c i = 1 for i = 1, 2, ..., 10. Hence, we test a balanced system with homogenous plants. In our second test, we have m = 7, n = 14, K = 10 and c 1 = c 2 = 3, c 3 = c 4 = c 5 = 2 and c 6 = c 7 = 1. In this case, we test an unbalanced system with different capacities across plants.
The test is designed as follows. For the 50 randomly generate flexibility designs we identify every pair of designs, A 1 and A 2 where δ k (A 1 ) ≥ δ k (A 2 ) for all 1 ≤ k ≤ n, and for some k
For each of these pair, we compute the difference between sales of A 1 and A 2 with 500n demand instances, where the demand of each product is generated IID at random with random distribution N (1, 0.5) truncated at 0. If our test suggests (with 95% confidence) that the expected sales of A 1 is higher than the expected sales of A 2 given that the demand for each product is IID, we then say that the plant cover indices are consistent with the expected sales; if our test suggests (again, with 95% confidence) that expected sales of A 1 is lower than the expected sales of A 2 , we then say that the plant cover indices are inconsistent with the expected sales; otherwise, we say the test is inconclusive. The results of these tests are presented in Table 1 under the row "Coordinates".
In addition, we perform a similar test for every pair of designs, A 1 and A 2 , where we compare every pair of designs A 1 and A 2 where
The results of these tests are presented in Table 1 under the row "Sum".
As you can see, the numerical results suggest that the plant cover index is not only powerful from worst-case performance point of view (Theorem 1), but also from average-case point of view. Table 1 Consistency between average sales and plant cover indices
Generating Effective Flexibility Design
Section 6.1 demonstrates that plant cover indices can be a strong indicator of the effectiveness of a flexility design. In this section, we propose a heuristic that applies the plant cover indices to generate a flexibility design effective in both average-case and worst-case.
Consider an initial design and a budget of K additional arcs. The plant cover heuristic adds K arcs sequentially through K steps. At each step, for the current flexibility design A , the heuristic computes δ k (A ) for all 1 ≤ k ≤ n. From the computations, the heuristic then identifies the arc that is estimated to have the biggest impact on n k=1 δ k (A ) and adds this arc to design A . The heuristic is formally described as Algorithm 1.
Algorithm 1 Finding Effective Flexibility Design using Plant Cover Indices 1: Given: flexibility design A in a m plants n products system and integer K.
2: for t = 1, 2, . . . , K do
3:
Find δ 1 (A ), δ 2 (A ), ..., δ n (A ), and their corresponding optimal solutions (p
..., (p n , q n ).
4:
Let Ψ(x, y) = 1 if x = y = 0 and Ψ(x, y) = 0 otherwise.
Add (a i * , b j * ) to A . There are other variants of Algorithm 1 which one may consider. In particular, one can com- , .) . In Algorithm 1, we used function 
that optimize the performance of our heuristic is an interesting open question. Table 2 presents some numerical results with the plant cover heuristic by comparing its performance to that of other designs. These designs include: (i) The design with the highest expected sales among 50 randomly generated designs; (ii) Incomplete 3-chain, which is our attempt to construct a 3-chain design described in Chou et al. (2011) using K available arcs (see Figure 3) ; (iii) The design generated by the expander heuristic in Chou et al. (2011) ; (iv) Full flexibility design.
Like our tests in Section 6.1, we consider two set of tests, where the first set has m = n = 10, K = 18, c i = 1 for 1 ≤ i ≤ 10 and the second set has m = 7, n = 14, K = 10, c 1 = c 2 = 3, c 3 = c 4 = c 5 = 2 and c 6 = c 7 = 1. In Table 2 , we present the average sales of each design and the worst ratio of the sales of the design under consideration to that of full flexibility among all 500n demand instances. Finally, we analyze the performance of the plant cover heuristic with different number of arcs added to the system and compare its performance to that of the expander heuristic of Chou et al. (2011) . Figure 4 plots the ratio between the expected sales of the design generated by the plant cover heuristic to that of full flexibility for K = 1 : 20 in the m = 7, n = 14, c 1 = c 2 = 3, c 3 = c 4 = c 5 = 2 and c 6 = c 7 = 1 system. One can see that the ratio between the expected sales of the plant cover heuristic design to that of full flexibility exceeds 99% when more than 9 arcs are added to the system. Figure 4 also plots the ratio between the expected sales of the design generated by the expander heuristic to that of full flexibility for K = 1 : 20. As you can see, in this test setting, the performance of a design generated by the plant cover heuristic using K arcs is comparable to the performance of a design generated by the expander heuristic using K + 2 arcs. Designs Generated by Plant Cover and Expander Heuristics
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As Table 2 and Figure 4 show, when demand is IID, the plant cover heuristic can find effective flexibility designs that performs well in average-case and worst-case. In general, we expect this heuristic to work well when the products' expected demand do not vary significantly. However, when expected demand varies, the plant cover heuristic does not necessarily perform well since it ignores demand information. By contrast, the expander heuristic is shown to work well when different products have varying expected demand.
Extensions
In this section, we presents two extensions of Theorem 1. Specifically, we show that the worst-case result we obtained in Section 4 can be extended to more general settings.
Additional Production Constraints
First, we consider a model where the sales of A not only depends on demands and plants capacities, but also on another class of linear constraints. In this case, P (d, A ) is defined as the objective value of the following LP. For example, in some applications, an added flexibility arc (a i , b j ) can only be utilized for p (p < 1) fraction of the capacity at plant i. In that case, we would have the additional constraint f ij ≤ pc i .
Under this setting, we define the plant cover index, δ k (A ), for 0 ≤ k ≤ n, as follows. While we would like to use Corollary 4 as a guideline to develop practical heuristic for generating process flexibility designs, several key difficulties arise. First, it is unclear how to come up with the vector µ. Second, it may take a long time to compute all k ∈ { j∈X µ j |X ⊆ {1, 2, ..., n}}, as the set { j∈X µ j |X ⊆ {1, 2, ..., n}} can contain up to 2 n values. Thus, at this moment, while Corollary 4
is an interesting theoretical property it does not provide useful guidelines for generating effective process flexibility designs when product demands is not homogenous.
Discussion and Conclusion
This paper studies the worst-case performance of process flexibility when demand can take values in an uncertainty set. We prove that the worst-case performance, i.e., the robustness, of a flexibility design relative to that of other designs mostly depends on its structure, not the choice of uncertainty sets, or the performance measures. To establish this result, we introduce the plant cover index, an index that only depends on the design structure. We prove that if all of the plant cover indices of one flexibility design, A 1 , are greater than or equal to the plant cover indices of another design, A 2 , then the worst-case performance of A 1 is greater than or equal to the worst-case performance of A 2 , for all symmetric uncertainty sets and a large class of performance functions.
Using the condition established with plant cover index, we prove that the long chain flexibility design is more robust than any design that has degree two on all of its product nodes, or forms a connected bipartite graph with 2n arcs. Because long chain flexibility design has an attractive average-case performance, see Simchi-Levi and Wei (2012) , we investigate whether in general a design with high plant cover indices performs well not only in worst-case but also in average-case.
We answer this question in the affirmative using a numerical study, and propose a plant cover heuristic that generates flexibility designs. In our computation results, the plant cover heuristic is shown to be effective from both average-case and worst-case performances measures. Finally, we present two simple extensions to our paper, illustrating that our analysis can be applied to more general settings.
This paper would not be complete without pointing out the connection between the plant cover Simchi-Levi and Wei: Worst-case Analysis of Process Flexibility Designs Article submitted to ; manuscript no. (Please, provide the mansucript number!) 29 index and the graph expanders studied in Chou et al. (2011) . In Chou et al. (2011) , the authors proposed the (α, λ, ∆)-expanders. We note that A is a (α, λ, ∆)-expander if
and |N (u, A )| ≤ ∆ for any u ∈ A ∪ B. In some sense, the plant cover index is a more precise indicator of the robustness of A , compared with the expander parameters α and λ. Thus, our paper complements the study of Chou et al. (2011) because when the expander parameters α and λ are not enough to differentiate sparse flexibility designs, plant cover index can be used as a suitable alternative. Moreover, the plant cover heuristic proposed in this paper complements nicely with the expander heuristic Chou et al. (2011) , as the plant cover heuristic works nicely in the setting when the demands of products are IID or homogenous, whereas the expander heuristic is effective when the deviations between the expected demands of different products are large.
