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OSCILLATION AND THE MEAN ERGODIC THEOREM
FOR UNIFORMLY CONVEX BANACH SPACES
JEREMY AVIGAD AND JASON RUTE
Abstract. Let B be a p-uniformly convex Banach space, with p ≥ 2. Let T be
a linear operator on B, and let Anx denote the ergodic average
1
n
∑
i<n T
nx.
We prove the following variational inequality in the case where T is power
bounded from above and below: for any increasing sequence (tk)k∈N of natural
numbers we have
∑
k ‖Atk+1x − Atkx‖
p ≤ C‖x‖p, where the constant C
depends only on p and the modulus of uniform convexity. For T a nonexpansive
operator, we obtain a weaker bound on the number of ε-fluctuations in the
sequence. We clarify the relationship between bounds on the number of ε-
fluctuations in a sequence and bounds on the rate of metastability, and provide
lower bounds on the rate of metastability that show that our main result is
sharp.
1. Introduction
A Banach space B is said to be uniformly convex if for every ε ∈ (0, 2] there
exists a δ ∈ (0, 1] such that for all x, y ∈ B, if ‖x‖ ≤ 1, ‖y‖ ≤ 1, and ‖x − y‖ ≥ ε,
then ‖(x+ y)/2‖ ≤ 1− δ. Any function η(ε) returning such a δ for each ε is called
a modulus of uniform convexity. A Banach space is said to be p-uniformly convex
if, for some C > 0, the function η(ε) = Cεp is a modulus of uniform convexity.
Pisier [34, 36] has shown that every uniformly convex Banach space is isomorphic
to a p-uniformly convex Banach space for some p ≥ 2. In particular, for p ≥ 2 and
any measure space X , Lp(X) is p-uniformly convex.
Let B be a uniformly convex Banach space, and let T be a nonexpansive linear
operator, that is, a linear map satisfying ‖Tx‖ ≤ ‖x‖ for every x ∈ B. For each n ≥
1, let Anx denote the ergodic average
1
n
∑
i<n T
nx. A version of the mean ergodic
theorem due to Garrett Birkhoff [6] implies that the sequence (Anx) converges.
(See Krengel [30, Chapter 2] for variations and strengthenings.) In the special
case where B is a Hilbert space, Jones, Ostrovskii, and Rosenblatt [19] prove the
following “square function” variational inequality:
Theorem 1.1. Let H be a Hilbert space and let T be any nonexpansive linear
operator. Then for any x in H and any increasing sequence (tk)k∈N,∑
k
‖Atk+1x−Atkx‖2 ≤ 625‖x‖2.
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If (an) is any finite or infinite sequence of elements of B and ε > 0, we will
say that (an) admits k ε-fluctuations if there are i1 ≤ j1 ≤ . . . ≤ ik ≤ jk such
that, for each u = 1, . . . , k, ‖aju − aiu‖ ≥ ε. Theorem 1.1 implies that for every
ε > 0, the sequence of ergodic averages (Anx) admits at most 625(‖x‖/ε)2-many
ε-fluctuations, and hence the sequence converges.
Theorem 1.1 can therefore be viewed as a strong quantitative version of the
mean ergodic theorem for a Hilbert space. The methods of Jones, Ostrovskii, and
Rosenblatt [19], based on Fourier analysis, form the starting point for a number of
pointwise variational results for sequences of ergodic averages in the spaces Lp(X)
by Jones, Kaufman, Rosenblatt, and Wierdl [20]. These pointwise results imply the
following variational inequality regarding convergence of ergodic averages in the Lp
norm (see [20, Theorem B]):
Theorem 1.2. Let p ≥ 2 and let T be the isometry on Lp(X) arising from a
measure-preserving tranformation of the finite measure space X. Then for any f
in Lp(X) and any increasing sequence (tk)k∈N,∑
k
‖Atk+1f −Atkf‖pp ≤ C‖f‖pp
for some constant C that depends only on p.
In fact, their pointwise results are considerably stronger; see the discussion at the
end of Section 3.
Our main result generalizes Theorem 1.2 to an arbitrary uniformly convex Ba-
nach space. It applies not only when T is an isometry, but more generally when T
is power bounded from above and below, as in the hypothesis of the next theorem.
Theorem 1.3. Let p ≥ 2 and let B be any p-uniformly convex Banach space. Let
T be a linear operator on B satisfying B1‖y‖ ≤ ‖T ny‖ ≤ B2‖y‖ for every n and
y ∈ B, for some B1, B2 > 0. Then for any x in B and any increasing sequence
(tk)k∈N, ∑
k
‖Atk+1x−Atkx‖p ≤ C‖x‖p
for some constant C. If η(ε) = Kεp is a modulus of uniform convexity for B, the
constant C depends only on B1, B2, K, and p.
The difficulty in proving Theorem 1.3 is that the Fourier-analytic methods used
by Jones, Ostrovskii, and Rosenblatt [19] are not available in this general setting.
But Jones, Rosenblatt, and Wierdl [21] later developed methods of proving point-
wise variational results for Lp spaces that bypass the need for Fourier analysis. Our
strategy is to adapt their methods to Banach-valued Lp spaces Lp(X ;B), and then
transfer the result back to the original Banach space, B. As a side effect, we also
obtain pointwise results for the spaces Lp(X ;B).
The proof of Theorem 1.1 in [19] first establishes the result in the case that
T is an isometry, and then invokes Sz.-Nagy’s dilation theorem [39], which says
that any Hilbert space with a nonexpansive map can be embedded into a larger
Hilbert space with an isometry that projects to the original nonexpansive map.
This strategy is not available for arbitrary uniformly convex Banach spaces, and
the assumption that T is power bounded from below seems to be essential to our
proof of Theorem 1.3. Theorem 1.3 implies that for every ε > 0, the number of
ε-fluctuations in a sequence (Anx) in a p-uniformly convex Banach space is O(ρ
p),
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where ρ = ‖x‖/ε. In the case where T is a nonexpansive map, we obtain the
following weaker bound.
Theorem 1.4. Let p ≥ 2 and let B be any p-uniformly convex Banach space, and
let T be a nonexpansive linear operator on B. Then for any x in B and any ε > 0,
there are at most Cρp+1 log ρ-many ε fluctuations in (Anx), for a constant C that
depends only on p and K, where η(ε) = Kεp is a modulus of uniform convexity for
B.
Here we use an entirely different argument, drawing on calculations by Kohlenbach
and Leus¸tean [27], which, in turn, draw on those in Birkhoff’s proof [6].
The outline of this paper is as follows. Theorem 1.3 is proved in Section 2, modulo
two central lemmas adapted from [21], which are proved in Section 3. In Section 4,
we prove Theorem 1.4. In Section 5, we consider various quantitative data that can
be associated to a convergence theorem, and clarify the relationship between the
results here and results having to do with metastability [4, 27, 41, 25, 26, 40, 44].
In Section 6, we provide lower bounds on the rate of metastability that show that
the result of Theorem 2 is sharp.
2. The variational inequality
Jones, Rosenblatt, and Weirdl [21] prove a variety of variational inequalities
for sequences of generalized ergodic averages in the classical Lp spaces. Their
starting point is to prove related inequalities for the space ℓ2, consisting of functions
f : Z → R with norm ‖f‖ℓ2 =
(∑
x f
2(x)
)1/2
, and then to transfer these results to
the Lp spaces using the Caldero´n transfer principle, as well as Caldero´n-Zygmund
decomposition.
If X is any measure space and B is any Banach space, the classical spaces Lp(X)
can be generalized to spaces Lp(X ;B), consisting of measurable functions f : X → B
for which the norm
‖f‖Lp(X;B) =
(∫
X
‖f‖p
B
)1/p
is finite. Precise definitions can be found in Pisier [34, 36]. When X is the set of
integers with counting measure, Lp(X ;B) is the space that we will denote ℓp(B).
We will prove Theorem 1.3 in two steps:
(1) Generalize the ℓ2 results of [21] to ℓp(B), where B is a p-uniformly convex
Banach space.
(2) Use a novel transfer argument to transfer the result back to B, rather than
to Lp(X ;B).
The key insight is that one can use martingale inequalities for ℓp(B) in the first
step in place of orthogonal decomposition in ℓ2. Beyond that, the changes that
need to be made to the arguments of [21] are minor, such as replacing appeals to
Cauchy’s inequality by appeals to Ho¨lder’s inequality. For completeness, we will
spell out these modifications explicitly in the next section, for the particular case
needed for the proof of Theorem 1.3. The rest of this section is devoted to the proof
of Theorem 1.3, modulo two lemmas proved in Section 3.
Let A0 ⊆ A1 ⊆ A2 ⊆ . . . be a filtration of X , that is, a sequence of σ-subalgebras
ofX . A sequence (Mn)n≥0 of elements of L
p(X ;B) is said to be amartingale for this
filtration if eachMn is An-measurable, and for any n ≤ k,Mn = E(Mk|An). We will
use the forward direction of the following elegant equivalence, due to Pisier [34, 36]:
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Theorem 2.1. Let p satisfy 2 ≤ p < ∞, and let B be a Banach space. The
following are equivalent:
(1) B is isomorphic to a p-uniformly convex Banach space.
(2) There is a constant, C, such that if (Mn)n≥0 is any martingale in L
p(X ;B),
then
‖M0‖pLp(X;B) +
∑
n≥0
‖Mn+1 −Mn‖pLp(X;B) ≤ C sup
n≥0
‖Mn‖pLp(X;B).
If B has modulus of uniform convexity η(ε) = Kεp, the constant C in (2) depends
only on p and K.
We now turn our attention to ℓp(B), where B is a p-uniformly convex Banach
space. Following the notation used in [21], let σn denote the dyadic σ-algebra of
subsets of Z generated by the intervals of the form [h ·2n, (h+1) ·2n). For any f in
ℓp(B) let Enf denote the expectation with respect to σn. Notice that the sequence
(Enf)n≥0 is a reverse martingale, since the σn’s become coarser as n increases. As
a corollary of Theorem 2.1, we have:
Corollary 2.2. Let B be p-uniformly convex, for p ≥ 2. Then there is a constant
C as in Theorem 2.1 such that for any increasing sequence (nk)k∈N of natural
numbers, ∑
k≥0
‖Enk+1f − Enkf‖pℓp(B) ≤ C‖f‖pℓp(B).
Proof. It suffices to show
∑
k∈[0,m] ‖Enk+1f − Enkf‖pℓp(B) ≤ C‖f‖pℓp(B) for every m.
But for each fixed m the sequence Enm+1f, Enmf, . . . , En1f, En0f is a martingale,
and Theorem 2.1 applies since supk∈[0,m+1] ‖Enk‖ℓp(B) ≤ ‖f‖ℓp(B). 
For the rest of this section and the next, we let p ≥ 2 and let B denote a p-
uniformly convex Banach space. Let T be the shift map T (i) = i+1 on Z. Then T
gives rise to an isometry on ℓp(B), and we can consider the sequence (Anf)n≥1 of
ergodic averages in ℓp(B) for each f ∈ ℓp(B). Notice that (Anf) is explicitly given
by (Anf)(x) =
1
n
∑
i<n f(x+ i) for every x. We will prove the following:
Theorem 2.3. Let p ≥ 2, and let B be a Banach space with modulus of uniform
convexity η(ε) = Kεp. Then there is a constant C depending only on p and K such
that for any increasing sequence (tk)k∈N of positive natural numbers,∑
k
‖Atk+1f −Atkf‖pℓp(B) ≤ C · ‖f‖pℓp(B)
With p = 2 and B = R, this is a special case of [21, Theorem 1.7]. In the next
section, we will prove the following two lemmas:
Lemma 2.4. Let (tk)k∈N have the property that, for each k, tk ∈ [2k−1, 2k). Then
there is a constant C as in Theorem 2.3 such that∑
k
‖Atkf − Ekf‖pℓp(B) ≤ C · ‖f‖pℓp(B)
Lemma 2.5. Let (ti)i∈N be any increasing sequence of natural numbers. Then
there is a constant C as in Theorem 2.3 such that∑
k
∑
i∈Sk
‖Ati+1f −Atif‖pℓp(B) ≤ C · ‖f‖pℓp(B)
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where Sk = {i | ti, ti+1 ∈ [2k−1, 2k]}.
Once again, when p = 2 and B = R, Lemmas 2.4 and 2.5 are special cases of
Theorems A′ and B of [21]. The proof of Theorem 2.3 follows easily from these two
lemmas:
Proof of Theorem 2.3. Given the sequence (tk), let S =
⋃
k Sk (the “short” incre-
ments), where Sk is as defined in Lemma 2.5. Let L = N−S (the “long” increments).
Also let the sequence (nk) be such that tk ∈ [2nk−1, 2nk) for each k. Then we have∑
k
‖Atk+1f −Atkf‖pℓp(B) =
∑
k∈L
‖Atk+1f −Atkf‖pℓp(B) +
∑
i∈S
‖Ati+1f −Atif‖pℓp(B)
≤
∑
k∈L
‖Atk+1f − Enk+1f‖pℓp(B) +
∑
k∈L
‖Atkf − Enkf‖pℓp(B)
+
∑
k∈L
‖Enk+1f − Enkf‖pℓp(B)
+
∑
k
∑
i∈Sk
‖Ati+1f −Atif‖pℓp(B).
Lemma 2.4 provides the requisite bounds on the first two terms, Corollary 2.2
provides the requisite bound on the third, and Lemma 2.5 provides the requisite
bound on the fourth. 
From Theorem 2.3, we obtain our main theorem.
Proof of Theorem 1.3. Fix a p-uniformly convex Banach space B, B1, B2 > 0, x ∈
B, and a linear map T : B→ B satisfying B1‖y‖ ≤ ‖T ny‖ ≤ B2‖y‖ for every n ∈ N
and y ∈ B. We need to show∑
k
‖Atk+1x−Atkx‖pB ≤ C‖x‖pB
for an appropriate constant C. Note that it suffices to show∑
k<m
‖Atk+1x−Atkx‖pB ≤ C‖x‖pB
for any m. We shift the setting to ℓp(B) by choosing an N much larger than tm+1
and defining
f(i) =
{
T ix if i ∈ [0, N)
0 otherwise.
We have ‖f‖pℓp(B) ≤ N · Bp2 · ‖x‖p. Also, we have (Anf)(i) = An(T ix) provided
i+ n < N and i ≥ 0, where (Anf) denotes the ergodic average with respect to the
shift map on ℓp(B), and An(T
ix) denotes the ergodic average with respect to the
map T on B. Thus we have∑
k<m
‖Atk+1f −Atkf‖pℓp(B) =
∑
k<m
∑
i∈Z
‖Atk+1f(i)−Atkf(i)‖pB
=
∑
k<m
∑
i∈[0,N)
‖Atk+1(T ix)−Atk(T ix)‖pB +O(1),
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where the term O(1) accounts for averages which overlap the boundary of [0, N).
The constant implicit in that term depends on tm but not N . Turning the equation
around and applying Theorem 2.3, we have∑
k<m
∑
i∈[0,N)
‖Atk+1(T ix) −Atk(T ix)‖pB ≤ C · ‖f‖pℓp(B) +O(1)
≤ C ·N ·Bp2 · ‖x‖p +O(1).
On the other hand, we have∑
k<m
∑
i∈[0,N)
‖Atk+1(T ix)−Atk(T ix)‖pB =
∑
k<m
∑
i∈[0,N)
‖T i(Atk+1x−Atkx)‖pB
≥ Bp1 ·N ·
∑
k<m
‖Atk+1x−Atkx‖pB.
Combining these inequalities and dividing by Bp1N yields∑
k<m
‖Atk+1x−Atkx‖pB ≤ C · (B2/B1)p · ‖x‖p +O(1/N).
Letting N approach infinity yields the desired conclusion. 
3. The main lemmas
We now turn to Lemma 2.4 and 2.5. We will prove them by adapting the proofs
of Theorems A′ and B in [21] from the setting of ℓ2 to ℓp(B), using Corollary 2.2 in
place of orthogonal decomposition in ℓ2, and replacing standard inequalities in ℓ2
with their counterparts in ℓp. The changes are fairly straightforward, but we spell
out the details for completeness.
Lemma 2.4. Let (tk)k∈N have the property that, for each k, tk ∈ [2k−1, 2k). Then
there is a constant C as in Theorem 2.3 such that∑
k
‖Atkf − Ekf‖pℓp(B) ≤ C · ‖f‖pℓp(B)
Proof. Let (tk) be as in the hypothesis, and let d1f = f −E1f , dnf = En−1f −Enf
for each n > 1, and dnf = 0 for each n ≤ 0. We will show
‖Atkdn − Ekdn‖pℓp(B) ≤ c · 2−|n−k|‖dn‖pℓp(B).
This is sufficient, because then we have∑
k
‖Atkf − Ekf‖pℓp(B) ≤
∑
k
(∑
n∈Z
‖Atkdn − Ekdn‖ℓp(B)
)p
≤
∑
k
(∑
n∈Z
(c · 2−|n−k|)1/p · ‖dn‖ℓp(B)
)p
and, using Young’s inequality in the form ‖α ∗ β‖pℓp ≤ ‖α‖pℓ1‖β‖pℓp with α(n) =
c · 2−|n| and β(n) = ‖dn‖ℓp(B), we can continue
. . . ≤
(∑
n∈Z
(c · 2−|n|)1/p
)p∑
n∈Z
‖dn‖pℓp(B)
≤ c′ · ‖f‖pℓp(B),
using Corollary 2.2 in the last step.
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First, consider the case where n > k. This implies Ekdn = dn, so
‖Atkdn − Ekdn‖pℓp(B) = ‖Atkdn − dn‖pℓp(B)
=
∑
x∈Z
‖(Atkdn)(x) − dn(x)‖pB
=
∑
h∈Z
∑
x∈Dh
‖(Atkdn)(x)− dn(x)‖pB,
where Dh = [h · 2n−1, (h+1) · 2n−1). Notice that dn(x) is constant on each interval
Dh, and (Atkdn)(x) will have the same value as dn(x)for x ∈ Dh, unless x is close
enough to the end of the interval so that [x, x + tk) extends into Dh+1. For each
h, let mh denote the constant value of ‖dn(x)‖B on the interval Dh. Then for any
h, ‖(Atkdn)(x) − dn(x)‖B has the value 0 except for at most tk values of x, and
has value less than or equal to 2max(mh,mh+1) for these exceptional values of x.
Thus we have
. . . ≤ tk · 2p ·
∑
h∈Z
max(mh,mh+1)
p
≤ 2k · 2p ·
(∑
h∈Z
mph +
∑
h∈Z
mph+1
)
= 2 · 2 · 2p · 2k−n
∑
x∈Z
‖dn(x)‖pB,
as required.
Next, we consider the case where k ≥ n. In that case, Ekdn = 0, and we need to
show ‖Atkdn‖pℓp(B) ≤ c · 2n−k‖dn‖pℓp(B). We will show that for every x, we have
‖(Atkdn)(x)‖pB ≤ c · 2n−k · 2−k ·
∑
j<2k
‖dn(x + j)‖pB.
Summing both sides over x ∈ Z yields the desired inequality.
First, we show that for any subset A of [0, 2k) and any x, we have
(1)
∥∥∥∑
j∈A
dn(x+ j)
∥∥∥p
B
≤ 2(n+1)·(p−1)
∑
j∈A
‖dn(x+ j)‖pB.
Let D′h = [h · 2n, (h+ 1) · 2n). Note that
∑
i∈D′
h
dn(i) = 0 for every h, so we have∑
j∈A
dn(x+ j) =
∑
j∈H
dn(x+ j),
where H is the set of at most 2 · 2n elements at either end of the interval [x, x+ tk)
that are not contained in any subinterval D′h of [x, x+ tk). By Ho¨lder’s inequality
we have ∥∥∥∑
j∈A
dn(x + j)
∥∥∥p
B
=
∥∥∥∑
j∈A
(dn(x+ j) · 1H(x+ j))
∥∥∥p
B
≤
∑
j∈A
‖dn(x+ j)‖pB · |H |p−1
≤ 2(n+1)·(p−1) ·
∑
j∈A
‖dn(x+ j)‖pB.
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So we have
‖(Atkdn)(x)‖pB = t−pk ·
∥∥∥ ∑
j<tk
dn(x+ j)
∥∥∥p
B
≤ 2−(k−1)p · 2(n+1)·(p−1) ·
∑
j<2k
‖dn(x+ j)‖pB
= 22p−1 · 2(n−k)·(p−1) · 2−k ·
∑
j<2k
‖dn(x+ j)‖pB
≤ 22p−1 · 2n−k · 2−k ·
∑
j<2k
‖dn(x+ j)‖pB,
as required. 
Lemma 2.5. Let (ti)i∈N be any increasing sequence of natural numbers. Then
there is a constant C as in Theorem 2.3 such that∑
k
∑
i∈Sk
‖Ati+1f −Atif‖pℓp(B) ≤ C · ‖f‖pℓp(B)
where Sk = {i | ti, ti+1 ∈ [2k−1, 2k]}.
Proof. As in the proof of Lemma 2.4, it suffices to show∑
i∈Sk
‖Ati+1dn −Atidn‖pℓp(B) ≤ c · 2−|n−k| · ‖dn‖pℓp(B)
because then we have∑
k
∑
i∈Sk
‖Ati+1f −Atif‖pℓp(B) ≤
∑
k
∑
i∈Sk
(∑
n∈Z
‖Ati+1dn −Atidn‖ℓp(B)
)p
=
∑
k
(( ∑
i∈Sk
(∑
n∈Z
‖Ati+1dn −Atidn‖ℓp(B)
)p)1/p)p
≤
∑
k
(∑
n∈Z
( ∑
i∈Sk
‖Ati+1dn −Atidn‖pℓp(B)
)1/p)p
≤
∑
k
(∑
n∈Z
(
c · 2−|n−k| · ‖dn‖pℓp(B)
)1/p)p
=
∑
k
(∑
n∈Z
(c · 2−|n−k|)1/p · ‖dn‖ℓp(B)
)p
≤
(∑
n∈Z
(c · 2−|n|)1/p
)p∑
n∈Z
‖dn‖pℓp(B)
≤ c′ · ‖f‖pℓp(B),
where again we use Young’s inequality in the second-to-last step.
First, consider the case n > k. Set Dh = [h · 2n−1, (h+1) · 2n−1) as in the proof
of Lemma 2.4, and set mh to be the constant value of ‖dn(x)‖B on Dh. Then for
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every x ∈ Dh, we have
∑
i∈Sk
‖(Ati+1dn)(x) − (Atidn)(x)‖B
≤
∑
i∈Sk
(
(t−1i − t−1i+1) ·
∑
j∈[0,ti)
‖dn(x+ j)‖B
)
+
∑
i∈Sk
(
t−1i+1 ·
∑
j∈[ti,ti+1)
‖dn(x+ j)‖B
)
≤
∑
i∈Sk
(
(t−1i − t−1i+1) ·
∑
j∈[0,2k)
‖dn(x+ j)‖B
)
+
∑
i∈Sk
(
2−(k−1) ·
∑
j∈[ti,ti+1)
‖dn(x+ j)‖B
)
≤
(∑
i∈Sk
(t−1i − t−1i+1)
)
·
∑
j∈[0,2k)
‖dn(x+ j)‖B + 2−(k−1) ·
∑
j∈[0,2k)
‖dn(x+ j)‖B
≤ 2 · 2−(k−1) · 2kmax(mh,mh+1)
= 4max(mh,mh+1).
Moreover, for all but at most 2k values of x such that [x, x+2k) extends into Dh+1,
the left-hand side of the preceding inequality is equal to 0. Hence,
∑
i∈Sk
‖Ati+1dn −Atidn‖pℓp(B) =
∑
h∈Z
∑
x∈Dh
∑
i∈Sk
‖(Ati+1dn)(x) − (Atidn)(x)‖pB
≤
∑
h∈Z
∑
x∈Dh
( ∑
i∈Sk
‖(Ati+1dn)(x) − (Atidn)(x)‖B
)p
≤
∑
h∈Z
2k · (4max(mh,mh+1))p
≤ 2k · 4p ·
(∑
h∈Z
mph +
∑
h∈Z
mph+1
)
= c · 2k−n‖dn‖pℓp(B),
as required, with c = 2 · 2 · 4p.
Now consider the case k ≥ n. As in the proof of Lemma 2.4, it suffices to prove
∑
i∈Sk
‖((Ati+1 − Ati)dn)(x)‖p ≤ c · 2n−k · 2−k
∑
j<2k
‖dn(x+ j)‖pB,
because then summing over x yields the desired inequality. For each x, we have
∑
i∈Sk
‖((Ati+1 −Ati)dn)(x)‖p ≤
∑
i∈Sk
(
(t−1i − t−1i+1) ·
∥∥∥∥ ∑
j∈[0,ti)
dn(x+ j)
∥∥∥∥
B
)p
+
∑
i∈Sk
(
2−(k−1) ·
∥∥∥∥ ∑
j∈[ti,ti+1)
dn(x + j)
∥∥∥∥
B
)p
.
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Write the left-hand side as T1 + T2. Using equation (1), we have
T1 ≤
∑
i∈Sk
(
(t−1i − t−1i+1)p · 2(n+1)·(p−1)
∑
j∈[0,ti)
‖dn(x+ j)‖p
)
≤ 2(n+1)·(p−1) ·
∑
j<2k
‖dn(x+ j)‖p ·
( ∑
i∈Sk
(t−1i − t−1i+1)
)p
≤ 2(n+1)·(p−1) · 2−(k−1)p ·
∑
j<2k
‖dn(x+ j)‖p
Similarly, we have
T2 ≤ 2−(k−1)p · 2(n+1)·(p−1) ·
∑
i∈Sk
∑
j∈[ti,ti+1)
‖dn(x+ j)‖p
≤ 2(n+1)·(p−1) · 2−(k−1)p ·
∑
j<2k
‖dn(x+ j)‖p,
and by the calculation at the end of the proof of Lemma 2.4, we are done. 
In the case where ℓp(B) is ℓ2, Theorems A′ and B in [21] are more general than
our Lemma 2.4 and 2.5, in three senses:
(1) The sequences tk can depend on x.
(2) Rather than intervals [0, t) in Z, they apply to cubes in Zd, for arbitrary d.
(3) The sequence of intervals ([0, t))t∈N are replaced by any sequence of cubes
(At)t∈N satisfying certain constraints.
Although the definitions and notation become more complex, the proofs in [21]
have essentially the same structure as the ones we have presented here, and can
again be adapted to ℓp(B) following the strategies described above.
Using the first generalization, along with the analogous martingale inequalities,
Theorem 2.3 can be strengthened in the following ways:
Theorem 3.1. Let p ≥ 2, and let B be a Banach space with modulus of uniform
convexity η(ε) = Kεp. Then there is a constant C depending only on p and K such
that for any increasing sequence (tk)k∈N of positive natural numbers,∥∥∥∥∥∥
(∑
k
sup
u,v∈[tk,tk+1]
‖Auf −Avf‖pB
)1/p∥∥∥∥∥∥
ℓp
≤ C · ‖f‖ℓp(B).
Theorem 3.2. Let q > p ≥ 2, and let B be a Banach space with modulus of uniform
convexity η(ε) = Kεp. Then there is a constant C depending only on p, q, and K
such that ∥∥∥∥∥∥
(
sup
(tk)
∑
k
‖Atk+1f −Atkf‖qB
)1/q∥∥∥∥∥∥
ℓp
≤ C · ‖f‖ℓp(B),
where the supremum ranges over all increasing sequences (tk).
Note that in each case the expression in parentheses denotes a pointwise supre-
mum, which is to say, a function of x ∈ Z. Theorem 3.1 is the ℓp(B) analogue of
Theorem 1.8 of [20] and Theorem A of [21], and relies on a Banach-valued version
of the martingale inequality given in Theorem 6.1 of [20]. Theorem 3.2 is the ℓp(B)
analogue of Theorem 1.10 of [20] and Theorem B of [21], and is proved using the
Banach-valued version of Le´pingle’s martingale inequality given in [37].
OSCILLATION AND THE MEAN ERGODIC THEOREM 11
The Caldero´n transfer principle [10] yields the corresponding results for f ∈
Lp(X ;B) and any measure-preserving transformation T ofX . Each theorem implies
that the sequence of ergodic averages (Anf) converges pointwise a.e. in L
p(X ;B),
thereby providing strong quantitative versions of the pointwise ergodic theorem.
For the spaces Lp, Jones, Kaufman, Rosenblatt, and Wierdl [20, 21] obtain ad-
ditional variational inequalities, including weak type (1, 1) inequalities, type (q, q)
inequalities for all 1 < q <∞, and results for L∞, using variants of the Caledero´n-
Zygmund decomposition, martingale theorems, and a host of other methods. It
seems that most of the arguments can be transferred to the setting of Lp(X ;B) for
arbitrary p-uniformly convex Banach spaces B. (To that end, consider the mar-
tingale inequalities for Lp(X ;B) in [36, Chapter 4], the analogue of the Caldero´n-
Zygmund decomposition [36, Theorem 8.13], and the analogue of the Marcinkiewicz
interpolation theorem [36, Theorem 8.51].) Pursuing this here, however, would take
us too far afield.
4. A weaker result for nonexpansive operators
Fix p ≥ 2 and a p-uniformly convex Banach space B with modulus of uniform
convexity η(ε) = Kεp. In this section, we obtain a weaker result, in the case where
T is a nonexpansive operator that is not necessarily power bounded from below.
Theorem 1.4. Suppose T is a nonexpansive linear operator on B. Then for any
x in B and any ε > 0, there are at most Cρp+1 log ρ-many ε fluctuations in (Anx),
for a constant C that depends only on p and K.
This should be compared to the bound of Cρp obtained from Theorem 1.3.
Let η˜(ε) = Kεp−1. For any element x of B, we follow the notation of Kohlenbach
and Leus¸tean [27] closely by writing xn for the average Anx. The following lemma
is implicit in that paper:
Lemma 4.1. For any x ∈ B, let
M =
⌈
16‖x‖
ε
⌉
, γ =
ε
8
η˜
(
ε
8‖x‖
)
.
Suppose that N and u are such that for every m ≤ u, ‖xm‖ ≥ ‖xN‖ − γ. Then for
every pair i, j in the interval [MN, ⌊u/2⌋], we have ‖xi − xj‖ < ε.
Proof. This is exactly the calculation in Section 4 of Kohlenbach and Leus¸tean
[27], with h(N) replaced by u, g(MN) replaced by u/2−MN , and b replaced by
‖x‖. 
Notice in particular that if ‖xN‖ is a “global γ-minimum,” which is to say,
‖xm‖ ≥ ‖xN‖ − γ for every m, then Lemma 4.1 implies ‖xi − xj‖ < ε for all
i, j > MN .
The next lemma shows that, in a certain sense, a small interval cannot contain
many ε-fluctuations.
Lemma 4.2. Fix N ≥ 1 and real numbers α ≥ 1 and ε > 0. Let x be any element
of B such that ε < 2‖x‖. Then the number of ε-fluctuations between N and αN is
at most ⌊4 logα · ‖x‖/ε⌋.
Proof. Suppose
N ≤ i1 ≤ j1 ≤ i2 ≤ j2 ≤ . . . ≤ is ≤ js ≤ αN
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satisfy ‖xju − xiu‖ ≥ ε for every u. We need to show s ≤ 4 logα · ‖x‖/ε.
A straightforward calculation (see equation (6) of [6] or equation (11) of [27])
shows that for every n, k ≥ 1, ‖xn+k − xn‖ ≤ 2k‖x‖/(n+ k). In particular, for any
j = ju and i = iu, we have 2(j − i)‖x‖/j ≥ ε, and so
j ≥
(
2‖x‖
2‖x‖ − ε
)
· i =
(
1 +
ε
2‖x‖ − ε
)
· i >
(
1 +
ε
2‖x‖
)
· i.
Since i1 ≥ N , we have j1 ≥ (1 + ε/(2‖x‖)) · N ; since i2 ≥ j1, we have j2 ≥
(1 + ε/(2‖x‖))2 ·N , and so on. Thus js ≥ (1 + ε/(2‖x‖))s ·N . Since js ≤ αN , we
have
(1 + (ε/(2‖x‖))s ≤ α
and hence
s ≤ logα
log(1 + ε/(2‖x‖)) < 4 logα · ‖x‖/ε,
since log(1 + ε/(2‖x‖)) > ε/(4‖x‖) when ε < 2‖x‖. 
Suppose we are given x in B such that ε < 2‖x‖. Consider the sequence
x1, x2, x3, . . . of averages. Let M and γ be as in the statement of Lemma 4.1.
Define a finite sequence N0, N1, . . . , Ns of integers by setting N0 = 1 and setting
Ni+1 equal to the least m such that ‖xm‖ < ‖xNi‖− γ, if such an m exists. Notice
that Ni+1 ≥ Ni for every i < s. Notice also that s ≤ ⌊‖x‖/γ⌋, as the norm of the
averages cannot drop by γ more than ⌊‖x‖/γ⌋-many times.
The idea is this: Lemma 4.1 tells us that there are no ε-fluctuations in the inter-
vals [MN0, N1/2), [MN1, N2/2), . . . , [MNs−1, Ns/2), or beyondMNs. This leaves
the ε-fluctuations in the intervals [1,MN0) and [Nu/2,MNu) for u = 1, . . . , s,
whose number we can bound using Lemma 4.2; as well as at most s-many ε-
fluctuations that span more than one interval. (The fact that the intervals in
the first sentence may overlap or that some of the Nu’s may be odd does not hurt
the argument below.)
More precisely, suppose i1 ≤ j1 ≤ . . . ≤ ik ≤ jk are such that for each u =
1, . . . , k, ‖aju − aiu‖ ≥ ε. Lemma 4.2 tells us that at most ⌊4 logM · ‖x‖/ε⌋ of the
pairs (iu, ju) lie in the first interval, [1,MN0) = [1,M), and at most ⌊4 log(2M) ·
‖x‖/ε⌋ of them lie in the remaining ones. Each of the remaining pairs has to
straddle at least one of the Nu’s for u = 1, . . . , s. Thus k is at most⌊
4 logM · ‖x‖
ε
⌋
+
⌊‖x‖
γ
⌋
·
⌊
4 log(2M) · ‖x‖
ε
⌋
+
⌊‖x‖
γ
⌋
.
This provides a precise bound on the number of fluctuations, but some simplification
will improve readability.
If ‖x‖/ε is sufficiently large, we can expand the definitions of M and γ and
absorb the first and third terms and various constants into a constant multiple
of the second term. More precisely, setting ρ = ‖x‖/ε, the sequence of ergodic
averages admits at most O(ρ2 log ρ · η˜(1/(8ρ))−1)-many ε-fluctuations. Expanding
the definition of η˜, we obtain a bound of O(ρp+1 log ρ), completing the proof of
Theorem 1.4.
5. Quantitative convergence theorems
Let (an) be a sequence of elements of a complete metric space. The next three
statements all express the fact that (an) is convergent:
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(1) For every ε > 0, there is an n such that for every i, j ≥ n, d(ai, aj) < ε.
(2) For every ε > 0, there is a k such that (an) admits at most k ε-fluctuations.
(3) For every ε > 0 and function g(n), there is an n such that for every i, j ∈
[n, g(n)], d(ai, aj) < ε.
Even though the statements are equivalent, the existence assertions are quite dif-
ferent. A bound r(ε) on the value of n as in (1) is called a bound on the rate
of convergence of (an). We will call a bound s(ε) on k as in (2) a bound on the
number of ε-fluctuations, and a bound t(ε, g) on n as in (3) a bound on the rate of
metastability.
Notice that any bound on the rate of convergence of (an) provides, a fortiori,
a bound on the number of ε-fluctuations. Moreover, if, for every ε > 0, s(ε) is a
bound on the number of ε-fluctuations, then for any monotone function g, one of
the intervals
[1, g(1)], [g(1), g2(1)], . . . , [gs(ε)(1), gs(ε)+1(1)]
must fail to include a pair i, j with d(ai, aj) > ε. Hence t(ε, g) = g
s(ε)(1) is a bound
on the rate of metastability.
On the other hand, it is well known in the general study of computability that
there are computable, bounded, increasing sequences of rationals (an) that fail
to have a computable rate of convergence. (Such a sequence is called a Specker
sequence; see, for example, [38] or the discussion in [4, Section 5].) Clearly for such
a sequence there is a computable bound on the number of fluctuations. Similarly,
it is not hard to construct a computable, bounded sequence of rationals for which
there is no computable bound on the number of fluctuations. (Roughly speaking,
have the sequence oscillate n times by some εn whenever the nth Turing machine
is seen to halt on empty input.) But as long as g is computable, one can always
compute a bound on t(ε, g) by searching for a suitable interval. In a similar way, it
is not hard to construct classes of sequences with a uniform bound on the number
of fluctuations, but no uniform bound on the rate of convergence; and classes of
sequences with a uniform bound on the rate of metastability, but no uniform bound
on the number of fluctuations.1
Now consider the mean ergodic theorem, say, for a nonexpansive linear operator
on a Hilbert space. It has long been known [29] that there is no uniform bound
on the rate of convergence, and it is not hard to show [5, 4, 2, 42, 43] that one
cannot generally compute a bound on the rate of convergence from the given data.
(Avigad, Gerhardy, and Towsner [4] show, however, that in the case of a Hilbert
space, one can compute a bound on the rate of convergence of the ergodic averages,
given the norm of the limit. The considerations here show that this result extends
to uniformly convex Banach spaces more generally. Specifically, for every n, k ≥ 1
we have ‖Aknf‖ = ‖ 1k
∑
i<k T
inAn‖ ≤ ‖Anf‖, and hence the norm of the ergodic
limit is the infimum of the norms ‖Anf‖. Lemma 4.1 above and the comment after
the proof then shows that one can compute a rate of convergence by waiting until
the norm of one of the averages is sufficiently close to this infimum.)
1As an example of the latter, consider the countable collection of sequences where the jth
sequence starts out with 0’s and then oscillates j-times from 0 to 1 or back at the jth element.
For any function g, if g(1) < j, then [1, g(1)] has no oscillations; otherwise, g(1) ≥ j and one of the
intervals [g(1), g2(1)], . . . , [gg(1)+1(1), gg(1)+2(1)] has no oscillations. Thus t(g, ε) = gg(1)+1(1) is
a uniform bound on the rate of metastability.
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The variational inequalities in Theorems 1.1, 1.2, 1.3, and 1.4 all yield uniform
and explicit bounds on the number of ε-fluctuations in a sequence of ergodic aver-
ages, and hence on the rate of metastability. As such, these strengthen the results
of Avigad, Gerhardy, and Towsner [4] and Kohlenbach and Leus¸tean [27]. In the
case of a nonexpansive map on a uniformly convex Banach space, however, the more
direct argument by Kohlenbach and Leus¸tean [27] yields a bound on the rate of
metastability that is quantitatively better, requiring only O(ρ log ρ · η(1/(8ρ))−1)-
many iterations of a function that grows slightly faster than the argument g de-
scribed above.2
Tao [41] and Walsh [44] use metastability to establish the norm convergence of
more complex forms of ergodic averages. Kohlenbach, Leus¸tean and Schade have
since obtained uniform bounds on the rate of metastability in much more general
settings [27, 25, 26, 40]. Gerhardy and Kohlenbach [16] show that under very
general conditions, having to do with derivability in a certain (strong) axiomatic
theory, there are uniform and computable bounds on rates of metastability. Avigad
and Iovino [3] show, again in a very general setting, that the closure of the class of
structures in question under the formation of ultraproducts is enough to guarantee
uniformity.
6. Lower bounds
In this section, we show that the upper bound given by Theorem 1.3 is sharp. In
fact, we prove something stronger, namely, that the resulting bounds on the rate
of metastability, and hence the bounds on the number of ε-fluctuations, are sharp
as well.
Consider the complex numbers C as a Banach space over the reals, with isometry
Tθ(z) = e
iθ · z. For every n, An1 = (einθ − 1)/(n(eiθ − 1)). So, in particular, for
θ = π/k, we have
|Ak1| =
∣∣∣∣ 2k(eπi/k − 1)
∣∣∣∣ ≥ 2/π ≥ 1/2,
since |eiθ − 1| ≤ θ for every θ. Moreover, A2k1 = 0, which is to say, there is a
1/2-fluctuation in the sequence (An1) between k and 2k.
For each u and p ≥ 2 we consider the space ℓpu(C) of u-tuples of complex numbers
with norm
‖(z1, . . . , zu)‖p,u = (|z1|p + . . .+ |zu|p)1/p.
Once again, we view this as a Banach space over the reals. Note that for each i
we have ‖(z1, . . . , zu)‖p,u ≥ |zi|. Clarkson’s inequalities apply equally well to the
complex-valued function spaces (see e.g. [1]), so for each p ≥ 2, ℓpu(C) is uniformly
convex with greatest modulus of uniform convexity
η(ε) = 1− (1− (ε/2)p)1/p ≥ 1
p
(ε/2)p.
Let 1 = u−1/p · (1, 1, . . . , 1), so ‖1‖p,u = 1. Let T = (Tπ, Tπ/2, Tπ/4, . . . , Tπ/2u−1).
By the analysis above, the sequence (An1) of ergodic averages corresponding to T
will have a 1/(2u1/p)-fluctuation in each interval [1, 2], [2, 4], . . . , [2u−1, 2u], that is,
u-many fluctuations in all. Setting ε = 1/(2u1/p) and thinking of u as a function
of ε, we have obtained the following:
2Note that due to an error in typesetting there is an extra “h” in the statement of the main
theorem in [27].
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Theorem 6.1. Let p ≥ 2, np(ε) = 1p ( ε2 )p. Then for every ε > 0 there is a Banach
space B with modulus of uniform convexity ηp, an isometry T , and an x in B with
‖x‖ = 1, such that for u = ⌊(2ε)−p⌋, the sequence (Anx) has an ε-fluctuation in
each interval [1, 2], [2, 4], . . . , [2u−1, 2u].
This provides a lower bound of Ω(ρp) ε-fluctuations for sequences (Anx) in
uniformly convex Banach spaces with modulus of uniform convexity ηp, where
ρ = ‖x‖/ε. This complements the upper bound of O(ρp) provided by Theorem 1.3.
In particular, setting ε = 1/4, we see that there are 2p-many (1/4)-fluctuations
in the sequence (An1) in ℓ
p
2p(C). Thus we have:
Corollary 6.2. Let ηp(ε) =
1
p (ε/2)
p and suppose t(ε, g) is any bound on the rate
of metastability for sequences of ergodic averages (Anx) with ‖x‖ ≤ 1, for Ba-
nach spaces with modulus of uniform convexity ηp. Then for g(n) = 2
⌈log2 n⌉+1,
t(1/4, g) ≥ 2p. Similarly, if s(ε) is any bound on the number of ε-fluctuations in
such sequences, s(1/4) ≥ 2p as well.
This shows that any bound on the rate of metastability for uniformly convex
Banach spaces has to depend on the modulus of uniform convexity, and similarly
for the number of ε-fluctuations. The next counterexample shows that, without the
hypothesis of uniform convexity, one can find counterexamples to the uniformity in
a single space.
Corollary 6.3. There is a separable, reflexive, and strictly convex Banach space
B, such that for every u, there is an x ∈ B with ‖x‖ ≤ 1 such that the sequence
(Anx) has (1/4)-fluctuations in each of the intervals [1, 2], [2, 4], . . . , [2
u−1, 2u].
Proof. For each u, let Bu be any separable, uniformly convex Banach space contain-
ing an x with the requisite properties. As in Day [12], define B to be the space of
sequences b = (bu) such that each bu is in Bu and ‖b‖ = (
∑
u ‖bu‖2u)1/2 <∞. Then
B embeds each Bu, and Day [12] shows that B is reflexive and strictly convex. 
We also provide a partial converse to Theorem 1.3. A similar analysis can be
carried out for ε-fluctuations and metastability.
Theorem 6.4. Consider the following conditions on a Banach space B for some
p ≥ 2.
(1) B is isomorphic to a p-uniformly convex space.
(2) For every λ ≥ 1 there is a constant Cλ, such that the following holds.
Assume X is a closed subspace of B and that T is a linear operator on X
satisfying λ−1‖y‖B ≤ ‖T ny‖B ≤ λ‖y‖B for every y in X and every n. Then
for all x in X, ∑
k
‖A2k+1x−A2kx‖pB ≤ Cλ‖x‖pB.
(3) B has type r > 1 and cotype p (see [32, 35] for definitions).
In general, (1) implies (2) implies (3). Further, if B is a UMD space or a Banach
lattice, then the three conditions are equivalent.
Proof. The first implication follows from Theorem 1.3, since a modulus of uniform
convexity remains valid on any subspace. For the second implication, first assume
that B is not of cotype p for some p ≥ 2 (and therefore infinite dimensional). Then
B is also not of cotype q for some q > p since each space has a minimal cotype [32].
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Consider the isometry T and point x = 1 on ℓqu(C) given above with ε =
1/(2u1/q). By the same analysis, for each k < u, ‖A2k+1x − A2kx‖q,u ≥ ε. It
follows that ∑
k
‖A2k+1x−A2kx‖pq,u ≥ u · εp =
u1−p/q
2p
which is unbounded in u since p/q < 1. Therefore, it is enough to find λ-isomorphic
copies of ℓqu(C) in B for all u.
To do this, first note that ℓqu(C) is isomorphic to ℓ
q
2u. Indeed, for a, b in R,
(aq + bq)1/q ≤ (a2 + b2)1/2 ≤
√
2max(|a|, |b|) ≤
√
2(aq + bq)1/q,
and in the same way, for zj = aj + i · bj,
‖(z1, . . . , zu)‖ℓqu(C) ≤
√
2‖(a1, b1, . . . , au, bu)‖ℓq
2u
≤
√
2‖(z1, . . . , zu)‖ℓqu(C).
Second, since B is not of type q, it follows from a result of Maurey, Pisier and
Krivine [32] that for any ε > 0, B contains (1 + ε)-isomorphic copies of ℓqu. This
means that there are x1, . . . , xn in B such that for any a1, . . . , au in R,
‖(a1, . . . , au)‖ℓqu ≤ ‖a1x1 + · · ·+ auxu‖B ≤ (1 + ε)‖(a1, . . . , au)‖ℓqu .
Fix λ >
√
2. Then for any u, we can find a subspace X of B λ-isomorphic to
ℓqu(C). As above, there are an x in X with ‖x‖ ≤ λ and a linear operator T on X
satisfying λ−1‖y‖B ≤ ‖T ny‖B ≤ λ‖y‖B for all y in X and all n, such that∑
k
‖A2k+1x−A2kx‖pB ≥
u1−p/q
λ · 2p .
Therefore there can be no such Cλ.
Now assume B has type r = 1. By the same result of Maurey, Pisier and Krivine
[32], for any ε > 0, B contains (1+ε)-isomorphic copies of ℓ1u. As before it is enough
to find some x of unit norm and isometry T on ℓ1u where the variation sum with
exponent p is unbounded in u.
Consider the right shift isometry T (with wrapping) on ℓ1u and the point x =
(1, 0, . . . , 0). Then A2x = (
1
2 ,
1
2 , 0, . . . , 0), A3x = (
1
3 ,
1
3 ,
1
3 , 0 . . . , 0), and so on. No-
tice that, A4−A2 = (− 14 ,− 14 , 14 , 14 , 0, . . . , 0). In the same way, ‖A2k+1x−A2kx‖1,u =
1 for all k < ⌊log2 u⌋. Hence∑
k
‖A2k+1x−A2kx‖p1,u ≥ ⌊log2 u⌋
which is clearly unbounded in u. This completes the the second implication.
Finally, if B is a UMD space, then B is of cotype p if and only if B is isomorphic
to a p-uniformly convex space [35]. The same holds of Banach lattices of type r > 1
[31, ch. 1-f]. This proves the equivalence. 
7. Comments and questions
We have observed that saying that a sequence of elements of a complete metric
space converges is equivalent to saying that, for every ε > 0, the sequence admits
only finitely many ε-fluctuations. Similarly, if (fn) is a sequence of measurable
functions from a measure space X = (X,B, µ) to some metric space, saying that
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(fn) converges pointwise a.e. is equivalent to saying that for every ε > 0, the
measure of the set
{x ∈ X | (fn(x))n∈N admits k ε-fluctuations}
approaches 0 as k approaches infinity. Such results can often be obtained from up-
crossing inequalities in the style of Doob’s upcrossing inequality for the martingale
convergence theorem [14] and Bishop’s upcrossing inequalities for the pointwise
ergodic theorem and Lebesgue’s theorem [7, 8, 9]. Other upcrossing inequalities
and oscillation inequalities have been obtained in the measure-theoretic setting
[18, 22, 20, 23, 21, 17, 33].
Theorems 1.3 and 1.4 show that the uniform bound on the oscillations of a
sequence of ergodic averages is a geometric rather than a metric phenomenon. To
summarize the state of affairs:
• For nonexpansive operators on a Hilbert space, and for linear operators
on a uniformly convex Banach space that are power bounded from above
and below, variational inequalities yield uniform and explicit bounds on the
number of ε-fluctuations in a sequence of ergodic averages (Theorems 1.1
and 1.3).
• For nonexapansive maps on uniformly convex Banach spaces, there are
again uniform and explicit bounds on the number of ε-fluctuations (Theo-
rem 1.4).
The following questions remain:
• Can one extend our main result, Theorem 1.3, to arbitrary power bounded
operators, or even nonexpansive operators?
• Can one improve the bound in Theorem 1.4?
• Can one prove variational inequalities, or obtain uniform bounds on the
number of ε-fluctuations, for the sequences of multiple ergodic averages in
Tao’s and Walsh’s theorems [41, 44]? (See [13, 15] for variational inequali-
ties involving certain kinds of bilinear ergodic averages.)
• Does Theorem 1.3 characterize spaces isomorphic to p-uniformly convex
spaces, as does the martingale property in Theorem 2.1?
Finally, it is worth noting that Kohlenbach’s “proof mining” program [24, 16] pro-
vides general logical methods for extracting bounds on the rate of metastability,
and both those methods and the ultraproduct methods of [3] provide general con-
ditions that guarantee that such bounds are uniform. The methods of [24, 16]
moreover guarantee that the bounds are computable from the relevant data. Along
these lines, it would be nice to have a better general understanding as to when
(and how) uniform and computable bounds on the number of fluctuations can be
obtained from a nonconstructive convergence theorem. (Safarik and Kohlenbach
[28] provide some initial results in that direction.)
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