We study in this article the existence and uniqueness of solutions to a class of stochastic transport equations with irregular coefficients. Asking only boundedness of the divergence of the coefficients (a classical condition in both the deterministic and stochastic setting), we can lower the integrability regularity required in known results on the coefficients themselves and on the initial condition, and still prove uniqueness of solutions.
Introduction
The linear transport equation, that is ∂ t u(t, x) + b(t, x) · ∇u(t, x) = 0 , (1.1)
has several and diverse physical applications, for instance related to fluid dynamics as it is well described in Lions' book [20, 21] . See also Dafermos' book [9] for more general applications of the transport equation in the domain of conservation laws.
In view of applications to multiphase flows through porous media, we are interested to study this equation (and in particular the uniqueness property) without Sobolev, or even BV spatial regularity of the drift vector field b(t, x). This type of problems is addressed in [5] , [6] , [7] , [8] , and it is one of the motivations to consider the vector field b with just L 2 loc regularity. However, with such low regularity of the coefficient there is no hope to obtain uniqueness results for the above transport equation, due to the counter example provided by M. Aizeman [1] .
Still, hope remains if we consider a stochastic version of the transport equation: we show that with the introduction of a (even very small) random perturbation in the equation it is possible to obtain uniqueness in a suitable, quite general class of solutions. This is the main contribution of this work.
Our results appear to be well-adapted to the study of the so called Stochastic Muskat Problem, and could constitute a first essential step towards the solution of this important and hard problem. This inaugural type of perturbation of the original Muskat problem may open new research directions, with applications in particular to numerical simulations related to the planning and operation of oil industry. In the last section we will further discuss these motivations and provide some more details on the Stochastic Muskat Problem.
Let us now briefly recall some of the main recent results concerning the transport equation. In 1989, R. DiPerna and P.L. Lions [10] proved that W 1,1 spatial regularity of the vector field b(t, x) (together with a condition of boundedness on the divergence) is enough to ensure uniqueness of weak solutions. In 1998, P.L. Lions introduced in [22] the so-called piecewise W 1, 1 class and extended the results of [10] for this type of regularity. Last but not least, in 2004, L. Ambrosio [3] proved uniqueness for BV loc vector fields.
It is also worth mentioning the works of M. Hauray [15] , and G. Alberti, S. Bianchini, G. Crippa [2] both in 2 dimensions, where the drift does not have any differentiability regularity, but with some additional geometrical conditions. We would also like to mention the generalisations to transportdiffusion equations and the associated stochastic differential equations by C. Le Bris and P.L. Lions [19] and A. Figalli [12] .
Recently, much attention has been devoted to extensions of this theory under random perturbations of the drift vector field, namely considering the following stochastic linear transport equation (SLTE)
∈ Ω is an element of the probability space (Ω, P, F), b : Most results can be extended to transport equations defined for (t, x) ∈ [0, T ] × U, where the domain U may be the torus Π d or a bounded open (regular) subset of R d , which is the most interesting case for applications. In the latter case it is assumed that b is tangent to ∂U (in a suitable trace sense), while in the case where the full space is considered (U = R d ), some additional growth conditions are usually required on b.
A very interesting situations is when the stochastic problem is better behaved than the deterministic one. A first result in this direction was given by F. Flandoli, M. Gubinelli and E. Priola in [14] , where they obtained wellposedness of the stochastic problem for an Hölder continuous drift term, with some integrability conditions on the divergence. Their driving motivation was the analysis of the gain in regularity, due to the noisy perturbation, with respect to the deterministic problem. Their approach is based on a careful analysis of the characteristics. Using a similar approach, in [11] a wellposedness result is obtained under only some integrability conditions on the drift, with no assumption on the divergence, but for fairly regular initial conditions. There, it is only assumed that
In fact, this condition (with local integrability) was first considered by Krylov and Röckner in [16] , where they proved the existence and uniqueness of strong solutions for the SDE (the equation of characteristics for the SLTE) 4) such that
It is interesting to remark that condition (1.3) (more precisely with also equality) is known as the Ladyzhenskaya-Prodi-Serrin condition in the fluid dynamics literature. The wellposedness of the Cauchy problem (1.2) under condition (1.3) for measurable and bounded initial data was first considered in [28] . On that paper the authors are not interested in the regularising effects on the solution due to the noise, since they consider (possibly) discontinuous solutions, which are often the relevant ones for physical applications, see also [29] .
Later, in [4] , using a technique based on the regularising effect observed on expected values of moments of the solution, wellposedness of (1.2) was obtained also for the limit cases of p, q = ∞ or when the inequality in (1.3) becomes an equality.
We mention that other approaches have also been used to study stochastic linear transport equations. For example, in [25] the Wiener chaos decomposition is employed to deal with a weakly differentiable drift, or, in [26] , Malliavin calculus, which allows to deal with just a bounded drift term. However, the interesting problem of the improvement of the theory due to introduction of noise for nonlinear equations still remains largely open. The situation is quite delicate: very few results are known, and easy counterexamples can also be constructed. We address the reader to [13] for a more detailed discussion of this topic, and only report here the observation that a multiplicative noise as the one used in the SLTE is not enough to improve the regularity of solutions of the following stochastic Burgers equation
Indeed, for this equation one can observe the appearance of shocks in finite time, just as for the deterministic Burgers equation. For a different approach related to stochastic scalar conservation laws, we address the reader to [23] .
The main issue of this paper it to prove uniqueness of weak solutions for L 2 loc vector fields (a intrinsically stochastic result as mentioned before) for measurable bounded initial data. We stress that the approach presented here is quite different from that ones mentioned above. Indeed, our proof of the uniqueness property relies on properties of the stochastic exponentials. We also stress that our uniqueness result is established in the class of quasiregular weak solutions (see Definition 2.3); this class encompass the natural one, containing solutions obtained by regularisation processes, see Remark 4.4. Uniqueness in this class could be used to apply a fixed-point argument and show existence of solutions to the Stochastic Muskat Problem, see the discussion in Section 5.
This paper is organised as follows. In the next section we present our setting, introduce some notation and define the class of quasiregular weak solutions. In Section 3 we prove existence of such solutions. The main result, uniqueness in the class considered, is contained in Section 4. In section 5 we present the Stochastic Muskat problem, one of the motivations that drove us to consider this problem. To ease the presentation, the proofs of some technical results are postponed to the Appendix.
Definition of weak solutions
We present now the setting and a suitable definition of weak solutions to equation (1.2), adapted to treat the problem of well-posedness under our very weak assumptions on the regularity of the coefficients and the initial condition. On the drift coefficient b we shall only assume local integrability and a mild growth control condition. Its divergence is assumed to be bounded in space and integrable in time.
Hypothesis 2.1. We shall always assume that the vector field b satisfies
Moreover, the initial condition is taken to be
This first set of hypothesis is sufficient to prove existence of solutions. However, as in the classical deterministic setting, to obtain uniqueness an additional hypothesis on the growth of the drift coefficient is needed. 
We shall work on a fixed time interval t ∈ [0, T ], and throughout the paper we will use a given probability space (Ω, P, F), on which there exists an R d -valued Brownian motion B t for t ∈ [0, T ]. We will use the natural filtration of the Brownian motion F t = F B t , and restrict ourselves to consider the collection of measurable sets given by the σ-algebra F = F T , augmented by the P-negligible sets. Moreover, for convenience we introduce the following set of random variables, called the space of stochastic exponentials:
Further details on stochastic exponentials and some useful properties are collected in the Appendix.
The next definition tells us in which sense a stochastic process is a weak solution of (1.2).
is called a quasiregular weak solution of the Cauchy problem (1.2) when:
, the real valued process u(t, x)ϕ(x)dx has a continuous modification which is an F t -semimartingale, and for all t ∈ [0, T ], we have P-almost surely
• (Regularity in Mean) For each function F ∈ X, the deterministic func-
and satisfies the parabolic equation
in the weak sense.
3
Existence of weak solutions Proof. We divide the proof into two steps. First, using an approximation procedure we shall prove that the problem (1.2) admits weak solutions under our hypothesis. Then, in the second step, we will show that the solutions obtained as limit of regularised problems in the first step are indeed quasiregular solutions.
Step 1: Existence. Let {ρ ε } ε be a family of standard symmetric mollifiers. Consider a nonnegative smooth cut-off function η supported on the ball of radius 2 and such that η = 1 on the ball of radius 1. For every ε > 0 introduce the rescaled functions η ε (·) = η(ε·). Using these two families of functions we define the family of regularised coefficients as b
Similarly, define the family of regular approximations of the initial condition u
Remark that any element b ε , u ε 0 , ε > 0 of the two families we have defined is smooth (in space) and compactly supported, therefore with bounded derivatives of all orders. Then, for any fixed ε > 0, the classical theory of Kunita, see [17] or [18] , provides the existence of a unique solution u ε to the regularised equation
together with the representation formula
in terms of the (regularised) initial condition and the inverse flow (φ
associated to the equation of characteristics of (3.10), which reads
Moreover, the Jacobian of the flow solves pathwise the deterministic ODE (see [17] ) dJφ
Due to assumption (2.6), the Jacobian of the flow is therefore bounded uniformly in ε, because t 0 divb ε ds is. Then, we can use the random change of variables (φ ε t ) −1 (x) → x to obtain that almost surely
If u ε is a solution of (3.10), it is also a weak solution, which means that for
(3.13) To prove the existence of weak solutions to (1.2) we shall show that the sequence u ε admits a convergent subsequence, and pass to the limit in the above equation along this subsequence. This is done following the classical argument of [31, Sect. II, Chapter 3], see also [14, Theorem 15] .
Let us denote by Y the separable metric space
By the representation formula (3.11) itself, we also get the uniform bound in
To ease notation, let us denote ε n by ε and for every ϕ ∈ C
Clearly, along the convergent subsequence found above, also the sequence of nonanticipative processes u ε (ϕ) weakly converges in L 2 Ω × [0, T ]) to the process u(ϕ), which is progressively measurable because the space of nonanticipative processes is a closed subspace of L 2 Ω × [0, T ]), hence weakly closed. It follows that the Itô integral of the bounded process u(ϕ) is well defined. Moreover, the mapping f
, hence weakly continuous. Therefore, the Itô term
Note that the coefficients b ε and divb ε are strongly convergent in
to b· ∇ϕ + ϕdivb because ϕ is of compact support. We can therefore pass to the limit also in all the remaining terms in (3.13), to find that the limit process u is a weak solution of (1.2).
Step 2: Regularity. Consider now the equation of the regularised problem (3.10) written in Itô integral form. Fix any F ∈ X, multiply the equation by F and take expectations. We have that V ε (t,
where
is an adapted, square integrable process. We can then use Lemma 5.4 to rewrite the first term of the second line in a more convenient form:
Rewrite this in differential form (recall that V ε is regular, because u ε is) and multiply the equation by 2V ε :
Now, integrating in time and space we get
and rearranging the terms conveniently we finally obtain the bound
for some function γ ∈ L 1 (0, T ) which can be chosen independently of ε, because divb ε is uniformly bounded in
We can now apply Grönwall's Lemma and obtain 15) where the constant C can be chosen uniformly in ε due to the integrability of divb. Plugging (3.15) into (3.14) we also get
From (3.15) and (3.16) we deduce the existence of a subsequence ε n (which can be extracted from the subsequence used in the previous step) for which V εn (t, x) converges weakly to the function V (t, x) = E[u(t, x) F ] in Y and such that ∇V n (t, x) converges weakly to
. And now it is easy to show that V solves the PDE (2.9). To do so it is enough, for any fixed test function ϕ, to multiply (2.8) by F and take expectations. Since R d u(·, x)ϕ(x) dx is an adapted square integrable process for any ϕ ∈ C ∞ c (R d ). Therefore, also
is an adapted square integrable process, and we can use Lemma 5.4 to rewrite the expected value in a more convenient form:
Since ϕ is arbitrary, we have that V is a weak solution of (2.9). Therefore, also the second condition of Definition 2.3 is satisfied, which proves that u a quasiregular weak solution.
Uniqueness
In this section, we shall present a uniqueness theorem for the SPDE (1.2).
The proof of uniqueness of quasiregular weak solutions relies on the Sobolev regularity of the expected value V (t, x) = E[u(t, x)F ] for F ∈ X. We stress that in this section we will be working under both the sets of Hypothesis 2.1 and 2.2.
Before stating and proving the main theorem of this section, we shall introduce some further notation and a key lemma on commutators.
Let {ρ ε } be a family of standard positive symmetric mollifiers. Given two functions f :
The following lemma is due to Le Bris and Lions [19] .
. Then, passing to the limit as ε → 0
We can finally state our uniqueness result. 
Proof. The proof is essentially based on energy-type estimates on V (see equation (4.22) below) combined with Grönwall's Lemma. However, to rigorously obtain (4.22) two preliminary technical steps of regularisation and localisation are needed, where the above Lemma 4.1 will be used to deal with the commutators appearing in the regularisation process.
Step 0: Set of solutions. Remark that the set of quasiregular weak solutions is a linear subspace of L 2 Ω × [0, T ] × R d , because the stochastic transport equation is linear, and the regularity conditions is a linear constraint. Therefore, it is enough to show that a quasiregular weak solution u with initial condition u 0 = 0 vanishes identically.
Step 1: Equation for V . Take any F ∈ X and any quasiregular weak solution u with u 0 = 0. By definition,
To obtain an equation for V we multiply the above equation by F and take expectations:
By definition of quasiregular weak solution, R d u(·, x)ϕ(x) dx is an adapted square integrable process for any ϕ ∈ C ∞ c (R d ). Therefore, also
is an adapted square integrable process, and we can use Lemma 5.4 to rewrite the expected value on the second line of (4.18) in the more convenient form:
Now, due to the regularity of V , we see that V is a weak solution of the
PDE (2.9), that is to say, for each test function
Step 2: Smoothing. Let {ρ ε (x)} ε be a family of standard symmetric mollifiers. For any ε > 0 and x ∈ R d we can use ρ ε (x − ·) as test function in the above equation (4.19) ; Using the regularity of V , we get
. Using the definition (4.17) of the commutator R(f, g) (s) with f = b(s, ·) and g = V (s, ·), we have for each t ∈ [0, T ]
By the regularity of b and V , provided by (2.5) and the Definition of solution 2.3, one easily obtains that
. Therefore, V ε is differentiable in time. To obtain an equation for V equation in time, multiply by 2V ǫ and integrate again. We end up with Remark that, by definition of solution, V is bounded. Therefore, V ε is uniformly bounded. It follows that all the terms above have the right integrability properties, and the equation is well-defined.
Step 3: Localisation. Consider a nonnegative smooth cut-off function η supported on the ball of radius 2 and such that η = 1 on the ball of radius 1. For any R > 0 introduce the rescaled functions η R (·) = η(
. R
). Multiplying (4.20) by η R and integrating over R d we have
which we rewrite as
Step 4: Passage to the limit. Finally, in this step we shall pass to the limit in ε and R to obtain uniqueness.
Recall that due to (3.11) u is bounded, so that V and V ε are (uniformly) bounded too. We first take the limit ε → 0 in the above equation (4.21) . By standard properties of mollifiers
, and we can use Lemma 4.1 and the uniform boundedness of V ε to deal with the term on the right hand side. We get
(4.22) Using (2.7) and the definition of η R we can now get rid of the first term on the right hand side by taking the limit R → ∞. Indeed, for R ≥ 1 we have that
, and since the domain of integration (the support of ∇η R ) leaves any compact as R → ∞, we even
and we are left with
By condition (2.6), we may write
for some function γ ∈ L 1 (0, T ). Applying Grönwall's Lemma we conclude that for every
. By linearity of the integral and the expected value we also have that
for every random variable Y which can be written as a linear combination of a finite number of F ∈ X. Since by Lemma 5.3 the span generated by X is dense in
Concerning the above original uniqueness' proof, the use of stochastic exponentials (even though we only use a special class of stochastic exponentials, since h is deterministic) may recall the classical Girsanov's Theorem. Indeed, if h is cadlag, by Girsanov's Theorem the expected value V = E[uF ] is the same as the expected value of the process u under a new probability measure Q, which has density F t (see Definition 5.1) with respect to the reference probability measure P: dQ dP Ft = F t . This is because
From this point of view, one could interpret our approach to the uniqueness problem as follows: we show that the expected value of our solution u is unique under a family of probability measures, which is large enough to ensure uniqueness of the solution (almost surely).
Remark 4.3. Since our solutions to the SPDE (1.2) are only integrable, we cannot expect to obtain an uniqueness result stronger than "almost everywhere". However, as soon as the solution u is integrated against a test function in space (u(ϕ) with the notation of Section 3) or in ω (V ), we obtain a function which is continuous in time. Therefore, one can obtain that for
Remark 4.4. It is possible to see from Theorem 3.1's proof that, under our weak hypothesis, any weak solution u of the Cauchy problem (1.2) which is the L ∞ Ω; Y -limit of weak solutions to regularized problems has the regularity of a quasiregular weak solution, and is therefore unique by Theorem 4.2. In other words, we have also proved uniqueness in the sense of Theorem 4.2 in the class of solutions which are limit of regularized problems.
Motivation: Stochastic Muskat Problem
In this section we give an important motivation of the theory developed in the previous sections, where the uniqueness result in the class of quasiregular solutions can be used to establish existence of solutions to the Stochastic Muskat problem. The model considered here is a stochastic generalization of the original Muskat problem, which was proposed in 1934 by Muskat [27] to study from Darcy's law the encroachment of water into an oil sand. In fact, the model follows the main ideas in [6] , with a (small) Brownian noise perturbation of the continuity equation. Note that with our choice of random perturbation we do not change the hyperbolic type condition of the original continuity equation, and further maintain the original structure of the Darcy's law for the velocity vector field.
Roughly speaking the Muskat problem is a piston-like displacement of two immiscible fluids in a (porous) media domain. By porous media, we interpret like a solid with holes (small ones, mostly interconnected) in it. Then, we shall assume that there exist two different immiscible fluids in a domain U ⊂ R d , which fluids are separated by an unknown (free) surface S (connected, non-necessarily regular) of co-dimension one. We will use the subscripts o, w, to distinguish between each phase of the mixture. As usual we consider that the mixtures of each fluid and the porous medium is sufficiently dense, thus for each time-space point (t, x), the properties of the mixture is well established.
Under the assumption that the fluids are immiscible, the domain U is given by the union of two disjoint sets U o (t) and U w (t), with a common surface S(t) with Lipschitz regularity. Therefore, for each t 0 and x ∈ U the mixture density ρ(t, x) is given by
(5.24)
Moreover, the velocity v(t, x) of the mixture is
where v ι (t, x), (ι = o, w), is the velocity field of each component (also called phase) and is obtained from an average of the flow rate of the ι th -phase divided by an unitary area.
Let σ > 0 be a (small) parameter. Then we consider a stochastic balance of mass (also called stochastic intrinsic continuity equation), which is given in distributional sense by
Moreover, from the continuity of the normal velocities of the fluids on S(t) Now, let us consider the Conservation of Linear Momentum, which follows from the Darcy's law (empirical) equation. First, let h ι = h(t, x, µ ι ) be a nonnegative scalar function (which takes into account the properties of the porous medium), where µ ι > 0 is the dynamic viscosity of each component. For instance, one usually takes
Denoting by G a given body force, the evolution of the mixture velocity v is described by the following system, interpreted in distributional sense, 27) where the kinematic viscosity of the fluid mixture
is governed, analogously to the density, by the stochastic transport equation The solution of this problem is still open, but we believe that our contribution, providing a well-posedness result for the stochastic transport equation under very weak hypothesis on the drift term, is a first essential step towards the solution of the SMP, possibly eventually providing a better understanding also of the original Muskat Problem.
We remark that, if the application of our result is not straightforward due to the fact that for the SMP the equations governing the evolution of the density ρ and the kinematic viscosity ν of the mixture appear to be nonlinear in nature due to the presence of the velocity field v (which depends on the two solutions ρ, ν), the function v is deterministic. This rules out all the easy counterexamples to the regularizing effects of the noise term we know of, allowing for the hope that our result could extend to this particular case. Some preliminary computations seem to suggest that this is indeed the case, but this will be the content of a future research.
Therefore, also from a purely theoretical point of view, the SMP seems to present a promising direction of research to extend the study of regularizing phenomena of the noise to nonlinear equations.
Remark 5.2. Even if this is not really essential for our proof, we remark that for every F ∈ X there exists a unique h ∈ L 2 (0, T ) such that F is the stochastic exponential of h. This can be easily shown using Itô isometry.
The following result, see [30, Lemma 4.3.2] or [24, Lemma 2.3] , is a key fact for our analysis. Recall that F = F T .
Lemma 5.3. The span generate by X is a dense subset of L 2 (Ω).
We also have the following result. 
