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Computing Triangular Systems and Regular Systems
DONGMING WANG
Laboratoire LEIBNIZ – Institut IMAG, 46, avenue Fe´lix Viallet,
38031 Grenoble Cedex, France
A previous algorithm of computing simple systems is modified and extended to com-
pute triangular systems and regular systems from any given polynomial system. The
resulting algorithms, based on the computation of subresultant regular subchains, have
a simple structure and are efficient in practice. Preliminary experiments indicate that
they perform at least as well as some of the known algorithms. Several properties about
regular systems are also proved.
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1. Introduction and Notations
This note is related to two previous papers, one by Kalkbrener (1993) and the other by
the author (Wang, 1998a). In the former, the concept of regular chains is introduced
and an algorithm is presented for computing such chains from any given set of multivari-
ate polynomials, while the latter describes an algorithm based on subresultant regular
subchains for computing so-called simple systems from any polynomial system. In this
article, we modify our previous algorithm to compute regular systems (that generalize
the concept of regular chains; see Section 3). Before doing this, we first provide a simple
algorithm for computing triangular systems in the following section. The obtained algo-
rithms have a simple structure and are efficient in practice; their performance is shown
by our preliminary experiments and comparison in Section 4. Several properties about
regular systems are proved in Section 5. Most of the theoretical results reported here are
included in the monograph Wang (2000). This work is also related to Wu (1987, 1994),
Lazard (1991) and Wang (1993), in which algorithms for computing different kinds of
triangular sets are proposed.
As in Wang (1998a), let K denote a basic field of characteristic 0, x1 ≺ · · · ≺ xn n
ordered variables, andK[x1, . . . , xk] the ring of polynomials in x1, . . . , xk with coefficients
in K for any 1 ≤ k ≤ n. A polynomial set is meant a finite set of non-zero polynomials in
K[x1, . . . , xn], and a polynomial system is a pair of polynomial sets. Let 1 ≤ k ≤ n; P,Q
be polynomials and P,Q be polynomial sets in K[x1, . . . , xn]. The following notations
from Wang (1998a) will be used in this paper.
Zero(P/Q)—the set of all common zeros (in some algebraically closed extension of K)
of the polynomials in P which are not zeros of any polynomial in Q;
Zero(P/Q) , Zero(P/{Q}), Zero(P/Q) , Zero({P}/Q),
and Zero(P) = Zero(P/Q) when Q ⊂ K \ {0}. The symbol , is used for definition and
reads “is defined to be.”
0747–7171/00/080221 + 16 $35.00/0 c© 2000 Academic Press
222 D. Wang
deg(P, xk)—the degree of P 6= 0 in xk; deg(P, xk) = 0 when xk does not effectively
appear in P , and deg(0, x) , −1.
lc(P, xk)—the leading coefficient of P with respect to (w.r.t.) xk; lc(P, xk) = P when xk
does not effectively appear in P .
lv(P )—the leading variable of P , that is the variable xl effectively appearing in P with
greatest index l when P 6∈K, and a new variable x0 (with x0 ≺ x1) otherwise.
ini(P ) , lc(P, lv(P ))—the initial of P ; ini(P) , {ini(P ) | P ∈ P}.
ldeg(P ) ,deg (P, lv(P ))—the leading degree of P .
red(P, xk) , P−lc(P, xk)xdeg(P,xk)k —the reductum of P w.r.t. xk; red(P ) , red(P, lv(P )).
prem(P,Q, xk)—the pseudo-remainder of P w.r.t. Q 6= 0 in xk; prem(P,Q) , prem(P,Q,
lv(Q)) and prem(P, Q) , {prem(P,Q) | P ∈ P}.
pquo(P,Q, xk)—the pseudo-quotient of P w.r.t. Q 6= 0 in xk.
gcd(P,Q, xk)—the greatest common divisor (g.c.d.) of P 6= 0 and Q 6= 0 w.r.t. xk.
x{i} stands for x1, . . . , xi or (x1, . . . , xi) with x = x{n}, and similarly for x¯{i}, etc.
|P| denotes the number of elements in P.
Moreover, the reader is referred to Wang (1998a) for the key concept: the subre-
sultant regular subchain (s.r.s.) of two polynomials F and G in K[x] w.r.t. xk. The
s.r.s. is actually the sequence of (all) regular subresultants of F and G w.r.t. xk sorted
with decreasing degrees; a subresultant is regular if its nominal head coefficient (prin-
cipal subresultant coefficient) does not vanish. Regular subresultants are contained in
the subresultant chain of F and G w.r.t. xk and thus can be easily computed by
using the subresultant algorithm (see Mishra, 1993). Some of the lemmas proved in
Wang (1998a) will also be used.
2. Computing Triangular Systems
Definition 2.1. A finite non-empty ordered set [T1, . . . , Tr] of non-constant polynomials
in K[x] is called a triangular set if x0 ≺ lv(T1) ≺ · · · ≺ lv(Tr).
A polynomial system [T,U] in K[x] is called a triangular system if T is a triangular set
and I(x¯) 6= 0 for any I ∈ ini(T) and x¯ ∈ Zero(TI/U), where TI = [T ∈ T | lv(T )  lv(I)].
Let lv(Ti) be renamed yi for 1 ≤ i ≤ r and the variables other than y1, . . . , yr be
denoted u; then the above T may be written in the following form
T = [T1(u, y1), . . . , Tr(u, y1, . . . , yr)]. (2.1)
We call u the parameters and y1, . . . , yr the dependents of T.
The pseudo-remainder prem(P,T) of any polynomial P w.r.t. a triangular set T =
[T1, . . . , Tr] is defined by
prem(P,T) , prem(· · · prem(P, Tr), . . . , T1).
For any polynomial set P ⊂K[x], we have
prem(P,T) , {prem(P,T) | P ∈ P}.
Definition 2.2. A triangular system [T,U] in K[x] is said to be fine if 0 6∈ prem(U,T),
and perfect over K˜ (⊃K) if Zero(T/U) 6= ∅ in K˜.
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A triangular set T is said to be fine or perfect over K˜ if [T, ini(T)] is fine or perfect
over K˜.
A triangular set or system is said to be perfect (without reference to any specific field)
if it is perfect over some suitable extension of K.
Let P be any polynomial set and P = [P,Q] any polynomial system in K[x], and
1 ≤ k ≤ n; we define
P(k) , {P ∈ P | lv(P )  xk},
P〈k〉 , {P ∈ P | lv(P ) = xk},
P(k) , [P(k),Q(k)],
P〈k〉 , [P〈k〉,Q〈k〉],
P˘ , P ∪Q,
Zero(P) , Zero(P/Q).
Definition 2.3. A finite set or sequence Ψ of (fine) triangular systems T1, . . . ,Te in
K[x] is called a (fine) triangular series. It is called a (fine) triangular series of a poly-
nomial system P in K[x] if the following zero decomposition holds
Zero(P) =
e⋃
i=1
Zero(Ti). (2.2)
When Ψ = ∅, it is understood that Zero(P) = ∅. A (fine) triangular series of [P, ∅] is
also called a (fine) triangular series of the polynomial set P.
Algorithm TriSer: Ψ←TriSer(P,Q). Given a polynomial system [P,Q] in K[x], this
algorithm computes a fine triangular series Ψ of [P,Q].
T1. Set Φ←{[P,Q, n]}, Ψ←∅.
T2. While Φ 6= ∅ do:
T2.1. Let [T,U, `] be an element of Φ and set Φ←Φ \ {[T,U, `]}.
T2.2. For k = `, . . . , 1 do:
T2.2.1. If T〈k〉 = ∅ then go to T2.2.3 else repeat:
T2.2.1.1. Let P2 be an element of T〈k〉 with minimal degree in xk and set
Φ←Φ ∪ {[T \ {P2} ∪ {ini(P2), red(P2)},U, k]},
U←U ∪ {ini(P2)}.
If |T〈k〉| = 1 then go to T2.2.2. Otherwise, let P1 be an element of
T〈k〉 \ {P2}.
T2.2.1.2. Compute the s.r.s. H2, . . . , Hr of P1 and P2 w.r.t. xk and set Ii←
lc(Hi, xk) for 2 ≤ i ≤ r. If lv(Hr) ≺ xk then set r¯← r − 1 else set
r¯← r.
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T2.2.1.3. Set
Φ←Φ ∪ {[T \ {P1, P2} ∪ {Hi, Ii+1, . . . , Ir},U ∪ {Ii}, k] |
2 ≤ i ≤ r¯ − 1},
T←T \ {P1, P2} ∪ {Hr,Hr¯},
U←U ∪ {Ir¯}.
T2.2.2. Compute U←prem(U, P2).
T2.2.3. If T ∩K \ {0} 6= ∅ or 0 ∈ U then go to T2.
T2.3. Set Ψ←Ψ ∪ {[T,U]}, with T ordered as a triangular set.
Proof. The algorithm adopts a top-down elimination from xn to x1. For each xk, a
single polynomial P2 with leading variable xk is first produced from T〈k〉 so long as
T〈k〉 6= ∅ (step T2.2.1); this polynomial is then used to reduce the polynomials in U
(step T2.2.2). There are two kinds of splitting in the algorithm. One is performed in
step T2.2.1.1 according to whether the initial of the considered polynomial vanishes or
not: either it is assumed to be non-vanishing or the polynomial is replaced by the initial
and the reductum. The other kind of splitting is performed for s.r.s. elimination in step
T2.2.1.3 according to Lemma 2 in Wang (1998a). At each time of splitting, one produced
system (corresponding to the case i = r or r − 1 in Lemma 2 in Wang, 1998a) is taken
to update the current system [T,U] and the others are added to Φ. As in any case of
splitting a polynomial system P into subsystems Pi the zero relation
Zero(P) =
⋃
i
Zero(Pi)
is preserved, the decomposition (2.2) is obtained eventually. In view of steps T2.2.2 and
T2.2.3, each computed triangular system as Ti in (2.2) is fine.
The termination of the algorithm is guaranteed because in each case of splitting, new
polynomial systems are generated from the current system in two ways: either replacing
one polynomial by another having lower degree in their common leading variable, or
replacing two polynomials by one having the same leading variable xk. For the latter,
some polynomials of leading variables ≺ xk may be added. Step T2.2.1 terminates obvi-
ously, as in each repetition two polynomials P1, P2 ∈ T〈k〉 are replaced by one Hr¯ with
leading variable xk and sometimes plus a polynomial Hr whose leading variable is ≺ xk
(see T2.2.1.3). 2
Example 2.1. Consider P = {P1, P2, P3}, where
P1 = x2 + y2 + z2 − r2,
P2 = xy + z2 − 1,
P3 = xyz − x2 − y2 − z + 1
(see Example 2 in Wang, 1998a). Let the variables be ordered as r ≺ z ≺ x ≺ y.
First assume that ini(P2) = x 6= 0 and compute the subresultant chain of P3, P2 and
of P1, P2, respectively, w.r.t. y. We obtain P3, P2, F and P1, P2, G with
F = −x4 − z3x2 + x2 − z4 + 2z2 − 1,
G = x4 + z2x2 − r2x2 + z4 − 2z2 + 1.
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Thus, P2, F and P2, G are the s.r.s. of P3, P2 and P1, P2 respectively. It follows that
gcd(P3, P2, y) = gcd(P1, P2, y) = P2
when F = G = 0 and x 6= 0. The s.r.s. of F and G w.r.t. x is
G, H2x2, (z4 − 2z2 + 1)2H4,
where H = z3 − z2 + r2 − 1. Hence,
gcd(F,G, x) =
{
G when H = 0,
x2 when z4 − 2z2 + 1 = 0, H 6= 0.
Since x is assumed to be non-vanishing, the latter case is discarded. Therefore, we get a
fine triangular system [T1,U1] with
T1 = [H,G,P2], U1 = {x}.
For the case x = 0, a new polynomial set is generated by replacing P2 with ini(P2) = x
and red(P2) = z2−1. Following the same procedure, one can obtain from this polynomial
set the second triangular system [T2, ∅] with
T2 = [r4 − 4r2 + 3, z + r2 − 2, x, y2 − r2 + 1].
It follows that
Zero(P) = Zero(T1/x) ∪ Zero(T2).
One may look at Remark 2 in Wang (1998a) for some tips on implementing TriSer above
and RegSer in Section 3. Combining TriSer with the algorithm DECOMPOSE described
in Wang (1993), one can devise another algorithm to decompose any polynomial system
into irreducible triangular systems.
3. Computing Regular Systems
Definition 3.1. A triangular system [T,U] in K[x] is said to be regular or called a
regular system if for any 1 ≤ k ≤ n:
(a) either T〈k〉 = ∅ or U〈k〉 = ∅;
(b) I(x¯{k−1}) 6= 0 for any I ∈ ini(U〈k〉) and x¯{k−1} ∈ Zero(T(k−1)/U(k−1)).
A triangular set T is said to be regular , or called a regular set if there exists a polyno-
mial set U such that [T,U] is a regular system.
A triangular series Ψ is called a regular series if every T ∈ Ψ is a regular system.
Ψ is called a regular series of a polynomial system P if it is a regular series and
Zero(P) =
⋃
T∈Ψ
Zero(T).
A regular series of [P, ∅] is also called a regular series of the polynomial set P.
In the above definition, condition (b) is also satisfied for every I ∈ ini(T〈k〉) as [T,U]
is a triangular system.
For example, w.r.t. the ordering x ≺ y, [xy − 1] is a regular set because [[xy − 1], {x}]
is a regular system; but not so is T = [x2 − 1, (x+ 1)y − 1]. For [T, ∅] is not a triangular
system by definition, while U = ∅ is the only possible set such that condition (a) holds.
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The following algorithm RegSer is an extension of TriSer. It may also be considered as
simplified from SimSys in Wang (1998a). The algorithm decomposes any polynomial sys-
tem into finitely many regular systems, where the elimination strategy for the equation-
polynomials is almost the same as that employed in TriSer. The main new ingredient
is step R2.2.3 in which the polynomial P2 with lv(P2) = xk obtained in step R2.2.2
is used to eliminate the inequation-polynomials from U〈k〉 6= ∅. Roughly speaking, the
elimination is realized by computing s.r.s. and removing g.c.d.
Algorithm RegSer: Ψ←RegSer(P,Q). Given a polynomial system [P,Q] in K[x], this
algorithm computes a regular series Ψ of [P,Q].
R1. Set Φ←{[P,Q, n]},Ψ←∅.
R2. While Φ 6= ∅ do:
R2.1. Let [T,U, `] be an element of Φ and set Φ←Φ \ {[T,U, `]}.
R2.2. For k = `, . . . , 1 do:
R2.2.1. Set T←T \ {0},U←U \ (K \ {0}). If T ∩K 6= ∅ or 0 ∈ U then go to R2.
If T〈k〉 = ∅ then go to R2.2.4.
R2.2.2. Repeat:
R2.2.2.1. Let P2 be an element of T〈k〉 with minimal degree in xk and set
Φ←Φ ∪ {[T \ {P2} ∪ {ini(P2), red(P2)},U, k]},
U←U ∪ {ini(P2)}.
If |T〈k〉| = 1 then go to R2.2.3 else take a polynomial P1 from
T〈k〉 \ {P2}.
R2.2.2.2. Compute the s.r.s. H2, . . . , Hr of P1 and P2 w.r.t. xk and set Ii←
lc(Hi, xk) for 2 ≤ i ≤ r. If lv(Hr) ≺ xk then set r¯← r − 1 else set
r¯← r.
R2.2.2.3. Set
Φ←Φ ∪ {[T \ {P1, P2} ∪ {Hi, Ii+1, . . . , Ir},U ∪ {Ii}, k] |
2 ≤ i ≤ r¯ − 1},
T←T \ {P1, P2} ∪ {Hr,Hr¯},
U←U ∪ {Ir¯}.
R2.2.3. While U〈k〉 6= ∅ and lv(P2) = xk do:
R2.2.3.1. Let P1 be a polynomial in U〈k〉; compute the s.r.s. H2, . . . ,Hr of P1
and P2 if deg(P1, xk) ≥ deg(P2, xk), or of P2 and P1 otherwise, w.r.t.
xk, and set Ii← lc(Hi, xk) for 2 ≤ i ≤ r.
R2.2.3.2. Set
Φ←Φ ∪ {[T \ {P2} ∪ {pquo(P2,Hi, xk), Ii+1, . . . , Ir},
U ∪ {Ii}, k] | 2 ≤ i ≤ r − 1},
T←T \ {P2} ∪ {pquo(P2,Hr, xk)},
P2← pquo(P2, Hr, xk).
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If lv(Hr) ≺ xk then set U←U \ {P1} ∪ {Ir} else set U←U ∪ {Ir}.
R2.2.4. If U〈k〉 6= ∅ then for each P1 ∈ U〈k〉 do:
Φ←Φ ∪ {[T ∪ {ini(P1)},U \ {P1} ∪ {red(P1)}, k]},
U←U ∪ {ini(P1)}.
R2.3. Set Ψ←Ψ ∪ {[T,U]}, with T ordered as a triangular set.
The termination and correctness of RegSer may be easily proved by a similar argument
to the proof of those of SimSys in Wang (1998a); see also the proof of TriSer. We only
need to note the following. Recall the second half of Lemma 2 in Wang (1998a) and
drop the condition that P2(x¯{k−1}, xk) is square-free w.r.t. xk for x¯{k−1} ∈ Zero(∅/I).
Corresponding to (2.4) therein is the zero relation
Zero(P2/P1I) =
r⋃
i=2
Zero({pquo(P2, Hi, xk), Ii+1, . . . , Ir}/P1IIi).
Clearly, lv(Hi) = xk holds for 2 ≤ i ≤ r−1, but not necessarily for i = r. If lv(Hr) ≺ xk,
then Ir = Hr and
Zero(pquo(P2,Hr, xk)/P1IIr) = Zero(pquo(P2, Ir, xk)/IIr) = Zero(P2/IIr),
i.e. the polynomial P1 may be eliminated. Otherwise, the process may continue, for
example, by computing the s.r.s. of pquo(P2,Hi, xk) and P1 w.r.t. xk for each i. This
procedure will terminate eventually because the degree of pquo(P2,Hi, xk) is less than
that of P2 in xk when lv(Hi) = xk. Roughly speaking, the conditional g.c.d. of P2 and
P1 is removed from P2 by using pquo recursively until no such factors can be removed;
then P1 is eliminated.
Example 3.1. The polynomial set P in Example 2.1 may be decomposed by RegSer into
four regular systems [Ti,Ui] such that
Zero(P) =
4⋃
i=1
Zero(Ti/Ui),
where
T3 = [r4 − 4r2 + 3,−z2 + r2z − z − r2 + 1, F, P2],
T4 = [r2 − 3, z + 1, x2 − 2, y],
U1 = {r4 − 4r2 + 3},
U2 = U3 = U4 = ∅,
T1,T2 and F, P2 are as in Example 2.1.
To give more details, let T1, T2, T3 denote the three polynomials in T1 successively.
Compute the s.r.s. of x = ini(T3) and T2 w.r.t. x; let R be the last polynomial in the
subchain (which is identical to the resultant of x and T2 w.r.t. x). The inequation-
polynomial in U1 is acquired as the last in the s.r.s. of square-freed R and T1 w.r.t. z. In
splitting according to the s.r.s. are generated some new polynomial systems, from which
the two regular sets T3 and T4 are obtained.
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4. Experiments
The algorithms TriSer and RegSer have been implemented in Maple V for research pur-
pose. Our preliminary experiments and observations indicate that they are rather effi-
cient. This seems mainly due to the effective use of subresultant chains and the simple
structure the algorithms have. Here the set of 14 examples from Kalkbrener (1993) is
taken to show the performance of our draft implementation. For easy comparison, we use
the same variable orderings as in Kalkbrener (1993). The timings in CPU seconds are
obtained in Maple V.3 running on a SUN SparcServer 690/51. The Gro¨bner bases are
computed by the Maple function grobner[gbasis] w.r.t. the purely lexicographical term
ordering.
Ex TriSer RegSer gbasis Ex TriSer RegSer gbasis
1(a) 1.4 1.3 3.4 5(a) 76.8 118.7 > 7200
1(b) 9.7 14.9 106 5(b) > 7200 > 7200 > 7200
1(c) 19.8 33.3 620.9 5(c) > 7200 > 7200 > 7200
2(a) 3 3.4 58.1 6 0.5 0.5 29.7
2(b) 30 60 1083.4 7(a) 0.8 1.1 28.8
3 44.1 50.8 > 7200 7(b) 0.9 1 4916.6
4 2 3.3 5.8 7(c) 2.9 3 > 7200
Should the use of square-free decomposition or factorization be allowed, the computing
time for Ex 5(a) may be reduced to less than 30 s in both cases and the triangular series
for Ex 5(c) can be computed in about 4800 s. It is not surprising that our algorithms
take less time than gbasis for all the complete examples. For it is quite well known that
purely lexicographical Gro¨bner bases are usually difficult to compute.
The timings given in the above table are only to provide the reader with a rough
impression about our method in practice. We do not have a uniform implementation of
TriSer and RegSer together with other comparable algorithms such as those of Lazard
(1991) and Kalkbrener (1993), so direct comparison of them cannot take place here. A
fair, complete and instructive comparision of these algorithms in terms of efficiency and
format of output needs much more practical work and is beyond the scope of this paper.
However, looking at the timings provided in Kalkbrener (1993) and taking gbasis as
a reference, one may infer that our algorithms are also faster than Kalkbrener’s for all
the 12 successful test cases. From this indirect comparison, it may be concluded that our
algorithms in performance are at least as good as Kalkbrener’s.
5. Properties about Regular Systems
There are two main results presented in this section that may be emphasized: one is the
equivalence of the notions of proper ascending chains introduced by Yang and Zhang
(1994), regular chains by Kalkbrener (1993) and regular sets defined by the author in
Wang (2000) and this paper; the second result (Theorem 5.4) implies that, for any reg-
ular system [T,U], Zero(T/U) and Zero(T/ini(T)) have the same Zariski closure. From
these and other known results, several properties of regular systems may be easily de-
duced.
Definition 5.1. Let T = [T,U] be an arbitrary triangular system in K[x]. A zero
(ξ1, . . . , ξn) of T is said to be regular if either ξi is an indeterminate distinct from any
other ξj (j 6= i), or xi is a dependent of T for 1 ≤ i ≤ n.
Computing Triangular Systems and Regular Systems 229
When T is regular, any regular zero of T is also called a regular zero of T.
We shall write ξ{i} for ξ1, . . . , ξi or (ξ1, . . . , ξi) with ξ = ξ{n}. Similarly, T{i} ,
[T1, . . . , Ti], etc. The set of all regular zeros of T or T is denoted RegZero(T) or RegZero(T).
Apparently, RegZero(T) ⊂ Zero(T).
Proposition 5.1. The regular zeros of any regular set are well defined. In other words,
for any two regular systems [T,U1] and [T,U2],
RegZero(T/U1) = RegZero(T/U2).
Proof. Let ξ ∈ RegZero(T/U1). First, consider any U ∈ U2 which has the smallest
leading variable xp. Clearly xp is a parameter of T by definition, so ξp is an indeterminate.
Therefore, U(ξ{p}) = 0 implies that ini(U)(ξ{p−1}) = 0. Since [T,U2] is a regular system,
by definition ini(U)(ξ{p−1}) 6= 0. It follows that U(ξ{p}) 6= 0.
Now suppose that U(i)2 \ U(i−1)2 6= ∅, and U(ξ{i−1}) 6= 0 for all U ∈ U(i−1)2 . Then
ξ{i−1} ∈ Zero(T(i−1)/U(i−1)2 ).
Consider any U ∈ U2 with lv(U) = xi. By definition, xi is a parameter of T and ξi is an
indeterminate. As [T,U2] is regular, ini(U)(ξ{i−1}) 6= 0. For the same reason as above,
we have U(ξ{i}) 6= 0. Hence, by induction U(ξ) 6= 0 for all U ∈ U2. This shows that
ξ ∈ RegZero(T/U2), so RegZero(T/U1) ⊂ RegZero(T/U2). The other direction is proved
by the same argument. 2
Corollary 5.1. For any regular system [T,U] and regular zero ξ of T, U(ξ) 6= 0 for all
U ∈ U.
If T is written in the form (2.1), then any regular zero of T has the form
ξ = (u, η1, . . . , ηr) ∈ Zero(T), (5.1)
where ηi ∈ K˜ ⊃K(u) for each i.
Lemma 5.1. Every perfect triangular system in K[x] has a regular zero.
Proof. Let T = [T,U] be a perfect triangular system and write
T = [T1(u, y1), . . . , Tr(u, y1, . . . , yr)]
as before with
Ii(u, y1, . . . , yi−1) = ini(Ti), 1 ≤ i ≤ r, V =
∏
U∈U
U.
Since I1(u) 6= 0 in K(u), T1(u, y1) must have zeros for y1 in some suitably chosen
algebraic extension field K˜ of K(u). Because T is perfect, V can vanish only at some
but not all of these zeros. For otherwise, any zero of T1 for specialized values of u is also
a zero of V and thus T is not perfect. Therefore, the zero set
Z1 = {(u, y¯1) | y¯1 ∈ K˜, T1(u, y¯1) = 0, V (u, y¯1, y2, . . . , yr) 6= 0}
is not empty.
230 D. Wang
For any (u, y¯1) ∈ Z1, by the definition of a triangular system I2(u, y¯1) 6= 0 and
thus T2(u, y¯1, y2) has zeros for y2 in some algebraic extension field K˜. For the same
reason, V may vanish at (u, y¯1, y¯2) only for some but not all (u, y¯1) ∈ Z1 and y¯2 ∈
Zero(T2(u, y¯1, y2)). In other words,
Z2 =
{
(u, y¯1, y¯2)
∣∣∣∣∣ (u, y¯1) ∈ Z1, y¯2 ∈ K˜, T2(u, y¯1, y¯2) = 0,V (u, y¯1, y¯2, y3, . . . , yr) 6= 0
}
6= ∅.
The above reasoning may continue for T3, T4 and so on. In this way, a regular zero of
T will finally be constructed and the lemma is proved. 2
When a regular zero ξ is written in the form (5.1), ξ{i} stands alternatively for
u, η1, . . . , ηi or (u, η1, . . . , ηi) with ξ = ξ{r}.
Proposition 5.2. Let T as in (2.1) be a regular set. Then for any 1 ≤ i ≤ r − 1 and
ξ{i} ∈ RegZero(T{i}),
ini(Ti+1)(ξ{i}) 6= 0. (5.2)
Proof. As T is regular, there exists a U such that [T,U] is a regular system. In particular,
U ⊂K[u]. For any 1 ≤ i ≤ r − 1, let ξ{i} ∈ RegZero(T{i}). Clearly, U(ξ{i}) 6= 0 for any
U ∈ U. As [T,U] is a triangular system, (5.2) holds by definition. 2
Let res(F,G, xk) denote the resultant of any two polynomials F and G w.r.t. xk.
Definition 5.2. Let P be any polynomial and T = [T1, . . . , Tr] a triangular set in K[x].
The polynomial
res(P,T) , res(· · · res(P, Tr, lv(Tr)), . . . , T1, lv(T1))
is called the resultant of P w.r.t. T.
Clearly, R = res(P,T) does not involve lv(Ti) for any i. When the variables x are
renamed u and y1, . . . , yr with yi = lv(Ti) as before, we have R ∈K[u].
Lemma 5.2. Let T = [T1, . . . , Tr] be a triangular set and P a polynomial in K[x], and
R = res(P,T). Then in K[x] one can determine polynomials Q and Q1, . . . , Qr such that
QP = Q1T1 + · · ·+QrTr +R. (5.3)
Proof. It is a direct consequence of Lemma 9.2.1 of Mishra (1993, pp. 228–229). 2
Proposition 5.3. For any regular set T and polynomial P in K[x],
res(P,T) 6= 0 ⇐⇒ P (ξ) 6= 0 for any ξ ∈ RegZero(T).
Proof. (=⇒) Let the variables x be renamed so that T is written in the form (2.1).
If there exists a ξ ∈ RegZero(T) such that P (ξ) = 0, then plunging ξ into (5.3) in
Lemma 5.2 yields R = res(P,T) = 0. This contradicts the assumption that R 6= 0.
(⇐=) Let
R1 = R1(u, y1, . . . , yr−1) = res(P, Tr, yr)
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and
ξ{r−1} ∈ RegZero(T{r−1}).
As T is regular, by Proposition 5.2 we have ini(Tr)(ξ{r−1}) 6= 0. If R1(ξ{r−1}) = 0,
then P (ξ{r−1}, yr) and Tr(ξ{r−1}, yr) have a common zero ηr for yr. This is impossible
because
ξ ∈ RegZero(T), P (ξ) = 0
contradict the hypothesis that P (ξ) 6= 0 for any ξ ∈ RegZero(T). Hence R1(ξ{r−1}) 6= 0
for any ξ{r−1} ∈ RegZero(T{r−1}).
Next, consider R2 = res(R1, Tr−1, yr−1) and use the same argument. We shall see that
R2(ξ{r−2}) 6= 0 for any ξ{r−2} ∈ RegZero(T{r−2}). In this way, one will finally arrive at
R(u) = Rr(u) 6= 0. The proof is complete. 2
From Propositions 5.2 and 5.3, the following result is obtained.
Corollary 5.2. For any regular set T ⊂K[x] and any I ∈ ini(T), res(I,T) 6= 0.
The conclusion in the above corollary is also a sufficient condition for any triangular
set to be regular. This is stated as follows.
Lemma 5.3. Let T = [T1, . . . , Tr] be a triangular set in K[x] and assume that
res(ini(Ti),T{i−1}) 6= 0, 2 ≤ i ≤ r.
Then T is regular.
Proof. Let
R1 = ini(T1)
r∏
i=2
res(ini(Ti),T{i−1});
then R1 is not equal to 0 and does not involve any lv(Ti). Let Ri = ini(Ri−1) for
i = 2, . . . , t such that Rt is a constant. It is easy to verify by definition that
[T, {R1, . . . , Rt}]
is a regular system. The lemma follows immediately. 2
Summarizing the above results, we have the following main theorem.
Theorem 5.1. Let T be any triangular set in K[x]. Then the following conditions are
equivalent:
(a) T is regular;
(b) res(I,T) 6= 0 for any I ∈ ini(T);
(c) either |T| = 1, or T(n−1) is regular and
I(ξ{n−1}) 6= 0 for I ∈ ini(T〈n〉) and all ξ{n−1} ∈ RegZero(T(n−1)).
Therefore, either of the conditions (b) and (c) in Theorem 5.1 may be taken for the
definition of a regular set. In fact, they have been used respectively to define proper
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ascending chains in Yang and Zhang (1994) and regular chains in Kalkbrener (1993). In
other words, we have proved that the concepts of proper ascending chains, regular chains
and regular sets introduced by different authors are equivalent.
Condition (b) may be regarded as an effective criterion to check whether a given tri-
angular set is regular. The results of Proposition 5.3, Corollary 5.2 and Lemma 5.3 are
also given in Yang and Zhang (1994).
Let T = [T,U] be a regular system and write T in the form (2.1) with ini(Ti) = Ii for
each i. Let
R =
∏
U∈U
res(U,T) ∈K[u].
Then, R 6= 0 by Corollary 5.1 and Proposition 5.3, and
Zero(T/R) ⊂ Zero(T).
Clearly, I1(u) 6= 0 and thus T1 has a zero η1 for y1 in K(u). By Proposition 5.2,
I2(u, η1) 6= 0. Therefore T2(u, η1, y2) has a zero η2 for y2 in K(u)(η1). It follows from
Proposition 5.2 again that I3(u, η1, η2) 6= 0. Continuing in this way, one can obtain a
regular zero (u, η1, . . . , ηr) of [T, {R}] and thus of T. Hence T is perfect.
Furthermore, one can construct a zero of T with specialized values u¯ of u. In other
words, we have the following.
Theorem 5.2. Any regular system in K[x] is perfect over the algebraic closure of K.
Proof. Let [T,U] be a regular system with T = [T1, . . . , Tr] and
lv(Ti) = xpi , ini(Ti) = Ii, 1 ≤ i ≤ r.
Obviously, there exists an
x¯{p1−1} ∈ Zero(∅/U(p1−1)).
As [T,U] is a triangular system, I1(x¯{p1−1}) 6= 0. Hence, T1(x¯{p1−1}, xp1) has a zero x¯p1
in some algebraic extension of K for xp1 . Since U〈p1〉 = ∅ and ini(U)(x¯{j−1}) 6= 0 for
any U ∈ U〈j〉, x¯{j−1} ∈ Zero(T1/U(j−1)) and j = p1 + 1, . . . , p2 − 1, one can choose
x¯p1+1, . . . , x¯p2−1 in the algebraic closure K¯ of K such that
x¯{p2−1} ∈ Zero(T1/U(p2−1)).
Thus, I2(x¯{p2−1}) 6= 0 because [T,U] is a triangular system. Therefore, T2(x¯{p2−1}, xp2)
has a zero x¯p2 in some algebraic extension of K for xp2 . Continuing in this way, we shall
finally construct a zero x¯ of [T,U], so Zero(T/U) 6= ∅ in K¯. 2
We list some corollaries of this theorem as follows.
Corollary 5.3. Any regular set T ⊂K[x] is perfect.
Proof. As T is regular, there exists a polynomial set U such that [T,U] is regular
and thus Zero(T/U) 6= ∅. Corollary 5.3 is proved by observing that Zero(T/U) ⊂
Zero(T/ini(T)). 2
Corollary 5.4. For any polynomial system P in K[x], Zero(P) = ∅ iff (if and only
if) any regular series of P is empty.
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Corollary 5.5. Let P = [P,Q] be a polynomial system and P a polynomial in K[x],
and let Ψ be any regular series of [P,Q ∪ {P}]. Then Zero(P) ⊂ Zero(P ) iff Ψ = ∅.
Let T be a regular set in K[x]. Associated with each regular zero ξ of T there is a
prime ideal
{P ∈K[x] | P (ξ) = 0}
with a corresponding irreducible algebraic variety. All such irreducible varieties for dif-
ferent regular zeros of T have the same dimension, and their union as an unmixed variety
is uniquely determined by T. Therefore, a decomposition of a polynomial set P into reg-
ular sets furnishes a representation of the variety Zero(P) as the union of finitely many
unmixed subvarieties determined by the regular sets (see Kalkbrener, 1993, and (5.5)).
The term “regular zero” (which was introduced by Kalkbrener for a regular set) is
used here for an arbitrary triangular system. It can be understood as “generic zero,” a
notion that has been used in algebraic geometry exclusively for irreducible varieties and
the corresponding irreducible triangular sets. The regularity of zeros is needed to ensure
the considered geometric figures in a generic position. The situation may be different
when regular zeros are specialized. This can be seen from the simple example that the
regular set [ux− 1, y − x] will become “singular” when the parameter u is specialized to
0. For any triangular set T of the form (2.1), regular zeros in the above treatment may
be replaced by zeros if we work with the ring K(u)[y1, . . . , yr] instead of K[x].
For any non-empty polynomial set P ⊂K[x], Ideal(P) denotes the ideal generated by
the polynomials in P.
Definition 5.3. Let I be an ideal, F a polynomial and T a triangular set in K[x]. The
saturation of I w.r.t. F is the ideal
I : F∞ , {P ∈K[x] | F qP ∈ I for some integer q > 0}.
The saturation of T is the ideal
sat(T) , Ideal(T) : J∞,
where J =
∏
T∈T ini(T ). The p-saturation of T is the infinite set
p-sat(T) , {P ∈K[x] | prem(P,T) = 0}.
Let P be a finite basis for sat(T); the following relation is obvious
Ideal(T) ⊂ sat(T) = Ideal(P).
Theorem 5.3. For any triangular set T ⊂K[x], T is regular iff sat(T) = p-sat(T).
This remarkable theorem has been proved in Aubry et al. (1999). A different proof for
the necessity is given in Wang (2000, Section 6.2). The following is a direct consequence
of Theorem 5.3.
Corollary 5.6. Let T be any regular set in K[x] and P a finite basis for sat(T). Then
prem(P,T) = {0}.
In fact, one can state a result stronger than Corollary 5.6: Any regular set T is a (weak-)
characteristic set of the ideal sat(T) in Ritt’s definition (see Mishra, 1993, pp. 174–176).
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For any P,Q ∈K[x], P is said to be reduced w.r.t. Q if deg(P, lv(Q)) < ldeg(Q). If P
is reduced w.r.t. every polynomial in a triangular set T, we say that P is reduced w.r.t.
T; in this case, prem(P,T) = P .
Lemma 5.4. Let T be a regular set and F any polynomial in K[x]. If res(F,T) 6= 0, then
sat(T) : F∞ = sat(T).
Proof. Obviously, sat(T) ⊂ sat(T) : F∞. To show the opposite direction, let T be
written in the form (2.1) and R = res(F,T). Then R 6= 0 and R ∈K[u]. By Lemma 5.2,
there exists a polynomial Q ∈ K[u, y1, . . . , yr] such that QF − R ∈ Ideal(T) ⊂ sat(T).
Now consider any P ∈ sat(T) : F∞. By definition, there exists an integer q > 0 such that
F qP ∈ sat(T). It follows that
RqP = QqF qP − (QF −R)[(QF )q−1 + · · ·+Rq−1]P ∈ sat(T).
Let H = prem(P,T); it is then easy to see from the pseudo-remainder formula that
RqH ∈ sat(T). By Theorem 5.3, RqH ∈ p-sat(T) and thus prem(RqH,T) = 0. Since
R ∈ K[u] does not involve the dependents of T and H is reduced w.r.t. T, we have
RqH = prem(RqH,T) = 0. It follows that prem(P,T) = H = 0, so P ∈ p-sat(T) =
sat(T). The proof is complete. 2
Now we are ready to prove the following result, which was mentioned at the beginning
of this section.
Theorem 5.4. Let [T,U] be a regular system in K[x] and V =
∏
U∈U U . Then
Ideal(T) : V∞ = sat(T). (5.4)
Proof. Let I = Ideal(T) and J =
∏
T∈T ini(T ). Since [T,U] is regular, res(V,T) 6= 0.
From Lemma 5.4 and Definition 5.3 one knows that
sat(T) = sat(T) : V∞ = (I : J∞) : V∞ = I : (JV )∞.
As J(x¯) 6= 0 for any x¯ ∈ Zero(T/V ), Zero(T∪ {J}) ⊂ Zero(V ). By Hilbert’s Nullstellen-
satz, there exists an exponent s > 0 and a polynomial Q ∈K[x] such that V s−QJ ∈ I.
Consider any P ∈ I : (JV )∞; then there exists an integer q > 0 such that (JV )qP ∈ I.
It follows that
V (s+1)qP = V q(V s −QJ)[V s(q−1) + · · ·+ (QJ)q−1]P +Qq(JV )qP ∈ I.
This implies that P ∈ I : V∞.
On the other hand, I : V∞ ⊂ I : (JV )∞ by definition. It is thus proved that
sat(T) = I : (JV )∞ = I : V∞. 2
As a consequence of (5.4), we have Zero(Ideal(T) : V∞) = Zero(sat(T)).
Theorem 5.5. Let [T,U] be a regular system and P a polynomial in K[x]. Then
Zero(T/U) ⊂ Zero(P ) iff there exists an integer d > 0 such that prem(P d,T) = 0.
Proof. The sufficiency follows obviously from the pseudo-remainder formula and the
definition of regular systems.
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To show the necessity, let V =
∏
U∈U U and suppose Zero(T/V ) ⊂ Zero(P ). It follows
that Zero(T/V P ) = ∅ and thus Ideal(T) : (V P )∞ is a unit ideal. By Theorem 5.4, we
have
sat(T) : P∞ = (Ideal(T) : V∞) : P∞ = Ideal(T) : (V P )∞ = K[x].
According to Definition 5.3, there exists an integer d > 0 such that P d ∈ sat(T). The
conclusion prem(P d,T) = 0 is reached by Theorem 5.3. 2
A different proof of the necessity without using Theorem 5.4 may be found in Wang
(2000, Section 5.1).
Corollary 5.7. For any regular set T and polynomial P in K[x], Zero(T/ini(T)) ⊂
Zero(P ) iff there exists an integer d > 0 such that prem(P d,T) = 0.
Proof. The sufficient condition is obvious, so we only need to prove the necessity. As T
is regular, there exists a polynomial set U ⊂K[x] such that [T,U] is a regular system and
Zero(T/U) ⊂ Zero(T/ini(T)). If Zero(T/ini(T)) ⊂ Zero(P ), then Zero(T/U) ⊂ Zero(P ).
In view of Theorem 5.5, there exists an integer d > 0 such that prem(P d,T) = 0. 2
Theorem 5.6. Let P be a non-empty polynomial set in K[x] and [T1,U1], . . . , [Te,Ue]
a regular series of P. Then:
(a) there exists an integer d > 0 such that prem(P d,Ti) = 0 for all P ∈ P and
1 ≤ i ≤ e;
(b)
Zero(P) =
e⋃
i=1
Zero(Ti/ini(Ti)) =
e⋃
i=1
Zero(sat(Ti)). (5.5)
Proof. (a) From Definition 3.1, we know that
Zero(P) =
e⋃
i=1
Zero(Ti/Ui),
so Zero(Ti/Ui) ⊂ Zero(P) for each i. By Theorem 5.5, there exists an integer dPi > 0
such that prem(P dPi ,Ti) = 0 for any P ∈ P and 1 ≤ i ≤ e. It follows that P dPi ∈ sat(Ti).
Let
d = max
P∈P
1≤i≤e
dPi.
We have P d ∈ sat(Ti), and thus prem(P d,Ti) = 0 for all P ∈ P and 1 ≤ i ≤ e.
(b) By (a) and the pseudo-remainder formula, the zero set in the middle is clearly
contained in the left-hand side of (5.5).
Now, let Ji =
∏
T∈Ti ini(T ) for each i and consider any x¯ ∈ Zero(P). Then there exists
an i such that
x¯ ∈ Zero(Ti/Ui) ⊂ Zero(Ti/Ji).
Hence, x¯ belongs to the zero set in the middle of (5.5).
Moreover, for any polynomial P ∈ sat(Ti) there exists an integer q > 0 such that Jqi P ∈
Ideal(Ti). As x¯ ∈ Zero(Ti/Ji), we have P (x¯) = 0. This implies that x¯ ∈ Zero(sat(Ti));
therefore, the right-hand side contains the left-hand side of (5.5).
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Finally, by (a) there exists an integer d > 0 such that
P d ∈ sat(Ti), ∀P ∈ P, 1 ≤ i ≤ e.
It follows that Zero(sat(Ti)) ⊂ Zero(P) for all 1 ≤ i ≤ e. The theorem is proved. 2
As the finite bases for sat(Ti) can be exactly computed by using Gro¨bner bases, (5.5)
provides an unmixed decomposition of the radical ideal generated as well as the algebraic
variety defined by P (see Gao and Chou, 1993; Wang, 1998b).
The properties of regular sets shown in this section, together with those given in Aubry
et al. (1999), Kalkbrener (1993), Yang and Zhang (1994), and Zhang et al. (1994), expli-
cate the significance of the concept. It seems that regularity is the minimum requirement
for triangular sets to possess a number of nice properties.
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