We study numerically the changes of the conductance distribution P (g) caused by the transition of the system from the metallic into the insulating regime. Two different scenarios of the transition are discussed and compared: (i) localization in the weakly disordered quasi-one dimensional systems and (ii) disorder-induced localization.
Transition from the metallic into the localized regime is an evergreen theme in the studies of the electronic transport in disordered systems. While the weak disorder limit is well understood and described in the framework of the random matrix theory (RMT) [1] and the DMPK equation [2] , no equivalent theoretical description of the strongly disordered limit exists. Even less is known about the intermediate regime. The last one is of special interest for it includes also a critical regime of the metal-insulator transition.
Owing to the absence of self-averaging of the conductance in disordered systems at zero temperature [3] , an understanding of statistical transport properties requires the knowledge of the whole conductance distribution P (g). P (g) is well known in the limiting regimes: in the weakly disordered metallic regime, RMT as well as the analysis of the DMPK equation predict that P (g) is Gaussian with constant, disorder independent width. This prediction has been numerically verified for Q1D, square and cubic samples [1, 4, 5] . In the opposite limit of strong localization the distribution of log g is Gaussian with var log g = −const × log g and const = 2 for Q1D and 1 for squares (cubes) [1] . The transformation of the conductance distribution from the normal to log-normal form due to the transition of the system from the metallic into localized regime has not yet been completely understood.
Our aim in this work is to present numerical data for the conductance distribution in the intermediate regime between the metallic and the localized phases. We discuss two different scenarios for the transition into the localized regime, the first governed by changes of the system shape and the second one by increase of the disorder. We analyze the origin of differences between conductance distribution in these scenarios. . Note the similar form of P (g). This indicates that P (g) depends only on the ratio L z /l and not on the topology of the cross section. Discontinuity of P (g) at g = 1, reported in [7] is visible for L z long enough.
Our analysis of the conductance distribution is based on the Landauer formula for the conductance,
In (1), t is the transmission matrix. We will use in our discussion parameters
. Here, N is the number of open channels in the attached semi-infinite ideal leads [6] .
We consider following scenarios for the transition from the metallic into the localized regime:
I Keeping the disorder weak, we increase the length of the (quasi-one dimensional) sample. This causes an increase of zs and also a change of the conductance distribution. In the limit L z → ∞, P (g) reaches the log-normal form, characteristic for the strongly localized regime. For an intermediate L z , the smallest z 1 is ≈ 1. In this regime P (g) could be obtained form DMPK equation by the saddle-point approximation [7] .
II By increase of the disorder while keeping the system size unchanged. Growth of the disorder induces decrease of the localization length ξ. When ξ becomes smaller than the system size, the system achieves insulating regime. For an appropriate choice of the other system parameters (e.g. dimension d > 2 for orthogonal ensembles) this procedure enables us to study the MIT [4] . The distribution of the conductance at the critical point has been investigated numerically by many authors [4, 8] , (see also Ref. [9] for 2D systems in magnetic field and [10] for 2D symplectic ensembles).
In the 2D orthogonal systems, where no MIT exists, we have study also the change of the conductance distribution caused by increase of the system size. As disorder remains constant, we observe the metallic behavior on the length scale L << ξ and the insulating regime for L >> ξ. The distribution of log g fort Q1D and for cubic systems. Parameters of system are the same as in Fig. 1a, 2a , respectively. The sharp decrease at log g = 0 is evident when system approaches localized regime, and is much more pronounced in the Q1D scenario.
here. As L z increases, the conductance distribution changes its form towards log-normal. In the intermediate phase, P (g) is characterized by wide plateau for g < 1 and by sharp exponential decrease for g > 1. Further increase of L z causes that the tail of the distribution for g > 1 disappears. P (g) becomes discontinuous at g = 1. This phenomena has been predicted in [7] . It can be understood on the basis of Eq. (1). The conductance consists from the contributions of "channels", which are characterized by the parameters z i . In the weak disorder limit, z i = z 1 × i [1] . As the disorder remains weak, this linear relation does not depend on the shape of the sample, so it holds also in the Q1D limit [11, 12] . However, the values of zs change. For L z long enough all zs become ∝ L z . Consequently, for z 1 large, both the contribution to the conductance from the second channel and the probability that g > 1 are negligible. Figure 2 presents the change of the conductance distribution caused by the growth of the disorder in 3D and 2D samples (scenario II) and by the increase of the system size in 2D systems. Although the form of the conductance distribution is similar to that in Figure 1 , some quantitative differences are visible for g > 1. The tail of the distribution is longer and survives for much smaller values of mean value of the conductance g than in Q1D systems. Also the discontinuity in P (g): lim g→1 − P (g) is smaller than in scenario I.
The origin of this difference lies in the form of the spectrum of zs. Contrary to the scenario I, the spectrum of zs in the scenario II is never linear in the localized regime, neither in cubes nor in squares. Indeed, the most typical feature of the localized regime is a gap in the spectrum of zs. Therefore [13, 14] . In 3D systems, the differences z 2 − z 1 , z 3 − z 1 , . . . do not even depend on the system size, contrary to z 1 which is ∝ L/ξ [14] . The contributions to the conductance from the second and even higher channels are therefore more important than those in the scenario I when z 1 is large. This assures slower decrease of P (g) for g > 1.
We present also in Figure 3 the comparison of P (log g) for both scenarios. Quantitative differences in P (log g) are clearly visible.
To discuss the difference between I and II more explicitly, we present in Figure 4 an integral
as a function of the mean conductance g . The scenarios I and II are easy to distinguish. The presented data supports also the universality of the conductance distribution in the intermediate regime: P (g) is a function of only L z /l in the Q1D scenario (l is the mean free path), independent on the topology of the cross section. For the scenario II, I(1) for cubes and squares has a different g -dependence. This is not a surprise, since the spectrum of zs depends on a dimension of the system [14] . Nevertheless, for the given dimension, data scales to the same curve indicating that P (g) is again a unique function of only one parameter.
In conclusion, we have shown that the form of the conductance distribution in the intermediate regime depends on the way how system reaches the insulating regime from the metallic one. This is due to the different form of the spectra of parameters zs. In weakly disordered quasi-one dimensional systems the spectrum of zs is linear independently on the dimension and on the length of the system. In the cubic geometry, however, the form of the spectrum changes and becomes also the system dimension dependent when the disorder increases. This difference in the spectra must be taken into account in any theory which contents to describe the metal-insulator transition.
