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ABSTRACT 
Decision-making Model for Reuse of Highway Bridge Foundations 
by  
Ehssan Hoomaan 
Advisor: Prof. Anil K. Agrawal 
According to the 2019 National Bridge Inventory data from Federal Highway 
Administration, the average age of highway bridges in the U.S.A. is 45 years, with almost 43% of 
existing highway bridges being older than 50 years, and eight percent of all U.S. national highway 
bridges being in poor condition. Foundation and substructure of existing highway bridges (over 
land and water) may have significant functional values even after being under service for decades. 
Reusing an existing bridge foundation during the reconstruction of a bridge (e.g., major 
rehabilitation, retrofitting, replacement of superstructure and substructure, and addition/removal 
of a span) has the potential for significant savings on total cost and construction time. However, 
because of uncertainties in the evaluation of integrity, durability, and load-carrying capacity of 
an existing foundation, an inevitable level of risk is inherently associated with their reuse. This 
risk may weigh on potential benefits of reuse of a bridge foundation during the decision making. 
Therefore, developing a comprehensive framework and procedure for studying the feasibility of 
foundation reuse is an important step in the foundation reuse decision process. In particular, 
bridge owners need to have an estimation of various risks associated with available options during 
a reconstruction project (i.e., fully reuse, partial reuse, and no- reuse).  
iv 
In this dissertation, a decision-making framework is developed to evaluate the feasibility of 
reusing an existing foundation and substructure of highway bridges. This framework incorporates 
three factors including safety, cost, and environmental impacts of reusing an existing foundation 
and compares the available alternatives to find the most feasible alternative. Four general options 
in bridge reconstruction projects are defined. The time-dependent probability of failure, time-
dependent consequences of failure, and subsequently time-dependent safety risk associated with 
available options are estimated using a comprehensive reliability-based approach. In the next step, 
bridge life-cycle costs of each of the options are estimated using deterministic and probabilistic 
approaches. Later, the environmental impacts of each option are estimated using Life-cycle 
Environmental Impact Assessment (LCIEA). The combination of results of risk analysis, bridge 
life-cycle costs analysis, and environmental impacts assessment of all options are used to compare 
the reuse attractiveness of four options. The comparison is conducted by implementing a pairwise 
comparison technique to incorporate three criteria of safety, life-cycle costs, and environmental 
impacts of each option. The final decision on the reuse of an existing bridge foundation is made 
using the Analytical Hierarchy Process (AHP). Finally, Oxford Valley Road Bridge over US-1 in 
Bucks County, PA is used as a case study to demonstrate application of the proposed framework.  
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CHAPTER 1. INTRODUCTION 
1.1 Introduction 
This chapter presents the research background, problem definition, motivations, aim, and 
objectives of the study and a quick overview of methods employed in addressing them.  The 
chapter concludes with the dissertation outline. 
1.2 Background to Research 
Restoring and improving the urban infrastructure have been identified as one of the 14 grand 
challenges of the engineering world in the 21st century (NAE 2017). As per the 2018 National 
Bridge Inventory data, 8% of bridges (47,054 out of 616,096) are in poor condition, 15% bridges 
are older than the average design age of 70 years and almost 43% of existing highway bridges are 
older than 50 years (see Figure 1.1) (FHWA 2019). Replacement or significant rehabilitation of 
these bridges, particularly those in urban areas, is challenging because of challenges associated 
with mobility and traffic demands. Management of aging infrastructure is, therefore, one of the 
most important challenges for transportation agencies across the US and other parts of the world. 
As the transportation infrastructure ages, existing bridges will need to be rehabilitated or replaced, 
depending on the level of deficiency. In many cases, bridges will require superstructure 
replacement, while the foundation still may have a significant functional value.  
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Figure 1.1 .Age distribution of national bridges in the U.S.  
Reuse of bridge foundations can result in significant time and cost savings. Foundation reuse is 
particularly attractive for bridges in densely populated urban areas or on important routes where 
a complete or partial closure of a bridge may lead to severe congestion and mobility problems. 
Reuse of a bridge foundation can also be an attractive option for the historical preservation of a 
bridge or surrounding landscape. Foundation reuse offers numerous unique economic, social, and 
environmental incentives that can be leveraged to facilitate rapid superstructure replacement 
through accelerated bridge construction (ABC). Davis et al. (2018) have reviewed the application 
of bridge foundation reuse in ABC projects.  Another strong justification for reuse may be made 
on the basis of the proven performance of the foundation during its initial service life and its 
potential for additional life. Tremendous benefits of foundation reuse have already been 
demonstrated through numerous bridge superstructure reconstruction projects executed in 
different parts of the United States during the last 10 years.  
Agrawal et al. (2018) have defined foundation reuse as follows: use of an existing foundation or 
substructure of a bridge, in whole or in part, when the existing foundation has been evaluated for 
3 
new loads. In their definition, foundation includes all components of substructure above and below 
the ground. Figure 1.2 illustrates four different options available when replacing an existing bridge 
foundation.  
Option 1: Install a new foundation on a new 
alignment 
Option 2: Install a new foundation on the existing 
alignment 
Option 3: Reevaluation and reuse existing 
foundation 
Option 4: Reuse existing foundation by 
strengthening it  
Figure 1.2. Foundation reconstruction options (Agrawal et al. 2018). 
Option 1 involves the construction of a new foundation on a new alignment while avoiding the 
existing foundation. Construction of the new elements does not interfere with the existing 
foundation or impact user mobility (although there may be mobility impacts while switching to 
the new alignment). In Option 2, the existing alignment is maintained, although on new 
substructure elements. The new substructure elements may be constructed with the original bridge 
in service, or after closure to traffic. This option may require the demolition of existing 
substructure elements prior to reconstruction. In Option 3, the existing foundation is reused as is, 
with or without minor repairs such as patching or chloride removal. In Option 4, foundations are 
4 
reused with some form of retrofitting or strengthening. Options 3 and 4 illustrate the case of 
foundation reuse. These options may contain substructure elements not depicted in figure 1.2 that 
may or may not be suitable for reuse.  
Therefore, in all bridge reconstruction projects, the value engineering approach is used to select 
the most attractive alternative. A foundation reuse decision model is a systematic process that 
enables bridge owners and agencies to make an optimal decision on foundation reuse. Picking the 
safest, most economical option requires a comprehensive evaluation of different aspects of each 
alternative. Since the required information may be either impossible or expensive to collect during 
initial and preliminary stages of the decision-making procedure, the implementation of a 
hierarchical process can save time and money. At the beginning of the decision-making process, a 
comparison between available alternatives is performed by using a minimum level of information 
or readily available data. Subsequently, more detailed data is acquired for the remaining options 
and this procedure is continued until the optimal option is identified. 
Reuse of bridge foundations potentially offers numerous economic, environmental, and social 
benefits that can drive the decision-making process. In many cases, competing replacement/reuse 
alternatives may offer various benefits that may be difficult to objectively compare and quantify. 
To have a better understanding of the advantages of foundation reuse, the underlying drivers can 
be lumped into three categories: economic, environmental, and social. These three areas are shown 
in Figure 1.3.  
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Figure 1.3. Three areas of a sustainable solution in foundation reuse 
The idea of reusing an existing foundation is not limited to bridges only. In fact, it was firstly 
experienced with building foundations. A literature review on the reuse of building foundations 
shows that there are five methods to evaluate and analyze foundation reuse potential: SPeAR 
method (Strauss et al. 2007), modified SPeAR method (Laefer 2011), RuFUS method (Butcher et 
al. 2006a), CIRIA method (Butcher et al. 2006b) and the hybrid method (Laefer and Farrell 2014). 
The modified SPeAR method considers the main drivers for reuse and provides a level between 1 
and 6. Levels 1-3 indicate a high potential for reuse and levels 4-6 indicate the little potential for 
reuse. RuFUS has provided decision making flowcharts on the reuse of both shallow and deep 
foundations. This method does not highlight the importance of individual site constraints and the 
capacity of the existing foundations. The CIRIA method considers the compatibility of new and 
existing foundations, the capacity and reliability of the foundations, and the available alternative 
foundation solutions. A hybrid method proposed by Laefer and Farrell (2014) combines the three 
approaches discussed above (modified SPeAR, RuFUS and CIRIA methods) in two steps by 




Since the profitability of reusing an existing foundation of a bridge is considered in economic, 
environmental, and social areas, a decision-making process should be able to somehow cover all 
these three areas. In a survey of 62 transportation agencies (50 U.S. DOTs, the District of 
Columbia, Puerto Rico, and ten Canadian provinces) conducted by Boeckmann and Loehr (2017), 
78% of responders reported economic considerations as the first motivation for foundation reuse. 
The direct cost savings of a bridge reconstruction project due to the reuse of an existing foundation 
can be achieved during planning, design, and construction phases. For instance, the reuse of the 
Lake Mary Bridge (Willow Valley Creek) foundations and substructures in Coconino National 
Forest, Arizona resulted in saving $500,000 in construction cost and 3 months in construction 
time (CFLHD 2015). 
 
Figure 1.4. Foundation reuse application in the U.S., Canada, and Puerto Rico 
 (Boeckmann and Loehr 2017) 
1.3 Problem Definition and Research Objectives 
The aspects that need to be addressed in a decision-making model for highway bridge foundations 
reuse can be established considering the three categories depicted in Figure 1.3 and the important 
drivers discussed in the aforementioned report by Boeckmann and Loehr (2017). The general 
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aspects can be classified into economic, technical, environmental, and social categories. Therefore, 
the key question in the reconstruction projects, where the geometrical alignment of the new and 
existing substructure is the same, centers around the feasibility of the reuse of an existing 
substructure and/or foundation.  Answering this question requires breaking the feasibility issue 
into four basic components, as illustrated in Figure 1.5. 
 
Figure 1.5. Important aspects of the feasibility of foundation reuse  
One of the main drivers of any infrastructure project is the economic feasibility which is also a 
major motivation for reuse.  Consequently, one sub-question addresses the life-cycle costs of a 
bridge during reuse scenario. Technical feasibility of reuse has two parts: (i) the sufficiency of the 
structural and geotechnical capacity of the existing substructure and foundation when they are 
being reused for a newly constructed superstructure and (ii) constructability of a proposed reuse 
option.  The sufficiency part is addressed by posing questions related to the safety risk of reuse. 
Since addressing constructability issue requires more detailed information, such as design details, 
drawings, construction plans, etc., it is not addressed in this dissertation.  The environmental 
impact /sustainability of reuse is the subject of the next question regarding the feasibility of reuse. 
The social impacts of a construction project may also affect the decision of reusing a bridge 









might require some information that is not available for the bridge reconstruction projects, this 
aspect is not considered here. Based on the discussion above, four major aspects in Figure 1.5 can 
be broken down to the following sub-questions:  
• Is the reuse of an existing substructure and/or foundation feasible? 
1. Is reuse financially feasible? 
2. Is reuse feasible from the safety point of view? 
3. Is reuse sustainable and environmentally friendly? 
The main objective of this research is focused on answering these questions. 
1.4 Research Plan 
As it is illustrated in Figure 1.6, the decision-making process starts with checking the geometrical 
compatibility of the new and existing alignments and subsequently defining possible options and 
alternatives. After specifying the available options (not reuse, reuse as-is, and reuse with 
enhancement), two main steps are needed to be taken (i) a desk study which may reveal the 
existing gaps in available information and will provide a preliminary determination of the current 
state and past performance of the foundation, (ii) setting up an analytical hierarchy process (AHP) 
including the time-dependent risk estimation, life-cycle cost analysis, and environmental impact 
assessment of each option. In the AHP method, the construction of comparison matrices requires 
calculating the ratio scales of the relative importance of criteria and the pair-wise comparison 
values. The ratio scales of relative importance––relative weight of criteria––are determined based 
on the relative contribution of each factor to the objective using expert opinions. In this research, 
the pair-wise comparison values for the safety, cost, and environmental impacts are calculated by 




Figure 1.6. Reuse decision-making procedure  
This study implements the defined options by Agrawal et al. (2018) and develops a decision-
making framework. This research is composed of five phases. In the first phase, a time-dependent 
risk analysis approach is developed, and the time-dependent safety risk profiles of the defined 
options are estimated. In the second phase, the life-cycle costs of defined options are calculated 
using deterministic and probabilistic approaches. In the third phase, the environmental impacts 
of options are assessed using environmental impact assessment methods. In the fourth phase, an 
analytical hierarchy process is developed to compare defined options. And finally, in the last phase, 
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a real case example is used to show the implementation of the developed decision-making 
framework.  
In the first phase, the time-dependent risk is calculated by the combination of the time-dependent 
probability of failure and time-dependent consequences of failure. The bridge system time-
dependent probability of failure is calculated following the procedure shown in Figure 1.7. It starts 
with identifying the random variables for the given bridge structure system and assigning the 
proper probability distribution function (PDF) and associated parameters to each random 
variable. Next, using a proper sampling technique, n unique sets of samples are generated from 
random variables and the bridge is automatically designed from each set of sample variables. In 
the next step, the finite element model of each bridge is created and analyzed. Following the 
previous step, proper probabilistic distributions are fitted to the results of FE analysis, and using 
numerical simulations, the probability of failure and reliability index of the bridge system are 
calculated. This procedure will be repeated for different time steps and finally, a time-dependent 
probability of failure for the bridge system is obtained.  
11 
 
Figure 1.7. Time-dependent system probability of failure calculation flowchart 
The time-dependent probability of failure obtained following the procedure depicted in Figure 1.7 
combined with the consequences of failure, gives the time-dependent safety risk of defined options. 
The monetary values of bridge collapse consequences are estimated within time considering the 
inflation ratio.  
1.5 Structure of the Dissertation 
This thesis includes 7 chapters. In Chapter 1, the research background, objectives, questions, and 
plan are presented. In Chapter 2, the theory of risk and reliability analysis are discussed. In this 
12 
chapter, the failure mechanism of typical bridge substructure systems and foundation are defined. 
Chapter 3 discusses the application of environmental impact assessment in bridge construction 
projects and then its implementation in reuse projects. In Chapter 4, the life-cycle costs analysis 
of bridges is presented and the related issues to usage of LCCA in bridge foundation reuse are 
discussed. Chapter 5 presents the multi-criteria decision-making (MCDM) methods focusing on 
Analytical Hierarchy Process (AHP). In Chapter 6, a real case example (Oxford Valley Bridge) is 
used to show the application of the developed decision-making framework. Finally, the main 
findings, general conclusion, and potential future work of this study are presented in Chapter 7.  
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CHAPTER 2. RISK ASSESSMENT IN FOUNDATION REUSE 
2.1 Introduction 
U.S. Project Management Institute (PMI) defines risk as an uncertainty that can affect project 
objectives (such as safety, cost, and time) negatively or positively (PMI 2017). The uncertainty 
can be about the occurrence of an event in the future or the impact of that event on project 
objectives if it does occur. In the engineering society, the risk associated with a hazard is 
understood as the probability of occurrence of the hazard in combination with the consequences 
of that hazard. Injury, or loss of life; reconstruction costs; loss of economic activity, and 
environmental losses are the consequences to be taken into account due to structural collapse. 
Reusing an existing foundation, similar to any other construction project, is associated with risks. 
In addition to the regular risks of a civil project, due to the inherent uncertainties in reusing a 
foundation, some additional risks may be imposed. The uncertainties in foundation integrity, 
durability, and load capacity (structural and geotechnical) assessment are the main sources of the 
safety risk. If the uncertainties in the evaluation of the most current condition of a foundation are 
not taken into account or mitigated, failure of the reused foundation can be plausible. In the cases 
that a newly constructed superstructure is placed on an existing foundation, evaluation of 
remaining service life without undergoing any safety concerns could be associated with some risks.  
Due to the difference in the need for constructing new elements, level of existing condition 
assessment, and construction methods, each option may have different sources of risk.  Since 
Option 1 involves the installation of completely new foundation elements, there are few risks 
associated with the condition of the existing bridge. The risks that impact Option 1 alternatives 
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primarily revolve around the impacts of the new construction near the existing construction. These 
activities can cause accidental damage to the existing foundations, which are often in-use. If 
damage were to occur to the existing foundation, there would be potential impacts such as safety 
implications for workers and users of the existing bridge, mobility impacts from lost usability of 
the existing bridge, cost impacts, and scheduling impacts. In addition, Option 1 bridges generally 
require some form of right-of-way (ROW) realignment that can prevent risks to user mobility if 
problems arise during the realignment. Option 2 bridges also involve the installation of completely 
new foundation elements, eliminating the impact of the condition of the existing bridge. Since the 
existing construction will be demolished prior to the new construction, the potential impacts on 
user safety and mobility during construction are avoided. The demolition of the existing 
foundation may impact the surrounding environment and could result in release of debris and 
pollution without adequate control. Since the ROW will be closed during construction and 
reconstruction, scheduling delays can have outsized impacts on user mobility, as the ROW is 
unusable during the entirety of construction. Option 3 alternatives are subjected to additional 
risks due to the use of existing components that may be of uncertain initial quality, condition, or 
design. Existing elements may have unknown properties, including material strength, 
reinforcement layout, or geometry. Design plans of the existing foundation may not match the as-
built condition or may not be available at all.  The existing system may lack key test data that 
would normally be obtained for new construction, including testing of driven piles or concrete 
specimens. The existing elements may have degraded or become damaged during their initial 
lifespan. Infiltration of chlorides can impact the remaining lifespan of existing concrete elements, 
steel elements may have begun to experience corrosion, and timber element may have begun to 
experience decay.  Option 4 bridges are subjected to many of the same risks as Option 3 bridges 
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due to the use of existing components. The strengthening process introduces additional scheduling 
and design risks during the strengthening phase that can impact the overall suitability of the 
design alternative. The use of strengthening can also mitigate some of the risks associated with 
reusing an existing design. Option 4 bridges may also be subjected to additional risks that arise 
during the strengthening process, especially when the strengthening is performed on in-service 
bridges. 
Not all various abovementioned risks of foundation reconstruction or reuse options can be 
estimated and quantified. However, since the main concern in any structural system is safety, in 
this chapter the risk associated with the safety of available options is estimated. Safety risk 
analysis is often associated with reliability analysis; however, these two are not the same concepts. 
Risk analysis is a process of assessing the possible unwanted future scenarios throughout the life 
cycle of a structural system. The results from reliability analysis can be used in risk analysis to 
evaluate the consequence of failure as one of the possible scenarios. Structural reliability analysis 
is concerned with the estimation of the probability of limit state violation for a structural system 
during its life. In particular, the study of structural safety is concerned with the violation of the 
ultimate or safety limit states for the structure. Since the probability of limit state violation can 
change over time, the safety of a structural system should be evaluated as a time-dependent 
concern. Time-dependent reliability and risk analysis of bridges have been widely studied.  For 
example, Thoft-Christensen et al. (1996) studied the change in probability of failure and reliability 
index of concrete slab bridges over time. The probability of failure was evaluated by considering 
both strength and serviceability limit states (collapse and crack) using a case example of an 
existing bridge in the UK. Stewart and Rosowsky (1998) developed a reliability analysis model by 
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including factors such as interaction between transverse cracking, diffusion of chlorides, and 
corrosion initiation; design specifications; and, serviceability limit states to evaluate probabilities 
of structural and serviceability failures for a typical reinforced concrete bridge slab. They 
performed time-dependent reliability analysis of a three-span RC slab bridge and found that the 
application of deicing salts causes significant long-term deterioration and reduction in structural 
safety. Enright and Frangopol (1998) studied the loss of flexural strength of concrete bridge beams 
due to corrosion of steel reinforcement using a probabilistic approach that considered the effects 
of variables, such as corrosion rate and corrosion initiation time. Vu and Stewart (2000) used a 
structural deterioration reliability model to estimate the probabilities of structural failure of 
bridges. They also proposed their own reinforced concrete corrosion initiation, corrosion rate, and 
time-variant load models. They implemented the developed model in a typical reinforced concrete 
slab bridge subject to adverse environmental conditions and found that concrete cover and water-
cement ratio have a large influence on the probabilities of collapse. Stewart (2001) presented an 
overview of the concept, methodology, and applications of risk-based assessments of bridges. The 
risk-based methodology was applied in two case examples using time-dependent reliability analysis 
to estimate the relative safety of bridges. Akgül and Frangopol (2004) incorporated the time-
dependent reliability index and load rating of bridge superstructures located within an existing 
bridge network in the Denver metropolitan area, Colorado. They considered a live load model and 
deterioration models for concrete and steel due to environmental factors. They also provided a 
time-dependent rating–reliability envelope for quantifying the interaction between rating and 
reliability of individual bridges within a bridge network. Czarnecki and Nowak (2008) developed 
time-variant reliability models for steel girder bridges under three levels of corrosion. They found 
that the system reliability is much higher than the girder reliability because of uncorrelated girder 
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resistances. They also performed a sensitivity analysis on the important parameters related to 
steel and concluded that the bridge reliability over time decreases much more for shorter spans 
compared to longer spans. Decò and Frangopol (2011) presented a framework to estimate the 
time-dependent direct and indirect risks of highway bridge superstructure under multiple hazards 
including live load, earthquake, and scour, and applied it to a 5-span continuous steel girder with 
reinforced concrete deck bridge in Wausau, Wisconsin. Saydam and Frangopol (2011) presented 
a framework for the computation of time-dependent performance indicators of bridge 
superstructures including reliability, vulnerability, robustness, and redundancy. They used I-39 
Northbound Bridge over Wisconsin River, which is a five-span steel girder bridge, as a case study. 
They found that generally, at the early stages of lifetime, the live load increase is dominant; 
however, the effect of corrosion becomes more dominant as section loss due to the corrosion 
becomes significant at later stages. Zhu and Frangopol (2012) investigated the time-dependent 
reliability of the superstructure of Bridge E-17-AH in Denver, Colorado. The time-dependent risk 
was estimated to the deterioration of steel girders.  
A common feature of the above studies is the use of a time-dependent reliability index and 
probability of failure to evaluate bridge superstructures by considering hazards, such as steel 
corrosion and increase in live load.  Bridge substructures and foundations were not explicitly 
included in the risk analyses performed. This chapter presents a framework that evaluates the 
time-dependent and annual probability of failure for foundation reuse and reconstruction options 
by considering steel corrosion and live load increases. Calculation of the probability of failure is 
the first step in risk assessment and is performed using the reliability theory in structural 
engineering. The basic reliability problem and required concepts are discussed in section 2.3. The 
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second step of risk assessment is the evaluation of failure consequences which will be discussed in 
section 2.7. 
2.2 Uncertainties in Engineering 
In quantitative uncertainty analysis, two types of uncertainties are used: aleatory and epistemic 
uncertainty. Aleatory uncertainties refer to the intrinsic  and natural randomness of physical 
quantities is not due to the lack of knowledge, and cannot be reduced. For example, extreme 
events such as earthquakes, wind, flood, etc. have random nature and regardless of the level of 
knowledge, cannot be certainly predicted. Aleatory uncertainty arises from the natural variation 
and the scientific uncertainty in the model process. For example, the imperfection in measuring 
tools, equipment, techniques, and theories of soil mechanical properties, creates uncertainty in the 
estimation procedure. Aleatory uncertainty is generally quantified by a probabilistic approach 
when sufficient data is available to estimate all statistical characteristics and distribution type for 
each uncertainty. Epistemic uncertainty can arise from many sources such as unknown dependency 
relationships, limited experimental data, quality issues, inconsistent measurement data, model 
uncertainty, and non-detects in measurements. (Helton and Oberkampf 2004; Hoffman and 
Hammonds 1994). Aleatory and epistemic uncertainty can be also described as a measure of 
randomness and degree of belief, respectively. Aleatory uncertainty is irreducible and usually is 
modeled with random variables by probabilistic approach, however, epistemic uncertainty is 
reducible and is modeled by the Bayesian approach or imprecise probability.  
To address these uncertainties, the modern design codes have been developed based on the 
probabilistic approach (i.e., LRFD). The load increasing and strength decreasing factors are 
calibrated considering the accepted consequences of a structure failure (i.e., human fatalities; 
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economic, political, and social losses). Although a foundation is designed according to the currently 
available code (either LRFD or ASD), by the passage of time, deterioration of structural 
components (aging or corrosion), increase in live load (e.g., growing demand of traffic volume), 
and probable occurrence of extreme events may jeopardize structural safety. In order to reuse an 
existing foundation, it should be assured that the current condition of foundation components 
meet LRFD reliability criteria. If the foundation has been designed based on any LRFD method, 
two cases are presumable: loads increase, and loads do not change. If loads of 
reconstructed/replaced superstructure are kept constant, no further risk than what was accepted 
in primary design will be imposed on the foundation through reuse. In other words, since the 
existing foundation has been under service without showing any problem, reusing it will not be 
associated with a new risk in terms of bearing capacity. If the new superstructure loads increase, 
since the existing foundation is supposed to maintain greater loads than what used to it, reusing 
of the foundation will be associated with new risks due to the estimation of reserved or increased 
capacity. The source of this risk is the uncertainties in the evaluation of the presumed extra 
capacity using different available methods. 
2.3 The Basic Reliability Problem 
In the most basic case of structural reliability analysis, load effect (Q) and resistance (S) are single 
variable functions. If load effect and resistance have the known probability density function (PDF) 
of fQ and fS, respectively; the probability of failure of a structural element––the probability of 
undesired performance occurs––can then be written as follows: 
= ≤ = − ≤ = ≤( ) ( 0) ( / 1)fp P S Q PS Q PS Q  Equation 2-1
In a general form, the probability of failure is expressed as in Equation 2-2. 
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( )( , ) 0fp P g S Q= ≤  Equation 2-2
where g is margin/performance/limit state function and the probability of failure is identical with 
the probability of limit state violation. If S and Q are continuous random variables with the 
general density functions of fS and fQ, respectively and joint density function of fSQ(s, q), the failure 
probability may be written as: 
= − ≤ = ( 0) ( , )f SQ
D
p P S Q f s q dsdq  Equation 2-3
If S and Q are independent, the joint density function becomes fSQ(s,q) = fS(s)fQ(q) and then 
Equation 2-3 can be written as:  
+∞ ≥
−∞ −∞
= − ≤ =  ( 0) ( ) ( )
S q
f S Qp P S Q f s f q dsdq  Equation 2-4
Considering the cumulative distribution function of a random variable, Equation 2-4 can be 
written as:  
+∞
−∞
= − ≤ = ( 0) ( ) ( )f S Qp P S Q F x f x dx  Equation 2-5
Where FS(x) is CDF of resistance. This equation also is known as a ‘convolution integral’. By 
taking the integral over all x, the total failure probability can be obtained. In Figure 2.1.a, the 
marginal density functions fQ and fS are shown on the same axis. The shaded area in Figure 2.1.b 
shows the unsafe region meaning the resistance is less than load. The concept of reliability index, 
β, is also shown in these figures. The farther μS and μQ, the greater reliability index and the smaller 
probability of failure.  
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a) PDF of load effect and resistance b) PDF of limit state function 
Figure 2.1.Basic definition of reliability index for a single random variable 
Through the integration of fS( ) in Equation 2-4, the order of integration was reduced by one, but 
this only is possible if S and Q are independents which is not a general case. For a few distributions 
of S and Q it is possible to integrate the convolution integral in Equation 2-5 analytically. The 
simplest case is when Q and S have normal distributions with means μQ and μS and standard 
deviations of σQ and σS, respectively. The limit state function is Z = S – Q and then has a mean 
and standard deviation given by well-known rules for addition (subtraction) of normal random 
variables.  
μ μ μZ Q S= +  Equation 2-6 
2 2
Z Q Sσ = σ + σ  Equation 2-7 
Then, Equation 2-1 is written in the form of Equation 2-8. 
μ μμ
σ σ σ
 − − −  = − ≤ = ≤ = Φ = Φ   +   
2 2
( )0( 0) ( 0) S QZf
Z S Q
p P S Q P Z  Equation 2-8 
where Φ( ) is the standard normal distribution function and /z zβ = μ σ  is the reliability index.  
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In many cases, it may not be possible to reduce the structural reliability problem to a simple 
resistance versus load formulation with S and Q independent random variables. In general, 
resistance is a function of material properties and element or structure dimensions, while load 
effect is a function of applied loads, material densities, and dimensions of the structure, each of 
which may be a random variable. Also, S and Q are not always independent, such as concrete 
slender column axial capacity or when the same dimensions affect both S and Q. In this case, it 
is not valid to use the convolution integral. In addition to the complexity of random variables, a 
bridge is composed of many members with various limit state functions. A bridge collapse normally 
originates from the failure of critical members, sections, connections, etc. The weakest member or 
section controls the failure. As it was noted earlier in section 2.3, failure at a section occurs when 
the demand exceeds the capacity at that section. This failure is called local failure, however, a 
local failure does not necessarily result in the collapse of the entire bridge. On the other hand, a 
local failure may occur due to different load effects with different behavior. Each local failure 
mechanism is called a failure mode. For example, a typical beam section has two primary failure 
modes: flexural failure mode and shear failure mode. The probability of failure for the failure mode 
i can be written as:  
[ ] [ ]0 0 12( ) , ,...,if i i iP P g PC D i k= ≤ = − ≤ =  Equation 2-9
where ( )ifP  is the probability of failure for the failure mode i, 
gi is the performance function, 
Ci and Di are capacity and demand function associated with failure mode i, respectively. 
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The probability of the local failure at a certain location depends on the probability of failure of 
all possible failure modes at that location. By assuming each failure mode is independent, the local 










=   Equation 2-10
Practically, when a structure is proportionally loaded, the probability of failure of one mode is 
dominant and the other modes have relatively small probabilities of failure (Gao 2013). Hence, 
the probability of local failure can be approximated by the maximum probability of failure among 




f loc f locP p =    Equation 2-11
After calculating the local probability of failure of a member for a critical section, the system 
probability of failure needs to be evaluated.  System failure is the ultimate mechanism of a bridge 
structure, depending on system characteristics such as redundancy, the location, and the 
probability of local failures. Therefore, the probability of failure of a multi-component system such 
as a bridge involves multiple modes of failures. The failure and survival of the whole bridge can 
be expressed as a combination of failure or survival events in a series (union) and/or in parallel 
(intersection). Correlation and load distribution make the calculation of the failure probabilities 
of combined systems using the exact solution a difficult task and therefore, approximations are 
necessary. Lower and upper bounds of the corresponding failure probabilities could be useful and 
form approximate solutions. The failure probabilities bounds for N performance modes connected 
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where Pfi the failure probability of the ith mode, and the lower and upper limits correspond to fully 
correlated and non-correlated modes, respectively. Similarly, the failure probabilities bounds for 










≤ ≤∏  Equation 2-13
Theoretically, the probability of failure of a series structural system can be calculated using the 
following integration (Haldar and Mahadevan 2000): 
, 1 2 1... ( , ,..., ) ...f sys X n nP f x x x dx dx=    
Equation 2-14
where fX(X) is the joint PDF of the random variables. If the random variables are statistically 
independent, then the joint probability density function may be replaced by the product of the 
individual probability density functions in the integral. In general, the joint probability density 
function of random variables is practically impossible to obtain. Even if this information is 
available, evaluating the multiple integral is difficult. Similar to the probability of failure, the 
reliability index can be defined for a component and a structural system. By using Equation 2-14, 
the reliability index of a system, βsys is given by: 
( )1 ,1sys f sysPβ −= Φ −  Equation 2-15
where Φ is the standard normal cumulative distribution function (CFD) and Pf,sys has been defined 
previously. The solution of Equation 2-15 is not always a straightforward task. In the cases with 
explicit limit state function or random variables with different probability distributions, the 
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solution cannot be found either analytically or numerically. In these cases, several alternative 
methods have been proposed to solve this equation:  
• Analytical/numerical methods of integration 
• Simulation methods (e.g., Monte Carlo, Latin Hypercube) 
• Approximate methods (e.g., FOSM, SORM, AFOSM) 
Although solving Equation 2-14 or Equation 2-15 by direct integration or implementing the 
numerical method using software packages such as MATLAB or MAPLE is possible, for more 
complicated cases with various random variables, it would not be feasible. Therefore, the 
remaining two methods can be used.  
Simulation is a numerical process of repeatedly calculating a mathematical or empirical operator 
in which the variables within the operator are random or contain uncertainty with the prescribed 
probability distribution.  Defining the required number of simulations to achieve a properly 
accurate and acceptable solution is a trial process and depends on the behavior of the actual result. 
A good approach could be drawing the expected value and the variance of the result as a function 
of the number of simulations to get the solution converged  (Sánchez-Silva and Klutke 2016). 
Consequently, the computational cost of simulation is an essential problem. The computational 
cost increases with the number of variables and the complexity of the limit state function. 
Instead of trying to solve the exact form of Equation 2-14 or Equation 2-15, there are some widely 
used methods to solve the approximate forms of equations analytically. The most famous method 
is called First-Order Second Moment (FOSM) and Second-Order Reliability Method (SORM) 
approach. The FOSM method is also referred to as the mean value first-order second-moment 
(MVFOSM) method in the literature. The term first-order comes from a first-order Taylor series 
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approximation of the performance function linearized at the mean values of the random variables, 
and because it uses only second-moment statistics (means and variances) of the random variable, 
term second moment is used. Advanced first-order second moment (AFOSM), unlike FOSM, 
considers the distributional information of random variables. In these methods, the reliability is 
measured as a reliability index which is a function of the first moment and the second moment of 
the corresponding random variables in standard normal space. While FORM uses a linear 
approximation for the limit state function, SORM uses a quadratic approximation. SORM was 
proposed to improve FORM performance by incorporating a higher degree of approximation. One 
major disadvantage of these methods is that they use the equivalent normal distribution as an 
approximation to the original distribution. Also, the third moment (skewness) and higher moment 
are ignored in these methods. As a result, they are not applied to many complex real-life structural 
problems. 
2.4 Time-dependent Reliability  
In practice, the two random variables in Equation 2-1 can change over time. Thus, the probability 
of failure and can be written as a function of time:  
Consequently, the reliability index β also will be a function of time.  
where C(t) and D(t) are time-dependent capacity and demand, respectively, and are defined in 
section 2.6.1 and 2.6.2. Equation 2-16 is the simplest form of time-dependent analysis which is 
illustrated in Figure 2.2. Solving this equation is noticeably difficult because of the continuous 
[ ] [ ]( ) ( ) ( ) 0 ( )fp t P C t D t tβ= − ≤ = Φ −  Equation 2-16
( )β −= Φ −1( ) 1 ( )ft p t  Equation 2-17
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change of variables with time. The time-dependent reliability analysis, in Equation 2-16 represents 
a typical up-crossing problem. The reliability result depends on the time that the first occurrence 
of D(t) is expected to up-crossing a threshold value of C(t) sometime during a given period. 
 
Figure 2.2. Illustration of time-dependent resistance and load effects (Zhu et al. 2017) 
For an existing bridge substructure and foundation, the future performance of structure depends 
on the current performance and therefore, the conditional probability of failure is more 
representative. If a foundation survived until the time of assessment, it is more likely to have a 
proper condition and is a good indicator of its actual capacity and durability. According to this 
concept, Davis et al. (2018) proposed a method to update the capacity of individual piles based 
on previously observed loading to the pile group. This updating process is used to estimate the 
time-dependent probability of failure based on the annual probability of failure. The conditional 
probability that the substructure will fail in ti subsequent year that has survived for ti-1 years (also 
is referred to herein as annual probability of failure) can be written as:   
Therefore, the probability of bridge failure within the period of (ti-1,ti), denoted by ( )TIfp t , can be 
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Considering the one-year time interval and survival of the bridge till year t, and assuming of t-1 
independent non-failure events, the cumulative time-dependent failure probability ( )CTfP t  can be 
expressed as:    
where ′( )fp t is the annual failure probability, and i and j are time indices. In fact, Equation 2-20 is 
a cumulative updated probability of failure at year t given that bridge has not failed till year t-1.  
2.5 Failure Mechanism  
2.5.1 Piers and Columns 
As was mentioned earlier, the probability of failure of a structural system is calculated for the 
hazards. The hazard given by live loads combined with the presence of corrosion affecting the 
pier/abutment/pile steel reinforcement. In order to evaluate the probability of failure for the 
substructure and foundation, the failure mechanism of the abutment, pier, and foundation need 
to be defined. The result of a survey on the AASHTO member agencies by Liu et al. (2001) 
showed that the typical bridge substructure systems can be classified under four typical bent 
types: pier wall, single-column bent, two-column bent, and multicolumn bent. Since the bents are 
designed as columns with lateral loads, the failure mode of a column can be assumed.  Under 
normal load conditions, the shear rarely governs the design of the column for conventional bridges 
because the lateral loads are usually small compared to the vertical loads (Chen and Duan 2014). 
Depending on the pier column's boundary condition, the critical section can be at base, or mid-
− − − − ′   = − = − = −   1 1 1 1( ) ( ) ( ) 1 ( ) ( | ) 1 ( ) ( )
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height of columns. In order to determine the probability of failure due to the increased live load 
of a reused substructure, a combined combination of series and parallel systems of superstructure, 
substructure, and foundation should be considered. 
The strength of reinforced concrete columns under the biaxial bending moments is widely 
calculated using the load contour method and the reciprocal load method developed by Bresler 
(1960). For reinforced concrete piers, the combined axial and moment capacity should be 
investigated through the use of an interaction diagram. Article 5.7.4.5 of AASHTO (2017) based 
on the magnitude of the applied axial force on the section, provides approximate expressions for 
the design of noncircular members subjected to biaxial bending. The limit state equation for 
combined axial force and biaxial bending of bridge pier columns are:  
If the factored axial load, 0.10u c gP f Aφ ′>  
, ,( ) ( ) 0EC rxy ij ED u ijU P t U P t− =  Equation 2-21
And if 0.10u c gP f Aφ ′≤  
 
+ =  
 , ,
( )( ) 1
( ) ( )
uyED ux
EC rx ij ry ij
M tU M t




UEC and UED are the epistemic uncertainty coefficient associated with the axial and flexural 
capacities and demands, respectively (Decò and Frangopol 2011); 
Prxy is factored axial resistance in biaxial flexure calculated using Equation 2-23,  
Pu is factored applied axial force;  
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Mrx and Mry are uniaxial factored flexural resistance of a section about the x-axis and y-axis, 
respectively;  
Mux and Muy are factored applied moment about the x-axis and y-axis, respectively;  
i and j are identification numbers of each critical section and pier column, respectively; and 
t is time.  
1 1 1 1
rxy rx ry oP P P Pφ
= + −  Equation 2-23
where  
0.85 ( )o c g st y stP f A A f A′= − +  Equation 2-24
Prx is factored axial resistance determined on the basis that only eccentricity ey (i.e., Mux/Pu) is 
present  
Pry is factored axial resistance determined on the basis that only eccentricity ex (i.e., Muy/Pu) is 
present  
For steel columns undergoing combined flexure and axial loads, AASHTO LRFD A6.9.2.2 
stipulates two conditions depending Pu/Pr ratio. If Pu/Pr < 0.2, the limit state is described by 
Equation 2-25: 
, , ,
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And if Pu/Pr ≥0.2, then the limit state equation is:   
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Pu is the factored axial load, 
Pr=ϕcPn is factored compressive resistance, Pn is nominal compressive resistance as specified in 
AASHTO A6.9.4.1.1 and ϕc resistance factor for compression, 
Mrx is the factored flexural resistance about the x-axis taken equal to ϕf times the nominal flexural 
resistance about the x-axis, 
Mry is factored flexural resistance about the y-axis taken equal to ϕf times the nominal flexural 
resistance about the y-axis, 
Mux is the factored flexural moment about the x-axis, 
Muy is the factored flexural moment about the y-axis, 
ϕf is the resistance factor for flexure 
2.5.2 Pier Cap 
The pier cap is considered as a beam with an acting moment about the strong axis. Therefore, 
two limit states are applicable for estimation of the probability of failure: i) flexural limit state as 
in Equation 2-27  and ii) shear limit state as in Equation 2-28  
, ,( ) ( ) ( ) 0i EC n i ED u ig x U M t U M t= − =  Equation 2-27
, ,( ) ( ) ( )j EC n S j ED u S jg x U V t U V t− −= −  Equation 2-28
where Mn is flexural moment capacity of pier cap, Mu is the ultimate applied moment, and i is the 
identification number of each critical section. 
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2.5.3 Pile Group Foundation 
In bridges, driven piles are predominantly used in groups as a deep foundation system for 
substructures. A group of piles interacting with a pile cap form a redundant system working 
against the loads. In a pile group, capacity exceedance of an individual pile does not necessarily 
yield to the group failure (Zhang et al. 2001). Load redistribution among the individual piles, 
through the soil and the pile cap may cause a significant increase in pile group reliability. 
Unsatisfactory performance of a group pile can be either a result of strength or serviceability limit 
state violation. The strength limit state is divided into two types: structural limit state and 
geotechnical limit state. The structural limit state refers to a pile structural capacity calculated 
as a concrete/steel column with zero unbraced length (local and global buckling can be considered 
where piles are partially exposed or driven in extremely soft soil). Therefore, Equation 2-21 to 
Equation 2-26 can be used for structural limit state of the drilled shaft and driven piles. The 
serviceability limit state is the movements of pile group not exceeding the maximum tolerable 
settlement for substructure. In this case, only vertical movement (settlement) is considered. Since 
vertical deflection of the pile cap is system-level parameters representing the global behavior of 
the pile group supporting the structure, the system-level reliability due to serviceability limit 
states is calculated considering the vertical deflections of the pile cap (see Figure 2.3). 
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Figure 2.3. Pile group system performance modes 
In a pile-supported bridge, a parallel resistance mechanism provided by the redundant resistance 
of multiple piles usually, prevents the collapse of the overall bridge system due to the failure of a 
single pile. Each pile can be considered as a structural element and thus a group of piles can be 
considered to constitute a parallel system. A pile group foundation can be considered as a mixture 
of parallel and series systems for reliability analysis. 
Since the reliability analysis in foundation reuse is performed for live load and dead load, only the 
axial capacity of piles is considered. The limit state equation for the geotechnical axial capacity 
of a pile group foundation is: 
( ) ( ) 0EC R ED uU R t U P t− =  Equation 2-29 
where R nR Rη= is the factored bearing resistance of the pile group, η is pile group efficiency 
factor, Rn is nominal bearing resistance of the pile group, and Pu types applied axial loads on the 
pile group. 
Serviceability performance function of the pile system can be written as follows: 
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( ) 0all tδ δ− =  Equation 2-30
where δ(t) is time-dependent pile group settlement and δall is tolerable or allowable settlement of 
superstructure. Barker et al. (1991) have summarized the limits on vertical settlement of bridge 
foundation as shown in Table 2.1. These settlement limits are based on studies of large populations 
of bridges performed by various researchers (Bozozuk 1978; Grover 1978; Wahls 1990; Walkinshaw 
1978).  
Table 2.1. Tolerable settlement of bridge foundations 
Settlement 
Magnitude 
Basis for recommendation Reference 
50 mm  Not harmful Bozozuk (1978) 
60 mm  Ride quality Walkinshaw (1978) 
> 60 mm  Structural distress Walkinshaw (1978) 
100 mm  Ride quality and structural distress Grover (1978) 
100 mm  Harmful but tolerable Bozozuk (1978) 
> 100 mm  Usually intolerable Whals (1990) 
2.5.4 Shallow Foundation 
Similar to the pile foundations, shallow foundations could fail either structurally or geotechnically. 
Depending on the type of footing (isolated, strip, or caisson), the failure mechanism may differ.  
One-way shear, two-way or punching shear and moment are the possible structural failure of an 
isolated footing. Three geotechnical failure modes can be imagined for the failure of an isolated 
footing: general shear failure, local shear failure, and punching shear failure. Depending on the soil 
type underneath the footing, size and relative stiffness of layers, each mode can occur. In addition 
to the strength limit state, the serviceability limit state of shallow foundations should be 
considered in the reliability analysis as well. The vertical settlement and total stability of shallow 
foundation can be used as two criteria in serviceability. The strength limit state equations of 
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shallow foundations can be found in Article 10.6.3 of AASHTO LRFD Bridge Design 
Specifications. For the serviceability limit state, Equation 2-30 also can be used.  
2.6 Risk Analysis 
Generally, risk is defined by the probability of occurrence of a certain hazard in association with 
the consequences of the hazard on the project goals (Vrouwenvelder et al. 2001) and can be 
formulated in the following form: 
( ) ( )1 2 1 2 1 2... , ,..., , ,..., ...n X n nR C x x x f x x x dx dx dx=    Equation 2-31
where R is the risk, C(X) is the consequences associated with the hazard, fX(X) is the joint PDF 
of the random variables. Among the common hazards for highway bridges such as live load 
increase, scour, earthquake, and environmental attacks; live load increase and environmental 
attacks are two hazards incorporated through the estimation of safety risk of reusing an existing 
substructure/foundation.  
This multidimensional integral cannot be usually solved analytically or numerically. Therefore, 
some simplifying assumptions are needed. Ellingwood (2001) assumed that the hazards are 
mutually exclusive and collectively exhaustive and therefore, Equation 2-31 can be simplified as:  







|  Equation 2-32
where C is the consequence of failure, P(Hi) is the probability of occurrence of a hazard, P(F|Hi) 
is conditional failure probability, and n is the number of the considered hazards. Although 
generally three types of hazard could be considered for highway bridges: members deterioration, 
increase in live load, and extreme events (i.e. earthquake, scour, and extreme wind), in reusability 
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analysis, the extreme events are not evaluated and therefore, in Equation 2-32, n is assumed to 
be 2.  The first step of using Equation 2-32 is to calculate the failure probability. To this aim, the 
limit state equations should be defined through determining the substructure failure modes. In 
this thesis, reusing of pier foundation is considered, however, a similar approach could be 
implemented for abutment foundations. In abutments, the lateral soil pressure will be added to 
the acting loads and might change the failure mechanism.    
2.6.1 Time-dependent Capacity 
Steel and concrete as the two most commonly used materials in the construction of bridges are 
both affected by environmental conditions. They deteriorate increasingly when exposed to 
atmosphere and chlorides and cause the deterioration of bridges. Corrosion is initiated by the 
diffusion of chloride ions, and it is assumed that the concentration of chloride ions near the surface 
of the reinforcement is constant. Researchers have developed various models for the deterioration 
of concrete and steel in bridges. For example, for reinforced concrete structures behavior, various 
types of models can be found in Bazant (1979); Mori and Ellingwood (1993); Stewart and 
Rosowsky (1998); Vu and Stewart (2000). In this research, since reinforced concrete the 
predominant material for substructure and foundation of bridges, In order to model the effect of 
corrosion in reduction of reinforce concrete capacity, it is assumed that the deterioration process 
caused by corrosion of reinforcement will lead to a reduction in the bar diameter of the reinforcing 
steel and therefore, Equation 2-33 is used to estimate the time-variant area of reinforcement steel 
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where As(t) is the area of total steel in a concrete section at time t  in mm2, n is the number of 
reinforcement rebars,  Di is the initial bar diameter (mm), Ti is the time to initiation (year), λ= 
0.0116icorr is the rate of corrosion at a surface in mm/yr, and icorr is corrosion rate parameter 
(μA/cm2). Equation 2-33 assumes a uniform corrosion propagation process from all sides of a 
reinforced concrete member. Figure 2.4 shows the variation of the mean of 0( )/s sA t A overtime for 
μicorr = 1.5 μA/cm2. 
 
Figure 2.4. Reinforcement area changes over time due to corrosion  
As it is seen in Figure 2.4, the reduction in steel rebar area stars in year 20 and decreases linearly 
over time. In addition to corrosion of reinforced concrete members, the loss of section in steel 
members should also be considered. In most common slab-girder bridges, the pile foundation is 
the only part of substructure that could be built out of steel. Corrosion of steel can reduce the 
axial and lateral capacity of steel pile foundations. The reduction of steel members’ cross-section 
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area due to corrosion has been studied by various researchers. There are many factors affecting 
the corrosion rate of steel and because of lack of statistical data, there are no reliable analytical 
models it can only be estimated using approximate empirical formulas. The available models for 
time-variant atmospheric corrosion of steel are commonly based on the mass loss or penetration 
depth loss from experiments. The models include the variable of time and several regression 
coefficients in the form of a power formula to capture the corrosion process. Table 2.2 summarizes 
the available corrosion rate prediction models over time.  
Table 2.2. Available models for time-variant steel corrosion 
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The graph is shown in Figure 2.5 
Three curves of corrosion 
penetration 
depth based on 
the field observations 
Melchers’ 
model (2003) ε= × +( , ) ( , ) ( , ) ( , )c t E b t E f t E t E  
Represents different phases of 
the corrosion process: kinetic 
phase, oxygen diffusion phase 
and anaerobic 
activity 
Park and Nowak (1997) suggested that the corrosion only begins after the protection cover 
becomes ineffective. For new structures, the paint can provide corrosion protection from 5 to 15 
years depending on the type of environment. 
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Figure 2.5. Corrosion rate of steel girder bridges, data from Park and Nowak (1997) 
There is a common agreement on corrosion time versus penetration behavior which is presented 
by the following equation (Albrecht and Naeemi 1984):  
bw tρΔ =  
Equation 2-34
where, ∆w is thickness loss due to corrosion, t is exposure time in years, ρ and b are parameters 
representing the environmental aggressiveness and depend on the member type. Decker et al. 
(2008) evaluated corrosion rates of 30 to 40-year-old steel pipe piles during the reconstruction of 
I-15 in Salt Lake Valley, Utah. Based on data from this study and previous studies, the ρ and b 
parameters in Equation 2-34 were estimated to predict maximum corrosion loss for piles in 
nonaggressive soil as a function of time.  Figure 2.6 shows 68% upper and lower bond of the loss 
in pile section over time suggested by Decker et al. (2008).  
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Figure 2.6. Total thickness loss of pile section from corrosion (Decker et al. 2008) 
2.6.2 Time-dependent Demand 
During the reuse of an existing foundation in the superstructure replacement project, the dead 
load usually is kept the same or sometimes even decreases using new technologies such as light-
weight concrete (Agrawal et al. 2018). But it is possible to have the superstructure dead load 
increased. However, this increase in dead load is not time-dependent. On the other hand, live load 
effect increases over time and the time factor gets involved in ultimate live load effects. Various 
parameters including the span length, truck weight, axle loads, axle configuration, position of the 
vehicle on the bridge (transverse and longitudinal), truck traffic volume (ADTT), number of 
vehicles on the bridge (multiple presence), girder spacing, and stiffness of structural members have 
an influence on the effect of live load (Nowak and Hong 1991). Among all these factors, the 
parameters that can cause the change in live load over time are truck traffic volume and truck 
weight (gross vehicle weight, GVW). By increasing the average daily truck traffic, the probability 
of extreme-weight vehicles occurring increases. In addition to this, some available weigh-in-motion 
data shows that the GVW increases with ADTT level. For example,  Eamon et al. (2016) collected 
the 2-year WIM data from 20 representative stations in Michigan observed that almost 80% 
increase in maximum GVW from the lowest ADTT level to the highest level. ADTT level also 
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has an effect on the multiple-presence-factor. AASHTO LRFD Bridge Design Specifications 
(AASHTO 2017) recommended multiple presence factors were developed on the basis of an ADTT 
of 5,000 trucks in one direction and the reduced probability of attaining the design event during 
a 75-year design life with reduced truck volume.  
The design live load in AASHTO is specified as the effect of a design truck (HS-20) superimposed 
with a uniformly distributed load of 0.64 kips/ft. In this study, the load model developed for the 
AASHTO LRFD Bridge Design Specifications is used. In order to estimate the effect of ADTT 
increase on live load effects in the service life of a bridge, the data provided by Nowak (1999) was 
used. The Nowak graphs are prepared based on the extreme value distribution of maximum truck 
crossing the bridge. However, by increasing the n (e.g., 25), the extreme distribution approaches 
an extreme value distribution type I (Estes 1997). The probability density function (PDF) and 
cumulative distribution function (CDF) of extreme value distribution type I (Gumbel distribution) 
are as follows (Ang and Tang 1984):  
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λ is the Euler constant (0.577216), and μ and σ are the mean value and standard deviation of 
maximum moment or shear at the initial time due to a single truck. 
Figure 2.7.a shows the mean of the ratio of the maximum moment of 10,000 trucks to the 
maximum moment of HS-20 (shown by λtr) for a simple span bridge with span length ranging from 
20’ to 100’ over time. This model allows for the prediction of the maximum moments and shear 
forces for bridge spans of different lengths and for a wide range of time periods, from 1 day through 
75 years. 
a) The mean moment increase per lane over 
time 
b) Moment increase factor for a 50-ft simple span 
bridge 
Figure 2.7. Moment increase per lane over time (data extracted from Nowak 1999) 
Figure 2.7.b shows 1-σ interval of the moment uncertainty factor (
trM
λ ) for a simply supported 
bridge with a span length of 50’ over 75 years of service life. For example, after 2 weeks of bridge 
opening to the traffic, the mean moment increase factor for a simple span bridge with a span 
length of 50’ is 1.43 (i.e., mean moment due to the surveyed trucks is 43% higher than the moment 
of HS-20 truck). As it is seen, a drastic increment in the early years is followed by a gradual 
increase over the lifetime of the bridge. This is because of the probability of occurrence of an 
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extreme event (passing of heavy trucks over the bridge) is higher than in the first few years in 
comparison to the following years.  
2.7 Consequences Evaluation 
The next step in risk assessment is the evaluation of the consequences associated with bridge 
failure or malfunction. The estimation of the consequences requires a good understanding of the 
system and the bridge’s usage and relationship with its surroundings. These consequences include 
bridge replacement costs, loss of life, loss of equipment, cost of temporary measures, road user 
costs (delayed traffic costs due to slowing down of traffic, costs due to detours of traffic) composed 
of additional costs for vehicle operating, travel time and accidents, costs of non-traveling (i.e. no 
detours possible) and social impact costs. The consequences mentioned above need to be evaluated 
by considering different losses such as direct economic losses (repair costs of physical damages), 
indirect losses (user costs and social impact costs), non-monetary losses from the loss of life or 
injury and environmental impacts. To simplify the calculation of the consequences of failure, the 
total costs can all be converted into equivalent monetary values, as defined in Equation 2-39:  
( ) ( ) ( )tot CL SLC t C t C t= +  Equation 2-39
where Ctot(t) is the consequences of failure cost, CCL(t) and CSL(t) represent the commercial loss 
and safety loss, respectively and t is time in year. Since the consequences are prescribed in terms 
of costs over time, the time value of money should be considered. Conversion of costs to the 
present value (PV) is suggested by the FHWA. The formula to discount future costs to present 
value is: 
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1= +( )tFV PV r  Equation 2-40
where FV is future value, r is real annual discount rate, t is the number of years until cost is 
incurred. The term 1/ (1 )+ tr in Equation 2-40 is known as the discount factor and is always less 
than or equal to one. 
2.7.1 Commercial Loss 
Agency costs include all initial design, investigation, construction, and periodic maintenance and 
rehabilitation activities costs of a bridge.  
 ( ) ( ) ( ) ( )CL Rec opr TTC t C t C t C t= + +  Equation 2-41 
where CCL is commercial loss cost, CRec is (re)construction cost, Copr is traffic detours and delayed-
induced cost, CTT is travel time cost.  
The (re)construction cost (CRec) mainly consists of design, engineering, regulatory, and 
construction cost including material and labor costs. When a bridge collapses, it is assumed that 
because of the importance of that bridge as a part of the road network, it will be replaced with a 
new bridge with an exact similar bridge before collapse. The bridge rebuilding cost can be 
calculated as follows:   
 = +Re Re ,( ) (0) (1 )
t
c c uC t C WL r  Equation 2-42 
where W is the width of the deck, L is span length, and CRec,u (0) is the reconstruction cost per 
square foot of deck at the year of construction. Operating costs (Copr) is that imposed on road 
users required to detour to other routes because of bridge closures due to failure calculated using 
a general equation by Stein et al. (1999): 
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 ( ) ( ) (1 )topr u dC t VOC ADT t Ld r= +  Equation 2-43 
where, VOCu is the average unit vehicle operating cost (USD/mile/vehicle) which is will be 
discussed in Chapter 4.  
ADT(t) is the average daily traffic (vehicle/day) over time, 
Ld is the additional length of the detour route (mile), 
d is the duration of a detour (months) which is estimated as having an inverse relationship with 
ADT, with higher ADTs forcing a quicker replacement.  
36 months 100
24 months 100 500
18 months 500 1,000( )













Time loss cost is the value of time of people traveling on the detoured route because of the 
collapsed bridge. It is estimated based on the value of time per adult by using Stein et al. (1999) 
formula as follows:  
 
( ) ( ) (1 ) (1 )
100 100
td
TT AT car TR
L ADT t d t T TC C n C r
V
 = − + +  
 Equation 2-44 
where  
V is the average velocity of vehicles (mile/h), 
CAT is the value of time per adult (USD/adult/hour) 
ncar is the average number of people per vehicle for cars(person/vehicle), 
T is the average daily truck traffic percentage (%) 
CTR is the value of time for a truck (USD/hour) 
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2.7.2 Safety Loss Cost 
Safety loss cost is estimated as the probable fatalities resulting from a bridge collapse and the 
equivalent monetary value of human life. Since converting safety costs to dollars requires placing 
a potentially controversial monetary value on human life, past research efforts have avoided 
replacing the number of lives saved with a monetary cost. However, fatalities present a real cost 
to the bridge stakeholders, and the safety loss cost can be estimated as follows (Rackwitz 2002): 
= +( ) . . (1 )tSL FC t ICAF k N r  Equation 2-45
where ICAF is the implied cost of averting a fatality which is an indication for the magnitude of 
a possible monetary compensation of the relatives of victims in the event , k is a person’s 
probability of being killed in the event of failure, and NF is the number of potential fatalities.  
Rackwitz (2002) believes parameters such as the average number of persons endangered by the 
event, the severity and suddenness of failure, possibly availability and functionality of rescue 
systems, etc. must be taken into account for the calculation of NF. He estimated the values of 
ICAF for different countries as tabulated in Table 2.3. It can be evaluated by using the same 
equation  developed for buildings subject to earthquakes (Coburn and Spence 2003): 
[ ]1 2 3 3 4(1 )FN M M M M M= + −  Equation 2-46
where M1 is the maximum number of people on/under the bridge, M2 is the occupancy at the time 
of failure, M3 is the probability of death at collapse and M4 is the probability of death post-collapse 
(in hospital). The calculation of all these costs is highly dependent on the assumptions of traffic 
volume and the delays associated with bridge construction. 
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Table 2.3. Implied cost of averting a fatality in different countries (Rackwitz 2002) 
Country ICAF (USD) Country ICAF (USD) 
Brazil 4.8×105 Poland 6.6×106 
Canada 2.1×106 Sweden 1.9×106 
Colombia 4.0.105 Ukraine 2.5×105 
Ecuador 2.0×105 China 2.6×105 
Mexico 6.2×105 India 1.5×105 
USA 2.6×106 Jordan 2.8×105 
Austria 2.0×106 Japan 2.1×106 
France 1.9×106 Turkey 4.8×105 
Germany 1.9×106 Nigeria 3.7×104 
Ireland 1.9×106 South Africa 5.0×105 
Norway 2.3×106 Australia 2.0×106 
The calculation of all these costs is highly dependent on the assumptions of traffic volume and the 
delays associated with bridge construction. While these costs are diffuse and cannot be exactly 
measured, they give a numerical, dollar-based approximation of the amount of disruption expected 
from bridge construction work. 
Due to inherent uncertainties in the evaluation of total loss components, the failure consequences 
can be evaluated in a probabilistic approach. To this aim, first, the random variable should be 
chosen and then the proper probability distribution function is assigned to them. The statistical 
parameters are estimated either from project documents or available literature.  
Monte Carlo simulation (MCS) can be used as a numerical method to find the statistical 
parameters of the total loss. MCS is a numerical process of repeatedly calculating a mathematical 
operator in which the variables within the operator are random or contain uncertainty with a 
prescribed probability distribution (Ang and Tang 2007). In MCS, the accuracy of the solution 
depends on the number of samples, therefore, it increases by increasing the sample size. The 
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accuracy of solution decreases by the increase in coefficient of variation (COV) of obtained 
solutions.  
2.8 Time-dependent Risk 





c tot f t
t
R T N C f
=
=   
Equation 2-47
where NC is the epistemic uncertainty coefficient referring to the consequences, Ctot is total failure 
cost, ff,t is the PDF of the time-dependent failure, t is the time (in year). 
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CHAPTER 3. BRIDGE LIFE-CYCLE COST ANALYSIS  
3.1 Introduction 
Through economic estimation of available options in a bridge reconstruction project for reuse 
feasibility evaluation, all expenditures need to be estimated over the bridge design service life. 
Bridge life-cycle cost analysis (BLCCA) which has been regarded by transportation agencies and 
officials as a tool to assist decision-makers in making investment decisions and in managing assets 
(FHWA 1994) is a useful method to compare reconstruction alternatives. Life-cycle cost analysis 
is basically an economic evaluation technique to assess the economic efficiency of expenditures of 
different alternatives of a project over its life-span. The lowest-cost option meeting a certain set 
of requirements for a bridge such as average daily traffic, vehicle’s live loads, and serviceability 
considerations is preferable to other options. The goal LCCA as a part of foundation reuse decision-
making process is to provide the comparison scales to the decision-making tool which will be 
discussed in Chapter 5. Therefore, for the sake of simplicity in the cost estimation process, only 
the cost items related to reused parts are estimated. For example, in a superstructure replacement 
project, the costs related to the superstructure will not be included in the LCCA.  
The calculation of life-cycle costs depends on the choice of a distinct time period over which 
operations and maintenance costs are accrued, discounted, and compared with capital costs. The 
specific time period selection— typically made with consideration for wear and aging of materials 
and sometimes the customary practices of financial markets— is generally decades long. Over the 
course of as little as 10 to 30 years, obsolescence may reduce substantially the value of a bridge. 
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Since bridges require frequent and substantial maintenance, rehabilitation, and replacement, these 
costs are a significant part of the total costs in the LCCA. 
Life-cycle cost analysis has been used by various researchers to optimize bridge structural design 
and retrofitting solutions in order to plan bridge management and the maintenance program 
(Venanzi et al. 2019). Most of the works done in BLCCA involved the evaluation of cost-
effectiveness of component replacement options or treatment methods for specific deteriorating 
bridge components such as corroded steel girders or reinforced concrete sections. For example, 
Zayed et al. (2002) carried out a deterministic and probabilistic life-cycle cost analysis to compare 
rehabilitation strategies for steel bridge paint systems using data from two state Departments of 
Transportation. The probabilistic approach results showed that ‘‘do nothing’’ scenario until the 
end of paint life and then a complete repainting is the best option. However, the deterministic 
analysis results indicated that the scenario ‘‘do spot repairs at state 3 of the paint life’’ and repeat 
that until the end of the bridge life was superior. Eamon et al. (2012) performed an LCCA to 
compare the prestressed concrete bridges utilizing carbon-fiber-reinforced plastic (CFRP) 
reinforcing strands and conventional steel-reinforced prestressed strands from an economic point 
of view. They performed a time-dependent probabilistic LCCA for typical prestressed concrete 
bridges with uncoated steel, epoxy-coated steel, and CFRP using construction and maintenance 
costs from Michigan DOT.  They concluded that although the initial costs of CFRP-reinforced 
bridges may be significantly more than conventional reinforced bridges, the CFRP alternative 
becomes the most economical option during the lifetime of the bridge. Okasha et al. (2012) 
compared the life-cycle cost of two similar bridge girders, one made of A1010 steel and the other 
made of conventional coated carbon steel with maintenance. In their analysis, the LCC of 
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conventional steel included the construction cost (material, fabrication, initial painting, shop 
inspection, and transportation) and the maintenance cost, while for the A1010 steel girder, they 
just considered the construction cost (not including the cost of the initial painting) as the LCC. 
In another study, Soliman and Frangopol (2014) followed the same approach used by Okasha et 
al. (2012) and additionally, considered both direct costs (i.e., removal of old paint, repair of 
corroded areas, and new paint) and indirect costs (i.e., environmental, social, and economic 
impacts costs) in the maintenance phase. Kere et al. (2019) followed two previously mentioned 
studies and found two limitations in these studies. First, because of not considering the 
degradation of metal and coating, the time-dependent structural performance has not been 
evaluated. Second, the LCC for the coated steel is calculated based on the predetermined 
maintenance time, not based on the coating performance, the impact of the performance of 
different coatings on the LCC was not investigated. They presented a probabilistic corrosion model 
of metal with a coating protection system and compared LCCs of different corrosion management 
strategies for a truss bridge and a steel girder bridge composed of either coated conventional 
carbon steel or A1010 steel. They concluded that A1010 steel could be economically beneficial 
compared with conventional coated steel, depending on environmental conditions, coating type, 
cost types included, the size of the structure, and the maintenance strategy considered for the 
coated steel. 
Barker (2016) performed a statistical study on life-cycle costs for typical steel and concrete state 
bridges (i.e., bridges with concrete decks supported by steel rolled beams, steel plate girders, 
precast concrete boxes, or precast concrete beams) in Pennsylvania State. He examined the initial 
costs, life-cycle costs, and future costs of the 1186 bridges (out of 6587–– 18% of the eligible 
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inventory) in the database with respect to variability in bridge type, bridge length, number of 
spans, and bridge life.  He concluded that all the types of bridges are fairly competitive in both 
initial and perpetual present value costs. Venanzi et al. (2019) proposed a procedure for the 
estimation of life-cycle costs of repairing different bridge superstructure design alternatives. They 
related life-cycle costs to the failure probability of the bridge superstructure. They also applied 
the procedure to a roadway bridge for two different design alternatives. They concluded that the 
choice of the most economical alternative highly depends on the bridge's expected lifetime and the 
degradation model used for materials’ deterioration. 
Although transportation agencies have been using life-cycle cost analysis for several decades, there 
is still disagreement as to  the appropriate cost items to be included, such as delay, vehicle 
operating, fuel, and quality-related costs. Furthermore, non-agency costs such as environmental 
costs are generally not included. It is difficult to anticipate fuel costs, deterioration rates, expected 
life, salvage value, changes in traffic patterns, and environmental effects over the life-span of a 
bridge. However, recently, researchers have attempted to include environmental costs in LCCA 
to consider bridge structure sustainability (Gervásio and da Silva 2008; Kendall et al. 2008; 
Niknam and Jamalipour 2019; Soliman et al. 2019; Wang et al. 2019). Some of these studies were 
discussed in Chapter 4.  
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3.2 Basic BLCCA Concepts  
Sections 1024 and 1025 of the Intermodal Surface Transportation Efficiency Act of 1991 (ISTEA)1 
specified that life-cycle costs in the design and engineering of bridges, tunnels, and pavements 
should be considered. FHWA has pursued a policy of promoting LCCA for transportation 
investment decisions since the ISTEA of 1991. In 2002, FHWA published the Life-Cycle Cost 
Analysis Primer to provide the required background for transportation officials to understand the 
use of life-cycle cost analysis (LCCA) in the evaluation of infrastructure investment alternatives 
(FHWA 2002). This document is a general-purpose guideline for all infrastructure projects. Later,  
NCHRP Report 483 (Hawk 2003) established guidelines and standardized procedures for 
conducting the life-cycle cost of bridges for the first time. This report provides a background 
understanding of the principles of engineering economics applied to bridges and economic 
uncertainties in bridge-management decision making. In the following sections of this chapter, the 
basic concepts of BLCCA related to foundation reuse projects will be discussed.  
Generally, the LCCA process consists of the following five steps.  
• Defining alternatives 
• Determining the analysis period  
• Cost estimation (agency and user) 
• Life-cycle costs computation 




These five steps are taken from the FHWA primer and discussed here in the context of foundation 
reuse.  
3.2.1 Establishing Alternatives 
LCCA is performed using a set of identified alternatives, in this case, taken from one of the four 
options listed before in section 1.2. By estimating the future maintenance, repairs, and bridge 
closures for each alternative, the ultimate cost of various options can be compared. For example, 
if a reuse alternative is projected to have higher repair costs than a replacement alternative, or if 
one alternative is expected to require a midlife overhaul, the total cost of these options is not well 
represented by the initial construction cost.  
3.2.2 Determining Analysis Period (Activity Timing) 
LCCA requires that all alternatives be compared using a common analysis period (TA). The 
analysis period is the timeframe over which future costs will be considered and included in the 
lifecycle cost. In general, TA should be set to equal the best estimate of service life (SL) for the 
bridge option and can be assumed to be the same as the design service life. However, there is no 
particular reason to assume that TA is equal to or different from the “design lifetime” that 
designers assume in the design phase (Hawk 2003). The analysis period must be long enough to 
include major rehabilitation actions for each alternative. For Option 1 or 2 alternatives, agencies 
typically have a defined minimum service life (often 75 years), defining the analysis period from 
the start. When considering reuse alternatives (Options 3 or 4), these considerations may become 
more complex, as reused components could potentially have diminished service lives or require 
mid-life rehabilitation. Extending the analysis period beyond the initial service life for each 
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alternative and including at least 1 major repair or replacement in the analysis period allows for 
the comparison of these alternatives. Projecting the remaining service life for Option 3 and 4 
projects can add uncertainty to the LCCA, due to uncertainty in the model used to estimate the 
remaining service life. For Option 1 and 2 bridges, it may be difficult to estimate how much or if 
the substructure will have usable value at the end of its 75-year service life. The further into the 
future the costs are projected, the more uncertain will the analysis become due to less certain 
discount rates, future costs, and lifespan projections. In many cases, the analysis will be sensitive 
to the length of the analysis period used and viewing multiple analysis periods can allow for more 
informed decision-making.  
 
Figure 3.1.The lifetime of a design option 
Figure 3.1, adapted from Walls and Smith (1998), depicts a sample lifespan and condition 
comparison. This sample lifespan includes mid-life rehabilitation but does not include the entire 
lifespan or end-of-life costs. 
3.2.3 Cost Estimation 
In LCCA of bridges, two groups of costs are considered. First, those accruing to bridge agencies 
and second, those to users of the bridge as a result of agency construction and maintenance 
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activities. Because some costs (both agency and user costs) are common for all alternatives, it is 
easier to consider only the items with different costs for each alternative. For example, the 
superstructure replacement costs are not included in the construction cost of the options. 
Generally, a bridge life-cycle cost model can be expressed as follows: 
LCC = Cagency +Cuser + SV Equation 3-1
where:  
LCC = life-cycle cost 
Cagency = agency’s cost 
Cuser = user’s cost 
SV = salvage value 
Since all costs are estimated over an analysis period, the effect of time on monetary values should 
be taken into account. A similar approach explained in section 2.7 (using the FHWA discount 
rate formula in Equation 2-40) can be used here as well. It should be noted that although 
discounting is widely used and is an essential feature in LCCA, selecting an appropriate discount 
rate for public funds is not at all clear.  
3.2.3.1 Agency Costs 
Agency costs consist of design, construction (including materials, personnel, and equipment), 
maintenance, and rehabilitation and can be calculated using Equation 3-2:  
agency D C M RC C C C C= + + +  Equation 3-2
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where  
CD = design cost 
CC = construction cost 
CM = maintenance cost 
CR = rehabilitation cost 
Design cost can usually be estimated as 10% of construction costs and depending on the complexity 
of the design, it can vary. Most routine maintenance activities are performed by an agency’s own 
workforce. Rehabilitation works consist of minor and major repair activities that may require the 
assistance of design engineers and are let to contractors for construction. Most rehabilitation work 
is deck related. A major rehabilitation activity may involve deck replacement. The term “bridge 
replacement” is, on the other hand, reserved for a complete  replacement of the entire bridge 
structure. New bridge constructions caused by the construction of a new road or a new alignment 
are also included in this category. To estimate the costs of the different activities, a good cost-
accounting system is essential. The type of action performed on each bridge element, the costs 
incurred for the bridge element, the condition of the bridge element before and after the activity, 
and other relevant data should be recorded and used in the future for estimating various agency 
and user costs. This complexity is more noticeable in rehabilitation costs items. Since the 
prediction of time intervals between rehabilitations (either minor or major) and associated costs 
is not generally accurate, some uncertainties would be involved in cost estimations.  
3.2.3.2 User Costs 
Bridge user costs are primarily attributable to the functional deficiency of a bridge such as a load 
posting, clearance restriction, and closure. These functional deficiencies may cause higher vehicle-
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operating costs because of such factors as detours, lost travel time, and higher accident rates. 
Travel delay costs are calculated by multiplying the estimated delays to personal travel, truck 
travel, and freight inventory caused by the work zone by the unit cost ($/hr) of travel time.  Not 
the monetary values of all of these costs can be estimated, however, the two main costs can be 
calculated as follows: 
Cuser = CTDC +CTDD Equation 3-3
where; CTDC is traffic delay costs due to congestion and closure and CTDD is traffic delay costs due 
to diversion and detour.  
Delays in traffic due to congestion can because of three reasons: i) temporary closures of bridge 
lanes for routine maintenance, repair, and rehabilitation ii) secondary queuing due to the 
temporary closures, and iii) traffic-impeding effects of poor roadway conditions. The traffic delay 
costs due to congestion and closure CTDC are often estimated by using unit costs, as follows: 
 ,TDC C DL i i
i
C T C n=   Equation 3-4 
where,  
CDL,i is the delay cost per vehicle per unit time for vehicle type i 
ni is the number of vehicles of type i delayed by the action 
TC is the average delay time per vehicle due to congestion and closures 
The delay costs per vehicle per unit time, CDL, typically includes monetary value of travel time 
(TV) and vehicle operation costs (VOC) and can be written as follows: 
 DL VC T VOC= +  Equation 3-5 
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The monetary value of travel time (TV) is based on the concept that time spent traveling otherwise 
would have been spent productively, whether for remunerative work or recreation and can be 
found through economic studies and depends on the factors such as industrial base of the region, 
population income statistics, vehicle occupancy of passenger cars, etc. The United States 
Department of Transportation (USDOT) Office of the Secretary of Transportation (OST) provides 
guidelines and procedures for calculating the value of travel time saved or lost by road users. 
Monetary value of travel time can be expressed as a summation of the monetary value of personal 
and business travel time for passenger cars, value of truck travel time, dollar value of freight 
inventory delay, and cost of vehicle depreciation for all vehicles. Since all required unit costs may 
not be available for the current year of estimation, they should be adjusted to the current year 
using appropriate conversion factors. The monetary value of travel time (TV) can be calculated 
using  
TV=PTT+BTT+TTT+TVD+FID Equation 3-6 
Where  
PTT is the monetary value of personal travel time, 
BTT is the monetary value of business travel time 
TTT is the monetary value of truck travel time 
TVD is the cost of time-related vehicle depreciation 
FID is the cost of freight inventory delay 
Vehicle operating costs includes fuel consumption, engine oil consumption, tire-wear, repair and 
maintenance, and mileage-related depreciation. Local transportation-planning agencies and the 
U.S Department of Energy typically have available estimates of VOC for a variety of vehicle 
types. Mallela and Sadasivam (2011) reviewed the available models for quantifying VOC such as 
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NCHRP- 133, Texas Research and Development Foundation, and HERS-ST method. In addition 
to these methods, several unit cost data sources are available for VOC estimations. For example,  
American Automobile Association (AAA 2019) provides annual average per-mile costs of 
passenger cars operation and American Transportation Research Institute (Hooper and Murray 
2018) provides the operational cost data in the trucking industry.  
Detour and diversion costs are those imposed on road users obligated to detour to other routes 
because a bridge cannot accommodate the traffic due to its closures or severe congestion. The 
traffic delay costs due to diversion are estimated in the same manner as those due to congestion 
using Equation 3-7. 
=  ,TDD D DL i i
i
C T C n  Equation 3-7
where TD is average delay time per vehicle diverted. The detour costs may be calculated as twice 
the distance between the bridge under analysis and the closest alternate crossing. 
 ( ),2TDD D i DT i i
i
C D VOC C n= +  Equation 3-8 
where 
CDT is the delay costs per vehicle per mile 
DD is the distance between the bridge under analysis and the closest alternate crossing (miles) 
ni is the  number of vehicles type i 
3.3 Probabilistic LCCA 
There are two main sets of parameters in BLCCA: costs of actions and time of actions or events. 
Both of these two sets have uncertain nature and deterministic estimation of them does not yield 
accurate results. In probabilistic LCCA, instead of assigning a fixed single value to a parameter, 
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a probability distribution function is defined for individual analysis inputs to take the uncertainties 
into account. Probabilistic LCCA conducts a simulation (typically using Monte Carlo simulation) 
to sample the input and generate a probability distribution function (PDF) for the different 
economic indicators considered in the analysis. For a given project alternative, the uncertain input 
parameters are identified. Then, for each uncertain parameter, sampling distribution of possible 
values is developed. Simulation programming randomly draws values from the probabilistic 
description of each input variable and uses these values to compute a single forecasted output 
parameter. This sampling process is repeated through thousands of iterations. From this iterative 
process, an entire probability distribution of the output parameter is generated for the given 
project alternative along with the mean value for that alternative. The resulting distributions of 
different alternatives are compared, and the most economical option for implementing the project 
may be determined at any given risk level. Probabilistic LCCA also allows for the simultaneous 
computation of differing assumptions for many variables. It conveys the likelihood that a 
particular forecast will actually occur. Figure 3.2 shows the common steps in probabilistic LCCA 
of bridges stated by Azizinamini et al. (2014).  
 
Figure 3.2. Steps of probabilistic LCCA 
The first step in any probabilistic analysis is describing the problem in the form of an analytical 
model by reducing it to its most basic elements. The models for LCCA problems typically include 
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cost categories definition, net present value (NPV) estimation, and determination of other 
functional relationships. Usually, project alternatives have been previously defined. Cash flow 
diagrams and life-cycle curves are convenient tools to clearly present the project details and the 
features of alternative implementations.  
The second step is to identify the random variables in the defined LCCA inputs. Table 3.1 presents 
an example of input variables for a BLCCA project.  
Table 3.1. BLCCA input variables (Azizinamini et al. 2014) 
LCC Component Variable Source 
Agency costs 
Engineering design Estimate 
Construction Estimate 
Maintenance Assumption 
Timing of costs Bridge deterioration Projection 
User costs 
Current traffic Estimate 
Future traffic Projection 
Value of delay time Assumption 
Work zone configuration Assumption 
Work zone hours of operation Assumption 
Work zone duration Assumption 
Crash rates Estimate 
Crash cost rates Assumption 
Other Discount rate  Assumption 
The third step in conducting an LCCA is developing probability distributions for the uncertain 
variables identified in the previous step. A probability distribution describes the complete range 
of values that a variable may assume and weighs the likelihood of its occurrence. There are three 
types of common probability distributions: uniform, triangular, and normal distributions. 
Generally, choosing the appropriate distribution type depends on the type and the amount of data 
available. A triangular distribution is the most common distribution used to represent various 
variables using expert opinions. This distribution has three parameters: minimum, maximum, and 
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the most likely value that are extracted from expert opinions and the triangle is constructed using 
those three points. This distribution function is appropriate for modeling the input variables such 
as service life, discount rate, work zone delay, etc. If a random variable is symmetrically distributed 
around the mean value, the normal distribution is the most common continuous distribution used 
to represent it. Cost-like variables such as construction cost and maintenance cost can be modeled 
with this distribution. When a limited number of data for the input variable is available, a uniform 
distribution might be used as a rough approximation. The main assumption in the uniform 
distribution is that since there is no information, within a certain range, the probability of 
outcomes is equal and uniform over that range and is zero outside of the range.  
The next step in the probabilistic LCCA process is to find the probabilities of occurrence of defined 
random variables (i.e., costs). This process is performed by running a computer simulation drawing 
random numbers from defined probability distribution functions (PDF). There are various 
techniques for sampling random numbers from a PDF. The Monte Carlo Simulation (MCS) is one 
of the famous methods in stochastic simulations. The “Monte Carlo” name comes from the city, 
with the same name, in the Principality of Monaco, well known for its casinos (Terejanu 2009). 
The main idea behind the Monte Carlo method is that the results are computed based on repeated 
random sampling and statistical analysis. An important factor in MCS to assure that values with 
low probabilities are sufficiently sampled and withdrawn numbers make sense structurally and 
properly represented in the results. This can be assured by choosing a large enough number of 
iterations.  
And the final step in probabilistic LCCA is the interpretation of results. Visualization of results 
helps to interpret them easier. Plotting results of a Monte Carlo simulation in the form of 
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cumulative distribution function (CDF) is a useful way of presenting the analysis results. CDF 
plots of available options give a reuse decision-maker an ability to compare considering the 
probability of costs. 
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CHAPTER 4. ENVIRONMENTAL IMPACT ASSESSMENT 
4.1 Introduction 
One of the motivations of reusing an existing foundation is avoiding the environmental effects of 
constructing a new foundation on the bridge site. Generally, since the renovation and enhancing 
have lower environmental impacts rather than structure replacement (Steele et al. 2003), it can 
be concluded that foundation reuse might be more environmental-friendly in comparison to other 
alternatives such as removal and replacement of new foundation elements or constructing a new 
foundation. However, this impact should be assessed and considered as a vital criterion in 
foundation reuse decision-making. Environmental Impact Assessment (EIA) is the way that these 
impacts can be evaluated, Nowadays, EIA is an essential part of the planning phase in 
infrastructure projects. There are many available tools for sustainability assessment of 
infrastructures, however,  not all of them address the three areas (as it was discussed in chapter 
1) of sustainable development (Ainger and Fenner 2014). Table 4.1 adapted from Balogun (2018) 
summarizes the common sustainability assessment tools of civil infrastructures and buildings. The 
Civil Engineering Environmental Quality Assessment and Award Scheme (CEEQUAL) is an 
evidence-based assessment and award scheme which was designed by a team led by the Institution 
of Civil Engineers (ICE) in the UK in 2003 to ensure inclusion of detailed environmental, economic, 
and social aspects of sustainability (ICE 2019). The Halcrow Sustainability Toolkit and Rating 
(HalSTAR) system provides a holistic methodology, incorporating the features of available 
approaches such as indicator sets, legislation, planning policies, and corporate social responsibility 
(CSR) reports.   
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Table 4.1. Available environmental impact assessment tools  
nm Sustainable Development Categories Reference 
CEEQUAL Environment, social, economic 
Institution of Civil 
Engineers (ICE) 
HalSTAR 
Environment, economic and social, legislation 
and planning policies 
Pearce et al. 
(2012) 
SPeAR® 
Environment, economic, social, and natural 
resource 
Strauss et al. 
(2007) 
LCA Economic, and associated environmental impact ISO:14040  
LCEIA, EIA, 
SEA  
Environmental impact SETAC 
INVEST® Environment, social, economic FHWA 
PAS 2080 Carbon Management in Infrastructure Carbon Trust 
Envision 




It is based on representing the sustainable development as the balance between a range of needs 
(capitals), for a nested system of stakeholders, throughout the lifecycle of a project or process. 
The Sustainable Project Appraisal Routine (SPeAR®) was originally developed by international 
consulting practice Arup in 2001 (Arup 2012). It evaluates projects, processes or products using a 
four-way bottom line approach covering economic, social, environmental and natural resources 
criteria. Life Cycle Assessment (LCA) is a framework to evaluate the environmental effects of a 
product, process, or activity throughout its life cycle, including raw material acquisition, 
production, use, final disposal or recycling, and the transportation needed between these phases 
(ISO:14040 2006). EIA is an environmental management tool that focuses on the identification of 
possible environmental effects and proposes control and mitigation measures for the identified 
effects (Cornejo et al. 2005). Various authors believe that EIA and LCA are not similar and there 
is an essential difference between the environmental evaluation in EIA and LCA. However, Tukker 
(2000) believes that there is no fundamental contradiction between EIA and LCA. The main 
difference is that LCA is mainly used as a fairly detailed tool for a specific type of comparison. 
EIA deals with a broader set of comparisons and seems to put slightly more emphasis on the 
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organization of the process of decision making. Some researchers have tried to combine the EIA 
and LCA and create an integrated EIA-LCA framework (Židoniene and Kruopiene 2015). 
In the United States, the Federal Highway Administration (FHWA 2017) has developed an 
Infrastructure Voluntary Evaluation Sustainability Tool (INVEST) for the evaluation of the 
sustainability of transportation projects. INVEST is a free web-based tool1  that carries through 
a series of criteria that cover the full lifecycle of transportation services, including system planning, 
project planning, design, and construction, and continuing through operations and maintenance. 
System planning for States (SPS), system planning for regions (SPR), project development (PD), 
and operations and maintenance (OM) are four scoring modules for transportation projects 
provided by INVEST. Each of these modules contains several criteria that enable decision-makers 
to evaluate their plans, projects, and programs. Each INVEST criterion has a description of the 
goal of the criterion, linkage to the sustainability area, the scoring requirements for receiving 
points, sources of supporting documentation, and links to additional information resources. 
4.2 Life-Cycle Environmental Impact Assessment (LCEIA) 
Life-cycle environmental impact assessment (LCEIA) is a methodology that evaluates the 
environmental impacts of a product or a system during its whole life. The LCEIA can help 
decision-makers select the process that results in the least impact on the environment. An LCEIA 
allows a decision-maker to entirely study an options system, hence avoiding the sub-optimization 




systematic tool for environmental impact assessment of available options in the relevance of the 
new and existing foundations.  In the literature, a comparison of different bridge alternatives has 
been done to choose the most environmental-friendly option. Steel and reinforced concrete bridges 
were environmentally assessed and compared by Horvath and Hendrickson (1998) considering 
three categories of environmental impacts—toxic release inventory chemical emissions, hazardous 
waste production, and conventional air pollutant emission. Collings (2006) compared three 
alternative bridges for a site estimating the consumed energy and CO2 emission. Gervásio and da 
Silva (2008) compared a prestressed concrete box girder and a steel I-girder with a concrete slab 
bridge by considering the emission of various gases and particles. They studied six impact areas 
including global warming, acidification, eutrophication, criteria air pollutants, smog formation, 
and water intake. Eamon et al. (2012) conducted a life-cycle cost analysis (LCCA) on prestressed 
concrete bridge superstructures to compare using carbon fiber reinforced polymer (CFRP) bars 
and strands with traditional reinforcement materials. Both deterministic LCCA and probabilistic 
were conducted. Hammervold et al. (2013) presented a comparative environmental life cycle 
assessment (LCA) of three different bridges—steel box girder, concrete box girder, and timber 
arch—in Norway considering six environmental impact groups: acidification, eutrophication, 
global warming, ozone-layer depletion, and abiotic depletion potential. They performed the 
assessment in four phases: manufacturing, construction, use, and end-of-life phase. Du et al. (2014) 
proposed a framework for roadway bridges identifying environmental stages of bridges, followed 
by converting the environmental impacts into monetary values. The application of the framework 
was shown by comparing five designs for the Karlsnäs Bridge in Sweden. Du and Karoumi (2014) 
performed a literature review on the LCA implementation for railway bridges and introduced a 
systematic LCA framework for quantifying environmental impacts for railway bridges. Pang et al. 
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(2015) studied the environmental impacts of four different strengthening plans of an old bridge in 
China based on an end-point model, Eco-indicator 99. They conclude the maintenance phase 
consists of almost 66% of the total environmental impact of the bridge and from all maintenance 
activities, detouring is the most critical component by almost 50% contribution in the life-cycle.  
Penadés-Plà et al. ( 2018) performed an LCA optimization using a hybrid memetic algorithm on 
a precast prestressed concrete bridge with span 40 m to obtain a cost-optimized prestressed 
concrete precast bridge associated with a low amount of CO2. They also used the midpoint and 
endpoint approaches of the ReCiPe method to obtain a complete environmental profile of the 
bridge. They found that the manufacturing phase and use and maintenance phase are the phases 
with a higher environmental impact. They also concluded that in some cases it is not sufficient to 
obtain an accurate environmental evaluation just by measuring CO2 emissions and it is necessary 
to take into account all the other impact categories. 
Kripka et al. (2019) integrated environmental assessments into the decision-making process of 
short-span bridges design. They evaluated three short-span bridge designs with the same location 
and span, proposed by public organizations in Brazil: Precast concrete bridge, mixed concrete/steel 
bridge, and timber bridge. The bridges were evaluated considering the construction costs, assembly 
and material transportation, lifespan, and environmental impact measured by the global warming 
potential (GWP). They also included two subjective criteria such as the architecture (layout and 
appearance) and the user’s sensation of security. The selection was made by the adoption of the 
analytic hierarchy process (AHP) and Vikor as two multi-criteria decision-making tools. The 
results of both methods indicated the mixed concrete/steel bridge as the most adequate 
alternative.  
70 
Literature review shows that the life-cycle environmental impacts assessment is a common and 
powerful tool for comparing different bridge alternatives (different construction materials and 
superstructure types) in order to choose the alternative with the least environmental impact. In 
reuse feasibility evaluation for a bridge reconstruction project, the environmental impact 
assessment is performed for the aforementioned four options. Therefore, unlike the reviewed 
studies, the life-cycle environmental impacts assessment and consequently comparison of 
alternatives are not performed for different materials or structural systems (although one 
reconstruction option could have several alternatives regarding the construction materials and 
methods), reusing or not reusing of an existing foundation––either as-is or enhanced––from 
environmental impacts perspective is interested.  
4.3 LCEIA Methodology 
Life-cycle environmental impact assessment is a quantitative method calculating environmental 
impacts from productions which can also be applied to a construction project such as bridge 
reconstruction. As it is shown in Figure 4.1, ISO 14040 standards divide LCA methodology into 
four fundamental and complementary sections: goal and scope of the study, life cycle inventory 
(LCI), life cycle impact assessment (LCIA) and interpretation. These four steps are described in 
the next section.  
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Figure 4.1. Four parts of life cycle assessment methodology (ISO:14040 2006) 
4.3.1 Goal and Scope of the Study 
The first stage of LCA is goal and scope definition. This section should include the details of the 
goal of the study, its hypotheses, and its boundaries. In foundation reuse projects, the goal of LCA 
is to compare the environmental performances of the available options. Impact categories should 
also be defined in this stage. The impact categories of LCA methodologies vary from system to 
system and can be obtained from federal and/or state-recognized standards established by agencies 
such as the Environmental Protection Agency, Occupational Safety, and Health Administration, 
and National Institutes of Health. The impact is usually given as a ratio of the quantity of the 
impact per functional unit of product produced. Based on a survey of four internationally known 
methodologies and the draft ISO 14047 (ISO 1999) technical report a comprehensive list of impact 
categories is established. The related general categories to foundation reuse projects can be listed 
as follows:  
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• Energy Consumption 
• Land Use 
• Natural Resources 
• Air Quality 
• Solid Waste 
In a specific bridge reconstruction project, not all areas would be applicable. In reuse cases, only 
the following areas may require to be considered in environmental impact assessment. It should 
be noted that for any specific foundation reuse project, besides the following items, the other 
probable areas may need to be considered.   
4.3.1.1 Energy Consumption 
The energy consumption analysis considers all the energy sources typically used in a project’s 
operation, including electricity, fossil fuels (oil, coal, gas, etc.) and other required sources of energy. 
The sources of energy consumption in construction projects can be categorized into three parts: 
material manufacturing, transportation, and construction (Hong et al. 2014). Energy consumption 
in transportation includes transportation of materials as well as increased consumption because of 
impacts on mobility. Option 1 consumes energy for the demolition of the existing foundation, 
material manufacturing, transportation, and construction. Option 2 consumes energy for the 
demolition of the entire existing foundation, material manufacturing, transportation, and 
construction. Option 3 consumes energy for in-field investigation and Option 4 consumes energy 
for in-field investigation, material manufacturing, transportation, and construction. 
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4.3.1.2 Land Use  
The land use analysis characterizes use and development trends in the area that may be affected 
by a proposed project. The compatibility of the project with local land use, zoning, and public 
policy is investigated. Similarly, the analysis considers the project's compliance with, and effect 
on, the area's zoning and other applicable public policies. Of the available foundation options, 
only Option 1 requires significant land acquisition. 
4.3.1.3 Natural Resources 
A natural resource is defined as any aquatic or terrestrial area capable of providing suitable habitat 
to sustain the life processes of plants, wildlife, and other organisms. Areas that function in support 
of the ecological systems that maintain environmental stability are also considered natural 
resources. Options 1 and 2 will generally have the greatest impact on natural resources, while 
Option 3 will typically have the lowest impact on natural resources. Option 4 alternatives will 
typically have a lesser impact on natural resources in comparison to Options 1 and 2 alternatives. 
4.3.1.4 Air Quality 
Generally, an air quality assessment determines a proposed project's effects on ambient air quality. 
Proposed projects may impact air quality during operation and/or construction. In terms of air 
pollution, greenhouse gas (GHG) emissions during a project are considered to evaluate the 
project’s effect on ambient air quality. As a general statement, for all 4 available Options, 
alternatives with lower construction and material usage will have lower impacts on ambient air 
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quality. Often, the lowest impact case will be for complete reuse of the existing foundation, when 
possible. 
4.3.1.5 Solid Waste  
A solid waste assessment determines whether a project has the potential to cause a substantial 
increase in solid waste production that may overburden available waste management capacity or 
otherwise be inconsistent with State policies. Any demolition performed as part of bridge 
replacement will lead to solid waste disposal. 
4.3.2 Life Cycle Inventory (LCI) 
The second stage of LCA is the life cycle inventory (LCI). In this stage, the life cycle inventories 
are made by quantifying the different material and energy flows included during the lifetime of a 
product or system. In bridge foundation reuse projects, like any other civil project, four stages can 
be considered: materials manufacturing, construction, use and maintenance, and end of life. 
4.3.2.1 Materials manufacturing (concrete, steel, and wood) 
This includes removal of raw materials from the earth, transportation of materials to the 
manufacturing locations, manufacture of finished or intermediate materials, and foundation 
elements fabrication. The materials used in the construction and maintenance of the bridge are 
accounted for throughout their production, including upstream processes all the way back to raw 
material extraction. Option 1 and 2 require more material manufacturing rather than two other 
options. Because of strengthening process in Option 4, the amount of materials consumption is 
higher than Option 3.  
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4.3.2.2 Construction 
All activities relating to the new bridge foundation construction. The construction phase includes 
diesel consumption in building machines for activities like preparation of the site, mounting the 
substructure/foundation elements, drilling, driving, transportation of materials, transport of 
workers, and use of wooden formwork.   
4.3.2.3 Use and Maintenance:  
The use phase includes operation, repair, and maintenance activities. Since the required repair 
actions cannot be predicted accurately, only routine rehabilitation activities can be considered.  
4.3.2.4 End of Life 
Includes energy consumed and waste produced due to foundation demolition and disposal of 
materials to landfills, and transport of waste materials. Recycling and reuse activities related to 
demolition waste also can be included and have a “negative impact”. Usually only the main 
materials—concrete, steel, and wood—are considered in this phase. 
In the inventory analysis stage, software tools and databases are critical. It is not possible to 
analyze each individual material and process from scratch each time an LCA is performed. Instead, 
software tools tied to extensive product and process databases are used to complete the inventory 
analysis.  
4.3.3 Life Cycle Impact Assessment (LCIA) 
The impact assessment is the third stage of LCA. During this phase, the potential environmental 
impacts are estimated and classified, characterized, normalized and weighted in order to be 
interpreted for the next and final stage of the LCA analysis (ISO 14040). Generally, the impact 
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assessment methods can be divided into two approaches: midpoint and endpoint assessment 
distinguished by the location of the indicators that have been chosen to model the environmental 
impacts (Hauschild 2005). Endpoint approaches choose their indicators at the endpoint and hence 
operate with very few impact categories, including damage to human health, ecosystem, and 
natural resources. On the other hand, the midpoint approaches choose their indicators at some 
midpoint in the impact pathway. Endpoint methods have this ability to aggregate the midpoint 
scores into fewer scores based on environmental science modeling. This feature makes 
interpretation and therefore decision making easier and less dependent on normalization and 
weighting. Although the detailed environmental profile provided by the midpoint approaches are 
not available in endpoint methods, it is easier to interpret the results of endpoint approaches. 
Contrarily, the models applied to calculate the endpoint scores are uncertain, inaccurate, or 
deficient for some of the midpoint impact categories. The International Reference Life Cycle Data 
System (ILCD) Handbook from the European Commission largely avoids giving recommendations 
of LCIA methods at the endpoint level (Chomkhamsri et al. 2011). 
A number of LCIA methods have been developed over the last 20 years to convert the LCI analysis 
results (quantities of materials and energy used and resulting emissions) into environmental 
impacts. The LCIA methods also could be a source of uncertainties in the results of LCA. 
Generally, choosing an LCIA method to estimate the environmental impacts of a product system 




Method of Institute of Environmental Sciences (in Dutch: Centrum voor Milieuwetenschappen, 
CML) was developed by the University of Leiden in the Netherlands in 2001 contains more 
than 1700 different flows in Microsoft Excel format with characterization factors available on 
the CML website for download. Guinée et al. (2002) published the methodology principles in 
a handbook. The method is divided into baseline and non-baseline, the baseline is the most 
common impact categories used in LCA. Detailed information about this method can be on 
the University of Leiden website1.  
4.3.3.2 Cumulative Energy Demand  
The method of Cumulative Energy Demand (CED) was developed in the early 70s after the first 
oil price crisis and was based on the method published by the ecoinvent center (Acero et al. 2017; 
Althaus et al. 2010). This method investigates the energy use throughout the life cycle of a good 
or service including the direct uses as well as the indirect or grey consumption of energy due to 
the use of, e.g. construction materials or raw materials. However, this method does not include 
energy from wastes. If only the primary energy demand is needed, the CED-values can be used to 
compare the results of a detailed LCA study to others. The CED-results can be used for plausibility 
checks because it is quite easy to judge on the basis of the CED whether or not major errors have 




and primary forest) and renewable (biomass, geothermal, solar, wind, and water) resources. No 
normalization or weighting data is included in the method. 
4.3.3.3 Eco-indicator 99 
In 1997, the first endpoint assessment method, Eco-indicator 95, was replaced by E a group of a 
new method for life cycle impact assessment called the Eco-indicator 99. This method is probably 
still one of the most widely used impact assessment methods in LCA. Eco-indicator 99 expresses 
the environmental impact in one single score. The higher the indicator is, the greater the 
environmental impact is. This method analyses three different types of damage: human health, 
ecosystem quality, and resources. Figure 4.2 shows the damage model of this method. Relevant 
information about Eco-indicator 99 is that the standard unit given in all the categories is point 
(Pt) or millipoint (mPt). Since the aim of this method is the comparison of products or 
components, the value itself is not most relevant but rather a comparison of values (Acero et al. 
2017).  
 
Figure 4.2. Eco-indicator 99 damage model 
Table 4.2 summarizes the available life-cycle impact assessment methods. The results from all 
these methods are not necessarily consistent (Frischknecht et al. 2016).  
79 
Table 4.2. Summary of available LCIA methods (Balogun 2018) 
Method Name Impact categories Orientation level
Impact 2002 + 
Carcinogens, non-carcinogens, respiratory inorganic, ionizing 
radiation, ozone layer depletion, respiratory organics, aquatic 
ecotoxicity, terrestrial ecotoxicity, terrestrial acid/nutri, land 





Fossil depletion, metal depletion, water depletion, natural land 
transformation, urban land occupation, agricultural land 
occupation, marine ecotoxicity, freshwater ecotoxicity, 
terrestrial ecotoxicity, marine eutrophication, freshwater 
eutrophication, terrestrial acidification, climate change 





Abiotic depletion, acidification, eutrophication, global 
warming, ozone layer depletion, human toxicity, freshwater 
aquatic ecotoxicity, marine aquatic ecotoxicity, terrestrial 
ecotoxicity, and photochemical oxidation 
Midpoint level 
TRACI 
Global warming, acidification, carcinogens, non-carcinogens, 




Greenhouse effect, ozone layer depletion, ionizing radiation, 
respiratory effects, carcinogenesis, regional effect on vascular 
plant, local effect on vascular plant species, acidification, 
eutrophication and surplus energy for future extraction 
Endpoint level 
EPS 2000 
Life expectancy, severe morbidity, morbidity, severe nuisance, 
nuisance, crop growth capacity, wood growth capacity, fish and 
meat production, soil acidification, Prod. Cap. irrigation water, 
depletion of reserves and species extinction 
Midpoint level 
EDIP 
Global warming, stratospheric ozone depletion, photochemical 
ozone formation, acidification, eutrophication, ecotoxicity, 
human toxicity, persistent toxicity, hazardous waste, nuclear 
waste, slag and ashes, bulk waste and resource depletion 
Midpoint level 
4.3.3.4 Normalization 
Ranking the impact categories used in the same method to choose those with the greatest impact 
on the environment is a difficult task. Additionally, it is also needed to compare the ranking of 
impact categories not measuring the same quantity (e.g. comparing the impact of global warming 
and the impact of acidification). To solve this issue, the ISO standard suggests two optional steps 
in LCA to facilitate the interpretation of the results by decision-makers: normalization and 
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weighting. Normalization is the calculation of the magnitude of an impact indicator score relative 
to reference information with the aim to better understand the relative magnitude for each 
indicator result of the product system under study (ISO:14040 2006). The choice of the reference 
system should be consistent with the goal of the study, and it is thus dependent on the context, 
in which the LCA study is performed. To bring the results of all impact categories on the same 
scale, they are divided by a selected reference value as in Equation 4-1:   
/i i iN S R=  Equation 4-1
where i is the impact category, Ni is the normalized results, Si is the characterized impact of the 
impact category i of the system under study, and Ri is the normalization factor of the impact 
category i in the reference system. 
Normalization approaches can be classified into two distinct groups: internal and external 
normalization. In an internal normalization, the primary objective is to eliminate the specificity 
of the impact indicator units so that the obtained normalized scores can undergo further valuation 
(Norris 2001). In an external normalization, the reference system corresponds to a given entity 
independent of the object of the LCA, e.g. a company or a region, in a given time period. 
There are many approaches of performing internal normalization. One method is to select a 
reference alternative or a baseline scenario among the ones under study, which is called Division 
by Baseline (DBB). Each impact indicator of all alternatives is divided by the score obtained for 
the selected reference alternative. Relative comparisons of results ranking can be performed across 
impact categories and obtained ratios can be reported as percentages.  
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4.3.3.5 Weighting 
When tradeoffs between impact category results do not accommodate choosing one preferable 
option over the alternatives, weighting can facilitate the decision-making procedure. It enables 
users to integrate various environmental impacts to maker the interpretation of LCA results easier. 
The weighting system represents an evaluation of the relative importance of impact categories 
based on references such as people's or experts' opinions considering the geography (local versus 
global), urgency, political agendas, or cost. By using the weighting system, results can be summed 
across impact categories to obtain a single score indicator for an LCA. For example, as a result of 
a panel of experts, damage to Human Health and damage to Ecosystem Quality about equally 
important while damage to Resources is considered to be about half as important (PRé 
Consultants 2000). Although a single-score system is very practical and helpful, there is an ongoing 
longtime debate in the LCA community on this topic (Pizzol et al. 2017). 
4.3.4 Interpretation Phase 
In the interpretation phase, all the results obtained from the inventory and impact assessment 
phases of the LCA are compiled and evaluated in order to get a final conclusion. In this phase, 
the level of confidence of the final results is checked, the significant aspects of the life cycle are 
recognized, and some activities can be adjusted if required. It is all part of an iterative procedure 
that leads to achieve the goal of the study and make improvements in the LCA study. According 
to ISO 14040, three steps for the interpretation phase can be counted (Zampori et al. 2016):  
• Identify the significant issues: The purpose of this step is to analyze and structure the 
results of earlier phases of the LCI/LCA study in order to identify the significant issues 
relating to goal, scope, system boundary, assumptions and limitations of the study  
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• Evaluation (completeness, consistency, and sensitivity check): The purpose of the 
evaluation is to determine the strength of conclusions and recommendations from the study 
and the clearance of its outcome. Evaluation involves three parts: completeness check, 
sensitivity analysis in combination with uncertainty analysis, consistency check.  
• Draw Conclusions and make Recommendations: The purpose of this step is to integrate the 
outcome of the other steps of the interpretation phase, draw on the main findings from the 
earlier phases, and develop recommendations for the intended audience. 
4.4 LCA Database and Packages 
There are a number of computer software packages and databases available for LCA. Each 
software package has its advantages and disadvantages in terms of price or functionality. All the 
software packages are essentially similar in their aims. The basic function of any package is to 
complete energy and mass balances on an item specified by the user and then allocate emissions, 
energy uses, etc. that are normalized on some common basis such as mass. Table 4.3 summarizes 
the available computer programs for LCA worldwide and their usage realm. General application 
means that the software can be used for both industrial and building projects.  
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Table 4.3 Available software packages for LCA 
Row Package Developer Country Applicability 
1 Athena ASMI Canada Buildings 
2 BEES NIST USA Buildings 
3 Boustead Model Boustead consulting UK Industrial products 
4 CMLCA Leiden University Netherlands Industrial products 
5 EarthSmart EarthShift Global LLC USA Industrial products 
6 eBalance IKE Environment Tech China Industrial products 
7 Ecochain Ecochain Netherlands Industrial products 




Carnegie Mellon University USA - 
10 EDIP PC Tool Danish EPA Denmark Industrial products 
11 EIME Bureau Veritas CODDE France Industrial products 
12 Envest 2 Envest UK Industrial products 
13 EQUER E´cole des Mines de Paris France Industrial products 
14 ETSI BridgeLCA 
LCA software tool for 
Bridge 
Sweden - 
15 GaBi thinkstep Germany Industrial products 
16 GEMIS O¨ko-Institut Germany Industrial products 
17 GREET Model TTRDC USA Industrial products 
18 IDEMAT TU Delft University Netherlands Industrial products 
19 iPoint iPoint-systems Germany Industrial products 
20 JEMAI-LCA JEMAI Japan - 
21 LCAiT 4 Chalmers Industriteknik Sweden Industrial products 
22 LCAPIX KM limited USA - 
23 One Click LCA BIONOVA LTD Finland General 
24 openLCA GreenDelta GmbH Germany General 
25 PaLATE UC Berkeley USA Pavement 
26 Quantis Suite Quantis Switzerland Industrial products 
27 SimaPro PRé Sustainability Netherlands General 
28 Simplified LCA  Sweden - 
29 SolidWorks Dassault Systèmes France -
30 TEAM PwC France Industrial products 
31 Umberto Ifu Hamburg Germany Industrial products 
32 WISARD ECOBILAN UK - 
In fact, all these software packages are designed to aid users in the inventory stage of LCA by 
analyzing the data provided by various databases. Like the various software packages, there are 
multiple data sets.  
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1. ecoinvent 
2. UVEK LCI Data 
3. The Evah Pigments Database 
4. LCA Commons  






11. EuGeos 15804-IA 
12. NEEDS 




17. ProBas  
18. PSILCA  
19. Exiobase  
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CHAPTER 5. ALTERNATIVE SELECTION 
5.1 Introduction 
Selection of the preferred alternative in bridge reconstruction projects may need to consider several 
of decision areas, including up-front costs, life-cycle costs, sustainability, user/community impacts, 
financial and safety risks, and constructability. Alternative selection can be qualitative, where the 
best alternative is identified through judgment, quantitative analysis or through scoring. Often, 
alternative selection is heavily influenced by public feedback, which is qualitative in nature but 
can be informed through the assignment of a technical score. Since there is more than one 
contributing criteria in an optimum alternative selection process, the comparison procedure should 
be performed by considering the presence of multiple and conflicting criteria. This can be done by 
applying different methods and tools, as well as using different objectives. Often none of the 
alternatives fit perfectly to achieve goals. The alternative that best suits the goals can be selected 
by evaluating the different alternatives against a set of criteria. A very common and useful group 
of decision-making tools taking into account several criteria is called multi-criteria decision-making 
(MCDM) methods. Since there are two types of criteria––objectives and attributes–– the MCDM 
can be divided into two main categories: i) Multiple Attribute Decision Making (MADM) and ii) 
Multiple Objective Decision Making (MODM) (Hwang and Yoon 1981). The MADM method is 
used in the evaluation of problems which are usually associated with a limited number of 
predetermined alternatives and discrete preference ratings (discrete decision spaces). For the 
methods in this category, the initial stage of the process is led by experts with assigning the 
weights of the criteria or assessing any attribute of the goal. Finally, the best solution or a solution 
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ranking is obtained. The MODM method is applied in the problems aiming to achieve the optimal 
or desired goals by considering the various interactions within the given constraints. This method 
focuses on continuous decision spaces, primarily on mathematical programming with several 
objective functions that the experts take part at the end of the process by choosing one among 
the available options. A detailed discussion about MODM and MADM, some basic solution 
concepts and terminologies can be found in Hwang and Yoon (1981).  
In this chapter, the common multi-criteria decision-making tools will be briefly reviewed and a 
proper method will be selected to use in this study.  
5.2 Multiple-Attribute Decision-Making 
Multi-attribute decision making (MADM) is a set of decision-making methods used for evaluation, 
prioritization, and selection over the available alternatives that are characterized by multiple––
and usually conflicting–– characteristics (Lu et al. 2007). There is a large variety of MADM 
methods and tools used in decision-making problems and none of them can be considered perfect. 
These methods mostly use unrealistic assumptions and are not accurate and effective enough 
(Penadés-plà et al. 2016). Table 5.1 summarizes the available MADM methods and their primary 
bases. The scoring methods are considered as the simplest MADM methods. In this group, the 
alternatives are assessed using basic arithmetical operations. For example, Simple Additive 
Weighting (SAW) which is the oldest MADM method obtains the sum of the weighted normalized 
values of all the criteria by maximizing the criteria. The distance-based methods distinguish the 
optimum alternative by obtaining the distance among each alternative and a specific point. For 
example, Compromise Programming (CP) method compares all defined alternatives to a 
hypothetical best alternative and finds the closest one as the solution. 
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Table 5.1. Available multi-attribute decision-making (MADM) methods (Penadés-plà et al. 2016) 
Base Name 
Scoring methods 
Simple additive weighting (SAW) 
Complex proportional assessment (COPRAS) 
Distance-based 
methods 
Goal programming (GP)  
Compromise programming (CP) 
Technique for the order of preference by similarity to an ideal solution (TOPSIS)  
Multi-criteria optimization and compromise solution (VIKOR) 




Analytic hierarchy process (AHP) 
Analytic network process (ANP) 




Preference ranking organization method for enrichment of evaluations 
(PROMETHEE) 
Elimination and choice expressing the reality (ELECTRE) 
Utility/Valuate 
methods 
Multi-attribute utility theory (MAUT) 
Multi-attribute value theory (MAVT) 
Other Quality function development (QFD) 
The pairwise comparison methods assign a set of relative weights to the defined criteria and 
compare available alternatives regarding a subjective criterion. The problem of these methods is 
that the relative weighting assignment process is based on the knowledge of the decision-makers 
and therefore, it is possible that different priority system is assigned to the same problem by 
different decision-makers. The Analytic Hierarchy Process (AHP) is the first and the most used 
pairwise comparison method in decision-making problems. In order to solve the independency of 
the criteria in the AHP method, the Analytic Network Process (ANP) was developed. Another 
alternative to the AHP method is Measuring Attractiveness by a Categorical Based Evaluation 
Technique (MACBETH). The next group of MADM methods is outranking methods. Instead of 
eliminating an alternative in a pairwise comparison, outranking methods sort the alternatives in 
an order according to the decision-maker criteria and preference. They do not eliminate any 
alternative in pairwise comparison instead it puts the alternatives in an order according to criteria 
and decision-maker preference. Unclear and incomplete information can be used in these methods 
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and their results are simple to interpret, clear and stable (Brans et al. 1986). The utility/value 
methods determine the degree of satisfaction of the criteria using a set of defined expressions. 
These expressions are the functions that convert the ratings (i.e., relative behavior of alternatives 
in relation to each criterion) into their degree of satisfaction according to the method (MAUT or 
MAVT). These functions are able to relate the ratings and the degree of satisfaction by modeling 
different shapes. 
5.3 Multi-Objective Decision-Making 
The multi-objective decision making (MODM) methods–– also known as the continuous types of 
MCDM–– are used to find multiple trade-off solutions. The MODM methods are mainly used in 
the problems with multiple objectives that are non-commensurable and conflict with each other. 
Decision variables, objective functions, and constraints are reflected as vectors and the MODM 
optimizes the objective functions. This optimization problem has rarely a unique solution, so it is 
expected to obtain a set of efficient solutions and the final option should be chosen among them. 
The optimization process can be performed using various algorithms such as Genetic Algorithm 
(GA), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Simulated 
Annealing (SA) and Harmony Search (HS).  
Depending on the type of required information, the MODM methods can be systematically 
classified into four classes. As is noted in Table 5.2, in class 1 of methods once the objective 
functions and constraints have been defined, the solution is presented on the assumptions about 
decision-makers’ preference. In this class, no information from decision-makers is required. In class 
2, it is assumed that the decision-makers have a set of goals to achieve and these goals are set 
before the creation of a mathematical model. The decision-makers’ involvement is more in third 
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class which is also called an interactive method. This interaction takes place at each iteration 
through a computer interface. Trade-off or preference information from decision-makers at each 
iteration is used for determining a new solution.  
Table 5.2. A classification of MODM methods (Lu et al. 2007) 
Class Type of information Typical methods 
1 None • Global Criteria Method 
2 
Cardinal • Weighting Method 
Ordinal & cardinal • Goal Programming (GP) 
3 
Explicit trade-off 
• Efficient Solution via Goal Programming (ESGP) 
• Interactive Multiple Objective Linear Program (IMOLP) 
• Interactive Sequential Goal Programming (ISGP 1979) 
• Zionts and Wallenius (ZW 1975)  
Implicit trade-off 
• STEP Method (STEM) 
• STEUER (1977) 
4 Implicit/explicit trade-off 
• Parametric method (Hwang and Masud 1979) 
• Constraint method (Hwang and Masud 1979; Sakawa 1993) 
Finally, the fourth class just determines a subset of the complete set of non-dominated solutions 
to the MODM problem. It directly deals with constraints and does not include the preference of 
decision-makers. 
Not all reviewed MCDM methods are applicable to the bridge foundations reuse projects. For 
example, the MODM methods are mostly used in structural optimization (Zavala et al. 2014). All 
MADM methods summarized in Table 5.1 can be used in the selection of an optimum option in 
reuse projects. In this study, the analytic hierarchy process (AHP) was used to select between the 
available options. AHP is a robust and simple method that has been successfully used in 
Accelerated Bridge Construction (ABC) decision-making process (Salem and Miller 2006).   
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5.4 Analytical Hierarchy Process 
AHP was firstly proposed by Saaty (1977, 1980) to model subjective decision-making processes 
based on multiple attributes in a hierarchical system. AHP enables decision-makers to assemble a 
MADM problem in the form of an attribute hierarchy. Several comparison methods can be 
implemented in AHP to evaluate the relative importance of each factor using both numerical and 
qualitative scales. The AHP decomposes a pairwise problem into a hierarchy of sub-problems that 
can more easily be comprehended and subjectively evaluated. Numerical values are used to 
interpret the subjective evaluations that are processed to rank each alternative on a numerical 
scale. The decision making using AHP includes the following six steps:  
• STEP 1: Making Decision Hierarchy 
• STEP 2: Constructing Comparison Matrices 
• STEP 3: Calculating Eigenvector and Eigenvalues 
• STEP 4: Checking Consistency of Matrices 
• STEP 5: Evaluating and Comparing Alternatives for Criteria and Decision Making 
• STEP 6: Performing a Sensitivity Analysis of the Model 
5.4.1 Making Decision Hierarchy 
In this step, the problem is decomposed into a hierarchy of goals, criteria, sub-criteria, and 
alternatives. This is the most creative and important part of decision-making. Structuring the 
decision problem as a hierarchy is fundamental to the process of the AHP. This step can be divided 
into four sub-steps:  
• Identify the objective of the process: This process begins with defining the overall objective 
or goal of the process. In a typical bridge foundation reuse project, the goal is to reuse an 
existing bridge foundation in the most economical and safe conditions with the least 
disruption to the environment and mobility around the site. 
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• Identify the criteria to achieve objectives: Criteria that contribute to the successful 
realization of this goal are then identified. In reuse projects, these criteria, as mentioned 
earlier, could be safety, cost, constructability, and environmental impacts.   
• Identify the sub-criteria: Specific sub-criteria (sub-factors) related to each criterion 
(factors) can then be identified and included in the hierarchy. These criteria and sub-
criteria may either be qualitative or quantitative, based on the preferences and experience 
of the decision-makers. The sub-criteria should be organized in such a way that the 
comparison between the sub-criteria is intuitive. 
• Identify the alternatives: The solutions or alternatives that satisfy the overall objective are 
then identified. As stated previously, there are four alternatives or options in conjunction 
with the old and new foundation.  All of these elements are then arranged in descending 
order, starting with the overall objective or goal, followed by the criteria, the sub-criteria 
and finally the options.  
Figure 5.1 shows a typical analytical hierarchy process chart. The number of levels can be more 
than the four shown in this figure depending on the project specifications. Each criterion can have 
n sub-criterion and each sub-criterion can also have its own lower-level sub-criterion.  
 
Figure 5.1. A typical analytical hierarchy process diagram  
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5.4.2 Construct Comparison Matrices 
Comparison matrices are constructed to determine how the various elements in one level influence 
the elements on the next higher level, so as to compute the relative strengths of the impacts of 
the elements of the lowest level on the overall objective. This enables the decision-makers to 
consider two alternatives at a time. Accordingly, the strategy can be defined as to decompose the 
original problem into smaller sub-problems and work with the smaller ones. The pairwise 
comparisons are collected into a pairwise comparison matrix. Each element is evaluated against 
each of its peers in relation to its impact on achieving the objective of the parent element. These 
evaluations are termed as pairwise comparisons and take the form of matrices. An effective way 
to overcome this problem is to use pairwise comparisons. The pair-wise comparisons of the 
elements at each level are made in terms of: 
• Importance: when comparing objectives with respect to their relative importance. 
• Preference: when comparing the preference for alternatives with respect to an objective. 
• Likelihood: when comparing uncertain events or scenarios with respect to  the 
probability of their occurrence. 
The values for comparing the elements using the technique of pair-wise comparisons are assigned 
from a pre-determined scale of relative importance. The ratio scales are shown in the table below. 
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1 Equal Importance Two activities contribute equally to the objective 
3 
Weak Importance of one 
over another 
Experience and judgment slightly favor one activity 
over another 
5 
Essential or Strong 
Importance 
Experience and judgment strongly favor one activity 
over another 
7 Demonstrated Importance 
Activity is strongly favored and its dominance 
demonstrated in practice 
9 Absolute Importance 
The evidence favoring one activity over another is of 
the highest possible order of affirmation 
2,4,6,8 
Intermediate Values 
between two Judgments 
Used to facilitate compromise between slightly 
differing judgments 
To compare a set of n attributes pairwise, denoted by a1, a2, . . . , an according to their relative 
importance weights, denoted by w1, w2, . . . , wn, the pairwise comparisons matrix can be 
represented as Equation 5-1.  
 














where aij = 1/aji and aij >0 . In realistic situations, wi/wj is usually unknown and therefore 
according to Saaty’s theory, aij can approximately be assumed to be equal to the ratio between 
two weights aij ≅ wi/wj. The ratio of weights (wi/wj) which are taken from Table 5.3 is likely to 
be unique to the project and priorities placed by decision-makers on these factors.  In a reuse 
decision-making situation, the precise values of aij cannot be assigned and only the most reasonable 
estimation can be made. For instance, in one project in areas with drought issues, disturbing any 
water resource such as rivers or reservoirs, would be very sensitive and could have higher 
importance than cost factor. The three main criteria in the above matrix can further be sub-
divided into sub-criteria which form their matrices using pair-wise comparisons.  
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5.4.3 Calculating Eigenvector and Eigenvalues 
The relative importance (weight) of sub-criteria concerning the criterion at one level above can be 
determined by calculating the eigenvector of the matrix. The principal eigenvalue and the 
corresponding normalized right eigenvector of the comparison matrix give the relative importance 
of the various criteria being compared. The elements of the normalized eigenvector are termed 
weights with respect to the criteria or sub-criteria and ratings with respect to the alternatives. 
The Eigenvector associated with the principal Eigenvalue of a Matrix ‘A’ can be calculated as in 




A e C w
e A e→∞
=  Equation 5-2
where: 
e is the column unity vector and eT its transpose 
C is a constant. 
w is the Eigenvector. 
5.4.4 Checking Consistency of Matrices 
Comparisons made by this method are subjective and the AHP tolerates inconsistency through 
the amount of redundancy in the approach. If this consistency index fails to reach a required level 






nCI  Equation 5-3
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where n is the order of matrix and λmax is the maximum eigenvalue of the judgment matrix. For 
a perfectly consistent matrix of pairwise comparisons, the CI would be zero, because the 
Eigenvalue is equal to the order of the matrix. The consistency of judgments in the pairwise 
comparisons can be calculated by finding the consistency ratio. The consistency ratio, CR, can be 
defined as the ratio of consistency index and random index: 
Consistency Index
Random Index
CR =  Equation 5-4
The random index (RI), for the different order random matrices, was calculated by Saaty (1977) 
by randomly creating 500 positive reciprocal matrices of various sizes (1×1 to 15×15) and 
calculating the consistency index of each matrix (see Table 5.4). The probability distributions of 
the CIs were then studied and values for the random index were recommended. 
Table 5.4. Random index of matrices with different sizes 
Size of Matrix Random Index Size of Matrix Random Index 
1 0 9 1.45 
2 0 10 1.49 
3 0.58 11 1.51 
4 0.9 12 1.48 
5 1.12 13 1.56 
6 1.24 14 1.57 
7 1.32 15 1.59 
8 1.41 - - 
When making judgments concerning a large number of comparisons, it is important to emphasize 
that the objective in making good decisions is not to minimize the consistency ratio. Good decisions 
are most often based on consistent judgments, but the reverse is not necessarily true. AHP allows 
a margin of inconsistency. If the calculated CR for a given matrix is 0.10 or less, the inconsistency 
is generally considered to be acceptable for the evaluation of the decision hierarchy. If the CR is 
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above 0.10, then the values assigned to the pairwise comparison in the given matrix should be re-
examined. The whole procedure starting with the pairwise comparisons, matrix calculations, and 
consistency checks throughout the entire hierarchy should then be repeated. 
In addition to the consistency index introduced previously, many other consistency/inconsistency 
indices have been proposed by various researchers such as index of determinants, geometric 
consistency index, harmonic consistency index, ambiguity index, etc. (Brunelli 2015) 
5.4.5 Evaluating and Comparing Alternatives for Criteria and Decision Making 
Each project would have a number of activities that need to be evaluated in order to determine 
the best alternative that would suit the project. The final weights for sub-criteria can be obtained 
by multiplying the weight (from the Eigen-vector) with the weight of the corresponding criteria 
one level up higher in the hierarchy. 
In the next step, each alternative is evaluated for its effectiveness in achieving the objective stated 
in each sub-criterion using pair-wise comparison similar to step 2 using the pair-wise comparison 
scale. The consistency of these pair-wise matrices is checked and Eigenvectors are calculated. 
These Eigenvectors represent the performance of each alternative on the particular criteria for 
which they are evaluated. Finally, a matrix of Eigenvalues obtained from the previous stage is 
created and it is multiplied with the transpose of the final sub-criterion weights. 
1
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where wi is the final weights for sub-criteria i and eix is the effectiveness of alternative x for sub-
criteria i.  
5.4.6 Performing a Sensitivity Analysis of the Model 
Sensitivity analysis is the study of how the variation in the output of a model can be apportioned 
qualitatively or quantitatively to different sources of variation and of how the given model depends 
upon the information fed into it (Saltelli et al. 2008). Sensitivity analysis can be performed to see 
how well the alternatives perform with respect to each of the criteria as well as how sensitive the 
alternatives are to changes in the importance of the criteria. 
Sensitivity analysis of the decision-making model which uses AHP requires checking the change 
in output for a small change in the input. This would entail changing the pairwise comparison 
values for every factor and conducting the entire analysis. This will have to be done for every 
factor at many different levels. This process is computationally intensive and it can take a 
significant amount of time. Many commercially available software programs such as expert choice 
can be utilized to conduct sensitivity analysis. With small changes in the weight of a single factor, 




CHAPTER 6. CASE STUDY 
6.1 Introduction 
To show the application of the proposed method, a real case example is presented in this chapter.  
Oxford Valley Road Bridge over U.S-1 (structure number of 7229) is a three-span steel girder 
cast-in-place concrete bridge constructed in 1972 in Bucks County, Cochranville, PA. Because of 
the poor condition of the superstructure, it was replaced after 45 years in 2017.  The edge-to-edge 
width of the bridge is 89.9 ft. The bridge superstructure was evaluated to be in poor condition 
and was replaced in 2017 (a photo of the new bridge with the replaced superstructure is shown in 
Figure 6.1.a). As it is seen in Figure 6.1.b, the existing bridge consisted of three spans of 34.5’-
100’-32’ and skewed 6  by degrees. The north and south lane of the superstructure are not 
connected and are supported on separate piers and abutments. The abutments are comprised of 
retaining walls with constant cross-sections supported by H-piles. 
The bridge was designed according to the AASHTO Standard Specification for Highway Bridges 
(AASHTO 1965) for a live load of HS20-44 with an impact factor of 1.33. Each superstructure 
(southbound and northbound) consists of 6 plate girders and rolled wide-flange beams (spans 1 
and 3 are rolled I-beams and span 2 are plate girders). In this study, only the left pier 2 (designated 
as “Pier 2 Lt. Ahd.” in Figure 6.2.a) is herein evaluated for reuse. Since the bridge is horizontally 
curved, the piers have a superelevation of 4.68% (see Figure 6.2.b) 
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a) Google® 3D view of the new bridge 
 
b) Elevation view the old bridge 
Figure 6.1. The Oxford Valley Road Bridge over U.S.1 
 
a) Piers schematic plan b) Typical pier elevation 
 Figure 6.2. Piers of Oxford Valley Road Bridge 
Each pier consists of two 36”×36” reinforced concrete columns supported by 8 HP12×53 piles which 
are battered with the slope of 4:1. The pier cap is tapered with the height of the section changing 
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from 4’ at columns’ face to 3’ at the middle and free ends. The footing plan and H-pile cross-
section are shown in Figure 6.3. Eight piles are supporting each column, with 6 battered in 
longitudinal (traffic) direction and 2 in the transverse direction. Section loss due to time-dependent 
corrosion is applied to the pile web; therefore, the web thickness of the pile section (tw) decreases 
with time according to Equation 2-34.  
a) Footing plan (8 H-piles) b) HP12×53 cross-section 
Figure 6.3. Pile foundation of piers 
6.2 Defining the Options 
The general definition of options described in Chapter 1, however, not all four options may be 
applicable to a specific project. Considering the plan of Oxford Valley Road and U.S-1 intersection 
as shown in Figure 6.5, Option 1 will require a change in the horizontal alignment of Oxford 
Valley road. This will incur additional costs to the construction of this option for right-of-way 
(ROW) for the new alignment and therefore is not considered a feasible option.   
Option 1 would require a change in the horizontal alignment of Oxford Valley road. This would 
incur additional costs to the construction of this option for right-of-way (ROW) for the new 
alignment and therefore is not considered a feasible option. 
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Option 2 is defined as the construction of a new pier and piles with the same geometrical and 
structural details at the north side of the existing pier (designated as “Pier 2 Lt. Ahd” in Figure 
6.2.a) and south of abutment 2. Therefore, no change in alignment occurs in this case (see Figure 
6.4). In this option, the existing pier will be demolished down to the lower elevation of the pile 
cap (169.00 ft.), steel piles will be cut to the same elevation and will be left in the ground. The 
length of all girders and deck at span 3 will change. 
Option 3 would involve reusing the existing substructure and foundation with minor 
rehabilitations (patching spalled, deteriorated, and cracked parts of the pier cap without any 
corrosion mitigation).  Based on the bridge inspection report in September 2017, the pier cap had 
corroded slightly and some concrete spalling had occurred at column-pier-cap connection and 
lower side of pier cap near the middle. No evaluation record was available for steel piles and no 
damage sign has been observed in the foundation. The overall condition of substructure had been 
evaluated to be satisfactory (6 out of 9). As such, the pier Option 3 would involve rehabilitation 
to the original capacity. 
 
Figure 6.4. New Pier layout on the existing bridge plan 
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Option 4 would involve reuse of the existing pier and steel piles with retrofit and strengthening 
of the deteriorated parts of pier and corrosion mitigation. Superstructure replacement includes re-
decking and replacement of beams in the span 2, and repair of the deck in the two other spans by 
keeping the width of the bridge the same. The new superstructure would include an increase of 
10% in dead load. This option would involve a higher level of rehabilitation than that in Option3. 
Depending on the level of enhancement and corrosion mitigation strategy, there could be several 
alternatives for Option 4 Table 6.1  represents the three alternatives for Option 4 and their costs 
comparisons to Option 2, the base scenario of constructing a new pier and foundation). These 
costs have been calculated based on similar projects and are very approximate in nature. Exact 
cost estimates for each alternative is not possible without having all the required details, which 
may also depend on local conditions. The details of cost estimation for all options are presented 
in Table 6.12 in subsection 6.6.2 of the current chapter. 
Table 6.1. Alternatives for Option 4  
Alternative Actions Cost 
A Corrosion mitigation 33% of Option 2
B Corrosion mitigation and encasing  35% of Option 2
C Corrosion m itigation, encasing, and micropile 51% of Option 2
Option 4-Alternative A (Opt 4A):  Only corrosion mitigation is carried out. It is assumed 
that the chloride behind rebars is more than 0.035% by concrete weight. Electrochemical chloride 
extraction (ECE) is a temporary in-situ restoration method for removing chlorides from reinforced 
concrete structures. The purpose of ECE is to remove chloride ions from reinforced concrete while 
increasing the alkalinity in the vicinity of the reinforcing steel (Elsener and Angst 2007). 
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Figure 6.5. Plan view of Oxford Valley Road and U.S-1 (Google® 3D view) 
Option 4-Alternative B (Opt 4B): In addition to ECE, columns will be encased in a 4-in (10 
cm) thick layer of high-performance concrete (HPC) with compressive strength, f’c, of 12 ksi (82 
MPa). This encasing not only enhances the structural capacity of columns but also can be 
considered as sealing the concrete and therefore will theoretically prevent the corrosion for 
remaining years of bridge service life (red dashed flat line in Figure 6.6). The new concrete is tied 
into the existing concrete using hooked dowels that are epoxied into the original concrete face. 
For column 1, it is assumed the chloride impacted concrete cover should be removed prior to being 
encased in HPC.  
Option 4-Alternative C (Opt 4C): In addition to the measures taken in Alternative B, the 
existing foundation is to be strengthened using micropiles cased with permanent casing through 
the entire pile cap and soil into the bedrock underlying the site, approximately 17 feet below the 








connected to the lower portions of the pile cap. A total of four micropiles with a nominal diameter 
of 6 in are to be installed under the pile cap.  
 
Figure 6.6. Rebar section loss ratio in Option 4 alternatives.  
The effect of corrosion mitigation on reduction of rebars and H-piles over time in three alternatives 
of Option 4 is shown in Figure 6.6. The graph for the case of no corrosion mitigation is plotted 
using Equation 2-33. 
6.3 Reliability Analysis 
The probabilistic calculation of the demands and capacities are performed considering the 
geometrical and material properties, and load effects as random variables. The extracted values 
from the bridge drawings are assumed as the mean values for the random variables presenting 
those parameters. The probability distribution function for each random variable is chosen based 
on the available literatures. The coefficient of variation (COV) of random variables is either taken 
out from literature or reasonably assumed. As it is seen in Figure 6.7.c, BH-4 has been excavated 
at Pier 2 location and therefore, the soil properties were extracted from the SPT values of BH-4 
(Figure 6.7.b).  
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In finite element analysis, the ECE in all alternative of Option 4 is modeled by assuming that the 
corrosion ceases after ECE performed and no further section loss will happen in addition to the 
current loss from 19 years (which is the assumed corrosion initiation time, Ti and shown by a 
horizontal line starting from point 1 in Figure 6.6). After 19 years (shown by a dotted green curve 
starting at point 2 in Figure 6.6), it is assumed the corrosion will start with a similar rate as prior 
to mitigation. In alternative B of Option 4, encasing columns is modeled in FE analysis by 
increasing the column sizes.  
 
(a) FEM Model (b) BH-4 log (c) Boreholes plan 
Figure 6.7. Pier 2 Left plan and soil profile  
The procedure of reliability analysis of substructure and foundation reconstruction/reuse options 
is shown in Figure 6.8. In order to calculate the demand and capacity of sections, a series of finite 
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element analyses was carried out using FB-MultiPier (BSI 2018) according to AASHTO LRFD 
Bridge Design Specifications (AASHTO 2017). The input files of finite element models for FB-
MultiPier was created by a MATLAB code. Then the outputs of interest were extracted from 
output files of FE models and used as inputs for reliability analysis in SYSREL (STRUREL 2017).  
 
Figure 6.8. Substructure reliability analysis process   
In order to create the FE models, the geometrical and material properties of the bridge should be 
randomly generated. Random models are created using sampling from random variables. Sampling 
a random variable X means generating a domain value x ∈ X in such a way that the probability 
of generating x is in accordance with f(x), the probability density function associated with X. 
There are different probability sampling methods. In probability sampling methods every unit in 
the population has a chance (greater than zero) of being selected in the sample, and this 
probability can be accurately determined. Latin Hypercube sampling is one of the probability 
sampling methods for generating random samples of random variables with prescribed probability 
distribution functions. Latin hypercube sampling was first proposed by McKay et al. (1979) and 
further developments for various applications were proposed by several researchers (Iman and 
Conover 1982; Olsson and Sandberg 2002). In this method, as depicted in Figure 6.9, the 
107 
probability density function of each random variable is divided into a histogram with equal 
probability intervals ––stratification–– and samples are withdrawn from each interval. In the whole 
process of sampling, only one sample is withdrawn per stratification. In other words, the new 
sample points are generated remembering the previous samples.  
 
Figure 6.9. Schematic two-dimensional sampling using LHS method 
If N samples are needed to be generated from K random variables of Xi (i=1 to K) with a 
probability distribution function of f(X), the sampling space is then K-dimensional. An N×K 
matrix P, in which each of the K columns is a random permutation of 1,.., N, and an N×K matrix 
R of independent random numbers from the uniform (0,1) distribution are established. Each 
random variable’s range is divided into N non-overlapping intervals with an equal probability of 
1/N. From each interval, one value is randomly withdrawn according to the given probability 
density of the interval. The N values of Xi are paired in a random manner with values of Xi+1, 
until N samples of n variables are formed. 
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Table 6.3 shows the random variables used for geometrical and material properties (concrete and 
steel) with associated probabilistic distributions and parameters. For the variables with a 
lognormal distribution, the probability distribution function (PDF) is as in Equation 6-1. 
λ
ςπ ς
  −= − ≥  
  






where λ and ς are mean and standard deviation of a lognormal distribution, respectively and can 
be found as follows:  
21ln
2x
λ μ ς= −  Equation 6-2
( )2ln 1ς δ= + x  Equation 6-3
where μx and δx are the mean and coefficient of variation of the normal distribution variable. The 
randomly drawn samples of the random variables are shown in scatter plots in Figure 6.10 with 




Figure 6.10. Latin Hypercube Sampling of the bridge random variables 
The number of samples from random variables for generating the finite element models depends 
on the required precision in the estimation of statistical parameters of demand and capacity 
samples. Different sampling techniques have different convergence rates. For example, the LHS 
which has been used in this study converges at least as fast as simple random sampling if N is big 
enough.  The sampling error of Monte Carlo is in the order of  0.5( )O N−   while this order for LHS 
is 1( )O N− , for almost all distributions and statistics in common use. In other words, if N samples 
are needed for the desired accuracy using LHS, N2 samples will be needed for the same accuracy 
using Monte Carlo. In Figure 6.11, the mean of moments at pier cap support (section 3 as is 
defined in Figure 6.13) over time is plotted for three number of samples N=100, 200, and 300. As 
it is seen, both demand and capacity mean values converge very fast and therefore, 300 samples 
can be considered a reasonable number.  
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Figure 6.11. The moment in pier cap at support location changes over time  
The whole bridge system can be assumed as a three-component system working in a series as 
shown in Figure 6.12. The superstructure subsystem is not considered in this study. The 
substructure (piers) and foundation (piles) work in series. Determining the failure mechanisms for 
substructure and foundation requires finding the critical sections of each member.  
 
Figure 6.12. Whole bridge series system 
In the next sections, the failure mechanisms and critical sections are determined. In FE modeling, 
only the bridge components below the bearings are modeled and live load and dead load are 
calculated from girder reactions and are applied at the location of the bearings. The nonlinear 
behavior of concrete, soil, and steel sections are considered. Pile-soil interaction is represented by 
nonlinear P-Y (lateral force-lateral displacement), T-Z (axial displacement-skin friction), T-θ 
(twisting-rotational resistance), and Q-Z (tip displacement-tip resistance) springs. The detailed 
description of these springs and their governing equations can be found in the FB-Pier program 
manual (Chung 2015). 
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6.3.1 Pier Cap 
Pier cap is considered as a 42’ long continuously supported beam with two 8.5’ cantilever parts. 
The shear and moment diagrams of the pier cap are plotted in Figure 6.13.a and b to determine 
the critical sections. Sections S-1 and S-3 at supports (both flexural and shear sections) and S-2 
(flexural section) at mid-span have been chosen as shown in Figure 6.13.c.  
(a) Pier cap moment diagram (a) Pier cap shear diagram 
 
(c) Three critical cross-sections of pier cap 
Figure 6.13. Pier cap internal forces and critical sections 
Consequently, the flexural and shear limit state equations for the pier cap can be written as 
follows:  
, ,( ) ( ) ( )i EC n S i ED u S ig x U M t U M t− −= −  Equation 6-4
, ,( ) ( ) ( )j EC n S j ED u S jg x U V t U V t− −= −  Equation 6-5
where i=1,2,3 and j=1,3 representing three critical sections. The shear and moment limit states 
are working in a series interaction meaning failure of either, would yield to the section failure.  
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6.3.2 Pier Columns 
The column-pier cap and column-pile cap connections are assumed to be fixed. The moment 
diagrams of the columns for both longitudinal (y) and transverse (x) axes are shown in Figure 
6.14 to find the critical sections.  As it is seen, the maximum values of both My and Mx happen 
at the top of columns because of fixity between pier cap and columns at this location. The values 
of transverse moments are relatively smaller than longitudinal moments. Since no lateral load is 
applied to the bridge, the shear forces in columns are negligible.  
a) Longitudinal moment diagram b)Transverse moment diagram 
 
d) Axial force diagram c)Critical sections 
  Figure 6.14. Pier column moments and critical sections  
The axial capacity of the concrete columns was extracted from P-M interaction diagrams created 
by FB-MultiPier using Equation 6-6:  
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where Mux and Muy are unfactored acting moments about x- and y-direction, respectively; Mnx and 
Mny are the moment capacities of a column for a given P under uniaxial bending about x- and y-
axis, respectively; and α and β are the exponents computed in by the least-squares method. Using 
the limit state equations stated by Equation 2-25 and Equation 2-26, the performance function of 
concrete columns can be written as in Equation 6-7.  
, ,( ) ( ) ( ) 0i EC nxy Si ED u Sig x U P t U P t= − =  Equation 6-7
where Pnxy,si(t) is time-dependent nominal axial resistance in biaxial flexure and Pu,Si is unfactored 
axial force.  
6.3.3 Piles 
The connection of piles and pile cap is assumed to be fixed. The moment and axial force diagrams 
of the 8 piles are plotted in Figure 6.15 show that the top head of piles can be assumed as a critical 
section for all piles. Similar to the pier columns, the biaxial bending capacity of H-piles are 
calculated using P-M interaction diagrams.  
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a) Axial forces in piles b) Transverse moments in piles 
Figure 6.15. Internal forces of piles 
As it is shown in Figure 6.7 piles are divided into three rows. Leading and trailing rows include 
three piles and the middle row contains two piles. The critical sections of S-6, S-7, and S-8 at top 
of each pile are also shown based on Figure 6.15. 
 
Figure 6.16. Piles critical sections  
Bridge drawings mention the maximum design pile load of 99.4 kips for each pile based on the 
performed load test. The geotechnical capacity of piles for each time step and sampled geometrical 
and geotechnical random variables is calculated implementing Brown Method (Brown 2001) for 
mixed soil profiles using SPT N60 values. 
Both geotechnical and structural limit states of piles are considered. As it is shown in Figure 6.17, 
two failure modes are assumed for leading, middle, and trailing rows in the pile group. Each row 
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fails either as the results geotechnical failure of subgroup piles shown by the geotechnical failure 
of leading, middle, and trailing row (GLR, GMR, and GTR)  or structural failure of two adjacent 
piles in a row (S Pile1,2,…). The geotechnical limit state of each row can be written using group 
pile capacity considering the group efficiency factor of η as follows:  
, ,( ) ( ) 0EC n i ED u i
i i
U R t U P tη − =   Equation 6-8
where Rn is nominal geotechnical axial capacity of a single pile in each row, UEC and UED are the 
epistemic uncertainty coefficient associated with the capacities and demands, respectively, Pu is 
total unfactored load of single piles, t is time, and i is number of piles in each row ( 3 for leading 
and trailing rows and 2 for middle row).  
 
Figure 6.17. Pile group system configuration 
Based on the moment diagram of piles, the structural limit state, as was discussed in section 2.5.3, 
for every single pile for the critical sections can be written as follows:  
, , ,
( )( ) 8 ( )( ) 0
( ) 9 ( ) ( )
uyu ux
i ED EC
n i nx i ny i
M tP t M tg x U U
P t M t M t
  
= + + − =      
 Equation 6-9
where Pn , Mnx, and Mny are nominal compressive resistance, flexural resistance about the x-axis, 
and flexural resistance about the y-axis of a single pile, respectively.  
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For the serviceability limit state, it is assumed that if the pile cap experiences excessive vertical 
deflection without failure of pile strength, then the bridge system failure occurs. The vertical 
deflection of the pile cap is considered as the vertical settlement of the pile group and the limit 
state equation can be written as:  
( ) ( ) 0EC all EDg x U U tδ δ= − =  Equation 6-10
According to the assumed system for the substructure, the bridge fails if any of the three defined 
subsystems fails. This means that pier cap, pier columns, and pile foundation are in series as 
shown in Figure 6.18. 
 
Figure 6.18. The series-parallel system used for the bridge substructure collapse  
Therefore, the probability of failure of the bridge can be written in terms of failure of the three 
subsystems as in Equation 6-11:  
( )= ∪ ∪f PierCap PierCol Foundationp P E E E  Equation 6-11
where EPierCap, EPierCol, and EFoundation are the events of pier cap, pier column, and pile foundation 
failure, respectively which can be calculated using Equation 6-12 and Equation 6-13: 
1 2 2 3( ) ( )PierCap S S S SE E E E E− − − −= ∩ ∪ ∩  Equation 6-12
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4 5PierCol S SE E E− −= ∪  Equation 6-13
where ES-i is the events of exceeding demand of section i over its capacity. Considering the assumed 
configuration for pile group in Figure 6.17, the failure event of pile foundation can be written as 
follows: 
( ) ( ) ( )
( ) ( ) ( )
   = ∪ ∩ ∪ ∩ ∩ ∪ ∩ ∪   
   ∪ ∩ ∪ ∩ ∩ ∪ ∩ ∪   
1 2 2 3 4 5
6 7 7 8 4 5
..Foundation GLR S Pile S Pile S Pile S Pile GMR S Pile S Pile
GTR S Pile S Pile S Pile S Pile GMR S Pile S Pile PileCap
E E E E E E E E E
E E E E E E E E E
Equation 6-14
where EGLR, EGMR, and EGTR are the events of geotechnical failure of piles in leading, middle, and 
trailing row, respectively, ES Pile1, ES Pile2 , …, ES Pile8 are events of single piles structural failure, 
and EPileCap is the event of pier cap settlement exceeding the allowable vertical settlement limit.  
By using the set operations (commutative, associative, and distributive laws), Equation 6-14 can 
be expanded as follows:  
( ) ( ) ( )
( ) ( )
( ) ( ) ( )
= ∩ ∪ ∩ ∩ ∪ ∩ ∩ ∪
∩ ∩ ∪ ∩ ∩ ∩ ∪
∩ ∩ ∩ ∪ ∩ ∪ ∩ ∩ ∪
1 1 2 2 3
4 5 1 2 4 5





Foundation GLR GMR GMR S Pile S Pile GMR S Pile S Pile
S Pile S Pile GLR S Pile S Pile S Pile S Pile
S Pile S Pile S Pile S Pile GMR GTR GMR S Pile S Pile
E E E E E E E E E
E E E E E E E
E E E E E E E E E
E( ) ( )
( ) ( )
∩ ∩ ∪ ∩ ∩ ∪
∩ ∩ ∩ ∪ ∩ ∩ ∩ ∪
7 8 4 5
4 5 6 7 4 5 7 8
...
...
GMR S Pile S Pile GTR S Pile S Pile
S Pile S Pile S Pile S Pile S Pile S Pile S Pile S Pile PileCap
E E E E E
E E E E E E E E E
 
Equation 6-15
The matrix form of the logical structure of the system in Equation 6-11 is shown in Table 6.2. In 
this table, index i represents the cut-set number (the number of union sets) and index j represents 
limit state number.  
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Table 6.2. Logic model of the bridge substructure system 
i          j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 
8 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 
9 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 
11 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 
12 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 
13 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 
14 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 
16 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
For example, cut-set 9 includes limit state functions of 8, 9, 11, and 12 which is structural failure 
of Pile 1, 2, 4, and 5 ( ∩ ∩ ∩1 2 4 5SPile SPile SPile SPileE E E E ).  
6.3.4 Testing Goodness-of-fit of Distribution 
The validity, rightness, and goodness of an assigned probability distribution model to a random 
phenomenon should be verified or disproved statistically by goodness-of-fit tests. There are several 
tests to describe how well a distribution fits a set of observations. The chi-square, the Kolmogorov-
Smirnov (K-S), and the Anderson-Darling (A-D) methods are three famous ones  (Ang and Tang 
2007). In this study, the Kolmogorov-Smirnov (K-S) was used. This test compares the 
experimental cumulative frequency with cumulative density function (CDF) of the assumed 
distribution (i.e., lognormal). If the maximum discrepancy between the experimental and assumed 
frequencies is larger than a limit, the assumed distribution is not acceptable for the observed data. 
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Conversely, if it is less than the limit, the assumed distribution is acceptable at the significance 
of α.  If for n independent and identically distributed random variables, Sn(x) is the experimental 
cumulative frequency and FX(x) is CDF of assumed distribution, then the maximum difference 
can be written as:  
[ ]max ( ) ( )n X nD F x S x= −  Equation 6-16
The K-S test compares the observed maximum difference, Dn, with the critical value nD
α
for 
significance level of α by Equation 6-17.  
( ) 1n nP D Dα α≤ = −  Equation 6-17
The K-S test was performed using kstest command in MATLAB which returns a test decision 
for the null hypothesis that the data in vector x comes from a standard normal distribution, 
against the alternative that it does not come from such a distribution. The results of h=0 indicate 
that K-S test fails to reject the null hypothesis at significance level of α=5% meaning a band of 
width ± 0.05300D around Sn(x) will entirely contain FX (x) with probability 95%. The results of the K-
S test for the moment, shear, and axial demands and capacities of several sections are shown in 




Figure 6.19. Empirical cumulative frequency versus theoretical CDF  
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Table 6.3. Random variables used for geometrical and material properties and associated statistical parameters  
Random Variable Mean  COV  Dist.  Reference 
Steel rebar yielding stress (fyr) 60 ksi 0.11 LN COV based on Estes (1997) 
Steel pile yielding stress (fyp) 36 ksi 0.09 LN  COV assumed 
Steel modulus of elasticity (Es) 29,000 ksi 0.06 LN Nowak et al. (1994) 
Steel unit weight (γs) 490 pcf 0.01 LN  COV assumed 
Concrete compressive strength (f’c) 4 ksi 0.07 LN  COV based ACI (2002) 
Concrete modulus of elasticity(Ec) 4000 ksi 0.05 LN COV based on Estes (1997)  
Concrete unit weight (γc) 150 pcf 0.03 Normal Naaman and Siriaksorn (1982) 
Column width (Wc) 3 ft. 0.016 LN COV based on Mirza and MacGregor (1979) 
Pile cap depth (dpc) 4 ft. 0.01 LN COV based on Mirza and MacGregor (1979) 
Driven pile length (Lp) 20 ft. 0.01 LN  COV assumed 
H-Pile web thickness (tw) 0.435 in. 0.015 LN COV based on Decò and Frangopol (2011) 
H-Pile depth (dp) 11.8 in. 0.015 LN COV based on Decò and Frangopol (2011) 
Live load (LL) Varies Varies Gumbel   Nowak and Hong (1991) 
Epistemic uncertainty for demand 1 0.11 LN Ang and Leon (2005) 
Epistemic uncertainty for capacity 1 0.06 LN Ang and Leon (2005) 
Corrosion initiation time (Ti) 19 yrs 0.273 LN Estes (1997) 
Steel bar corrosion rate (λ) 3×10-4 in/yr 0.29 Uniform Thoft-Christensen et al. (1996) 
Steel pile corrosion parameter ρ 0.0002 in.  0.41 LN Decker et al. (2008) 
Steel pile corrosion parameter b 0.67 0.21 LN Decker et al. (2008) 













1 Sandy Clay 172.7 164.5 15 Clay (Stiff) Driven Pile Hyperbolic 
2 Very Stiff Clay 164.5 160.5 20 Clay (Stiff) Driven Pile Hyperbolic
3 Schist Rock 160.5 154.6 31 Weak Rock Driven Pile Hyperbolic 
4 Schist Rock 154.6 143.9 60 Weak Rock Driven Pile Hyperbolic 
5 Schist Rock 143.9 138.5 N/A Strong Rock Driven Pile Hyperbolic 
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Table 6.5. Input parameters of soil layers in FB-MultiPier 
Layer 
No. 















1 2000 120 - 0.005 1500 4.36 0.47 1200 
2 2500 130 560 0.005 1800 5.12 0.50 1500
3 - 135 - - - 6.12 0.50 1800 
4 - 140 - - - 95.0 0.30 1900 
5 - 140 - - - 454.5 0.21 1950 
COV 0.2 0.15 0.3 0.3 0.2 0.2 0.07 0.15 
















(1) Undrained strength (Cu) 
(2) Total unit weight (γ) 
(3) Subgrade modulus (K) 
(4) Major principal strain at 50% (ε50) 
(5) Average undrained strength (Cave) 
(6) Shear modulus (G) 
(7) Poisson ratio (υ) 
(8) Ultimate unit skin friction (fs) 
(9) Unconfined compressive strength (qu)  
(10) Mass Modulus (Em) 
(11) Rock Quality Designation (RQD) 
(12) Stiffness constant (Cs) 
(13) Axial bearing failure (Rp)
 
Table 6.6. Input parameters of rock layers in FB-MultiPier-continue  
Layer No. qu (psf) (9) Em (ksi) (10) RQD (11) CS (12) Rp (kips) (13) 
3 42,000 215 30 0.004 - 
4 62,000 245 40 0.005 - 
5 102,000 - - - 40
COV 0.43 0.08 0.24 0.07 0.15 
Dist. Model LN LN LN LN LN 
COV Reference Kim and Gao 
(1995) 
Kim and Gao 
(1995) 
Assumed Assumed  
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6.3.5 Probability of Failure 
Among all 3,900 FE models created to run in FB-MultiPier, it is probable that some cases do not 
converge because of the random variables have been sampled from extreme tails of probability 
distribution functions. Divergence of finite element models means that failure occurred for a 
member of bridge substructure or foundation (it could be because of low values of soil shear 
strength parameters or small dimension of pier components), however, since FB-MultiPier does 
not generate output file for a diverged model, the demand and capacity of sections are not known. 
In order to include the effect of this issue on the process of failure probability estimation, the 
system probability of failure is calculated using Equation 6-18. 
( ) ( )( ) ( )f f cs f ncsp P PCV P PNCV= +  
Equation 6-18
where  
pf is the probability of failure of the substructure 
Pf(cs) is the probability of failure on the given converged models  
P(CV) is the probability of convergence in analysis 
Pf(ncs) is the probability of failure on the given diverged models which is 1.0  
P(NCV) is the probability of models not converging  
The annual system probability of failure and annual system reliability index of Options 2, 3, and 
4 (including its three alternatives) over time for live load and corrosion are shown in Figure 6.20(a) 
and (b), respectively. These values are calculated using Equation 2-14 and Equation 2-15. The 
failure probability profile of Option 2 starts in the year 2017 and the 75-year service life ends in 
2092. The end of service life for Options 3 and 4 is the year 2047. In the year 2017, an abrupt 
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drop in the probability of failure and abrupt jump in the reliability index are observed in 
Alternatives B and C of Option 4 because of strengthening actions. Since no strengthening action 
was applied to the Alternative A of Option 4, this abrupt change does not occur in this alternative. 
However, this alternative (shown with a solid blue curve and square marks), has the lowest rate 
of change in probability of failure and reliability index. This is anticipated, due to the full corrosion 
mitigation in this alternative with live load increase as the primary hazard. Alternative 3 has the 
highest abrupt drop in the probability of failure because of the level of enhancement measures 
taken during the construction. 
 
Figure 6.20. Profile of annual probability of failure and reliability index 
(a) Annual probability of failure and (b) Annual reliability index  
Generally, the load and resistance factors for design of bridge and other structures are calibrated 
to achieve a target reliability index of 3.5 which corresponds to the probability of failure of 2.0×10-
4. However, past geotechnical design experiences showed an effective reliability index of 3.0 (an 
approximate probability of a failure of 0.001) for foundations. Also, for highly redundant systems, 
such as pile groups, a reliability index of 2.3 (probability of failure of 0.01) is recommended 
(Paikowsky et al. 2004; Zhang et al. 2001). Article 1.3.2.1 of AASHTO LRFD Design Specifications 
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states that the Strength I Limit State has been calibrated for a target reliability index of 3.5 with 
a corresponding probability of exceedance of 2.0×10-4 during the 75-yr design life of the bridge 
(AASHTO 2017). Therefore, two limits are specified in Figure 6.21 by a horizontal dashed red 
line and dotted-dashed yellow line. The red line represents the probability of failure of 0.0013 
(corresponding reliability index of 3) and the yellow line represents Pf of 2×10-4 (corresponding 
reliability index of 3.5). Figure 6.21.b shows implementing Option 2 (a newly constructed 
substructure and foundation, represented by a black dashed curve with triangular marks) results 
in a β of more than 3.5 after the 75-year service life of the bridge due to live load increase and 
corrosion.  
The time-dependent probability of failure, TDfP , and time-dependent reliability index, TDβ  are 
calculated using Equation 2-20 for Options 2, 3, and the three alternatives of Option 4. These 
values and corresponding annual probability of failure and reliability index are plotted in Figure 
6.21. As is seen in all figures, although the time-dependent and annual probability of failure have 
a similar trend over time, the time-dependent probability of failure is higher than the annual 
probability of failure. Similar to the annual probability of failure and annual reliability index, 
TD




Figure 6.21. Profile of time-dependent probability of failure and reliability index over time  
To be able to compare the three defined alternatives for Option 4 in terms of construction costs 
and achieved reliability, two graphs are plotted in Figure 6.22. First, the reliability index in the 
year 2092 is plotted versus the construction costs in Figure 6.22.a. The blue line with circular 
marks (tagged with number 1) shows the change in the reliability of the bridge in case of 
implementation of Alternative A. This graph shows that the reliability index increases from 2.94 
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to 3.27 in the year 2092 after 75 years of service (11.0% increase with respect to Option 3) at the 
expense of $153,049 (2.6 times of Option 3 construction costs) in the year 2017.   The second line 
(red line with square marks tagged with member 2) indicates an increase in the reliability index 
of the bridge from 2.94 to 3.40 (15.7% increase) due to the implementation of Alternative B with 
a construction cost of $162,576 (2.9 times of Option 3 construction cost).  With the use of 
Alternative C, shown by a black line with triangular marks tagged with number 3, the reliability 
index increases to 3.51 (19.4% increase) for a construction cost of $237,241 (4.6 times of Option 3 
construction cost). Finally, construction of a new substructure and foundation increases the 
reliability index to 3.58 (22% increase) with a construction cost of $466,333 (10 times of Option 3 
construction cost). In order to normalize the increase in reliability with respect to the construction 
cost of each alternative, the marginal cost of each alternative is calculated and shown in the graph. 
In this case, the marginal cost can be defined as the change in total construction cost for increase 
in one unit in the reliability index. It is observed that the Alternative B has the lowest marginal 
cost among all alternatives ($266,245).  
 
Figure 6.22. Reliability versus construction costs of different options 
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To make the comparison of three alternatives of Option 4 and Option 2 with Option 3 easier, the 
relative reliability index is plotted versus the relative construction cost of all alternatives with 
respect to Option 3 in Figure 6.22.b. The marginal cost ratios––the ratio of marginal cost of an 
alternative to the construction cost of Option 3–– are also calculated for all options and shown in 
this figure. Alternative B of Option 4 has the lowest marginal cost ratio. Alternative A and C 
have equal marginal cots and marginal cost ratio. 
6.4 Evaluation of Consequences 
The consequences of failure were discussed in detail in Section 2.7. Due to uncertainties in the 
aforementioned parameters of cost estimation, the failure consequences are evaluated with a 
probabilistic approach. The equations of commercial and safety losses are calculated by assigning 
the appropriate random variables to each parameter. The mean value of the parameters is either 
taken from the bridge documents (tender and construction documents) or PennDOT’s expert 
engineers. The coefficients of variation are taken from literature or assumed (references are 
mentioned in Table 6.7). Since the bridge superstructure was replaced in 2017, the mean value of 
all time-dependent variables such as AADT and costs are predicted for the base year of 2017. 
According to the NBI data (FHWA 2019), the ADT of the bridge (Oxford Valley Road) in 2017 
was 31,242. Additionally, the PennDOT traffic volume map of  Bucks county (PennDOT 2018a) 
shows an ADDT of 48,000 for the US-1 under the bridge in the same year.  
According to engineer experience, the time for construction of Option 2 is 1.5 years. The N/A 
symbol means the parameter is not considered as a random variable.  
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Table 6.7. Random variables for the evaluation of failure consequences and associated statistical 
parameters for the year 2017 
Random 
Variable 
Mean COV Distribution Reference 
AADT 48,000 0.2 LN Decò and Frangopol (2011) 
VOCu 0.74 $/mile/veh 0.05 LN AAA (2018) 
Ld 3.9 miles N/A N/A - 
d 6 month 0.1 LN Assumed 
V 15 mph 0.15 LN Decò and Frangopol (2011) 
CAT 32.54 $/adult/hour 0.15 LN AASHTO (2010) 
CTR 35.47 $/hour 0.15 LN AASHTO (2010) 
ICAF 2.5×106 $ 0.11 LN Rackwitz (2002) 
ncar 1.5 0.15 LN Decò and Frangopol (2011) 
ntrk 1 0.15 LN Decò and Frangopol (2011) 
T 2% 0.2 LN Mahmoud et al. (2005)
L 150 ft N/A N/A - 
k 0.03 N/A N/A - 
r 3% 0.10 LN Assumed 
CRec 301 $/ft2 0.2 LN FHWA (2018b) 
 
AADT is the annual average daily traffic 
(vehicle/day)  
VOCu is the average unit vehicle operating cost 
(USD/mile/vehicle)  
Ld is the additional length of the detour route 
(mile), 
d is the duration of a detour (month) 
V is the average velocity of vehicles (mph), 
CAT is the value of time per adult 
(USD/adult/hour) 
CTR is the value of time for a truck (USD/hour) 
ICAF is the implied cost of averting a fatality 
ncar is the average number of people per vehicle 
for cars(person/vehicle), 
ntrk is the average vehicle occupancy for trucks, 
T the average truck daily traffic percentage (%) 
L is the total bridge length (ft), 
k is a person’s probability of being killed in the 
event of failure 
r is the annual discount rate 
CRec is reconstruction cost 
The annual average daily traffic changes over time can be forecasted based on the growth factor 
using equation number 4 of Memmott (1983) as follows: 
 
−= + 0.1ln[ ( )] tAADTt a be  Equation 6-19 
where AADT(t) is annual average daily traffic in year t; and a and b are constants. The growth 
rate is calculated by taking a derivative of the equation. Hence, we can write: 













Equation 6-20 is defined as the growth rate. The growth rate (g) was extracted from Pennsylvania 
traffic data (PennDOT 2018b) for the traffic pattern group of the urban collector in Bucks County. 
The prediction of ADT over time for growth rate of 1% and 3% is depicted in Figure 6.23.  
 
Figure 6.23. Average daily traffic growth over time  
From the available data in PennDOT (2018), the function form of AADT for a growth rate of g 
= 0.3% in year 2017, can be written as follows:  
−= − 0.1( ) exp(3.81 0.37 )tAADTt e  Equation 6-21
Considering AADT in Equation 6-21, a discount rate in Equation 2-40, and loss costs in Equation 
2-39 through Equation 2-46, the equivalent monetary value of bridge failure can be calculated as 
in Figure 6.24.a. In this figure, the relative frequency (probability) distribution of total loss 
(summation of safety and commercial loss) are plotted for the year 20, 40, 60, 80, 100, and 120. 
As can be seen, the distribution of total loss moves toward the right during bridge lifetime because 
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of the inflation. To illustrate these changes better, change of the mean values of safety loss, 
commercial loss, and total loss over time are plotted in Figure 6.24.b.  
 
Figure 6.24. The equivalent monetary values of bridge failure 
(a) The probabilistic distribution of the equivalent monetary value of bridge failure  
(b) Time-dependent consequences of failure equivalent costs 
The life-saving cost (safety loss) is mainly a function of average daily traffic and therefore, as is 
seen in Figure 6.24.b, in a few years after construction, the safety loss has small values and as 
traffic grows exponentially, so does the life-saving cost. Also, it is observed in this figure that the 
commercial loss is higher than safety loss.  
6.5 Time-dependent Risk 
After the calculation of the time-dependent probability of failure and loss costs, the time-
dependent risks can be assessed using Equation 2-47. Latin hypercube sampling with 50,000 
samples was used to solve this equation. The mean value profiles of total risk for Options 2, 3, 
4A, 4B, and 4C are plotted in a semi-logarithmic graph as in Figure 6.25.a. This graph shows the 
increase in the total risk of the bridge from construction year in 1972 within a 120-year period. It 
can be noted that the enchantment and mitigation measures in Option 4 alternatives have reduced 
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the risk in 2017 which was superstructure replacement time. In order to have a better comparison 
between the options, total risk in the year 2092 versus construction cost is plotted in Figure 6.25.b. 
In this figure, Option 3, which has the lowest construction cost and the highest risk, is set as the 
base option and is shown with a point on the graph representing a risk of $2.8 million and a 
construction cost of $42,145. Alternative B of Option 4 which is presented by a red line marked 
with number 2 and similar to the reliability index in Figure 6.22, has the highest slope meaning 
the highest risk decrease for a unit increase in construction cost. Alternative A and C of Option 
4 and Option 2 are shown by blue, black and green lines, which are marked with numbers of 1, 3, 
and 4, respectively. Option 2 has the lowest risk because of the amount of cost that has been spent 
to construct a new substructure and foundation.   
 
Figure 6.25. The time-dependent risk profile of the three options 
Comparing the risk profile of Option 2 and Option 3 shows that increasing the total cost in the 
amount of 10 times of Option 3 construction cost, will decrease the total risk by 100% right after 
construction, and 84% after 75 years in the year 2092. In order to have a better comparison, the 
marginal cost of each option is also calculated and shown in Figure 6.25.b. As it is seen, Alternative 
B of Option 4 has the lowest marginal cost in the year 2092 meaning by spending $63,961 in the 
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year 2017, a decrease of $1 million in total risk can be obtained in the year 2092. To have the 
same amount of risk reduction in Alternative A, $68,357 should be spent, which is 6.9% higher 
than the Alternative B.  
6.6 Life-Cycle Cost Analysis (LCCA) 
Life cycle cost analysis represents the “total” cost of a bridge over the life of the bridge and results 
in an equivalent life cycle cost amount. The life-cycle costs were estimated using BridgeLCC 
software developed by the National Institute of Standards and Technology (Ehlen 2003). 
BridgeLCC uses a life-cycle costing methodology based on the ASTM practice for measuring the 
life-cycle costs of buildings and building systems (ASTM E 917) and a NIST cost classification 
scheme for comparing life-cycle costs of alternatives. The data required for the LCC analysis are 
the initial cost and any future costs and their time frames associated with the bridge over the life 
of the bridge.  
6.6.1 User Cost Calculation 
As was discussed earlier, the user costs are the costs imposed on the bridge users due to delays as 
the result of the construction process. Estimation of travel delay costs was conducted using 
regional data. It is assumed that the same traffic management plan would be used for all proposed 
options.  The unit cost data were provided by PennDOT. As was noted earlier in section 6.1, only 
reusing of one pier (Pier 2 at the northwest side) is evaluated in this study. Traffic over the bridge 
is managed by full closure of two southbound lanes of Oxford Valley Road in all three spans and 
detouring the southbound traffic to the northbound lane. Hence, a full closure of the bridge is not 
needed for the construction of a new pier in Option 2 or enhancing the existing one in Option 4. 
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Since the delays due to the southbound closure for construction of the superstructure is common 
for all three options, only the closure duration required for substructure construction/enhancement 
is considered in the calculation of travel delay costs. Although ECE treatment generally takes 4 
to 8 weeks to complete, corrosion mitigation of Option 4 alternatives does not generally require 
the extensive re-routing of traffic because the treatment can be performed without encroaching on 
the roadway. In addition to the effects of construction on Oxford Valley Road, the delays in US-
1 traffic are also taken into account. 
The first step in the user cost calculation is the computation of unit cost data. For calculating the 
compensation costs, the wage statistics in the New York metropolitan area, designated by the 
Office of Management and Budget (OMB) as the New York-Newark, NY-NJ-CT-PA Combined 
Statistical Area (CSA), were used (BLS 2018). For VOC, the national averages were used due to 
the absence of region-specific data.  
6.6.1.1 Value of Travel Time for Passenger Cars 
The monetary value of time for passenger cars is the weighted average of travel time for personal 
travel and travel time for business travel. According to the National Household Travel Survey 
(FHWA 2009) statistics, out of the total travels of passenger cars, 93.7% is for personal and 6.3% 
is for business travel.  
. .PTV PTT BTTα β= +  Equation 6-22
where  
PTV is the monetary value of time for passenger cars (USD/vehicle-hr),  
PTT is the hourly value of personal travel time (USD/vehicle-hr),  
BTT is the hourly value of business travel time (USD/vehicle-hr), 
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α and β are the percentages of personal and business travels, respectively. 
Median annual household income in 2017 inflation-adjusted dollars for the New York-Newark, 
NY-NJ-CT-PA Area1 was $75,368. Hourly time value of a person on personal travel can be 
calculated by dividing the median annual household income by the number of working days in a 
year and assuming 50% local travel as follows:  
=0.5×$75,368÷(52×40 hrs)=$18.12 /person-hr 
In order to calculate the hourly travel time value of a passenger car on personal travel (PTT), the 
above number should be multiplied by the average vehicle occupancy for personal travel (ncar as 
in Table 6.7). 
PTT=1.5×18.12=$27.18 /vehicle-hr 
The hourly value of business travel time (BTT) can be calculated using hourly employment cost 
as follows:  
PTT= Hourly employment cost× Average vehicle occupancy 
Hourly employment cost for March 20172 = $35.28/hr 
PTT=35.28×1.5=$52.92/vehicle-hr 
Finally, the weighted average of travel delay time values for passenger cars on both personal and 






Therefore travel delay value of a passenger car is =$28.80/veh-hr.  
6.6.1.2 Value of Truck Travel Time 
The monetary value of truck travel time is calculated as:  
ST ST ST CT CT CTTTV n P CC n P CC= × + ×  Equation 6-23
PST is the percent single-unit trucks = 12.9% of total trucks1 
PCT is the percent combination trucks = 87.1% of total trucks2 
CCST is the average compensation of single-unit truck drivers = $22.50/person-hr1 
CCCT is the average compensation of combination truck drivers = $26.47/person-hr1 
nCT is the average vehicle occupancy of combination trucks= 1.12 
nST is the average vehicle occupancy of single trucks= 1.00 
TTV=1×0.129×22.5+0.871×1.12×26.47=$28.72/veh-hr 
6.6.1.3 Value of Vehicle Depreciation Cost 
Hourly depreciation cost for passenger cars = $1.23/hr 
Hourly depreciation cost for single-unit trucks = $3.09/hr 
Hourly depreciation cost for combination trucks = $9.29/hr 
6.6.1.4 Hourly $ Value of Freight Inventory Cost 
Hourly vehicle inventory cost for single-unit trucks = $0.18/hr 
 
1 Based on the Long-term Pavement Performance national averages for urban interstate highways. 
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Hourly vehicle inventory cost for combination trucks = $0.31/hr 
6.6.1.5 Total Delay Costs 
Hourly costs for passenger cars = time value + depreciation cost= $28.80 + 1.23 =$30.03/hr 
Hourly costs for single-unit trucks = time value + depreciation + freight inventory 
      = $22.5+ $3.09 + $0.18 = $25.77/hr 
Hourly costs for combination trucks = time value + depreciation + freight inventory 
         = $26.47+ $9.29 +$0.31 = $36.07/hr 
Hourly costs for all trucks = 0.129× $25.77 + 0.871× $36.07 = $34.74/hr 
Finally, the composite driver delay can be calculated as follows: 
Delay cost=0.98×30.03+0.02×34.74=$30.12/hr 
6.6.1.6 Accident Costs 
The calculation of crash costs due to the construction requires estimation of the pre- and post-
construction crash rates. The pre-construction accident rate for personal injury (injuries and 
fatalities) for Pennsylvania is 0.011 deaths per million vehicle miles traveled (NHTSA 2018). No 
data is available from PennDOT for work zone accident rates or crash modification factor (CMF) 
in this project. To estimate the effect of the work zone on the accident rate, a CMF value of 1.63 
is assumed for temporary lane closures in this study (Ullman et al. 2008). Using the data provided 
in Appendix A, Table 2 of the FHWA report “Crash Cost Estimates by Maximum Police-Reported 
Injury Severity within Selected Crash Geometries” (Council et al. 2005), the mean human capital 
and comprehensive costs (in 2001 dollars) were obtained. For the given set of factors—crash 
geometry code No. 15, injured but severity unknown, speed limit > 50 mph—the mean human 
capital and comprehensive costs in 2001 dollars are $34,399 and $68,218, respectively. The crash 
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costs should then be adjusted to 2017 dollars using the Consumer Price Index (all items) and 
Employment Cost Index (ECI - not seasonally adjusted, total compensation, total private 
industry) from the Bureau of Labor Statistics website1. 
𝐴𝐹 = CPI Index Number in December 2017CPI Index Number in December 2001 = 246.5177.1 = 1.39 
𝐴𝐹ECI = ECI Index Number in December 2001ECI Index Number in December 2017 = 131.485.95 = 1.53 
Cost per accident = ($34,399×1.39) + ($68,218 -$34,399)×1.53 =$99,557.68/injury 
6.6.1.7 Vehicle Operating Costs (VOC) 
Composite VOC (per mile cost) was used for diverted vehicles on detour routes only. For passenger 
cars, the American Automobile Association (AAA) estimates2 shown in Table 6.8 are used. A 
medium sedan car was assumed to represent all passenger cars on US-1 and Oxford Valley Road. 
Since the AAA’s estimations are per mile, by assuming the work zone speed of 25 mph, the VOC 
for passenger cars per hour can be calculated as: 

















Fuel 7.18 9.03 11.14 11.76 10.95 
Maintenance, repair, and tires 6.83 7.94 8.44 8.27 7.81 
Depreciation @ 15000 miles/year 14.09 21.25 25.33 24.8 25.59 
TOTAL 28.1 38.22 44.91 44.83 44.35 
For trucks, the American Transportation Research Institute (ATRI) (Hooper and Murray 2018) 
estimates presented in Table 6.9 are used. 
Table 6.9. American Transportation Research Institute estimates of VOC for trucks 
Cost Component Cost (per hr) Cost (per mile) 
Vehicle-based 
Fuel Costs $14.50 $0.368 
Truck/Trailer Lease or Purchase Payment $10.39 $0.264 
Repair & Maintenance $6.58 $0.167 
Truck Insurance Premiums $2.95 $0.075 
Permits and Licenses $0.92 $0.023 
Tires $1.50 $0.038 
Tolls $1.05 $0.027 
Driver-based 
Driver Wages $21.97 $0.557 
Driver Benefits $6.78 $0.172 
TOTAL $66.65 $1.691 
Therefore, the composite VOC is calculated using the weighted average of passenger cars and 
trucks: 
VOC=0.98×9.5+0.02×66.65=$10.64/hour 
Table 6.10 summarizes the required values for user cost calculation in BridgeLCC based on the 
previous calculation.  
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Table 6.10. BridgeLCC software input data for work zone 
Type Parameter Value 
Work zone dimension Length of work zone (mile) 1.6 
Normal driving 
condition 
Driving speed (mph) 55 
Accident rate (MVMT*) 0.011 
Work zone driving 
condition 
Driving speed (mph) 25 
Accident rate (MVMT) 0.018 
Costs 
Drivers Delay (USD/hr) 30.12 
VOC (USD/hr) 10.64 
Accident (USD/accident) 99,558 
* Million vehicle miles traveled 
The monetary value of user costs per day is finally estimated. Then per day values should be 
multiplied by the number of bridge closure days. The closure times for Option 2, 3, 4A, 4B, and 
4C are 40, 5, 5, 15, and 20 days, respectively.   
6.6.2 Agency Cost Calculation 
As it was noted in section 3.2.3.1, agency costs include design, construction, maintenance, and 
rehabilitation cost. The Pennsylvania DOT data was used to estimate the Option 2 construction 
cost. The construction costs included material, labor, formwork, and traffic control costs. It is 
assumed that 6 percent of the total project costs are for design and engineering. The corrosion 
mitigation process includes concrete repair, ECE treatment, and coating. The costs of corrosion 
mitigation indicated in Table 6.11 are extracted from Sharp (2016).  
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Table 6.11. Corrosion mitigation and treatment costs 
Item Amount Unit Cost Total Cost 
Concrete removal 432.12 ft2 $6/ft2 $2,593 
Shotcrete  432.12 ft2 $55/ft2 $23,766 
ECE treatment 259.27 ft2 $85/ft2 $22,038 
HPC encasing 118 ft3 $55/ft3 $6,490 
Total $54,887.00 
Figure 6.26 demonstrates an LCC analysis, maintenance and rehabilitation costs, and the timing 
of those costs.  
 
Figure 6.26. Life cycle costs for three options 
It is assumed that rehabilitation cost is 5% of the initial cost (i.e., construction cost of Option 2). 
Construction cost includes the corrosion mitigation costs in Alternative B and C of Option 4 which 
are taken from Table 6.11. The costs of micropiles in Option 4C are also considered as the 
construction cost. The rehabilitation cost is considered a series of cash flows and therefore should 
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be converted to the present worth in 2017. It also increases at a uniform rate of 10% per year. 
The BridgeLCC software does this conversion automatically. Option 3 has three rehabilitations 
occurring every 15 years and a major rehabilitation occurring at 45 years and costing 10% of the 
initial cost. Option 2 and 4 have two rehabilitations in 30 and 60 years. Demolishing the 
substructure in year 75 costs 10% of Option 2 construction cost, but there are salvage materials 
that return 3% of the initial Option 2 construction cost (a negative indicates a benefit in Table 
6.12).  
Table 6.12. Agency cost of the three options (in 2017 dollars) 
Cost item Option 2 Opt 3 Opt 4A Opt 4B Opt 4C 
Design and Engineering $18,993  $0  $3,413  $3,952  $5,894  
Construction $258,992 $31,631 $56,876  $65,864  $98,237  
Traffic Control $172,521 $10,514 $83,485  $83,485  $83,485  
Construction Inspection $15,827  $0  $9,275  $9,275  $12,345  
Maintenance & Repair $27,976  $57,652 $27,976  $27,976  $13,988  
Demolishing $31,655  $31,655 $31,655  $31,655  $31,655  
Salvage -$7,770 -$5,597 -$6,547 -$7,770 -$7,770 
6.6.3 Deterministic Results  
The results of deterministic life-cycle cost analysis for all available options are shown in Figure 
6.27. As it is understood from Figure 6.27.a, Option 2 with LLC of $3.24 M has the highest LCC. 
Option 4C’s LLC is almost half of Option 2. The user costs (shown with diagonal hatches in 
Figure 6.27.b) form about 85% of the total LCC for Option 2, while this percentage is 71% for 
Option 3, almost 65% for Option 4A and 4B, and 86% for Option 4C. Figure 6.27.c illustrates the 
life-cycle costs over time by categorizing them into three groups: initial construction costs; 
operation, maintenance, and repair (OM&R) costs; and disposal costs. For all options, the 
operation, maintenance, and repair cost is the dominant category. The ratio of OM&R costs to 
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initial construction costs for Option 2 is 0.85, which is similar to this ratio for Option 3 and Option 
4C. This ratio for Option 4A and 4B is 0.66.  
 
 
Figure 6.27. Life cycle costs analysis of reconstruction options 
(a)Total LCC present values (b)LCC by bearer (c)LCC by life-cycle phases 
To illustrate the variation of LCC over time, cumulative and annual costs in current dollars (year 
2017) are plotted in Figure 6.28.  
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Figure 6.28. Cumulative costs over time  
(a) Cumulative costs (b) Annual costs 
As it is understood from Figure 6.28.a, Option 3 has more jumps in its cost profile over time 
because of the number of rehabilitations within its life-span. Figure 6.28.b shows the annual cost 
of each option over the bridge life-cycle.  
6.6.4 Probabilistic Results 
A triangle probability distribution function (PDF) is assumed for the discount rate with a lower 
bound of 3.15%, best guess value of 3.6% and upper bound of 4.05%. The best guess value of the 
discount rate is chosen according to the Office of Management and Budget (White House 2018)1 
and the upper and lower bounds are calculated considering ±%12.5 variation. For other random 
cost variables, normal distributions with the mean values used in deterministic analysis and COV 
of 5% are assumed. The results of probabilistic analysis obtained using the Monte Carlo simulation 




2 and Option 4C have wider probability distributions in comparison to other options, meaning 
that there are more uncertainties associated with the cost estimation of these two options. This 
could be because of the construction cost of these two options, which are higher than the other 
ones. Since the LLC of Option 3, 4A, and 4B are close, the probability of distribution for these 
three options are plotted in a separate graph in Figure 6.29.b. Option 4A and 4B have similar 
probability distributions and mean values.  
    
(a) (b)
Figure 6.29. Life-cycle costs probabilistic distributions for available options 
The results of probabilistic life cycle costs at two levels of user and agency are plotted in Figure 
6.30 for each available option. As it is seen, for all options, the user costs have wider probability 




Figure 6.30. User and agency life cycle costs of available options  
Cumulative probability distributions of LCC for available options are plotted in Figure 6.31. The 
results show a 90% cumulative probability for Option 3 yields to the lowest agency costs. It is 
interpreted from this graph that with a probability of 100%, the LLC of Option 2 is $3.5 M while 
this cost for Option 3 is $0.5 M.  
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Figure 6.31. The cumulative distribution function of life-cycle cost for all options  
Table 6.13 shows the mean, standard deviation, lower and upper limit values of total life-cycle 
costs estimated using Monte Carlo simulation. In addition to the probabilistic parameters, the 
deterministic total life-cycle costs of options are also shown in this table.  
Table 6.13. Results probabilistic of life-cycle costs analysis 
LCC Option 2 Option 3 Option 4A Option 4B Option 4C 
Mean $3,238,080 $487,245 $531,786 $541,659 $1,591,387 
SD* $119,040 $15,841 $16,003 $15,717 $60,761 
Upper limit $3,434,332 $513,480 $558,241 $568,002 $1,490,706 
Lower limit $3,041,833 $461,029 $505,422 $515,316 $1,691,890 
Deterministic $3,235,398 $482,654 $530,871 $540,398 $1,591,659 
*Standard deviation  
Comparison of results of probabilistic and deterministic life-cycle costs shows that mean values of 
probabilistic analysis are close to the deterministic results.  
6.7 Life-Cycle Environmental Impact Assessment (LCEIA) 
As was described in section 4.3, the framework used in this thesis is in accordance with the 
standards of ISO 14040 (2006). The impact assessment was performed by using the open-source 
and free software, openLCA (GreenDelta 2019), implementing a mid-point method that models 
the influence at the mid-point of the life-cycle. The analysis was performed using the modified 
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Federal LCA Commons database, a database providing US representative LCA data. The 9200 
datasets have been developed by the different US governmental agencies, such as USDA, National 
Renewable Energy Laboratory (NREL), National Agricultural Library (NAL) and US Forest 
Service, which have been created with varying modeling perspectives and nomenclature 
frameworks. The database is publicly available for free on the LCA Collaboration Server. The 
modified version of this database created by GreenDelta GmbH (GreenDelta 2019) is based on 
the public version to have better compatibility with the openLCA LCIA methods1.  
LCA is usually based on a functional unit. The ISO 14040 (2006) standards define a functional 
unit as the quantified performance of a product system for use as a reference unit. In any specific 
project, the functional unit must include criteria about the type, function, and lifetime of the 
product. In bridge LCEIA, two kinds of functional units are generally used: unit area of the bridge 
deck and unit length of the bridge (Pang et al. 2015). Four phases are assumed for the life-cycle 
impact of each option: manufacturing phase, construction phase, use phase, and end-of-life phase. 
All material and energy flows required for the specific processes are collected during these four 
phases. The quantities are extracted from original bridge drawings from the year 1968. For 
example, Figure 6.32 shows a sample of quantity estimation of construction materials for the 





Figure 6.32. Summary of approximate quantities from original drawings of the bridge 
The boundaries to the LCA of three options are shown in Figure 6.33 for the aforementioned four 
phases. The system boundaries define the unit processes to be included in the analysis. Ideally, 
the product system should be modeled in such a manner that the inputs and outputs at its 
boundary are elementary flows. 
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Figure 6.33. The life-cycle boundary of a bridge reconstruction project 
Five processing units (detouring, demolition, construction, recycling, and waste management) are 
defined in the construction phase of Option 2, 4B, and 4C, but for Option 3, only two units 
including detouring and retrofitting are defined. For Option 4A, no strengthening unit is assumed.                   
6.7.1 Life-Cycle Phases 
• Manufacturing Phase 
The materials used for the construction of a new pier and piles in Option 2 are extracted from the 
construction drawings of the bridge in 1972, assuming the same quantities of construction 
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materials would be used in reconstruction alternatives. Regular construction materials, such as 
concrete and steel, were evaluated in this phase. Since the rented equipment (such as scaffolding, 
machines, formwork system, etc.) is likely to be reused in other projects and wearing down of 
them related to a specific project is difficult to assess, they are not considered in this analysis. 
The material consumption throughout the lifetime of the bridge is listed in Table 6.14.  
• Construction Phase 
The construction phase includes burdens from transportation of material, equipment and personnel 
to the bridge construction site, energy consumption on the site from machinery equipment use, 
and waste management on the site. Additionally, the environmental burdens due to the bridge 
closure, traffic detours, and traffic congestion are also considered. The construction and 
maintenance materials are assumed to be transported by trucks. The simulated distances are those 
between the site and potential suppliers. It is assumed that all the concrete, reinforcement rebar, 
steel piles, formworks, and scaffolding would be transported from local suppliers at distances of 3, 
15, 30, 50, and 25 miles from the project location, respectively.  
• Use Phase (Maintenance) 
The use phase generally includes operation, repair, and maintenance activities of options. Since 
the operation burdens are similar for all options, only the rehabilitation activities over the service 
life of the options are taken into account. The assumed maintenance schedule for LCCA in section 
6.6.2 is also used for the use phase. It is assumed that one period of minor and major rehabilitation 
requires 7 and 30 days of closure for the bridge, respectively. The traffic detour parameters such 
as the average daily traffic, the percentage of trucks, and the detour distance are assumed as the 
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values in section 6.6.2. All repairing and maintenance activities are performed out by a truck-
mounted platform and associated with energy consumption and CO2 emissions.  
• End-of-Life Phase 
The end-of-life (EOL) phase includes the bridge demolition and EOL treatment of materials. The 
pier is reinforced concrete and piles are steel. Only the end-of-life treatment of these two materials 
is considered. Seventy-five percent of steel is assumed to be recycled and all concrete is assumed 
to be reused locally as filling materials. Avoidance of landfilling is considered as the environmental 
benefit of recycling materials. 
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Table 6.14. Life-cycle inventories of the options 
Item Unit Opt 2 Opt 3 Opt 4A Opt 4B Opt 4C
Material manufacture phase   
Concrete, construction ft3 1,485 95 75 118 248 
Steel, construction t 13 0 0 0 0 
Steel, reinforcement t 4.8 0 0.96 0.1 0.6 
Construction phase 
Diesel consumption Gal 26.7 1.7 1.4 2.1 4.5 
Concrete transportation mile 3 3 3 3 3 
Formwork transportation mile 50 0 0 0 0 
Scaffolding transportation mile 25 25 25 25 25 
Reinforcement transportation mile 15 0 15 15 15 
Pile transportation mile 30 0 0 0 0 
Excavation ft3 810 0 0 0 405 
Concrete demolition ft3 1,485 0 75 75 75 
Corrosion Mitigation  
Steel wire mesh lbs 0 428.6 428.6 428.6 428.6 
Cellulose fiber ft2 0 711.6 711.6 711.6 711.6 
Plastic wrapping lbs 0 346.0 346.0 346.0 346.0 
Electricity consumption kWh 0 65.1 65.1 65.1 65.1 
Maintenance phase 
Rehabilitation 1 ft3 104 7 5 8 17 
Rehabilitation 2 ft3 104 7 5 8 17 
Rehabilitation 3 ft3 0 7 0 0 0 
Major rehabilitation ft3 0 14 0 0 0 
End of life 
Diesel consumption Gal 13.1 0.8 0.7 1.0 2.2 
Electricity consumption kWh 599 38 30 48 100 
6.7.2 Impact Categories 
After collecting the required environmental data, including the material and energy consumption 
of each option through the bridge lifetime, the environmental impacts are assessed based on the 
method of the Institute of Environmental Sciences (CML). This impact assessment method is a 
mid-point approach that results in 10 environmental categories including acidification potential 
(AP), eutrophication potential (EP), global warming potential (GWP), ozone-layer depletion 
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potential (ODP), photochemical ozone-creation potential (POCP), abiotic depletion potential 
(ADP), human toxicity potential, freshwater eco-toxicity potential, marine aquatic ecotoxicity 
potential, and terrestrial eco-toxicity potential. In addition to these mid-point impact categories, 
cumulative energy demand (CED) is another important index representing the direct and indirect 
energy consumption (fossil, nuclear, biomass, water, wind, and solar sources) during the life-cycle 
phases. Among all mentioned mid-point impact categories, only the following three impact 
indicators, in combination with Cumulative Energy Demand (CED), are used in this study: 
• Acidification potential (AP) 
• Global warming potential (GWP) 
• Abiotic depletion potential (ADP) 
Table 6.15 notes the units, substances, weighting, and normalization factors of impact categories 
used in this study. Normalization and weighting factors are taken from the International Reference 
Life Cycle Data System (ILCD) Handbook (Chomkhamsri et al. 2011) and the U.S. Environmental 
Protection Agency (EPA), respectively. As was explained earlier in section 4.3.3, the weighting 
system is used in the decision-making process to choose one preferred solution among available 
alternatives and will be implemented in this study in section 6.8 and not in the LCEIA procedure.  
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Table 6.15. Impact indicators and associated weight and normalization factors                                     
Impact category Unit Substance Normalization Weight
GWP kg CO2 eq CO2,CH4, N2O 4.60×1012 
16 
AP kg SO2 eq
SO2, SOx ,NOx, 
HCL, H2S 
2.36×1010 5 
ADP kg Sb eq Sb 1.25×1010 5 
CED MJ eq - - 10 
6.7.3 Results 
Impacts occurring throughout the bridge’s life cycle are added up and reported for the whole 
foundation and substructure. No functional unit was used to report these results. Table 6.16 
presents the non-normalized results for GWP, AP, ADP, and CED of defined options. The impact 
indicators are calculated in four phases of material production, construction, maintenance, and 
end-of-life in addition to the whole life-cycle. 
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Table 6.16. Characterized environmental impacts of five options 
Item Mid-point Index Opt 2 Opt 3 Opt 4A Opt 4B Opt 4C
Total 
GWP (kg CO2 eq.) 15,138 2,246 8,316 8,631 10,104 
AP (kg SO2 eq.) 3,640 358 874 983 1,241
ADP (kg Sb eq.) 910 87 216 243 305 
CED (MJ) 21,555 1,089 1,793 3,083 3,960 
Material 
Production 
GWP (kg CO2 eq.) 13,322 763 3,742 4,402 6,163 
AP (kg SO2 eq.) 3,094 97 393 531 881 
ADP (kg Sb eq.) 701 20 99 119 210
CED (MJ) 16,813 337 735 1,480 2,693 
Construction 
GWP (kg CO2 eq.) 1,211 427 1,580 1,985 3,031 
AP (kg SO2 eq.) 400 107 192 236 323 
ADP (kg Sb eq.) 173 17 52 66 85 
CED (MJ) 3,664 142 430 1,079 990 
Maintenance 
GWP (kg CO2 eq.) 303 966 2,744 2,071 707 
AP (kg SO2 eq.) 73 136 280 187 12 
ADP (kg Sb eq.) 18 42 58 51 3 
CED (MJ) 431 577 574 432 158 
End-of-life 
GWP (kg CO2 eq.) 303 90 249 173 202 
AP (kg SO2 eq.) 73 18 9 29 25 
ADP (kg Sb eq.) 18 8 6 7 6 
CED (MJ) 647 33 54 92 119 
Comparing four phases of bridge life-cycle environmental impacts in Table 6.16 shows that the 
dominant phase in terms of contribution to the environmental impact varies for each option. For 
better illustration, the contribution percentages of each phase for different options for GWP, AP, 
ADP, and CED indices are plotted in Figure 6.34 and Figure 6.35. Figure 6.34 shows that for 
Option 2 and all alternatives of Option 4, the material production phase is dominant with the 
highest contribution to all environmental impact categories (varies from 41% to 85%), while, the 
dominant phase for Option 3 is the maintenance phase (38% to 53%). It can be seen that the end-
of-life phase has the lowest contribution percentage for all options and all impact categories.  
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Figure 6.34. Result of mid-point life-cycle environmental impact assessment 
(a) CED (b) GWP (c) AP (d) ADP 
Figure 6.35 shows that for Option 2 and Option 4C, the construction phase ranks second in 
contribution percentage in all impact categories. For Option 4A, the second-highest contribution 
percentage comes from the maintenance phase in all impact categories. For Option 4B, except for 
the GWP index, the construction phase ranks second in contribution percentage for all other 
indices.  For Option 3, the material production ranks second in contribution percentage in all 
impact categories except ADP.  
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Figure 6.35. Contribution percentage of each phase for the available options  
(a) GWP (b) AP (c) ADP (d) CED 
Figure 6.36 shows the three mid-point impact indicators in four phases (material production, 
construction, maintenance, and end-of-life) and the whole life-cycle of the Oxford Valley Bridge. 
These graphs are plotted after normalization using the corresponding normalization factor in Table 
6.15. For all available options in all phases, GWP has the highest contribution to the 
environmental impact of bridge reconstruction. Depending on the phase of life-cycle and option, 
the impact indicator for the second- and third-ranked contribution can vary. As is seen in Figure 
6.36.e, for all available options, GWP has the highest environmental impacts followed by AP and 




Figure 6.36. Mid-point impact indicators for the defined options 
In order to compare the available options with respect to the three mid-point impact indicators 
and cumulative energy demand (CED), the relative contribution of each impact category is plotted 
in Figure 6.37. It is seen that Option 2 has the highest environmental impact, followed by Option 
4C, 4B, 4A, and Option 3 for all impact indices.  
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Figure 6.37. Relative impact categories with respect to Option 2 
The ratio of each impact index of Option 2 to the same index of other options varies for each 
impact. For example, the GWP impact index of Option 2 is 6.7 times that of Option 3, 1.8 times 
of Option 4A and 4B, and 1.5 times of Option 4C. This ratio for AP is 10.2, 4.2, 3.7, and 2.9 for 
Option 3, 4A, 4B, and 4C, respectively. ADP has similar ratios and this ratio of CED is 19.8, 
12.0, 7.0, and 5.4 for Option 3, 4A, 4B, and 4C, respectively. 
6.8 Decision-Making Process 
Based on the discussion in Chapter 4, the AHP method is used to choose the optimum option 
among the defined options. The main criterion of safety, costs, and environmental impacts are 
used to compare the options defined in section 6.2.  
6.8.1 Decision Hierarchy 
Figure 6.38 illustrates the hierarchical structure of the Oxford Valley Bridge foundation reuse 
project. Level 0 shows the overall objective of this process which is reusing an existing foundation. 
Level 1 represents the criteria to achieve the defined objective in the previous level. In level 2, the 
sub-criteria of each criterion is shown underneath and finally, level 4 represents the options.  
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In a typical bridge foundation reuse project, the overall objective is to “reuse the existing 
foundation of a bridge in the most cost-effective and safe manner with the least environmental 
impact”.  The ability of each construction option (and its possible alternatives) in achieving this 
objective can be evaluated with respect to the following criteria: 
1. Safety of the bridge system (S) 
2. Life-cycle cost of options (C) 
3. Environment impacts of options (E) 
 
Figure 6.38. Hierarchy structure for Oxford Valley Bridge 
The safety criterion has one subcriterion which is risk. The cost criterion has two subcriteria: 
agency costs and user costs. The environmental impacts criterion has four subcriteria: ADP, GWP, 
AP, and CED. In the next section, the comparison matrices at levels 1, 2, and 3 will be defined.  
6.8.2 Comparison Matrices 
The pair-wise comparison matrices are formed starting from a higher level to lower level using 
Equation 5-1. The first pair-wise comparison matrix is =[ / ]i jA w w  that expresses the relative 
importance of three main criteria (i.e., safety, costs, and environmental impacts) in the reuse of 
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Oxford Valley Bridge foundation and substructure. The pairwise comparison matrix for the main 
criteria can be written as follows:  
 





S S S C S E
C S C C C E
E S E C E E
w w w w w w
A w w w w w w
w w w w w w
 Equation 6-24
where w represents the weight of each criterion and subscript S, C, and E represent the safety of 
the bridge system, life-cycle costs, and environmental impacts, respectively. For example, wS/wC 
represents the pair-wise comparison of safety criterion (S) with cost criterion (C). The elements 
on the diagonal of this matrix represent the pair-wise comparison of each criterion with itself. 
Thus, all the elements on the diagonal are equal to 1/1. 
Every project is unique and has its specific requirements and therefore components of matrix A 
are usually taken from experts’ opinions implementing the numerical/verbal scales described in 
Table 5.3. Because experts’ opinions were not available for this study, all possible cases for matrix 
A are created based on a set of assumptions. The first assumption is that safety is the most 
important criterion in the reuse project because of the consequences of failure estimated in section 
6.4. Therefore, it is assumed that safety is at least equally important compared to the 
environmental impacts and slightly favored when comparing to the costs of the three options for 
Oxford Valley Bridge. To consider all possibilities of the relative importance of safety, costs, and 
environmental impacts, 5 relative weights (1, 3, 5, 7, 9) were assigned to each element of the main 
matrix in Equation 6-24 and all 125 possible combinations were created.  
In the next step, the pairwise comparison matrices of level 2 should be formed. The safety criterion 
just has one sub-criteria, that is the safety risk. The environmental impacts criterion, as discussed 
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in section 6.6, has four sub-criteria including GWP, AP, ADP, and CED. Using the weighting 
factors defined in Table 6.15 in association with scales for pair-wise comparison in Table 5.3, the 













/ / / /
/ / / /
/ / / /
/ / / /
1 3 3 1
0.33 1 1 0.5
0.33 1 1 0.5
1 2 2 1
GWP GWP GWP AP GWP ADP GWP CED
AP GWP AP AP AP ADP AP CED
ADP GWP ADP AP ADP ADP ADP CED
CED GWP CED AP CED ADP CED CED
w w w w w w w w
w w w w w w w w
E
w w w w w w w w
w w w w w w w w
E
 Equation 6-25
For example, =/ 3GW P A Pw w means that global warming potential has weak importance over 
acidification potential.  
The cost criterion is divided into two sub-criteria of agency cost (A) and user cost (U) as discussed 
in Chapter 3. The scale for pair-wise comparison of agency and user cost is not previously defined 
in the literature. However, considering the point that user costs are imposed on the users of a 
bridge and could socially dissatisfy the local community of the impacted zone, we can assume that 
user costs are slightly favored over agency cost and it can be considered weakly important over 
agency cost with the weight of 3 according to Table 5.3. Therefore, the pairwise comparison matrix 
of costs can be written in the form of Equation 6-26.  
   
= =   
   
/ / 1 3
/ / 0.33 1
A A A U
U A U U
w w w w
C
w w w w
 Equation 6-26
In the next step, eigenvalues of all the matrices are calculated using a MATLAB code which 
is developed for AHP analysis based on the theory discussed in Chapter 3. Then, the consistency 
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of pairwise matrices is checked according to Section 5.4.4. Before performing the consistency 
analysis on cases of the main matrix, it can be expected not all cases will be consistent. Results 
of the consistency analysis for all 125 possible cases of the main matrix show that only 38 cases 
are consistent.  
A sample of calculations for one of the cases is shown here. The rest of the calculations in this 
section are just for this case and final results for all consistent cases are presented in the next 
section.  
max
1 3 5 0.659
0.33 1 1 0.185 , 3.029
0.20 1 1 0.156
A Eigenvector λ
   
   =  = =   
      
 




λ − −= = =
− −
 
Consistency Index 0.0143 0.025 0.1
Random Index 0.58
CR OK= = = <  
The eigenvalues of the main matrix for the sample case and other sub-criteria pairwise 
matrices are summarized in Table 6.17.  
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Table 6.17. Eigenvalues of pair-wise matrices 
Criterion Sub-criteria λ λmax CI RI CR 
Main  
Safety 0.659 
3.029 0.0143 0.58 0.025 Costs 0.185 
Environmental 0.156 










1.999 0.00 0 NA 
Agency 0.250 
Next, the pairwise comparison matrices of defined options with respect to each sub-criterion are 
created. For example, Equation 6-27 shows the pairwise comparison matrix for the risk sub-
criterion (Level 3) under the safety criterion (Level 2).  
2 2 2 3 2 4 2 4 2 4
3 2 3 3 3 4 3 4 3 4
4 2 4 3 4 4 4 4 4 4
4 2 4 3 4 4 4 4 4 4
4 2 4 3 4 4 4 4 4
2 3 4 4 4
2 / / / / /
3 / / / / /
4 / / / / /
4 / / / / /
4 / / / / /
A B C
A B C
A A A A A B A C
B B B A B B B C
C C C A C B C
Opt Opt Opt A Opt B Opt C
Opt R R R R R R R R R R
Opt R R R R R R R R R R
R
Opt A R R R R R R R R R R
Opt B R R R R R R R R R R











The elements of this matrix are estimated from the results of risk analysis in section 6.5. The 
values of time-dependent risks calculated for each option at the end of bridge service life (see 
Table 6.18 ) are used to assign the relative weights for pair-wise comparison.  
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Table 6.18. The safety risk of available options 
Option Risk in year 2092 
Opt 2 $0.39×106 




For example, the element 
2 3/R R  of the R matrix in Equation 6-28 is derived by dividing the risk 
cost of Option 2 to the risk cost of Option 3.  
2 3 4 4 4
1.00 0.15 0.38 0.51 0.58
6.82 1.00 2.58 3.46 3.95
2.64 0.39 1.00 1.34 1.53
1.97 0.29 0.75 1.00 1.14






















The pairwise comparison matrix for global warming potential (GWP) sub-criterion (Level 3) under 
the environmental impact criteria (Level 2) can be written as Equation 6-29.  
2 2 2 3 2 4 2 4 2 4
3 2 3 3 3 4 3 4 3 4
4 2 4 3 4 4 4 4 4 4
2 3 4 4 4
2 / / / / /
3 / / / / /





A A A A A B A C
Opt Opt Opt A Opt B Opt C
Opt GWP GWP GWP GWP GWP GWP GWP GWP GWP GWP
Opt GWP GWP GWP GWP GWP GWP GWP GWP GWP GWP
W




4 2 4 3 4 4 4 4 4 4
4 2 4 3 4 4 4 4 4 4
/ / / / /
/ / / / /
B B B A B B B C
C C C A C B C C
GWP GWP GWP GWP GWP GWP GWP GWP GWP










Similar to the GWP matrix (which is denoted by W), AP, ADP, and CED matrices (denoted 
by P, D, and E, respectively) can be derived. The elements of these four matrices are estimated 
from the results of EIA in Section 6.6. The mid-point indices calculated for each option (see 
Table 6.19) are used to assign the relative weights for environmental impacts pair-wise 
comparison.  
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Option 2 15,138 3,640 910 21,555 
Option 3 2,246 358 87 1,089 
Option 4A 8,316 874 216 1,793 
Option 4B 8,631 983 243 3,083 
Option 4C 10,104 1,241 305 3,960 
The W, P, D, and E matrices are derived by dividing the proper index of each option to the 
corresponding index of the other option. Equation 6-30 to Equation 6-33 show the pair-wise 








2 3 4 4 4
1.00 6.74 1.82 1.75 1.50
0.15 1.00 0.27 0.26 0.22
0.55 3.70 1.00 0.96 0.82
0.57 3.84 1.04 1.00 0.85






















2 3 4 4 4
1.00 10.16 4.17 3.70 2.93
0.10 1.00 0.41 0.36 0.29
0.24 2.44 1.00 0.89 0.70
0.27 2.74 1.13 1.00 0.79






















2 3 4 4 4
1.00 10.42 4.22 3.74 2.98
0.10 1.00 0.41 0.36 0.29
0.24 2.47 1.00 0.89 0.71
0.27 2.78 1.13 1.00 0.80























2 3 4 4 4
1.00 19.80 12.02 6.99 5.44
0.05 1.00 0.61 0.35 0.27
0.08 1.65 1.00 0.58 0.45
0.14 2.83 1.72 1.00 0.78















And finally, the pairwise comparison matrix for cost sub-criteria (user and agency) can be formed 
using the BLCCA results in section 6.6.  The elements of these two matrices are estimated from 
the costs summarized in Table 6.20.  
Table 6.20. LCC analysis results for the available options 
Option Agency Costs User Costs 
Option 2 $503,437 $2,731,961 
Option 3 $141,159 $341,495 
Option 4A $189,376 $341,495 
Option 4B $198,903 $341,495 
Option 4C $225,679 $1,365,980 
The U (user costs) and Y (agency costs) matrices are derived by dividing the user and agency 








2 3 4 4 4
1.00 8.00 8.00 8.00 2.00
0.12 1.00 1.00 1.00 0.25
0.12 1.00 1.00 1.00 0.25
0.12 1.00 1.00 1.00 0.25























2 3 4 4 4
1.00 3.57 2.66 2.53 2.23
0.28 1.00 0.75 0.71 0.63
0.38 1.34 1.00 0.95 0.84
0.40 1.41 1.05 1.00 0.88















Table 6.21 summarizes the eigenvalues of pairwise comparison matrices for all available options. 
The consistency index and consistency ratio of each sub-criterion are also written in this table. As 
it is seen, all matrices have a consistency ratio of less than 0.1 and are considered consistent.  
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Table 6.21. Eigenvalues of options pairwise comparison matrices  






Opt 2 0.073 
5.004 0.001 0.001 
Opt 3 0.497
Opt 4A 0.160 
Opt 4B 0.144 














Opt 2 0.341 
4.997 0.001 0.001 
Opt 3 0.051 
Opt 4A 0.187 
Opt 4B 0.194 
Opt 4C 0.227 
AP 
Opt 2 0.513 
5.000 0.000 0.001 
Opt 3 0.051 
Opt 4A 0.123
Opt 4B 0.139 
Opt 4C 0.175 
ADP 
Opt 2 0.516 
5.022 0.005 0.005 
Opt 3 0.050 
Opt 4A 0.123 
Opt 4B 0.138 
Opt 4C 0.173 
CED 
Opt 2 0.686 
4.976 0.006 0.005 
Opt 3 0.034 
Opt 4A 0.057 
Opt 4B 0.098 





Opt 2 0.534 
4.976 0.006 0.005 
Opt 3 0.066 
Opt 4A 0.066
Opt 4B 0.066 
Opt 4C 0.267 
Agency 
Opt 2 0.400 
5.007 0.002 0.001 
Opt 3 0.112 
Opt 4A 0.151 
Opt 4B 0.158 
Opt 4C 0.179 
The crossing product of priority and alternative weights determines the final priority for each 
option in relation to the reusability. The procedure for calculating the final priority is to sum the 
products of the multiplication of each criterion's priority weight by its alternative weight. The 
results from this procedure for Option 2 to Option 4C are shown in Table 6.22 to Table 6.26.  
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Table 6.22. Final priority weight calculation for Option 2 
Criteria Priority Weight Alternative Weight Product 
Safety Risk 0.66 0.07 0.05 
Global warming 0.06 0.34 0.06 
Acidification 0.02 0.51 0.02 
Abiotic depletion 0.02 0.52 0.02 
Cumulative energy 0.05 0.69 0.01 
User Cost 0.14 0.53 0.01 
Agency Cost 0.05 0.40 0.03 
Sum 0.21 
 
Table 6.23. Final priority weight calculation for Option 3 
Criteria Priority Weight Alternative Weight Product 
Safety Risk 0.66 0.50 0.327 
Global warming 0.06 0.05 0.016 
Acidification 0.02 0.05 0.003 
Abiotic depletion 0.02 0.05 0.003 
Cumulative energy 0.05 0.03 0.001 
User Cost 0.14 0.07 0.001 
Agency Cost 0.05 0.11 0.003 
Sum 0.35 
 
Table 6.24. Final priority weight calculation for Option 4A 
Criteria Priority Weight Alternative Weight Product 
Safety Risk 0.66 0.16 0.105 
Global warming 0.06 0.19 0.021 
Acidification 0.02 0.12 0.003 
Abiotic depletion 0.02 0.13 0.011 
Cumulative energy 0.05 0.06 0.003 
User Cost 0.14 0.07 0.003 




Table 6.25. Final priority weight calculation for Option 4B 
Criteria Priority Weight Alternative Weight Product 
Safety Risk 0.66 0.14 0.095 
Global warming 0.06 0.19 0.022 
Acidification 0.02 0.14 0.003 
Abiotic depletion 0.02 0.14 0.012 
Cumulative energy 0.05 0.10 0.003 
User Cost 0.14 0.07 0.003 
Agency Cost 0.05 0.16 0.005 
Sum 0.14 
 
Table 6.26. Final priority weight calculation for Option 4C 
Criteria Priority Weight Alternative Weight Product 
Safety Risk 0.66 0.13 0.083 
Global warming 0.06 0.23 0.025 
Acidification 0.02 0.17 0.012 
Abiotic depletion 0.02 0.17 0.014 
Cumulative energy 0.05 0.13 0.004 
User Cost 0.14 0.18 0.004 
Agency Cost 0.05 0.27 0.006 
Sum 0.15 
Considering the sum values in the last row of Table 6.22 to Table 6.26, the final score of Option 
2, 3, 4A, 4B, and 4C is 21%, 35%, 14%, 14%, and 15%, respectively. Hence, for this case, Option 
3 is more desirable. In the next section, the final relative scores of available options for all 
consistent cases are presented.  
6.8.3 Final Results 
Considering all 38 consistent cases of the main matrix and calculated priority and alternative 
weights for the available options, the final score of options for each case is tabulated in Table 
6.27. In this table, the first column shows the case number of the main matrix and other columns 
show the final score of each option corresponding to that main matrix case.  
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Table 6.27. The final score of options for different cases 
Case 
Relative Score 
Opt 2 Opt 3 Opt 4A Opt 4B Opt 4C 
1 0.168 0.278 0.194 0.193 0.167 
2 0.254 0.189 0.174 0.193 0.189 
3 0.273 0.167 0.171 0.195 0.194 
4 0.285 0.154 0.168 0.195 0.198 
5 0.273 0.172 0.169 0.192 0.193 
6 0.291 0.151 0.166 0.194 0.198 
7 0.302 0.139 0.164 0.194 0.201 
8 0.309 0.131 0.162 0.195 0.203 
9 0.284 0.162 0.166 0.192 0.196 
10 0.301 0.142 0.163 0.193 0.201 
11 0.311 0.130 0.161 0.194 0.204 
12 0.318 0.122 0.160 0.194 0.205 
13 0.308 0.135 0.161 0.193 0.202 
14 0.318 0.124 0.159 0.194 0.205 
15 0.324 0.117 0.158 0.194 0.207 
16 0.202 0.220 0.193 0.204 0.180 
17 0.219 0.202 0.189 0.205 0.185 
18 0.230 0.191 0.187 0.205 0.187 
19 0.268 0.163 0.175 0.200 0.195 
20 0.278 0.152 0.173 0.200 0.198 
21 0.285 0.145 0.171 0.200 0.199 
22 0.297 0.136 0.167 0.198 0.202 
23 0.304 0.129 0.166 0.198 0.203 
24 0.315 0.120 0.162 0.197 0.206 
25 0.195 0.220 0.197 0.208 0.180 
26 0.211 0.204 0.193 0.208 0.184 
27 0.222 0.194 0.190 0.208 0.186 
28 0.229 0.187 0.189 0.207 0.188 
29 0.272 0.154 0.175 0.202 0.197 
30 0.279 0.147 0.173 0.202 0.199 
31 0.190 0.222 0.199 0.210 0.179 
32 0.206 0.207 0.195 0.209 0.183 
33 0.216 0.197 0.193 0.209 0.185 
34 0.223 0.190 0.191 0.209 0.187 
35 0.274 0.149 0.175 0.203 0.198 
36 0.201 0.209 0.197 0.211 0.182 
37 0.211 0.199 0.195 0.210 0.185 
38 0.218 0.193 0.193 0.210 0.186 
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For a better understanding of the sensitivity of options’ final scores to the relative weights of main 
criteria in the A-matrix (Equation 6-24), the minimum, maximum, first quartile, second quartile 
(median), and third quartile of each option is calculated and tabulated in Table 6.28.  
Table 6.28. Quartile values of relative score range of each option  
Parameter Opt 2 Opt 3 Opt 4A Opt 4B Opt 4C 
Min 16.8% 11.7% 15.8% 19.2% 16.7% 
Quartile 1 21.8% 14.0% 16.6% 19.4% 18.6% 
Median 27.3% 16.2% 17.4% 20.0% 19.5% 
Quartile 3 30.0% 19.6% 19.2% 20.7% 20.1% 
Max 32.4% 27.8% 19.9% 21.1% 20.7% 
COV 17.3% 21.7% 7.8% 3.3% 4.9% 
Using the statistical parameters in Table 6.28, the boxplot of the final scores for each option is 
drawn in Figure 6.39. A boxplot displays variation in a set of samples without assuming any 
underlying statistical distribution. A boxplot consists of two parts, a box and a set of whiskers. 
The lowest point is the minimum of the data set and the highest point is the maximum of the 
data set. The box is drawn from the first quartile to the third quartile with a horizontal line drawn 
in the middle denoting the median. The boxplot of Option 2 shows that the desirability of this 
option varies between 16.8% and 32.4%. In 75% of cases, Option 2’s desirability is more than 22%. 
The desirability of Option 3 changes from 11.7% to 27.8%. In 25% of cases, its desirability is more 
than 20%. The coefficient of variation (COV) of Option 4A, 4B, and 4C shows that these options 
have a slighter range of variations. This means these options are less sensitive to the main matrix 
relative weights. Comparison of third quartiles of Option 4A, 4B, and 4C shows that Option 4A 
has the smallest third quartile. This means that in 75% of cases, Option 4A is less preferable than 
Option 4B and 4C. Among the three defined alternatives of Option 4, Alternative B has the 
smallest COV (3.3%) which means it is less sensitive to the relative weights of the main criteria.  
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Figure 6.39. Box and whisker chart of relative score range of options  
Boxplots in Figure 6.39 only show the range and dispersion of final scores for each option 
separately and do not allow comparison of options. To be able to compare all options for each 
case and understand the reason for the trend of each option, the variation of options scores for all 
cases is plotted in Figure 6.40. The horizontal and vertical axes of this graph represent the case 
number and relative score, respectively. As is seen in this figure, Option 2 and 3 have opposite 
reactions to the same cases. This means that when Option 2 (shown by a blue line with square 




Figure 6.40. Variation of each option score for all cases  
Among all 38 cases in Figure 6.40, 12 cases (5 unique cases) are extracted and plotted in the bar 
charts in Figure 6.41. These cases are those that make each option have the maximum and 
minimum score. It is 5 unique cases because Option 2 and 4A have similar trends while Option 2 
and 3 have opposite trends. The graph in Figure 6.41.a is plotted for cases corresponding to the 
maximum score of each option. For example, Option 2 has the maximum desirability when safety 
has absolute importance over both costs and environmental impacts with the condition of cost 
and environmental impacts being equally important (this is called Case 15). In this case, Option 
4C is the second preferred alternative which is followed by Option 4B, 4A, and 3, respectively. 
Option 3 is the most preferred one when all criteria are equally important (Case 1). In this case, 
Option 4A, 4B, and 4C are the next preferred options, respectively.  
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  (a) The maximum score of each option 
 
(b) The minimum score of each option 
Figure 6.41. The relative score of the available options in AHP  
The second 6 cases corresponding to the minimum score of each option are plotted in Figure 
6.41.b. Option 2 and 4C are the least preferred options when all criteria are equally important 
(Case 1). Option 3 and 4A are the least desirable ones when safety has absolute importance over 
both costs and environmental impacts with the condition of cost and environmental impacts being 
equally important (Case 15). Option 4B is the least preferred one when safety has demonstrated 
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importance over cost and weak importance over environmental impacts with the condition of cost 
and environmental impacts being equally important (Case 9). Table 6.29 shows the main matrix 
for case 1, 9, 15, 36, and 31 that are mentioned in Figure 6.41. 
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Considering the minimum and maximum scores of each option and their corresponding cases, two 
extreme cases can be identified. One extreme case is when safety is paramount over both cost and 
environmental impacts. In this situation, Option 2 becomes the most preferred. By decreasing the 
importance of safety in comparison to the two other criteria, Option 2 becomes less preferred. The 
other extreme case is when the cost has absolute superiority over the other criteria and therefore 
Option 3 is the most preferable. Decreasing the priority of cost factor decreases the preferability 
of Option 3.  The three alternatives for Option 4 become preferred when there is a trade-off 
between safety, cost, and environmental impacts. 
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CHAPTER 7. CONCLUSION  
7.1 Introduction  
This chapter presents the overall conclusions and recommendations of the study and reveals how 
the original research objectives have been achieved. It details the contribution of the research to 
the bridge management system and justifies the practical implications of the research. It concludes 
with some recommendations to policymakers and bridge owners and highlights areas for future 
research. It is worth mentioning that the findings of this dissertation are based on the implemented 
case study and related assumptions, which cannot necessarily be generalized to other cases.   
7.2 Conclusion and Recommendations 
In this dissertation, a decision-making framework was developed to compare the available 
alternatives in potential reuse projects for highway bridge foundations. This framework considers 
three criteria including safety of the bridge, environmental impacts of alternatives, and life-cycle 
costs of alternatives. The implementation of the proposed framework was demonstrated using the 
Oxford Valley Bridge in Bucks County, PA. For this case example, according to the general 
definitions provided by Agrawal et al. (2018), three feasible options were defined: Option 2, Option 
3, and Option 4 (Option 1 was not feasible for this case example). Additionally, three alternatives 
(Alternative A, B, and C) were also defined for Option 4 (denoted as Option 4A, Option 4B, and 
Option 4C). The safety risk analysis, environmental impacts assessment, and life-cycle costs 
analysis were conducted according to the methodologies described in Chapter 2, Chapter 4, and 
Chapter 3, respectively. The results of these analyses for the Oxford Valley Bridge, presented in 
Chapter 6, are summarized in Table 7.1 for the year 2092. 
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Table 7.1. Summary of risk, environmental impacts, and LCC of available options  
Criterion Opt 2 Opt3 Opt 4A Opt 4B Opt 4C




GWP  15,138 2,246 8,316 8,631 10,104 
AP  3,640 358 874 983 1,241 
ADP  910 87 216 243 305 
CED 21,555 1,089 1,793 3,083 3,960 
LCC $3,235,398 $482,654 $530,871 $540,398 $1,591,659
*Environmental impacts 
The results of the risk analysis which was performed for two hazards (increase in live load and 
corrosion of rebar and steel piles) showed that reusing the existing foundation and substructure 
as-is (Option 3) has the highest safety risk and constructing a new foundation and substructure 
(Option 2) has the lowest safety risk. Among all three alternatives in Option 4 (reusing the 
enhanced existing foundation and substructure), the alternative with the lowest construction cost 
(Alternative A) has the lowest marginal cost, too. This means in Alternative A, decreasing one 
unit of the safety risk has the lowest cost in comparison to the two other alternatives. The next 
least expensive alternative is Alternative B with a 3.6% higher marginal cost than Alternative A. 
Among two considered hazards, increase in live load cannot be controlled or mitigated when the 
bridge is under construction. However, the results of the reliability analysis have shown that 
corrosion mitigation is an efficient technique to reduce the risk of reuse. Theoretically, extraction 
of the existing chlorides and prevention of further penetration of chloride ions using concrete 
sealing, in combination with the newly constructed superstructure having no joints, may almost 
extend the existing substructure and foundation service life long enough. Generally, the calculation 
of time-dependent reliability and risk analysis presented in this dissertation may not be feasible 
for a reuse project under consideration.  However, the residual service life of the structure with 
reuse design can be estimated using the available methods, such as non-destructive techniques 
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(Ortega and Robles 2016). A sufficient estimated service life (based on designed measures and 
enhancements) will also ensure sufficient reliability against collapse by minimizing the risk to an 
acceptable and reasonable level.  
On the other hand, the results of environmental impact assessment showed that since only one 
pier is considered for this case example, all options have relatively low environmental impacts. 
However, among all four measured phases in EIA (material production, construction, maintenance, 
and end-of-life), the material production is the dominant phase for Option 2, Option 4A, 4B, and 
4C.  This means that for these options, the other three phases are not significant. The dominant 
phase for Option 3 is maintenance, which means due to the minimum amount of initial 
construction operations and the required periodical rehabilitations, the maintenance phase controls 
the environmental impacts of this option. Normalizing the four defined impact indices for Option 
3, Option 4A, 4B, and 4C with respect to Option 2 (as the option with the highest environmental 
impacts) showed that in all indices, Option 4C has the highest percentage (18.4% for CED to 
66.7% for GWP).  This could be due to the construction of micropiles as the fortifying components, 
and additional closure which is required for construction.  
Furthermore, the results of life-cycle cost analysis showed that Option 2 with LLC of $3.24 M has 
the highest LCC followed by Option 4C with $1.6 M. Option 3 with LLC of $0.5 M has the lowest 
life-cycle costs among all options. The ratio of user costs to agency costs for the available options 
varies between 63% and 86%. This means that user costs form the majority portion of life-cycle 
costs for all options due to detours or closures during the construction and maintenance phases. 
These costs can be attributed to the AADT of the Oxford Valley Road and Highway US-1. 
Considering three types of costs in the life-cycle of the options including i) initial construction 
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costs, ii)operation, maintenance and repair (OM&R) costs, and iii) disposal costs, the OM&R 
costs, varying between 66% and 86% of total costs, have the highest contribution in the total life-
cycle of options. This ratio for Option 2 and Option 4C are similar and higher than the other 
options. On the other hand, the ratio of initial construction costs to total LCC of all options varies 
between 9% and 30%. This ratio is 30% for Option 4A and Option 4B which is higher than the 
other options. Although Option 4A and 4B have lower initial costs in comparison to the other 
options, the lower OM&R costs of these two options have resulted in higher initial costs to the 
total LCC ratio. Therefore, it can be concluded that the duration of closures and detours during 
the construction operations is the most significant factor in life-cycle costs, and minimizing this 
time can result in significant savings. Using construction techniques with lower impacts on bridge 
traffic is considered an effective solution in reuse projects to lower user costs. For instance, 
Accelerated Bridge Construction (ABC) methods can decrease impacts of construction on traffic 
and construction time by dealing with constructability issues, avoiding the use of temporary 
structures, avoiding weather-related delays, and utilizing short construction seasons. Davis et al. 
(2019) reviewed the application of foundation reuse in ABC projects and summarized useful case 
studies.  
The final decision on the feasibility of reuse is made by the comparison of defined options using 
the analytical hierarchy process (AHP). This comparison was performed using the results of risk 
analysis, environmental impacts assessment, and life-cycle costs analysis. The results from AHP 
methods depend on the priorities of decision-makers and, depending on the assigned relative 
weights for main criteria (safety, environmental impacts, and costs), the outcome of pairwise 
comparison could be different. This was concluded from the sensitivity analysis results for the 
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relative weights of three main criteria used in the pairwise comparison. For instance, for this 
specific case study, Option 2 which has the lowest safety risk and highest LLC and environmental 
impacts, becomes the preferred choice when the priority of the decision-making agency is safety 
and it will accommodate the associated costs with the construction of a new foundation and 
superstructure. In contrast, Option 3, which has the lowest LCC and environmental impacts and 
highest safety risk, becomes the preferred option when the decision-making agency’s preference is 
to have the most economic option. In this case, the decision-maker needs to accept the associated 
risk in reusing an existing foundation and substructure as-is. The LLC of Option 2 (the option 
with lowest safety risk and highest LCC) is 6.7 times that of Option 3 (the option with highest 
safety risk and lowest LCC), while its safety risk is 14.7% of Option 3. Thus, these two extreme 
options do not seem appropriate options for the Oxford Valley Bridge. In a case of relative weights 
with safety strongly favored over cost and slightly favored over the environmental impacts, where 
the costs and environmental impacts are equally important (it is noted as Case 36 in Section 
6.8.3), Option 4B becomes the most favored option. Option 4B’s safety risk is 194% of Option 2’s 
and its LCC is 16.7% of Option 2’s.  
7.3 Future Works 
More work could be performed in the future to extend the application of this research, and to 
further improve the presented results. In each part of this research, among the available methods 
for modeling behavior or estimation of a quantity (e.g., corrosion of steel, methods of reliability 
calculation, random variables, environmental impact assessment method, pairwise comparison 
method, etc.), based on the propriety of those methods and available information, a set of specific 
models or methods were chosen to implement the proposed framework. A general approach for 
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the extension of this study is to use the alternative methods and models to evaluate the suitability 
of each one. Here are some suggestions for the future extension of this research:  
• Considered Criteria: In addition to three criteria implemented in this dissertation to 
evaluate the feasibility of reusing an existing bridge foundation, additional aspects could be 
considered in the decision-making procedure. For instance, in terms of risks associated with 
reuse, only safety risk was included even though, as was discussed in Chapter 1, other sources 
of risk such as financial risks could be included in the decision-making framework.  
• Environmental Impact Assessment: The available methods, impact categories, and 
databases for EIA were discussed in Chapter 4. In this study, the CML method, which is a 
mid-point approach, was used to assess the impacts in four categories. Other available impact 
assessment methods (which are summarized in Table 4.2) and impact categories (either mid-
point or end-point) could be used in the EIA of defined options to investigate their effects on 
the results of EI analysis. Additionally, a sensitivity analysis could be performed on the 
normalization and weighting factors that are highly dependent on the type of project. 
• Decision-Making Tool: As was reviewed in Chapter 5, there are several comparison 
methods to choose among alternatives or rank them regarding the applicable criteria. More 
complicated methods such as Analytic Network Process (ANP) or Fuzzy AHP would resolve 
the defects of the AHP method implemented in this study. However, these methods require 
more advanced analysis (e.g., mathematical optimization) and more data. 
• Case Study: Although the application of developed framework was presented for a case 
example with column piers, it is applicable to other types of piers such as solid shaft piers, 
cantilever or hammerhead piers, wall piers, pile bent, etc. In practice, no detailed study was 
performed on the reuse assessment of the case example used here. Therefore, in the absence of 
some real information and data, a set of assumptions was made to demonstrate the application 
of the developed framework. Using a case example with more detailed available data could 
fortify the application of the proposed decision-making procedure. For example, in the 
reliability analysis part, the results of in-situ testing could provide a good set of input data for 
finite element modeling. In addition, life-cycle costs analysis and environmental impact 
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assessment with more detailed information for the construction and maintenance phase could 
yield results closer to a real situation.  
The amounts of computational efforts required for the calculation of safety risk and environmental 
impacts of options might make the implementation of the proposed model complicated for the 
project engineers. In the risk analysis, the estimation of the probability of failure requires running 
thousands of finite element models which might not be practical for engineers in all projects. 
Therefore, another approach for extending the application of this research is to simplify the stages 
of the proposed decision-making model. Additionally, developing a computer program that 
integrates all four stages of decision-making would make the implementation of the model simpler 
for engineering firms. The computer program can be developed as a MATLAB package interacting 
between finite element and environmental impact assessment software that incorporates the risk 
analysis, LCC analysis, and decision-making tool.  
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