We consider the integral of a function y(x); I(y(x)) = 1 −1 y(x) dx and its approximation by a quadrature rule of the form
Introduction
The numerical approximation of integrals is required in many practical problems in physics, chemistry and engineering. While the standard quadrature rules rely on the values of the integrand at various points, in many occasions the available information is richer. A typical example is o ered by the Sturm-Liouville problem [14] . The problem consists of searching for (i) eigenvalues and (ii) corresponding normalized eigenfunctions. The determination of eigenvalues is typically achieved by shooting, with usual ODE solvers for the generation of the solutions to be matched. If a RungeKutta-Nystr om method is used, the user disposes not only of the pointwise solution but also of its ÿrst derivative. For the second task, the calculation of the normalization integral is needed but with the standard rules, the existing additional piece of information is simply wasted.
Our main concern here is to develop quadrature rules which make use of both pieces of information. It will be shown that, as expected, the quality of the estimate is enhanced. The investigation is interesting from both heuristic and practical points of view. In particular, for a Sturm-Liouville problem, the new formulae will lead to better values for the normalized eigenfunctions at the same e ort.
As a matter of fact, some early papers on quadrature rules using derivatives are found in Section 2:8 in [1] but the investigation of quadrature rules using them still remains an attractive area. In this area, ÿnding the weights of the interpolatory quadrature rules is equivalent to solving a system of linear algebraic equations with generalized or con uent Vandermonde matrices. Vandermonde systems of Hermite type were studied in [4] and more studies about the coe cients of interpolatory quadrature rules were made in the presence of eigenvectors and principal vectors of certain matrices [10, 11] . Gauss-Turan quadrature rules for a class of weight functions, motivated by the extension of classical Gaussian quadrature rules which was considered in [15] , as well as their brief history since Turan's extension are given in [5] . Recently, some fundamental concepts of exponentially ÿtting quadrature rules on oscillatory integrands were given in [7] and the ideas lead to Gauss-type quadrature rules for oscillatory integrands in [9] . Quadrature rules for rapidly oscillatory integrals using a di erent approach are presented in [2, 3] . So far there was no attempt to derive exponentially ÿtting quadrature rules involving derivatives for oscillatory integrands with frequency !, which we aim in this paper.
In Section 2, we present a formalism for deriving classical quadrature rules which use ÿrst derivatives on predetermined nodes while in Section 3, we present a tuned version of it with respect to the frequency !. In Section 4, we formulate some conclusions and present some numerical illustration.
Classical quadrature rules
Let us consider the integral of a function y(x),
and the quadrature rule for I (y(x)) involving ÿrst derivatives,
In this section, we consider the problem of determining w k and k for symmetrically positioned nodes x k with respect to the origin such that Q N (y(x)) is exact for polynomials up to a certain degree. We start with the following functional L(y(x); h; C):
where C is the vector of coe cients w k and k ; C = (w 1 ; w 2 ; : : : ; w N ; 1 ; 2 ; : : : ; N ) and ÿnally we take x = 0 and h = 1 to get the direct connection with (1) and (2) . By inserting each monomial y(x) = 1; x; x 2 ; : : : into (3), we get
. . .
From now on, the value of L(x m ; h; C) (m = 0; 1; 2; : : :) at x = 0, will be denoted by L m (h; C). We have
where m = 0; 1; 2; : : : : With these notations, Eq. (4) can be rewritten as follows:
If y(x) is written as a power series, y(x) = y 0 + y 1 x + y 2 x 2 + · · · ; Eqs. (6) allow to write
In order to get an approximation of I (y(x)) as accurate as possible, as many terms as possible in the right-hand side of (7) should vanish. Since the number of unknowns in (2) is 2N , it is natural to impose L k (h; C) = 0 (k = 0; 1; : : : ; 2N − 1); (8) and in this way, we obtain a system of 2N linear equations in w k and k . In the following, we establish some properties of these weights on the domain [ − h; h]. The notation x denotes the largest integer not greater than x. (8) and cancelling h factors, we obtain two systems of N linear equations of form AX = 0.
where
: : : ; N=2 + 1). Let us examine the ÿrst case. Expand the determinant of the ÿrst matrix A(= det(A) = N ) using both the ÿrst column and the (N=2 + 1)th column depending on x 1 . Then N is a polynomial P(x 1 ) in x 1 with only odd powers greater than or equal to 3 and the largest power 4N − 5. That is, P(
, where the coe cient a i (i = 3; 5; : : : ; 4N −5) is a polynomial in x 2 ; x 3 ; : : : ; x N=2 . Next, we will show that ±x 2 ; ±x 3 ; : : : ; ±x N=2 are zeros of P(x 1 ) with multiplicity 4. Let us rewrite A = [C 1 ; C 2 ; : : : ; C N=2 ; C 1 ; C 2 ; : : : ; C N=2 ], where C i and C i are columns of the matrix A. From the property that 2 equal columns of the determinant result in N = 0, for x 1 = ± x 2 ; ±x 3 ; : : : ; ±x N=2 , we get
Therefore,
is a factor of N . By repeating the above procedure, for each j = 2; 3; : : : ; N=2 − 1,
is a factor of N . Since the degree of N in x i is (N 2 − N=2), we get
where K N is a constant independent of x 1 ; x 2 ; : : : ; x N=2 . Therefore N = 0 since all x i (i = 1; 2; : : : ; N=2) are distinct. Moreover, for the second case since x N=2 +1 = 0, we have
whereK N is a constant and N is odd. In both cases the matrix A is nonsingular and thus X = 0 is the only solution. Equivalently, the values of w k are symmetric and those of k antisymmetric.
There are two consequences from Theorem 1. The ÿrst is that we can remove the equations L 2m+1 (h; C) = 0 (m = 0; 1; : : : ; N − 1) from the system. The second is that we can guarantee the existence of an unique solution of the system of 2N linear equations (8).
Theorem 2. The solution of system (8) is unique.
Proof. Due to Theorem 1, the original system (8) reduces to the system L 2m (h; C) = 0 (m = 0; 1; : : : ; N − 1) which can be written in the following matrix form under cancelling h factors.
(
; k = 1; 2; : : : ; N=2.
(ii) N = odd
: : : ; N=2 ). The above linear systems are rewritten asÃX =Ỹ . There exists an unique solutionX because the matrixÃ is nonsingular. In fact, by using a similar procedure as in the proof of Theorem 1, we obtain (i) N = even
where W N andW N are constants.
As for the error, we have Theorem 3. Let E cla denote the ÿrst nonvanishing term of the right-hand side of Eq. (7). Then
Proof. See (5) and (8) .
Based on the results of Theorems 1 and 2, we obtain quadrature rules with polynomial degree 2N − 1. The exact weights for x j+1 = − 1 + 2j=(N − 1) (j = 0; 1; : : : ; N − 1 and 2 6 N 6 6), obtained using MAPLE [12] , are presented in Table 1 . 
Exponentially ÿtting quadrature rules
In this section, we consider quadrature rules (2) for oscillatory integrands with frequency !, of the form
where the functions f 1 (x) and f 2 (x) are assumed to be smooth enough to be well approximated by polynomials on the interval of interest. This type of quadrature rule will be called an exponentially ÿtting quadrature rule. While classical quadrature rules are derived in Section 2 on the monomials y(x) = 1; x; : : : ; the original set of monomials is now naturally replaced by the exponentially ÿtting set, y = exp(± x); x exp(± x); x 2 exp(± x); : : : ; with = i! because the functions sin(!x) and cos(!x) are linear combinations of exponential functions exp(± x); = i!.
The problem consists in determining the weights w k and k upon the conditions L(x n−1 exp(± x); h; C) = 0 (n = 1; 2; : : : ; N ):
We follow the procedure introduced in [7] . In detail, for n = 1 we have
and u = h:
Likewise,
For the rest of this section, we need functions (Z); Á 0 (Z); : : : which were originally introduced in Section 3:4 of [6] as follows: 
The functions deÿned in Deÿnition 4 satisfy the following properties [6] . 
An e cient subroutine to compute (Z); Á s (Z); s = 0; 1; : : : ; 6, is GEBASE in the package EXPFIT4 [8] . Let us introduce the following notations:
Then, we get
With the above di erentiation properties (ii) of the functions (Z); Á 0 (Z); : : : ; we obtain the following result. 
and
where m = 0; 1; : : : and
The two equations L(exp(± x); h; C) = 0 are obviously equivalent to G + (Z; C) = 0;
while by taking Ixaru's technique [7] the equations from (11) for n = 1; 2; : : : ; N are equivalent to
where n = 1; 2; : : : ; N . We consider some particular values of N to illustrate that the properties established in Theorems 1 and 2 remain unchanged in the exponential ÿtting version. First, we investigate the case N = 2. Proof. By taking G − (m) (Z; C) = 0 (m = 0; 1), we get the matrix form M 2 X 2 = 0,
and by using l'Hospital rule at ! = 0 we have
With the results of Lemma 6, we have an unique solution of (27) for N = 2. Proof. By taking G + (m) (Z; C) = 0 (m = 0; 1) and using the results of Lemma 6, we get the matrix formM 2X 2 =Ỹ 2 ,
and at ! = 0 we have
Secondly, we investigate N = 3. Proof. By taking G − (m) (Z; C) = 0 (m = 0; 1; 2), we get the matrix form M 3 X 3 = 0,   
This comes from the relation near the zero, 2 sin 2 (x) − x sin(x) cos(x) = x 2 + O(x 6 ), and by repeating l'Hospital rule at ! = 0 we have We also have an unique solution of (27) for N = 3. Proof. By taking G + (m) (Z; C) = 0 (m = 0; 1; 2) and using the results of Lemma 8, we get the matrix
and by l'Hospital rule
Of course, the examination can be continued for higher values of N , but it requires too much e ort to calculate each determinant analytically. Instead, by taking equidistant nodes on [ − 1; 1],
(j = 0; 1; : : : ; N − 1 and N ¿ 2);
we present graphical results of exponentially ÿtting quadrature rules for 2 6 N 6 6 in Figs. 1-7. Let us explain the procedures used to obtain all these graphs: (1) In accordance with the two properties of w k and k obtained in Theorem 1, we intend to preserve symmetric w k and antisymmetric k for exponentially ÿtting quadrature rules. Then for symmetrically positioned x k the second equality of (27) is automatically satisÿed by the properties of w k and k . The system of linear equations to be solved is reduced to N equations:
G + (n−1) (Z; C) = 0; n= 1; 2; : : : ; N:
(2) In order to obtain the values of w k and k of C(!), we solve the system (29) and make the graphs using MATLAB [13] .
As for the ÿrst nonvanishing term E ef of the error of exponentially ÿtting quadrature rules involving with ÿrst derivatives, we have the following result.
Theorem 10.
Proof. Take = i!; Z = − ! 2 h 2 and K = − 1 and P = N − 1 and use Eq. (2:38) of [7] .
Discussion
A ÿrst interesting feature concerns the limit ! → 0 (Z → 0). It can be easily seen that in this case the system (27) tends to the classical one, Eq. for the exponentially ÿtting extension of the Newton-Cotes quadrature rules, i.e., when only the values of y are used, there are critical values of ! at which the weights cannot be deÿned, see [7] . (2) When N is odd, the central weight w N=2 +1 shows oscillations around !-axis. (3) All weights w k and k tend to the zero as ! increases. (4) There is an interesting relation between the values of w k and k . Whenever the value of w k for a given k is positive, the values of k is also positive. But if the w k shows oscillations around !-axis, then the k tends to have the same oscillatory property as w k . In case the integrand (10) depends on !, let us analyze the asymptotical behavior of errors of two quadrature rules presented in Sections 2 and 3. For the classical quadrature rules the ÿrst nonvanishing term E cla of the error is given as (9) . The only part of E cla related with ! is y (2N ) (x). This contains a term which contains ! 2N resulting from the di erentiation of sin(!x) and cos(!x). For this reason E cla increases as ! 2N when ! is increased. For the exponentially ÿtting quadrature rules, the ÿrst nonvanishing term E ef of the error is given by (30). L 0 (h; C(!)) of E ef converges to 2h since all weights tend to 0 as ! is increased, the largest exponent of ! in (! 2 + D and therefore, at large ! the error E ef decreases as 2=! N . approximations of the integrand and the quality of such an approximation is worse and worse when ! is increased. In Fig. 9 , we give its exponential ÿtting extension (iii). The error of this decreases as ! is increased further on. These behaviors are in full agreement with the previously mentioned theoretical prediction for the errors given by Theorems 10 as well as 3.
