We extend the main result of [5] -the existence of dimension-free L 2 -bounds for the spherical maximal function in the hypercube -to all L p , p > 1. Our approach is motivated by the spectral technique developed in [14] and [10] in the context of pointwise ergodic theorems on general groups. We provide an example which demonstrates that no dimension-free weak-type 1 − 1 bound exists at the endpoint.
Introduction
denote the spherical maximal function, where convolution is defined
The main result of [5] is the following dimension-free estimate:
Theorem 2.1. There exists a constant C 2 so that for all N ,
. Their argument is an elegant application of Stein's method [14] , used in extending the well-known Hopf-Dunford-Schwartz maximal theorem for semi-groups to more "singular" maximal averages.
The argument of [5] breaks into two main steps:
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(1) By comparison with the noise semi-group from Boolean Analysis [5, §4] , the "smoother" maximal function
is shown to satisfy a dimension-free weak-type 1 − 1 inequality:
(2) The "rougher" maximal function f * is compared to the "smoother" maximal function in L 2 by using Littlewood-Paley theory on the group I N . The key tool is an analysis of the (radial) spherical multipliers
the Krawtchouk polynomials, which are introduced and discussed in [5, §2] . We continue the analysis of the Krawtchouk polynomials to the extent that we are able to bring the more general comparison technique of [14] , [10] to bear. For a Euclidean analogue of this technique used in a similar study of "rough" maximal functions, we refer the reader to e.g. [15, §XI, 2] .
Our main result is the below theorem.
For a discussion of combinatorial implications, we refer the reader to [5, §1.1], with the natural modifications arising from replacing L 2 -with L p -control.
Unfortunately, our argument, which relies on semi-group techniques, breaks down at the endpoint L 1 → L 1,∞ . Indeed, as shown by Ornstein [12] , it is not in general possible to convert L p -semigroup estimates to weak-type bounds. Away from the semi-group setting, the problem of converting L p , p > 1 bounds to weaktype estimates remains not just formally more difficult, but often impossible. We highlight two such examples involving maximal averages over balls:
• In the Euclidean setting, dimension-free estimates are proved for the (cubic) Hardy-Littlewood maximal function [3] , in contrast to the dimensiondependent growth of the best weak-type estimate, see [1] and [2] .
• More generally, Naor and Tao [11, §6] construct examples of abelian groups with translation-invariant metrics and measures, {(G n , d n , µ n )}, where the best constants,
satisfy C 1 n log n, C p 1. In the other direction, weak-type estimates for semigroups are possible under favorable geometric circumstance. We record two standard examples, and a third more exotic -and potentially pertinent -one, according to their behavior as Fourier multipliers: Away from the semi-group setting, dimension-independent weak-type estimates have been established on the free-group in [13] , and later in [11, §5] ; both arguments also were driven by the underlying geometry of the group at hand: a strong isoperimetric inequality, and uniqueness of geodesics, anchor the respective proofs. For a further discussion of the connections between group geometry and weak-type bounds, we refer the reader to [11] .
To the extent that the geometry of the hypercube renders ineffective both techniques, it is perhaps unsurprising that obtaining a dimension-independent weaktype estimate is not possible:
By testing against a single point-mass ( §4), we show that the best constant
grows at least like √ N .
Remark 2.4.
As is shown in [5, §4] , the maximal function associated to the abovementioned noise semigroup pointwise dominates the dampened maximal function
To the extent that the noise-semigroup acting on Boolean functions is connected to the Ornstein-Uhlenbeck semigroup in Gaussian space (cf. the "invariance principle" of [9] ), it seems tempting to conjecture that the √ N bound is asymptotically sharp; we look forward to pursuing this line of inquiry in further research.
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2.2.
Notation. We will make use of the modified Vinogradov notation. We use X Y , or Y X to denote the estimate X ≤ CY for an absolute constant C. If we need C to depend on a parameter, we shall indicate this by subscripts, thus for instance X m Y denotes the estimate X ≤ C m Y for some C m depending on m.
We use X ≈ Y as shorthand for X Y X, and similarly for X ≈ m Y .
Proof of Theorem 2.2
We break the argument into three subsections.
Krawtchouk Polynomials and Spectral Preliminaries. With
where M := ⌊N/2⌋ is the greatest integer less than N/2. It will suffice to study the operator M:
Since we may express
where g ′ (x) denotes the antipodal involution, we may control f * by the maximal function restricted to spheres of size ≤ M , plus an additional error of
the size of which is of course controlled by |f | in all L p classes. Using the identity
to obtain the pointwise bound
we are able to control the maximal function over the odd radii by that taken over the even radii. We will need to consider the discrete differentiation operators:
. . .
. . . and their associated (radial) multipliers
we shall follow the lead of [5, §3.2] . With |S| = r, an easy calculation shows that
, where the expression on the right is the normalized (2k)th Krawtchouk Polynomial, κ N 2k (r). In particular, as remarked in [5, p.8 
counts the k-element subsets of {1, . . . , N } according to the parity of intersection with the set {1, . . . , r}.
We collect the properties of these multipliers relevant to our analysis in the following lemma. For a fuller discussion of Krawtchouk Polynomials, we refer the reader to [6] or to [7] . 
Proof. This follows from conditioning on whether r-element subsets contain the element l [5, §3].
It will be useful to define provided m ≤ min{r, k}.
3.2.
A Review of Nevo-Stein. In this subsection, we shall regard N as fixed, and (quickly) review the comparison argument of [14] as it relates to our current setting. For a fuller treatment, we refer the reader to [10] .
In the last subsection, we introduced the convolution operators {P k }. Since they are self-adjoint, positive, norm-one L 1 -and L ∞ -contractions, we may use the following outline from [14] , [10] :
With λ = α + iβ ∈ C, we recall the complex binomial coefficients
for n ≤ M/2 = N/4 and remark that in the special case that λ = −m − 1 is a negative integer, we have
[10]. In particular, when m ≥ N/4, S −m−1 n f ≡ 0. The maximal functions associated to these higher Cesaro means are
The following lemmas are finitary adaptations of the results in [10] ; we emphasize that the formal nature of the arguments in [10] allows them to be applied in much greater generality than our current setting. 
Then there exists a positive constant c −m so that
Temporarily assuming the below proposition, let us see how the above Lemmas allow us to complete the proof. 
there exists absolute constants C
Proof of Theorem 2.2, Assuming Proposition 3.6. By [5, Lemmas 9-10] we know that there exists absolute constants {A p }, 1 < p ≤ ∞, so that for each N ,
where the operators {S 0 * } are N -dependent, but the bounds are not. By Lemma 3.3, for each α > 0, β ∈ R, we therefore have the bound
By Proposition 3.6, Lemma 3.5, and induction on m, we see that there exist absolute constants {B
. By Lemma 3.4, this means that for all N , there exist absolute constants D
The theorem then follows by linearizing the S −1 * -supremum and using Stein interpolation as in [14] or [10] .
It remains only to prove Proposition 3.6, which we accomplish in the following subsection.
Proof of Proposition 3.6.
Proof. By Plancherel, it is enough to show that there exists an absolute constant, C ′ m , independent of N , so that for all r
We need to show
To do so, we can and will assume that N is much larger than m -say N ≥ (10m)
10m . We will use the upper bound
obtained from Lemma 3.1, but we first dispose of the boundary case r = m, in which case κ
In this instance, we estimate
Henceforth, we may assume r > m, so that the estimate
becomes effective. Indeed, we may bound We record the following easy lemma concerning infinite series:
Lemma 3.7. For |t| < 1, define the operator
and let L n denote the n-fold
can be expressed as t n +pn(t)
(1−t) n+1 , where p n (t) := j<n a n j t j is a polynomial of degree n − 1.
In particular, for t < 1, we may bound possibly after reducing c, we may assume for simplicity that c < 1 100 , so that
for all r. We now generously estimate
where we let A * m := max n≤m A n . (We used that α < 1 in passing to the second last line.)
The upshot is that we may bound
The task is now to show that for all N , there exists an absolute C Then for any k ≥ 1, the best constant, C k (N ), satisfying the weak-type bound
Proof. By arguing as in §3, we may assume that N is a multiple of k + 1.
Noting that inside (Z k+1 )
we use Stirling's formula to approximate
With δ as above (the point-mass at the origin), we similarly estimate
Remark 4.2. Further investigation of the spherical maximal function on the groups (Z k+1 ) N will be conducted in subsequent research.
