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 Abstract: he World Wide Web has enormously 
increased day by day. Hence it is necessary for 
classifying the web pages. We demonstrate the 
usefulness of the uniform resource locator (URL) alone 
in performing web page classification. This approach is 
faster than typical web page classification, as the pages 
do not have to be fetched and analyzed   Uniform 
Resource Locators (URLs) mark the address of the 
resource on the World Wide Web, are often human-
readable can indicate metadata about the resource[11]. 
Our approach segments the URL into meaningful tokens. 
We construct a binary tree for the entire set of tokens 
used in the hyperlinks and use J48 classifier. Our results 
show that in certain scenarios, URL-based methods 
approach show better performance. 
Keywords: Uniform Resource Locator, metadata 
extraction, text categorization, classification, Feature 
selection 
 
1.0 Introduction: 
         With the level of current technology in web page indexing, 
automatically compiled indices only cover a fraction of the accessible 
web. Current webpage classification techniques use a variety of 
information to classify a target page the text of the page itself, its 
hyperlink structure, the link structure and anchor text from pages 
pointing to the target page and its uniform resource locator (URL). Of 
this information, a web page's URL is the least expensive to obtain and 
one of the more informative sources with respect to classification. The 
URL itself is quite informative and the humans can attain a large 
amount of information from it without any need to examine the actual 
contents of the web page. Our implementation uses a two-step 
approach, in which a URL is first segmented into meaningful tokens, 
which are then analyzed as features for classification. We use a splitting 
method to derive tokens from the URL for the first step. The second 
step is to derive useful features for suitable for classification. A key 
result is that the combination of quality URL segmentation and feature 
extraction results in a significant improvement in classification 
accuracy. 
2.0   Approach: 
   The system includes the following components 
1. A text preprocessor 
2. A trainer that constructs a classification model. 
3. A tester that uses the model to classify new web pages into one 
of its categories. 
4. Build a  tree in such a way that it classifies the web page into 
positive and negative examples based on the hyperlinks alone 
3.0   Feature selection 
           Data preprocessing is an indispensable step in effective data 
analysis. It prepares data for data mining and machine learning. Feature 
selection is a preprocessing technique commonly used on high 
dimensional data. Feature selection studies how to select a subset or list 
of attributes or variables that are used to construct models describing 
data. Its purposes include reducing dimensionality, removing irrelevant 
and redundant features, reducing the amount of data needed for 
learning, improving algorithms’ predictive accuracy, and increasing the 
constructed models’ comprehensibility. Wide data sets, which have a 
huge number of features but relatively few instances, introduce a novel 
challenge to feature selection. Unlabeled data presents another 
challenge that is the lack of class labels compounds the already difficult 
problem of feature selection. Feature-selection methods attempt to 
explore data’s intrinsic properties by employing statistics or 
information theory. . On one hand, feature increased gives difficulties 
to calculate, because the more data occupy amount of memory space 
and computerization time, on the other hand, a lot of features include 
certainly many correlation factors respectively.. Therefore, we must 
take measures to decrease the feature dimension under not decreasing 
recognition effect; this is called the problems of feature optimum 
extraction or selection [11].  
 4.0   Related work: 
       In our approach we have followed the following phases 
? Preprocessing and Feature selection 
? Sort the preprocessed data 
?   Build a classification tree for the hyperlinks in such a way that    
the preprocessed sorted data is classified as positive and 
negative text based on the presence of keywords. 
?   Repeat step 3 until all the web pages are classified 
 
 
 
 
Fig1: Proposed system 
    4.1   Stage1: Preprocessing the web pages: 
               Each web page is stored in its own file using the URL for the 
filename. Preprocessing the web pages is necessary to remove the noise 
and inconsistent data. First, the preprocessor tokenizes the hyperlinks 
into number of tokens.  
  4.2   Stage2: Feature Selection: 
   Feature extraction or selection is one of the most important steps 
in pattern recognition or pattern classification, data mining, machine 
learning and so on. Feature selection accepts the preprocessed words 
that are extracted from the hyperlinks and they are used for selecting 
the features.  
  4.3   Stage3: Classification tree: 
          After the process of feature selection, the features extracted from 
the web pages are sorted. We build a binary tree in such a way that it 
classifies the web pages into positive and negative examples. Then 
these samples are further subdivided and form a tree hierarchy. 
 
 
Fig2:A binary classification tree 
 
5.0   Experimental Results:  
      For classification, we employ the standardized subset of the 
WebKB corpus in which each page is considered. The task is identical 
to earlier published experiments: pages are classified as student, faculty, 
and project pages 
  
SNo Name Training Testing Negative
1 Project 441 31 612 
2 Faculty 1069 59 699 
3 Student 1182 24 314 
 
 Table1 shows the number of documents referred (WebKb dataset) 
 
In our experiments conducted by using the hyperlinks alone and by 
constructing a binary tree effectively improves the classification. The 
classification accuracy is listed below 
 
 
 
 
 
 
 
S.No Name No of 
pages
hyperlinks Hyperlinks+ 
classification 
tree 
1 Project 120 56% 62% 
2 Faculty 845 59% 72% 
3 Student 1020 46% 69% 
 
Table2 shows the comparison results  
6.0  Future work: 
              We have quantified the performance of web page classification 
using only the URL feature. This feature of web pages, when treated 
correctly, exceeds the performance of some source document based 
features. The effect of anchor text, metadata, title and body text is also 
considered.  We focus next on 1) most web classification problems 
have less interconnection and 2) most general websites have more of a 
need for word segmentation methods. These results have encouraged us 
to assess the scalability of our technique on a larger problem based on 
Open Directory Project (ODP) categories as classification targets. 
Conclusion: 
             Given that the URL is a ubiquitous feature of web pages, study 
how they can be maximally leveraged for classification tasks. In this 
report, we concentrate on URL feature extraction and have added 
features to model URL component length, content, token sequence and 
precedence. Results indicate that these extra features with binary tree 
classification significantly improve over existing URL features and 
suggest that they may also improve full text methods. 
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