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man brain registration. Motivated by the concept of multiscale Gaussian reproduc-
ing kernels and their proven efficacy in mapping objects of multiple scales of varia-
tion, we discuss two novel multiscale implementations for the LDDMM framework,
with applications in both surface and volume-based matching functionals. In the first
method, we demonstrated marked improvements in accuracy and computational costs
via a coarse-to-fine multiresolution surface registration framework that utilises a mix-
ture of weighted Gaussian kernels. The method incorporates sparsity without the use
of augmented sparse-penalty functions and was also shown to alleviate the undesired
in-folding effects of the popular currents surface matching functional. In the second
method, we proposed the use of frame-based reproducing kernels that construct hi-
erarchical multiscale structures based on the multiresolution analysis framework for
wavelets. These reproducing kernels are easy to tune and demonstrate improved accu-
racy for image-based registrations involving multiple scales of variation. Importantly,
these frame-based kernels were shown to be feasible for practical integrated whole-
brain registration frameworks involving anatomical landmarks, manually-delineated
curves and surface representations alongside volume-based brain mapping.
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1.1 Non-rigid Brain Registration
Shape registration is an important subject of study in the field of neuroscience and brain
imaging. Given a population of brain image data, brain registration establishes feature
correspondences by transforming all medical data representations and collected modal-
ities into a common reference space. This common coordinate system thus favours
the statistical analysis of multiple modalities and subjects, allowing us to compare data
across subjects, conditions and time, discern anatomical and functional variations in
healthy and diseased populations, construct models to quantify and statistically verify
these differences, and effectively identify new patterns or track these changes over time.
In brain registration, the transformations of interest are often non-rigid, i.e. the
modelled deformations are localised rather than global transformations such as transla-
tions, scaling, or stretching. To date, numerous non-rigid deformation frameworks have
been proposed and evaluated [55]. Some of the better known algorithms would include
the thin-plate spline method [11], elastic solid models [8], viscous fluid and/or diffu-
sion models [23, 12, 4] such as the Large Deformation Diffeomorphic Metric Mapping
(LDDMM) framework [105, 104, 9], the Diffeomorphic Demons framework [89, 68]
and finite element (FE) models [46]. In comparison with the elastic solid model, the
fluid model is widely favoured as its formulation was found to allow larger and highly
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localised deformations [27, 22].
In general, viscous fluid/diffusion-based registration algorithms could be broken
down into three distinct components: (i) a dissimilarity metric (similarity measures
based on landmarks, curves, surfaces, sum-of-squared differences of intensities) that
quantifies the differences between two data instances of a single modality; (ii) a math-
ematical model, subject to numerical parameters, that describes the spatial transforma-
tion; (iii) an optimisation algorithm that drives the model towards minimisation of the
dissimilarity metric.
One of the first viscous-fluid models was proposed by Christensen et. al. in [24]
where the warp that transforms the template to a target image was modelled in an Eu-
lerian frame or reference with the partial differential equation (PDE) for viscous fluid
flow. In this equation, the derivative of a dissimilarity metric (Gaussian sensor model)
provides the driving force to expand (or contract) the fluid while a viscosity term con-
strains the velocity vector field spatially. To solve the PDE, Euler integration was com-
puted over time using a forward finite difference estimate that was computationally
expensive. In [12], the authors derived a convolution linear elastic filter from the lin-
ear PDE and applied it to the driving force, thus greatly speeding up the algorithm.
By modelling non-rigid deformation as a diffusion process, the Demons algorithm pro-
posed by Thirion [89] resembles the strategy in [12], though the Gaussian kernel was
used in place of the real elastic filter. As described in [68], the Gaussian kernel smooth-
ing, which was relatively simple to compute, constrained the transformation spatially
and could be understood as a regularisation step to augment the otherwise ill-posed
sum-of-squared intensity differences (SSD) criterion (dissimilarity metric in [68]). By
alternating between the SSD gradient descent and the regularisation step, the two step
greedy optimisation strategy was exceptionally fast. From the Demons algorithm came
the diffeomorphic Demons registration algorithm [99], which includes the sought after
premise to be diffeomorphic. To such end, the space of non-parametric spatial transfor-
mations was replaced with a space of diffeomorphisms - a chain of deformations linked
together via compositions and individually parametrised by a stationary velocity field.
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The two step greedy optimisation strategy was retained thus preserving its speed; the
next optimal deformation was found in every iteration and added to the current trans-
formation via composition to form updated conditions for the next round. Diffeomor-
phic Demons formed the basis from which numerous other dissimilarity metrics were
developed when new imaging modalities and considerations emerged. Some notable
examples include the DT-REFinD for diffusion tensor registration [103] and surface
registration [102].
1.1.1 LDDMM Framework
As another popular non-rigid deformation framework and our algorithm of choice, the
LDDMM method minimises both the dissimilarity criterion and regularisation kernel
in the same gradient descent step, while searching for a geodesic of the Lie group of
diffeomorphism. Due to its mathematical elegance and close resemblance to evolution
equations of familiar physical models, the LDDMM framework is very well-understood
and widely used for brain registration, though admittedly less recommended for its
costs and speed. Shape variability between deformable objects (collectively known as
shapes) are modelled with deformations of the ambient space, wherein a wide variety
of shapes are commonly embedded. These shapes take the form of data measurements
such as images, landmarks, curves and surfaces, and serve as inputs to dissimilarity
metrics. Notable examples include landmarks [96] and image registration [9], currents
[43, 95] and varifold representation [17] for curves and surface registration, and tensors
for diffusion-weighted imaging [15, 31, 50]. These shapes are considered elements of
an infinite dimensional manifold, and their differences are quantified by searching for
geodesics that encodes these infinitesimal shape variations (for some given Riemannian
metric). Along such a geodesic, every point on the manifold would be a plausible shape
within the shape space. By constructing the smooth one-to-one mappings that deform
a common template to resemble different targets in the shape space, a base model from
which to quantify shape variability is defined.
Without going into too much detail, an optimal spatial deformation is a flow of dif-
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feomorphisms that corresponds to the estimated geodesic in the metric space formed
by a group of diffeomorphisms equipped with a regularising metric. The flow is mod-
elled using a time-dependent velocity field, which is regularised via norms that are
often connected to a reproducing kernel such as the Gaussian filter. Thus constrained
in a reproducing kernel Hilbert space (RKHS), these velocity fields have useful finite
vector parametrisations in the corresponding dual space, giving rise to one of the defin-
ing characteristics of the LDDMM framework. These finite vector parametrisations are
known as the momentum representation of the final diffeomorphism/transformation. As
detailed in [62, 104], a ‘conservation of momentum’ property provides the theoretical
justification for parametrising every geodesic into a set of finite momentum vectors sup-
ported on a common template, shared across all transformations. This smaller subset of
vectors, commonly referred to as the initial momenta, are supported point-wise on dis-
cretised anatomical structures, and form the input feature space of subsequent statistical
analyses [71, 96, 100].
1.2 Multiscale Approaches for LDDMM Registration
In registrations of brain volumes or extracted surfaces, the template and target brains
can be expected to contain anatomical correspondences that involves variations at sev-
eral scales. As mentioned in [73], such structural variability cannot be adequately cap-
tured by geodesics if a regularising metric such as the standard Gaussian filter were
used. The idea of characteristic scale of deformation was then introduced to describe
“the scale at which image features are deformed” where variations at smaller scales
are ignored while larger and smoother variations are captured with unnaturally sharp
deformations. In other words, a pair of brains would, in this context, have several
characteristic scales. To arrive at a satisfactory registration, or at times also to reduce
computation load [15], optimisation strategies have very often gravitated toward piece-
wise registration or coarse-to-fine approaches [54, 95, 110]. For instance, the LDDMM
surface registration implementation described in [95] recommends a gradual and itera-
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tive decrement of the kernel bandwidth used in the dissimilarity metric in order to match
features differences at larger scales prior to handling the smaller ones. In volume-based
registration [54], coarse registration of subcortical regions was performed before a mul-
tiresolution coarse-to-fine strategy (based on LDDMM image registration [9]) was used
where new anatomical information were added step-wise in a three stage optimisation
process.
As opposed to piecewise registration or iterative coarse-to-fine approaches, defining
new regularisation metrics is a straightforward way of performing simultaneous multi-
scale registration in the LDDMM setting. This approach was first adopted by Risser et
al. [74] when the Gaussian reproducing kernel was replaced with a sum-of-Gaussian
filter.
The reproducing kernel plays a fundamental role in regularising the often ill-posed
dissimilarity metrics that drive the optimisation. Through construction of the reproduc-
ing kernel Hilbert space (RKHS), the reproducing kernel determines the solution space
in which the deformation field would be found. This was used to good effect with the
radial-based kernels (Gaussian kernel, Cauchy kernel), creating smooth velocity fields
on which the diffeomorphisms were based. In particular, the Gaussian kernel delivers
a spectrum of smooth solutions due to its single user-defined parameter - an adjustable
bandwidth. The Gaussian kernel, being simple and effective, hence remained the choice
kernel despite its diminished flexibility when template-target pairs of multiple scales of
variations were encountered. In Risser et al [74, 73] and Sommer et al [84], where
such a problem became the main consideration, the single bandwidth Gaussian kernel
was replaced with a mixture or sum-of-Gaussian; the kernels had multiple manipulated
bandwidths to match the required characteristic scales of deformation. The result was a
powerful algorithm that produced a multiscale velocity field that simultaneously regis-
tered differing scales of variation. The approach was applied on 3D volumetric images
and landmarks with notable improvement over the single bandwidth Gaussian kernel.
Similarly in this work, a fast and accurate method for surface registration using sum-of-
Gaussian kernels was proposed and further discussed in chapter 3.
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Given its many nice properties, the Gaussian kernel remains the most popular, and
probably most effective, choice for LDDMM-based algorithms. However, one of the
problems we will often encounter with the Gaussian function is that its spatial extent
ranges from−∞ to∞, i.e. the kernel evaluation of two distant points gives a very small
number close to, but not, zero. To alleviate the computation costs, there are effective
approximation algorithms such as the Fast Gaussian Transform (FGT) or Fast Fourier
Transform (FFT) so that the smaller or more negligible computations are ignored or
more efficiently approximated. During implementation, the choice of the Gaussian
bandwidths are often best decided after empirical tuning, though an intuitive guess
based on the size and resolution of the deformable objects will save a lot of unnec-
essary experimentation. Furthermore in multiscale settings, the additional freedom in
choosing the bandwidths would inevitably and greatly complicate the tuning process. In
light of these drawbacks, it could perhaps be helpful to experiment with other multiscale
kernels that can help alleviate some of these concerns.
In the brain registration literature, splines were also often used as the basis for
modelling deformation fields, although not combined to make multiscale models for
LDDMM-based registration. For instance, cubic splines were used by Bookstein [11]
to model a deformation that matches two sets of finite and irregularly spaced landmark
points via the minimisation of some ‘bending energy’ of thin metal plates. In [79]
where the non-rigid free-form deformations approach [78] was considered, a multires-
olution coarse-to-fine approach sums a sequence of deformed control-point meshes that
are each subjected to one level of an arbitrary set of multilevel b-splines. Experimental
results show that deformations of different scales were captured promisingly by their
respective mesh resolutions, without incidence of folding.
To build alternative multiscale implementations for the LDDMM framework using
multilevel splines, one viable strategy is to consider replacing the standard Gaussian
filter with admissible multiscale spline-based kernels as reproducing kernels. In ma-
chine learning, these spline-based reproducing kernels [72, 65] had already played a
significant role in improving classic classification algorithms such as support vector ma-
1.3. CONTRIBUTIONS AND THESIS OUTLINE 7
chines (SVM) and regularisation networks [106, 107]. Multiscale spline-based kernels
were first developed and their properties explained in [66]. They were later elaborated
upon in [72] as an example of a more general set of frame-based kernels. In particular,
wavelet frames are attractive alternatives for multiscale kernels when one considers the
natural and well-established construction of their multiresolution structure [29]. As an
example, a set of spline-based wavelet frames known as framelets [76, 77, 30], are iter-
ative dilations of a set of compact scaling and mother wavelets, while being frames of
Sobolev spaces [47]. As further discussed in chapter 4, the resulting kernels constructed
from these framelets are thus compact, have a natural hierarchical multiresolution struc-
ture, and require little empirical tuning.
1.3 Contributions and Thesis Outline
In this work, we set out to propose novel implementations of the LDDMM algorithm in
the context of multiscale considerations via new regularisation metrics. We first detail
the theoretical setup and optimisation of the LDDMM algorithm and its multiscale sum-
of-Gaussian kernel extension in chapter 2.
In chapter 3, we discuss a novel extension of the LDDMM surface registration al-
gorithm using a mixture of Gaussian approach. Inspired by the step-wise optimisation
of the currents framework [95] and a multiresolution decomposition of surface meshes
[60], we propose a novel LDDMM surface registration algorithm, known as MRA-
LDDMM, that proceeds iteratively from coarse surfaces to finer ones, while decreasing
the size of the Gaussian kernel in the dissimilarity metric given by the currents frame-
work. (I) Firstly, this approach differs from [95] as the input surfaces are downsampled
in a structured fashioned such that the momentum vectors supported on coarse meshes
can initialise the next optimisation step that uses a finer mesh. The result is a single
diffeomorphism from the template to the target surface, rather than the composition of
diffeomorphims involving dissimilarity metrics of different bandwidths. (II) Secondly,
the stepwise optimisation from coarse-to-fine surfaces allows us to further decouple the
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vector fields for each step, hence producing a set of reproducing kernel Hilbert spaces
that had different reproducing kernels. Each of these reproducing kernels were set as
Gaussians filters with matching bandwidths chosen based on the mesh resolution. This
set of regularisation metrics resembles the mixture of kernels/kernel bundle approach
taken in [74, 84] though, to the best of our knowledge, was never discussed for regis-
tration of surfaces, nor applied step-wise to multiresolution deformable objects. (III)
Thirdly, the use of multiresolution surface meshes presents a sparse kernel bundle so-
lution for surfaces that did not require augmenting the cost functionals with additional
sparse penalty functions used in [83] for landmarks registration. (IV) Fourthly, the pro-
posed algorithm was shown experimentally to alleviate the problem of in-folding that
had originally affected the currents implementation. (V) Lastly, improved computa-
tion times and accuracy were demonstrated empirically for the proposed framework as
compared to the original algorithm in [95].
In chapter 4, as an alternative to multiscale frameworks propagated by Gaussian ker-
nels, we proposed the novel use of spline/frame-based reproducing kernels that com-
bines the natural multiresolution structure of wavelets with the regularisation metrics
utilised by the LDDMM volume registration. (I) We demonstrate the feasibility of
this approach by detailing two examples of multiscale frame-based reproducing kernels
that were shown to improve registration results for images involving several scales of
features variations. (II) Importantly, the proposed reproducing kernels differ from the
Gaussian kernels by being compact, as well as having a structured multiscale hierar-
chy that facilitates empirical use. (III) Lastly, we demonstrate that the new approach
is compatible with existing LDDMM whole-brain registration frameworks such as the
6D-LDDMM [32] that incorporates curves, surfaces and intensity-based images and
improves registration accuracy as compared to the Gaussian kernels.
Chapter 2
LDDMM and its Multiscale Extensions
2.1 Preliminaries of the LDDMM framework
In this section, we review some of the concepts of the LDDMM framework that will
prove useful in the later chapters. Readers with prior knowledge or experience with the
framework may skip this section entirely.
2.2 List of Symbols
• Ω: Ambient space, open and bounded subset in Rd.
• ϕ: A diffeomorphic deformation on Ω, forms a group (G, ◦) where the operator
◦ is the composition of functions. ϕv with superscript v indicates dependence of
the deformation on the vector field v. ϕst with subscript indicates a flow from
time s to time t. φ, ψ are also used to denote diffeomorphisms when ϕ is already
taken up.
• (G, ◦):; A group of diffeomorphisms with group action as the composition of
functions. GV is the group of diffeomorphisms that comprises ϕv and is a com-
plete metric space with the distance metric dV .
• C10(Ω,Rd): Banach space of continuously differentiable vector fields such that
for w ∈ C10(Ω,Rd), both w(x) and Dw(x) vanishes when x is infinity or at the
9
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boundary.
• V: An admissible subspace of C10(Ω,Rd), modelled as a reproducing kernel
Hilbert space. V∗ denotes its dual space.
• K: Reproducing kernel. KM denotes the sum-of-Gaussian kernels. Kσr denotes
a Gaussian kernel of bandwidth σr.
• v(t, ·): A vector field on Ω at time t, v(t, ·) ∈ V ⊂ C10(Ω,Rd).
• χ1V(Ω): The space for a set of absolutely integrable time-dependent vector fields,
v = {v(t, ·) : t ∈ [0, 1]}.
• χ2V(Ω): The space for a set of square integrable time-dependent vector fields.
• N : Number of points in Ω. Used in the discrete setting, often to denote number
of control points supporting momentum vectors. n,m are indices for N .
• O: Set of deformable objects on which GV has an action.
• JDA: Data attachment term.
• JR: Regularisation term.
• E: Cost functional, the sum of JDA and JR.
• ∇: Gradient.
• ∂,∇: Eulerian differential, Eulerian gradient.
• (ρ|v): Denotes the result after applying a linear form ρ on a function v.
• Adϕv,Ad∗ϕρ,AdTϕv: Denotes a new vector field when v is subjected to an adjoint
operator; comprises the new velocity vectors after a particle is deformed with ϕv.
Ad∗ϕρ is the corresponding linear form that acts on the linear form ρ of v. Ad
T
ϕ
is the corresponding operator that associated with v when the linear form of v is
convoluted with a reproducing kernel.
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• ι: Algorithm time for gradient descent.
• δι: Update step size δι.
• m(t): Momentum at time t.
2.2.1 Groups of Diffeomorphisms
Let Ω be an open and bounded subset in Rd. We consider the movement of points from
x ∈ Ω to y ∈ Ω as a deformation ϕ : Ω → Ω : x 7→ ϕ(x) = y which brings it from
its original position x to new coordinates y. Let ϕ be diffeomorphic, i.e. ϕ and ϕ−1 are
continuously differentiable bijections of Ω and the set of diffeomorphisms form a group
(G, ◦), where the operator ◦ is the composition of functions.
To construct diffeomorphisms, we consider w ∈ C10(Ω,Rd), a vector field on Ω
where C10(Ω,Rd) denotes the Banach space of continuously differentiable vector fields
such that both w(x) and Dw(x) goes to zero when x is at the boundary or when it goes
to infinity. If x /∈ Ω, then w(x) = 0. If we assume that there exists a small perturbation,
δw(x), ∀x ∈ Ω, where δ is bounded by some positive number, such that x + δw(x)
remains in Ω, then ϕ : x 7→ x + δw(x) is a diffeomorphism of Ω. By combining many
such tiny deformations via composition, we obtain some kind of discretisation of an
ordinary differential equation (ODE) by introducing an additional time variable t,
∂tx(t) = v(t, x(t)),
where v(t, ·) ∈ C10(Ω,Rd) is a vector field at time t. Using such a construction, the
LDDMM framework thus models the deformation of an ambient space Ω via a dynamic
flow of diffeomorphisms.
We now consider the smooth requirements of a set of time-dependent vector fields
v := {v(t, ·) : t ∈ [0, 1]} such that ϕ is a diffeomorphism [34, 93]. Consider the sup-
norm ‖w‖1,∞ := ‖w‖∞+‖Dw‖∞. A subspace V ⊂ C10(Ω,Rd) is said to be admissible
if the following condition ‖w‖V ≥ C‖w‖1,∞ holds for all w ∈ V for some constant
C. Let χ1V(Ω) denote the space for a set of absolutely integrable time-dependent vector
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The time-dependent vector fields v(t, ·) induces a flow, ϕvst, from time s to t that is
defined by the following ODE (known as the flow equation):
∂tϕ
v
st = v(t, ϕ
v
st), (2.2.1)
where ϕvst could be shown to be a diffeomorphism of Ω [104]. We include the super-
script v to indicate the dependence of the deformation on the vector field. Taking the
derivative of (2.2.1), we have a new ODE:
∂tDϕ
v





For fixed x ∈ Ω, Dϕvst(x) is the solution of ∂tM(t) = Dv(t, ϕvst(x))M(t) with the
initial conditionsM(s) = Idd. ϕvst is also affected by a variation h in the time-dependent






(Dϕvuth(u)) ◦ ϕvsu(x)du (2.2.3)
The set of ϕvst forms a group of diffeomorphisms GV := {ϕv01 : v(t, ·) ∈ χ1V(Ω)}.
(GV , dV ) is a complete metric space with the distance metric:
dV (φ, ψ) := inf
v(t,·)∈χ1V
{
‖v‖χ1V : φ = ψ ◦ ϕv01
}
(2.2.4)
∀φ, ψ ∈ GV . In other words, we measure the cost of some diffeomorphism ϕv01 by
minimising the integral of its infinitesimal costs v(t, ·). Subjected to known constraints
φ and ψ, v is therefore also the optimal time-dependent vector field. Given an optimal
v, the diffeomorphism ϕv01 is defined as the minimising geodesic - a trajectory that
has minimal energy between its endpoints. dV is then known as the geodesic distance
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between two diffeomorphisms φ and ψ [63, 105]. In this model, V is the tangent space
of the derivatives of ϕv01 and ‖·‖V is its Riemannian metric.
v is modelled as a function in some Hilbert space. Consider χ2V(Ω) ⊂ χ1V(Ω): a











If (V , 〈·, ·〉V) is an Hilbert space, then so is χ2V(Ω), with the inner product
〈v, w〉χ2V (Ω) =
∫ 1
0
〈v(t, ·), w(t, ·)〉Vdt. (2.2.6)
The distance metric dV can be re-written as
dV (φ, ψ) := inf
v(t,·)∈χ2V
{
‖v‖χ2V : φ = ψ ◦ ϕv01
}
(2.2.7)
and for some v ∈ χ2V where the infimum is obtained, ‖v(t, ·)‖V is constant and dV (φ, ψ) =
‖v‖χ2V for ψ ◦ ϕv01.
2.2.2 Reproducing Kernel Hilbert Spaces for LDDMM
The Hilbert spaces V , as described in the previous subsection, contain the vector fields
v that induce the flow or diffeomorphisms ϕv01 ofGV through ordinary differential equa-
tions. In the LDDMM framework, these Hilbert spaces are constructed via reproducing
kernels associated with admissible spaces that are canonically embedded in L2(Ω,Rd).
By imposing a sufficient amount of smoothness on the vector fields in V , the ODE
∂tϕ
v
0t = v(t, ϕ
v
0t) can be integrated over time [0, 1] and ϕ
v
01 is a diffeomorphism [34, 93].
The smoothness constraints depends on the number of dimensions in the ambient space;
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to dominate the sup-norm in C10 , s > d/2 + 1 number of derivatives are required in the
Sobolev space norm.
To define the reproducing kernels, we first denote V∗ as the dual space of V . V∗
contains all the continuous linear functionals f such that f : V → R. Let ex : V → Rd :
v 7→ v(x) be a continuous linear map for all x ∈ Ω. Then eαx : v 7→ αTv(x), α ∈ Rd
is a continuous linear functional in V∗. Using the Riesz representation theorem, there
exists a unique element Kαx of V , ∀x ∈ Ω, with the reproducing property:
αTf(x) = eαx = 〈f,Kαx 〉V , ∀f ∈ V
Since Kαx is itself a function in V , then αTKβy (x) = 〈Kαx , Kβy 〉V , ∀y ∈ Ω. The function
K : Ω×Ω→ Rd is known as the reproducing kernel of V and can be shown to be sym-
metric and positive semi-definite, i.e.
∑N
n,m αnαmK(xn, xm) ≥ 0, ∀x1, . . . , xN ∈ Ω,
α1, . . . , αN ∈ Rd. The Moore-Aronszajin theorem states the converse: any symmetric
function K that is positive semi-definite is reproducing kernel for some Hilbert space
of functions on Ω. Importantly, the possibility of defining a reproducing kernel Hilbert
space V from a reproducing kernel is integral to the LDDMM framework. It provides us
with a viable method of constructing admissible spaces, within which the vector fields
are to be contained.
As described in [43, 104], the solution or vector fields v that the LDDMM frame-
work is solving for can be restricted to the set of linear combinations of {K(·, xn)}i,
hence implying that v must live in a reproducing kernel Hilbert space. Given a finite set





putting the framework in a desirable finite-dimensional situation. Let K be an N ×N
matrix with coefficients Knm = K(xn, xm) and α = (α1, . . . , αN)T . Then by the
reproducing property of K, ‖v‖2V = αTKα.
The scalar radial kernels K(x, y) = γ(|x − y|) (such as the Gaussian when γ(t) =
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exp(−t2/σ2))), being symmetric and positive-definite for all dimensions, are the most
commonly used kernels for LDDMM [14]. Reproducing kernels can be combined in a
variety of ways to generate new reproducing kernels. They could be weighted, i.e. ifK1
is a reproducing kernel, then aK1 is also a reproducing kernel if a ∈ R+, or scaled, i.e.
K1(x/a, y/a). They can also be added or multiplied together, i.e. ifK2 is a reproducing
kernel, then K1(x, y) +K2(x, y) and K1(x, y)K2(x, y) are reproducing kernels too.
2.2.3 Deformable Objects and Matching Functionals
The mathematical objects that are affected by deformations are known as deformable
objects. Let O denote the set of deformable objects, on which GV , the group of diffeo-
morphisms on Ω, has an action ϕ · I on I , ∀I ∈ O, ∀ϕ ∈ GV such that ϕ · I belongs
to O. For ψ, ϕ ∈ GV , we have the identity ϕ · (ψ · I) = (ϕ ◦ ψ) · I . The quality
of the deformation or, equivalently, the ’closeness/likeness’ of two deformable objects
are quantified with a cost functional, known as the matching functionals/data attach-
ment term/dissimilarity metric. The matching functional JDA is defined with a function
D : O ×O → [0,+∞) over GV by JDA(ϕ) := D(ϕ · I, I ′), ∀I, I ′ ∈ O. I ′ is known as
the target object, I is known as the template object, and ϕ · I is the deformed template.
As shown in [105], the geodesic distance on the space of deformable objects, defined
as infϕ{D(ϕ · I, I ′), ϕ · I = I ′} coincides with the optimal deformation that deforms I
to I ′.
When the matching functional is ill-posed, it is standard practice to include a reg-
ularisation term, JR, to further restrict the solution space. JR would often be used to
ensure the smoothness of the deformation fields v. We use the distance metric dV , as
defined in (2.2.7), and restrict the deformations to diffeomorphisms in GV :
JR := dV (id, ϕ)
2 (2.2.8)
The definition of JR penalises highly varying trajectories; when JR is small, ϕ is said to
be more regular.
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Let Gp,∞ denote the set of diffeomorphisms ϕ that satisfies the condition max(‖ϕ−
id‖p,∞, ‖ϕ−1 − id‖p,∞) < ∞. Assume that the matching functionals JDA : GV → R :
ϕ 7→ JDA(ϕ) are defined for all ϕ ∈ Gp,∞ and the admissible Hilbert space V is contin-
uous embedded in Cp+10 (Ω,Rd) such that GV ⊂ Gp,∞. We consider the minimisation
of a regularised cost functional E = JR + JDA over GV . Let v(t, ·) be a time-dependent
vector field such that limε→∞ 1/ε
∫ ε
0
‖v(t, ·) − v(0, ·)‖Vdt = 0. Then the minimisation




‖v(t, ·)‖2Vdt+ µJDA(ϕv01) (2.2.9)
over χ2V(Ω). The existence of a solution to (2.2.9) was first guaranteed in [93]. The
gradient of E, denoted as ∇VE : v 7→ ∇VE(v) ∈ χ2V(Ω), has the following form for
all v, h ∈ χ2V(Ω):
∂εE(v + εh)|ε=0 = 〈∇VE(v), h〉χ2V (Ω) =
∫ 1
0
〈∇VE(v)(t, ·), h(t, ·)〉Vdt.
We first consider the gradient of the matching functional, JDA. JDA(ψ) is said to
have an Eulerian differential at ψ if there exists a linear form ∂JDA(ψ) ∈ V∗ such that,
∀v(0, ·) ∈ V ,
(∂JDA(ψ)|v(0, ·)) := ∂εJDA(ϕv0 ◦ ψ)|ε=0.
The notation (ρ|v) denotes the result after applying a linear form ρ on a function v. The
Eulerian differential, ∂JDA(ψ), is closely related to the directional derivative/Gateaux















The V-Eulerian gradient of JDA at ψ, denoted as ∇JDA(ψ) ∈ V , is defined with the
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reproducing kernel K of V as
∇JDA(ψ) = K∂JDA(ψ)
and
〈K∂JDA(ψ), v〉V = (∂JDA(ψ)|v).
Consider a vector field v(t, ·) on Ω where v(t, y) is the velocity of a particle located
at coordinates y at time t. If the particle is subjected to a deformation ϕv so that it ends
up at new coordinates x = ϕv(y), the same particle also moves with a new velocity at
x, described as v˜ = ∂tx = Dϕv(y)v(t, y) = Dϕvv(t, ·) ◦ (ϕv)−1(x). The vector field
v is often described as being subjected to an adjoint operator: v(y)→ Adϕv(x), giving
rise to the following definition of a new vector field on Ω, denoted as Adϕv:
Adϕv(x) = (Dϕv) ◦ ϕ−1(x). (2.2.11)
For instance, if x = ϕvt0(y) are the coordinates of the same particle at time 0, then its
velocity v˜(x) = v(0, x) is given as Adϕvt0v(x).
Assume that ϕ− id ∈ Cq0(Ω,Rd) so that Adϕv ∈ Cr(Ω,Rd) for r = min(p, q − 1),
and that the Eulerian differential ∂JDA(ψ) ∈ Cp0 (Ω,Rd)∗ exists for all ψ ∈ Cp+10 (Ω,Rd).
For v ∈ Cp(Ω,Rd), p ≥ 1 (admissibility condition), we define the linear form Ad∗ϕ∂JDA(ψ)
as
(Ad∗ϕ∂JDA(ψ)|v) = (∂JDA(ψ)|Adϕv). (2.2.12)
The linear form ∂JDA(ψ) ∈ V∗ is at times referred to as the momentum. This anal-
ogy arises from the kinetic energy term, Ek(t) = 0.5‖v(t)‖2V = 0.5(ρ(t)|v(t)), in the
dynamic mechanics literature, where ρ(t) is the momentum at time t. Due to the con-
servation of energy, we have the identity (ρ˜|v˜) = (ρ|v), where ρ˜ is the momenta after
the deformation ϕ. This implies that Ad∗ϕρ˜ = ρ, ρ˜ = Ad
∗
ϕ−1ρ.
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This time evolution of the momentum ρ(t) is known as the EPDiff [49, 61]. The







ρ(t) = −Dρ(t)v(t)− ρ(t)∇ · v(t)− (Dv(t))Tρ(t)
Using the reproducing kernel K of V , we define
AdTϕ∇VJDA(ψ) = KAd∗ϕ∂JDA(ψ) (2.2.13)
such that for w ∈ V , 〈AdTϕ∇VJDA(ψ), w〉V = (Ad∗ϕ∂JDA(ψ)|w) = (∂JDA(ψ)|Adϕw).
















Note that K depends on two variables and we use the modified notation (ρ|K(x, y))x to
indicate that the linear form ρ is applied on K(·, y) : x 7→ K(x, y), where y is constant.
For ψ = ϕv01, ∂JDA(ψ) can be understood as ρ(1), the momentum at time t = 1.






If v ∈ χ2V(Ω) minimises the cost functional (2.2.9), then given the identity 2v(1, ·) =
−∇VJDA(ϕv01), the velocity at time t, v(t, ·) can be expressed in the form
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Combining the gradients of JR and JDA, the V -gradient of (2.2.9) is given as










The LDDMM cost functional can thus be solved using a generic gradient descent
method.
Landmark Example
We now consider a specific case of landmark matching where the matching functional
is a function of the template deformation, i.e. JDA(ϕv01) = F (ϕ
v
01 · (x1, . . . , xN)) =


























The V-gradient for the landmark matching problem is then










The V-gradient is used in a gradient-descent algorithm in χ2V . Let ι be the algorithm
time with the update step size δι.
Note that JDA(ϕv01) depends only on the coordinates of a finite number of points at
coordinates (ϕv01(xn))
N
n=1. If the trajectories ϕ
v
0t(xn) are fixed, JDA(ϕ
v
01) is constant and
we are thus solving for the vector fields at each time point t that minimises JR with
the constraint v(t, xn) = dϕv0t(xn)/dt. This resembles the interpolation problem in a
reproducing kernel Hilbert space setting. Under the reproducing kernel formulation, the
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The update rule for the gradient-descent algorithm is vι+δι(t, y) = vι(t, y)−δι(∇E(vι)(t, y)).
Since αιn(t) is only supported on finiteN points, we only have to solve for the values on
yn(t) := ϕ
vι+δι
0t (xn). This is done by solving two differential equations with the initial





























There is an alternative way of representing the EPDiff. More generally, for w ∈ V , we
consider the linear form m(t) defined as
(m(t)|w) = (ρ0|Dϕ(t)−1w) = (ρ(t)|w ◦ ϕ(t)−1) (2.2.19)








(m(t)|(m(t)|D2Ki(ϕ(t, x), ϕ(t, y))w)xei)y. (2.2.21)
Importantly, the EPDiff coincides with the Euler-Lagrange equation for the LDDMM
algorithm [95, 96, 105]. Given two deformable objects, the geodesic or Euler-Lagrange
equations describe the trajectories between them that have the smallest kinetic energy.
We now reformulate the LDDMM problem (from the minimisation problem in (2.2.9))
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as the minimisation of a function of the linear form m(t).
Using the identity (ρ(t)|w) = (m(t)|w ◦ ϕ(t, x))x and (2.2.20), the regularisation
term ‖v(t)‖2V can be expressed in terms of K and m(t):




(m(t)|(m(t)|K(ϕ(t, x), ϕ(t, y))ei)xei)y. (2.2.22)






(m(t)|(m(t)|K(ϕ(t, x), ϕ(t, y))ei)xei)ydt+ JDA(ϕ(1)).
This formulation is advantageous when the linear formm is sparser than the vector field
v, which is often the case. The minimisation of E with respect to m presents itself as a
finite-dimensional problem, i.e. we look for solution v by restricting ourselves to a set
of linear combinations of K(·, ϕv01(x1)), . . . , K(·, ϕv01(xN)).
Given a small perturbation m 7→ m + εδm, which in turn, induces a perturbation
ϕ 7→ ϕ + εδϕ, we want to compute the variation of E, denoted as ∂εE. An efficient
algorithm to compute the gradient of E was proposed in [95] for the diffeomorphic
registration of surfaces. A comprehensive proof of the algorithm was also shown in
[104]. Since we will be using the algorithm for both the image and surface registrations,
we give a detailed outline of the general algorithm here. Using the chain rule, the
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(m(t)|D2K(ϕ(t, x), ϕ(t, y))δϕ(t, y)ei)xeidt














Like before, using the chain rule, the variation of ϕ is computed as the solution of the
linear differential equation in variable δϕ(t):
∂tδϕ(t) = Hϕ(t)δm(t) + Jϕ(t),m(t)δϕ(t) (2.2.24)
with the initial condition δϕ(0) = 0. By the variation of constants method, the general
solution of δϕ(t) is known to be δϕ(t) =
∫ t
0
MstHϕ(s)δm(s), where Msth(s) is the



























(ϕ(1)). To evaluate (2.2.25), all we are left to do
is to evaluate η(t). This is done by solving the ordinary differential equation dη(t)
dt
=
−J∗ϕ(t),m(t)η(t) − β(t) backwards in time to obtain η(t) for t ∈ [0, 1], with the initial
conditions η(1) = δJDA
δϕ
(ϕ(1)).
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2.3 Multiscale Gaussian Kernels
The diffeomorphism ϕ is regularised by a norm, which is in turn, connected to a kernel.
The Gaussian kernel





is probably the most popular kernel in LDDMM-based implementations [73, 84]. σ is
known as the bandwidth or scale parameter. The Gaussian kernel is easy to compute
and present relatively few numerical difficulties. With only one tunable parameter, a
reasonably good σ is not hard to determine empirically. In addition, the Gaussian ker-
nel ensures rotational and translational invariance and maps its inputs into an infinite
dimensional space; its bases are the Fourier components [40] and it can handle non-
linear relationships between the samples. The Gaussian kernel also maps smooth de-
formations reasonably well and, with suitable approximation methods such as the Fast
Fourier Transform (FFT), it is a fast and reliable kernel especially for the LDDMM.
Small issues arise, however, when we need to model both steep and smooth vari-
ations simultaneously, i.e. when there are different scales in the input data. When
the bandwidths are big, the deformation field overlooks small deformations in favour
of a smoother result. A smaller bandwidth could, of course, be used to model these
small/steep deformations, but the large/smooth deformations would then involve larger
Jacobian determinants than necessary [73].
In [73], a multiscale Gaussian kernel was proposed as a substitute for the Gaussian












where z = x− y, where {ar}r is a set of positive scalars or weights. It is clear that the
multiscale Gaussian kernel preserves all the statistical properties and advantages of the
LDDMM framework, while combining a larger range of kernels and scales of interest.
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The linear summation of kernels implies that the optimal deformation field, v, can be
re-written as a linear summation of time-dependent velocity fields vr associated with
Kσr , i.e. v =
∑R






vr(t, ϕ(t)), ϕ(0) = id (2.3.3)
Let ϕr(t) denote the trajectory of Ω generated using only the kernel Kσr . Importantly,
the path ϕr(t) is not guaranteed to be invertible and the velocity field vr(t, ϕ(t)) is not
integrated along ϕr(t) but the general transformation ϕ(t). Although the individual
transformations ϕr(t) are not necessarily diffeomorphic, they could still be useful as
rich complements to understanding the LDDMM performance.
In [84, 83], the same multiscale Gaussian kernel concept was used but the mo-
mentum vectors were now decoupled across different scales. This framework was de-
noted as the LDDKBM (Large Deformation Diffeomorphism Kernel Bundle Mapping).
In this construction, a family of Hilbert spaces Vr was considered where ∀r ∈ Or,
Vr ⊂ V but has a different metric such that Kr are allowed to vary. Or denotes a set
of indices for the Hilbert spaces. Recall that V is the tangent space for GV . Instead
of the tangent bundle GV × V , we now consider the vector bundle GV × W where




‖w(t)‖2Wdt, where ‖w‖2W :=
∫











−Dαr(t)vr˜(t)− αr(t)∇ · vr˜(t)− (Dvr˜(t))Tαr(t)dr˜
where αr is the momentum assigned to vr. In other words, the evolution of αr is ob-
tained simply by integrating (or summing for discrete computation) the standard LD-
DMM EPDiff equations over each scale. In this way, the conservation of momentum
property still holds for each scale separately although ‖w(t)‖W is no longer constant.
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Similar to the multiscale Gaussian [73], the velocity fields vr are also combined to-
gether using a Bochner integral (general case) Ψ : GV ×W → GV ×V : w 7→ Ψ(w) =∫
Or vrdr or more practically as discrete summation of finite scales. The flow equation,










‖w(t)‖2Wdt+ µJDA(ϕΨ(w)01 ) (2.3.5)
Following the notations and arguments of the previous section, a variation h(t) in v(t)
gives us the gradient of the energy term [83]:
d
dε














Recall that AdTϕ∇VJDA = KAd∗ϕ∂JDA. In the bundle setting, a separate operator is
defined for each r, i.e. AdT,rϕ ∇VrJDA = KrAd∗ϕ∂rJDA. If w(t) minimises the energy
cost functional, then for every r ∈ Or, we have the same equations as the single-scale
LDDMM:
2vr(1, ·) = −∇VrJDA(ϕΨ(w)01 ) (2.3.8)









i.e. the momentum conservation property for LDDMM holds for each individual scale.
This framework was implemented for landmarks-based datasets in [84, 83]. Building
on the nice properties of the LDDKBM framework, we proposed (in chapter 3) an
alternative implementation of the LDDKBM framework on surfaces where each scale r
is matched with a corresponding resolution of a family of multiresolution surfaces.
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An important argument for the decoupling of momentum across scales is the possi-
bility of introducing sparsity; i.e. the registration should only consider specific scales
at specific locations in the deformable object [83]. Without the decoupling (as in [73]),
any momentum vector that goes to zero will instead, disappear across all scales since











where f is a truncated log function [35]
f(x) = max(log(x), log(c))− log(c). (2.3.11)
and µ2,r are scale-dependent weights.
Chapter 3
Multiscale Mixture of Gaussians
LDDMM Registration for
Multiresolution Surfaces
As seen in previous chapters, multiscale diffeomorphic mapping using the sum-of-
Gaussian regularisation metric have been proposed for both landmarks [83] and images
[73]. Both methods were based on the LDDMM framework and adopts the idea of
multiscale Gaussian kernels, although the implementations were different. In both in-
stances, promising results were presented when compared to registration using a single-
scale Gaussian kernel, implying the potential of a multiscale approach for registrations
involving multiple scale of deformations. However, despite the successes with land-
marks and images, the same approach has not been replicated with the registration of
surfaces.
A major disadvantage of using landmarks is the need to assign them prior to the
registration. In addition, each shape must have the same number of landmarks to fulfil
the requirements of a one-to-one correspondence. This affects the generality of the
method as different shapes may require a different number of points to illustrate, and
when these shapes are wholly different from one another, the assigned correspondences
are mostly arbitrary.
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Furthermore, due to the convoluted folding patterns of the brain cortex, brain cor-
tices are sometimes flattened or expanded into a sphere-like geometries for ease of
computation as dissimilarity metrics. Advanced cortical surface registration approaches
have often adopted spherical coordinates. These methods captures prominent folding
patterns that are common across individuals or delineates specific landmarks and/or
sulcal or gyral curves in known functional activation areas [41, 75, 82, 91, 97]. Us-
ing these expert inputs, anatomical alignment could often be improved in the specified
regions of interest. However, these curves are, at best, coarse representations of a cor-
tical surface and often require spherical re-parametrisation [102] that may unwittingly
introduce distortions, thus compromising the quality of the surface alignment. Other
noteworthy methodologies have also utilised a variety of innovations (Mobius trans-
formation, conformal mapping, spherical harmonics, oriented points) in the search for
better point correspondences between surfaces [20, 52, 56, 58].
In light of these difficulties and developments, geometric objects that do not treat
shapes as finite points but as continuous curves and surfaces, densities and measures
have already been proposed for the LDDMM framework. For instance, the popular cur-
rents framework [43, 95] represented surfaces and curves as vector-valued measures.
The Hilbert space structure imposed on these measures quantifies the difference be-
tween two surfaces without the need of any landmark correspondences.
The primary obstacle to multiscale surface registration is the considerable compu-
tation cost associated with the LDDMM surface registration algorithm [95], and the
cost of the multiscale algorithm, which increases proportionally with the number of
Gaussian kernels used. To date, sequential multiscale algorithms [53, 110] have been
applied to surfaces and various distance metrics. In [110], a sequential multiscale
(SMS-LDDMM) method computes a diffeomorphism via the sequential composition
of diffeomorphic flows at decreasing scales. The scale was adjusted using decreasing
bandwidths of the Gaussian kernel in the vector valued measure [95] first introduced
in the currents framework. As the bandwidth decreases, finer and finer details can
be captured in the surface registration, resulting in a mathematically elegant and natu-
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ral multiscale framework without the requirement of landmark correspondences. The
algorithm, however, uses the same high resolution surface across different iterations
and could thus be computationally expensive. In [53], the mean curvature flow [92]
method was employed iteratively to smooth the brain surface. Given a fixed density of
mesh sampling, the algorithm re-computes the coordinates of the vertices based on the
weighted sum of their neighbours such that the surface becomes ’smoother’. Since the
density of the mesh sampling remains unchanged, the computation cost also increases
proportionally with the number of iterations.
In this chapter, we propose a novel multiscale LDDMM registration framework for
surfaces that utilises both the multiscale sum-of-Gaussian kernels and multiresolution
analysis of surface meshes. Specifically, we built a family of multiresolution surfaces
with varying densities that act as natural supports for the linear forms corresponding to
kernels of varying bandwidths. The deformation fields are then parameterised on these
linear forms in the same way as LDDKBM [84]. Adopting a coarse-to-fine approach,
we register the surfaces with varying sampling densities to generate a single diffeo-
morphic deformation field at high resolution. The proposed algorithm was designed to
satisfy these three objectives: (i) improved registration accuracy and flexibility through
decoupled parametrisations of deformation fields across multiple scales and (ii) sur-
face parametrisations at multiple resolutions resulting in (iii) potential improvements
in computational cost. The proposed method shows improvement in mapping accuracy
and potential reductions in computational costs. Additional advantages include allevia-
tion of the in-folding problem observed in the original currents framework [95].
This chapter is divided into three sections. In the first section, we describe the
surface matching functional [95] known as the currents framework, in relation to the
LDDMM formulation detailed in Section 2.1. Next, we give a quick description of the
construction of multiresolution analysis (MRA) of arbitrary surface meshes before de-
tailing the construction of the multiscale diffeomorphic mapping extension for surfaces
and the coarse-to-fine implementation. In the last section, we evaluated the feasibility
of the proposed framework with an extensive set of simulations and experiments. The
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results and figures used in this chapter were taken from and published in [85, 86].
3.1 List of Symbols
• S: A 2-dimensional surface embedded in R3.
• C: A current, or continuous linear form acting on the space of continuous linear
differential forms on R3.
• ω: A differential 2-form.
• Ω: Ambient space for transformation.
• GV : Group of diffeomorphisms on Ω.
• O: Set of deformable objects.
• ϕ: Diffeomorphism on Ω.
• δεx: A Dirac current for a 2-simplex, where x is its barycenter and ε is a vector
depicting volume.
• ∧: Exterior product.
• c(f): Barycenter of a 2-simplex f .
• N(f): Normal vector of a 2-simplex f .
• (W, 〈·, ·〉W ): Hilbert space of differential 2-forms, W ∗ denotes the dual space of
W .
• KW : Reproducing kernel of Λ2R3. KW is the Gaussian kernel with bandwidth
σW .
• D: Metric for deformable objects.
• JDA: Data attachment term for LDDMM cost functional (dissimilarity metric).
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• r, R: Resolutions, r, are finite scalars sampled from an arbitrary interval [0, R],
∀, r, R ∈ Z, R > 0.
• T (r): Triangular surface mesh of resolution r.
• Σijk: A simplex containing the points xi, xj, xk as vertices to a triangular face.
• X(r): A collection of points xi, i = 1, . . . , N (r) at resolution r.
• A(r): A subdivision mask; an N (r) ×M (r) matrix where M (r) is the number of
new coordinates, i.e. N (r+1) −N (r).
• Xˆ(r): New coordinates generated from X(r)A(r).
• X: A concatenation of coordinates [X(r); Xˆ(r)].
• B: An averaging matrix of size N (r+1) ×N (r+1).
• P: A matrix operator to build X(r+1) from X(r).
• λ: Barycentric coordinates; λr sparse vector of coordinates of length N (r).
• m(r)t : Momentum at time t, defined as the sum of Dirac measures supported on
vertices of mesh T (r), mt =
∑N
i=1 αt(xi)⊗ δϕt(xi).
• αt(xi): Momentum vector of the ith point at time t.
• KV : Reproducing kernel of the reproducing kernel Hilbert space (V , 〈·, ·〉V), with
bandwidth σV . K
(r)
V denotes the reproducing kernel of reproducing kernel Hilbert
space W (r).
• ϑt, vt: Velocity/vector field at time t.
• JR: Regularisation term.
• w(r)t : vector field formed from K(r)V m(r)t .
• E: LDDMM energy cost functional.
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• xt: coordinates of vertices at time t, i.e. xt = {xi(t)}Ni=1, where xi(t) := ϕt(xi),
the coordinates of the ith point at time t.
• ι: Gradient descent step size.
• µ: Weights for different terms of E.
3.2 Surface as geometric objects
In this section, we describe the surface matching functional [95] known as the currents
framework, in relation to the LDDMM formulation detailed in section 2.1.
Given a 2-dimensional surface S embedded in R3, a current, denoted as C, may
be considered as a continuous linear form acting on the space of continuous linear
differential forms on R3 vanishing at infinity, i.e. given a differential 2-form x 7→ ω(x),









x is a set of orthonormal basis of the tangent plane at x ∈ S and dσ is the
element of surface area. CS belongs to the set of deformable objects O where GV (the
group of diffeomorphisms on Ω), has an action. We define the pull-back of a differen-
tial 2-form ω, corresponding to an action by a diffeomorphism ϕ, as ϕ]ω(x)(η, ξ) :=
ω(ϕ(x))((dxϕ)η, (dxϕ)ξ) and the push-forward of the currentCS asϕ]CS(ω) = CS(ϕ]ω).
We have the identity CS(ϕ]ω) = ϕ(S)(ω), i.e. ϕ]CS is the current associated with the
natural action of ϕ on surfaces ϕ(S).
Consider the Dirac current δξx : ω 7→ ωx(ξ) for a 2-simplex, f , where x is its
barycenter and ξ ∈ Λ2R3 is a vector depicting its volume, i.e. ξ := u1x × u2x. Λ2R3
denotes the 2-times exterior product ofR3, a 3-dimensional vector space spanned by the






To obtain a current representation for a surface parametrised into triangular meshes,
we simply associate each 2-simplex of the mesh with a Dirac current. S can then be
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where f indexes a particular 2-simplex of the mesh, and c(f) and N(f) are its centre
and normal vector.
Consider a Hilbert space (W, 〈·, ·〉W ) of differential 2-forms. The Dirac current δξx
belongs to the dual space of W and is a continuous linear evaluation functional for all
x, ξ ∈ R3, implying that W is an RKHS. The dual space of W is also a Hilbert space
and the inner product between two Dirac currents take the form
〈δξx, δηy〉W ∗ = 〈ξ,KW (x, y)η〉, (3.2.3)
where KW is the reproducing kernel of Λ2R3, specifically the vector field that corre-
sponds to W . The Hilbert dual space norm on W ∗ allows us to compute the differences
between currents and, by extension, the differences between the surfaces. Given two
surfaces S and S ′, let f, g denote simplices from S and q, r denote simplices from S ′.
The metric for surfaces, D(S, S ′), can then be defined as







N(f)TKW (c(f), c(q))N(q) +
∑
q,r
N(q)KW (c(q), c(r))N(r). (3.2.4)
We define the matching functional as JDA(ϕ) = D(ϕ(S), S ′). For convenience, instead
of computing the current of S followed by the push-forward formula, we approximate
ϕ(S) with the vertices ϕ(x), ∀x ∈ S before computing the current for the approximated
surface.
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Properties of the Surface Matching Functional
In this subsection, we discuss the characteristics and possible drawbacks of the surface
matching functional [95]. The reader may refer to the results section for simulations
that compare these characteristics with those of the proposed framework.
With reference to (3.2.4), we see that the first and last terms preserves the integrity
of the surfaces S and S ′ respectively while the middle term computes the differences
between the two. If the two surfaces are identical, JDA sums up to 0. Importantly, no
exact correspondences were required or identified between the surfaces, i.e. any two
polyhedral meshes can be registered to each other without prior instruction given in
terms of allocated landmarks. The matching functional provides a way to register two
surfaces up to an acceptable error.
JDA gives us an insight into the potentially heavy computational costs involved in
the surface registration algorithm. By doing away with point-to-point correspondences,
the centre of every simplex now has to be checked against the centre of every other
simplex from both surfaces S and S ′.
KW is often chosen to be the Gaussian kernel with corresponding bandwidth de-
noted as σW . σW will play an important role; when σW is large, small variations be-
tween the template and target surfaces have little influence on the value of JDA as com-
pared to the case where σW is small. In an extreme and hypothetical situation where
the two surfaces are far-removed from each other, the second term lapses towards zero,
pressuring the minimisation algorithm into compromise on the integrity of the individ-
ual surfaces. Admittedly, this is unlikely to happen (unless on purpose) as the surfaces
ought to be properly aligned prior to registration. However, it is possible that the overall
shape of the surfaces may not complement each other; the surfaces may be similar in
one region but fairly different in another. In such cases, one single choice of σW may
be insufficient to handle the diverse dissimilarities between the two shapes.
As discussed in [17], one plausible yet misguided way of reducing (3.2.4) is to have
the simplices of the deformed template repositioned such that normal vectors cancel out
each other by facing opposite directions. This unwelcomed phenomenon is aptly termed
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as in-folding. In-folding happens when the surfaces to be matched have large or abrupt
differences in their surface curvatures, or when the target surface has a much smaller
surface area. In the latter case, the vertices need to crowd themselves into a smaller
area, and might choose to fold within themselves in order to match the target. We will
recreate this phenomenon in simulations described in the result section, in comparison
with the proposed framework. For a more mathematical discussion, readers may refer
to the explanation in [17].
3.3 Multiresolution Analysis for Surfaces and their LD-
DMM Formulation
We now give a quick description of the construction of multiresolution analysis (MRA)
of arbitrary surface meshes, first proposed in [60]. We consider resolutions, r, as finite
scalars sampled from an arbitrary interval [0, R], ∀r, R ∈ Z, R ≥ 0, so that increasing
r indicates increasing level of detail. A polyhedral surface is iteratively decomposed
into a family of lower resolution surfaces and a corresponding set of removed details,
known as the wavelet coefficients. Each surface has a lower resolution as compared to
its predecessor, and there exists a chain of nested function spaces V(0) ⊂ V(1) ⊂ . . .
such that ∀f ∈ V(r) is a function of resolution r.
We first note that the MRA framework [60] was primarily designed for sub-division
surfaces. (For the purpose of brain surface registration, this would require a work-
around for arbitrary meshes that are not of the sub-divided structure. We present one
such method in the results section.)
Consider a triangular surface mesh T = ({xi}, {Σijk}) i, j, k ∈ {1, . . . , N}, where
{xi} denotes the set of coordinates, {Σijk} the set of simplices and N the total number
of vertices in the input mesh. Each simplex Σijk is a three tuple of indices (i, j, k),
each specifying one of the three vertices that collectively form a triangular face. We
denote the mesh of a resolution r as T (r) := (X(r), {Σ(r)ijk}), where X(r) denotes a set
of coordinates [x1, . . . , xN(r) ], ∀x ∈ R3, N (r) < N denotes the number of vertices at
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resolution r and {Σ(r)ijk} is the collection of simplices formed from X(r).
Subdivision Masks
As we move from resolution r to r+1, new coordinates denoted as Xˆ(r+1) are generated
using a subdivision mask A(r):
Xˆ(r+1) = X(r)A(r). (3.3.1)
The mask A(r) is an N (r) ×M (r) matrix where M (r) is the number of new coordinates,
i.e. N (r+1) − N (r). Each column of A, denoted as Aj is an edge-splitting operator
where the elements are weights allocation to the vertices in X(r) for computing the
position of the new j-th vertex in level r + 1. In a simple subdivision scheme, A is a
sparse matrix where each column is matched to an unique edge eik of the mesh T (r).
The only non-zero elements of Aj are Aij = Akj = 0.5, i.e. a new vertex is created at
the midpoint of eik. Four new simplices are then added to Σ
(r+1)
ijk by joining the newly
created vertex with the other 2 new vertices generated from the remaining edges of the
same simplex. When more general schemes are used, a larger neighbourhood of points
are judiciously weighted to produce a new vertex to join xi and xj . For instance, the
distance metric could be used for the n-ring neighbours of edge-points xi and xj to
compute the weights. The new vertices are then joined with other new vertices in a
similar fashion to produce the 1:4 simplex splitting. We show examples of the simple
subdivision and the butterfly subdivision scheme in Fig. 3.1.
A can be decomposed into two simpler steps: a splitting step (same as simple di-
vision) and a pre-defined weight allocation known as the averaging step. We denote
the simple subdivision matrix as As and the averaging matrix as B. B is a matrix
of size N (r+1) × N (r+1), where each column Bj is an averaging mask defined over
[X(r), X(r)As]. We can thus rewrite (3.3.1) as
X(r+1) = X(r)[IdN(r)×N(r) A]B = X
(r+1)
B, (3.3.2)
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.1: First row shows a simple subdivision scheme where each triangle is sub-
divided into four smaller triangles, with each new node located at the middle of an
existing edge. The second row utilizes a butterfly subdivision scheme where each trian-




= X(r)[IdN(r)×N(r) A]. Methods that use the 1:4 simplex splitting
scheme share the same vertices X
(r+1)
but differ in their definition of B. Varying B
provides us with different “averaging masks” over X
(r+1)
and generates different limit
surfaces as r →∞. Given some B, we define a new matrix P(r) := [IdN(r)×N(r) A]B
such that
X(r+1) = X(r)P(r). (3.3.3)
Interpretation of parametrised surfaces
In the LDDMM surface registration framework first proposed by [95], 2-dimensional
surfaces, S, embedded in R3 are parametrised into a finite collection of simplices, so
that they form a mesh T . We denote the base mesh (coarsest) as T (0), which comprises
a collection of simplices Σ(0)ijk. Using the subdivision scheme described in the previous
subsection, any point x ∈ R3 can be uniquely traced to a point y defined on a mesh
T (0), using a function S(r) : R3 → R3 : y 7→ S(r)(y) [60]. S(0) is defined as the identity
function, i.e. S(0)(y) = y.
Consider a given resolution r and a point y such that S(r−1)(y) is defined on a
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simplex Σ(r)abc with vertices (x¯a, x¯b, x¯c), x¯i ∈ X
(r)
. Then there exists some barycentric
coordinates (λa, λb, λc) such that the identity S(r−1)(y) = λax¯(a)+λbx¯b+λcx¯(c) holds.
Consequently, there is a bijective map Sr−1(y) 7→ S(r)(y) such that
S(r)(y) = λaxa + λbxb + λcxc, x ∈ X(r), (3.3.4)
where (xa, xb, xc) corresponds to (x¯a, x¯b, x¯c) after averaging with B. We can write this
neatly in matrix form:
Sr(y) = λ(r)y (X
(r))T , (3.3.5)
where λ(r)y is a sparse vector of length N
(r). The only non-zero elements of λ(r)y are
at positions a, b, c with values λa, λb, λc. Let y be written in the form y = λ(0)y (X
(0))T
such that S(0)(y) = y. For r > 0, it follows that
S(r)(y) = λ(r)y (X
(r−1)P(r−1))T
= λ(r)y (P
(r−1))T . . . (P(0))T (X(0))T . (3.3.6)
Assuming that limr→∞ S(r) → S, (3.3.6) implies that the surface S may be parameter-
ized into meshes or deformable objects that corresponds to the framework in [95]. In
other words, a parametrisable surface S is a function from a finite collection of sim-
plices into R3. (3.3.6) also equipped us with the foundation from which we can move
across resolutions, generating a family of surfaces where the number of simplices are
iteratively increased or reduced. We show two brain cortices of varying resolutions in
Fig. 3.2.
3.3.1 Multiscale diffeomorphic mapping for multiresolution surfaces
We now construct the multiscale diffeomorphic mapping for surfaces under the LD-
DMM framework (see section 2.1). As seen in the previous section, a surface S may
be iteratively subsampled as meshes T (r) . . . T (0) of decreasing resolutions, where T (r)
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(a) (b) (c)
(d) (e) (f)
Figure 3.2: Decreasing levels of detail from left to right. Each row shows the result
for one subject. From left to right, the number of vertices and faces are, respectively,
[10240,20480], [2563,5120], [642,1280].
may be considered to be a discretisation of S(r).
Let the momentum, mt :=
∑N
i=1 αt(xi) ⊗ δϕt(xi), be defined as a sum of Dirac
measures on S. αt(xi) denotes the momentum vector of the ith point at time t such
that the following equation vt(·) =
∑N
i=1 KV (·, xi(t))αt(xi)dx holds ∀x ∈ S,∀vt ∈ V ,
KV is the reproducing kernel for the Hilbert space (V , 〈·, ·〉V). Because of the duality
isometry ofmt with vt, the smoothness of the deformation fields may be altered through
the kernel KV , or through variation of the momentum, mt. As a simple extension into
multiresolution meshes, m(r)t denotes the momentum vectors supported on the vertices
of mesh T (r), i.e. m(r)t =
∑N(r)
i=1 αt(xi)⊗δϕt(xi), xi ∈ X(r). The family of smooth vector




t , r = 0, 1, . . . , R, forms a set of RKHS, which is combined into




t . ϑt induces a flow equation ϕ˙ϑ0t = ϑt(ϕ
ϑ
0t) and
{w(r)t }Rr=0, is a set of independent tangent spaces for the group of diffeomorphisms Gϑ
on Ω (section 2.3).




r=0‖w(r)t ‖2W rdt, where ‖w(r)t ‖2W (r)dt =
〈(KrV )−1w(r)t , w(r)t 〉L2 = 〈m(r)t , K(r)V m(r)t 〉L2 . It should be noted that the set-up also
allows the use of multiple K(r)V for each level. The definition of JR and the combination
of multiple vector fields resembles the large deformation diffeomorphic kernel bundle
mapping (LDDKBM) framework proposed for landmark mapping.
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Similar to other multiscale algorithms, LDDKBM involves a proportional increase
in computational cost, limiting its feasibility to registrations involving fewer data points.
In cortical surface registration where large number of vertices are required to preserve
the intricate structures of small sulci and gyri, a straight-forward implementation of
LDDKBM is computationally difficult without some prior downsampling of the surface
meshes. Intuitively, when a kernel has a large bandwidth, small changes in X are
smoothed out and these kernels could be sparsely supported on coarser resolutions. In
the sparse LDDKBM implementation [83], the set of m(r)t is supported on the full set of
landmarks X(R) for all r, although sparse priors are added into the variational problem
as penalty functions and the non-zero momenta learned through optimisation. However,
this approach may not be feasible for surface registration as the preserved points should
be able to (i) sufficiently retain original characteristics of the input surface and (ii)
preserve the points within each scale such that they form a set of simplices. While
the deformation field could be re-parametrised using multiple Gaussian bandwidths,
the deformable object (surface) may not be sparsely sampled by treating each vertex
as a landmark. Without a suitable downsampling algorithm, it is difficult to realise the
advantages of multiscale deformation fields when the costs of computation are too high.
In the proposed approach, we substituted the additional sparse priors penalty func-
tions with a pre-defined multiresolution family of surfaces, arguably making the compu-
tations simpler and faster. We combine the sparse multiresolution surfaces with a finite
set of RKHS, such that the bandwidth of K(r)V are adapted to the sparsity of T
(r). This
allowed us to capitalise on the multiscale benefits of multiple Gaussian bandwidths
while circumventing the proportional increment in computational costs and inclusion
of sparse penalty functions. By arranging the registration of coarser resolution surfaces
to coincide with the larger bandwidths, we reduce computation time simply because
coarser surfaces have fewer vertices.
Based on the above discussion, we have the variational problem for the multireso-
3.3. MRA SURFACES AND LDDMM 41


















‖w(r)t ‖2W (r)dt+D(ϕϑ01 · S(R)atlas, S(R)targ )
)
, (3.3.7)




V (·, xi)α(r)t (xi), andmt denotes all m(r)t from r = 0 to R.
Coarse-to-Fine implementation
Although the computation time is substantially mitigated with the sparse surfaces, solv-
ing all of mt simultaneously is still intensive. In this section, we propose a coarse-
to-fine approach where a new variational problem is minimised level-by-level, starting
from the coarsest. To be precise, we only minimise (3.3.7) at one specific resolution
and we do this iteratively as R increases from 0, 1, 2, . . . .
In the coarse-to-fine implementation, each subsequent level is solved with the gra-
dient descent method and initialised with the optimal m(r−1)t (x) from each prior level.
This initialisation is straight-forward for all x ∈ X(r) ∩X(r−1). For x ∈ X(r)\X(r−1),
the MRA provides an inheritable set of weighted masks supported on X(r−1) based




P(r−1) = [IdN(r−1)×N(r−1) A]B.
The variational problem in (3.3.7) no longer holds and is modified as follows:
Corollary 3.3.1.1. The variational problem for the coarse-to-fine implementation of the
multiresolution LDDMM surface mapping takes the form:
E(m
(R)





















‖w(r)t ‖2W (r)dt+D(ϕϑ01 · S(R)atlas, S(R)targ)
)
, (3.3.8)




V (·, xi)α(r)t (xi).
Let xt be the coordinates of vertices at time t and αt are momentum vectors sup-
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ported on the vertices at time t. The gradient of E with respect to momentum α(R)t with














































t ]Mst and JDA(ϕ) = D(ϕ(S), S ′).
Proof. We follow the Hamiltonian formulation in section 2.1 to compute the gradient
ofE. In the coarse-to-fine approach, we minimiseE with respect tom(R)t while holding








t ·K(r)V (x(r)t ,x(r)t )α(r)t +α(R)t ·K(R)V (x(R)t ,x(R)t )α(R)t ,
(3.3.10)
where xt are coordinates of vertices at time t and αt are momentum vectors supported
on the vertices at time t. Consider a variation α+ εα˜ where α˜(r) = 0 for r < R. Then






















































Like before, using the chain rule, the variation of xt is computed as the solution of the
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with the initial condition x˜(R)0 = 0. With the variation of constants method, the general













t , where Mst is the solu-





































































backwards in time to obtain ηt for t ∈ [0, 1], with the initial conditions η1 = δJDAδx1 (x1).







t + ηt. (3.3.12)
We are only left with the computation of δJDA
δx1
(x1) which is fairly straightforward and






t − ι∇α(R)t E. (3.3.13)
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For completeness, we summarise the algorithm in the following steps. All compu-
tations were made using the Matlab software.
Algorithm 1
Given Satlas, Starg, use Eq. (3.3.6) and obtain {Satlas}r, {Starg}r, r ∈ {0, 1, . . . , R}, using
the simple subdivision scheme.
for R = 0, 1, 2, . . . , do
Step 1: Compute the gradient w.r.t. α(R)t using Eq. (3.3.9)
Step 2: Update α(R)t using Eq. (3.3.13) and evaluate E.
Step 3: Repeat steps 1,2 until E is optimised at level R.
Step 4: Initialise α(R+1)t . Assume the sets X(R) and X(R+1) contain the vertices
of S(R) and S(R+1) respectively.
if x ∈ X(R+1) ∩X(R), then
α
(R+1)
t (x) = α
(R)
t (x).
else if x ∈ X(R+1)\X(R), then
α
(R+1)






In summary, the coarse-to-fine variational form involves the following modifications:
1. Rather than solving all of αt in a single variational problem, we solve for each
of α(r)t iteratively such that at any level R, we solve for α
(R)
t with the learned
{α(r)t }r, r < R.
2. Instead of initialising α(r+1)t with 0, it is initialised with α
(r)
t together with a set
of weighted masks supported on X(r) based on a chosen subdivision scheme.
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Additional Comments
In an iterative coarse-to-fine approach, the solution is no longer equivalent to the solu-
tion for mixture of kernels that was discussed in [13]. In fact, it deviates significantly
from the kernel bundle framework as each new level is a further fine-tuning of the ac-
cumulated registration results from prior levels, using the details newly available in a
higher resolution surface. In a way, this allows us to evaluate the registration result at
each resolution and decide if further tuning is required.
We note that the coarse-to-fine approach introduces possible redundancy into the
obtained solution. For instance, given a perfectly matched point x ∈ X(r) in level r, the
level r+ 1 momenta supported on neighbouring points of x will perturb its registration,
prompting the momentum at x, αt(x), to be non-zero. Although this creates some re-
dundancy between the different levels as compared to the LDDKBM, the coarse-to-fine
approach gives us valuable insight as to how the more detailed resolutions are optimized
given underlying ‘broader’ or smoother diffeomorphisms. In particular, the multiscale
momenta vectors or Jacobian determinants of the spatial deformation can be used as fea-
tures for disease classification [37, 87, 100] where improved classification results imply
that level-specific deformations may contain important biomarkers. It is thus helpful to
investigate the effects of higher-level deformations while keeping the lower-level de-
formation fields fixed. This is not possible in a simultaneous approach where minor
parameter modifications may affect the momenta vectors in an unpredictable fashion.
The MRA structure of the multiresolution surfaces provides an added advantage
over other mesh-downsampling/point-decimations schemes as the surfaces are con-
nected via the 1:4 splitting scheme and weight matrix B. This implies that the reg-
istration of low resolution surfaces can be used to initialise the deformation of high
resolution surfaces through the weight matrix. A similar concept has been implemented
in [95, 110] by performing iterative registrations with decreasing σW . However, in both
implementations, the diffeomorphisms from different kernel bandwidths are joined to-
gether via compositions, while in the proposed framework, the deformation fields are
summed via a kernel bundle setting to produce a single diffeomorphism. Furthermore,
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the cascading bandwidth method in [95, 110] uses the same number of vertices across
all scales, increasing the computational cost in exchange for better accuracy. In a gen-
eral set of surfaces of varying resolutions where the relationship between the surfaces
are not obvious and the number of vertices are different, the initialisation is then not as
simple. In the proposed framework, the new vertices can be initialised with weighted
summations of the low resolution vertices - a strategy made possible due to the MRA
structure of the multiresolution surfaces.
3.4 Results and Discussion
In this section, we investigate and discuss the feasibility of the proposed framework.
We have performed the following the simulations:
1. Simulation 1: Evaluation of the claims of reduced computation time and the ad-
vantages of using the proposed method.
2. Simulation 2: Evaluation of the performance of the proposed framework in light
of common problems of the LDDMM surface registration.
3. Simulation 3: Registration of a generic ellipsoid surface to an actual small subcor-
tical surface (amygdala) and comparison of the performance between LDDMM
surface registration, SMS-LDDMM and MRA-LDDMM.
To demonstrate the feasibility of the framework on larger and more complex surfaces,
we also registered a set of cortical surfaces to a common atlas and compared the regis-
tration result to the cascading registration using different kernel sizes, σW , as presented
in [95].
Preprocessing of arbitrary meshes
The cortical surfaces, generated using Freesurfer [28] are, in general, meshes of irreg-
ular connectivity and not sub-division meshes as required by the proposed algorithm.
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There exists numerous algorithms [16, 38, 48, 70] to re-parameterise these triangula-
tions, of complex structure and immense size, into base domains of smaller number
of triangles, which could then be further improved through a hierarchical subdivision
structure. For the purpose of brain surface registration, we devised the following im-
provisation by building our sub-division meshes on the existing conveniences provided
by Freesurfer.
First, we inflate the cortex into a sphere (in-built function in Freesurfer). Next, we
generate a sub-division sphere with a diameter that matches the inflated cortex, using an
empirically determined sampling density. The mesh vertices on the sub-division sphere
are then projected onto the inflated cortex such that each vertex can be represented with
the barycentric coordinates of a single simplex. Next, the new coordinates of the ver-
tices are computed using the barycentric coordinates and the corresponding simplex on
the original cortical surface before inflation, thus generating a sub-division cortical sur-
face with known MRA structure. Since the MRA structure of a sub-division sphere can
be easily determined from the coarsest level, the sampling density can be empirically
adjusted with sub-division to satisfactorily capture any level of details of the cortical
surface.
3.4.1 Simulation 1
In this simulation example, we empirically test the intuition that the computation time
could be potentially reduced with the proposed framework. The atlas surface used is
a sphere of diameter 20mm while the target is a cuboid of length 20mm. In general,
the overall computation time will be dependent on the sampling density of the surfaces
and the total number of iterations undertaken during the optimisation. While the former
is relatively straightforward, the latter depends heavily on the bandwidth of the ker-
nels. When chosen inappropriately, the optimisation will terminate rather swiftly as the
algorithm quickly recognises the futility of its efforts.
In Fig. 3.4a, we plot the computation times of LDDMM surface registration [95]
for different iterations of σV and σW parameters. We fix σ2W at three different val-


















Figure 3.3: (a) The atlas (blue) and target (green) surfaces, (b) A bad example of LD-
DMM registration [95] capturing the presence of large and small scaling problem.
ues, [50, 15, 2.5]mm2, and evaluate the computation times while σ2V changes from 50
to 2.5mm2. For fair comparison, the same optimisation parameters (stopping criterion
and step-length) were used. In general, the computation time tends to increase as σW
decreases as a smaller σW captures more details in the difference between the atlas and
target surfaces. However, when σ2V gets too small, the deformation field loses its regu-
larity and terminates quickly after the optimisation is stuck in an obviously poor local
minimum. In the same figure, we plot the computation time for the MRA-LDDMM
implementation, which demonstrates the efficiency of the proposed algorithm. As seen
in Fig. 3.4a, the computation times (black line) are shorter relative to LDDMM re-
sults, primarily due to the reduced resolution. Importantly, the computation time for
the MRA-LDDMM at σ2V = σ
2
W = 2.5 is also much shorter than the LDDMM results
even though the surface resolution is the same. This is because the coarse-to-fine op-
timisation brings the deformed atlas relatively closer to the target surface in the prior
coarse iterations, allowing the algorithm to reach a solution in a much shorter time.
This claim is supported by the empirical observation that the magnitude of the momen-
tum vectors decreases significantly with the increase in resolution, as shown in Fig.
3.4b where the surface is decomposed into four different resolutions under the MRA-
LDDMM algorithm. This implies that the registrations at higher resolutions play more
of a fine-tuning role as they relinquished the bulk of the registration workload that in-
volves larger deformations to the lower resolutions. In Fig. 3.4c, we show the energy
plot of the evaluations of J for the individual resolutions.
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Numerical Convergence of MRA−LDDMM
(c)
Figure 3.4: (a) Plot of computation time against σ parameters. The black MRA plot
contains 3 points, where the σW parameters are set to be identical to σV , i.e. σV = σW =
50, 15, 2.5, which corresponds, respectively, to the increasing resolution of the atlas
and target surfaces. (b) Plot of the magnitude of momentum vectors for the individual
resolutions. The x-axis contains the index of the vertices of the surface mesh. (c) Plot
of the cost functionals, J , for the individual resolutions.
Besides the evaluation of computation time, the two set of surfaces are designed
to investigate the sacrifice of regularity in exchange for the registration of sharp (non-
smooth) edges in the target. This simulation is inspired by the example in [73], where
the registration can be broken down into a large scale translation and a small scale in-
dentation of a square. In this simulation, the registration is broken down into a large
scale registration of the flat cuboid faces and the small scale registration of sharper
edges. Fig. 3.3 demonstrates, via a bad registration result of LDDMM surface registra-
tion, how regularity is lost when a small kernel (σ2V = 1mm
2) is used to try and capture
the sharp edges of the cuboid.
As discussed, it is important that reduced computation time is matched with equally
good, if not better registration results. For the same simulation example with the pro-
posed MRA-LDDMM algorithm, we plot the deformed atlas amidst the point cloud of
the target in Fig. 3.5. As seen in Fig. 3.5(a-c), the atlas surface gets increasingly close
to the target surface as the number of levels increases. Fig. 3.5a shows the registration
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of the atlas sphere based only on the sparse momentum vectors of X(1) (number of ver-
tices = 42). The magnitude of the momentum vectors is large as the coarse resolution is
responsible for matching the overall shape of the atlas and target surfaces. As the reso-
lution of the atlas surface increases, the matching is gradually fine-tuned to look like a
cuboid, as seen in panels (b) and (c). These results are better as compared to the inde-
pendent LDDMM results from panels (d) to (f). In (d), where the kernel bandwidths are
larger, the overall cuboid shape could be matched, but the registration results near the
sharp edges or the flat faces of the cuboid are not good. (Note that the result in (a) and
(d) uses different number of vertices; (d) is based on all available vertices while (a) only
uses the downsampled surfaces.) When the kernel bandwidths chosen are smaller in (e),
the registration improves, though the edges are still not registered properly. However,
when the kernel bandwidths are further reduced to try and capture the differences in
these sharp edges, the deformation field loses regularity and along with it, the cuboid
shape of the deformed atlas. In contrast, the combination of differently sized kernels
in the MRA-LDDMM method provides a more natural solution along with a potential
reduction in overall computational cost.
3.4.2 Simulation 2
In this simulation, we investigate the performance of the MRA-LDDMM framework
with reference to the drawback of the currents framework [95], as discussed in [17] (in-
folding problem, ref. section 3.2). We try to reproduce this problem in the following
simulation, as seen in Fig. 3.6 with a sphere and a cuboid.
From Fig. 3.6(b-c), we can see instances of in-folding from the LDDMM surface
framework as the atlas sphere tried to deform itself into a much smaller box. This
registration is particularly difficult because a large weight on the regularisation term
will prevent in-folding, but the heavily smoothed deformation field could not provide
sufficiently good registration. However, when the regularisation is less enforced, in-
folding happens, as seen in 3.6(b-c). In this particular example, the problem can be
(rather easily) solved with a prior affine or rigid transformation to match the scale of
























































Figure 3.5: The point cloud of the cuboid is shown in red. Panels (a-c) are the reg-
istration results using MRA-LDDMM with sparse momentum vectors incrementally
supported on X(1), X(1,2), X(1,2,3) respectively. The kernel sizes are σV = 50, σW =
50; σV = [50, 15], σW = 15; σV = [50, 15, 2.5], σW = 2.5 respectively. Panels (d-f)
show the paired registration results using the LDDMM surface registration, with kernel








































Figure 3.6: (a) The atlas (blue) and target (green) surfaces. (b) LDDMM surface reg-
istration σ2V = σ
2




W = 15. (d) MRA-
LDDMM surface registration σ2V = [100, 12, 5, 1], σ
2
W = [100, 12, 5, 1].
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Numerical Convergence of MRA−LDDMM
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Figure 3.7: (a) Plot of the cost functional evaluations for all four levels of the MRA-
LDDMM algorithm. (b) Plot of the magnitude of momentum vectors for the individual
resolutions. The x-axis contains the index of the vertices of the surface mesh.
the two surfaces due to their symmetry. There are, of course, other instances where
prior affine transformations are not well-suited to resolve. In this simulation, the MRA-
LDDMM algorithm (see Fig. 3.6), with the same small regularisation weight, is able
to alleviate the in-folding situation by using multiple kernels of different bandwidths.
Intuitively, the large kernel bandwidth takes over the duties of a large regularisation
term and ensures a smooth coarse deformation. Under the backdrop of an “underlying”
smoothness, the smaller kernels then mould the sharper edges of the deformed atlas
to match those of the box. Although four iterative registrations were required instead
of one, the overall computation time is still smaller, due to the arguments presented
before. In Fig. 3.7, we show the energy plot of the evaluations of E demonstrating
the numerical convergence of the MRA-LDDMM algorithm and the magnitude of the
momentum vectors on each of the four individual levels.
3.4.3 Simulation 3
In this simulation experiment, we tried two non-complement surfaces - an ellipsoid
and an actual subcortical surface (amygdala). As seen in the first row of Fig. 3.8,
the template (ellipsoid) is considerably far away from the upper left and right end of
the target (amygdala) in panel (b), and no discernible point correspondences could be
identified across the two surfaces. Using the LDDMM surface mapping [95], the SMS-
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Table 3.1: Computational parameters and time for simulation
Method N (r)f N
(r)
p σV σW t
MR1 20 12 200 150 3.19s
MR2 80 42 200,80 50 10.29s
MR3 320 162 200,80,20 15 55.67s
MR4 1280 642 200,80,20,5 1 475.24s
SMS1 1280 642 200 150 876.81s
SMS2 1280 642 80 50 1774.99s
SMS3 1280 642 20 15 2497.62s
SMS4 1280 642 5 1 477.38s
LDDMM 1280 642 5 150,50,15,1 3723.47s
Abbreviations: MR< r >: proposed multiresolution framework at level r;
SMS< r >: SMS-LDDMM framework at level r; N (r)f : # of faces;
N
(r)
p : # of vertices; σi: bandwidth of kernel ki.
LDDMM algorithm [110] and the proposed MRA-LDDMM framework, we tried to
map the template (red) to the target (black). The results are shown in Fig. 3.8. In this
simulation, we matched the common registration parameters in both frameworks; we
optimised the result for the LDDMM surface mapping by sequentially decreasing σW ,
and re-used the same parameters for both the proposed and SMS-LDDMM framework.
The detailed parameters are shown in Table 3.1.
From the results in Fig. 3.8(d-f), we observe that the LDDMM algorithm did not
register the deformed template to the two far ends of the target accurately. On the
other hand, the proposed framework provides a better match, as seen in Fig. 3.8(g-
i). Furthermore, the overall computation time is smaller than the LDDMM surface
mapping framework, as seen in Table 3.1. In addition, due to the incompatibility of
the two shapes, there is a tendency for a few points to be stretched unevenly from the
template to the far ends of the target. This phenomenon is not seen in the proposed
framework as the lowest level will match a ‘skeletal’ subset of mesh points (selected
based on the subdivision scheme) uniformly distributed across the surface. Subsequent
mesh points at higher resolutions would thus be spread out evenly and registered more
accurately to those of the target.





Figure 3.8: Comparison between proposed method and LDDMM. Panels (a-c) show
the two surfaces plotted in the same space. Panels (d-f) show the registration results of
LDDMM surface mapping. Panels (g-i) show the registration results of the proposed
method. Panels (j-l) show the registration results of the SMS-LDDMM method.
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(a) (b) (c)
Figure 3.9: Plot of the momentum values at time 0 (on surface A) for four different
resolutions. In the figures, the lowest level momentum vectors (yellow) are sparsely
distributed with the largest average magnitude.
As seen in Fig. 3.8(j-l), the SMS-LDDMM algorithm (see Appendix A.1 for de-
tailed description or original paper [110]), using sequential compositions of diffeomor-
phisms, is very much up to the task and produced visually satisfying registration re-
sults. Indeed, both the SMS-LDDMM and proposed MRA-LDDMM algorithms uses,
quite effectively, the same principle; a cascade of kernel bandwidths sequentially em-
ployed in a step-wise registration framework. There is, however, the diffeomorphisms
and deformable objects are treated differently in both frameworks. Importantly, SMS-
LDDMM generates a sequence of diffeomorphisms linked together via compositions,
while MRA-LDDMM integrates all the deformation fields across resolutions to pro-
duce a single deformation field and one final diffeomorphism. This is acceptable in the
SMS-LDDMM context since it was primarily developed to generate atlases. In MRA-
LDDMM, however, the additional step of integrating the set of deformation fields into
a single diffeomorphism from template to target would be advantageous from the point
of existing investigative, biological studies. In these studies, statistical inferences were
made from single diffeomorphisms from the same atlas (initial momentum vectors are
supported on the same template) to relate anatomical variations with biological obser-
vations or disease-related pathologies.
Another important advantage of MRA-LDDMM over the SMS-LDDMM lies in the
recognition of possible reduction in sampling density for the registration phases where
large kernel bandwidths are utilised. In the proposed algorithm, dramatic savings in
computation time can be achieved, as seen in Table 3.1. In comparison, the SMS-
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LDDMM framework does not alleviate the computation costs (see Table 3.1). When
the surfaces are large (or more densely sampled), the SMS-LDDMM framework may
become computationally untenable.
To further investigate the multiresolution characteristics of the proposed framework,
we plot the momentum vectors at time 0 on the template, as seen in Fig. 3.9. The largest
vectors (yellow), that were also most sparsely distributed, were the first level momen-
tum vectors. These vectors will register the low resolution surfaces to one another,
giving the template the general shape of the target, but without the high resolution de-
tails. The next 3 levels of registration have considerably shorter momenta vectors as
the general shape of the deformed template had already been determined. Instead, these
levels provide the fine-tuning required for the registration; if the lower resolutions are
well-matched, the subsequent deformations at high resolutions are small. This reduces
computation time at the costlier levels where there are more points. The overall effect
of the proposed framework is lower computation time with improved accuracy.
3.4.4 Real Datasets
In this section, we test the proposed algorithm on real datasets and compared the re-
sults against the LDDMM surface registration framework with cascading bandwidth
[95]. We evaluate both the computation time and mapping accuracy of the proposed
algorithm.
Fig 3.10 illustrates one of the cortical mapping results using the proposed method.
Both atlas and target surfaces have 10242 vertices and 20480 faces. Four resolution
levels were computed and they correspond to kernels of bandwidth σV = {25, 10, 5, 1}).
We visually compare the mapping results obtained using the two algorithms. For
fair comparison, the mapping procedure and parameters are the same, although the LD-
DMM surface mapping could only be applied to the finest level. We fix the KV kernel
bandwidth at σV = 1, which is the same as the finest level of the proposed approach.
We focus our discussion on the central sulcus registration result where evaluations can
be made with less ambiguity than other surrounding gyri and sulci. Comparing the two
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(a) (b) (c)
(d) (e)
Figure 3.10: An example of cortical surface mapping using the proposed algorithm with
time for the diffeomorphic flow was discretised into 30 steps. Panels (a, e) respectively
show the atlas and target surfaces, while panels (b,c) show the intermediate mapping
results (deformed atlas at time steps of 10 and 20) and panel (d) illustrates the deformed
atlas.
gyri banks of the central sulcus of both the template (Fig. 3.11a) and the first target
(Fig. 3.11b), the central sulcus of the template looks more ‘curvy’ than its counterpart
in the first target. During the registration, the curved part of the sulcus is squeezed and
collapsed between the straighter ends that closed in, resulting in undesirable in-foldings
as previously discussed. This phenomenon was observed for many surface registrations
from the same template to other targets. We show another example in Fig. 3.11f and
the blown up illustrations in Fig. 3.12a and 3.12c. From Fig. 3.12b, we observe that
the proposed algorithm resolves this problem by matching the coarser versions of the
two sulci at larger σV , allowing the general shape to be matched at lower resolutions,
before registering the details at higher resolutions. This allowed the sulci to straighten
itself out nicely to match its counterpart in the first and second target.
To evaluate the overall fit of the deformed atlas to the target surfaces, we aligned
the atlas to 40 cortical surfaces using the same mapping procedures as those introduced
about for both MRA-LDDMM and the LDDMM surface mapping. Table 3.2 lists the
parameter settings and the computational time averaged across the cortical surfaces. In
general, the time taken is much reduced. We also computed the average point-wise
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.11: This figure shows the comparison between the LDDMM surface mapping
and the proposed method for cortical surface registration. Each row corresponds to
one registration result from an atlas (in first Panels (a) and (e)) to a target (Panels (b)
and (f).) The third ((c) and (g)) and fourth panels ((d) and (h)) of each row are the




Figure 3.12: The figure shows a closer view of the region around the central sulcus
corresponding to the results from Fig 3.11. Panels (a),(c) and (b),(d) corresponds to
those from the LDDMM algorithm and the proposed method respectively. Black arrows
on panels (a) and (c) point out the locations with undesired inward-folding features.
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Figure 3.13: (a) Plot of the average distance of deformed atlas to the target surface for
the LDDMM surface registration method. (b) Plot of the average distance of deformed
atlas to the target surface for the MRA-LDDMM framework. (c) Plot of the normal
distribution fit of distance for both MRA-LDDMM (mean=1.1044, s.d.=±0.2709) and
LDDMM (mean=1.4892, s.d.=±0.2225) for surface registration.
Table 3.2: Average computational parameters and time for both methods
Method N (r)f N
(r)
p σV σW t
MR1 80 42 10 40 19.0581s
MR2 320 162 10,8 20 136.6730s
MR3 1280 642 10,8,4 20,15 2334.9s
MR4 5120 2563 10,8,4,2 15,10 8352.1s
MR5 20480 10242 10,8,4,2,1 10,5 23072s
LDDMM 20480 10242 1 40,20,15,10,5 94496s
Abbreviations: MR< r >: proposed multiresolution framework at level r;
N
(r)
f : # of faces; N
(r)
p : # of points; σi: bandwidth of kernel ki.
distances from the deformed atlas to the target surface for both methods. The results
and the normal distribution curves for the distances were shown in Fig. 3.13. Using
the two sample t-test, a preliminary evaluation shows that the proposed framework
had a significantly better fit (p-value < 0.01) as compared to the LDDMM surface
registration.
To further evaluate and quantify the accuracy of the registration, the mapping accu-
racy of the two methods were compared using Surface Alignment Consistency (SAC)
introduced in [97]. Using prior information such as delineated surface patches, the
SAC, given as
∑N
i=1(i − 1)n(i)/(N − 1)(Ntotal), measures the group surface registra-
tion accuracy of an algorithm such that the value increases with increasing accuracy.
















































Figure 3.14: Seventeen sulcal regions are illustrated on the atlas surface. Panel
(a) shows the delineated regions of the atlas. Panel (b) shows the Surface Align-
ment Consistency (SAC) for the LDDMM surface mapping and the proposed method.
Sulci regions 1-17 are respectively: Dorsal bank of Calcarine Sulcus(CaSd), Ven-
tral bank of Calcarine Sulcus(CaSv), Central Sulcus(CeS), Cingulate Sulcus(CiS),
Collateral Sulcus(CoS), Inferior Frontal Sulcus(IFS), Intraparietal Sulcus(IPS), Infe-
rior Precentral Sulcus(IPreCeS), Inferior Temporal Sulcus(ITS), Lateral Occipital Sul-
cus(LOS), Occiptal Temporal Sulcus(OTS), Parietal Occipital Sulcus(POS), Postcentral
Sulcus(PoCeS), Superior Frontal Sulcus(SFS), Sylvian Fissure(SF), Superior Precentral
Sulcus(SPreCeS), Superior Temporal Sulcus(STS).
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As given in the formula, N is the total number of subjects used, n(i) is the number of
points that were mapped correctly for i number of times and Ntotal is the total number
of nodes associated with the particular chosen sulcus.
We manually delineated seventeen sulcal regions on all the cortical surfaces (see
details in [109] and Fig. 3.14a). The SAC values for both methods are shown in Fig.
3.14b. For the proposed framework, SAC values for all 4 different resolutions are in-
cluded. As expected, the SAC values for prominent sulci such as the Central Sulcus,
Sylvian Fissure, Superior Precentral Sulcus and Superior Temporal Sulcus are generally
higher than the other sulci across the methods. Importantly, the SAC for the proposed
framework increases with the surface resolution such that by level 4 (and 5), the SAC
values are uniformly higher than those obtained using the LDDMM surface mapping
method across all seventeen sulci regions.
3.5 Conclusion
In this chapter, we introduced a coarse-to-fine algorithm for multiscale diffeomorphic
mapping for multiresolution cortical surfaces. Using the sum-of-Gaussian kernel, first
used for LDDMM mapping in [74], we showed that the proposed algorithm improves
alignment as compared to the LDDMM-surface framework while reducing the required
computational time. In addition, we alleviated known problems of in-folding occasion-
ally experienced during LDDMM surface registration.
Chapter 4
Frame-based Multiscale Kernels for
LDDMM Using Splines
In the previous chapter, we tackled the problem where deformable objects are sequen-
tially decomposed into multiresolution objects, which could then be correspondingly
deformed with the LDDMM framework using Gaussian kernels of suitable bandwidths,
σ. This multiscale kernel approach was achieved by adding together Gaussian kernels
of varying bandwidths and weighing them judiciously such that both smooth and sharp
variations could be captured within a single deformation map. In this chapter, we con-
tinue this train of thought by focusing on generic multiscale reproducing kernels that are
constructed from frames. For completeness, we provide a compiled executable in c++
for the LDDMM framework with the proposed kernels (http://www.bioeng.nus.edu.sg/cfa/).
4.1 List of Symbols
4.1.1 Symbols for LDDMM
• Ω: Ambient space for transformation.
• I: Grey-scaled image as a deformable object, I : Ω→ R. Itemp and Itarg refers to
template and target images respectively
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• gt: A spatial transformation, usually a time-dependent diffeomorphism on Ω.
• JDA: Data attachment term for LDDMM cost functional (dissimilarity metric).
• vt: Velocity/vector field at time t.
• (V , 〈·, ·〉V): A reproducing kernel Hilbert space for time dependent vector fields,
vt.
• K: A matrix-valued function, K : Ω×Ω→ Rd×d, reproducing kernel associated
with V . KS denotes reproducing kernel generated using Example 1, KF denotes
reproducing kernel using Example 2.
• µ: Weights for different terms of E.
• xn(t): Coordinates of vertex n at time t.
• m(r)t : Momentum at time t, mt =
∑N
n=1 αt(xn)⊗ δϕt(xn).
• αt(xn): Momentum vector of the nth point at time t.
• Hs(Rd): Sobolev space.
• E: LDDMM energy cost functional.
• DI ,Dγ ,DS: Dissimilarity functionals for data attachment term for images, curves
and surfaces respectively.
• C: Current.
• KW : Gaussian kernel for currents.
• µI , µγ , µS: Tunable weights corresponding to image volume, curves and surfaces
respectively.
• nγ , nS: Denotes the number of curves and surfaces.
• NI , Nxγi and NxSi: Denotes the number of points in the image, curve and surface
respectively.
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• ιs: Gradient descent step size.
4.1.2 Symbols for Frames
• φ: B-splines. φm denotes an univariate b-spline of order m.
• ψ: Spline-based wavelet functions. Ψ denotes a set of m functions {ψm` : ` =
1, . . . ,m} known as spline framelets.
• j, k: Indices that are associated with scaling and shifting of splines.
• (H, 〈·, ·〉H): Reproducing kernel Hilbert space equipped with an inner product.
H∗ denotes its dual space.
• ϕ: A frame of some Hilbert space, H. A family of vectors ϕ := {ϕi}i∈I , where
I is a countable index set and ϕi ∈ H. If i is already used, iˆ is used to denote an
alternative index, iˆ, i ∈ I.
• c: A set of coefficients, c := {ci}i∈I ∈ `2, paired to the elements of a given
frame.
• Tϕ: A synthesis operator associated with frame ϕ.
• T ∗ϕ: An decomposition operator (adjoint of Tϕ).
• R: Frame operator, s.t. R := (TϕT ∗ϕ)−1.
• ϕ: Dual frame of ϕ.
• e: The canonical frame coefficients, e := {ei}i∈I ∈ `2, paired to a given frame.
• RΩ: Set of all functions defined on Ω such that f : Ω→ R,, ∀f ∈ RΩ.
• δx: A continuous evaluation functional at the point x, denoted as δx : H → R :
δx(f) 7→ f(x). For Rd-valued functions, δax : f 7→ a · f(x), a ∈ Rd.
• λ: Weights paired with frame vectors.
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• τ : Masks for wavelet analysis. τ0 denotes the refinement mask for the scaling
function, τ`, ` > 0 denotes the wavelet masks.
4.2 Introduction
Following the discussion in Section 2.1, we consider the proposed kernels in the con-
text of the large deformation registration model (LDDMM). Our objective is to learn a
diffeomorphism g1 (note that the notation is changed to avoid conflicts with the popular
ϕ used for frames) such that JDA is minimized. To recap, g1 is the endpoint of a flow of
a time-dependent vector field vt : Ω → Rd, t ∈ [0, 1], and is modelled by the ordinary
differential equation (ODE) g˙t = vt(gt). Starting from g0 := IdΩ : x 7→ x, the ODE




Due to the ill-posedness of JDA, a regularisation term JR was included such that
E = JDA + µJR, (4.2.1)
where µ ∈ R+ is a tunable weight that controls the smoothness of the transformation.
Adding the regularisation term allows us to impose certain properties on the solution,
enabling us to find satisfactory transformations despite the ill-posedness of the problem.
As discussed in Section 2.1 and Chapter 3, we construct a reproducing kernel Hilbert
space (RKHS), (V , ‖·‖V), such that the time-dependent vector fields lives in V and
enjoys the properties therein. Under general conditions, a uniquely associated kernel of
the RKHS, known as the reproducing kernel, determines completely the corresponding
solution space V . In other words, specifying the kernel is equivalent to exerting a certain
assumption or prior information on the problem. The variational problem that we are
studying is then






where µ ∈ R+ is a tunable weight that controls the smoothness of the transformation
4.2. INTRODUCTION 67









where K : Ω × Ω → Rd×d, a matrix-valued function, is the reproducing kernel asso-
ciated with the RKHS V . As seen previously in Chapter 3, this equation connects the
momentum vectors αt with the velocity vt. In the case where the reproducing kernel
Hilbert space is of Rd-valued functions, butK : Ω×Ω→ R is a scalar-valued function,
K is multiplied with a d× d identity matrix.
As discussed in Section 2.3, a popular reproducing kernel for the LDDMM frame-
work is the Gaussian kernel. In the previous chapter, we have also discussed a mul-
tiscale extension of the Gaussian kernel in the context of LDDMM surface-based reg-
istrations. In this chapter, we propose the use of frame-based reproducing kernels as
an alternative to the Gaussian-based multiscale approaches for the variational prob-
lem (4.2.2) for LDDMM registration. By incorporating compact wavelet frames as the
generator functions, the resulting kernels would also possess the natural dyadic mul-
tiresolution structure that are found in wavelet analyses.
Wavelets have been utilised as the basis functions from which to construct repro-
ducing kernels [72, 107]. The chief utility of these reproducing kernels were to restrict
the solution space as an RKHS. In other words, the obtained solution would be in a
space spanned by the chosen set of wavelet bases, which was often generated by the
dilations and translations of a single mother wavelet. Such kernels, with multidimen-
sional properties, have been applied to regression and support vector machines (SVM)
models [106, 59, 33].
Wavelet based kernels have chiefly been used for SVM, wherein a kernel maps the
data from the input space into a linearly separable high-dimensional feature space, the
choice of the kernel is one of the major decisions that affects the effectiveness of the
model and the accuracy of its results. Such multidimensional kernels have been used
for classification purposes, ranging from hyperspectral remote sensing images [33] to
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fault diagnosis of rolling element bearings [59].
Specifically, from an input x and output y of a given set of examples, {(xn, yn), xn ∈
Rd, yn ∈ {−1, 1}, i = 1, . . . , N}, and some cost function C, the regularised cost func-





C(xn, yn, f(xn)) + λ‖f‖2H,
where f is the desired solution,H is the RKHS and λ is a regularisation parameter. The
SVM model using kernels has the familiar form
f(x) = sgn
(




where b∗ ∈ R, α∗n is the Lagrange multiplier, K is the chosen reproducing kernel
and could be Gaussian, polynomial, i.e. K(xi, x) = (〈xi, x〉 + 1)d or Sigmoid, i.e.
K(xi, xj) = tanh(γxTi xj + γ)
d.
In wavelet based SVMs, the kernel is constructed from wavelets. From a single
mother wavelet function ϕ, a family of functions is generated from translations and
dilations (using dilation and translation factor a, b ∈ R respectively), i.e.
















From the wavelet kernel equation, we see that the type of wavelet function from
which to construct the kernel is an important decision and would affect the properties
of the constructed RKHS. Some examples of wavelets used include the Haar wavelet,
Daubechies wavelets [29], Coiflets [64] and Symlets [29].
In this work, we consider tight wavelet frames that are built from compact b-splines
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and spline framelets [30, 76, 77], building on the reproducing kernel frameworks devel-
oped in [65, 108]. These wavelet frames have a natural dyadic multiresolution (MRA)
structure characterised by refinement and wavelet masks commonly used in wavelet
transforms and filter bank algorithms. These masks allow us to construct sets of com-
pactly supported wavelet frames, which will in turn be used to define reproducing ker-
nels with hierarchical, dyadic multiscale structure, as opposed to the sum-of-Gaussian
multiscale kernel where bandwidths have to be chosen or tuned. The chosen wavelet
frames are also known frames of Sobolev spaces [47], implying that the vector fields
will model spatial transformations as diffeomorphisms.
In this chapter, we will consider (i) multiscale kernels constructed via (ii) compact
wavelet frames of (iii) Sobolev spaces that are equipped with (iv) hierarchical multires-
olution analysis (MRA) structures. We demonstrate the feasibility of this approach with
two examples that exploit known relationships between b-splines and wavelet frames
to build new reproducing kernel Hilbert spaces (RKHS) from spline-based frames. The
first example can be roughly understood as combining compact and dilated b-splines in
a way akin to the sum-of-Gaussian of varying bandwidths. Due to their refinability, the
set of b-splines form a frame that provide the kernel a hierarchical multiscale structure.
In such an implementation, the compact b-splines, φ, are dilated iteratively according to
a pre-defined refinement mask between φ(·) and φ(2·). In the second example, we em-
ploy wavelet masks that generate compactly supported spline-based functions ψ(2·) in
a way similar to the wavelet transform. The collection of spline-based functions forms
a frame of a reproducing kernel Hilbert space, and can be modelled as a frame-based
reproducing kernel.
This chapter is divided into two large sections. In the first section, we give a detail
study of frame-based reproducing kernels, along with two examples involving wavelet
frames such as b-splines and framelets. We discuss properties of these reproducing
kernels with regards to their applicability to large deformation algorithms and their im-
plementation. In the last section, we evaluated the feasibility of the proposed framework
with an extensive set of simulations and experiments involving real brain images and
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incorporation into a whole brain 6D-LDDMM registration framework.
4.3 Building RKHS with multiscale properties using spline-
based frames
4.3.1 Preliminaries of Frame Theory
We first review several well-known results about frames [29, 76], which can be roughly
understood as an overcomplete basis. Given a vector living in a Hilbert space H, a
frame of H, denoted as ϕ, spans the vector through a linear summation of its frame
elements, which are not necessarily linear independent.
Let ϕ := {ϕi}i∈I be a family of vectors, where I is a countable index set and ϕi ∈
H. H is a Hilbert space with inner product 〈·, ·〉H. Let f ∈ H and c := {ci}i∈I ∈ `2.
We define a synthesis operator Tϕ and its adjoint decomposition operator T ∗ϕ such that




T ∗ϕ : H → `2(ϕ) : f 7→ {〈f, ϕi〉H}i∈I . (4.3.2)
Let Tϕ be bounded in a subspace of finitely supported sequences so that we may extend,
by continuity, to all of `2(ϕ), such thatϕ can be said to be a Bessel sequence. ‖Tϕ‖2H =
‖T ∗ϕ‖2H is referred to as the Bessel bound of ϕ. ϕ is a frame of (H, 〈·, ·〉H) if and only




|〈f, ϕi〉H|2 ≤ C2‖f‖2H (4.3.3)
holds for some C1, C2 such that 0 < C1 ≤ C2 < ∞. In this chapter, we work with the
assumption that T ∗ϕ is injective. Such frames are known as fundamental frames. When
C1 = C2, ϕ is known as a tight frame. When C1 = C2 = 1, ϕ is known as a supertight
or Parseval frame. Under special circumstances where Tϕ is also injective, ϕ is known
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as a Riesz basis.
Given a frame ϕ for (H, 〈, ·, ·〉H), the map
TϕT
∗




is known as the frame operator. It is continuously invertible, and we denote its in-
verse as R := (TϕT ∗ϕ)
−1. R is a self-adjoint operator, i.e. R = R∗. By definition,
T ∗ϕRf = {〈Rf, ϕi〉H}i∈I = {〈f,R∗ϕi〉H}i∈I = T ∗Rϕf , i.e. T ∗Rϕ = T ∗ϕR. At the same





−1 = T−1ϕ . This implies that T
∗
Rϕ is the right inverse of Tϕ
and TϕT ∗Rϕ(f) =
∑
i∈I〈f,Rϕi〉Hϕi = f . As seen in the last identity, Rϕ helps to
reconstruct any f ∈ H with the frames ϕ by first decomposing f into a set of specific
coefficients {〈f,Rϕi〉H}i∈I , known as the canonical frame coefficients. Rϕ is denoted
as ϕ and is known as the dual frame of ϕ. Every frame has a dual frame and every dual















The canonical frame coefficients {〈f, ϕi〉H}i∈I ∈ `2 have the smallest sum of
squares amongst all possible coefficients c ∈ `2, where c := {ci}i∈I , Tϕ(c) = f , i.e.










|ci − 〈f, ϕi〉H|2. (4.3.7)
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When the frames are tight, C1ϕi = ϕi. When the frames are Parseval, i.e. C1 = C2 = 1,
then ϕi = ϕi.
4.3.2 Review of Frame-based Reproducing Kernels
In this subsection, we will first recall the definition of reproducing kernels and repro-
ducing kernel Hilbert spaces. We will then consider general conditions for constructing
a reproducing kernel from frames. Next, we consider the properties of reproducing ker-
nels that are constructed from supertight/Parseval frames and focus on the strategy of
designing admissible kernels via a weighted sum of reproducing kernels.
Let RΩ be the set of all functions defined on Ω such that f : Ω→ R,∀f ∈ RΩ. For
any x ∈ Ω, a continuous evaluation functional at the point x, denoted as δx : H → R :
δx(f) 7→ f(x), associates every function f ∈ H with its value f(x) at the point x. Let
H be a subspace of RΩ with a norm ‖·‖H. The dual space ofH, denoted asH∗, contains
the continuous evaluation functionals of H and is equipped with ‖·‖H∗ , defined as in
[104]:
‖δx‖H∗ = max{δx(f) : f ∈ H, ‖f‖H = 1}.
We use the following definition of a reproducing kernel from the book [10]. A
symmetric function K : Ω × Ω → R is known as the reproducing kernel of H if and
only if K(·, x) ∈ H and the reproducing condition
f(x) = 〈f(·), K(·, x)〉H (4.3.9)
holds for all x ∈ Ω. A reproducing kernel Hilbert space (RKHS) is then simply a Hilbert
space equipped with a reproducing kernel. Alternatively, a Hilbert space (H, 〈·, ·〉H) is
an RKHS of RΩ if and only if all the linear evaluation functionals δx are continuous
on H ⊂ RΩ, or equivalently if ‖δx‖H∗ is bounded. It is useful to note that every
reproducing kernel is positive semidefinite and is associated with only one RKHS.
When (H, 〈·, ·〉H) is a Hilbert space of Rd-valued functions defined on Ω, we con-
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sider evaluation functionals δax : f 7→ a · f(x) that are linear and continuous ∀x ∈ Ω
and a ∈ Rd. We then have the reproducing condition
a · f(x) = 〈f(·), Kax(·)〉H
where Kax(y) = aK(x, y) for K(x, y) ∈ Rd×d. The matrix-valued function K : Ω ×
Ω→ Rd×d is then the reproducing kernel forH. In this work, we first consider a scalar-
valued function K : Ω× Ω→ R which is then used to generate a matrix-valued kernel
via multiplication with a d× d identity matrix. We thus make the simplification of only
discussing (H, 〈·, ·〉H) of RΩ. For the ease of notation, it can also be assumed that when
referring to Rd-valued functions, the output of scalar-valued kernels are converted to
matrices via multiplication with the identity matrix, though not explicitly stated.
Reproducing Kernels from Frames
We first consider the general conditions for constructing reproducing kernels from
frames. We show a fundamental result, first observed in [72]. For improved readability,
the proof is deferred to the Appendix (B.1).
Lemma 4.3.2.1. Let ϕ be a known set of frames for Hilbert space (H, 〈·, ·〉H). ThenH





Although we started with a set of known frames ϕ, it can be shown that every
finite set of vectors {ϕi}i∈I in a vector space equipped with an inner product is a frame
for the Hilbert space H := span{ϕi}i∈I [25]. Since every frame has a dual frame, we
immediately have an RKHS with a reproducing kernel of the form (4.3.10). However, in
general, dual frames may not have an analytical form [45], and could thus be difficult to
work with. Given the already heavy computations present in the LDDMM framework,
it is advantageous to deal only with tight frames or in situations where the dual frames
are known.
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We now consider a Parseval frame ϕ, i.e. ϕ = ϕ of a Hilbert space (H, 〈·, ·〉H).





The decomposition operator T ∗ϕ is an isometry betweenH and `2(ϕ), and
〈f, g〉H = 〈T ∗ϕ(f), T ∗ϕ(g)〉`2 =
∑
i∈I
〈f, ϕi〉H〈g, ϕi〉H. (4.3.12)
Conversely, this definition of the reproducing kernel also implies that ϕ is a Parseval
frame of (H, 〈·, ·〉H). We have the following result [65] (Appendix B.2):
Lemma 4.3.2.2. The reproducing kernel has the form in (4.3.11) if and only if ϕ is a
Parseval frame of (H, 〈·, ·〉H).
Parseval frames are harder to find, but kernels constructed from these frames have
interesting and useful properties. When ϕ is Parseval, the inner product 〈·, ·〉H is equiv-







e2i = 〈ei, ei〉`2 . (4.3.13)
This is true despite the surjectivity of Tϕ because e is the set of canonical coefficients
and is unique. This results directly in the following useful observation where the re-
producing kernel (4.3.11) ensures the `2 minimisation of the frame coefficients. For
improved readability, we defer the proof to the appendices.
Corollary 4.3.2.1. Given some f ∈ H, the reproducing kernel constructed from Parse-
val frames guarantees the `2 minimisation of the frame coefficients.
Proof. See Appendix B.3.
Lastly, we state another result that would be useful in the construction of new re-
producing kernels: The sum of reproducing kernels are reproducing kernels as well
[10]. To be precise, let K1 and K2 be reproducing kernels of spaces H1 and H2 of
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functions f1, f2 ∈ RΩ. Then K = K1 + K2 is the reproducing kernel of the space
H = H1 ⊕H2 = {f |f = f1 + f2, f1 ∈ H1, f2 ∈ H2} with the norm ‖·‖H defined by
‖f‖2H = min
(‖f1‖2H1 + ‖f2‖2H2 : f = f1 + f2, f1 ∈ H1, f2 ∈ H2) .
An example of a reproducing kernel constructed via summations is the sum of Gaus-
sian kernels. Another example is the sum of Riesz bases. For instance, let {ϕi′}i′∈I′ and
{ϕi′′}i′′∈I′′ be two sets of basis vectors andH1 := span{ϕi′}i′∈I′ ,H2 := span{ϕi′′}i′′∈I′′ .
Then K(x, y) :=
∑
i∈(I′∪I′′) ϕi(x)ϕi(y) is the reproducing kernel ofH := H1 ⊕H2 =
span{ϕi}i∈(I′∪I′′) with the norm
‖f‖2H = min
(‖f1‖2H1 + ‖f2‖2H2 : f = f1 + f2, f1 ∈ H1, f2 ∈ H2) .
In order to further constrain the characteristics or properties of a reproducing kernel
constructed via summations, we can match the kernels with appropriate weights. One
obvious example is the sum of weighted Gaussian kernels constructed for the LDDMM
framework in [84, 73]. In the next section, we match each of the kernel generators
ϕi with a weight λi to construct a reproducing kernel Hilbert space. Intuitively, these
weights are essential for controlling the smoothness of the kernels. Not unlike the sum
of weighted Gaussians, it makes sense to put stronger emphasis on the larger band-
widths to build a smoother function space. For specific examples provided in this chap-
ter, we borrow the result that certain conditions can be placed on the weighted Parseval
frames to produce functions that live in a Sobolev space of arbitrary smoothness [47].
We consider only the examples where {ϕi}i∈I are Parseval frames of a Hilbert space.
Weighted Frames and their Reproducing Kernels
A reproducing kernel K(x, y) =
∑
i∈I ϕi(y)ϕi(x), where ϕ is a Parseval frame of
(H, 〈·, ·〉H), can be extended to a more general form that admits a positive weight pa-
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rameter λi > 0 for ϕi,
∑











More generally, if the condition
∑
i∈I λi|ϕi(x)|2 < ∞ holds, than kernels of the form
(4.3.14) are positive semidefinite [79]. This implies that the modified reproducing ker-
nel is admissible and corresponds to a reproducing kernel Hilbert space.
We first consider a weighted `2 space, (`2,λ, 〈·, ·〉`2,λ), defined as
`2,λ :=
{
















Let Tϕ,λ be a mapping from the weighted `2 space into a new space of functions Hλ,
i.e. Tϕ,λ : `2,λ → Hλ : c 7→ f =
∑












Note that if Tϕ,λ is injective, then ϕ are linearly independent. In general, if ϕ is a set
of Parseval frames, ϕi are not linearly independent, i.e. for f ∈ Hλ, f =
∑
i∈I ciϕi =
c′iϕi, c 6= c′. Assuming that Tϕ,λ is not injective, let N denote the null space of operator
Tϕ,λ, N⊥ as the orthogonal complement of N and P⊥ as the projection into N⊥. It is
known that N is a closed linear subspace of `2,λ and P⊥(c)‖2`2,λ ≤ ‖c‖2`2,λ , i.e P⊥(c)
is the set of coefficients that minimises ‖c‖2`2,λ such that Tϕ,λ(c) = Tϕ,λ(P⊥(c)) = f .
This implies that given two functions f = Tϕ,λ(c) and g = Tϕ,λ(c′), we can define an
inner product forHλ
〈f, g〉Hλ := 〈P⊥(c), P⊥(c′)〉`2,λ , (4.3.18)
a well-defined inner product that is symmetric and bilinear. Clearly, 〈f, f〉Hλ = 0 if and
only if f = 0. Since N⊥ is a closed linear subspace of `2,λ and Tϕ,λ, when restricted to
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N⊥, is an isometric isomorphism between Hλ and N⊥, then (Hλ, 〈·, ·〉Hλ) is a Hilbert
space. We have the identity ‖f‖Hλ = ‖P⊥(c)‖2`2,λ = min‖c‖2`2,λ and the following
corollary, as shown in [65].
Corollary 4.3.2.2. (Hλ, 〈·, ·〉Hλ) is a reproducing kernel Hilbert space with the repro-
ducing kernel, Kλ, as defined in (4.3.14).
Proof. See Appendix B.4.
Importantly, P⊥(c) can be easily computed with the reproducing kernel (4.3.14),























where e := {ei}, ei =
∑N


















This implies that e ∈ N⊥ and e = P⊥(c), i.e. e are the canonical frame coefficients.
Such weighted Parseval frame-based reproducing kernels were recently used in sup-
port vector machines (SVM) [108] and curve and surface fitting problems [66]. As
shown in these applications, the value of λ will affect the performance of the kernels
as they constrain the solution space differently. We will revisit this problem in the later
sections where we borrow the results in [47, 66] to constrain λ such that the {√λiϕi}i∈I
are frames of Sobolev spaces.
4.3.3 Spline-based Multiscale Reproducing Kernels
In this subsection, we will introduce spline-based Parseval frames that are imbued with
multiscale properties. Using these frames, we first present two examples of multiscale
78 CHAPTER 4. FRAME-BASED MULTISCALE KERNELS FOR LDDMM
kernels that give us a natural dyadic multiscale result. Next, we show that the pro-
posed spline-based frames have a multiscale structure that incorporates a computation
algorithm across the different scales. Lastly, we consider the conditions such that the
associated Hilbert spaces are Sobolev spaces of arbitrary smoothness.
Example 1
This example was first proposed in [65]. Let φmj,k := 2
jd/2φm(2j · −k), where φm is
an univariate b-spline of order m, λj > 0,
∑
j∈Z|λj| < ∞, j ∈ Z, k ∈ Zd represent
scaling and shifting indices respectively. Then {√λjφmj,k}j,k is a supertight frame of the
Hilbert space (B, 〈·, ·〉B)
B =
{











































The detailed construction of Example 1 is included in Appendix B.5.
Multiscale Interpretation of KS































The solution is a weighted sum of functions vt,j , where each vt,j belongs to the shift-
invariant subspace Vj ⊂ L2(Rd), Vj = span{φm(2j − k)}, and can be constructed with







We now consider the coefficients e∗j,k := λj2















j,k}j,k is a Parseval frame of (B, 〈·, ·〉B),
e∗j,k also minimises ‖e‖2`2,λ′ for all other possible coefficients e ∈ `2,λ′ [65].
Example 2
Let φm be the centred b-spline of order m as defined in (B.5.1) for d = 1. φm forms
an MRA, {Vj}j∈Z of L2(R). Then the set of m functions Ψm = {ψm` : ` = 1, . . . ,m}
defined (in the Fourier domain) as










is a set of generators for a wavelet system X(Ψm) := {ψmj,k,` := 2j/2ψm` (2j · −k) :
1 ≤ ` ≤ m; j, k ∈ Z}. X(Ψm) ⊂ L2(R) is a fundamental tight frame in L2(R)
that is constructed from the above MRA [77]. We refer to the generators Ψm as spline
framelets. Then the reproducing kernel for (L2(R), 〈·, ·〉F ) can be defined as

















〈f, ψmj,k,`〉F 〈g, ψmj,k,`〉F . (4.3.24)
The detailed discussion of Example 2 with regards to its construction, multiresolution
interpretation and extension from L2(R) to L2(Rd) are in Appendix B.6.
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Weights and Frames of Sobolev Space




‖vt‖Vdt <∞ so that the modelled transformation can be a diffeomorphism. The
number of derivatives s required in the Sobolev space norm to dominate the sup-norm
in C10 is s > d/2 + 1 [44].
We now borrow a useful result from [47] which gives the specific conditions on




j,k}j,k (Example 1) is also a frame of a Sobolev space, Hs(Rd).
For s ∈ R, we define the Sobolev space Hs(Rd) as a space consisting of all tempered






|fˆ |2(1 + ‖ξ‖22)sdξ <∞. (4.3.25)
As shown in [47], the wavelet system {2j(d/2−s)φm(2j · −k) : j ∈ Z, k ∈ Zd} is a
wavelet frame in Hs(Rd) for all 0 < s < m − 1/2. The upper bound of s is the




−js. In other words, the solutions v∗ obtained via the reproducing
kernelKS lives in the Sobolev spaceHs(Rd), and a good value for s can be obtained by
increasing the order m of the b-spline. By carefully choosing λj , a level of smoothness
can be imposed on the vector fields. In this work, we set s ≥ 3, and used b-splines of
order m = 4.
A wavelet frame of L2(R) can be converted to a frame for Sobolev spaces as long as
appropriate weights are chosen [80]. Consider an equivalent wavelet system of Example
2 where j is truncated below at 0 and replaced with the scaling function φm0,k. Let the
spline framelets ψmj,k,` be weighted such that ψ
m,s
j,k,` := 2
−jsψmj,k,` and let KF,s denote the
new kernels using ψmj,k,`. In other words, we use {φm,Ψm,s} as the generators of the
new wavelet system X(φm,Ψm,s) := {φm : k ∈ Z}∪{ψm,sj,k,` : j ∈ N∪{0}, k ∈ Z, 1 ≤
` ≤ m}. Then for m/2 < s < m− 1/2, there exists positive constants C1, C2 such that
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|〈f, ψm,sj,k,`〉Hs(R)|2 ≤ C2‖f‖2Hs(R).
The spline framelets that form the reproducing kernel KF,s also generate solutions that
live in the Sobolev space Hs(Rd). For KF,s, we also set s ≥ 3, and used b-splines of
order m = 4.
Note that the admissibility of similarly weighted framelet kernels of the form KF,s
was also shown in [108]. Because there were no restrictions on the smoothness of the
RKHS, the weights were not restricted to λj = 2−2js but only had to be strictly positive.
Since we will only use the weighted framelet kernels, we simply write KF,s as KF .
Asymptotic properties of b-splines and spline framelets
In this section, we briefly relate the asymptotic properties of b-splines and spline framelets
in Example 2. It is well-known that normalised b-splines are point-wise close to the









2 as m → ∞. From this point of view,
the utilisation of b-spline kernels can be understood as an approximation to the multi-
scale weighted Gaussians.
Interestingly, the spline framelets ψm` , 1 ≤ ` ≤ m, can, in turn, be shown to con-













Specifically, let Gm` :=
d`
dx`









From the asymptotic point of view, the use of spline framelet kernels can be interpreted
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as an approximation to the multiscale weighted Gaussian derivatives.
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4.3.4 Computation of Spline-based Kernels
In this section, we detail the computation of spline-based kernels, with specific refer-
ence to Examples 1 and 2. We will utilise the refinement masks and wavelet masks
commonly employed for the MRA framework in wavelet analyses.
Refinability of b-splines and spline framelets


















For a b-spline, φm, as defined in (B.5.1), we denote its refinement mask as τ0 ∈ `2(Z).









In Example 2, the set of spline framelets Ψm form a tight wavelet frame from the
multiresolution analysis generated by scaling function φm. From the definition of spline
framelets in (4.3.22), we can, likewise, rewrite (4.3.22) into the form [30, 77]
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In Fig. 4.1, we plot the spline framelet for m = 4 constructed using the τ as worked out
in (4.3.32). As seen in Fig. 4.1, the spline framelets are indeed compact and symmetric
(or assymmetric). Having the closed form sequences τ := {τ0, . . . , τm} implies that the
span of the b-spline and spline framelets can be iteratively and dyadically expanded, as
is the case in wavelet transforms.





















Figure 4.1: Plot of Ψl.
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Derivatives of Spline-based kernels
In this section, we derive explicitly the derivatives of spline-based kernels, which are
required for the gradient descent algorithm used in LDDMM optimisation. We show
that the same refinement and wavelet masks can be used to iteratively produce the kernel
derivatives for splines of different scales. Without loss of generality, let λi = 1,∀i ∈ I
such that K(x, y) =
∑
i∈I ϕi(x)ϕi(y), x ∈ Ω ⊆ Rd.
We first recall the recurrence formulas for b-splines and their derivatives. Let the
univariate b-spline of orderm, denoted as φm, be defined over a domain [t0, tµ], m < µ.
The points where x = tk, tk ∈ [t0, tµ], x ∈ R, t0, tk, tµ ∈ Z are known as knots. We
denote the discrete shifts of φm as φmk := φ
m(· + tk). We can construct the m-order
b-splines using the following recursion formula:
φ1k(x) : =

1 if tk ≤ x ≤ tk+1
0 otherwise
(4.3.33)



















Using the above recurrence formulas, we can compute b-splines and their derivatives
efficiently. Note that any spline function of order m on a given set of knots can be
expressed as a linear combination of b-splines of order m. Since the refinement and
wavelet filters τ := {τ0, . . . , τm} are weights on discretely shifted b-splines, we have a













By convolution of a b-spline with the appropriate filter, we can compute all the b-splines
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and spline framelets recursively, from one scale to another. Likewise, the b-spline
derivatives and spline framelet derivatives can also be recursively computed across
scales by convolution of the same filters with the b-spline derivatives. We defer this
discussion to the next subsection.
We now give the general form of the kernel derivatives for Ω ⊂ Rd, d > 1 where
x := [x1, . . . , xd] ∈ Ω is a d-dimensional vector. Let ϕi denote a compactly supported
d-dimensional b-spline or spline framelet as constructed from Examples 1 and 2 and i ∈





q) where ϕqi is a one-dimensional
spline framelet or b-spline taking in values from dimension q. The derivative of ϕi













The derivatives can thus be computed separately and simultaneously in d directions. As
an example, the first order derivatives of the generic spline kernel of the form (4.3.11)





































Relationship across Scales for Spline-based Kernels and their derivatives
We now show a computation scheme applicable to spline kernels proposed in both Ex-
amples 1 and 2, using the refinement and wavelet masks. It is an extension of the
framework in [29, 30, 66] where the canonical frame coefficients of b-splines {φmj,k}k∈Z
of different levels j can be obtained recursively in a fashion similar to the MRA frame-
work for wavelet transforms.
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Assume that the kernels are computed for empirically determined bounds jmin ≤
j ≤ jmax. For simplicity, let d = 1. Consider also, the appropriately weighted masks,











Assume that we have a finite number of points x := {xn : n = 1, . . . , N, xn ∈ Ω ⊂ R},




jxn − k), 1 ≤ ` ≤ m and cj,k,0 :=
∑N
n=1 α(xn)φ
m(2jxn − k). Then





















This identity implies that once cjmax,k,0 is computed, we can compute the rest of cj,k,0,
j < jmax via a convolution of cj+1,k,0 with refinement mask τ0, followed by a dyadic
downsampling. Using the same identity, we can then repeat the convolution of cj+1,k,0
with the wavelet filters τ`,k, 1 ≤ ` ≤ m, followed by a dyadic downsampling to obtain
cj,k,` for various levels or js. Given cj,k,` for all j, k and `, we can then compute the
associated solution vt given a sequence of α(xn). To see this, recall from the multiscale














The extension to the multiscale interpretation ofKF follows easily and bears the similar















It is also easy to see that the first order derivatives of φm and ψm` can be written into the
same form as (4.3.38) (see section 4.3.4). Using the same masks {τ`}`∈{0,1,...,m}, and



















where 0 ≤ ` ≤ m, ψm0 := φm. The convolutions involving different ψm` can be car-
ried out independently to take advantage of the recent advances in parallel computation.
These results can be readily extended to d > 1. As noted in section 4.3.4, each direc-
tional derivative involves only the derivative of the corresponding ψm` . In the pseudo-
algorithms below, we give explicitly, the algorithms used to compute KSα, KFα and
Dxv for d > 1.
Pseudo-Algorithm 1 for evaluating v = KSα
Let x = (x1, . . . , xN), xn = (x1n, x
2
n, . . . , x
d
n)
T , where n = 1, 2, . . . , N denotes the
spatial discretisation. q = 1, 2, · · · , d indexes the dimension of the spatial domain, i.e.
xq = (xq1, x
q




j ∈ 2−jZ denote the discrete shift at scale j, dimension q,
s.t. kqj ∈ [zql , zqh], zql := bminn xqnc −m, zqh := dminn xqne+m.





(xqn), jmin ≤ j ≤ jmax, 1 ≤ q ≤ d
and concatenate the α such that α := (α1, . . . , αN)T .
We denote the dyadic downsampling by ↓2.




(xq) for all 1 ≤ q ≤ d, kqj ∈ Z : kqj ∈ [zql , zqh]
Step 2: Using refinement mask τ0, compute iteratively with decreasing j, the convolu-
tion of τ0 with φmj,kqj (x
q), along kqj ∈ 2−jZ : kqj ∈ [zql , zqh].










Step 3: Compute the tensor product of the frames between dimensions for {φm
j,kqj
}kqj ,
q = 1, . . . , d, k′j = (k
1










Step 4: Compute frame coefficients for jmin ≤ j ≤ jmax.
A← λjφm,dj,k′j (x)α
vj ← φm,dj,k′j (x)
TA
Step 5: v ←∑jmaxj=jmin vj
Pseudo-Algorithm 2 for evaluating v = KFα
We use the same notations as defined in Pseudo-Algorithm 1. We index the spline
framelets using `, such that `′ := {(`1, . . . , `d) : 0 ≤ `1, . . . , `d ≤ m, `′ 6= (0, . . . , 0)}.













where k′ and `′ are indices after tensor product and jmin ≤ j ≤ jmax.




(xq) for all 1 ≤ q ≤ d, kqj ∈ Z : kqj ∈ [zql , zqh]
Step 2: Using refinement and wavelet masks τ` : 0 ≤ ` ≤ m, compute iteratively with
decreasing j, the convolution of τ` with ψmj,kqj ,0(x












Step 3: Compute the tensor product of the frames between dimensions for k′j = (k
1
j , . . . , k
d
j )










Step 4: Compute frame coefficients for jmin ≤ j ≤ jmax.
A← λjψm,dj,k′j ,`′(x)α
vj ← ψm,dj,k′j ,`′(x)
TA
Step 5: v ←∑jmaxj=jmin vj
Pseudo-Algorithm 3 for evaluating Dxv for KS and KF
We use the same notations as defined in Pseudo-Algorithm 1.




(xq) and Dxqφmjmax,kqj (x
q) for all 1 ≤ q ≤ d, kqj ∈ Z : kqj ∈




Step 2: Using refinement mask τ0, compute iteratively with decreasing j, the convolu-
tion of τ0 with φmj,kqj (x
q) and Dxqφmj,kqj (x












































Step 3: Compute the tensor product of the frames between dimensions for {φm
j,kqj
}kqj ,
p, q = 1, . . . , d, k′j = (k
1














If computing KF , also compute for wavelet masks τ` : 1 ≤ ` ≤ m and `′ =














Step 4: Compute frame coefficients for jmin ≤ j ≤ jmax.
A← λjDxpφm,dj,k′j (x)α
Dxpvj ← φm,dj,k′j (x)
TA
If computing KF ,
A← λjDxpψm,dj,k′j ,`′(x)α
Dxpvj ← ψm,dj,k′j ,`′(x)
TA




4.4 LDDMM Registration with Frame-based Kernels
In this section, we give the implementation details of the proposed kernels in relation
to the LDDMM framework. We will use the gradient descent algorithm (under the
Hamiltonian formulation as seen in Chapter 2). For most of the experiments (Experi-
ment 1-4), we will use intensity images as deformable objects, along with the sum-of-
squared intensity difference cost functional. As will be seen in the Experiment 5, the
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proposed kernels can also be applied to an integrated whole-brain registration frame-
work where anatomical features, such as gyral/sulcal curves and surfaces, are combined














µγiDγi(g1 · γitemp, γitarg) +
nS∑
i=1
µSiDSi(g1 · Sitemp, Sitarg), (4.4.1)
where vt(·) =
∑N
n=1K(·, xn)αt(xn). nγ and nS denotes the number of incorporated
curves and surfaces respectively. In this chapter, we use gt to denote the diffeomorphic
group action and µ, µl, µγi , µSi are tunable weights corresponding to the regularisa-
tion term, image volume, curves and surfaces respectively. When only intensity-based
volumes were used, µγi = µSi = 0. As before, the momentum mt takes the form
mt = αt(·) ⊗ dx such that 〈mt, v〉L2 =
∫
Ω
αt(x) · vt(x)dx and αt(x) denotes the mo-
mentum vector at location x and time t. Note that the cost functional is similar to the
one described for surfaces in Chapter 3 when R = 1, except for two other dissimilarity
measures for image volume and curves. In addition, instead of using K as the Gaussian
kernel, we will do a modular replacement with our proposed kernels KS and KF .
We note that the first regularisation term can be equivalently expressed in terms
of mt, as seen in Chapter 3. However, because of the inclusion of image volume and
curves, we take a closer look at its discrete form as seen below. We first express the
metric distance in the discrete form as follows:
Let xn(t) denote the coordinates of vertex n at time t and αt(xn) as its momentum








αt(xn) ·K(xn(t), xm(t))αt(xm)dt. (4.4.2)
For the image case, we consider the template Itemp and Itarg as functions defined over
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Ω and the images are represented with discrete regular grids. However, as described
in [32], curves and surfaces are discretised over irregular grids. To reconcile the two
discretisations, the ambient space Ω is considered to be the union of regular grid on
images, (xln)
NI













We used NI , Nxγi and N
x
Si to denote the number of points in the image, curve and
surface respectively. The ambient space Ω is thus expressed using a finite number of














We now describe the definitions of Dl, Dγi and DSi . As noted before, DSi corresponds
to the surface matching functional described in Chapter 3 and its gradient with respect to
xn(1) is fairly straightforward and described in [95]. The same currents framework was
used to define the curves for Dγi by replacing the triangular meshes in the surface with




n=1 and γtarg := (ym)
Ny
γi
m=1 respectively. A curve γ
i








where cn := (xn+1+xn)/2 andw(cn) := xn+1−xn. The metric for curves,D(γitemp, γitarg),

































TKW (cp, co)w(co). (4.4.3)
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The kernelKW is the Gaussian kernel and corresponds to the reproducing kernel Hilbert
space for currents (see details in Chapter 3). The full derivation of the gradient of Dγi
with respect to xn(1) can be found in [43].
For image registration, we consider grey-scaled images I as functions I : Ω → R.
We adopt the sum-of-squared intensity differences cost functional used in [9, 32], given
as:
Dl(g1 · Itemp, Itarg) := ‖Itemp ◦ g−11 − Itarg‖2L2 . (4.4.4)
The gradient with respect to xn(1) is straightforward and could be found in [9].
We summarise the above discussion into the following corollary:
Corollary 4.4.0.1. The augmented cost functional for the LDDMM implementation us-













µγiDγi(g1 · γitemp, γitarg) +
nS∑
i=1
µSiDSi(g1 · Sitemp, Sitarg),
where vt(·) =
∑N
n=1 KV (·, xn)αt(xn).
The gradient ofE with respect to momentum αt with metric given by matrixKV (xt,xt)
with time t is of the form









and Mst is the solution of the homogeneous differential equation







i=1 µSiDSi(g1 · Sitemp, Sitarg).
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Proof. The proof follows closely the derivation of the Hamiltonian formulation (Sec-
tion 2.1) to minimise the cost functional (4.4.1) with respect to mt. The details of the
proof are in the Appendix.
4.4.1 Numerical Implementation for LDDMM Optimisation
We used the gradient descent method of the Hamiltonian formulation (see Chapter 2)
to minimise the cost functional (4.4.1) with respect to mt [32]. This optimisation al-
gorithm uses the same strategy as the single-scaled surface matching registration in
Chapter 3, although a different kernel was used in this case. For equations involving
kernel evaluations, we make cross-references to the pseudo-algorithms described in the
previous section. We update E and its gradient∇E using the following steps:
Pseudo-Algorithm for Gradient Computation








At each time t, the kernel is evaluated (K can be either KS or KF ) by running either
Pseudo-Algorithms 1 or 2, so as to compute the velocity fields v(t) = Kαt. Then eval-
uate E from (4.4.1).































∇2K(xm(t), xn(t))αt(xn)(αt(xm) + ηt(xm)), (4.4.6)
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where ∇i denotes the gradient with respect to the ith variable. At each time point in
the backward integration, the gradient Dxv = DxKα can be computed using Pseudo-
Algorithm 3.
Step 4: Compute the gradient using
∇E(t, xn) = 2αt(xn) + ηt(xn). (4.4.7)
Step 5: Update the new αt(xn) using αt(xn) ← αt(xn) − ιs(∇E(t, xn)), where ιs is
some predetermined gradient descent step size.
Alternative Kernel Implementation using Fast Fourier Transform
For the computation of whole brain registration where the number of points is large,
the kernel evaluation is extremely costly. This is true for both the Gaussian and the
proposed kernels. We follow the work in [36] where a numerical kernel was defined to
use the Fast Fourier Transform (FFT). Since the FFT only works on regular grid, the
momentum is first extrapolated onto the regular grid, before its convolution with the
proposed kernels using FFT. The result is then interpolated back to its original points in
Ω.
The Fourier transform (denoted as F) implementation of the proposed kernels is
straightforward despite the number of different frames and scales involved. Since the
Fourier transform is a linear operation, each scale can be computed separately and then
summed together. Specifically, for the convolution of the b-spline, φm,d(zn), withα, let
z := {zn}Nn=1 and φm,d(zn) :=
∏d
q=1 φ
m(zqn), n = 1, . . . , N ,
F(φm,d(zn) ∗α) = F(φm,d(z))F(α). (4.4.8)
To compute the Fourier transform for KF , we repeat the procedure for KS , but com-
pute for `′ = {(`1, . . . , `d) : 0 ≤ `1, . . . , `d ≤ m, `′ 6= (0, . . . , 0)}, ψm,d`′ (zn) :=










F(ψm,d`′ (zn) ∗α) = F(ψm,d`′ (z))F(α). (4.4.9)
On the regular grid, the derivatives of the kernel can be approximated using finite dif-
ferences techniques on the grid. For computational efficiency, the Fourier transforms
of the splines are pre-computed prior to the optimisation. This implies that under the
FFT implementation, all of the kernels (Gaussian, sum-of-Gaussian, KS or KF ) takes
the same amount of time to complete one iteration of the gradient descent algorithm.
4.5 Results and Discussion
In this section, we test our proposed kernels with the LDDMM registration algorithms
as proposed in [9, 32].
We begin with image registration using grey-scaled images I where the cost func-
tion is given as JDA = ‖Itemp ◦ g−11 − Itarg‖2L2 . It is important to note that comparison
and evaluation of image registration algorithms are often difficult; perhaps the most im-
portant caveat is that each registration method has its own preferred similarity measure,
regularisation algorithm, transformation model, assumptions and optimisation strategy.
Since this chapter introduces not a new registration framework but merely a new kernel,
it is best tested against other LDDMM implementations; this would allow us to use ex-
actly the same similarity measure, transformation model, assumptions and optimisation
strategy. However, the optimal results would still be very dependent on a set of well-
determined parameters/settings. Particularly for the LDDMM framework, the size of
the kernel bandwidth will often affect the final deformation results. The tuning process
is more difficult when more than one kernel is used, i.e. sum-of-Gaussian implementa-
tion; apart from the actual number of kernels utilised, their relative weights have to be
taken into consideration as well.
To tune the single bandwidth Gaussian kernel, we decrease the value of σ in fixed
intervals across a pre-determined range and the optimum bandwidth was determined by
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comparing values of the cost functional JDA. To evaluate the sum-of-Gaussian kernel in
[74], we downloaded the implementation from
http://laurent.risser.free.fr/uTIlzReg/menu uTIlzReg.html. We use the recommended
parameters whenever available, though the range of the Gaussian bandwidths had to
be tuned empirically. For the proposed kernels KS and KF , we set the parameter
λ = 2−2js, s = 3, for a spline order of m = 4. The wavelet and refinement masks
used were as shown in (4.3.32).
For fair comparison, we try to keep the regularisation weights and other optimisation
criterion constant across different kernels. For the sum-of-Gaussian implementation
where a provided software was used, we retained the default convergence criterion and
gradient descent step sizes.
To determine the bounds jmin and jmax, the upper bound jmax was initially fixed at
either 0 or 1, while a line search was performed for the lower bound jmin. Empirically,
we observed that the optimum lower bound is often either -4 or -3, depending on the
size of the image. We illustrated the effects of varying jmin < j < jmax by fixing the
KS kernel at a single scale j = jmin = jmax that varies j from -4 to -2. The simulated
template and target were as shown in Fig. 4.2. As seen from Fig. 4.2c to 4.2e, where the
scale of the b-spline (order 4) used decreases from -2 to -4, the extent of the deformation
spreads further away from the centre of the image. This is expected as the support of
the b-spline increases, allowing the kernel to extend its resulting influence to points that
were much further away.
Experiment 1. To examine the effectiveness of the multiscale principles incorpo-
rated in KS and KF , we simulated a set of two simple toy images that were known to
create problems for the single bandwidth Gaussian kernels. We compared the results
between the Gaussian kernel and the two proposed kernels.
Experiment 2. In this experiment, we ran the image registration algorithm on a
set of 2-D silhouette images from [88]. The images are available online and down-
loadable from http://www.dabi.temple.edu/ shape/MPEG7/dataset.html. These binary
images differ from Experiment 1 in their additional complexity. We ran all four kernels
98 CHAPTER 4. FRAME-BASED MULTISCALE KERNELS FOR LDDMM










































Figure 4.2: Simple simulation for visualisation of kernels of different scale. The kernel
used here is KS , with a b-spline of order 4. (a) Template Image (b) Target Image (c)
g1(x) for jmin = jmax = −2 (d) g1(x) for jmin = jmax = −3 (e) g1(x) for jmin = jmax =
−4.
(Gaussian, sum-of-Gaussian, KF and KS) on these binary images and evaluated them
both visually and quantitatively with the final value of JDA.
Experiment 3. In this experiment, we evaluated the feasibility of our kernels in ac-
tual brain registration. We used all four kernels and ran the LDDMM image registration
using a total of 100 OASIS brain images.
Experiment 4. In this experiment, we evaluated the LDDMM image registration
algorithm (using the proposed kernels) against the non-rigid registration frameworks
tested in Klein et. al, 2009 [55]. We use the same preprocessed datasets as detailed in
[55] and follow the same quantitative evaluation procedures.
Experiment 5. In this final experiment, we demonstrated the adaptability of the pro-
posed kernels in existing whole brain registration frameworks that often involve prior
or simultaneous gyral/sulcal curve and cortical surfaces registration. We incorporated
the proposed kernels into the 6D-LDDMM whole brain mapping algorithm [32] and
compared the segmentation accuracy of pre-labelled cortical regions against the origi-
nal Gaussian kernel. The T1-weighted images for the fourth and last experiment were
obtained from the Internet Brain Segmentation Repository (IBSR, Center for Morpho-
metric Analysis at Massachusetts General Hospital) and treated with the whole brain
mapping procedure as detailed in [32].
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4.5.1 Experiment 1: Toy Example
To illustrate clearly the effects of a multiscale spline-based kernel (KS and KF ), we
simulated a set of two images Itemp and Itarg that is traditionally difficult to register
using a single Gaussian kernel. Itemp is a square and Itarg is an image that contains an
underlying affine transformation of a square alongside a highly localised expansion on
the top edge. None of the registration results using the Gaussian kernels were visually
satisfying (see Fig. 4.3); when σ is small σ = 3, the deformed template loses its
square shape and conversely when σ is increased, the deformed template regains its
square shape but loses the protrusion on the top edge. As expected, the Gaussian kernel
with a single bandwidth does not work well with transformations that are inherently
multiscale.
To examine the effectiveness of our proposed kernels, we repeated the registration
with KF and KS . For both KS and KF , the jmin was fixed at −3 so that the underlying
support is big enough to model the affine transform. We vary jmax from −2 to 3 and
plot the scatterplot of the energy functional (JDA) for the last iteration (see Fig. 4.4)
along with the varying single bandwidth of the Gaussian kernel. The smallest JDA are
6.2158e-04, 8.9195e-04, and 0.1907 for the KF , KS and Gaussian kernels (σ = 8)
respectively. In both cases, the deformed templates resembles the desired target image,
validating the potential of a multiscale spline-based kernel approach (see Fig. 4.3).
4.5.2 Experiment 2: Silhouette 2-D Images
In this subsection, we tried registering a set of silhouette images using the intensity
cost function under the LDDMM framework. The objective of this experiment is to
demonstrate the usefulness of a multiscale approach, particularly for more complex
pair of images where the deformation involves more than one characteristic scale.
We first compared our proposed kernels to the single bandwidth Gaussian kernel
under the same optimisation conditions. The regularisation weight was set to a value of
0.001 and the algorithm was ran for a maximum of 500 iterations.
For each set of images, we fix the parameters for both KS and KF at jmin = −4 and
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(c) σ = 3
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Figure 4.3: A simulation of a deformable diffeomorphic image matching algorithm
using different kernels. Panels (a) Template Image, (b) Target Image, (c,e,g) Deformed
grid points using Gaussian kernels, (d,f,h) Deformed template using Gaussian kernels.
Panels (i,j) and (k,l) shows the deformed grid points and deformed template using KS
and KF respectively. For KS and KF , jmin = −3, jmax = 3.
jmax = 1 with a fourth order b-spline. Although jmin and jmax can be further tuned to
decrease the optimised energy of the cost function, it is not necessary to do so as the
results are already reasonably good. On the other hand, the Gaussian kernel requires
more work as each set of images requires a different bandwidth. We increased σ itera-
tively by choosing them from a set of bandwidths, fixed at 2, 5, 10, 15, 20 pixels. Due to
space considerations, we choose to show only two of these single bandwidth Gaussian
registration results, where at least one of them was found to have converged with the
smallest energy.
In all of the examples below, the proposed kernels outperform the single bandwidth
kernels, both visually and quantitatively, i.e. the optimisation algorithm converges with
a smaller energy. In simple registrations such as the watch and rat examples, there
are negligible differences with regards to the deformed templates, though the proposed
kernels often have energies that are 2 orders of magnitude smaller. In more difficult reg-
istrations such as the fan, hammer and octopus, where several scales of deformation are
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Figure 4.4: (a) Scatterplot of JDA for three different kernel methods when the under-
lying affine transform was varied to introduce variability into the target image. (b)
Convergence of energy minimization algorithm for three different kernel methods.
involved, the proposed kernels are able to perform the registrations more convincingly
than the single bandwidth kernels. For instance, the fan example requires a large scale
matching of the fan blades alongside a smaller scale matching of the centre spoke and
the ends of the blade. Similarly, the body of the octopus is a large scale transformation
from a circle to an ellipse while its tentacles require smaller scale matching.
(a) Template (b) 1.7e-4 (c) 1.66e-4 (d) 1.82e-2 (e) 3.54e-2
(f) Target (g) KS (h) KF (i) σ = 5 (j) σ = 10
Figure 4.5: Watch example: (a) Template Image, (f) Target Image. The top row (b,c,d,e)
shows the deformation fields of the kernelsKS ,KF and Gaussian kernels at bandwidths
5 and 10 pixels respectively. The number indicates the values of JDA. The images in the
bottom row corresponds to the deformed templates of the respective kernels.
Next, we applied the sum-of-Gaussian implementation [74, 73] on the 2-dimensional
silhouette images. The regularisation weight was set to a value of 0.001 and the algo-
rithm was ran for a maximum of 500 iterations; the same optimisation criterion was
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(a) Template (b) 4.8e-3 (c) 2.4e-3 (d) 7.3e-2 (e) 1.9e-2
(f) Target (g) KS (h) KF (i) σ = 2 (j) σ = 5
Figure 4.6: Rat example: (a) Template Image, (f) Target Image. The top row (b,c,d,e)
shows the deformation fields of the kernelsKS ,KF and Gaussian kernels at bandwidths
2 and 5 pixels respectively. The number indicates the values of JDA. The images in the
bottom row corresponds to the deformed templates of the respective kernels.
(a) Template (b) 4.5e-3 (c) 1.5e-3 (d) 0.59 (e) 4.6e-2
(f) Target (g) KS (h) KF (i) σ = 2 (j) σ = 10
Figure 4.7: Fan example: (a) Template Image, (f) Target Image. The top row (b,c,d,e)
shows the deformation fields of the kernelsKS ,KF and Gaussian kernels at bandwidths
2 and 10 pixels respectively. The number indicates the values of JDA. The images in the
bottom row corresponds to the deformed templates of the respective kernels.
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(a) Template (b) 1.2e-3 (c) 4.4e-3 (d) 3.3e-2 (e) 4.3e-2
(f) Target (g) KS (h) KF (i) σ = 5 (j) σ = 15
Figure 4.8: Hammer example: (a) Template Image, (f) Target Image. The top row
(b,c,d,e) shows the deformation fields of the kernels KS , KF and Gaussian kernels
at bandwidths 5 and 15 pixels respectively. The number indicates the values of JDA.
The images in the bottom row corresponds to the deformed templates of the respective
kernels.
(a) Template (b) 4.7e-3 (c) 3.9e-3 (d) 9.5e-2 (e) 0.13
(f) Target (g) KS (h) KF (i) σ = 5 (j) σ = 15
Figure 4.9: Octopus example: (a) Template Image, (f) Target Image. The top row
(b,c,d,e) shows the deformation fields of the kernels KS , KF and Gaussian kernels
at bandwidths 5 and 15 pixels respectively. The number indicates the values of JDA.
The images in the bottom row corresponds to the deformed templates of the respective
kernels.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.10: Additional Examples. First Row: Example of KS in LDDMM: Panels
(a) Template Image, (b) Target Image, (c) Deformed grid points using KS , jmin = −3,
jmax = 0 (d) Deformed template using KS . Second Row: Example of KF in LDDMM:
Panels (a) Template Image, (b) Target Image, (c) Deformed grid points usingKF , jmin =
−4, jmax = 1 (d) Deformed template using KF .
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used for the proposed multiscale splines and framelets implementations. An important
caveat of the experiment is that the multiscale Gaussian results vary with the number
and sizes of the Gaussian kernels used and their relative weights, making it quite de-
pendent on user-preferences and, hence, considerably time-consuming to exhaustively
explore appropriate sets of weights and kernel sizes. It can be expected that the multi-
scale Gaussian implementation would perform better if additional time was devoted to
the parameter tuning process.
As expected, the results are much better than a single bandwidth Gaussian. We
optimised each registration individually by tuning the maximum and minimum kernel
bandwidths until the best SSD values are obtained. Five other kernel bandwidths were
then determined by equally sized divisions from the maximum and minimum band-
widths, resulting in a total of seven kernels. The weights of the individual kernels were
determined by the algorithm using an inbuilt option. The results are shown in Fig. 4.11.
All of the results were visually indifferentiable from the proposed kernels except for the
fan example, although the registration can be expected to improve if more effort was
devoted into tuning the optimisation parameters. In this regard, the proposed kernels
seem to be advantageous as comparatively little effort was spent in fixing jmin and jmax
before reasonably good results were obtained.
Comparing between the proposed kernelsKS andKF , the deformed templates were
visually similar since the multiscale property allowed both kernels to work reasonably
well. The deformation fields, however, were quite different; KF produced spatial defor-
mations that were more localised than those ofKS , though not as localised as compared
to small Gaussian bandwidths. For both experiments 1 and 2, KF was empirically ob-
served to converge faster than KS , and often at a smaller cost functional. This could be
due to the greater number of spline generators the KF kernel have over the basis-spline
based KS , allowing it model more difficult functions than the basis-spline alone. The
increased flexibility comes with the increased cost of computation, although much of
the computational load were restricted to the kernel initialisation. Precomputed prior to
the optimisation, kernel evaluation only had to be done via FEM interpolation.
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(a) Target (b) Def. Temp. (c) Target (d) Def. Temp.
(e) Target (f) Def. Temp. (g) Target (h) Def. Temp.
Figure 4.11: Image Registration of 2-dimensional silhouette images using the sum-of-
Gaussian implementation. Image on the left is the target, image on the adjacent right is
the deformed template. Number of kernels is fixed at 7; Kernel weights and bandwidths
are optimised with respect to SSD values.
4.5.3 Experiment 3: OASIS Brain Datasets
In this experiment, we compare the proposed spline kernels framework against the
Gaussian kernels with respect to brain image registration. We used 100 2-dimensional
brain slices and the same optimisation criterion (regularisation weight = 0.001, maxi-
mum of 500 iterations) for all repetitions. We computed a total of nine optimisations,
namely (a) KF kernel, jmin = −3, jmax = 1; (b) KS kernel, jmin = −3, jmax = 1; (c)
KS kernel, jmin = −4, jmax = 1; (d) Gaussian kernel, σ = 10mm; (e) Gaussian kernel,
σ = 7.5mm; (f) Gaussian kernel, σ = 5mm; (g) Gaussian kernel, σ = 2.5mm; (h)
Gaussian kernel, σ = 1mm, (i) Sum-of-Gaussians kernel, 1 ≤ σ ≤ 3. For each repeti-
tion, we compute the SSD of the image intensities between the deformed template and
target (TargIm),
SSD(x) = ‖x− TargIm‖2, (4.5.1)
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where x is the input image.
Fig. 4.12 plots the value of (1 − (SSD(DefTemp)/SSD(Temp))) ∗ 100 for each
of the eight repetitions. From the graph, we see that the SSD decreases for the single
bandwidth Gaussian kernel from σ = 10 to σ = 2.5, but increases abruptly for σ = 1.
This coincides with our expectations; the image features can often be better matched
with smaller kernels, but when the bandwidths get too small, the deformation loses its
smoothness and the optimisation terminates quickly. In comparison, the proposed mul-
tiscale spline kernels have significantly (p-value<0.001) smaller SSD when compared
to the Gaussian-based kernels for both the framelet and multiscale kernels, indicating
possibly better registration results. One important caveat, however, is that image cor-
respondence does not necessarily indicate anatomical correspondence. Based solely on
intensity-based registration, however, the experiment does indicate that the proposed
kernels are able to produce closer matchings than a single-bandwidth Gaussian kernel.
Importantly, the proposed kernels outperform the optimal bandwidth σ = 2.5, indi-
cating that their corresponding deformation fields are matching features smaller than
2.5mm without losing their smoothness. From Fig. 4.14, we observe that the sum-of-
Gaussian method performs quite well, although it probably could be further improved
upon with better parameters. In Fig. 4.15, we included a close-up inspection of the
deformation results in comparison with the proposed kernels KS and KF .
4.5.4 Experiment 4: Comparison with Registration Methods
In this experiment, we run the LDDMM image registration algorithm with the proposed
kernel, KS , and evaluate the results against non-linear deformation algorithms in Klein
et. al [55] - a seminal paper where 14 non-rigid image registration algorithms were com-
pared. The objective of this experiment is to assess the general efficacy of the LDDMM
image registration framework when the proposed kernels were applied and benchmark
the results against the popular registration frameworks. For fair comparison, we reused
the same preprocessed datasets and ranked our method according to the permutation
tests detailed in [55]. The list of evaluated algorithms are given in Appendix B.9.
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Figure 4.12: Comparison of SSD values for different registration methods. F1: KF
kernel, jmin = −3, jmax = 1; M1: KS kernel, jmin = −3, jmax = 1; M2: KS ker-
nel, jmin = −4, jmax = 1; G1: Gaussian kernel, σ = 10mm; G2: Gaussian kernel,
σ = 7.5mm; G3: Gaussian kernel, σ = 5mm; G4: Gaussian kernel, σ = 2.5mm;
G5: Gaussian kernel, σ = 1mm; MG: Sum-of-Gaussians (1 ≤ σ ≤ 3) Y-axis: (1-
(SSD(DefTemp)/SSD(Temp)))*100%, where DefTemp is the deformed template, Temp
is the template.
The algorithms were evaluated on three different datasets, namely IBSR18, CUMC12
and MGH10, each of them containing 18, 12 and 10 brain images respectively. All pre-
processed data were obtained from the corresponding author [55] wherein the brain
images were already skull-stripped, converted to Analyze 7.5 format and linearly reg-
istered (9 parameter) to the MNI152 template (MNI152 T1 1mm brain: 182x217x181
voxels, 1x1x1 mm/voxel).
Table 4.1: Description of Datasets used for Experiment 4.
Datasets Brain Images Labelled Regions Aligned
IBSR18 18 84 MNI152
CUMC12 12 128 MNI152
MGH10 10 74 MNI152
For each dataset, each of the brain images were registered to every other brain im-
age, resulting in a total of 528 = (182+122+102−(18+12+10)) pairwise registrations.
Prior to registration, each of the source images were also rigidly registered (6 param-
eter) to its target image using FLIRT. No additional steps were undertaken to modify
the images, except for a histogram equalisation step prior to registration using the LD-
DMM framework with proposed kernel, KS . The parameters were fixed at jmin = −3
and jmax = 1. The transformations were then applied to the source labels and a volume
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4.13: Plot of single bandwidth Gaussian kernel image registration results. Panels
(a,e,i) Target Image; (b,f,j) Deformed Template, σ = 2.5; (c,g,k) Deformed Template,
σ = 5; (d,h,l) Deformed Template, σ = 7.5.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4.14: Visual comparison of multiscale Gaussian implementation with multi-
scale spline kernels and framelet kernels: Panels (a,e,i) Target Image, (b,f,j) Deformed
Template with multigaussian kernels, (c,g,k) Deformed Template with KS , jmin = −3,
jmax = 1 (d,h,l) Deformed template with KF , jmin = −3, jmax = 1.
(a) (b) (c) (d)
Figure 4.15: Closer visual comparison of sum-of-Gaussian implementation with mul-
tiscale spline kernels and framelet kernels: Panels (a) Target Image, (b) Deformed
Template with sum-of-Gaussian kernels, (c) Deformed Template with KS , jmin = −3,
jmax = 1 (d) Deformed template with KF , jmin = −3, jmax = 1.
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overlap agreement measure (Target Overlap, TO) was computed against the target la-
bels. The formula for TO is given below, where r denotes a labelled region, S, T are






The statistical significance of the differences in overlap measure was measured by per-
mutation tests. We follow the permutation algorithm in [55] and rank the different
methods according to the percentage of statistically significant differences. For com-
pleteness, we give the complete permutation and ranking algorithm used by [55] in
Appendix B.8.
We show the pairwise permutation scores between methods and plot the TO mea-
sures for individual frameworks in Fig. 4.16, 4.17 and 4.18, for individual datasets.
The ranking results of the permutation scores were given in Table 4.2. As seen in Fig.
4.16(b), 4.17(b) and 4.18(b), the proposed method has a comparable TO score as com-
pared to the top registration methods evaluated in [55]. As predicted by [55], the overlap
measures have a consistent trend across datasets and LDDMM used with proposed ker-
nels was consistently high compared to other methods. In Fig. 4.16(a), 4.17(a) and
4.18(a), the coloured-matrix displays the pairwise comparison between methods with
the values corresponding to the percentage of p-values< .05. Positive (negative) values
indicates a larger (smaller) mean TO. Visually, we observe similarly coloured rows for
the top methods, namely SPM D, SyN, ART, IRTK and the proposed method, implying
that their performances were quite similar.
As seen in Table 4.2 where the methods were ranked, the proposed LDDMM method
is the top registration algorithm for the MGH10 dataset (µ = .74) and is positioned
consistently in the top ranks (Rank 1) when compared to the other registration methods.
Interestingly, SPM D, though ranked as one of the top algorithms, has many outliers.
To account for these outliers, we added a threshold on the percentage of p-values < .05,
and plot the results in Table 4.3, i.e. 99% of the p-values between two methods must be
below 0.05 before one method can be considered to outperform the other. As expected,
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Table 4.2: Permutation test ranking of the registration methods by label set. Meth-
ods listed are arranged in three ranks based on permutation tests between mean target
overlaps (averaged across regions) for each method pair. µ (SD) is the mean (standard
deviation) of the percentage of p-values less than or equal to 0.05. Methods within
ranks 1,2, and 3 have positive mean percentages within 1,2, and 3 S.D. of the highest µ.
(*MS = proposed multiscale LDDMM (KS, jmin = −3, jmax = 1), SPM D = DARTEL
pairwise)
Rank IBSR18 µ(SD) CUMC12 µ(SD) MGH10 µ(SD)
1 SPM D .80 (.29) SPM D .74 (.25) *MS .74 (.40)
*MS .69 (.49) SyN .68 (.53) SyN .70 (.43)
SyN .65 (.54) IRTK .68 (.51) ART .64 (.51)
IRTK .61 (.57) *MS .62 (.57) IRTK .52 (.59)
ART .54 (.68) ART .53 (.71)
2 JRD-fluid .21 (.89) SPM D .24 (.26)
D.Demons .19 (.76)
JRD-fluid .17 (.74)
3 FNIRT .09 (.88) D.Demons .13 (.90)
FNIRT .11 (.87)
JRD-fluid .10 (.86)
SPM D suffered a drop in ranking as seen in the Table 4.3 and disappeared from the
top rank for CUMC12 and MGH10. The threshold appears to favour the LDDMM
framework used with the proposed kernels, which now appears at the top position for
all three datasets. This implies that the proposed method is more robust and more con-
sistent across the pairwise registrations.
Table 4.3: Permutation test ranking of the registration methods by label set with thresh-
old of .99. Methods listed are computed on the basis of three ranks based on permuta-
tion tests between mean target overlaps (averaged across regions) for each method pair.
Only the Rank 1 methods were shown. µ (SD) is the mean (standard deviation) of the
percentage of p-values less than or equal to 0.05. Methods within ranks 1,2, and 3 have
positive mean percentages within 1,2, and 3 S.D. of the highest µ. (*MS = proposed
multiscale LDDMM, SPM D = DARTEL pairwise)
Rank IBSR18 µ(SD) CUMC12 µ(SD) MGH10 µ(SD)
1 *MS .67 (.49) *MS .67 (.49) *MS .67 (.49)
ART .60 (.51) ART .67 (.49) ART .53 (.52)
SyN .60 (.51) SyN .67 (.49) SyN .53 (.52)
IRTK .60 (.51) IRTK .67 (.49) IRTK .40 (.51)
JRD-fluid .27 (.59) D.Demons .20 (.56)
SPM D .27 (.46) JRD-fluid .20 (.56)
For completeness, we provide a visual plot (Fig. 4.19) of the deformed labels for
selected methods. In general, the deformed labels from the different methods look












































































































































Figure 4.16: (a) Pairwise comparison of methods using the MGH10 dataset. Positive
(negative) values reflect the percentage of p-values less than or equal to 0.05, for row
Total Overlap (TO) mean score greater (smaller) than column. (b) Total Overlap (TO)
scores by registration method using the MGH10 dataset. The box and whisker plots are
similar to those presented in [55]. They show the mean TO measures (average over all
labelled regions and subjects) Each box corresponds to one specific registration method,
with lines indicating the lower quartile, median and upper quartile values; whiskers
extend from each end of the box to the most extreme values within 1.5 times the in-
terquartile range. Outliers (+) have values beyond the ends of the whiskers. (SPM N*
= SPM2-type normalisation, SPM N = SPM’s Normalise, SPM US = Unified Segmen-
tation, SPM D = DARTEL pairwise, ms lddmm = proposed multiscale LDDMM)












































































































































Figure 4.17: (a) Pairwise comparison of methods using the CUMC12 dataset. Posi-
tive (negative) values reflect the percentage of p-values less than or equal to 0.05, for
row Total Overlap (TO) mean score greater (smaller) than column. (b) Total Overlap
(TO) scores by registration method using the CUMC12 dataset. The box and whisker
plots are similar to those presented in [55]. They show the mean TO measures (average
over all labelled regions and subjects) Each box corresponds to one specific registra-
tion method, with lines indicating the lower quartile, median and upper quartile val-
ues; whiskers extend from each end of the box to the most extreme values within 1.5
times the interquartile range. Outliers (+) have values beyond the ends of the whiskers.
(SPM N* = SPM2-type normalisation, SPM N = SPM’s Normalise, SPM US = Uni-
fied Segmentation, SPM D = DARTEL pairwise, ms lddmm = proposed multiscale
LDDMM)












































































































































Figure 4.18: (a) Pairwise comparison of methods using the IBSR18 dataset. Positive
(negative) values reflect the percentage of p-values less than or equal to 0.05, for row
Total Overlap (TO) mean score greater (smaller) than column. (b) Total Overlap (TO)
scores by registration method using the IBSR18 dataset. The box and whisker plots are
similar to those presented in [55]. They show the mean TO measures (average over all
labelled regions and subjects) Each box corresponds to one specific registration method,
with lines indicating the lower quartile, median and upper quartile values; whiskers
extend from each end of the box to the most extreme values within 1.5 times the in-
terquartile range. Outliers (+) have values beyond the ends of the whiskers. (SPM N*
= SPM2-type normalisation, SPM N = SPM’s Normalise, SPM US = Unified Segmen-
tation, SPM D = DARTEL pairwise, ms lddmm = proposed multiscale LDDMM)
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Figure 4.19: Plot of deformed labels from selected methods of pairwise registration
from MGH10. (a) Source Labels, (b) Target Labels, (c) Deformed Source Labels us-
ing proposed kernels (d) Deformed Source Labels using ART (e) Deformed Source
Labels using D.Demons. Black arrow indicates visually noticeable difference between
proposed method and ART and D.Demons.
visually similar, reflecting the close overlap measures values. Closer inspection, never-
theless, still reveals possible improvements, as indicated in Fig. 4.19(c) with the black
arrow.
However, as reminded in [55], these results may have to be considered alongside
multiple caveats. Firstly, the experiment assumes that a one-to-one anatomical corre-
spondence exists between the source and target brains, though some brains may not be
adequately represented by the rest of the data with which it is compared. Furthermore,
co-authors of [55] have remarked that the quality of the images were poorer than what
their algorithms were accustomed to. Most of the images were of low contrast and
labelled once with no quantifiable degree of confidence on the label boundaries. This
cast doubts on the registration results though consistent trends can be observed from
the ranking and overlap measures; a few methods such as LDDMM, SPM DARTEL,
SyN, IRTK and ART are consistently ranked higher than others. However, little can be
said about the internal ranking within Rank 1 algorithms as their performance were too
close to differentiate statistically.
Secondly, the various algorithms used were unlikely to have been optimally tuned,
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or optimally pre-processed according to the chosen method. The example given by
the authors in [55] was that they have observed more accurate registrations when ART
was used with a nearest-neighbour interpolation during linear registration preprocess-
ing step. Likewise, although the algorithms were used with author-recommended soft-
ware parameters, the recommendations were made based on one or two images and
would definitely have benefited from further fine-tuning. For consistency in compari-
son, we have simply reused all of the results in [55] and remained faithful to the reported
methodology by using the pre-processed images.
Lastly, the methods used assume that there are sufficiently clear anatomical corre-
spondences, at least at the macroscopic level, that are able to guide the registrations.
Because of the low level of contrast between anatomically distinct cortical regions, a
cost functional like sum-of-squared intensity differences will lead to deformations that
are difficult to predict. This uncertainty makes it difficult to draw conclusions for un-
ambiguous comparison of methodologies, apart from their general group rankings. The
experiment essentially reaffirms the general effectiveness of the LDDMM registration
framework and shows that it works well when the proposed kernels are employed. How-
ever, the uncertainty confounds the evaluation of the usefulness of the proposed kernels,
particularly over the Gaussian kernels. In the final experiment, we tried to alleviate the
last problem by assigning a common set of curve/surface correspondence priors to each
brain pair before registering the brain volumes with both the proposed and Gaussian
kernels using a common LDDMM framework [32].
4.5.5 Experiment 5: Integration with gyral, sulcal curves and cor-
tical surfaces
In the last experiment, we evaluated the usefulness of the registration of 3-dimensional
brain volumes using the proposed kernels. Specifically, we incorporated the proposed
kernels into the 6D-LDDMM whole brain mapping algorithm [32] and compared the
registration accuracy of cortical regions against the original Gaussian kernel. This
framework is preferred over a simple LDDMM-Image implementation because the
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volume-based evaluation measures and intensity-driven cost function used assumes that
there exists broad correspondences across brain volumes which will, in turn, guide the
registration. However, this assumption is more accurate for regions with sharp inten-
sity contrasts and simple shapes, but less so for the cortical region where the features
are convoluted and contrasts between adjacent and functionally distinct sulci/gyri are
low. To evaluate the usefulness of the proposed kernels for an intensity-based cost func-
tion, it is thus necessary to move the cortical regions sufficiently close together before
implementing an intensity-driven registration algorithm and evaluating it with a set of
corresponding evaluation measures. As seen in [32], this improves the overlap scores
as compared to alignments that are purely driven by volume and intensity-based imple-
mentations evaluated in [55], and also have more practical applications in actual brain
mapping. Lastly, we believe that the comparison with the Gaussian-based 6D-LDDMM
implementation is fair as the same set of delineated brains [32] were re-used in this ex-
periment and the reported results would be based on well-optimised parameters.
Eight labelled brain T1-weighted images were obtained from the Internet Brain
Segmentation Repository (IBSR, Center for Morphometric Analysis at Massachusetts
General Hospital) and treated with the whole brain mapping procedure as detailed in
[32]. The raw images were first corrected for intensity-inhomogeneity and aligned to
the Montreal Neurological Institute (MNI) space with an affine transformation. Next,
we constructed the cortical surfaces at the white-grey matter and the CSF-grey matter
boundaries using Freesurfer [28]. The two surfaces were averaged to build a geometric
representation of the cortex and a total of 26 curves (14 sulcal, 12 gyral) were delin-
eated semi-automatically [109] from the averaged surface. For the optimisation, the
momentum values were initialised using the coarse-to-fine multi-manifold LDDMM
(MM-LDDMM) procedure, i.e. iteratively smoothed surfaces and delineated curves
from both template and target brains were pre-registered to generate biologically rea-
sonable starting points for the subsequent volume registration. The segmentation accu-
racy of the different kernels were then compared using the evaluation measures (target
overlap (TO), mean overlap (MO) (Dice Coefficient) and union overlap (UO) (Jaccard
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Coefficient) as defined in [55]. For completeness, we include their definitions as fol-
lows. Let S be the source, T be the target volume, and r the index of a labelled region









|Sr ∪ Tr| (4.5.5)
The results are shown in Table 4.4. For all three measures (TO, MO, UO), the
proposed kernels (KS and KF ) show uniform improvement over the single-bandwidth
Gaussian kernel. For KF , all of the measures show statistically significant improve-
ments over the single-bandwidth Gaussian kernel based on the student t-test (see table
for p-values). For KS , all of the improvements were also statistically significant, ex-
cept for the white matter regions in the TO measure. This is a significant result as
the 6D-LDDMM framework incorporates cortical surface and curves registration priors
and hence, already had exceptional results as seen in [32] based on the Gaussian kernel.
Since the registration is augmented with surface-based cost functions and an initialisa-
tion process, the cortical surfaces were already drawn close together such that a single
small bandwidth might be sufficient. In fact, the overall TO for the IBSR data in [55],
a study evaluating fourteen non-linear deformation algorithms for brain volumes, only
registered 0.52 (Fig. 5 of [55]) as their highest median, confirming the importance of
sulcal and cortical surface information. However, through this experiment, we show
that the 6D-LDDMM framework still had sufficient room for improvement with a mul-
tiscale strategy.
In Fig. 4.20, we show one particular example of 6D-LDDMM results, including
the single-bandwidth Gaussian and the KS and KF kernels implementation. Visual
inspection of the results reaffirms the strength of the proposed kernels; as seen in Fig.
4.21, the kernel KF closely resembles the target in several areas where the Gaussian
kernel fails to match the target.
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(j) Def. Temp., KS







(k) Def. Temp., KS








(l) Def. Temp., KS








(m) Def. Temp., KF







(n) Def. Temp., KF








(o) Def. Temp., KF
Figure 4.20: 6D-LDDMM registration of IBSR dataset.
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(e) Def. Temp., Gaussian








(f) Def. Temp., KF















(h) Def. Temp., Gaussian







(i) Def. Temp., KF
Figure 4.21: 6D-LDDMM registration of IBSR dataset. Close-up comparison of the
framelet kernels and Gaussian kernels.
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Table 4.4: Mean and standard deviation of Union Overlap, Target Overlap and Mean
Overlap ratios computed across subjects for comparisons of Gaussian kernel, KS , and
KF under 6D-LDDMM implementation. Asterisk (*,**) for KS and KF columns indi-
cates that the union overlap ratio is statistically significantly higher than the Gaussian,
p-value (< 0.05, < 0, 01).
Union Overlap
Gaussian KS KF
Left-white matter 0.7579 (0.01) 0.7717 (0.01)** 0.7781 (0.01)**
Left-cortex 0.7661 (0.02) 0.7866 (0.01)** 0.7948 (0.01)**
Right-white matter 0.7557 (0.02) 0.7697 (0.01)** 0.7768 (0.01)**
Right-cortex 0.7584 (0.02) 0.7801 (0.01)** 0.7872 (0.01)**
Target Overlap
Gaussian KS KF
Left-white matter 0.8813 (0.03) 0.8897 (0.03) 0.8965 (0.03)**
Left-cortex 0.8710 (0.02) 0.8832 (0.02)** 0.8839 (0.02)*
Right-white matter 0.8798 (0.02) 0.8857 (0.03) 0.8948 (0.03)**
Right-cortex 0.8644 (0.03) 0.8790 (0.02)** 0.8780 (0.02)*
Mean Overlap
Gaussian KS KF
Left-white matter 0.8622 (0.01) 0.8711 (0.01)** 0.8752 (0.01)**
Left-cortex 0.8674 (0.01) 0.8805 (0.01)** 0.8856 (0.01)**
Right-white matter 0.8608 (0.02) 0.8698 (0.01)** 0.8743 (0.01)**
Right-cortex 0.8624 (0.01) 0.8764 (0.01)** 0.8809 (0.01)**
Through the 6D-LDDMM algorithm, we also demonstrated the practical feasibility
of incorporating the proposed kernels with surface-based and curve-based cost func-
tionals. This is important as whole brain registration improves when cortical surface
registration is incorporated and when important correspondence information such as
gyral/sulcal curves are added to guide the deformation, along with the intensity image
volumes. It has been amply demonstrated in [81, 90, 98] that surface-based brain reg-
istration complements volume-based brain mapping in the investigation of structural
features and very often, further guidance must be provided in terms of specific anatom-
ical landmarks, manually-delineated curves [6, 67] and surface representations such
as level sets [57] and currents [95, 37]. Since the kernel is primarily developed for
LDDMM-based approaches, the applicability of the proposed kernels for an integrated
LDDMM approach is thus essential to its usage for brain mapping.
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4.6 Conclusion
In this chapter, we have investigated the applicability of frame-based reproducing ker-
nels for LDDMM volume registration and have proposed two spline-based examples
that proved to be quite effective. The first example was a simple weighted series of
dyadically adjusted fixed order b-splines that were shown to be frames of some Sobolev
space of required smoothness. Asymptotically, this framework could be interpreted as a
sparse and hierarchical approach to the sum-of-Gaussian framework. In the second ex-
ample, we borrowed the well-developed framelets theory where compact frame wavelet
functions were constructed from b-splines using wavelet masks. Asymptotically, these
framelets were higher order differentials of the Gaussian filter. The two examples can be
tied together neatly in a single algorithm, since they shared the same refinement masks
and basis splines. Importantly, these frames were selected because of their multiscale
property; both examples benefited from the MRA structure that was used extensively
in wavelets. From the experiments, we show that the multiscale property was instru-
mental in improving the registration on occasions where the pair of image volumes
had multiple characteristic scales of deformation. As compared to the sum-of-Gaussian
framework, the proposed kernels had the advantages of being compact, and a structured
hierarchical structure that required no bandwidth tuning. Furthermore, the weights of
the kernels can be constrained to generate frames for Sobolev spaces, leaving the two
free parameters as the lower and upper bound scales, which were empirically shown to
be relatively easy to choose.
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Chapter 5
Conclusion
In this thesis, we have proposed two different implementations of the LDDMM algo-
rithm in the context of multiscale considerations via new regularisation metrics. In both
approaches, we have demonstrated effective use of the multiscale property of reproduc-
ing kernels to significantly improve the registration results.
The first approach, termed as MRA-LDDMM, is a coarse-to-fine algorithm that
was specially suited for the surface dissimilarity metrics. Using the MRA decompo-
sition strategy to create a family of multiresolution surfaces, the registration algorithm
proceeds stepwise by registering the coarsest surfaces with the largest Gaussian filter
bandwidth, before moving on to the next finer resolution. The learned momenta values
from the coarse registration were used to first initialise the next registration step using
the MRA weights while forming part of the multiscale momenta as described in the ker-
nel bundle framework (LDDKBM). Importantly, the Gaussian filters were re-evaluated
in each step to find the optimal bandwidths for individual resolutions. The output is
a single diffeomorphism from template to target, rather than a composition of diffeo-
morphisms involving dissimilarity metrics of different bandwidths. In Chapter 3, we
described this multiscale strategy in detail, demonstrating superior computation time
and matching accuracy.
The second approach investigates the use of frame-based reproducing kernels that
augmented the regularisation metrics in the LDDMM algorithm with the natural mul-
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tiresolution structure of wavelets. Two spline-based wavelet frames were considered
and when applied to the LDDMM volume registration framework, shown to be effective
in improving volume registration for the sum-of-squared intensity differences dissimi-
larity metric. The compactness of the wavelet frames, easy tuning, natural hierachical
structure, and improved minimisation of cost functionals indicated their value as possi-
ble alternatives to Gaussian-based multiscale approaches. Importantly, as shown with
its incorporation with the 6D-LDDMM algorithm, the proposed kernels work very well
upon integration with sulcal/gyral curves and cortical surfaces. The improved accuracy
in matching grey and white matter cortices made them attractive choices for whole brain
registration.
The proposed frameworks could still be further developed. As in the other sum-
of-Gaussian frameworks, the bandwidth of the kernels have to be empirically deter-
mined in the first approach. Although the bandwidths are now reasonably estimated
from the edge-lengths of the corresponding surface meshes, it is interesting to obtain
better guidelines and approximations to the kernel bandwidths in order to reduce over-
reliance on empirical tuning. In addition, we proposed the MRA as the primary sub-
sampling scheme for surface meshes, though it does not guarantee preservation of dis-
tinct sulci/guri curves that experienced users might want to identify. Such flexibility
would allow the registration to retain important geometric features that might be altered
in the coarse surfaces. Following the idea of multiresolution surfaces, future work could
focus on developing dissimilarity metrics that, as compared to sum-of-squared differ-
ences, can be adapted to multiscale kernels and better accounting of image contrasts and
intensities. Since the eventual goal of brain registration is to have an accurate and fast
whole brain registration algorithm, it is also helpful to work on a multiscale whole brain
framework that considers both multiscale kernels and multiscale dissimilarity metrics
involving cortical surfaces, volume intensities, landmarks, and delineated curves.
The frame-based reproducing kernels can still be further developed. In this the-
sis, we only utilised tight spline-based frames in view of their favourable properties
such as compactness, ease of computation and flexible scales. The topic can be further
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developed with a variety of wavelet frames. For instance, any finite set of bounded func-
tions belonging to Sobolev space spans an RKHS and in a Sobolev inner product sense.
One example is the class of frame-based kernels proposed in [42] where the kernel is
expanded with respect to the dual frame elements as K(s, t) =
∑
n ϕ¯n(s)ϕ¯n(t). In
[1], compactly supported wavelets and scaling functions first described by Daubechies)
were used in a wavelet-based RKHS technique based on Daubechies cascading pro-
cedures [29]. In this method of constructing RKHS, we have some knowledge of the
underlying basis functions from which the kernel is to be constructed, rather than sim-
ply utilising some positive-definite kernel. This approach is particularly advantageous
when little prior knowledge is available about the solution; one can either experiment
with multiple kernel functions or use a kernel that has customisable parameterisation
such as wavelet or frame-based kernels. The second approach is even more useful
when the parameters can be re-estimated, such as in a Bayesian approach.
In addition, one has to process the kernel matrixK across the number of data points,
i.e. with K(xn, xm) =
∑
i=1 φi(xn)φi(xm), for each frame element φi. The frame-
based method suffers when the number of frames elements describing the kernel is
large. Current workarounds for wavelets and scaling functions include pre-evaluation
of the basis functions on a fine grid, before their values at arbitrary points were derived
via interpolation (or nearest point on a tabulated grid) during kernel evaluation. In this
thesis, the computation cost is mitigated due to the compactness and refinibility of the
spline-based wavelets, allowing us to sum up the frame elements rapidly across different
scales. However, the problem remains open for other kernels construct from wavelets
that are not compact or set of functions that are not refinable.
Lastly, the use of frame-based kernels is not limited to the LDDMM implementa-
tion. Many diffeomorphic algorithms, such as DEMONS, rely on kernel regularisation.
It would be useful to develop a standalone kernel implementation that could be easily
compatible with multiple registration implementations as an alternative to the well-used
Gaussian kernel.
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In this section, we describe briefly the SMS-LDDMM algorithm introduced in [110].
Let S1(X) and S2(Y) be two surfaces such that X ⊂ R3×N and Y ⊂ R3×M are the
vertices defined on the surfaces. SMS-LDDMM maps S1(X) to S2(Y) as a dynamic
flow of diffeomorphisms of R3, where the surfaces are embedded. As in Chapter 3, we
work with time-dependent vector fields, v(t) that belong to a reproducing kernel Hilbert
space equipped with kernel KV and a norm ‖·‖V that models the infinitesimal cost of








= v(t) ◦ φv(t,X) and the v(t) is expressed as the sum of momentum









146 APPENDIX A. MULTISCALE SURFACE REGISTRATION












〈nS2(q), KW (cS2(q), cS2(p))nS2(p)〉,
where f, g index the faces of S1 and p, q index the faces of S2.
Both KW and KV are Cauchy kernels:




where σV and σW are scale parameters. Small σ makes the norm E more sensitive
to fine differences between S1 and S2. Let σV (l) and σW (l) be specified scales where
σV (l + 1) < σV (l) and σW (l + 1) < σW (l).
Following [110], we consider two operatorsM and F , whereM(S1, S2, σV , σW )
determines the momentum vectors α(t), that minimises the cost function JS1,S2(v(t))
and the flow operation F(S, {α(t)}, σV , tend) applies the diffeomorphic transformation
defined by {α(t)} to the surface mesh S from time t = 0 to t = tend. The SMS-
LDDMM algorithm is given as:
Algorithm SMS-LDDMM
inputs: S1, S2, [σV (1), . . . , σV (L)], [σW (1), . . . , σW (L)]
outputs: {αl(t)}, Tl, for l = (1, . . . , L)
Step 1: T0 ← S1
Step 2: for 1 ≤ l ≤ L do
Step 3: {αl(t)←M(Tl−1, S2, σV (l), σW (l))}
Step 4: Tl ← F(Tl−1, {αl(t)}, σV (l), 1)
Step 5: end for
In a nutshell, the SMS-LDDMM algorithm first solves for the momentum vectors,
α1(t) that maps the source shape to the target shape at the scale defined by σV (1) and
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σW (1). The newly obtained shape, T1, is then used as the new source shape for the
mapping applied at the second scale.
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Appendix B
Frame-based Kernels
B.1 Proof of Lemma 4.3.2.1
Proof. We first consider a frame ϕ of a Hilbert space (H, 〈·, ·〉H), where ϕi : Ω → R
such that the frame property f =
∑
i∈I〈f, ϕi〉Hϕi holds inH. From the frame property,



























∣∣∣∣∣ ≤ C ‖f‖H ,
where C = ‖∑i∈I ϕi(·)ϕi(x)‖H. If C < ∞, then (H, 〈·, ·〉H) is an RKHS. Let
K(·, x) := ∑i∈I ϕi(·)ϕi(x). Sinceϕ is also a frame ofH,K(·, x) ∈ H is well-defined.
Given our assumption that ϕ is a frame ofH, then
∑
i∈I
|〈K(·, x), ϕi〉H|2≤ C1‖K(·, x)‖2H <∞,
where C1 is the upper frame bound from the definition of frames, i.e. C is bounded.
Then the identity (B.1.1) implies that the reproducing kernel ofH is given asK(x, y) =
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∑
i∈I ϕi(y)ϕi(x).
B.2 Proof of Lemma 4.3.2.2
We first assume that K of the form (4.3.11) is the reproducing kernel of (H, 〈·, ·〉H).
Then we have the reproducing kernel property f(x) = 〈f(·), K(x, ·)〉H =
∑
i∈I〈f(·), ϕi(·)〉Hϕi(x).
Evaluating the norm gives us the identity




which is the Parseval frame condition.
B.3 Proof of Corollary 4.3.2.1
Proof. Recall that the solution of a generic regularised cost functional (4.2.2) (at a spe-
cific time t) takes the discretised form f(·) = ∑Nn=1 αnK(xn, ·). f ∗ can be represented
























where e := {ei}, ei =
∑N
n=1 αnϕi(xn). Recall that for a general frame ϕ, Tϕ is surjec-
tive. Let c ∈ `2 be in the null space of the Tϕ, i.e. Tϕ(c) =
∑



















This implies that e lives in the null space complement of Tϕ. Since Tϕ is surjective,
there exists a h ∈ H, such that h = Tϕ(e) = Tϕ(c′), e 6= c′. Then c′ − e is in the null
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space of Tϕ and the equality (4.3.7) holds:
‖c′‖2`2 = ‖c′ − e‖2`2 + ‖e‖2`2
From the properties of the frame coefficients stated in (4.3.7), this implies that e is
equivalent to {〈h, ϕi〉H}, the canonical frame coefficients of ϕ. Since ϕ is Parseval,
then f(·) = ∑i∈I eiϕi(·) and the reproducing kernel guarantees the `2 minimisation of
the frame coefficients.
B.4 Proof of Corollary 4.3.2.2
(Hλ, 〈·, ·〉Hλ) is a reproducing kernel Hilbert space with the reproducing kernel, Kλ, as
defined in (4.3.14).
Proof. We first show thatKλ(x, ·) is a function ofHλ. Let
∑
i∈I λi|ϕi(x)|2 <∞. Then







i∈I λi|ϕi(x)|2 < ∞. Since
all the coefficients of Kλ(x, ·) belong to `2,λ, then Kλ(x, ·) is a function ofHλ.
Let b ∈ N . Then 〈b, {λiϕ(x)}i〉`2,λ = 0, implying that {λiϕ(x)}i ∈ N⊥. Let
f =
∑















We now provide the details of Example 1. To build the multiscale frames in this exam-
ple, we use the well-known results of the multiresolution analysis (MRA) of L2(Rd) by
observing that {φm(· − k)}k∈Zd is a scaling function as defined in wavelet theory [29].
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An MRA is a sequence of closed linear subspaces {0} · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂
. . . L2(Rd) of L2(Rd) that satisfy the following conditions:
1. If f ∈ V0, k ∈ Zd, then f(· − k) ∈ V0
2. If f ∈ Vj−1, then f(2·) ∈ Vj and the inverse is also true.
3. The union of the subspaces is dense in L2(Rd), i.e.
⋃
j∈Z Vj = L2(Rd).




5. V0 ∈ L2(Rd) is generated as the linear hull of the integer shifts of a scaling
function such that they at least form a frame.
Note that in this example, for d > 1, φm is simply the tensor product of one-dimensional
b-splines, 2j/2φm(2j · −k). Let φm be the centred b-spline of order m, which is defined








where fˆ denotes the Fourier transform of f ∈ L1(Rd), fˆ(ξ) := ∫Rd f(x)e−iξxdx, m′ =
0 if m is even and m′ = 1 if m is odd, and
sinc(x) :=

sin(x)/x for x 6= 0
1 for x = 0
.
{φm(· − k)}k∈Zd generates a closed shift invariant space V0 := span{φm(· − k)}k∈Zd
and the set {φm(· − k)}k∈Zd forms a Riesz basis of V0. φm is then the scaling function
of the MRA · · · ⊂ Vj−1 ⊂ Vj ⊂ Vj+1 ⊂ . . . [29].




φm(2jx− k)φm(2jy − k). (B.5.2)
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m(2j − k). Clearly then {φm(2j · −k)}k∈Zd is a set of Parseval frames




|〈φm(2j · −k), f〉Vj |2








KS,j is the reproducing kernel of (Vj, 〈·, ·〉Vj) and ej,k are the canonical frame coeffi-













which is then a reproducing kernel of some new function space B := span{φm(2j ·
−k)}j∈Z,k∈Zd where ∀f ∈ B, f :=
∑





ing the results of summation of reproducing kernels and weighted frames in subsection
4.3.2, we have the following definitions for B and ‖·‖2B:
B =
{






















: fj ∈ Vj
}
.
where λ′j := λj2






k∈Zd |cj,k|2. By splitting λ′j , we
see that {√λjφmj,k}j,k is a Parseval frame of the Hilbert space (B, 〈·, ·〉B) [65].
B.6 Example 2
In this example, we have built frame-based reproducing kernels using Parseval spline
framelets constructed with the Unitary Extension Principle (UEP), as detailed in [76,
77]. The UEP is an often utilised technique that can be used to generate tight framelets
ψm` which are real-valued, symmetric (and/or anti-symmetric) and compactly supported
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in [−m/2,m/2]. As shown in [77], the spline framelets we used have analytic forms as
splines of degree m − 1. The construction of reproducing kernel (4.3.23) thus follows
immediately from the discussion of Parseval frames and their reproducing kernels.
These same kernels were proposed in [108] and were used in support vector regres-
sion applications. We note that in [108], a new admissible scale product was introduced
with the dual frame ψ
m
` as







〈f, ψmj,k,`〉F 〈g, ψ
m
j,k,`〉F .
However, this is not necessary as Ψm are Parseval frames and the definition of 〈·, ·〉F is
the same the one in (4.3.24).
Since ψm was created using wavelet masks from the scaling function φm, the repro-
ducing kernel given in (4.3.23) can be truncated from below and re-written as
















The multiresolution interpretation of KF can be easily extended from the discussion
for KS (see section 4.3.3). Similarly, KF can be slightly modified to include a strictly
positive weight λj ,
∑
j∈Z λj <∞, so that each scale is weighted differently to create a
new Hilbert space (see section 4.3.2) that is an isometric isomorphism to the weighted
`2 space, (`2,λ, 〈·, ·〉`2,λ). Weighted KF were also used in [108], and were shown to be
offer greater flexibility in regularisation of the solution space.
We can naturally extend the frame Ψm from L2(R) to L2(Rd). For simplicity, we
consider the case d = 2. Using the tensor products of spline framelets in L2(R), the
spline framelets for L2(R2) are defined as ψm`,`′(x) := ψm` (x1)ψm`′ (x2), x = (x1, x2) ∈
R2, 0 ≤ `, `′ ≤ m, ψm0 = φm. Let Ψm`,`′ be the set of newly defined spline framelets for
0 ≤ `, `′ ≤ m, (`, `′) 6= (0, 0). Then Ψm`,`′ is a tight wavelet frame for L2(Rd) with the












where L := {(`, `′) : 0 ≤ `, `′ ≤ m, (`, `′) 6= (0, 0)}. For ease of notation, we will
drop the subscript representing dimensionality when denoting kernels, i.e. KF,d(x, y)
is simply written as KF (x, y).
B.7 Proof of Corollary 4.4.0.1
The augmented cost functional for the LDDMM implementation using frame-based













µγiDγi(g1 · γitemp, γitarg) +
nS∑
i=1
µSiDSi(g1 · Sitemp, Sitarg),
where vt(·) =
∑N
n=1 KV (·, xn)αt(xn).
The gradient ofE with respect to momentum αt with metric given by matrixKV (xt,xt)
with time t is of the form









and Mst is the solution of the homogeneous differential equation







i=1 µSiDSi(g1 · Sitemp, Sitarg).
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αtKV (xt,xt)αt + JDA(x1).




α˜t ·KV (xt,xt)αtdt+ µ
∫ 1
0
αt · ∂(KV (xt,xt)αt)dt+ dx1JDA∂(x1).
We also have the variation of velocity fields vt and trajectories xt given the variation
α = α + α˜. Let ∂i denote the derivative with respect to the ith variable in KV and let


















KV (xn(t), x)αt(xn) = KV (xt, x)αt,




the variation of velocity field v˜ = ∂v has the form
v˜t(x) = ∂xt[KV (xt, x)αt]x˜t +KV (xt, x)α˜t
and the variation of trajectory x˜t = ∂gv





∂xs [KV (xs,xs)αs]x˜s +KV (xs,xs)α˜sds
The variation of trajectory can be rewritten as a linear differential equation in x˜t:
dx˜t
dt
= ∂xt [KV (xt,xt)αt]x˜t +KV (xt,xt)α˜t.
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ηt can also be written in the backward integral equation





The gradient of J at time t is given as
(∇J)t = KV (xt,xt)(2µαt + ηt).
The choice of metric is given by KV (xt,xt). The gradient (∇J)t is then simplified as
(∇J)t = 2µαt + ηt.
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B.8 Permutation and Ranking Algorithm for Experi-
ment 4
Permutation tests were conducted to evaluate the statistical significance of the differ-
ences in overlap measures. Permutation testing was required to handle the correlation
effect due to the non-independency of exhaustive pairwise registration. The algorithm
used is similar to the one proposed in [55] for fair comparison.
Permutation Algorithm:
1. Select a subset of P independent brain pairs
2. Select a pair of methods (two vectors of P total overlap values)
3. Subtract the two vectors and compute the mean difference D
4. Select a subset of the elements from one of the vectors
5. Swap this subset across the two vectors
6. Subtract the resulting vectors; compute the mean difference Dp
7. Repeat steps #4-6 N times
8. Count the number of times n where abs(Dp)≥abs(D)
9. Compute the exact p-value: p = n/N
10. Repeat steps #1-9; compute the fraction of times where p ≤ 0.05
N was fixed at 1000, 1024, 4096 for IBSR18 MGH10, CUMC12 respectively. A total of
10,000 p-values were computed for each of the three datasets. The registration methods
were then ranked according to the percentage of permutation tests where p ≤ 0.05.
B.9 List of Evaluated Algorithms in Experiment 4
All of the following information are obtained from the online resources provided by
[55]. URL: https://www.synapse.org/#!Synapse:syn3207203
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1. AIR: Rapid automated algorithm for aligning and reslicing PET images, 1992
[101]
2. ANIMAL: Automatic 3D Inter-Subject Registration of MR Volumetric Data in
Standardized Talairach Space, 1994 [26]
3. ART: Quantitative comparison of inter-subject volumetric MRI registration meth-
ods, 2005 [3]
4. D.Demons: Non-parametric diffeomorphic image registration with the demons
algorithm, 2007 [99]
5. FLIRT: A global optimisation method for robust affine registration of brain im-
ages, 2001 [51]
6. FNIRT: Non-linear registration, aka spatial normalisation, 2007 [2]
7. JRD-fluid: 3D pattern of brain atrophy in HIV/AIDS visualized using tensor-
based morphometry, 2007 [19]
8. ITK: Non-rigid registration using free-form deformations: Application to breast
(MR) images, 1999 [78]
9. SICLE: Consistent image registration, 2001 [21]
10. SPM SU: Unified Segmentation, 2005 [5]
11. SPM DARTEL: A fast diffeomorphic image registration algorithm, 2007 [4]
12. SPM: Statistical Parametric Mapping: The Analysis of Functional Brain Images,
2007 [69]
13. SyN: Symmetric diffeomorphic image registration with cross-correlation: evalu-
ating automated labelling of elderly and neurodegenerative brain, 2008 [7]
