Measurements have been made in a laboratory scale furnace to examine the effect of chamber pressure on power deposition in electron beam remelting. Both commercial purity titanium and tantalum cylinders instrumented with embedded thermocouples have been used as targets in the study. Owing to the fact that a direct measurement of the power distribution was not possible, a finite element based transient heat conduction model has been employed to analyze the measurements. The results of the analysis indicate that the distribution of power density can be adequately described as a normal Gaussian and that the beam is focused as the pressure is increased from low to moderate pressures (0.004 to 0.15Pa) then gradually defocused as the pressure continues to increase (0.15 to 0.8Pa). A detailed examination of the data with the model indicates that the predominant effect of pressure is to alter the beam focus and not the amount of power deposited. A comparison of the results obtained from the tantalum target, where no liquid metal was present, and the titanium target, where liquid metal was present, indicates that liquid metal vapor acts to defocus the beam. Finally, an examination of the effect of pressure on the behavior of the liquid pool indicates that the predominant effect of defocusing is to alter the pool depth.
INTRODUCTION
Despite a substantial industrial base and growing market for electron beam cold hearth remelted (EBCHR) specialty alloys for use both in aerospace and elsewhere, there are many aspects of the process that are not well understood and remain poorly characterized. In the case of electron beam remelting of titanium, which now exceeds 8,000 tonnes per year in North America, little is known about the effect of chamber pressure on the deposition of power to the molten pool.
One of the primary roles of the EBCHR process, as it is applied to production of rotating part titanium alloys for use in aeroengines, is to remove defectcausing particles of which there are two basic types: high density inclusions (HDIs) and interstitial rich inclusions (IRIs) /1-3/. HDIs result from either contaminated scrap or alloy additions. IRIs, also known as hard-alpha defects, Type-I defects and low density inclusions, contain high concentrations of alpha stabilizers (C,0,N) and arise from a number of sources 131. The mechanisms by which these particles are removed in the process are not fully understood in all cases. Those proposed include: sedimentation and dissolution of HDIs; flotation and volatilization of LDIs; and straight dissolution of neutral density IDIs 111. In all cases, their removal hinges on maintaining an environment within the hearth which is conducive to inclusion removal 111. Hence, the success of the EBCHR process for the production of titanium alloys, in terms of defect removal, depends critically on accurate and consistent control of melt rate and the thermal field found within the refining hearth. In addition, control of the thermal field is also necessary from the standpoint of alloy evaporation losses. In the context of process control, these two requirements must be balanced against one another as the kinetics of dissolution of the defect causing particles is promoted by high liquid temperature whereas the evaporative losses of the volatile alloy constituents, such as aluminum, are reduced at low temperature IM. This tradeoff continues to present challenges from the point of operating practice. Hence, it is essential that the factors that influence the thermal regime within the hearth be well understood and characterized so that optimal operating conditions can be maintained.
In the present work a finite element based heat flow model has been employed to analyze the results of experiments conducted to examine the influence of chamber pressure on the distribution of power. The experiments were conducted in a laboratory setting using both titanium and tantalum cylinders as targets.
As the experiments did not yield a direct measurement of the distribution of power, it has been necessary to employ a mathematical model to extricate this information from temperature data collected at various locations within the targets. Reference is also made to earlier experiments undertaken in an industrial setting, using a commercial purity titanium cylinder as a target.
BACKGROUND
In the electron beam remelting process for the consolidation of titanium, heat is supplied by several high powered electron guns (600 to 1,200 kW each) targeted at different areas in the furnace and programmed to scan a variety of beam patterns. In the process, particulate or consolidated feed, comprised of virgin sponge and/or scrap, is input to the furnace where it is melted. The liquid metal is then allowed to flow over a water cooled copper hearth while being heated prior to pouring into a water cooled copper mold, from which an ingot is withdrawn. An electron beam may also be used to heat the metal in the mold adjacent to the metal/mold interface. The entire process nominally operates under a high vacuum, typically around 0.1 -0.2 Pa, which is necessary for the maximum transfer of beam power to the target. However, often during melting, significant transients in chamber pressure of in excess of 50 Pa can arise due to impingement of the beam on volatile impurities within the feed stock. It is the influence of these transients in pressure on the heat balance in the process which is the subject of this paper. Before proceeding with a description of the experimental measurements it is worthwhile to review briefly the relevant literature.
LITERATURE REVIEW
For melting applications, accelerating voltages of 20 to 50 kV are employed along with beam currents of between 10 -20 A. The gun is basically constructed of two chambers one atop another, comprised of the beam generation system and the beam guidance system. Power delivery in electron beam melting is dependent on a number of factors including beam generation and propagation of the beam in the gun and guidance system, propagation of the beam through the melt chamber to the target and collision with the target. As this work is concerned with the influence of fluctuations in chamber pressure on power delivery, the literature review will focus on beam propagation from the guidance system to the target (pressure fluctuations in the gun and beam guidance system can be ignored because of the use of a separate pumping system which essentially decouples them from the chamber).
The direct measurement of various beam parameters, such as focal spot diameter and beam current distribution, under conditions typical of those found in melting processes, has to date not been done. In low power beams, the current distribution has been measured using a variety of techniques which involve exposing portions of the beam to a detector, such as a Faraday collector or cup. This has been achieved by passing the beam across a thin plate containing a slit 15,61 and thin slit between water cooled tungsten jaws 111. Alternative approaches based on rotating probes have also been employed /8,9/. The results in general indicate that the electron density within the beam, and hence power distribution, can be reasonably approximated by a Gaussian distribution and that the distribution is influenced by accelerating voltage 111. significant defocusing of the beam spot was observed due to the scattering effect of the intervening gas. Based on the work completed on low power electron beam guns and on high power electron beam guns used for welding, it may be concluded that the power distribution within the beam spot is of the form of a normal Gaussian distribution and that the distribution is influenced by accelerating voltage. Further, based on the work on welding guns it may also be concluded that the pressure within the propagation path of the beam has a significant influence on the distribution of power. Unfortunately, the work on the electron beam welding guns cannot be applied directly to melting applications. Although the two processes are closely related, in that high power electron beams are used to melt metals in both, they differ in that the welding guns typically employ higher accelerating voltages and operate at much smaller currents (up to 150 kV compared with 50 kV and 100 mA compared with 10 to 20A). It is clear, therefore, that work must be undertaken to attempt to quantify the effect of pressure on power deposition in electron beam melting and refining applications.
EXPERIMENTAL PROCEDURE
The process of measuring quantitatively the deposition of power input to a target undergoing heating with a high-power electron beam in a high vacuum environment at elevated temperatures is nontrivial, particularly if the investigation is concerned with the melting of titanium (liquid titanium is an aggressive solvent for almost all materials). Given these constraints, the only viable method was to calculate indirectly the amount and distribution of power on the basis of a heat balance which, in turn, requires a knowledge of the temperature distribution within the target. As indicated above, measurements were made on both an industrial furnace and laboratory-scale furnace. Ideally, all of the experiments should have been completed on the industrial furnace to make the results directly applicable to the industrial process and to avoid limitations associated with the laboratory scale facility. (Specifically, the industrial scale furnace was equipped with a scanning near-infra-red [NIR] pyrometer [λ, 800-1100 nm} which could be used to obtain the top temperature distribution of the target.) Unfortunately, owing to the cost of taking the production facility off-line and procedural difficulties, only a few problematic experiments could be completed. Nevertheless, the data collected formed the impetus for undertaking the laboratory study.
Industrial experiments
In view of their importance, the industrial experiments are described briefly prior to presenting the laboratory procedure (a complete description has been presented elsewhere /12/. The experiments were conducted at Axel Johnson Metals Inc., Pennsylvania using the older of the two furnaces at the Morgantown facility. Over a two day period an instrumented cylindrical stub of commercial purity titanium 500 mm in diameter by 486.2 mm in length was subject to a series of heat-up and cool-down cycles at various chamber pressures and power levels. The pressure within the chamber was controlled by adjusting the rate at which argon was fed into the chamber. Three of the industrial experiments, Runs A (chamber pressure 0.034 Pa), C (0.23 Pa) and G (0.045 Pa), were conducted such that the temperature distributions within the cylinders approached steady state at which point scans were taken of the top surface with the optical pyrometer.
Laboratory experiments
The laboratory-scale experiments were conducted in the electron beam furnace at the University of British Columbia, Canada. The furnace is fitted with a von Ardenne EH-30/20 gun with nominal power rating of 30 kW at 20 kV. Two targets were employed for the experiments: a cylinder of tantalum 152.4 mm in diameter by 101.6 mm in length, on loan from Cabot Corporation, Boyertown, Pennsylvania, and a commercial purity (CP) titanium cylinder, 203.2 mm in diameter by 161.9 mm in length. Tantalum was used owing to the fact that at the gun powers employed the surface temperature of the cylinder remained below its melting point and thus provided a means of assessing the influence of chamber pressure on power transfer in the absence of liquid metal, and at low metal vapor pressure.
The two cylinders were instrumented with thermocouples, as summarized in Table 1 . In the tantalum cylinder, three horizontal holes were drilled to facilitate placement of thermocouples at the axial centre line 25.4 mm, 50.8 mm and 76.2 mm below the top surface. Two alumina sheathed, tungsten 3% rhenium-tungsten 26% rhenium, thermocouples were inserted into the top two holes, where it was anticipated that high temperatures would be encountered, and a less expensive chromel-alumel thermocouple was placed in the third. For the titanium cylinder, a total of five horizontal holes were drilled to facilitate placement of thermocouples 20.1 mm, 45.4 mm, 75.2 mm, 100.3 mm and 125.7 mm below the top surface. Note that the terminus of the top hole was inadvertently displaced 2.38 mm from the axial centre line of the cylinder. The top two thermocouples were alumina sheathed, tungsten 3% rhenium-tungsten 25% rhenium, thermocouples, and the remainder were chromel-alumel. In order to ensure good contact between the thermocouple tips and the metal at the centre line, threads were machined into each hole to accommodate a modified SWAGELOK™ fitting, which allowed each of the thermocouple assemblies to be placed under compression. The scanning NIR camera employed in the industrial experiments could not be mounted on the laboratory furnace as a satisfactory technique for maintaining a clear view port could not be developed with the ambient vapor deposition rates.
Power was supplied to the top surface with a circular beam pattern 50.8 mm in diameter centered on the axial centre line of the block. The error associated with the measurement of the beam current was estimated to be ±0.05 A and with the beam voltage ±500 V. The pressure within the chamber was controlled by adjusting the rate at which argon was bled in to the chamber and was measured using an Edward's™ APG-L-NW16 pressure gauge head fixed to the main furnace chamber. The flow was controlled using an argon regulator, a gas Chromatograph valve and a vacuum needle valve in series.
The procedure for heating the cylinders in the laboratory experiments was to bring the power to the desired level quickly and to hold for the duration of the experiment. During heating no attempt was made to control the pressure. Once the temperature distribution within the target reached steady state, as indicated by a leveling off of the thermocouple traces, the pressure within the chamber was then varied over the range of interest in a series of steps. Throughout each of the experiments, the output from the thermocouples and chamber pressure sensor was recorded for later processing using a data acquisition system. In addition, the power settings and gun control settings were also periodically recorded.
RESULTS AND DISCUSSION

Industrial experiments
As the results of the industrial experiments provided the original impetus for the follow-up laboratory experiments they are presented in brief first. As previously indicated, three of the industrial experiHigh Temperature Materials and Processes ments, Runs A (chamber pressure 0.034 Pa), C (0.23 Pa) and G (0.045 Pa), were conducted such that the temperature distributions within the cylinders approached steady state and thus provided the top temperature distribution needed to complete an inverse heat transfer analysis and directly determine the power distribution applied to the top surface /12/. The results are presented in Figure 1 . To provide a framework for comparison, Equation (1) has been fit to each of the model calculated distributions by adjusting, σ, λ and Pi and p 2 (pi was set equal to p 2 ). The results indicate that there was a general focusing of the beam as the chamber pressure was increased. Specifically, beam spread parameters, σ, of 36.5, 29.3 and 21.3 mm were found to result in a reasonable fit to the calculated power distributions at pressures of 0.034, 0.045 and 0.23 Pa, respectively. Unfortunately, differences in the beam pattern radius in Run G and a failure to achieve steady state in Runs C and G preclude conducting a run-to-run quantitative comparison. Nevertheless, these results are consistent in trend with those presented in the literature, in that at low pressures the beam tends to be defocused and at moderate pressures it is focused /10,11/. Further, the lessons learned in the industrial experiments led to the improved procedure used in the laboratory experiments -i.e., the pressure within an experiment was varied while holding the other parameters constant rather than varying pressure experiment-to-experiment.
Laboratory experiments
The results from the laboratory experiments conducted on the tantalum and the titanium cylinders are presented in Figures 2 and 3 , respectively. The plots show the variation in temperature with time, measured with the embedded thermocouples, together with the variation in chamber pressure and beam power (as determined from dial settings). As can be seen from the data, the beam power was held approximately constant throughout each experiment and the chamber pressure was varied once the temperature within the block had approximately reached steady state. The one notable exception to this occurred in the tantalum experiment in which there was a momentary loss of power at about 2,000 s elapsed time which lasted about 60 s in duration. The nominal operating conditions at the start of each experiment are summarized in Table 2 .
There are a number of interesting observations relating to the potential influence of chamber pressure on power transfer which warrant noting in both experiments. In the tantalum experiment, which was carried out in the absence of liquid metal, it is evident in Figure 2 that there were drops in temperature of approximately 15°C and 40°C, measured by the top thermocouple located 25.4 mm from the top surface, as the chamber pressure was increased from 0.4 Pa to 0.65 Pa, at 2950 s elapsed time, and from 0.56 Pa to 0.92 Pa, at 3200 s elapsed time, respectively. Moreover, turning to a close-up of the region of interest presented in Figure 4 , the effect of the increases in pressure were also evident in the lower two thermocouples, 50.8 and 76.2 mm from the top surface, although to a lesser extent, as would be expected. In addition, the recovery in temperature after the initial drops at 2950 and 3200 s elapsed time can be linked to a gradual decrease in pressure as the Expanded segment taken from the results of laboratory experiment on the tantalum cylinder.
vacuum partially recovers from each of the increases in the bleed rate of argon. Clearly, it is apparent that there must have been changes to the amount or distribution of power input to the target in association with each of the pressure changes as all of the beam parameters were held constant over the period in question. Furthermore, the changes in the deposition of power would be consistent with either defocusing and/or a loss in efficiency. In the titanium experiment, similar drops in temperature, consistent with a defocusing of the beam, were also observed in more than one thermocouple in association with increases in the chamber pressure. For example, as seen in Figure 3 , drops in temperature of 30 and 50°C were measured at the top thermocouple, located 20.1 mm from the top surface, as the chamber pressure was increased from 0.25 Pa to 0.6 Pa, at 2300 s elapsed time, and from 0.6 Pa to 0.8 Pa, at 3200 s elapsed time, respectively. However, unlike in the tantalum, there were also significant increases in the temperature observed (close to 150°C measured by the top thermocouple) as the pressure was increased from 0.004 Pa to 0.15 Pa, consistent with a focusing of the beam. A comparison of the initial chamber pressures in the two experiments reveals that the pressure at the start of the tantalum experiment was significantly higher than at the start of the titanium experiment -0.02 Pa vs. 0.004 Pa. Given this, it is possible that the initial pressure in the tantalum experiment was above the threshold for space charge divergence of the beam and hence no focusing was observed in association with the first pressure increase. This would explain the absence of a temperature increase in association with the first pressure increase in the tantalum experiment. Further, this result is consistent with results presented in the literature for an 8.7 kW beam, which placed this threshold at 0.01 Pa /ll/. Unfortunately, attempts to achieve identical starting pressures for the tantalum and titanium experiments failed owing to the fact that once present, liquid titanium acted as a getter substantially improving the chamber vacuum.
MATHEMATICAL ANALYSIS
For the reasons outlined earlier an indirect approach has been employed to determine the distribution of power based on a knowledge of the temperature distribution within the cylindrical target. The approach centres on the use of a general heat conduction model which is used to complete a heat balance on the cylindrical target. The details of the formulation of the finite element based heat conduction model are presented elsewhere /12/. For the sake of the discussion that follows the relevant features of the model may be summarized as follows:
1. two-dimensional axisymmetric (cylindrical geometry) 2. transient (permitting the analysis during heating as well as at steady state) 3. latent heat evolution for liquid-solid and for the a-ß transformation 4. temperature dependent material properties.
In the laboratory experiments, heat is input to the cylindrical target by an electron beam, flows via conduction in the cylinder and is lost due to radiation and/or conduction to the surrounding environment (convective heat transport was assumed to be negligible owing to chamber pressures of less than 5 Pa). In the context of the present analysis, the key boundary condition is that of the top surface undergoing heat from the scanning electron beam. The remaining boundaries -e.g., the cylinder sides and bottom -are relatively straightforward in their formulation and are presented elsewhere /12/.
Top surface
In general, there are as many as three heat transfer processes occurring at the top surface. They are: 1) heat input due to impingement of the beam, 2) heat loss due to radiation to the inside of the furnace chamber, and 3) heat loss due to evaporation of liquid when present. To account for these different heat transfer processes a boundary condition of the form to evaporation has been evaluated from the expression 
has been adopted, where the first term on the right hand side is the loss from the surface due to radiation, assuming a small gray body in a large gray enclosure, and the second and third terms, q tvap and quam, are the heat fluxes related to evaporation of material (which is significant when a molten pool is present) and the impingement of the beam respectively. The heat flux due where m, is the mass flux of species i due to evaporation and AH, vap i is the heat of evaporation of one mass unit of material / at temperature T. The mass flux has been determined assuming that the rate limiting step is evaporation and is given by the Langmuir equation 713/ a,P y M,
where a, is the evaporation coefficient for species / (approximately = 1), Py t is the equilibrium vapor pressure of species /, Τ is the temperature in Kelvin, Mj is the atomic or molecular weight of species /' and R is the gas constant.
Based on a review of the literature /12/, the distribution of power within the beam spot has been assumed to have the general form of a Gaussian or normal distribution. Further, according to conditions outlined by Nakamura /14/, it can be assumed that the beam pattern is reasonably represented by a time averaged power distribution on the surface of the target since the beam is moving in a circular path with a frequency of greater than 10 Hz. Under these conditions, the beam power distribution, quam, is assumed to have the form (λ-r)' a+r)' Ik, ,(r) = C(e +e>°2 )
where σ establishes the amount of beam spreading within the beam spot and λ is the distance between the centre of the beam spot and the centre of the beam pattern. In a constant pressure environment, σ and λ will be controlled by the beam focus current and beam guidance system, respectively. In an environment in which the pressure is varying, σ will also be influenced by pressure to some degree. By establishing σ and λ, all of the parameters in Eq. (5) become fidly defined as C is determined on the basis of ensuring that the integration of Eq. (5) over the surface of the target yields the net applied power to the target, or the product of the power supply gauge readings and the power transfer efficiency r|po Wer . 
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The values input to the model for evaluation of the various boundary conditions described above together with the literature sources cited are summarized in Table 3 .
Material properties
In order to complete the heat balance, the model also requires as input the thermophysical properties of the target materials employed. Moreover, owing to the fact that the behavior of these materials is to be modeled over a large temperature range, 25 to ~800°C, the data must be obtained as a function of temperature. The heat flow model requires as input the thermal conductivity (k) and specific heat (Cp), as a function of temperature (a fixed discretization is used hence a constant density is employed to conserve mass). For titanium, which undergoes the α-β transition at 882°C and the solid to liquid transition at 1666°C, a relationship describing the variation in enthalpy is also required for input to the model. Fortunately, the necessary data is reasonably well established and is available in the literature. The relationships used in the heat flow analysis together with the literature sources cited are summarized in Table 4 . For the enthalpy function, the heat of the α-β transformation was taken to be 87.68 J/gm /22,25/ and the latent heat of fusion 307.85 J/gm /20,22,25/. Note that artificial phase change temperature ranges of 4°C have been imposed for the α-β transformation and for the solid-liquid transformation in the enthalpy function to avoid an infinite slope as is required by the numerical algorithm employed for handling heat evolution/consumption.
It is well established that heat transfer in liquids can be enhanced significantly by bulk flow. In lieu of solving for the Marangoni driven surface flows directly under the been spot, which is extremely complex and is yet to be done, a simple method was adopted whereby the thermal conductivity of the liquid is artificially increased by an adjustable parameter termed the "liquid thermal conductivity multiplying factor" (LTCMF). This approach has been used effectively in modeling VAR ingots 1151, electron beam hearth remelting /16/ and energy and mass transfer in liquid titanium /8/. The value used for this parameter in the analysis is also presented in Table 4 .
Validation and sensitivity analysis
Prior to the analysis of the actual problem at hand, the mathematical heat conduction model was validated Table 4 Thermophysical data employed in heat flow analysis and a sensitivity analysis was completed. The results of the sensitivity analysis, presented in detail elsewhere 1121, indicate that the model is sensitive to, in decreasing order of significance, the net applied power, the liquid thermal conductivity multiplying factor, the beam spreading factor, the beam pattern radius and the contact heat transfer coefficient (used to describe the heat flow boundary condition at the bottom of the cylinder). On the basis of the predictions for a node located at 45.5 mm below the top surface on the axial centre line of the titanium cylinder, the results may be summarized as follows: decreasing the power by 25% resulted in a 21% decrease in temperature, decreasing the liquid thermal conduc-tivity multiplying factor by 95% (from 20 to 1) resulted in a 4% increase in temperature, decreasing the beam pattern radius by 33% resulted in a 3% increase in temperature and decreasing the contact heat transfer coefficient by 33% resulted in a 2% increase in temperature. It should be pointed out that in the analysis of model sensitivity to the liquid thermal conductivity multiplying factor, it was found that most of the sensitivity occurred for values of this parameter below 5. For example, a change in this parameter from 20 to 5, or 75%, resulted in only a 4% decrease in temperature predicted. Overall, the results indicate that the model predictions are quite sensitive to a number of the parameters input to the model which must be taken into account when interpreting the results of this study.
MATHEMATICAL ANALYSIS OF EXPERIMENTAL RESULTS
The approach employed to analyze the laboratory experiments was to attempt to reproduce the thermal response observed in the cylindrical targets by making small adjustments to the distribution of power until good agreement between the predictions of the model and the measurements was achieved, thereby arriving at an estimate of the actual applied power distribution. The adjustments to the power distribution were made by altering σ in Equation (5), to investigate the influence of pressure on beam focus, and by altering Tit»««, to investigate the effect of pressure on electron beam transfer efficiency (altering η ρολνεΓ amounts to changing C in Equation (5).
Initially, to commence the trial and error process, the three parameters needed to define Equation (5), η, λ and σ, were determined approximately by observation, and in the case of the titanium, experiments, by fitting the model predictions to the liquid metal pool width as measured from the top of the cylinder between experiments. Once determined approximately, the parameters were then fine tuned using the initial constant pressure/transient heating part of each of the experiments until good agreement between the predictions and the measurements was achieved. In this manner, it was possible to develop some confidence in the predictive capability of the conduction model prior to analyzing the transient pressure part of each of the experiments. The values adopted for these parameters, used in both the tantalum and titanium experiments, are presented in Table 5 .
The experiments conducted on the tantalum cylinder were analyzed first to eliminate the added complication of metal evaporation and liquid metal flow from the problem. Further, owing to control problems with the experiments conducted on the titanium cylinder the results of the analysis of the tantalum experiments are much more rigorous and thus provide a foundation for the analysis of the experiments on titanium.
Tantalum experiments
To seek to determine the influence of pressure on power deposition during the transient pressure part of the tantalum experiment, comparisons were made between experimental measurements and the predictions running the model under the following conditions:
Run 1: the power deposition parameters were held constant in the model, Run 2: the amount of power, or power transfer efficiency, was varied alone in the model, and Run 3: the beam spread parameter, σ, or beam focus, was varied alone in the model.
Thus, the ability of the model to reproduce the measured data could be assessed with firstly, no changes to the deposition of power in the model due to pressure, secondly, a change to only the power transfer efficiency (η,™»«) in the model due to pressure, and thirdly, a change to only the beam focus (σ) in the model due to pressure.
A comparison between the model predictions and measured temperatures at the locations of the embedded thermocouples, for the case where the beam distribution parameters were held constant, is presented in Figure 5 , together with plots of the variation in the measured dial power and chamber pressure. The beam distribution parameters and the Comparison between model predictions and measured temperatures for tantalum cylinder using constant power deposition parameters.
power transfer efficiency used in the model for Rim 1 are presented in Table 6 . As can be seen from Figure 5 , overall the model is able to reproduce the measured temperatures reasonably well, including when a sudden interruption in the supply of power occurred at approximately 2,000 s elapsed time. It is apparent, however, that the model, with the beam parameters held constant, is unable to predict the series of changes in temperature observed at the top three thermocouple positions that occur in association with sudden changes in chamber pressure commencing at around 2975 s elapsed time.
An expansion of Figure 5 showing this region in greater detail is presented in Figure 6 . Clearly therefore to account for the observed drops in temperature the deposition of power as described by Eq. (5) in the model must be modified.
The results of rerunning the model with adjustments made to, first, the power transfer efficiency CHpowsr) alone and, second, the beam focus (σ) alone, in order to fit the top thermocouple response, are shown in Figures 7 and 8 . The values employed in the model for Runs 2 and 3 to achieve the predictions shown are also presented in Table 6 . Overall, the results indicate changing the amount of power deposited. In particular, the magnitude of the temperature change predicted at the locations of the second and third thermocouples is appreciably overestimated by adjusting the amount of power deposited. For example, at the second thermocouple, the actual measured drop in temperature, at 3150 s elapsed time, was approximately 10°C, for a pressure increase from 0.58 to 0.92 Pa; the amount predicted by changing the beam focus was 10°C, whereas the change resulting from altering the power was 20°C.
Titanium experiments
Due to extensive variations in the measured power levels during the variable pressure experiment on titanium, the effects of pressure on the deposition of power are difficult to isolate. Accordingly, to permit an analysis, the power schedule was simplified and an attempt was made to fit the model to the experimental data by adjusting only the beam spread factor, using the results of the tantalum experiment as a guide. The results are presented in Figure 9 . The values for the beam parameters used in the model are summarized in Table 7 .
As can be seen from a comparison between the predictions and the measurements the model is able to reproduce the behavior observed reasonably well using a pressure dependent beam spreading parameter σ, including both the 150°C increase in temperature, in association with the first increase in pressure, and the subsequent decreases in temperature that arise in association with further increases in chamber pressure. From the data presented in Table 7 , it can be seen that it was necessary to focus the beam (change σ from 20 mm to 17 mm) to account for the temperature increase observed as the pressure was first increased from 0.004 to 0.12 Pa. Subsequent to this, decreases in the beam focus from 17 to 19 mm and from 19 to 21 mm were necessary to reproduce the drops in temperature that were recorded as the pressure was increased from 0.26 to 0.54 Pa and from 0.54 to 0.76 Pa, respectively. The model simulation was terminated at the end of the segment labeled on the plot as Ε -F just prior to loss of control of the chamber pressure and the associated problems with control of the beam. As it turned out, control of the chamber pressure proved to be substantially more difficult in the presence of liquid titanium due to the interaction of pressure and power delivery in the presence of liquid metal.
As further validation of the model, the results showing a comparison between the measured and predicted pool profile are presented in Figure 10 Comparison between model predictions and measured temperatures for titanium cylinder using variable beam focusing parameter. and etching the titanium cylinder after completion of the experimental campaign). As can be seen, there is reasonable agreement between the two although the models appear to slightly over predict the pool depth and under predict its width. The most probable explanation for the observed discrepancy is that the assumption made in the model with respect to the effect of fluid flow on heat transport in the molten pool incorrectly accounts for what is actually occurring.
Effect of beam focus on molten pool parameters
In order to try and place the results of the laboratory study in an industrial light the model has been used to determine the effect of altering the beam focus, σ, on the molten pool in order to explore the potential effect of varying chamber pressure on the ability of the industrial process to remove inclusions. The results are presented in Figures 11(a) and (b) , which show the variation in liquid pool profile and top surface temperature with σ (the location of the liquid pool has been defined to be the position of the liquidus isotherm). The range of variation in σ was chosen to reflect the variation found in the laboratory titanium experiments. The results clearly indicate that the predominant effect of altering σ is to change the liquid pool depth. Under the conditions examined with the model, a doubling of the beam spread parameter, σ, from 10 to 20 mm resulted in a 25% decrease η the depth of the pool from approximately 27 to 20 mm and Radial Coordinate (mm) laboratory-Ti and laboratory-Ta experiments. The most striking feature of the plot is there is remarkable consistency amongst the experiments in respect of the effect of pressure on beam focus, in that at low pressures the beam tends to be defocused, at moderate pressures it is focused and at higher pressures it is defocused again. These results are in direct agreement with the results presented in the literature for electron beam welding /10,11/. A second comment that may be made is that there appears to be a considerable influence of molten metal on beam focus as indicated by the generally lower beam spreading parameters derived form the laboratory tantalum experiment than from the titanium experiment. Moreover, the effect of the liquid metal and associated metal vapor is to diffuse the beam as would be expected due to enhanced scattering.
SUMMARY AND CONCLUSIONS
The analysis of laboratory scale experiments with a fundamentally-based mathematical model has clearly revealed that the effect of varying the chamber pressure in the electron beam melting process is to alter predominantly the distribution of power applied to the target and not the transfer efficiency. The results of the investigation may be summarized as follows: 1. From the analysis of the experiments on tantalum, the beam was found to defocus as the pressure was increased from 0.12 to 0.92 Pa. Under the conditions examined in the laboratory furnace the beam focus parameter, σ, was found to be increased by about 200% as the pressure was increased while heating tantalum. 2. From the analysis of the experiments on titanium, the beam was found first to focus and then gradually defocus as the pressure was increased from 0.004 to 0.76 Pa. Under the conditions examined in the laboratory furnace the beam focus parameter, σ, was found to be altered by about 20% as the pressure increased while heating titanium.
The results of both a preliminary industrial study and the laboratory experiments are consistent in respect of the effect of pressure on beam focus, in that at low pressures the beam tends to be defocused, at moderate pressures it is focused and at higher pressures it is defocused again. This result is in direct agreement with the results presented in the literature for electron beam welding /10,11/. As determined from a comparison of the titanium (molten metal present) and tantalum experiments (no molten metal present), the effect of the liquid metal and associated metal vapor is to diffuse the beam as would be expected.
The effect of pressure on the electron beam melting process, in terms of removal of deleterious inclusions and control of alloy chemistry, has not been directly examined in this study. However, based on the influence on the temperature distribution within cylinders undergoing heating, it is clear that variations in pressure of the order examined in the study could have significant impact on the thermal regime within the process primarily through the depth of the liquid pool. The extent to which the thermal regime within an operating furnace would be altered remains to be determined, as does the extent to which changes to that regime will influence the performance of the process. 
