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ABSTRACT
A powerful means to help users discover new content in the over-
whelming amount of information available today is sharing in on-
line communities such as social networks or crowdsourced plat-
forms. This means comes short in the case of what we call commu-
nities of a place: people who study, live or work at the same place.
Such people often share common interests but either do not know
each other or fail to actively engage in submitting and relaying in-
formation. To counter this effect, we propose passive crowdsourced
content discovery, an approach that leverages the passive observa-
tion of web-clicks as an indication of users’ interest in a piece of
content. We design, implement, and evaluate WEBROWSE, a pas-
sive crowdsourced system which requires no active user engage-
ment to promote interesting content to users of a community of a
place. Instead, it extracts the URLs users visit from traffic travers-
ing a network link to identify popular and interesting pieces of in-
formation. We first prototype WEBROWSE and evaluate it using
both ground-truths and real traces from a large European Internet
Service Provider. Then, we deploy WEBROWSE in a campus of
15,000 users, and in a neighborhood. Evaluation based on our de-
ployments shows the feasibility of our approach. The majority of
WEBROWSE’s users welcome the quality of content it promotes.
Finally, our analysis of popular topics across different communi-
ties confirms that users in the same community of a place share
common interests, compared to users from different communities,
thus confirming the promise of WEBROWSE’s approach.
1. INTRODUCTION
The amount of information available on the web today, and the
fast rate with which new information appears, overwhelm most
users, including knowledge workers who account for 80% of em-
ployees in north America [1] and whose daily job is to digest and
transform information. Search engines have solved part of this in-
formation overload, but searching for something specific is only a
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fraction of users’ interactions with the web. For instance, knowl-
edge workers spend around 60% of their web time either browsing
with no specific goal in mind or gathering information from known
websites [2].
A powerful means to discover new content today is sharing among
members of online communities. We identify three main types of
online communities: social networks, crowdsourced, and enterprise-
specific. When users follow each other in social networks, they
create communities, which are the basis for sharing content. Face-
book, Pinterest, or Twitter illustrate how social networks can be
effective to be well-informed [3]. Other users participate in online
crowdsourced communities. For example, systems such as Red-
dit or HackerNews rely on users to submit and vote on content to
promote. Finally, corporations encourage employees to engage in
Enterprise2.0 platforms [4] such as wikis and corporate social net-
works to facilitate content discovery.
To be effective, content discovery in communities needs two in-
gredients: social connections and user engagement. First, mem-
bers with common interests need to be connected so that infor-
mation can flow. Second, they need to engage in submitting and
sharing content. Unfortunately, these ingredients are often missing
in the case of what we call communities of a place: people who
live, study, or work in the same place. For example, people in the
same neighborhood should have interests in local news, events or
shops but they rarely know each other personally. Co-workers in
an organization also have common interests. People in business di-
visions might be interested in knowing the hottest topics or future
technologies in their R&D department, and vice versa. Despite
the resources enterprises put on content discovery platforms, only
few employees engage in sharing content [5]. Data we obtain from
a large corporation’s social network shows that, on average, only
0.3% of workers contribute daily, and 10% monthly. In practice,
even Internet-wide systems such as Reddit and Digg suffer because
only a relatively small community of users actively contributes [6,
7].
In this paper, we propose passive crowdsourced content discov-
ery to address the problem of under-engagement and the lack of so-
cial connections in communities of a place. Passive crowdsourcing
in general is an approach that leverages the efforts of users with-
out their active participation [8]. A popular example is passively
observing users’ locations and speeds to predict commute times.
Applying it to our problem, we leverage the passive observation of
web-clicks (i.e., the URLs users intentionally visit) as an indication
of users’ interest in a piece of content. We assume that a click is a
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good measure of interest, as users often have an idea of the type of
content they are about to access (e.g., because they saw a preview
or because a friend recommended it). Intuitively, the more users
click on a URL, the higher the interest in the content on the cor-
responding page. Our approach is then to leverage the collective
clicks in a community to automatically discover relevant content to
promote to users of the community.
This idea sounds appealing as it rallies the power of crowdsourc-
ing without the need for user engagement. However, the relatively
small number of users composing a community of a place might be
an issue, as it might limit the crowdsourcing effect. For example,
Reddit has millions of users contributing with 200,000 submissions
per day [9], while communities of a place typically consist of few
thousand users. Hence, the main question for us is whether passive
crowdsourcing is feasible for communities of a place. In particular,
the communities should have enough users browsing the web to al-
low to passively identify content to promote, and users must share
common interests (e.g., click on the same URLs).
To answer this question, this paper designs and deploys WE-
BROWSE (Sec. 2), the first passive crowdsourced content promo-
tion system based on web-clicks. To implement passive crowd-
sourcing, one must be in a position to observe the aggregated web-
clicks of the community. Luckily, in many communities of a place,
users will connect to the Internet from the same network, such as,
e.g., the campus/enterprise network or the network of a residen-
tial Internet Service Provider (ISP) in a neighborhood. Hence, we
base our service on the passive observation of web traffic flow-
ing through a network aggregation point. WEBROWSE (i) observes
web packets flowing through a network link, (ii) passively extracts
HTTP logs (i.e., streams recording the headers of HTTP requests),
and (iii) detects and decides on-the-fly the set of URLs to show to
users.
WEBROWSE is deployed in a large university campus with 15,000
users and recently in a residential internet service provider in a
point of presence connecting 20,000 subscribers.1 We use data
from both deployments to study the feasibility of our approach. We
summarize the main contributions below.
1. We are the first to use the passive observation of web-clicks
to boost content discovery in communities of a place.
2. We develop methods to extract URLs that are interesting to
users from the noisy HTTP logs. HTTP logs contain lots of re-
quests that browsers generate automatically (e.g., to fetch ads or
pictures), which do not correspond to any URL users explicitly
clicked. Moreover, not all web pages are interesting to users at
large. For example, users may often visit their bank website, but
this is not the type of content that one would suggest to friends.
Sec. 4 describes the heuristics to identify the set of URLs candidate
for promotion. Web portals such as youtube.com or nytimes.com
are popular URLs, but we want to identify the specific video people
are watching, or the news article they are reading. Sec. 5 presents
an online algorithm to distinguish content from portal URLs. Pro-
moting content based on the observation of users raises privacy
concerns. Sec. 6 designs a set of privacy-preserving promotion al-
gorithms.
3. We show the feasibility and interest of passive crowdsourcing
for content discovery in communities of a place: We show that
passively observing approximately one thousand active users is suf-
ficient to identify enough interesting content to promote. Then, ac-
cording to a poll, almost 90% of users find the content WEBROWSE
promotes interesting. We finally analyze popular topics in different
communities of a place and find that people in the same commu-
1The website for the campus deployment is public: http://
webrowse.polito.it/.
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Figure 1: An overview of the content promotion system.
nity of a place share common interests. In particular, people in the
same neighborhood share common interests, but less common in-
terests compared to people in the campus, and more compared to
people in another city.
2. WEBROWSE OVERVIEW
Fig. 1 presents an overview of WEBROWSE. WEBROWSE takes
as input HTTP requests from a raw data extraction module and out-
puts a list of sorted URLs to a presentation module, which is in our
current deployments a website. Below, we describe the high-level
architecture of our passive content curation service.
Data extraction is a a traffic monitor running within the network,
it observes packets traversing a link and extracts HTTP requests.2
In this paper, we use the monitoring tool Tstat [11] for extracting
HTTP requests, but this module can build on whatever packet cap-
turing infrastructure ISPs already deploy (e.g., [12]). Alternatively,
we can extract HTTP requests from web proxies or even from plu-
gins installed on user devices. We are interested in the following
information from HTTP requests: timestamp, URL (obtained by
chaining the information in host and resource fields), referer, and
user-agent fields. We also extract an anonymized user identifier.3
All fields are extracted from the HTTP requests only, hence we ig-
nore responses.
WEBROWSE consists of four sub-blocks as depicted in Fig. 1. The
user-URL filter (Sec. 4.1) identifies the HTTP requests correspond-
ing to actual users’ clicks, that we call user-URLs. It eliminates
the vast majority of HTTP requests that the browser automatically
generates. The candidate-URL (Sec. 4.2) and the content versus
portal modules (Sec. 5) together select the set of user-URLs that
are worth sharing with other users. Finally, the promotion module
(Sec. 6) takes as input this set of URLs (together with their times-
tamp) and decides which ones to output to the presentation module.
Presentation is similar to news aggregation and curation services.
It takes as input the list of promoted URLs and presents them in a
user-friendly web portal (similarly to Reddit).
3. DATASETS
In this paper we use a set of traces, ground-truth traces, to
validate WEBROWSE’s modules and HTTP logs, to evaluate WE-
BROWSE. We summarize them in this section.
Ground-truth traces. We generate HTTP logs in a fully-controlled
testbed similar to previous work [13, 14]. We manually visit the
top-100 most popular websites according to Alexa ranking. When
we are in the main page of each of these sites, we randomly visit up
2Although HTTPS is gaining popularity [10], our analysis (not
shown for conciseness) shows that only 7% of websites WE-
BROWSE aims at promoting actually relies on encryption for data
delivery. In a possible future when HTTPS will be dominant, we
can still envision passive content curation based on alternative so-
lutions, e.g., a browser plugin or corporate proxies that feed the
passive promotion system.
3In Sec. 6, we discuss why WEBROWSE needs this information and
describe the techniques we adopt to preserve users’ privacy.
Table 1: Details of the traces considered in this study.
Trace Network Period Users HTTP requests
ISP-week ISP 13-20 Jun 2013 65,577 190M
ISP-PoP1-1day ISP 14 Apr 2015 13,238 16M
ISP-PoP2-1day ISP 14 Apr 2015 3,019 1M
ISP-PoP3-1day ISP 14 Apr 2015 18,462 25M
Campus-day-1 Campus 14 Apr 2015 10,787 21M
to 10 links they reference. We collect all the visited URLs as they
appear in the browser bar. In parallel, we capture all the HTTP
requests. We call the resulting HTTP log HTTP-Alexa. This trace
contains a total of 905 user-URLs, corresponding to 39,025 HTTP
requests. We also build a similar trace, HTTP-GNews, by visiting
almost 1000 news sites (user-URLs) from Google News. This trace
contains 68,587 HTTP requests.
HTTP logs. For this study, we employ several anonymized HTTP
traces we collect at the backbone link of the campus network of Po-
litecnico di Torino and at residential networks from a large ISP. We
collect the residential traces at three routers located in three cities
in Italy. We obtain them by running Tstat [11], a passive probe
which processes live the stream of packets in the network, tracks
all HTTP requests and anonymizes identifiers (i.e., IP addresses)
using Crypto-PAn [15]. Table 1 summarizes all our traces.
4. IDENTIFICATION OF USER AND
CANDIDATE URLS
Webpages have become considerably more complex in the last
decade [16]. When a user visits a page, the browser first issues an
HTTP request to the main URL. In this paper, we call this webpage,
which the user explicitly visits, user-URL. Webpages typically em-
bed diverse types of objects such as HTML, JavaScript, multime-
dia objects, CSS, or XML files. Ajax, JavaScript, and Flash objects
may dynamically fetch other objects. Each of them is referenced
with another URL and may be served from different (maybe third-
party) servers. Thus, the browser issues individual HTTP requests
for each object. Although fetching all these objects is necessary to
render the page, the user does not directly request these objects. We
call all these URLs browser-URLs. Take the example of the user
visiting ‘Web page #1’ in Fig. 2. The user visits URL-1, which is a
user-URL. The browser then requests the URLs of the four embed-
ded objects. This example also shows the type of each requested
object (e.g., the main object is an HTML file).
Take again the example in Fig. 2. After visiting ‘Web page #1’,
the user clicks on one of the links in the page (in this example,
URL-1c) to visit ‘Web page #2’. The figure also presents the referer
field of each HTTP request. The referer field contains the URL of
the page that originated the request. In this example, the referer of
the HTTP request to URL-1c is URL-1.
To build WEBROWSE, our first objective is to to automatically
mine user-URLs from the set of all browser-URLs that we observe
in a log. Once user-URLs identified, we are interested in detecting
the URLs that qualify to be promoted, and that we call candidate-
URLs. This section extends our earlier work [17] that identified,
offline, user-URLs and candidate-URLs. In particular, we augment
our heuristics and modify our algorithms to run online.
4.1 Detection of user-URLs
We now illustrate our user-URL detection heuristics. We need
to identify only the URLs issued by the users (e.g. Web page #1’,
and four for ‘Web page #2 in Fig. 2). To this end, we first develop
filters that build a candidate list of user-URLs from a set of HTTP
logs. We have presented them in details in our prior work [17],
together with a comprehensive evaluation. We briefly recall them
in the following.
URL-1, HTML, -
URL-2, Javascript, URL-1
URL-3, CSS, URL-1
URL-4, XML, URL-1
URL-5, JPG, URL-1
Web Page #1
URL-1c, HTML, URL-1
URL-2c, Javascript, URL-1c
URL-3c, CSS, URL-1c
URL-4c, CSS, URL-3c
Web Page #2
user click
requested URL, type, referer
main object
embedded object
refering to
Figure 2: HTTP requests for standard webpages.
F-Ref. It exploits the referer field in the requests to extract all URLs
appearing as referer, e.g., URL-1, URL-1c and URL-3c in Fig. 2.
F-Children. For each referer URL, say URL-1, it counts HTTP
requests (children) with a URL-1 as a referer. URL-1 has five chil-
dren in the example. F-Children removes from the candidate list
URLs with less than min_c children.
F-Type. This filter checks the extension of objects in the URLs to
discard those pointing to accessory files such as, e.g., .js, .css, .swf.
This filter would eliminate URL-3c.
F-Ad. It eliminates URLs pointing to known advertisement plat-
forms using AdBlock’s filter [18].
F-Time. It groups together all HTTP requests that happen within
a time window T . This heuristic discards, within the time window,
all the URLs that come after the first candidate user-URL.
F-UA. It checks the user-agent field exposed in HTTP requests to
discard those generated by non browser applications (e.g., Drop-
Box, Google Play Store).
4.2 Detection of candidate-URLs
Next, we select, among user-URLs, those worth sharing, what
we call candidate-URLs. Users often visit URLs related to web-
mail or e-banking, but these are not the kind of content they would
appreciate as a recommendation. Our goal is then to identify the
URLs that WEBROWSE should promote. To detect candidate-URLs,
we leverage the presence of social buttons in a webpage, since it
is an explicit indication that a user may want to share its content.
Hence, our approach is to passively inspect the HTTP requests in
the logs to detect children URLs pointing to well-known social net-
work buttons (e.g., Facebook Share) widely adopted in the Web.4
Our earlier results [17] show that this method labels as candidate
70.72% of the URLs contained in HTTP-GNews, the ground-truth
of candidate URLs we built visiting webpages promoted by Google
News. We find that the remaining 30% of URLs corresponds to
websites embedding custom social sharing buttons, which deceive
our heuristic (e.g., YouTube). Although we can reverse-engineer
some of these ad-hoc methods to improve the accuracy, we leave it
for future work given the complexity of this task.
In addition, for our upcoming deployments in corporate and re-
search institution networks, we are currently experimenting a new
heuristic to capture the different nature of content these communi-
ties are interested in. In particular, we simply tag as candidate-URL
any user-URL containing a sufficient amount of text and a title.
Finally, to understand how WEBROWSE filters candidate-URLs,
we apply the heuristics from the previous section together with the
heuristics to identify candidate URLs on three days of ISP-week.
As expected, the user-URLs represent a tiny fraction of all observed
URLs. Out of 190 million requests, we identify 6.5 million user-
URLs. Among these, only 422,500 are candidate-URLs.
4.3 Online algorithm
We design an algorithm that allows us to combine the heuristics
4List available at www.retitlc.polito.it/finamore/plugins.txt
Algorithm 1 Online candidate-URL detector.
Input: HS, TO,min_c,max_p # HTTP Request Stream, Observation Time, and
parameters for F_chidren and F_param
Output: IS # Candidate-URL Stream
# Init Candidate Cache
1: C← ∅
# Read current HTTP request
2: while h inHS do
3: h← timestamp, URL, referer, user-agent, UserID
# Check user-agent and URL is different from the referer
4: if IS_BROWSER(h.user-agent) and h.URL != h.referer then
# If current referer is not in Candidate Cache
5: if h.referer 6∈ C then
# If it passes type-based filter
6: if F_TYPE(h.referer) then
# Add referer to the Candidate Cache
7: ADD(C, h.referer, timestamp)
8: GET_CANDIDATE_URL(C)
9: end if
# If h.URL is a valid child
10: else
11: if F_CHILDREN(h.URL, min_c) then
# Increment the number of children and look for social
12: UPDATE_INFO(C, h.referer, h.URL)
13: GET_CANDIDATE_URL(C)
14: end if
15: end if
16: end if
17: end while
18: function GET_CANDIDATE_URL(C)
# Iterate all referers in the Candidate Cache
19: for r inC do
# Check TO expiration and if it pass candidate filter
20: if observation_time(r) > TO and HAS_SOCIAL_PLUGINS(r) and
F_CHILDREN(r, min_c) and F_PARAMS(r, max_p) then
# Send to the output
21: write(r, IS)
# Clean structures
22: remove(r,C)
23: end if
24: end for
25: end function
26: function UPDATE_INFO(C, referer, url)
# Increment the number of children
27: INCREMENT(C.refer.children)
# Check the presence of social plugins
28: if IS_SOCIAL(url) then
29: SET_SOCIAL_PLUGIN(C.refer)
30: end if
31: end function
from Sec. 4.1 and Sec. 4.2 to build several filtering configurations
and process HTTP requests online.
Alg. 1 describes a simplified version of the algorithm that ex-
tracts candidate-URLs out of HTTP logs. It takes as input a stream
of HTTP logs, HS. It gets four fields for each HTTP request:
<timestamp, URL, referer, user-agent> and it returns a stream of
candidate-URLs, IS, in the format <timestamp, URL, referer>.
This algorithm employs a hash table – the Candidate Cache, C –
which stores historical information for every observed referer for a
limited Observation Time, TO . As HTTP requests arrive, we keep
only those with the user-agent in the browser white-list according
to F-UA (line 4). Then, we extract the referer, r, and we check its
presence in C. If r is not in C, we check the nature of its content
with the F-Type filter (line 6). If r passes the filter, we add it to the
candidate cacheC (line 7), which for a period of time equal to TO
will store the timestamp of the first request having r as referer, the
number of children of r, and the social flag which is set to true if
we observe a social plugin child for r. Conversely, if r is inC, we
keep updated such information with update_info (line 12).
Finally, we call the function get_candidate_URL (at lines
8 and 13). For each referer in C, we check if its observation time
Table 2: Performance and processing time achieved by ReSurf
and our best performing combinations of heuristics for the de-
tection of user-URLs on HTTP-Alexa (44686 requests).
Method Recall Precision Processing time
ReSurf 82.37% 90.33% 32484ms
F-Ref + F-type + F-Children(2) + F-
Param(0) 82.97% 90.52% 1270ms
F-Ref + F-type 96.51% 63.60% 1251ms
TO has expired. If so, it means that we can run the heuristics to
label the URL as user-URL (for example, if the number of children
is larger than threshold min_c) and as candidate-URL if the flag
signalling the presence of social plugins is true (line 20). If the
referer is candidate, we return it to the candidate-URL output (line
21). Note that this algorithm can also output user-URLs.
4.4 Accuracy
We evaluate the accuracy of our user-URLs detection algorithm,
and we compare it with the best performing state of the art. For the
evaluation we employ the HTTP-Alexa dataset and use two metrics:
(i) Recall, i.e., the number of true positives (or URLs correctly la-
beled as user-URLs) divided by the number of positives (which is
the total set of user-URLs). (ii) Precision, i.e., the number of true
positives divided by the number of true positives plus false positives
(which is the number of URLs our heuristics say are user-URLs).
In our experiment, we compare different combinations of filters
and different parameter tunings. Tab. 2 presents results for the most
accurate filters5. This table also compares with ReSurf [14], the
state of the art to detect user-URLs out of HTTP logs. ReSurf also
leverages the referer field to separate HTTP transactions into mul-
tiple streams, but relies in addition on the HTTP content-type, ex-
tracted from responses.
First, we observe that F-Ref + F-type + F-Children (2) + F-
Param (0) filters when running online can achieve the same accu-
racy as ReSurf, if not slightly better (82.97% of recall and 90.52%
of precision). More importantly, our algorithm is lightweight, and,
when comparing the processing time on the same trace, we find that
our algorithm is around 25 times faster than ReSurf. Second, our
results show that there is a tradeoff between recall and precision.
Indeed, F-Ref + F-type + F-Children (2) + F-Param (0) increases
the precision (removing false positives) but comes at the cost of
lower recall (it fails to detect some user-URLs).
Fortunately, we find that applying the candidate-URL filter on
top of the user-URL filters has a positive side effect: it increases
the user-URL detection precision to 100%. For this reason, for our
final implementation of WEBROWSE, we choose the filter with the
best recall, F-Ref + F-type, and let the candidate-URL filter remove
the remaining false positives.
Finally, we run additional tests to see the impact of increasing
the observation time TO , from 5 seconds upto 30 seconds. We find
the best trade-off for TO = 15 seconds, even if this choice has very
limited impact. We omit results for brevity.
5. CONTENT-URLS VERSUS PORTAL-URLS
This section describes how WEBROWSE distinguishes candidate-
URLs pointing to web portals from those pointing to specific con-
tent. We use the term web portal (or portal-URL) to refer to the
front page of content providers, which generally has links to dif-
ferent pieces of content (e.g., nytimes.com/ and wikipedia.org/);
whereas a content-URL refers to the webpage of, e.g., a single news
5We exclude from this table the URLs to webpages delivered with
HTTPS protocol.
or a Wikipedia article. We first design an offline classifier. We then
engineer an online version.
5.1 Classification Features
Given the heterogeneity of the URL characteristics, we opt for
a supervised machine learning approach to build a classifier. We
choose the Naive Bayes classifier, since it is simple and fast, thus,
suitable for online implementation. As we will see, it achieves good
performance, not calling for more advanced classifiers.
We use five features to capture both URL characteristics and the
arrival process of visits users generate.
URL length. It is the number of characters in the URL. Intuitively,
portal-URLs tend to be shorter than content-URLs.
Hostname. This is a binary feature. It is set to one if the resource
in the URL has no path (i.e., it is equal to “/”); and to zero, other-
wise. Usually, requests to portal-URLs have no path in the resource
field.
Frequency as hostname. This feature counts the number of times
a URL appears as root of other candidate-URLs. The higher the
frequency, the higher the chances that the URL is a portal.
Request Arrival Process (RAP) cross-correlation. The URL re-
quest arrival process is modeled as a vector in which each element
is the number of visits in five-minute bins. We notice that users of-
ten visit portal-URLs in a diurnal periodic pattern. Intuitively, the
more the request arrival process signal of a given URL is “similar”
to that of a well-known portal, the higher the chances that the URL
corresponds to a portal. To capture such a similarity we employ
the cross-correlation, a well-known operation in signal processing
that measures how similar two signals are, as a function of a slid-
ing time lag applied to one of them. We compute the maximum
cross-correlation between (1) the request arrival process of a tested
URL and that of (2) well-known portals (e.g., www.google.com or
www.facebook.com). The higher the value of the maximum of the
cross-correlation, the larger the chance of a URL being a portal.
Periodicity. This is a binary feature that builds on the observa-
tion that users visit portals with some periodicity. We use the Fast
Fourier Transform (FFT) on the discretized aggregate visit arrival
process for a given URL. If the visit arrival process shows one-day
periodicity (principal frequency of 1/24h), then we set periodicity
to one; zero, otherwise.
Some of these features require accumulating information in the
system and pose practical constraints for an online implementation,
which we address in Sec. 5.3.
At last, note that some features work only for portals that are
popular enough to observe enough clicks to detect the periodic di-
urnal cycle. Given that our promotion mechanisms (described in
Sec. 6) only promote URLs that are somewhat popular, it is un-
likely that WEBROWSE will present to users URLs of unpopular
portals.
5.2 Feature selection
We build a dataset to train and test the accuracy of classifiers
based on different features from ISP-week. We manually visit each
candidate-URL extracted from ISP-week in order of appearance to
label each as content-URL or portal-URL. We perform this task
until we get 100 URLs of each type. Note that to overcome class
imbalance, we follow the approach of oversampling the minority
class, i.e., portal-URLs [19]. Then, we randomly divide the result-
ing 200 URLs into two sets: two thirds of the URLs for training and
one third for testing. We use a ten-fold cross-validation, averaging
results from 10 independent runs.
Tab. 3 presents the accuracy of classifiers based on different com-
binations of features. The table shows the recall and the precision
Table 3: Accuracy of the web portal/content classifiers.
Features Portal Content AccuracyPrecision Recall Precision Recall
Hostname 100% 23% 55% 100% 60%
Hostname + 100% 75% 80% 100% 87%RAP Cross-correlation
Hostname + 100% 82% 84% 100% 91%Periodicity
Hostname +
100% 87% 89% 100% 93%Periodicity +
RAP Cross-correlation
URL length + 100% 76% 80% 100% 87%RAP Cross-correlation
URL length + 100% 88% 88% 100% 93%Hostname
URL length + 100% 93% 94% 100% 96%Periodicity
All features 100% 93% 94% 100% 96%
in identifying portal-URLs and content-URLs, as well as the over-
all accuracy of the classifier. Identifying portal-URLs is an easy
task: all combinations achieve a 100% precision. However, lots
of content-URLs are misclassified as portal-URLs. Interestingly,
the hostname feature alone miserably fails to discriminate between
portal-URLs and content-URLs. This is due to the fact that a lot
of portal-URLs do not match their hostname (e.g. www.nytimes.
com/politics/). Adding RAP and/or periodicity we enhance the per-
formance, achieving 100% precision and 93% recall for identify-
ing web portals, and more important, in our case: 94% precision
and 100% recall for identifying content-URLs. This means that
when using this combination we correctly label all the portals as
portal-URLs, and we have a small probability (6%) that the clas-
sifier wrongly labels portal-URLs as content-URLs. At last, we
obtain the same performance when considering all five features,
suggesting that frequency, hostname and RAP do not bring more
information.
When engineering the online system we consider both the com-
binations URL length and hostname, and URL length and periodic-
ity. The first combination allows an immediate decision, while the
latter requires the system to collect information for some days.
5.3 Algorithm for online classification
The online algorithm we use to distinguish content-URLs from
portal-URLs in real time takes as input a stream of tuples<candidate-
URLs, timestamp> and labels them as content-URLs/portal-URLs.
The algorithm sends URLs labeled as content-URLs to the promo-
tion module, which will decide which ones to present to users.
The best performing feature combination, URL length and peri-
odicity, requires us to collect in a database the timestamps of re-
quests to candidate-URLs for some days. Therefore, we engineer
the workflow of the algorithm to rely on this combination as soon
as enough observations are available, and to use an on-the-fly clas-
sifier as a temporary solution. For the latter, we choose the best
performing among the combinations that can execute on-the-fly,
i.e., URL length and hostname.
Fig. 3 depicts the workflow of the algorithm. We employ the
Knowledge Database, K, which the algorithm populates with the
portal-URLs obtained by running the more precise classifier based
on (url-length, periodicity). As soon as the algorithm receives a
new candidate-URL i, it checks its presence in K. If present, it
immediately returns the classification result tagging the URL as a
portal-URL. Otherwise, the algorithm counts the number of obser-
vations it has collected for i. If the number of observations is large
enough (≥ W ), the algorithm classifies i using the classifier based
on (url-length, periodicity), and stores the outcome ci inK for fu-
ture decisions. Otherwise, the algorithm performs the classification
on-the-fly using the classifier based on (url-length,hostname).
The accuracy of this method depends on the observation period
Candidate-URL i
Update observations(i)
|observations(i)| 
>= W
ci = url-length&periodicity(i) ci = url-length&hostname(i)
Return ci
i in K
add(i, ci, K)
No Yes
Yes No
ci = get(i, K)
Figure 3: Workflow of the algorithm for online content vs por-
tal URL classification.
of each URL. If the candidate-URL is new to the system we achieve
the precision of the classifier based on URL length and hostname
(88%). It increases up to 94% when enough information to run the
classifier based on URL length and periodicity is available.
To get an idea about the number of content-URLs in practice,
we apply our algorithm on the same three days of ISP-week used
in Sec. 4.2. Out of the initial 90M distinct URLs, only 0.28%
(260,327) correspond to content-URLs.
6. PRIVACY-PRESERVING PROMOTION
Once WEBROWSE identifies content-URLs, it must decide which
ones to promote. Inspired by Reddit, we design content promotion
modules based on both popularity and freshness. These two metrics
are easily measurable from a network perspective. In addition, we
separate content-URLs according to their type: news, blog, video,
and other content. We detect news using a predefined list of tra-
ditional news websites. For our deployment in Italy, we construct
this list by crawling, every 20 minutes for a period of one week,
the hostnames associated to news appearing on the frontpage of the
Italian edition of Google News. This crawling allows us to obtain
more than 500 distinct news websites that are indexed by Google
News. For videos, we create a list with the most locally popu-
lar video sites (e.g., YouTube, Dailymotion, and video sections of
popular newspapers). For blogs, we crawl the Italian blog index to
get the list of the top-30k most popular ones. Finally, we label the
content-URLs which do not fall in these categories as other content.
Privacy threats One of the most important requirements for pas-
sive crowsdourcing is to protect users’ privacy. For WEBROWSE,
we identify, in collaboration with the privacy and security boards of
our institutions, three main privacy threats that are related to con-
tent promotion (we conduct a similar analysis for the data collec-
tion part): i) Personal information can leak into promoted URLs.
For example a URL of a website showing users’ login creden-
tials. We design promotion mechanisms that prevent this threat.
ii) Private pages with open access could be promoted. For ex-
ample, WEBROWSE could promote the URL of a hosted private
image. Luckily, such URLs do not fall under our definitions of
candidate-URL. iii) Inferring personal information by combining
WEBROWSE’s data with information from other sources (e.g. list of
persons present on site, or particular preferences of certain users).
The risk analysis conducted by the boards labeled this latter threat
as very improbable.
Promotion Having in mind above issues, we build three promotion
modules in the WEBROWSE’s website.
• Live Stream. This module promotes web pages that are freshly
clicked and belonging to news, videos, and blogs categories.
• Top. This module promotes web pages by building a rank based
on their number of clicks. In the current version, we show the rank-
ing for different time spans: one day, one week, and one month.
• Hot. This module builds on Reddit’s Hot ranking algorithm [20],
which promotes URLs that are both popular and recent. This al-
gorithm assigns each content a score based on users’ up and down
votes. The links are then presented by decreasing score. For our
case, we replace votes with the number of clicks, and modify the
ranking score to obtain the following:
Score(u) = log(Nviews(u)) +
Tfirst(u)− T0
TP
where, for each content-URL u, Nviews(u) reports the number of
clicks, Tfirst(u) is the timestamp corresponding to the first time
u has been observed, and T0 is the timestamp corresponding to an
absolute reference (i.e., the start of WEBROWSE deployment). Fi-
nally, TP is a normalization factor defining the “freshness period”.
We set it to 12 hours. Intuitively, this score finds a balance between
the content popularity and its recentness (i.e. its age with respect to
the absolute reference). URLs new to the system get larger Tfirst,
and consequently, a larger second term of the formula, increasing
their probability to reach the top rank positions because of their
freshness, even if yet relatively popular. However, when a URL
stops attracting attention (i.e., clicks), the first term of the formula
stops increasing, and the URL is likely to get surpassed by fresher
URLs. Finally, the hot module keeps and permanently updates the
scores and rankings of content-URLs. Content URLs are then pre-
sented to the users by decreasing score.
To protect users’ privacy from the threats described above, we
adopt the following techniques. For the case of Live Stream mod-
ule, we protect users’ privacy by (i) promoting only content com-
ing from public, trusted and known hostnames, and, as an addi-
tional security measure, (ii) stripping all the parameters contained
in URLs. For the Top and Hot modules, we opt for k-anonymity,
i.e., a content-URL is allowed to be promoted iff WEBROWSE has
observed at least k different userIDs (built by combining the IP ad-
dress of the clients and the User-Agent field in the header of HTTP
requests) accessing it. We choose k=5 and do not show URLs older
than 24 hours. With this configuration, the same user has to visit
the same URL, assuming it contains sensitive information, from
five different devices in one day for her personal information to be
exposed. Finally, we allow the users to opt-out from the system
by enabling the DoNotTrack flag in their browsers, and ignoring
all HTTP requests containing the flag. These policies have been
discussed and agreed with the Security and Privacy boards for our
deployments.
Removing WEBROWSE bias. Finally, since our modules query
promoted URLs to create previews, we have to remove the effect
of WEBROWSE on itself. Similarly, content promoted on the portal
has a higher probability of being visited by the users. Both of these
artifacts inflate promoted URLs’ popularity. To counter this effect,
we instrument the system to ignore requests having WEBROWSE
website as a referer.
7. SYSTEM EVALUATION
In this section we show how our filtering works on real ISP traces
and we briefly discuss the resource demand of our online algo-
rithms when working in real-time.
7.1 WeBrowse filtering
To understand how WEBROWSE filters content-URLs in practice
we apply it on three days of ISP-week. The user-URLs represent a
tiny fraction of all the observed URLs in the trace. Out of the 90M
distinct URLs, only 0.28% of them correspond to content-URLs.
00:00 4:00 8:00 12:00 16:00 20:00 23:00
Time
0.0M
0.8M
1.6M
2.4M
3.2M
4.0M
4.8M
#
of
H
T
T
P
re
qu
es
ts # of HTTP requests
0
10
20
30
40
50
60
P
ro
ce
ss
in
g
ti
m
e
[m
in
]
Processing Time
Figure 4: HTTP requests rate (left y axis) and processing time
(right y axis) over time for one day extracted from ISP-week.
Our method detects that among the 190 million a requests, only
3.4% correspond to visits to actual user-URLs. Among these user-
URL visits, only around 6.5% of them are to interesting-URLs,
corresponding to 0.22% of the total number of visits. Among those
the 3,191 detected portal-URLs cumulate 57,794 visits (18.1 per-
portal visits on average over 3 days), and the 260,327 classified as
content-URLs cumulated 373,147 visits (1.43 visits on average).
These results highlight the challenge of filtering the humongous
amount of traffic to pinpoint the URLs that are interesting.
7.2 Performance Evaluation
We evaluate the performance of our WEBROWSE implementa-
tion to process requests in ISP-week, which aggregates the HTTP
traffic from about 20,000 households. We select the day in ISP-
week with the largest peak hourly rate of HTTP requests. We split
the one-day trace in 1-hour long sub-traces, and use them to feed
WEBROWSE. For each hour, we measure the time that WEBROWSE
spends to end the processing. For this experiment, we run WE-
BROWSE on a a server equipped with a 2.5GHz CPU and a 32GB
RAM. Fig. 4 reports the amount of HTTP requests (left-hand y
axis) and the corresponding processing time (right-hand y axis), for
all the 1-hour long bins in the day of ISP-week. The figure shows
that WEBROWSE’s implementation is able to complete up to 4M
HTTP requests in less than one hour. This demonstrates that WE-
BROWSE can sustain the processing of such large rates of HTTP
requests on a rather standard server like the one we pick. Finally,
we note that WEBROWSE’s memory footprint is minimal, as less
than 960MB of memory was used throughout the experiment.
We are convinced that the content promoted by WEBROWSE can
only become more interesting with a larger population of users.
When scaling to, e.g., a country-wide ISP network scenario, WE-
BROWSE will be asked to analyze the HTTP traffic of millions of
users, which is challenging. Hence, to let the system scale, we
could spatially distribute WEBROWSE deployments, or adapt WE-
BROWSE to work based on BigData paradigms. We leave the ex-
ploration of this aspects for future work.
8. WEBROWSE DEPLOYMENTS
We have deployed an operative version of WEBROWSE in the
campus network of Politecnico di Torino. Then, we publicly an-
nounced WEBROWSE to the campus community allowing us to re-
port on users’ feedback on the content WEBROWSE promotes. We
have also installed WEBROWSE at an ISP PoP providing Internet
access to a residential neighborhood of an Italian city. This deploy-
ment is still on trial.
Each deployment uses two servers: The probe, running Tstat,
extracts HTTP requests and streams them to WEBROWSE’s back-
end server which extracts content-URLs and promotes a subset
of them on the website. The campus promotion site is public at
http://webrowse.polito.it/. The website features the three promo-
tion tabs discussed in Sec. 6 and an additional one promoting con-
tents from the websites belonging to the university’s domain. Each
tab contains a content feed inspired by the “wall” implemented in
popular social networks such as Facebook and Twitter. URLs in
the feed have a preview image, a title, and a short description when
available.
Scalability To estimate the amount of resources needed for our
backend servers, we ran first WEBROWSE offline on ISP-week,
which aggregates the HTTP traffic of about 20,000 households and
approximately 65,000 users. We measure the time that WEBROWSE
spends to process the trace using a server with off-the-shelf hard-
ware configuration (2.5GHz CPU and a 32GB RAM).
Although the campus network aggregates approximately 15,000
users (students, professors, and staff), it generates less traffic com-
pared to the residential ISP scenario. For this deployment, we use
a backend server equipped with a quad-core 2.66GHz CPU and
a 4GB RAM, which we observe to be enough to sustain HTTP
request rate for this scenario. The WEBROWSE server processes
in real-time HTTP logs containing on average 21M requests per
day and extracts on average 156,000 user-URLs, corresponding to
35,000 candidate-URLs. Roughly, this represents around 18% of
daily submissions in Reddit, with 300 times less active users in our
case.
Data protection. As we did for the promotion methods, we must
ensure our data collection respects users’ privacy. To this end,
we engineered the system so that the backend server receives the
anonymized stream of HTTP logs from the probe, and keep userIDs
only in RAM for 24 hours (for k-anonymity). Moreover, all data
is stored in a secured server with restricted access. This procedure
got the approval from the Security Office of Politecnico di Torino
and the ISP (equivalent of an IRB approval in the United States).
Campus user study. We advertised WEBROWSE broadly in two
rounds (to different mailing lists of the university) reaching around
6,000 users in Politecnico di Torino. We asked users to provide us
a feedback about WEBROWSE by filling the evaluation form avail-
able on the website. See Sec. 9.2 for details.
9. CONTENT EVALUATION
Evaluation challenges Evaluating a system like WEBROWSE is
very challenging: there is no “perfect-match” competitor to WE-
BROWSE in the campus community, and existing platforms are not
really comparable. Reddit is not popular in Italy because only few
users contribute to it. Our user poll (see Sec. 9.2) shows that users
in the campus rely mainly on news media and Facebook to get
informed. Comparing WEBROWSE to news media is not fair be-
cause news is only a small part of what WEBROWSE promotes (see
Sec. 9.4). What we do instead is to check whether the topics of
the news that users consume in the campus match what the Italian
version of Google News promotes (Sec. 9.3). Analyzing Facebook
feeds of users in the campus is not possible, because it is hard to
get a representative number of volunteers. Finally, Twitter has no
trending data based on the campus location.
Instead, we focus our evaluation on a number of objective and
subjective metrics. The objective metrics will help us answering
the challenges that come with WEBROWSE: What is the critical
mass of users for WEBROWSE to work? (Sec 9.1) And is there re-
ally a community of a place effect? (Sec 9.3). The subjective met-
rics consist in collecting users’ feedback on WEBROWSE’s content
(Sec 9.2).
9.1 Effect of the crowd size
WEBROWSE depends on users accessing the web from the net-
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Figure 5: The number of active users observed by WEBROWSE
(bottom), and number of never seen before URLs in the Hot
category (top). Statistics collected from WEBROWSE’s campus
deployment every 30min.
work to identify the content to promote. The more users on the net-
work, the more dynamic WEBROWSE will be and the more clicks
the promoted content will have. We measure, for our campus de-
ployment, the liveness of WEBROWSE with the number of new
added links in the Hot tab, and study how many users are needed
for WEBROWSE to be “alive”.
Fig. 5 presents three sub-plots reporting statistics collected every
30mins. The bottom plot presents the number of active users in the
network, which we approximate by the number of active userIDs;
the middle plot presents the total number of user-URLs; and the top
plot reports the number of URLs which appear for the first time in
the Hot tab (new Hot URLs). We observe a typical day/night pat-
tern with the number of active users which grows during working
hours and decreases during the night and weekends. The number
of new Hot URLs presents a positive correlation with the number
of active users. In the plots we compare the data from the cam-
pus trace with data from ISP trace. We notice that in the campus
trace there is not new Hot URLs during night and weekends. This
is expected, as many users leave the area during these days. In the
Campus, we rarely observe new Hot URLs when the number of ac-
tive users is below 200. The Hot tab is clearly more dynamic when
there are at least 800 active users in the network. As the users of
the ISP trace are more active and produce more User-URLs, the
Hot Tab requires less users to be dynamic. In the ISP trace we ob-
serve new Hot URLs starting from 100 users. The higher activity in
the ISP trace is partly due to the large amount of internal-network
URLs that people in the Campus consume and we do not take into
account in this plot.In particular, there are no new Hot URLs dur-
ing nights and week-ends. In this deployment, we rarely observe
new Hot URLs when the number of active users is below 200. The
Hot tab is clearly more dynamic when there are at least 800 active
users in the network. However, this scenario is challenging for WE-
BROWSE because of the relatively low browsing activity of users in
the campus. In fact, results for the ISP deployment show that the
number of active users needed to the Hot tab to be dynamic is even
lower (see our technical report for details [21]).
9.2 User study
We study the feedback we got form users visiting WEBROWSE’s
website and filling the evaluation form to understand whether they
subjectively like WEBROWSE content. Second, we analyze users’
interaction with the website by using Google Analytics. One might
think that people in the campus are positively biased towards us.
To counter this effect, we proceed to two rounds of announcements
and user feedbacks collections. The first (R1 in short) targets a
closer community of 300 students, professors and staff from the
computer science department. The second round of advertising
(R2) reached a wider population, i.e., professors, researchers, and
students from different areas (engineering and architecture) and ad-
ministrative employees.
One week after the email announcements, we observe visits com-
ing from 1506 distinct users. Interestingly, we observe that 20% of
users kept visiting the website after their first visit. The average
visit is 2.5min long. Out of the users who visited the website, 115
( 8%) filled our evaluation form. Although the number of respon-
dents is small, their feedback is extremely valuable for our future
work on WEBROWSE.6
We summarize the feedback of the 115 respondents in the fol-
lowing. We split the questions in our evaluation form into two main
groups. The first group helps us evaluate whether users like WE-
BROWSE and the second focuses on our promotion methods. Not
all respondents answered all questions.
Do users like WEBROWSE? We ask users questions about their
experience with WEBROWSE and to compare it with the service
they use to discover content on the web. Tab. 4 summarizes the
responses. Overall, respondents were positive: the wide majority
of respondents find WEBROWSE at least interesting or extremely
interesting. Similarly, 71% in R1 and 91% in R2 of respondents
find it useful or extremely useful. Interestingly, people from other
departments were more positive than colleagues in the same depart-
ment. More interestingly, responses during working hours (9am to
6pm) are more enthusiastic. This positively correlates with the dy-
namic behavior of WEBROWSE.
We also ask users in R2 to list the services they usually use to
stay informed, and compare them to WEBROWSE. As shown in
Tab. 4, 25 of respondents rely on news portals; Facebook comes
second (12 respondents). Interestingly, 41 respondents say that
WEBROWSE is simply different from these services. These answers
are encouraging as we see WEBROWSE as a complement, and not
a replacement, to existing systems.
Finally, the 62% (70%) in R1 (R2) say they would like to have
WEBROWSE as a service offered by their network. 44% (30%) in
R1 (R2) would use WEBROWSE at least once a day.
How good are WEBROWSE’s promotion algorithms? We ask
users to rank the three different tabs in WEBROWSE (Top, Hot and
Live Stream) using a Likert Scale from the most interesting to the
least interesting. We calculate the average ranking score for each
tab. The scores are fairly close, with the Top tab coming first, then
Hot, and Live Stream as last. This result indicates that users have
different tastes, and having different tabs with different promotion
methods is important to please a large user population.
9.3 Community of a place effect
One of the main arguments for passive crowdsourced content
promotion is its usefulness in the case of a community of a place.
In this section, we characterize the community-of-a-place effect by
comparing the content promoted by WEBROWSE in different com-
6The response rate we obtain is in line with that of surveys with no
invite incentive [22].
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Figure 6: Scatter plots where dots represent keywords extracted from different trace pairs and coordinates correspond to their
popularities (Figs. 6(a)-6(d)) and their frequency in news webpages (Fig. 6(e)).
Table 4: User feedback from the evaluation form.
How interesting is
WEBROWSE’s content? R1 R2 How useful is WEBROWSE? R1 R2
extremely interesting 8 24 extremely useful 4 14
very interesting 25 19 very useful 20 20
interesting 17 10 useful 18 16
poorly interesting 5 1 poorly useful 10 1
not relevant 4 12 not relevant 7 4
Which service do you use
to keep informed? R2
How do you compare
this service to WEBROWSE? R2
Web Newspapers 25 More interesting 5
Facebook 12 Less interesting 7
Google News 4 Simply different 41
Twitter 3
Newsletters 2
Other Media 10
Figure 7: Wordcloud of popular keywords in the campus trace
munities. We aim to understand to what extent hot content varies
across different communities of a place, and whether there is an ac-
tual community effect beyond the simple influence of the country
and geographical location. To achieve this goal, we study popular
topics in different communities of a place and compare them with
each other. We also compare topics consumed by distinct randomly
chosen populations of the same community of a place.
We use the 1-day log traces (same day) described in Tab. 1. As
Figure 8: Wordcloud of popular keywords in a ISP trace
shown, each trace corresponds to a different network scenario and
thus community: the campus and three different ISP PoPs in the
same country. For each trace, we extract the popular topics. First,
we run WEBROWSE on the set of HTTP logs in the trace to pinpoint
the corresponding content-URLs. Then, we access each content-
URL, scrape the webpage and extract title and main text. For each
webpage, we tokenize the text, remove stop words, and use term
frequency to identify the top-10 most relevant terms, which we call
keywords. We then weight each keyword by its overall popularity,
i.e., the sum of visits on all articles in which it appears: if a keyword
appears in two pages that were viewed 3 and 5 times, the keyword’s
popularity is 8. We then consider the interests of users in the trace
as the set of weighted keywords. For a fair statistical analysis, we
compare keyword sets extracted from traces whose user popula-
tions have similar size. Thus, from each trace we randomly extract
subsets of users so that all the populations we compare have equal
size. We set the default population subset size to 3,000 users, which
corresponds to the number of users we observe in our smallest van-
tage point. We perform different runs using different populations
and average the results.
Next, we compare the keyword sets extracted from different pop-
ulation pairs. For a qualitative comparison, we draw a scatter plot
for each pair. Dots in plots correspond to keywords, and coordi-
nates match their popularities measured in the two populations. To
quantify the correlation between keyword popularities, we measure
the Pearson correlation coefficient. Note that a perfect linear rela-
tion would imply the keywords are equally popular in the two user
sets, corresponding to a Pearson correlation coefficient equal to 1.
Finally, as we run each comparison five times, we show one of the
five scatter plots we obtain, and report the average Pearson coeffi-
cient.
All in all, we test four scenarios. In the first case, we compare
the keywords we extract from distinct populations obtained by ran-
domly picking users in Campus-day-1. Fig. 6(a) shows the results
for this case. Notice how the dots (i.e., keywords) are distributed on
the main diagonal of the graph and the Pearson coefficient is close
to 1 (0.89). This result suggests the presence of a community ef-
fect within the campus network. Second, we consider a residential
network scenario and we compare in Fig. 6(b) distinct populations
we obtain from ISP-PoP1-1day. Even if smaller than in the campus
case, the correlation of keywords’ popularity is large, testifying the
presence of a community of a place effect also in this case. This is
not surprising as people in the same city or neighborhood typically
share common interests (e.g., local news).
We consider two other scenarios. First, we compare keywords
from the campus trace Campus-day-1 with those extracted from
the ISP trace ISP-PoP3-1day, collected at a PoP in the same city
of the campus. The results, reported in Fig. 6(c), show a low cor-
relation. This demonstrates that despite accessing the web from
the same city, the interests observed in the two populations are dif-
ferent. Fig. 7 and Fig. 8 show the word clouds of popular key-
words from the campus trace and from the ISP trace. We observe
that those of campus trace reflect the typical activity of a university
(e.g. “study”,“scholarship”,“project”). The most popular keywords
from the residential trace relate more to local services (e.g. “court”,
“hotel”,“reviews”)
Finally, we compare keywords of populations belonging to two
different cities. Fig. 6(d) shows the scatter plot reporting keywords
from ISP-PoP1-1day and ISP-PoP2-1day. As expected, the cor-
relation of keyword popularity is lower compared to that of two
populations belonging to the same city or the same campus.
We conclude that different populations in the community of a
place share common interests, confirming our intuition about the
usefulness of passive content promotion in this scenario. Interest-
ingly, our results underscore a community effect that is stronger in
the campus community compared to the geographical-based one.
Indeed, although people in the same neighbourhood have more
common interests than people in different cities, shared interests
are higher for people in the same campus.
9.4 Complementing existing systems
Our user study shows that users think that WEBROWSE is simply
different from the services they use to get informed. In this sec-
tion, we study the content WEBROWSE promotes to shed light into
this reasoning. We compare the frequency of keywords promoted
by WEBROWSE across webpages with the frequency of those pro-
moted by (1) a news curator (Google News), (2) an active crowd-
sourced system (Reddit), and, finally, (3) traditional news media.
WEBROWSE and Google News Similarly to what we did in Sec. 9.3,
we use the keywords analysis to compare interesting topics in WE-
BROWSE and Google News. In particular, we focus on news media
and analyze the difference between the news that Google News pro-
motes on its homepage, and those consumed by the community of
the campus and captured by WEBROWSE. On one side, we obtain
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Figure 9: Freshness of news consumed by users according to
Google (Online deployment).
a set of URLs corresponding to the news promoted by the main
page of Google News for the same day when Campus-day-1 was
collected. On the other side, we extract from Campus-day-1 a sim-
ilar number of popular news-URLs, i.e., content-URLs whose host-
name appears in the Google News list of around 500 publishers in
Italy. We remind that these news-URLs appear in both the live new
stream and the Hot News sections of WEBROWSE. Then, for each
of the two URL sets, we extract a set of keywords, and we weight
each keyword with its frequency, i.e. the number of times the key-
word appears across webpages (URLs). In total, we count around
2,819 distinct keywords for Campus-day-1 and 2,232 for Google
News. We depict in Fig. 6(e) the keywords with their frequencies.
Interestingly, the correlation is extremely weak, suggesting that the
users in the campus are interested in different news than those pro-
moted by Google News. This observation can be explained by two
facts: first, we observe that the campus users often consume news-
URLs that are one to few days old while Google News mostly tar-
gets fresh news. Second, the news promoted by Google News have
country-wide interest and do not reflect the tastes of the campus
users, which are however influenced by the location.
Fig. 9 shows the cumulative distribution function of how long,
after the Google indexing, the first WEBROWSE user visited URLs.
Note that the steps in the distribution are due to the granularity of
the time information provided by Google. The figure shows that
96% of the time, we are more than one hour behind Google news.
Interestingly, although Google News tends to promote the most
recent news (from few minutes to 2 hours) on its frontpage, what
the users really view is not that fresh. Indeed, more than 44% of
news articles keep getting views from 1 to several days after their
publication. A system like WEBROWSE would offer here a differ-
ent perspective that is not linked to the freshness of the news, but
rather to what the crowd is viewing, which is not always fresh news.
WEBROWSE and Reddit Similarly, we compare keywords ex-
tracted from the campus network (Campus-day-1) with those we
extract by web scraping the Italian version of Reddit’s portal on the
same day of the trace, considering a similar number of URLs. In
this case, we observe that the correlation between the keyword sets
is very weak (Pearson coefficient equal to 0.012). By manually
inspecting the Reddit keywords, we observe that the topics differ
from those in the campus, a large fraction of them refers to leisure
activities or to Reddit itself. Moreover, we observe that the number
of keywords in the campus set is much higher, which is due to a
larger diversity of content.
WEBROWSE and traditional news media We perform further anal-
ysis to understand how much users rely on traditional news me-
dia for content curation. To this end, we quantify the fraction of
news-URLs we observed since the beginning of our deployment
(in March 2015) and the remaining portion of content-URLs, i.e.,
not published by a news website in the Google News list and that
we name not-news-URLs. We find that news-URLs represent 14%
of overall consumed content-URLs. In addition, not-news-URLs
are published by a much larger set of domains (nine times larger
then the list of news domains). Interestingly, in our deployment
not-news-URLs tend to be often more popular than news-URLs.
Content locality. We apply a language detection software, Google
Language Detection [23], on the titles and text previews of the pro-
moted content-URLs, and we find that around 94% of them are in
Italian, around 2% are in English, and the rest covers 33 distinct
languages, reflecting the diversity of the students in the campus.
More interestingly, around 5% of content-URLs contain in the title
or text description the name of the city or the region of the campus
network. Few articles even relate to the neighborhood of the uni-
versity and some to the university itself. This result highlights that
WEBROWSE natively offers a regional service.
Content diversity. We quantify the fraction of content-URLs we
observed since the beginning of our deployment (in March 2015)
that were published by online newspapers. We use the Google
News list of around 500 publishers in Italy (see Sec.6) to split
content-URLs in two parts: the first contains news-URLs, content-
URLs originated by one of these publishers; the second set contains
the rest of content-URLs, that we name not-news-URLs. We find
that news-URLs represent only 14% of overall content-URLs. In
addition, not-news-URLs are published by a much larger set of do-
mains (nine times larger then the list of news domains). This result
confirms our intuition about the fact that WEBROWSE captures a
large diversity of content. Finally, in our deployment not-news-
URLs are always more popular than news-URLs.
9.5 Speed of content discovery
This section measures the speed at which WEBROWSE discovers
new Internet content, and in particular news. A service like Google
News has robots that actively look for new content to index using
a predefined list of news publishers [24]. WEBROWSE, instead,
relies on users exploring the web looking for fresh news. We set
the bar high and leverage our campus deployment to compare the
two approaches to discover news.
To compare WEBROWSE to the Google News approach, each
time WEBROWSE promotes a content-URL to “Fresh news”, we
check if Google has already indexed it.7 If so, we measure since
when (this “age” is an information available below each link re-
turned by Google Search). We ran this experiment for a period of
one day (after that, Google has banned our IP network because of
the extensive probing).
Fig. 10 shows the number of news not indexed by Google News
in each hour of the day (left-hand y axis). We put this number in
perspective with the total number of “Fresh news” consumed per
hour (right-hand y axis). The figure shows that even though we
deploy WEBROWSE in a network with only a few thousand active
users, it was able to find few not-yet-indexed news-URLs. Not
surprisingly, there is a positive correlation between the number of
viewed news-URLs per hour and the number of news-URLs in WE-
BROWSE that have not yet been indexed by Google News.
We do not expect WEBROWSE to compete with a large-scale ac-
tive crawling system like Google News on the speed of news dis-
7We use several instances of a headless browser to do a “site:”
search on Google Search for each news-URL WEBROWSE detects.
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Figure 10: Number of not-indexed news-URLs (left y axis), and
number of news-URLs (right y axis) during one day (Online
deployment).
covery. But clearly, increasing the number of users would increase
the speed of content discovery. This would mean deploying pas-
sive crowdsourced content curation in a setting that goes beyond
the community of a place scenario we explore in this paper. How-
ever, popular toolbars, a search engine like Google or a social net-
work like Facebook have however access to a much larger number
of clicks and could try implementing this.
10. RELATED WORK
The research community has spent a considerable effort on study-
ing community-based promotion mechanisms. Notable examples
like [25, 26, 27, 28] demonstrate that in general social-based rec-
ommendation leads to better results than recommendation based on
users’ preference similarity, in an heterogeneous set of taste-related
domains (e.g., movie catalogs, club ratings, webpages and blogs).
Based on these observations, some systems have been designed
specifically for content promotion in communities-of-a-place sce-
narios such as campuses and neighborhoods. For example, several
enterprises and universities deploy internal social networks [29, 30,
31], create blogs [32] and wikis [33].
Even if not suitable for content recommendation in communities
of a place, Reddit, Storify and Pearltrees are crowdsourced content
sharing platforms which build on a community to vote and pro-
mote contents. Although powerful, prior work highlighted some of
their weaknesses. First, most users participating in platforms like
Reddit are not active. This slows down information propagation in
the community [34]. Second, although they target the web at large,
such communities tend to become closed and self-referencing, with
mostly user-generated content [35]. Third, they heavily suffer from
“freeloaders”, i.e., passive users relying on others actively sharing
contents, and from a large amount of submitted contents which are
not viewed [36]. Other tools like Facebook’s Paper [37] and Twit-
ter Trends [38] overcome these issues as they build on huge social
networks to discover novel and popular content. Similarly, social
bookmarking tools like Delicious and Pinterest, promote content
based on users who organize collections of webpages.
All above platforms share the problem of requiring users to be
active at sharing content, which is difficult to obtain, in general [5,
39]. Differently, WEBROWSE is a system for content sharing in
communities of a place based solely on the passive observation of
network traffic, and, to the best of our knowledge, it is the first
system in its kind. WEBROWSE’s most similar system is perhaps
Google Trends [40], which passively observes users’ activity in
Google Search (i.e., search queries) to extract trends about the most
searched topics. The result however is different from the one pro-
duced by WEBROWSE, as Google Trends returns the keys used for
search queries, instead of links to contents.
Other proposals aim at personalizing the recommended contents
to match users’ interests [41], or to offer news based on a regional
basis [42]. WEBROWSE, in its current design does not offer per-
sonalized recommendations beyond the community-based aspect,
but we plan to explore this aspect in future work.
Finally, WEBROWSE is not the first system tackling the task of
mining HTTP logs for URL extraction. For instance, this idea was
already proposed by authors of [43]. However, the result obtained
with their approach, i.e., number of clicks to web portals, is not dif-
ferent from what services like Alexa already provide. Indeed, the
main challenge behind this task resides in the detection of what we
call user-URLs from the set of all URLs, and only a few other re-
search studies address this problem [44, 45, 13, 14]. Among them,
only StreamStructure [13] and ReSurf [14] are still adequate to in-
vestigate the complex structure of modern web pages. Neither of
them, however, are appropriate for WEBROWSE, as they rely on
HTTP Content-Type, which is often unreliable [46], and makes
traffic extraction more complex (because of the matching between
requests and responses) and unsuitable for an online system as WE-
BROWSE. Our experiments in Sec. 4.4 confirm this observation.
Our preliminary work [17] designed the offline version of the al-
gorithm we use to detect user-URLs (Sec. 4.1). In this paper we
present an online version of this algorithm, we evaluate its accu-
racy, and compare with ReSurf on the same ground-truth dataset.
11. ETHICAL AND LEGAL ISSUES
Deploying a system like WEBROWSE comes with a series of eth-
ical and legal issues.
First of all, the users accessing the Web from the monitored net-
work might suffer from the “Big Brother effect”, i.e., experiencing
the fear of having someone spying on their browsing activity. Sur-
prisingly, however, after the first announcement of WEBROWSE,
only two people expressed some privacy worries, an union official
and one respondent to the evaluation form. In the subsequent an-
nouncements and talks presenting WEBROWSE, we took care of de-
scribing the privacy-preserving mechanisms WEBROWSE adopts,
and highlighted that these were approved by the Security and Pri-
vacy boards of Politecnico di Torino, Inria, Nokia and the ISP col-
laborating with us. Moreover, we enriched the website with a sec-
tion describing these mechanisms.
Finally, WEBROWSE might promote URLs pointing to inappro-
priate or potentially damaging content (e.g., porn or malwares).
Also, the promoted content may expose internal information that
the deploying institution is not willing to share. Although, we have
not faced any of these issues yet, we plan to allow the deploying in-
stitution to create blacklists to filter out unwelcome hostnames and
users to notify contents they consider inappropriate or offending.
12. CONCLUSION
This paper designed, implemented and evaluated WEBROWSE,
the first passive crowdsourced system based on web-clicks to boost
content discovery in communities of a place. WEBROWSE takes
as input a stream of HTTP requests observed in a community and
processes it online to detect URLs visited by users, and uses dif-
ferent methods to promote the most interesting ones while preserv-
ing user privacy. Our system evaluation with real and ground-truth
HTTP traces showed that our algorithms are accurate and efficient
in processing, online, HTTP logs at scale. We have deployed WE-
BROWSE in a large campus network and in an ISP neighbourhood,
and used these deployments for evaluation. Two other deployments
in a research institute and a corporate network are underway. Of
the campus users who evaluated WEBROWSE, more than 90% wel-
come the quality of WEBROWSE content. Our analysis of WE-
BROWSE’s liveness shows that WEBROWSE becomes interesting
starting from around 1000 active users browsing the web. Finally,
our analysis of the topics observed in different communities of a
place confirm the promise of passive crowdsourcing to foster con-
tent discovery in such under-engaged communities, and show that
it nicely complements existing systems.
We believe the approach we propose for content promotion could
be inspiring for big players of the web who have access to clicks
from large user populations. A large scale variation of WEBROWSE
could be an interesting approach to reduce filter bubble effects and
expose users to a larger variety of content.
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