We have studied, using dynamical Monte Carlo methods, a facilitated kinetic Ising model for structural glasses. We observe stretched-exponential decays (␣ relaxation͒ of the equilibrium spin autocorrelation function at late times and are able to estimate accurately the corresponding relaxation times . These are found to diverge at nonzero temperatures following a Vogel-Fulcher law. In addition, we observe early-time exponential relaxation analogous to ␤ relaxation of glass formers. We also examined the effective thermodynamics of systems quenched below this divergent temperature and subsequently heated. The result is a peak in the specific heat with properties matching those of the putative glass transition. We also find that these peaks, for different heating rates, can be rescaled to lie on a universal curve. Finally, we studied the evolving structure factor of a frozen glass following a rapid jump in temperature. The results are qualitatively the same as those for x-ray studies of heated glasses. We thus demonstrate that this purely dynamical microscopic model can reproduce much of the phenomenology of the glass transition and near-glass relaxation, with no tunable parameters. ͓S1063-651X͑97͒07301-7͔
I. INTRODUCTION
Recently, there has been renewed experimental and theoretical interest in structural glasses and the glass transition. New experimental methods have allowed for detailed study of the dynamical processes taking place in highly viscous fluids. At the same time new theoretical approaches, in particular mode-coupling theories, have provided explanations for some of these observations, in particular in the mediumto high-viscosity region above the experimental glass transition. However, the nature of the highly viscous fluid near the glass, and the glass transition itself, remains unresolved ͓1-4͔.
Unlike a spin glass, the Hamiltonian of glass-forming materials contains no intrinsic disorder. Instead the structural disorder arises from a dynamical mechanism ͑rapid cooling, for example͒ that keeps the system from forming an ordered equilibrium phase. It is currently believed that the resulting structural glass may be not a proper equilibrium phase but instead a material trapped in a long-lived metastable state. However, the dynamical mechanism causing this trapping is unclear, as is how such a mechanism can lead to the observed experimental phenomenology. For example, given a mechanism we would like to know how its onset, as one approaches the glass transition temperature T g , gives rise to nonexponential decays of the autocorrelation or relaxation functions and to an apparent divergence in the relaxation time at a nonzero temperature T 0 below T g , often characterized by the Vogel-Fulcher law ϳe A/k(TϪT 0 ) ͓5͔, where A is a constant energy scale and k is Boltzmann's constant. We also would like to know how the mechanism can yield thermal properties of the glass transition that mimic closely those of a true thermodynamic phase transition. Finally, we would like to know if the transition to a glass represents a new class of true dynamical transitions. Given these questions, much effort has been devoted to developing theories and models for glasses and glassy relaxation. To date, however, there is no satisfactory description relating a microscopic mechanism for slowed relaxation to the relaxation time divergence near the glass transition or to the glass transition itself. Finding such a mechanism would be of great use in the development of a rigorous theory for glasses.
In this paper we test the idea that dynamical frustration is the relevant mechanism. We do this using a microscopic dynamical spin model for glasses and glassy relaxation. The starting point is a kinetic Ising model in the absence of spinspin interactions (Jϭ0). By itself this model is trivial: with Jϭ0 there is no thermodynamic transition at any temperature. All relaxation and correlation functions decay exponentially, in or out of equilibrium, and all spins are uncorrelated. We introduce dynamical frustration by adding a dynamical rule for frustration to the Monte Carlo dynamics. This rule, defined below, satisfies detailed balance, so that the eventual equilibrium state remains unchanged, but the dynamical process leading to equilibrium changes markedly. Such an idea was proposed in the facilitated kinetic Ising model of Fredrickson and Andersen ͓6͔. Their analytic study predicted that their model should have a power-law singularity in the equilibrium relaxation time at nonzero temperature, which they interpreted as a dynamical transition leading to a glass, although subsequent simulation studies did not support the existence of this power-law singularity ͓7,8͔.
Notwithstanding the absence of the power-law singularity, we have revisited this model and made a large-scale numerical study. This is because we believe its dynamical frustration can provide the most simple representation of glassy behavior. We have used a simplified version of the facilitation model, which we studied in both two and three dimensions and for several facilitation rules. We examined the properties of the model for temperatures where equilibrium was possible and also the effective thermodynamics upon heating from and cooling into the essentially glassy state. Our results are as follows. At low temperatures the equilibrium autocorrelation functions have the late-time stretched exponential decays characteristic of glass-forming materials. More importantly, the relaxation time that we extract from these data diverges at nonzero temperatures following a Vogel-Fulcher law. In addition, our simulations of heating and cooling of a quenched low-temperature ''glass'' show a peak in the effective specific heat with properties very similar to those of the glass transition. We also find that data for different heating rates can be scaled onto a universal curve. These results are independent of the dimensionality of the model or of the facilitation rules employed. Finally, our structural study of rapidly heated glasses shows behavior similar to that seen in dynamical x-ray studies of rapidly heated glasses. Thus this simple model is able to reproduce much of the phenomenology of glassy relaxation and the glass transition, with no adjustable parameters ͓9͔.
The paper is organized as follows. In the next section we review the experimental phenomenology of glasses along with the results of molecular-dynamics simulations of model systems. Following this is a review of some models and theories. We next introduce our model, discussing its implementation and theoretical underpinnings. Finally, we present our results and discuss them in the context of current experimental measurements on glasses.
II. REVIEW
Glasses have been extensively studied over the past half century, so that the basic phenomenology is well known and has been extensively reviewed ͓1-4͔. Here we summarize these general results. We discuss in more detail experiments results on dynamics in glassy materials, as well as the status of current theory.
A qualitative understanding of the glass transition can be obtained from the free-volume approach ͓10,11͔. This model predicts a Vogel-Fulcher form for the relaxation time by postulating a simple relationship between the free volume available for structural relaxation and the corresponding viscosity or relaxation time. By assuming a minimum possible free volume v 0 ͑e.g., analogous to the free volume of a random close-packed system of hard spheres͒ one argues that the relaxation time will diverge ϳe
, where v f is the actual free volume available ͓12͔. Linearizing v f (T) yields the Vogel-Fulcher form. Of course, such an approach does not take into account the nonequilibrium nature of the transition. Nevertheless, the key idea of this phenomenological approach, that relaxation on long length scales is frustrated by the local structure ͑represented here by an average quantity, the free volume͒, is appealing and appears in one form or another in most modern approaches.
Subtleties with the glass transition begin with defining a precise temperature at which it occurs. The glass transition temperature T g can be operationally defined as the point upon cooling where the measured viscosity exceeds
Ϸ10
13 P. Alternatively, one can heat a frozen glass and examine the changing specific heat. In this case the glass transition is defined by the onset temperature at which, in the absence of crystallization, the specific heat shows a prominent peak or jump ͓13͔. One can also measure changing ultrasonic acoustic properties as a glass is heated, in which case the glass transition is indicated by a kink in a plot of acoustic attenuation ͑or velocity͒ as a function of temperature ͓14,15͔. Finally, one can measure the sample specific volume as a function of temperature ͓16͔. This curve shows a kink at a temperature consistent with the T g predicted by acoustic attenuation or specific heat measurements. Therefore, provided the measurement time scale ͑MHz for the acoustic studies, effectively mHz for viscoelastic properties, zero Hz for specific volume͒ is smaller than the experimental time scale from the scanning rate ͓d(lnT)/dt͔ Ϫ1 , the glass transition temperature appears to be frequency independent.
The actual value of T g depends on the time scale of the experiment, i.e., heating or cooling rates, and on the sample history ͑annealing time at low temperature, for example͒ consistent with the idea that the transition is a nonequilibrium phenomenon. An experimental study of the heating-rate dependence of T g and of the width of the specific-heat peak has been undertaken, with the aim of determining if T g and the heating rate are related by a Vogel-Fulcher law and if the transition width extrapolates to zero at a finite heating rate ͓17͔, with as-yet inconclusive results.
As one approaches T g from higher temperatures, glassforming materials show complex nonexponential decays in autocorrelation or relaxation functions. The time constants involved in these dynamic processes are strongly temperature dependent. The dependence of (T) can often be extrapolated to show apparent divergences at nonzero temperatures. Viscoelastic ͓18,19͔, light scattering ͓20-22͔, NMR ͓18,23,24͔, ultrasonic ͓15͔, specific-heat spectroscopy ͓25-27͔, dielectric response ͓28-30͔, and neutron-scattering ͓31-38͔ studies of highly viscous glass formers have shown complex relaxational behavior. This is also evident in moleculardynamics simulations ͓39,40͔ of model systems that have shown that the relaxation process is quite complex. Early dielectric relaxation studies ͓30͔ of supercooled fluids indicated two distinct mechanisms, now known as ␣ and ␤ relaxation. This was later confirmed in neutron-scattering ͓34,36,38͔ studies and by molecular-dynamics simulations ͓41,42͔.
Loosely speaking, ␣ relaxation is associated with longtime scales and long-range order at the glass transition, while the faster ␤ relaxation involves shorter time scales and is associated with short-range order. Indeed, the transient process, ␤ relaxation, appears at temperatures above T g and persists into the glass. Through study of ionic and polymeric glasses above the glass transition this mechanism has been observed to decay via power laws with temperaturedependent exponents ͓20,34͔. Depending on the time scales considered, the corresponding relaxation times appear to have an Arrhenius temperature dependence (e A/kT , where A is an activation energy and k is Boltzmann's constant͒ or for somewhat longer times an effective power-law form. As temperatures are reduced ͑well above T g ) the temperature dependence of short-time ␤ relaxation follows an effective power-law dependence of the viscosity ϳ(TϪTЈ) which involves Vogel-Fulcher temperature dependences, dominates ␤ relaxation. The temperature TЈ marks a crossover boundary between two different regions of viscous behavior ͓43͔. This crossover occurs at a viscosity of around 10 2 -10 3 P, a region readily accessible to other experimental techniques and to molecular-dynamics simulations. In fact, experimental results have been obtained in neutronscattering studies ͓36,38͔, while the two distinct ␣ and ␤ mechanisms have also been observed in molecular-dynamics simulations ͓41,42͔. These experimental results on ␤ relaxation have been taken as confirmation of mode-coupling theories, as discussed in two reviews ͓44,45͔.
The long-time mechanism, ␣ relaxation, is observed only at temperatures above T g . As the temperature is lowered towards T g this feature dominates the late-time behavior and is characterized by nonexponential relaxation and divergence of the relaxation times near the glass transition temperature. It is the ␣ mechanism that is most directly associated with long-range order at the glass transition. At late times this decay is often well described by a stretched-exponential ͑also known as a Kohlrausch͒ decay ⌽͑t ͒ϳe
with ␣Ͻ1, where ⌽(t) is a correlation function defined below. The stretch exponent ␣ does not appear to be universal and can vary from 0.2 to 0.8 depending on the material being studied, the method of sample preparation, and in some cases the temperature. The appropriateness of this expression has been questioned ͓29͔ and other functions have been suggested, particularly in the context of dielectric response measurements ͓46͔. However, the stretch form is widely used due to its reliability in reproducing data from many different experiments and as a general scaling form. We reiterate, though, that such a function is phenomenological.
As temperature is lowered and the glass transition approached the relaxation time or viscosity grows rapidly and in many cases extrapolates to a divergence at a temperature T 0 ϽT g . This divergence is often well fit by the expression
known as the Vogel-Fulcher law when T 0 Ͼ0. Some materials are best described with T 0 ϭ0, i.e., Arrhenius relaxation with activation energy A. Such materials typically form strong covalently bonded networks, for example silicates. Most glass-forming materials, such as polymers, metallic glasses, and ionic systems do not form strong covalent bonds or bonded networks. These materials show non-Arrhenius relaxation near the glass transition, characterized by an apparent divergence at a nonzero temperature T 0 ϽT g . One question is whether there is a simple and universal form for ␣ relaxation. Neutron spin-echo experiments suggest that near T g the Kohlrausch decay ce Ϫ(t/) ␣ may satisfy this requirement with a rescaling of times t/(T) ͓34,37͔. These data also suggest that the prefactor c is temperature independent well above T g , but that it acquires temperature dependence close to the transition ͑a nondiverging power law͒. These results are consistent with several moleculardynamics simulations ͓41,42,47,48͔, but not all ͓49͔. Meanwhile, the dielectric relaxation studies of Dixon et al. ͓25,29͔ suggest a more complicated universal form similar to that seen in multifractal scaling: There the Kohlrausch form does not appear to reproduce the high-frequency data. Other results suggest that Dixon and co-workers' scaling is not universal and has to be modified to account for high-molecularweight polymers ͓28͔. The discrepancy between the dielectric and neutron-scattering experiments has yet to be resolved.
We can summarize as follows. Near the glass transition, autocorrelation functions decay nonexponentially at late times by ␣ relaxation, with the form often being well described by a stretched exponential. The corresponding relaxation times usually extrapolate to a divergence, via the Vogel-Fulcher law, at a nonzero temperature below that of the glass transition. Network glasses show the more straightforward Arrhenius form. There are also faster transient ␤-relaxation mechanisms that decay via power laws and whose relaxation times appear to diverge via Arrhenius laws, although when glass formers are studied at temperatures well above the glass transition these mechanisms suggest effective power-law divergence of the viscosity at a temperature higher than the glass transition. A critical examination of models of the temperature dependence of glass-forming liquids has been given recently by Stickel et al. ͓50͔ .
Theoretical investigations of glassy phenomena have followed several approaches with mixed success. These include thermodynamic free-volume models ͓10͔, blocking or diffusion models ͓51͔, hierarchical models ͓52͔, and hydrodynamic mode-coupling theories ͓44,45,53-57͔. The oldest is the free-volume approach discussed above. This idea of local structure trapping the system in a metastable state has been tested by several constrained dynamics models ͓3,51͔ and via hierarchical relaxation models ͓52͔.
The former approach constructs an artificial dynamics that serves to slow relaxation. The results often yield nonexponential relaxation functions and in some cases a nonArrhenius divergence of the relaxation time. However, in general, the models are too artificial to be easily related to real systems. An exception is the facilitation kinetic Ising model. This model, introduced by Fredrickson and Andersen ͓6,7͔, attempted to surmount these problems by incorporating dynamical frustrated relaxation into a simple microscopic model: the kinetic Ising model. Dynamical frustration is incorporated by allowing a spin to relax only when the neighboring spins are in an appropriate state, analogous to allowing a flip only when a site is surrounded by sufficient local free volume. Analytic study ͓6͔ of one version of this model suggested power-law divergence of the relaxation time at a nonzero temperature and stretched-exponential decays for the autocorrelation functions. Subsequent numerical work in two dimensions verified stretched-exponential decay of the autocorrelation function, but found only weak evidence for divergence of the relaxation time at nonzero temperatures. Hierarchical models complement these constrained dynamics approaches. The model proposes a hierarchy of relaxation processes such that a state at a high level, corresponding to a long relaxation time, can relax only if a certain set of states on lower hierarchy levels ͑with shorter relaxation time͒ have also relaxed. This approach can yield Vogel-Fulcher laws and stretch-exponential decays, given appropriate assumptions about the relationship between the levels of the hierar-chy. In fact, this approach has been used successfully to describe experimental data on relaxation in ionic glasses ͓58͔. However, it is difficult to relate the model to the underlying physics, as there is no obvious prescription for determining the rules of the hierarchy from the microscopic properties.
The above approaches are similar in that they consider glassy phenomena to arise from frustration arising from the local structure. A conceptually different approach is hydrodynamic mode-coupling theory ͓44,45,53-57͔. This theory has met with some success, particularly in the moderately viscous region prior to the formation of a glass. The essential idea is that a glass arises from a hydrodynamic slowing down near the glass transition, where the slowing down is governed by a nonlinear coupling between the density fluctuations and the renormalized viscosity. The resulting model predicts several different scaling regimes, two of which were mentioned above in the context of neutron-scattering results. These neutron results have been interpreted as a confirmation of the predictions of mode-coupling theory. However, the agreement with experiment requires terms within the memory kernel linking the density fluctuations and the renormalized viscosity that are difficult to justify theoretically ͓45͔. As a result, any hydrodynamic mechanisms leading to glassy relaxation and the glass transition are obscured.
III. MODEL
The problem in simulating a glass is one of time, as the time scale of atomic motion is many orders of magnitude shorter than the time scale on which glassy phenomena are observed. Thus, for example, molecular-dynamics calculations are limited to the moderately viscous regime Ϸ10 3 P, where precursor effects to glasses may be observed, but are far from the glassy regime ten orders of magnitude away. Monte Carlo methods are similarly, though less restricted. Our approach is slightly different: we postulate a dynamical mechanism that gives rise to frustrated relaxation and glassy behavior and incorporate it directly into the dynamics of the model. As a result, the effective time scale of our simulations is on the scale of the frustration and not on the shorter time scale of atomic motion. We can therefore simulate much later effective times and can test, by our results, whether or not our postulated mechanism is correct.
A reasonable candidate for a mechanism are local barriers to relaxation that depend on the local environment. Such barriers will inhibit relaxation when the neighborhood is too tightly packed, in keeping with the frustration ideas discussed above. In general, the height of these barriers may depend on the local environment. To simplify the model we assume only two possible barrier energies: zero or infinity. This should retain the essence of the model while preserving the universal behavior.
We test this idea within a variant of the facilitation model of Fredrickson and Andersen, in both two and three dimensions. Following them, we consider a kinetic Ising model in the absence of any site-site coupling (Jϭ0), but in the presence of an external field. For convenience we set the external field to unity ͑or, equivalently, temperature is measured in units of the strength of the external field͒, defining a positive field as being in the negative spin direction. The Hamiltonian is
where i ϭϮ1 is the spin at site i and N is the number of spins. There is no underlying thermodynamic phase transition; the system is always paramagnetic. In the absence of any frustration rules the equilibrium and nonequilibrium properties on the model are well known. All equilibrium or nonequilibrium autocorrelation functions decay exponentially in time and the average spin at equilibrium is m 0 ϭ͗͘ϭϪtanh(1/kT). In addition, the spins are spatially uncorrelated, at all times, whether or not the system is at equilibrium.
To add dynamical frustration, denoted facilitation, we add a rule such that a spin can attempt a flip ͑with standard Boltzmann probability͒ only if the spin is surrounded by a sufficient number of up spins. Allowing the attempted flip is equivalent to saying there is no barrier to the transition, while forbidding the flip implies an infinite barrier height. For any lattice there can be several facilitation rules. A twosite facilitation rule is one where a spin flip is allowed only if two or more of the nearest-neighbor spins are in the spin-up state. Thus the three-site rule requires a minimum of three up-spin neighbors, and so on. Such rules clearly serve to slow the dynamics, and we can anticipate that the harder the rule, the slower the evolution.
The kinetics of this model are easily implemented within Metropolis Monte Carlo dynamics by adding the facilitation rule to the transition probabilities. They become
where E a ϭϪ i and E b ϭ i are the energies at site i ͑ini-tially with spin i ) before and after the attempted flip, respectively. Time is measured in units of Monte Carlo steps per spin ͑MCS/spin͒. Each Monte Carlo step corresponds to N attempts to change the system's state using this transition probablitity. The facilitation function f (͕ j ͖) depends only on the states of the spins ͕ j ͖ neighboring the site of interest and is either 1 or 0 depending on whether or not there are sufficient neighbors to satisfy the facilitation rule ͓59͔. ͑Con-sequently, distances are measured in units of the distance between neighboring sites.͒ The effect of this rule is to slow the dynamics in such a way that the equilibrium thermal averages are preserved. The glassy behavior we investigate here is associated with this slow dynamics. This point has been discussed elsewhere ͓7͔.
The facilitation model was incorporated within a multispin algorithm previously used to study equilibrium and nonequilibrium properties of the kinetic Ising model ͓60͔. This allows us to simulate 32 independent systems in parallel. In two dimensions we examined two-site facilitation, while in three dimensions we studied both two-site and three-site models. The advantage of our algorithm is its speed and ability to average over many independent systems. This is important, as the phenomena we wish to study are at late times, where good statistics are necessary to extract data from the background. Using our algorithm we are able to produce results to later times and with much higher precision that has heretofore been possible.
Three different initial conditions were considered for our numerical studies: ͑i͒ we prepared a system initially with all spins up, quenched the system by applying a reversed field, and monitored the subsequent evolution; ͑ii͒ we prepared the system in a magnetized equilibrium state and estimated the time-dependent fluctuations around this state; and ͑iii͒ we examined the thermal fluctuating properties of glassy state, which was prepared by quenching below the critical relaxation temperature ͑discussed below͒ and annealing the system for several 10 6 MCS/spin. For the system quenched by the reversed fixed external field 1/kT, we monitored the evolution of the average magnetization m(t)ϭ͗͘ as the system evolved to equilibrium. At late times this magnetization reaches the equilibrium value m ϱ ϭlim t→ϱ m(t). For sufficiently large systems m ϱ ϵm 0 , so that the equilibrium average is equal to that predicted by the equilibrium partition function. As noted previously ͓7͔, facilitation can trap the system within a restricted configuration space, provided the quench field is too deep for a given system size. In this case m ϱ Ͼm 0 . We used this criterion to detect finite-size effects in our simulations and have accordingly increased system sizes to give correct results. Provided m ϱ ϵm 0 , to within statistical error, we find that other quantities we measure, in particular the relaxation times, are independent of the size of the system. For dimension dϭ2, we used systems of size Nϭ24 2 -48 2 , while for dϭ3, we used Nϭ8 3 -16 3 . Magnetizations m(t) were averaged over anywhere from 640 to several thousand independent quenches depending on the time required for the system to actually equilibrate. We then calculated the normalized relaxation function
In some cases we also calculated the spatial correlation function g(r,t) during the quench and at equilibrium (t→ϱ). This is defined by the average
where the inner averages ͗(r)(0)͘ and m(t) are taken over all appropriate spins for a given system and the outer average is an ensemble average. In the absence of facilitation, g(r,t)ϭ␦ rϭ0 , since all sites are uncorrelated. This should also be the case in the presence of the facilitation, but only at equilibrium, since facilitation should affect the nonequilibrium and not the equilibrium properties of the system. We examined equivalently the radially averaged power spectrum of the lattices S(q,t), which is the Fourier transform of g(r,t), suitably normalized in real space to give S(0,t)ϵ0. A purely uncorrelated system yields a flat power spectrum, with the amplitude reflecting the noise strength ͑magnitude of the fluctuations͒. For the systems prepared in equilibrium, we also measured the spin-spin autocorrelation function. In normalized form this is ⌽͑t ͒ϭ
where the average ͗ ͘ is over all sites. The averages were again taken over from 640 to several thousand independent runs. From ⌽(t), we obtain a characteristic time scale (T) from the integral of the correlation function ͐ 0 ϱ ⌽(t)dt or by simply fitting ⌽(t) to a form. Finally, the prepared glassy state was studied in two ways. We first considered slow uniform heating of the system and measured during this process the effective specific heat as a function of temperature T. This is analogous to a calorimetric measurement of the glass transition. Second we considered the response of the system to a temperature jump to higher temperature, monitoring in this case the average magnetization m(t) and the structure factor S(q,t). This is of interest with reference to a time-resolved x-ray study of amorphous metals ͓61͔, which examined the early-time evolution of the structure factor.
IV. RESULTS
Typical results from quenching with the external reversing field are shown in Fig. 1 for different inverse temperatures 1/kT. These results are qualitatively independent of the dimensionality or of the choice of facilitation models: the only apparent effect of making the facilitation more restrictive is to slow the dynamics. There are two clear regions in these data: an early-time exponential, followed by late-time slower-than-exponential decay. The crossover from early to late time is interesting: for a short time evolution slows sig- nificantly, after which the decay begins again, but slower than exponential. This behavior, indicated by the arrow K, can be explained as follows. At early times most of the spins are up, so it is easy to flip them down. Here the facilitation rule plays almost no role, so decay is exponential. Eventually all the easy spins have been flipped and the remaining up spins cannot flip until their environment has been arranged to bring up spins into their neighborhood. This initial phase of up-spin diffusion is associated with very little change in the average magnetization, since motion of spins requires spins to be flipped up and then down: no net change in magnetization occurs. Therefore the decay in m(t) slows significantly. Eventually, however, clusters of up spins form and allow the decay to continue, albeit slower than exponentially.
Evidence of this is seen in the dynamical evolution of the pair correlation function, shown in Fig. 2 . At early and late times the spins are uncorrelated, as expected, but at intermediate times we see the buildup of short-range correlations, which dissipate as equilibrium is approached. The maximum in this anomalous correlation takes place at the time when the dynamical evolution is slowest. These correlations have a purely dynamical origin and disappear at late times as the equilibrium state is achieved. Thus the facilitation rule does not introduce equilibrium correlations on any length scale, as expected.
We now turn to the behavior at equilibrium. In Fig. 3 we plot characteristic results for the equilibrium autocorrelation functions, shown here for a three-dimensional system with the two-site facilitation rule. At low temperatures ͑high fields͒ the late-time behavior is well described by a stretch exponential, with the stretch slope ␣ decreasing slightly with decreasing temperature. This is ␣ relaxation in the model. We fit the late-time data to the function e Ϫ(t/) ␣ to determine the stretch power ␣ and relaxation time . To test the appropriateness of this form we plotted ln(⌽) as a function of ln(t): there was no evidence for late-time power-law behavior. We also fit the late-time data to the form ce Ϫ(t/) ␣ , as well as to the sum of ordinary exponentials ce Ϫt/ 1 ϩ(1Ϫc)e Ϫt/ 2 . In the former case, the best-fit estimates were most consistent with cӍ1, there being no systematic variation of c with temperature. This is different from hydrodynamic mode-coupling theory, which predicts a cusplike temperature dependence in this quantity. Comparing the fits, we found that the stretch form represented the data better than the sum of exponentials. We can also estimate the relaxation time from the integrated autocorrelation function. This gives an estimate entirely consistent with that obtained from the fits, implying that the integral of ⌽(t) is dominated by a stretched exponential. For times shorter than those shown in Fig. 3 the decays of the autocorrelation function are exponential. In the model, this time regime is what corresponds to ␤ relaxation. The decay in this transient regime is due to fast motion of spins that are initially free to evolve, that is, are initially facilitated by a sufficient number of up neighbors. The slow nonexponential late-time decay is due to spins that are initially blocked by the facilitation rule. Since the initial spin distribution is random we can use a mean-field argument to calculate the relaxation times of the initial transient exponential regime. At equilibrium the spin-up probability is given by f ϭe Ϫ2/kT /(1ϩe Ϫ2/kT ). Linear response around the equilibrium state f ϩ␦e Ϫt/ ␤ yields 1/ ␤ ϭ p F ( f )(1ϩe Ϫ2/kT ), where p F ( f ), the probability that a given site is facilitated, is given by the ratio
Here N is the total number of neighbors and j is the minimum number of up neighbors needed for facilitation. The agreement between the calculated relaxation time ␤ (T) and
FIG. 2. Pair correlation function g(r)
plotted for different times t following a quench from the all spin-up state. The buildup of correlations at intermediate times is clearly evident. The maximum amplitude of these correlations occurs at a time coincident with the kink marked in Fig. 1.   FIG. 3 . log-log plot of Ϫlog 10 ⌽(t), as a function of time t for temperatures, from left to right, of 1/kT ϭ 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6, where ⌿(t) is the autocorrelation function. The results here are for a three-dimensional system, using the three-site facilitation rule. Straight lines correspond to a stretched exponential, the slope being the stretch power ␣. The dashed line corresponds to ordinary exponential decay ␣ϭ1.
the fits to the early-time simulation data are essentially exact and indicate Arrhenius behavior at low temperatures. To see this analytically we need only consider the limit of small f ͑i.e., low temperatures͒, in which case the sums are dominated by their leading terms. The relaxation time is then
which is an Arrhenius law. This is consistent with the interpretation of this short-time regime being analogous to the fast ␤-relaxation mechanism seen in experiment. Let us return to the nonexponential late-time ␣-relaxation regime and consider the fitted results for the relaxation times and stretch powers ␣ ͑Fig. 4͒. Fig. 4͑a͒ shows the temperature dependence of these relaxation times for the three models studied. A straight line implies Arrhenius relaxation and divergence of the relaxation time at Tϭ0. All our results are concave upward, indicating divergence at a nonzero temperature. We fit these data to two possible forms for this divergence, a power law and the Vogel-Fulcher expression, and have summarized the results in Table I . These Vogel-Fulcher fits are shown in Fig. 4͑a͒ with solid lines and a dashed line shows the best of the power-law fits; the other power-law fits are extremely poor and are not shown ͑note the 2 values in Table I͒ . Considering all three models, it is clear that the Vogel-Fulcher expression provides a much better fit to the data than does the power law, showing the intimate relation between stretchedexponential time decay and the Vogel-Fulcher temperature dependence within this model. The relaxation times obtained from the integral of the curves gives essentially identical results. We have therefore shown that a microscopic, purely dynamical model can give rise to this important aspect of glassy phenomenology. Figure 4͑b͒ shows the temperature dependence of the stretch power ␣, where ␣ϳ0.5. Our results indicate a small systematic increase of ␣ with temperature from about 0.35 to 0.55 with temperature. Up to now the consensus has been that the glassy regime is characterized by a single temperature-independent stretch exponent. However, we note that this weak temperature dependence of ␣ is extracted from fits, so there may be systematic error in our data analysis of which we are not aware. Further study would be necessary to conclusively demonstrate a temperature dependence of ␣. We also note that this feature could be difficult to observe experimentally.
The similarity between the two regimes of the facilitation model ͑fast exponential and slow stretch exponential͒ and the ␤-and ␣-relaxation mechanisms in true glasses is quite suggestive, although, in our simple model, we see no evidence of the elaborate effective temperature dependences and power-law decays seen in experimental ␤ behavior. The transient exponential ␤ mechanism is due to fast relaxation within a local, relatively free cage and the slower nonexponential ␣ decay is due to slow diffusional relaxation of the trapped sites or particles. Thus our model for structural glasses reproduces both relaxation mechanisms present near the glass transition and provides a physically reasonable mechanism for both. We note that this physical argument has been previously discussed by Lewis ͓42͔ .
Finally, we comment on a possible universal scaling of these relaxation data. At first, the simple form indicated by Fig. 4 would suggest that universal rescaling is possible. However, the fact that the early-time data follow e Ϫt/ ␤ (T) precludes this possibility. Our data are consistent with two regimes, namely, the early-time exponential and the late-time stretched exponential. Naturally we cannot rule out other late-time scaling forms. However, for the late-time regimes FIG. 4 . Plot of the ͑a͒ relaxation times and ͑b͒ stretch powers as a function of inverse temperature 1/kT, for the three cases studied. Error bars ͑not shown͒ vary in size, from smaller than the displayed symbols to roughly twice the size of the symbols. A straight line in ͑a͒ corresponds to Arrhenius relaxation. The concave upward curves indicate divergence of the relaxation time at nonzero temperatures: the solid lines are the best fits using a Vogel-Fulcher function with the parameters given in Table I , while the dashed line is the best fit to a power law; the other fits are extremely poor. ͑b͒ indicates the possibility that the stretch power may be weakly dependent on temperature in the model. we studied our data are consistent with a stretched exponential and are inconsistent with a power law. These results give confidence in the use of this simple model to investigate the glass transition. Hence we next investigated the thermal properties of model glass by quenching a system below the divergence temperature T 0 ͑indicated in Table I͒ 2 )/(kT) 2 . The latter expression can be incorrect when the system is nonergodic, while the former will reflect the thermal properties as they would be measured in an experiment. All these results can be contrasted with the exact results for this model in the absence of facilitation.
To study the ergodicity, we used the two-dimensional two-site facilitation model. Results for a typical heating and subsequent cooling run are shown in Fig. 5 , contrasted with the exact Ising result ͑dotted line͒. This system was initially quenched from the all spin-up state to kTϭ0.454 55 and allowed to relax for 8ϫ10 6 MCS/spin. It was then heated ͑and subsequently cooled͒, at a constant rate of 1ϫ10 Ϫ5 kT/MCS. This initial temperature is below the T 0 Ϸ0.5 of this system ͑see Table I͒ so the relaxation time of the prepared glassy state is extremely long: even after 8ϫ10 6 MCS/spin the system was still evolving very slowly with time. However, relaxation was so slow that no noticeable change in properties would have occurred over the time scale of the heating-to-cooling run.
From the measurements of the specific heats, ergodicity, on the time scale of our simulation measurements, breaks down just below kTϭ2.0 for both heating and cooling runs. The heating run shows a large peak in the specific heat C v , while the subsequent cooling run shows a much smaller and broader peak centered at a slightly lower temperature. If we reduce the scanning rate d(kT)/dt the large peak narrows and moves to lower temperatures, while the broad cooling peak is largely unchanged ͑results not shown͒. This is also observed with real glasses. The calorimetric behavior of our model thus possesses much of the characteristic phenomenology of the thermally measured glass transition and the position of the maximum in the specific heat can be interpreted as the effective glass transition temperature T g , which we will denote as T m below.
The quantity C v (st) ͑solid line in Fig. 5͒ tells us about the microscopic ramifications of the broken ergodicity associated with this peak. Since this quantity diverges at low temperatures we see that ͗e 2 ͘Ϫ͗e͘ 2 does not go to zero as T→0. This means that fluctuations are quenched, on the time scale of the experiment, in keeping with dynamical arguments for the origin of glassy behavior.
Also of interest are the results of scaling the specific-heat data for calorimetric experiments performed at different heating rates. We analyzed such data using the standard scaling form, with results shown in Fig. 6 . Provided the nonequilibrium peak is well displaced from the broad background peak of the equilibrium model ͑i.e., it is at sufficiently high temperatures͒ the data scale very well. This ceases to be the case ͑dotted line͒ when a large portion of the specific heat is due to the equilibrium background ͑dotted line͒. We note that one can ensure that these two regions are well separated by making the facilitation even more restrictive.
There has been interest in determining if, at asymptotically slow heating rates, the broad glass transition sharpens up in the manner of true first-or second-order transitions ͓17͔. This is usually done by measuring the glass transition peak position and width, estimating their functional dependence over experimentally accessible heating and cooling rates, and then extrapolating to slower rates. In our case this is equivalent to measuring the heating-rate dependence of the scaling parameters, which we have plotted in Fig. 7 . Figure 7͑a͒ shows the rate dependence of the peak maximum T m : the Arrhenius form is clearly evident. Similar Arrhenius behavior for the glass transition temperature is often seen in typical calorimetric experiments ͓25,62͔ and implies that the effective activation energy arising from the dynamical frustration is independent of the heating rate. To check that this is a function only of the frustration mechanism and not of the annealed state we repeated the numerical simulations, starting with an initial state annealed for a much shorter time at kTϭ0.454 55 (2ϫ10 6 MCS/spin as opposed to 8ϫ10
6 MCS/spin͒. The results, also shown in Fig. 7͑a͒ , show that the effective activation energy is largely independent of the initial state of the system. Also of interest is the rate dependence of the peak width, plotted in Fig. 7͑b͒ . We have attempted to fit these data via power series in heating rate or by a power law with an additive constant WϭAϩBt ␣ . The power law provides by far the better fit and yields a power-law growth exponent for the peak width of approximately 0.6. More importantly, this power law extrapolates to a finite-width transition at slow heating rates. Of course this extrapolation only makes sense for time scales shorter than the annealing time of the prepared low-temperature system. This also applies to real experiments.
In Fig. 7͑c͒ we plot the specific-heat maximum as a function of heating rate. In general, the maximum increases with decreasing heating rate, until a critical rate is reached whereupon the maximum begins to decrease. The value of the maximum, as well as the crossover point between these two regimes, depends on the annealing time of the starting state. A longer annealing time yields larger specific-heat maxima and at the same time lowers the heating rate at which the crossover from increasing maxima to decreasing maxima is seen. We also examined the annealing time dependence by examining, at a fixed heating rate of 5ϫ10 Ϫ4 kT/MCS, the effective glass transition peak for system annealed for times between 4ϫ10 5 and 8ϫ10 6 MCS/spin. We observe that the maximum in the specific heat C v m and the temperature of this peak T m both increase with increasing annealing time, while the peak width W decreases ͑data not shown͒. In addition, the integral over the peak estimated by the product C v m W increases with aging. This is quite consistent with experimental observations of typical glasses. The numerical data are, however, too noisy for us to be able to estimate the functional form of these dependences.
Finaly, we examine the response of the glass state to an upward temperature jump. For this study we took configurations that had been annealed for 8ϫ10 6 MCS/spin at kTϭ0.454 55, instantaneously jumped the temperature to a higher value, and monitored the subsequent time evolution of the magnetization and the ensemble-averaged structure factor S(q,t). Jumps were performed to temperatures between kTϭ1.0 and kTϭ6.0. Characteristic results are for magnetization and extreme-q components of the structure factor are shown in Fig. 8 for a jump to kTϭ4.0, while Fig. 9 shows a three-dimensional topographic map of the evolution of the structure factor with time.
The results can be summarized as follows. As the glass state evolves towards equilibrium the structure factor initially develops a peak at qϭ0, which subsequently decays. Meanwhile, the structure factor at large q evolves monotoni- FIG. 7 . Dependence of scaling parameters ͑a͒ T m , ͑b͒ peak width W, and ͑c͒ specific-heat maximum C v m on the heating rate. Results are shown for two initial states annealed for different lengths of time at kTϭ0.454 55: 8ϫ10 6 MCS/spin ͑circles͒ and 2ϫ10 6 MCS/spin ͑triangles͒. The dashed lines in ͑a͒ are best fits to an Arrhenius law, while in ͑b͒ they correspond to power-law fits, as discussed in the text.
cally towards the equilibrium value. The qϭ0 peak is clearly due to fluctuations in the magnetization: in fact, visualization of the spin configurations during the jump show the formation of domains of the fluctuating, high-temperature phase embedded within the still-frozen glass. The broad peak influences the structure factor out to approximately qϭ0.35, i.e., on the order of three inverse lattice spacings. Since each site in our model reflects an averaged domain in a real system, this implies quite large minimum domain sizes at the glassy peak.
The peak at qϭ0 is strongly reminiscent of structure factor evolution in spinodal decomposition when the order parameter is not conserved ͓63͔. This is consistent with our model, which does not conserve magnetization. However, the dynamics of our model will be quite different from ordinary spinodal decomposition, since in the latter case the dynamics are driven by local free-energy gradients, while in our case the dynamics arise solely from the frustration.
We attempted to quantify this study by measuring the q dependence of the relaxation times extracted from the S(q,t) curves. Unfortunately, our data are too noisy and do not extend to small enough q for this to be feasible. We find that the rise in S(q,t) at early times is best described by a power law, albeit with a power-law exponent that varies widely with q, but nonsystematically. Also, the drop in S following the peak is described neither by a power law nor an exponential: the best description comes from a Wigner function Sϳt e Ϫt/ . Meanwhile, at high q the structure factor grows almost linearly with time to the equilibrium value.
These results, however, are in qualitative agreement with the time-resolved x-ray diffraction study of Brauer ͓61͔. In that temperature-jump study of glassy Co 2 B and Fe 76 B 24 Brauer found, prior to crystallization, a rapid rise in the structure factor at low q, but no equivalent rise at high q, similar to our results discussed above. In Brauer's case, however, this initial growth is exponential, allowing one to extract relaxation times as a function of q. Brauer found ϰq 2 , consistent with the rise being due to density fluctuations. In addition, Brauer found the rapid rise in S(q,t) only for qϽ1.2ϫ10 Ϫ2 Å Ϫ1 , corresponding to a length scale of ϳ80 Å. This is consistent with our findings that the smallest length scale for the density fluctuations should be rather large.
We performed temperature jump experiments to various temperatures between kTϭ1.0 and 6.0. As with the glass transition data we attempted to scale these temperature jump results onto a universal curve. This proved unsuccessful for both the evolution of the structure factor evolution and the evolution of the average magnetization.
V. DISCUSSION
In this paper we presented and studied a facilitated kinetic Ising model for structural glasses. This model, a simplification of the model of Fredrickson and Andersen ͓6,7͔, considers a system of noninteracting Ising spins in a negative external field. Glasslike frustration, or facilitation, is introduced by allowing the spin at a given site to evolve via Metropolis dynamics only if it is surrounded by a sufficient number of up spins. If there are insufficient up neighbors the site is frozen and does not evolve. As the field increases ͑corre-sponding to decreasing temperature͒ the equilibrium state contains fewer and fewer up spins and more spins are frozen by the facilitation rule. This is analogous to saying that cold, FIG. 8 . Time dependence of the smallest-and largest-q components of ͑a͒ the structure factor S(q,t) and ͑b͒ the average magnetization for a temperature jump from kTϭ0.454 55 to kTϭ4.0. The dashed line shows the result for large q, namely, qϭ0.927, in units of reciprocal lattice spacing. The solid line is for the smallest q, namely, qϭ0.046 247.
FIG. 9. Three-dimensional topographic plot of the structure factor S(q,t) following a temperature jump from kTϭ0.454 55 to kTϭ4.0. The contour plot in the q-t plane shows the structure factor peak at qϭ0. The structure factor at late time is flat, indicating systems at equilibrium. S(q,0), however, is slightly depressed at low q, reflecting the residual structure of the nonequilibrium glass.
tightly packed regions of solid inhibit structural relaxation of their neighbors. At sufficiently low temperatures the facilitation requirement should frustrate relaxation completely, in which case the relaxation time should diverge and the system should become a glass.
The experimentally observed properties of glass-forming materials near but above the glass transition can be summarized as follows. There is an early-time power-law relaxation mechanism (␤ relaxation͒, which persists into the glass and has a temperature-dependent relaxation time that follows an Arrhenius law, for some regime of temperature and time. This relaxation mechanism is believed to be associated with fast local atomic rearrangements. At late times there is a second nonexponential relaxation mechanism (␣ relaxation͒ that is often well described by a stretched exponential. The corresponding relaxation times are observed to diverge with temperature following a Vogel-Fulcher law e A/k(TϪT 0 ) , with a nonzero T 0 ϽT g . This is a diffusional relaxation mechanism and it is the cessation of this diffusion that allows a glass to form.
The results from the facilitation model are entirely consistent with these observations. We first note that there are two well-defined relaxation regimes. At short times the equilibrium autocorrelation function decays exponentially, with an associated relaxation time that follows an Arrhenius law. This relaxation is associated with local ͑fast͒ spin relaxation, but not spin diffusion. At later times the relaxation takes on a stretched-exponential form, with a stretch exponent ␣ that depends no more than slightly on temperature and a prefactor that is temperature independent. In this case we measured the relaxation times and tested their dependence on temperature. In all cases studied we found their divergence best described via a Vogel-Fulcher law. This slow relaxation is due to the slow diffusion of up spins, which then facilitate the relaxation of otherwise frozen sites.
Given the success of the model reproducing these features of glasses, we turned to other typical experiments. We first modeled calorimetric experiments of glasses by heating a frozen model glass at a constant rate and measuring the evolved nonequilibrium heat. In an experiment the glass transition is marked by a prominent peak or jump in the nonequilibrium specific heat under these conditions. Our numerical results are consistent with these observations, showing a prominent peak in effective specific heat that can be attributed to a glass transition. This peak is entirely due to nonequilibrium behavior. As the heating rate is lowered this peak narrows and moves to lower temperatures. This is also consistent with experiments on structural glasses. In addition, our model indicates a universal scaling of the nonequilibrium specific-heat curves for different heating rates. To our knowledge, such scaling has not been attempted with experimental data.
Finally, we turned to temperature jump experiments and measured the evolution of the structure factor of a frozen glass following a jump to temperatures above T g . At large q the results show a monotonic increase of the structure factor towards the equilibrium value. The low-q data, on the other hand, show the formation of a large peak at qϭ0, which then disappears as equilibrium is approached. As mentioned above, these results are qualitatively consistent with the time-resolved x-ray measurements of Brauer ͓61͔. However, our data are too poor to allow qualitative measurement of relaxation times.
The agreement between our model and experiment is not complete. For example, our model does not reproduce the complicated transient time and temperature dependence of the ␤-relaxation regime. Furthermore, within the ␣-relaxation regime, our model indicates a temperatureindependent prefactor cϭO(1), different from the predictions of mode-coupling theory and from some experiments. Finally, the effective thermodynamics upon heating a model glass are only qualitatively similar to data on real glasses.
However, despite these drawbacks, the agreement between the numerical results of our model and the known phenomenology of glasses is quite remarkable, especially considering the extreme simplicity of our noninteracting kinetic Ising model. We therefore believe that the model contains the essential mechanism of glassy phenomena, namely, relaxation frustrated by local structure. In such models relaxation on long length scales ͑and hence long time scales͒ can only occur by the diffusion of up spins through the system. Meanwhile, the diffusion of these spins is frustrated by the paucity of up-spin neighbors. This hierarchical process serves to slow the diffusion and, for sufficiently few up spins, effectively stop it.
There are several remaining issues. First, we note that our model considers the facilitation energy barrier to be either zero ͑the site is facilitated͒ or infinity ͑the site cannot evolve͒. Thus the energy surface is filled with infinitely high ͑or zero-height͒ barriers separating different spin configurations. However, one could reasonably assume different energy barriers depending on the degree of facilitation. This would change significantly the shape of the energy surface, adding barriers of various heights. We note that the approach of Fredrickson and Andersen ͓6,7͔ includes such a modification to the energy surface. In their model the insufficiently facilitated sites never evolve ͑infinite barrier͒, while those that can evolve have their flipping probabilities weighted by the number of spin-up neighbors ͓59͔. In this case the simulation results did not show the rich glasslike phenomenology we observe. In light of the success of our simpler model a reinvestigation of this more general approach would seem to be in order.
We have also ignored the role of the conservation law. In our treatment the magnetization was nonconserved. This is consistent with structural glasses, but may not be consistent with network glasses, where the number of network bonds is conserved. The conservation of this quantity, in the context of our model, may explain why network glasses make such strong glass-forming materials and also why network glasses show Arrhenius, not Vogel-Fulcher, divergences of their slow relaxation times. Simulation studies of variants of the facilitation model may answer some of these questions.
Finally, we point out the need for an analytic study. Since the facilitation model appears to encompass the relevant mechanism for glasses, studies of this model should shed light on the analytic properties of glassy relaxation. In addition, we suspect that the hydrodynamic approach, taken to the appropriate limit, will map onto a facilitation model. This might prove a useful way of explaining the origins of certain terms in the mode-coupling memory kernel.
