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1. Introduction
The relationship betweenNP-completeness andproblemdifﬁculty has becomeevermore
fuzzy over the last decade, particularly, but not exclusively, for the Satisﬁability Problem
(SAT). Instances of SAT that were thought to be intractable just a few years ago are considered
trivial now. The many orders of magnitude improvement in time-to-solution experienced
during this period is only partly explained by faster processors and more available memory:
most of the improvement is due to advances in algorithm, data structure, and heuristics
design. An important element in these advances has been an improving understanding of
structural properties of instances of SAT and their relationship to complexity. The intuition
needed to continue this progress is not available from the theory of NP-completeness. To
some extent it has come from surprising sources such as statistical mechanics and proba-
bilistic analysis.
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The role of probabilistic investigations into the nature of difﬁcult instances of SAT, for
the purpose of making hard instances easier, promises to increase in signiﬁcance. There
are several notable successes on which this prediction is based. Consider, for example,
the classic study of resolution on random k-CNF expressions with m clauses constructed
from n variables. In this case density, deﬁned as the ratio m/n, is an important parameter.
Simple non-backtracking variants of the well-known Davis–Putnam–Logemann–Loveland
algorithm (DPLL) [30] can solve large random k-CNF expressions with probability tending
to 1 if they are generated with densitym/n<ck2k/k, ck a function only of k2 (for example,
see [21]). Since a variable is assigned a value at most one time, those variants run in
polynomial time.
The probabilistic analyses of those variants help explain what is actually happening as the
algorithms operate by modeling the computational process as a system of clause “ﬂows.”
Thus, predictions of behavior may be based on the mathematics that might be applied to
predict the ﬂow of water in a system of rivers. Such visualizations make it easier to suggest
improvements, even to a full-ﬂedged DPLL algorithm. For example, from ﬂow analysis it
becomes immediately evident that it is a good idea to assign a value, when branching, which
satisﬁes more clauses than falsiﬁes literals (a so-called “majority” rule). But deeper ﬂow
results, particularly in [56] and related work, have inspired a much greater understanding of
this class of algorithms, generally. It appears some of these results help explain the success
of the counting heuristic used in some of the top SAT solvers, such as Chaff. The prospect
of further progress along these lines is reasonably good.
Another area of probabilistic study that has helped inspire new algorithms concerns
ﬁnding short resolution proofs of unsatisﬁability for instances of k-CNF which have no
solution. Resolution is remarkably poor in trying to prove that no solution exists for random
unsatisﬁable k-CNF expressions. In particular, when densitym/n>c′k2k , c′k some constant,
and limm,n→∞m/n=O(1), the probability that the length of a shortest resolution proof is
bounded by a polynomial in n tends to 0 [12,22]. The analysis illuminates the reason: for
every “substantial” subset S of clauses, there are signiﬁcantly many variables that appear
just once in S. Observe that this is a statement that applies to any CNF expression: the
probabilistic analysis is used to reveal the statement and then show that the property stated
usually holds, at least for random expressions. On the other hand, if densitym/n=(nk−1),
the probability that there exist 2k clauses containing the same variables spanning all different
literal complementation patterns tends to 1. Then, random k-CNF expressions are “easy” for
resolution. Considerable investigation of resolution proof size to ﬁnd the density that deﬁnes
the crossover from “hard” to “easy” expressions, although brilliant, has not progressed very
far. The best bound on the crossover is not much different from m/n=(nk−1) [9].
Results of the above study have led to at least one theoretically superior algorithm for
proving unsatisﬁability. By superior we mean that the crossover from “hard” to “easy”
random k-CNF expressions occurs at signiﬁcantly lower density. Such a crossover for
resolution appears to be very high as stated in the previous paragraph. An alternative to
resolution is to cast SAT as a HITTING SET problem and count the number of variables that
are forced to be set to true and false in a given instance; if this number can be shown to be
non-zero in polynomial time, a “short” proof of unsatisﬁability follows. This idea has been
2All density results of this paper are asymptotic: that is, m and n are always implicitly tending to∞.
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applied to random k-CNF expressions and yields a “hard” to “easy” crossover no worse
than m = nk/2+o(1), a considerable improvement over resolution results [47] (revisited in
more detail in Section 9). This is an example of how probabilistic analysis has driven the
search for improved, alternative algorithms.
But it has been difﬁcult for some to take probabilistic results seriously. The main draw-
backs of relying on random k-CNF results for practical problems are: (1) some distribution
of input expressions must be assumed and a chosen distribution may not represent reality
very well; (2) results are usually sensitive to the choice of distribution; (3) the state of
analytical tools is such that distributions yielding to analysis are typically symmetric with
independent components; (4) few algorithms have yielded to analysis.
Despite these drawbacks, probabilistic results can be a useful supplement to worst-case
results, which can be overly pessimistic for NP-complete problems, in understanding algo-
rithmic behavior. One reason for this is that CNF expressions which are presented to a SAT
solver are typically translated from another logic form that may even include a binarization
of integer variable expressions. Such translations tend to smear or garble original domain-
speciﬁc structural relationships and make the resulting CNF translation look somewhat like
a random expression. We have noticed this happen on some problems related to circuit
veriﬁcation, for example, which are very difﬁcult for advanced SAT solvers such as Chaff.
Hence, in order to better understand the nature of expressions that are hard for current
SAT solvers, it seems reasonable to study the relationship between hardness and random
expressions. There has been much work on this subject in recent years (see, for example,
[1,37] for a bibliography), most focusing on random k-CNF expressions. Phase transitions,
or thresholds, seem to have taken a central position in many of those studies. Results show,
for each ﬁxed k, there is a sharp threshold [43], with associated critical ratio rk2k−2/k
[21] (it is known that limk→∞ rk → c · 2k , c constant [6,7], but the bounds of those papers
are not close to the actual threshold when k is around 3, the most important case). It has also
been observed that random expressions become harder for SAT solvers at densities close to
rk and easier at densities distant from rk , the more distant being easier.
These results and observations have suggested a relationship between hardness and
threshold. Further investigation has identiﬁed long “backbones,” or chains of inferences,
to be a good candidate for the underlying cause of the sharp thresholds and poor algorithm
performance near the thresholds since it appears to be the high density of well-separated
“almost solutions” induced by the backbones that lead to thrashing in search algorithms
[20]. In [66] and other articles it has been suggested that there is a strong connection between
the “order” of threshold sharpness and hardness.
Recent advances [26,28] have revealed the importance of minimal monotonic structures
to the existence of sharp transitions. Those results have been used, for example, to show
how limited most succinctly deﬁned polynomial-time classes of SAT are. Notable examples
of such classes are Horn [31,53], re-nameable Horn [62], q-Horn [14,15], extended Horn
[17], SLUR [71], balanced [23], and matched [42], to name a few. These classes have been
studied partly in the belief that they will yield some distinction between hard and easy
problems. For example, in [14] a satisﬁability index is presented such that a class with
index greater than 1 + , for any positive constant , is NP-complete but the q-Horn class
has satisﬁability index 1. Thus, it seems that q-Horn is situated right at the point delineating
hard and easy SAT. This hypothesis has been tested somewhat using density as a scale
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for determining the boundaries, in a probabilistic sense, of q-Horn and other classes: it
has been found that a random k-CNF expression is q-Horn with probability tending to 0
if m/n> 4/(k2 − k) [42]. Similar results have been obtained for other polynomial-time
solvable classes. They underscore the fact that most instances of such classes are satisﬁable
since their extent on the m/n scale is far below the rk satisﬁability threshold. Since their
boundaries, in a probabilistic sense, are so distant from the threshold, all the polynomial-
time classes mentioned abovemay be considered extremely easy, especially when compared
to the good probabilistic performance shown for polynomial-time incomplete algorithms
in the range m/n<ck · 2k/k [21].
But the limitations of these classes seem to be related to thresholds. Except for thematched
class, the classes above, including q-Horn, are “vulnerable” to cyclic clause structures, any
one of which prevents an expression containing such a structure from being a member of the
class. These structures have the recently discovered minimality and monotonic properties
which are necessary for sharp thresholds and are deﬁned in [26]. So, it seems to ﬁnd
challenging polynomial-time solvable classes it is advisable to look for classes which are
not so vulnerable: that is, those for which expressions cannot be excluded by adding certain
minimal monotonic structural components. This is a case where probabilistic tools might
prove useful in the development of broad succinctly deﬁnable polynomial-time SAT classes.
What follows is a history of some signiﬁcant probabilistic results in the area of Satisﬁa-
bility research and a review of the impact of those results on solving SAT. Speciﬁc results
which are considered important are given separate sections for describing details.
2. Terminology
A variable takes a value from the set {true, false}. A literal may be complemented or
uncomplemented.An uncomplemented literal is a variable.A complemented literal takes the
opposite value of a variable and is identiﬁed by a horizontal bar over a symbol representing
the variable. Thus, v¯ is a complemented literal taking value opposite to that of variable v.
Literals v and v¯ are said to be complementary.A clause is represented as a set of literals and
takes value true if one of its literals has value true and false otherwise.A literal whose value
is false is said to be falsiﬁed. The width of a clause is the number of literals it contains. A
clause of width 1 is called a unit clause. A non-tautological clause is one which contains no
pair of complementary literals. A CNF expression  is represented as a set of clauses and
takes value true if all its clauses have value true and takes value false otherwise. If a literal
appears in at least one clause of  but its complementary literal does not, then that literal is
said to be a pure literal. In a k-CNF expression, all clauses are of width k. An assignment
of values to the variables of a CNF expression  which causes  to take the value true is
called a model for (or a solution of) . If  has at least one model it is said to be satisﬁable
if it has no model it is said to be unsatisﬁable. A proof of unsatisﬁability or that no model
exists is a sequence of steps, one implied by the previous, starting from the given set of
clauses, and leading to a condition that is impossible for a satisﬁable expression.
Most of the algorithms considered in this paper assign values to variables iteratively.
During execution of such algorithms, some variables are said to be unassigned because
they have yet to be assigned a value. A clause that has at least one true literal is said to
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be satisﬁed. A clause that has only false literals is said to be empty or falsiﬁed. Selection
of a literal in an algorithm has the effect of setting that literal to true (and therefore its
complement to false). A model is returned from an algorithm as a set of literals with the
interpretation that those literals have value true and the others have value false.
We are interested primarily in random k-CNF expressions. The symbol m is used to
denote the number of clauses in a random k-CNF expression. Clauses of such expressions
are chosen independently, uniformly, andwith replacement from the set of all possible width
k clauses on n variables. We will be very interested in how expression properties change,
asymptotically, as a function of the ratio ofm/nwhich is referred to as expression density or
simply density. Sometimes results are obtained by deviating slightly from this distribution.
In this paper, we usually do not explicitly state when this happens or what the change is.
3. Sharp thresholds, minimality, monotonicity
Although interest in thresholds emergedwith investigations of the probability that random
k-CNF expressions are satisﬁable as a function of density, the concept can bemore generally
applied: for example, to investigations of the probability that certain clause structures exist
in random k-CNF expressions. Recent work on thresholds shows a relationship between
threshold sharpness and minimal monotonic properties. Indeed, even a Schaefer-like di-
chotomy theorem applies [26,28]. In this section some results of this recent and important
direction are stated. Results of this section are applied, usually implicitly, in the remainder
of this paper.
Let X = {x1, . . . , xe} be a set of e elements. Let AX, a subset of the power set of X
(denoted 2X), be called a property. Call AX a monotone property if for any s ∈ AX, if
s ⊂ s′, then s′ ∈ AX. Typically, a monotone property follows from a high-level description
which applies to an inﬁnite family of setsX. For example, letX=Ck,n be the set of all non-
tautological, width k clauses that can be constructed from n variables. Thus e= 2k( n
k
) and
any s ∈ 2Ck,n is a k-CNF expression. LetUNSATCk,n denote the property that a k-CNF
expression constructed from n variables is unsatisﬁable. That is, any s ∈ UNSATCk,n
has no model and any s ∈ 2Ck,n\UNSATCk,n has a model. If s ∈ UNSATCk,n and
c ∈ Ck,n such that c /∈ s, then s ∪ {c} ∈ UNSATCk,n so the propertyUNSATCk,n is
monotone for k <n.
An element s ∈ AX is said to be minimal if for all s′ ⊂ s, s′ ∈ 2X\AX. For any 0p1
and any monotone property AX ⊂ 2X deﬁne
p(AX)=
∑
s∈AX
p|s|(1− p)e−|s|
to be the probability that a random set has the monotone property. For the property
UNSATCk,n (among others), s is a set of clauses, hence this probability measure does
not match that for what we call random k-CNF expressions but comes very close with
p =m/(2k( n
k
)) ≈ m · k!/(2n)k .
94 J. Franco / Discrete Applied Mathematics 153 (2005) 89–123
Observe that p(AX) is an increasing function of p.3 Let pc(X) denote that value of p
for which p(AX) = c. The values of pc(X) change as the size of X increases. There are
two threshold types.
AX is said to have a sharp threshold if, for any small, positive ,
lim|X|→∞ (p1−(X)− p(X))/p1/2(X)= 0.
AX is said to have a coarse threshold if, for any small, positive ,
lim|X|→∞ (p1−(X)− p(X))/p1/2(X)> 0.
The following criteria for sharp thresholds is found in [27] and is developed from [43].
Theorem 1. Let AX be a monotone property such that lim|X|→∞ p1/2(X) → 0. If the
following two conditions are satisﬁed, then AX has a sharp threshold.
1. For all 0<c< 1 and for all positive integers ,
lim|X|→∞ pc(X)(s
′ ⊆ s, s′ is minimal for AX, and |s′|)→ 0.
2. For all 0<c< 1, for all positive integers , and for s∗ ∈ 2X\AX with |s∗| = ,
lim|X|→∞ pc(X)(s ∈ AX, s\s
∗ ∈ 2X\AX|s∗ ⊆ s)→ 0.
The ﬁrst condition ofTheorem 1 says that elements ofAX of bounded size have negligible
probability of appearing. The second condition says the probability that a given s is in AX
is not affected much by conditioning on an element of bounded size that is not in AX.
There are better conditions for sharp thresholds speciﬁcally for k-CNF expressions. Let
E be a set of values.4
Theorem 2 (adapted from Creignou and Daudé [28]). If the following three conditions
are satisﬁed, then the monotone property ACk,n has a sharp threshold.
1. For all 0c1, pc(Ck,n)= O(n1−k).
2. For all s minimal forACk,n , the number of variables of s is no greater than (k−1)·|s|−1.
3. For all 0c1, for all t , for all (1, . . . , t ) ∈ Et , and all > 0,
pc(Ck,n)(s ∈ 2Ck,n\ACk,n , |Cs | · nk−1)→ 0,
where ACk,n denotes the property ACk,n with the assignment v1 = 1, . . . , vt = t ; and
Cs denotes the set of clauses C having at least one variable in {v1, . . . , vt } and is such
that s ∪ C ∈ ACk,n .
3 By illustration usingUNSATCk,n this reﬂects the fact that, as p increases, the average number of clauses
increases, so the probability that an expression has the UNSATCk,n property increases.
4 In some applications E = {0, 1}, in some E has more than two elements.
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Theorem 2 may be used in a variety of ways depending on the monotone property ACk,n .
For example, the property that random k-CNF expressions aremembers of some polynomial
time solvable class can be shown to have a sharp threshold for a number of polynomial time
solvable classes. One such illustration is given in [29], as well as in Section 10, for the
class of q-Horn expressions.5 The following describes what is normally meant by the
Satisﬁability Threshold:
Theorem 3. Let pk(m, n) denote the probability that a random k-CNF expression has a
model. For every k2 there exists a sequence rk(n), such that for any 0< ,
lim
n→∞ pk((rk(n)− )n, n)= 1 and limn→∞ pk((rk(n)+ )n, n)= 0.
Theorem 3 says for each k there is a sharp threshold rk(n) at some density for every n
such that a random expression almost surely has a model below the threshold and almost
surely does not have amodel above it. It follows that proving amodel exists with probability
bounded from below by a constant for a range of densities is sufﬁcient to imply that a model
exists almost surely for the same range of densities.
4. A history of probabilistic results
Goldberg was among the ﬁrst to investigate the frequency with which DPLL algorithms
return a model quickly. He provided an average-case analysis of a variant of DPLL which
does not handle pure literals or unit clauses [48]. The analysis was based on a different pa-
rameterized distribution for generating random CNF expressions which independently and
uniformly selects a literal for membership in a clause with probability p (thus, the average
clause width is np). Goldberg showed the DPLL variant has average complexity bounded
from above byO(m−1/ log(p)n) for any ﬁxed 0<p< 1. This includes the “unbiased” sample
space when p= 13 and all expressions are equally likely. Later work [49] showed the same
average-case complexity even if pure literals are handled as well. The scientiﬁc and engi-
neering communities are often interested in proofs of unsatisﬁability, but Goldberg made
no mention of the frequency of unsatisﬁable random CNF expressions over the parameter
space of that distribution.
However, Franco and Paull [41] pointed out that most random CNF expressions, in
the sense of Goldberg, are dominated by easily satisﬁable expressions: that is, a random
assignment of values to the variables of a random expression is a model for that expression
with high probability. This result is reﬁned somewhat in [38] where it is shown that a random
assignment is a model for a random CNF expression with high probability if p> ln(m)/n
and a random CNF expression is unsatisﬁable with high probability if p< ln(m)/2n. In
the latter case, a “proof” of unsatisﬁability is trivially found with high probability because
then a random CNF expression usually contains at least one empty clause, which can
easily be located, and implies unsatisﬁability. Further work [40] showed that all but a small
5 The monotone property ACk,n has to do with the emergence of structures which cause an expression not to
be q-Horn.
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Fig. 1. Smallest Clause Algorithm for CNF expressions.
region of the parameter space was dominated by trivially solved satisﬁable or unsatisﬁable
expressions. Because of this, random CNF generators are not considered interesting by
many and, although somework on average-case complexity based on these has subsequently
appeared (for example, [39,69]), most work has shifted toward consideration of the possibly
more robust random k-CNF expressions.
Franco and Paull in [41] (see [68] for corrections) also considered the probabilistic
performance of Goldberg’s variant of DPLL for random k-CNF expressions. They showed
that for all k3 and every ﬁxed m/n> 0, with probability 1 − o(1), the variant takes an
exponential number of steps to report a result: that is, either to report all (“cylinders” of)
models, or that no model exists. The ﬁrst upper bound on rk , namely the smallest value
of m/n such that the expected number of k-CNF models tends to 0, was also presented in
that paper: that is, the probability that a random expression is unsatisﬁable is 1 − o(1) if
m/n>− ln(2)/ ln(1− 2−k), which is approximately 0.69 · 2k if k is large.
Later, in a series of two papers [18,19], Chao and Franco presented some useful in-
sights which inﬂuenced the lower bound probabilistic analysis of Satisﬁability algorithms
in following years (for example, [2–5,21,44]). Unlike upper bounds, which are probabilistic
counting arguments, they produced lower bounds for rk which are algorithmic. The algo-
rithms they considered are members of a class of algorithms shown in Fig. 1 as a single
parameter (s) algorithm, called SCA. SCA performs exactly like DPLL until either a model
is found or the ﬁrst backtrack is attempted and, in the latter case, the algorithm gives up.
Thus, a positive result for algorithm SCA is also a positive result for DPLL. The analysis of
this algorithm considered the “ﬂow” of clauses between levels of clause sets, where level i
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consists of all clauses of i literals at any iteration j of SCA. More about clause ﬂows can be
found in Section 5.
Using ﬂows, in [18] it is shown that the UNIT CLAUSE (UC) algorithm (Algorithm SCA
with s=1) has positive probability of ﬁnding a model for random 3-CNF expressions when
m/n< 83 = 2.66 . . . and, when combined with a “majority” rule, for m/n< 2.9. In [19],
the Generalized Unit Clause (GUC) algorithm (Algorithm SCA with s = k) is shown to ﬁnd
a model with bounded probability when
m/n< 0.77 · 2
k
k + 1
(
k − 1
k − 2
)k−2
, 4k40
and with probability 1− o(1) when
m/n< 0.46 · 2
k
k + 1
(
k − 1
k − 2
)k−2
, 4k40.
This was improved by Chvátal and Reed [21] who showed that the SHORTEST CLAUSE (SC)
Algorithm (Algorithm SCA with s = 2) ﬁnds a model with probability 1− o(1) when
m/n< 0.125 · 2
k
k
(
k − 1
k − 3
)k−3
, 3k.
Thus, random k-CNF expressions are nearly always satisﬁable ifm/n<c12k/k and nearly
always unsatisﬁable if m/n>c22k for some positive constants c1 and c2 and sufﬁciently
large n.
Later, Friedgut [43] (Theorem 3) showed there is a sharp satisﬁability threshold rk for
every k3. From the above results, it occurs at density no greater than some constant times
2k but no less than some constant times 2k/k. The question of locating the threshold is
interesting for various reasons including that it may provide some insight about the per-
formance of DPLL variants. These variants seem to do well up to m/n about equal to 2k/k
but after that, for ﬁxed m/n, their performance seems to suffer. Thus, a threshold result of
order 2k suggests a rather “hard” region for DPLL algorithms. The question was answered
byAchlioptas and Moore [6]: the threshold occurs at a density which is a constant times 2k .
Research on the two sides of the threshold has proceeded more-or-less independently. On
lower densities, the study of model-ﬁnding algorithms has dominated. On higher densities,
counting subsets of assignments has been more important. The most active research on
lower densities has considered random 2-CNF and random 3-CNF expressions. Since 2-
CNF expressions are polynomial time solvable, the issue in this case can only bewhether the
threshold exists and, if so, where it is. Chvátal and Reed [21], Goerdt [46] and Fernandez de
laVega [36] independently answered these questions: they determined r2=1. It is important
to observe that 2-CNF expressions being solvable in polynomial time [24] means that there
is a simple characterization of unsatisﬁable 2-CNF expressions. Indeed, both [21,46] make
full use of this characterization as they proceed by focusing on the emergence of the “most
likely” unsatisﬁable random 2-CNF expressions.Also using this characterization, Bollobas
et al. [13] completely determined the “scaling window” for random 2-CNF expressions,
showing that the transition from satisﬁability to unsatisﬁability occurs for m = n + n2/3
as  goes from −∞ to +∞.
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On lower densities and random 3-CNF expressions, less progress has been made. The
value of r3 has not been established although ever improving bounds for it have progres-
sively been reported. Since r2= 1, 1r3 follows trivially. Broder et al. [16] proved that the
pure literal heuristic alone, with no backtracking, almost always sets all the variables for
m/n1.63. Mitzenmacher [65] showed that this bound is tight for the pure literal heuristic.
Frieze and Suen determined the probability of success ofAlgorithms SC and GUC. In particu-
lar, they showed that form/n< 3.003 . . . , both heuristics succeed with positive probability.
Moreover, they proved that a modiﬁed version of GUC, which performs a very limited form
of backtracking, succeeds almost surely for such values of m/n. Years later, Achlioptas
[2] showed, using a ﬂow analysis, that for m/n3.145, a random 3-CNF expression is
satisﬁable with probability 1− o(1) by changing SC slightly to choose two literals at a time
coming from a clause with two unassigned literals remaining. In [8],Achlioptas and Sorkin
take this approach to the limit with the discovery of an algorithm that almost surely ﬁnds
a model if m/n< 3.26. By take to the limit we mean that no other myopic6 algorithm for
Satisﬁability can perform better probabilistically. Myopic algorithms had been exclusively
used in low-density analysis because they preserved the distribution of clauses at each level
up to the number of clauses at that level and made analysis tractable. However, Kaporis
et al. [56] used other distribution-preserving conditions enabling the analysis of certain
non-myopic greedy algorithms. A result of their work is that there exists an algorithm for
Satisﬁability which almost always ﬁnds a model when m/n< 3.42.
With this analysis machinery in place, and considering the results of numerous experi-
ments, it will not be long before better results are reported. Because an analysis tends to
direct algorithm development, it is hoped future probabilistic results will reveal new gener-
ally useful search heuristics, or at least explain the mechanics of existing search heuristics.
However, it may not be the case that improved algorithm analysis will eventually ﬁnd a
tight lower bound on the Satisﬁability threshold for random 3-CNF expressions.
On higher densities successful threshold bounds have been due to improved methods of
counting certain subsets of models and the use of the ﬁrst and second moment methods.
As stated, a simple bound of rk < − ln(2)/ ln(1 − 2−k) is obtained from the ﬁrst moment
method applied to the number of models of a random expression, but the second moment
method cannot be used to get a better bound because the variance of the number of models
is too high. However, the ﬁrst moment method can yield better results by changing what
is counted. For example, from the simple bound above, r3< 5.19 but in [55] the count is
reduced due to the observation that, with high probability, a large number of variables have
no effect on models. Applying the ﬁrst moment method assuming an appropriately reduced
number of variables leads to r3< 4.762.A weaker bound using the same idea but on a slight
variation of the generation of random 3-CNF expressions, was obtained independently in
[35]. A better bound results from counting the number of critical models. A critical model
M for a given expression  is a model for  such that any M′ obtained from M
by reversing the value of exactly one of any of M’s false variables is not a model for
. Counting critical models was introduced independently in [33,59]. The set of critical
models for  is far smaller than the set of models for  so the expected number of critical
models provides a tighter bound on the threshold location than the expected number of
6 The term myopic is deﬁned in Section 5.
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models. One ﬁnds r3< 4.667. A generalization of this idea results in a bound r3< 4.601.
In [34] a further improvement to r3< 4.506 is reported. Experimental results suggest that
r3 = 4.26. For more information on this area of research the reader is referred to [32].
Leaving the topic of threshold bounds, we discuss the important work on resolution for
densities above the threshold. Resolution is a general procedure used primarily to certify
that a given CNF expression is unsatisﬁable. The idea predates the often cited work reported
in [70]. Let c1 and c2 be clauses in  such that there is exactly one variable v that occurs
complemented in one clause and uncomplemented in the other. Then, the resolvent of c1
and c2, denoted byRc1c2 , is a clause which contains all the literals of c1 and all the literals of
c2 except for v and v¯. That is,Rc1c2 ={l : l ∈ c1 ∪ c2\{v, v¯}}. The variable v is called a pivot
variable. Resolvents may be generated and added to  until exhaustion or until a resolvent
is the empty set. In the latter case, the sequence of resolvents generated constitutes a proof
of unsatisﬁability.
A popular restricted use of resolution is the DPLL algorithm. In [25], it is shown that
if there is a “short” DPLL proof of unsatisﬁability for a given unsatisﬁable expression,
then there must be a short resolution proof of unsatisﬁability for the same expression. In
[11], it is shown that sometimes a “short” resolution proof exists when all DPLL proofs
are “long.” Therefore, resolution is potentially more efﬁcient than DPLL. However, ﬁnd-
ing a shortest resolution proof is generally hard. Moreover, the more restricted nature of
DPLL algorithms, namely ﬁnding all resolvents involving a particular pivot variable v and
then removing clauses containing v and v¯ from , seems to result in a better intuitive
grasp of effective search heuristics; this may be the reason DPLL is preferred to reso-
lution, in general. In recent years, the introduction of conﬂict analysis and the learning
of clauses during search has accounted for great speedups in DPLL, closing the gap with
resolution.
The pessimistic probabilistic results for resolution, which also apply to DPLL, begin with
establishing the root cause: namely, expression sparseness [22].Without getting too techni-
cal, sparseness is a measure of the number of times pairs of clauses have a common literal
or complementary pair of literals; any “moderately large” subset C of clauses taken from a
sparse expression must contain a “large” number of variables that occur exactly once in C.
Sparse expressions force a super-polynomial number of resolution steps for the following
reason. Let P be the minimum set of clauses that is the result of repeated applications of
the resolution rule starting from a sparse unsatisﬁable CNF expression  and ending with
the empty clause. By sparsity, any moderately sized subset C of clauses taken from must
contain a large number of variables that occur exactly once in C. This forces at least one
clause of high width to exist inP. But, almost all “short” resolution proofs contain no long
clauses after eliminating all clauses satisﬁed by a particular small randompartial assignment
. Moreover, resolution proofs for almost all unsatisﬁable random k-CNF expressions with
clauses satisﬁed by  removed are sparse and, therefore, must have at least one high width
clause. Consequently, almost all unsatisﬁable random k-CNF expressions have long resolu-
tion proofs. Ideas leading up to a concise understanding of this phenomenon can be found in
[9,10,12,22,45,51,73]. Despite considerable tweaking, the best we can say right now is that
the probability that the length of a shortest resolution proof is bounded by a polynomial in
n tends to 0 when m/n>c′k · 2k , c′k some constant, and m/n<nk−1/(log n)k−2 and tends
to 1 when m/n>nk−1/(log n)k−2.
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The failure of resolution, in the probabilistic sense, has led to the development of new
techniques for certifying unsatisﬁability.Amajor successwith respect to probabilistic analy-
sis is reported in [47] and described in Section 9. In essence, for a random k-CNF expression
, one ﬁnds a bound n+ on the number of variables forced to be set to true to satisfy clauses
containing only uncomplemented literals and a bound n− on the number of variables forced
to be set to false to satisfy clauses containing only complemented literals. If n+ + n−>n
then at least one variable would have to be set to true and false to satisfy the given expres-
sion. Since this is impossible if  is satisﬁable, this test can provide certiﬁcation that  is
unsatisﬁable. In [47], spectral techniques are used to obtain bounds sufﬁcient to show that
certifying unsatisﬁability in polynomial time can be accomplished with high probability
when limm,n→∞m/n>nk/2−1+o(1).
The probabilistic analysis of properties of CNF expressions can develop insights into the
nature of “hard” problems aswell as the potential effectiveness of preprocessing expressions
before search algorithms are applied. In particular, certain polynomial time solvable classes
of expressions exhibit special properties whichmay be exploited in someway to help reduce
search. On the other hand, probabilistic studies of random expressions indicate that many of
the known polynomial time solvable classes contain only a small fraction of the expressions
that can be solved rapidly and reveal why: namely, vulnerability to speciﬁc cyclic structures
(this is explained in Section 10). It is found that several well known, different, and in some
cases incomparable, classes are rare when m/n> 4/(k2 − k) [42,29]. On the other hand,
some polynomial time solvable classes which are apparently so trivial that they have been
all but neglected in the literature, and are not vulnerable to cyclic structures, are common
even out to m/n= 1.
Finally, we mention the recent important non-rigorous contributions of the statistical
physics community leading to a better understanding of the nature of hard problems and
proposals for algorithms that can deal with them (for example, [64,66]). A discussion of
this topic is left to Section 11.
The remaining sections pick out particular topics we think are interesting for further
discussion.
5. Myopic algorithms: Low density
For densities below the Satisﬁability Threshold the behavior of some DPLL variants can
be understood by means of probabilistic results on algorithms such as SCA (Fig. 1). The
intuition motivating the study of these algorithms is based on the observation that in order
to succeed (that is, not give up) unit clauses cannot be allowed to accumulate, since too
many unit clauses increases the likelihood that a pair of unit clauses is complementary and
such an event would eventually force the algorithm to give up. It follows that choosing
literals to eliminating shortest or lowest-width clauses should be a priority. Probabilistic
analysis conﬁrms this intuition to some extent: results for the class of SCA algorithms are
quite good compared to other heuristics, for example the pure literal heuristic alone [16,65].
The analysis is based on clause-ﬂows and illuminates the algorithmic mechanics that cause
successful behavior.
A clause-ﬂow model of SCA is a directed graph where sets of clauses of equal width are
represented as non-terminal nodes and the possible movements of clauses from one such
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set to another, during execution, are represented as directed arcs. There are two terminal
nodes called S for sink and F for fail. At the outset, the root of the digraph represents all
the clauses of a given k-CNF expression, . As literals are chosen in SCA some clauses are
removed from  because they become satisﬁed and some become reduced by one literal
which becomes falsiﬁed (see the last executable line of SCA). Thus, at iteration j , consists
of clauses of various widths. Let Ci(j) denote the set of clauses of width i in  at iteration
j , and label k non-terminal nodes Ci(j), 1 ik. Let wi(j) denote the number of width
i + 1 clauses that become width i clauses on iteration j . Establish arcs directed from node
Ci+1(j) toCi(j), labeledwi(j), 1 i < k, to represent the ﬂowof clauseswhich are reduced
by one literal. Let zi(j) denote the number of width i clauses of  that become satisﬁed on
the j th iteration of SCA. Establish arcs from node Ci(j) to node S, labeled zi(j), 1 ik,
to represent the ﬂow of clauses that become satisﬁed. Finally, establish an arc from C1(j)
to F labeled w0(j) representing the ﬂow of clauses that become falsiﬁed. A clause-ﬂow
model for SCA is represented in Fig. 2. Although the structure of the graph does not change
with time, the values of zi(j), wi(j), and |Ci(j)| do.
The success of SCA depends critically on what is happening to w0(j). If w0(j)> 0 for
any j , SCA gives up because some clause has just become falsiﬁed. In turn, w0(j) can be
controlled by keeping complementary pairs of clauses out of C1(j), for all j , since, if such
a pair exists in C1(j) for some j = j ′, then eventually w0(j)> 0 for some j = j∗>j ′.
Complementary pairs may be kept out of C1(j), for all j , by preventing a signiﬁcant accu-
mulation of unit clauses over time since such an accumulation tends to raise the probability
that a complementary pair exists. Giving highest priority to choosing a clause from C1(j),
if |C1(j)|> 0, does this by acting like a “pump” that attempts to immediately discharge
to S all clauses which ﬂow into C1(j). Unfortunately, it is not usually the case that more
than one unit clause can be discharged at a time, in effect limiting the pump capacity to
about 1. Even when choosing from Ci(j) ﬁrst, an accumulation in C1(j) is unpreventable
when the ﬂow into Ci(j) is greater than the pump capacity, that is, when w1(j)> 1 over a
signiﬁcant range of j . This fact limits the densities at which the probability of success is at
least bounded from below by a constant.
Clause-ﬂow analysis ﬁnds the limit of usefulness of algorithms like SCA by modeling
the clause ﬂows and accumulations as a system of differential equations and determining
under what conditions maxj {w1(j)} = 1. Those conditions mark the boundary of good
probabilistic performance. Whether clause-ﬂow analysis can be applied depends on two
things: (1) the clauses in Ci(j), for any i and j , should be statistically independent and
uniformly distributed; (2) conditions whereby Markovian processes may be modeled as
differential equations must be satisﬁed.
Consider the requirement of statistical independence. Most performance results on ran-
dom k-CNF expressions have been obtained for myopic algorithms. For our purposes,
non-backtracking algorithms are called myopic [8] if the distribution of width i clauses at
iteration j can be expressed solely by the number of clauses of width i and j , for all i.
Thus, given random k-CNF expressions as input, the distribution of set Ci(j) corresponds
to random i-CNF expressions. To determine whether an algorithm is myopic it is sufﬁcient
to show that no information about remaining clauses and literals, other than number, is
revealed after choosing a literal and eliminating clauses satisﬁed and literals falsiﬁed by
that choice. This is the case if literals are chosen at random and, more generally, is the case
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Fig. 2. Clause sets and ﬂows for a linear algorithm. On the left is a schematic representation. On the right are plots
of the expected number of clauses in Ci(j) versus j/n for the case k = 4 with i = 2, 3, 4.
for any SCA algorithm. Therefore, the statistical independence requirement is satisﬁed for
SCA algorithms.
Regarding Markovian conditions, a theorem of Achlioptas [1], based on Theorem 2
of Wormald [74], may be used to adequately approximate clause ﬂows by differential
equations. Conditions under which the theorem applies are roughly, for all i: (1) |Ci(j)|
does not change too quickly from iteration to iteration; (2) the expectation of ﬂows wi(j)
and zi(j) should be expressed as a function of current state only (namely |Ci(j)| and
j ); and (3) those functions must be smooth and gradual (satisﬁes a Lipschitz condition).
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For SCA, the ﬂows wi(j) and zi(j) are binomially distributed with means less than km/n
which is bounded by a constant. This is enough to satisfy the conditions above. Hence,
there is no loss in modeling the discrete ﬂows and accumulations of SCA by a system of
differential equations. The corresponding differential equations are limiting, normalized
representations of difference equations expressing the expected magnitude of sets of width
i clauses in terms of expected ﬂows of clauses into and out of those sets. For SCA with s=1,
they are
dm¯i(x)
dx
= (i + 1) ∗ m¯i+1(x)
2(1− x)n −
i ∗ m¯i(x)
(1− x)n
and
dm¯k(x)
dx
=−k ∗ m¯k(x)
(1− x)n ,
where x=j/n, m¯i(x) isE{|Ci(j)|}/n at x=j/n, the positive term of the right-hand side is
the limiting, normalized ﬂow from node Ci+1(j) to node Ci(j + 1), and the negative term
is the limiting, normalized ﬂow from node Ci(j) to nodes Ci−1(j + 1) and S. Boundary
conditions, assuming m clauses of k literals in  initially, are m¯k(0)=m/n and m¯i(0)= 0
for all 1 i < k. The solution to the equations with these boundary conditions is, for all
2 ik
m¯i(x)= 12k−i
(
k
i
)
(1− x)i(x)k−im/n.
Thus,
E{|Ci(j)|} = 12k−i
(
k
i
)
(1− j/n)i(j/n)k−im.
Plots of these functions for k = 4 are given in Fig. 2. The important ﬂow is given by
E{w1(j)} = E{|C2(j)|}
n− j =
1
2k−2
(
k
2
)
(1− j/n)(j/n)k−2(m/n).
Let j∗ denote the j for which the maximum value of E{w1(j)} is attained. Taking the
derivative with respect to j and setting to 0 locates j∗ = (k − 2)/(k − 1)n. The value of
E{w1(j∗)} is less than 1 if
m
n
<
2k−1
k
(
k − 1
k − 2
)k−2
. (1)
This implies SCA with s=1 determines a given random k-CNF expression has a model with
probability bounded from below by a constant for densities in the range given by inequality
(1). Observe that, for k = 3, success occurs with bounded probability when m/n< 2.666.
By Friedgut’s theorem [43] this implies almost all random 3-CNF expressions have at least
one model if m/n< 2.666.
A feature of the ﬂow analysis outlined above is it reveals mechanisms that suggest other,
improved heuristics. For example, since increasing z ﬂows decreasesw ﬂows, the following
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adjustment to SCA, s=1 is suggested: if |C1(j)|=0, choose a literal l randomly from, then
compare the number of occurrences of l with the number of occurrences of l¯ and choose
the literal that occurs most often (this tends to increase z ﬂows at the expense of w ﬂows).
This is not quite good enough, however, since Ci(j) clauses are approximately twice as
inﬂuential asCi+1(j) clauses. This is because, roughly, one clause is accounted for in zi(j)
for every two clauses in zi+1(j). Thus, it is better to compare weights of literals where the
weight of a literal is given by
(l)=
∑
c∈:l∈c
2−|c|.
This is familiar as the Johnson or Jeroslow–Wang heuristic. Choosing literals according
to such weights departs from myopic requirements and an analysis of such a heuristic is
not known to us. But the majority heuristic can be analyzed and comes close to the spirit
of the Johnson heuristic. The majority heuristic is: if |C1(j)| = 0, choose the variable v
randomly from the unassigned pool and choose literal v if the number of occurrences of
literal v in C3(j) is greater than the number of occurrences of v¯ in C3(j), otherwise choose
literal v¯. Algorithm SCA, s = 1, augmented with the majority heuristic determines a given
random 3-CNF expression has a model with probability bounded from below by a constant
if m/n< 2.9 [18]. An improved analysis and improved bound to m/n< 3.001 is given
in [1].
The reader may be curious about why the number of occurrences of literals in C2(j)was
not taken into account by the majority heuristic. Flow analysis tells us that it is unnecessary.
Suppose that, in the case C1(j) = ∅, the j + 1st literal is chosen on the number of times
it occurs in both C3(j) and C2(j). Assume the most optimistic case: the literal appears in
more clauses of both C3(j) and C2(j) than its complement (then the ﬂow into C1(j + 1)
is minimized since the number of two and three literal clauses removed due to the j + 1st
chosen literal is maximized). Let E{w∗1(j)} denote the new average ﬂow of clauses into
C1(j). Then
E{w∗1(j)} = E{w1(j)} − h1(j)(1− E{w∗1(j)}),
where h1(j) is the extra number of clauses removed from the ﬂow into C1(j) when the
chosen literal is not a unit clause and 1 − E{w∗1(j)} is the probability (to within O(1/n))
that the chosen literal is not a unit clause. Therefore,
E{w∗1(j)} =
E{w1(j)} − h1(j)
1− h1(j) .
Thus, E{w∗1(j)}< 1 is equivalent to E{w1(j)}< 1 and no beneﬁt is gained by considering
the number of occurrences of the chosen literal in C2(j).
There is another improved heuristic suggested by ﬂow analysis. If “pumping” clauses
at the bottom level by means of the unit clause rule is effective, putting “pumps” at all
levels should be more effective. This amounts to adopting the following strategy for literal
selection which is a generalization of the unit clause rule called the smallest clause rule:
choose a literal from a clause of smallest size. Thus, if there is at least one unit clause,
choose from one of them; otherwise, if there is at least one 2-literal clause, choose a literal
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from a 2-literal clauses; otherwise, if there is at least one 3-literal clause, choose a literal
from a 3-literal clause, and so on. This is Algorithm SCA, with s = k. In the literature this
is called Algorithm GUC.
The effectiveness of “pumping” at all levels is revealed by a ﬂow analysis applied to
Algorithm GUC. The results, taken from [19], are that Algorithm GUC determines whether a
random k-CNF expression has a model with bounded probability when
m
n
<
3.09 ∗ 2k−2
k + 1
(
k − 1
k − 2
)k−2
and 4k40
and with probability tending to 1 when
m
n
<
1.845 ∗ 2k−2
k + 1
(
k − 1
k − 2
)k−2
− 1 and 4k40.
But it is not necessary to “pump” at all levels to get this kind of result. In [21] it is shown
Algorithm SCAwith s=2 (calledAlgorithm SC in the literature) determines a random k-CNF
expression has a model with probability tending to 1 when
m
n
<
2k
8k
(
k − 1
k − 3
)k−3
k − 1
k − 2 and 3k.
The difference between the results of Chao and Franco [19] and Chvátal and Reed [21] is
due to improved analysis facilitated by working with an easier algorithm.
By adding a limited amount of backtracking to GUC, Frieze and Suen produced an algo-
rithm, called GUCB, for 3-CNF expressions that ﬁnds a model, with probability tending to 1,
when m/n< 3.003 [44]. Probabilistic analysis of a backtracking algorithm given random
k-CNF expressions can be exceedingly difﬁcult because statistical dependences can easily
show up when returning to subexpressions after a failure to locate a model. However, Frieze
and Suen showed it is possible to carefully manage a limited amount of backtracking so that
this does not happen.The following explains how the backtracking in GUCB is accomplished.
The initial operation of GUCB is the same as that of GUC. Suppose GUCB has successfully
completed t iterations and has chosen the sequence of literals {x	1 , x	2 , . . . , x	t } and set
them to true. Suppose |C1(t ′)|=0, t ′< t and |C1(j)|> 0 for all t ′<j t so the last iteration
that saw no unit clauses was iteration t ′. Suppose further that choosing and setting literal
x	t+1 to true results in the existence of complementary unit clauses inC1(t+1). Then GUCB
backtracks by setting x	t ′ =x	t ′+1=· · ·=x	t =x	t+1=false. Corresponding adjustments are
made to the clauses and literals of . That is, clauses now satisﬁed are removed, removed
clauses now not satisﬁed are reinstated, literals now falsiﬁed are removed, and removed
literals now not falsiﬁed and in non-satisﬁed clauses are reinstated. After backtracking,
GUCB continues choosing and setting literals to true as before. The algorithm succeeds if all
clauses are eliminated.The algorithm fails in two ways: (1) the resetting of literals from true
to false results in a falsiﬁed clause; (2) a complementary pair of unit clauses is encountered
before |C1| has become 0 after a backtrack. The analysis of GUCB is possible because the
effect on the distribution of Ci(j) is slight and because, with probability tending to 1, GUCB
backtracks at most ln5(n) times when m/n< 3.003.
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Frieze andSuen also applied limitedbacktracking toAlgorithmSCandcall the resulting al-
gorithm SCB. The result is SCB succeeds, with probability tending to 1, whenm/n< 
k2k/k,
where 
4 ≈ 1.3836, 
5 ≈ 1.504, and limk→∞ 
k ≈ 1.817.
This may be compared to the above result for GUC which, at k = 40, has a perfor-
mance bound ofm/n< (1.2376)240/40 (probability tending to 1), and the above result for
SC which has a performance bound of limk→∞m/n< (0.9236)2k/k (probability tending
to 1).
There is a limit to the probabilistic performance of myopic algorithms. That is, there
is an optimal policy for choosing a variable and value on any iteration, depending on the
iteration. For k = 3, the optimal policy is given by the following:
5.1. Optimal myopic literal selection policy
If |C1(j)| = 0 choose 2-literal clause {v,w} or {v, w¯}, or {v¯, w} or {v¯, w¯} at random.
Select v, v¯, w or w¯ at random and temporarily assign the value to the chosen variable
which satisﬁes its clause. Then ﬁx the assignment according to the following. Let
M3(j) be the number of 3-literal clauses satisﬁed minus the number of literals falsiﬁed
in 3-literal clauses. Let M2(j) be the number of 2-literal clauses satisﬁed minus the
number of literals falsiﬁed in 2-literal clauses. Let d3(j)=m3(j)/(n−j). Let d2(j)=
m2(j)/(n − j). Deﬁne (j) = (1.5 · d3(j) − 2 · d2(j) + )/(1 − d2(j)) where  is
some constant. Reverse the assignment if (j)>M3(j)/M2(j).
Algorithm SCA with s = 1 augmented with the optimal myopic literal selection policy ﬁnds
a model for a given random 3-CNF expression with probability bounded from below by a
constant when m/n< 3.22 [8]. This is the best possible literal selection policy for SCA on
random 3-CNF expressions.
According to the optimal myopic literal selection policy if there is a literal that will
maximize both the number of 3-literal clauses and 2-literal clauses satisﬁed, one will be
selected. Otherwise, a literal is selected as a compromise between reducing the number of
2-literal clauses immediately and increasing the chance of reducing the number of 2-literal
clauses at some point in the future.
A better result is due to a literal selection policy which is allowed to look at 2 literals
on an iteration instead of just one. The result is there exists a myopic algorithm which
ﬁnds a model for a given random 3-CNF expression with probability bounded from below
by a constant when m/n< 3.26 [8]. This is the best performance possible by any myopic
algorithm.
6. Non-myopic algorithms: Low density
The last result stated in Section 5, capping performance of myopic algorithms at
m/n< 3.26, is surprising. Also surprising are results which show this cap can be surpassed
by non-myopic algorithms and which are obtained by using the same tools for analyz-
ing myopic algorithms (stated in Section 5). Flow analysis is still possible if algorithmic
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Fig. 3. A non-myopic algorithm.
operations include [57], for example,
1. Select uniformly at random a pure literal, assign it the value true and remove all satisﬁed
clauses.
2. Select uniformly at random a literal occurring exactly once in the expression and its
occurrence is in a 3-literal clause, assign it the value false, remove it from the clause it
appears, and remove all clauses containing its complementary literal (these are satisﬁed).
3. Select uniformly at random a literal occurring exactly once in the expression and its
occurrence is in a 2-literal clause, assign it the value false, remove it from the clause it
appears, and remove all clauses containing its complementary literal (these are satisﬁed).
Then apply the unit clause unit to exhaustion (until no unit clauses remain).
An example, which we call GPL, from [56] is shown in Fig. 3. Algorithm GPL succeeds in
ﬁnding a model given random 3-CNF expressions as input with probability bounded from
below by a constant whenm/n< 3.42. Similar algorithms have been reported to have good
performance out to m/n< 3.52 [50,58].
Some non-myopic, non-backtracking algorithms have shown even better performance
on random k-CNF inputs, experimentally. For example, the algorithm of Fig. 4 seems to
do well for m/n< 3.6 on random 3-CNF inputs. The algorithm chooses a literal to set
to true which maximizes the expected number of models possessed by what is left of
the given expression after satisﬁed clauses and falsiﬁed literals are removed, assuming
the clauses of the new expression are statistically independent. Of course, that is not the
case. But it is conceivable that the fundamental idea of maximizing expected number of
models or maximizing the probability a model exists can be enhanced to provide algorithms
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Fig. 4. Another non-myopic algorithm.
of greater performance. An analysis of this and other algorithms like it has not yet been
reported.
7. Lower bounds on the Satisﬁability Threshold
The results of Sections 5 and 6may be used to obtain lower bounds for the random k-CNF
Satisﬁability Threshold. Thus, from the analysis of myopic and non-myopic algorithms and
Friedgut’s result we know r3> 3.52. Unfortunately, the best that can be said about the
general threshold, based on algorithmic analysis, is rk > c · 2k/k, c a constant. But model
counting has been employed in [7] to show that
rk2k ln(2)− (k + 1) ln 2/2− 1− k , (2)
where k → 0 for increasing k. This result improves and builds upon those of Achlioptas
and Moore [6]. Because the analysis is so enlightening it is sketched here.
The cornerstone of the analysis is the second moment method. Generally, the second
moment method is used to bound the probability that a positive integer random variable X
J. Franco / Discrete Applied Mathematics 153 (2005) 89–123 109
takes a value greater than 0. Speciﬁcally, the following applies:
Pr(X = 0) 
2
2
,
where 2 is the variance of X and  is its mean. If X is the number of models of a given k-
CNF expression then Pr(X=0) is the probability that no models exist. Thus, the probability
that at least one model exists (that is, a random k-CNF expression is satisﬁed) is bounded
from below by 1 − (2/2). But this bound is useful only if 2 = o(2). Equivalently, if
w is a model for a given expression  and At(w) is the set of models for , other than w,
which have exactly t variables set to the same value, then the bound offered by the second
moment method will be useful if
n∑
t=1
∑
z
Pr(z ∈ At(w)|w is a model for )= o().
Unfortunately, this condition is not met if X is the model count for random k-CNF
expressions. Then, letting t = n to simplify the results,
Pr(z ∈ An(w)|w is a model for )=
(
1− 1− 
k
2k − 1
)m
.
Therefore, to apply the second moment method, we need
∑
01
( n
n
)(
1− 1− 
k
2k − 1
)m
= o().
It is easily shown that = 2n(1− 2−k)m. If the maximum of the terms in the summand had
occurred at = 12 the sumwould be roughly (2n/
√
n)(1−2−k)=o(), ignoring unimportant
terms, as required. But, due to the asymmetry caused by insisting only that every clause be
satisﬁed by at least one true literal, the maximum does not occur at or near  = 12 and the
sum does not meet the o() requirement.
The ﬁx is to get some symmetry into the problem. This is managed by considering a
closely related problem called Not-All-Equal k-CNF (which we denote by NAEk). Given a
k-CNF expression , NAEk is the problem of ﬁnding a model for  such that every clause
has at least one literal true and at least one literal false. Since a NAEk model for  is also a
model for ,
Pr(∃ model for )>Pr(∃NAEk model for ).
Thus, a probability bound for NAEk is also a bound for the probability that a model exists.
If w is a NAEk model for  and Bt(w) is the set of NAEk models agreeing with w in t = n
variable values, then
Pr(z ∈ Bn(w)|w is an NAEk model for )=
(
1− 1− 
k − (1− )k
2k−1 − 1
)m
.
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Since  for NAEk on random k-CNF inputs is 2n(1− 2−k+1)m, and since all the signiﬁcant
contributions to the sum occur near the maximum which is at = 12 ,
∑
01
( n
n
)(
1− 1− 
k − (1− )k
2k−1 − 1
)m
≈ 2
n(1− 2−k+1)m√
n
= o().
Thus the secondmoment methodmay be applied toNAEk . The result bounds the probability
that a model exists in a random k-CNF expression. From this, (2) is obtained.
This result delivers the disappointing news that algorithms such as those described in
Sections 5 and 6 probablywill not achieve good probabilistic performance near the threshold
because they appear to be limited to density caps on the order of c ·2k/k. On the other hand,
it should be noted that (2) is asymptotic in nature and does not provide a bound on r3 that
is better than 3.52, which is obtained from the analysis of a non-myopic algorithm.
8. Resolution: High density
The algorithms discussed in Sections 5 and 6 are useless for verifying the unsatisﬁability
of a k-CNF expression . Resolution is a popular method capable of doing this and can be
extremely effective when certain clause patterns are present, with high probability. Recall
from p. 12 that the resolvent of two clauses c1 ∈  and c2 ∈ , which exists if there
is exactly one variable v that occurs as a complemented literal in one clause and as an
uncomplemented literal in the other, is given byRc1c2 ={l : l ∈ c1 ∪ c2\{v, v¯}}. If resolvents
are generated and added to  until one is the empty set, then the original expression is
unsatisﬁable.
There are many resolution-based algorithms: that is, algorithms using the generation
of resolvents to determine whether a given expression is satisﬁable. They differ in the
restrictions that are applied to help decrease the total number of resolvents generated (in
other words, the size of a resolution proof). For example, the Davis–Putnam algorithm is a
restricted formof resolution: repeatedly, all resolvents are obtained for a single pivot variable
and added to , then all clauses containing that variable or its complement are removed
from . Although restrictions may theoretically increase theminimum size resolution proof
possible, they may also yield proofs that are smaller than would be obtained otherwise due
to a better order of resolvent generation. For example, the simple heuristic of generating
the smallest width resolvent next can fairly easily be shown to succeed in polynomial time,
with probability tending to 1, on random k-CNF expressions if m/n>nk−22k−1/k!.
Improving on the above result is hard. The best result so far is there exists a resolution
algorithm (actually a DPLL variant) which veriﬁes the unsatisﬁability of a random k-CNF
expression in polynomial time with probability tending to 1 when m/n> (n/ log(n))k−2
[9]. But the bad news is that, for k > 3, an unsatisﬁable random k-CNF expression has only
exponential size resolution proofs, with probability tending to 1, if m/n(k+2)/4−< 1 for
any > 0 [9] and a random 3-CNF expression has only exponential size resolution proofs,
with probability tending to 1, if m/n6/5−< 1, for any > 0 [9].
The fact that no resolution result better than the above has been found is surprising: it
seems hard to imagine that the simple smallest-resolvent-ﬁrst heuristic is so close to what is
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best possible for resolution. These pessimistic results havemotivated the study of alternative
algorithms such as that described in the next section.
9. Spectral analysis: High density
This sectiondescribes a simple alternative to resolutionwhich theoretically is signiﬁcantly
more effective than resolution on random k-CNF expressions at high density. Instead of a
proof in terms of a sequence of primitive steps leading to an empty resolvent, a decision is
made based on counting the number of variables which are forced to take both values true
and false if a model exists. If the number is non-zero, unsatisﬁability is veriﬁed.
The rough idea is as follows: given a k-CNF expression , throw out all clauses except
those containing all uncomplemented literals and those containing all complemented lit-
erals. Let n+ be the minimum number of variables that must be set to true to satisfy the
uncomplemented clauses and let n− be the number of variables that must be set to false to
satisfy the complemented clauses. If n+ + n−>n then some variable must be set to both
true and false if  has a model. But this is impossible so  cannot have a model in this case.
The only problem is that ﬁnding n+ and n− is NP-hard. However, it is sufﬁcient merely
to approximate n+ and n− closely enough. A good approximation is obtained by deﬁning
particular graphs for the complemented and uncomplemented clauses, building certain ad-
jacency matrices for those graphs, and computing bounds on the maximum eigenvalues for
those matrices. Those bounds are tight enough approximations to n+ and n− to make this
approach succeed where resolution has not. The following, adapted from [47], is intended
only to show the spirit of this analysis.
Before deﬁning the graphs, observe that if k-CNF expression  has a model then there
is a subset V ′ ⊂ V of n/2 variables such that either  has no all uncomplemented clause
or no all complemented clause taken strictly from V ′. Otherwise, if an uncomplemented
clause contains no literals from some subset V \V ′ of more than n/2 variables, then setting
all variables in V ′ to true is not a model for . Thus, if for any V \V ′ set variables of size
greater than n/2 there is always a clause in  which contains no literals from V \V ′, then
no model containing fewer than n/2 + 1 true variables exists for . That is, n+>n/2.
Similarly for complemented clauses. Thus, n+ + n−>n.
The graphswill be deﬁned assuming k=4 for the sake of discussion. CallG+ the graph for
uncomplemented clauses of  and callG− the graph for complemented clauses of . Both
G+ andG− have ( n2 ) vertices and each vertex ofG+ andG− is uniquely labeled by a pair
of variables. An edge between two vertices ofG+ exists if and only if the uncomplemented
clause set of  contains a clause consisting of all variables labeling both its endpoints. An
edge between two vertices ofG− exists if and only if the all complemented clause set of 
contains a clause consisting of all variables labeling both its endpoints. It is not too difﬁcult
to see, based on remarks of the previous paragraph, that if  has a model, then either G+
or G− has an independent set of size greater than ( n/22 ) ≈ n2/8.
The connection between independent sets and eigenvalues comes from [60]. LetG(V,E)
be an undirected graph with vertex set V = {1, . . . , n′}. Let p be the probability that a pair
of vertices in AG,p is connected by an edge. The average number of edges in AG,p is
m′ = p · ( n′2 ). Deﬁne n′ × n′ matrix AG,p such that AG,p(i, j) = 1 if edge 〈i, j〉 /∈E and
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AG,p(i, j)= 1− 1/p otherwise (AG,p(i, i)= 1). Let 1(AG,p) be the largest eigenvalue of
AG,p. Let (G) be the size of the largest independent set of G(V,E). For any possible p,
(G)1(AG,p). This inequality will be used twice: withG+ andG− substituted forG. It
is required to set p> (ln(n′))7/n′ in order for the following to work.7 A sufﬁcient bound
on the maximum eigenvalue 1(AG,p) of AG,p is
1(AG,p)2 · (1/(ln(n′))7/2) · n′ · (1+ o(1))
with probability at least 1− (1/n′)10, where G is either G+ or G−.
The above results are used roughly as follows. Restrict attention tom> 4·(ln(n2/2))7 ·n2.
Startwithn′=n2/2, andm′=m/16.8 Thenp=m′/(n′2 ) ≈ m/(2n4)> (ln(n2/2))7/(n2/2)=
(ln(n′))7/n′ as required. So the bound applies and is, for G=G+ and G=G−,
1(AG,p)(1/(ln(n2/2))7/2) · n2 · (1+ o(1))<n2/8
with high probability, in the limit. Thus, whenm>n2+o(1), with high probability, the above
bound is below the minimum size of independent set needed for either G+ or G− if  has
a model. This certiﬁes, with high probability, that  does not have a model when m>n2.
The problem of determining the maximum eigenvalue of AG,p can be handled, for ex-
ample, by a result from [67] which says the eigenvalues of AG,p can be computed with
relative error less than 2−b in time O((n′)3 + (n′ log2(n′)) log(b)).
Generalizing, the main result of Goerdt and Krivelevich [47] is that random k-CNF
expressions can be certiﬁed as unsatisﬁable in polynomial time with high probability if
m>nk/2+o(1), k4, and ifm>n3/2+,  an arbitrarily small constant, k= 3. This is much
better than what resolution has been shown to do.
10. Property thresholds: Low density
Many polynomial time solvable subclasses of CNF Satisﬁability have been identiﬁed.
Some common examples are Horn [31,53], hidden Horn [62], extended Horn [17], q-Horn
[14], balancedmatrices [23], SLUR,9 among others. Somework has gone into determining
whether instances of these classes are common among random k-CNF expressions. Using
the same density scale as for Satisﬁability thresholds, it is possible to determine points
on one side of which nearly all random k-CNF expressions belong to a particular, easily
solved class but on the other side nearly all do not. Motivation for this work is primarily
due to results of Boros et al. [14] which show something interesting about the q-Horn class:
namely, there is away to express clauses of a CNF expression in terms of a system of linear
inequalities involving some real-valued satisﬁability index Z such that if the inequalities
can be satisﬁed with Z1 then  is q-Horn, but any class of CNF expressions for which
7 This is only a rough analysis for the purposes of seeing how it carries through. See [47] for the exact analysis
which is somewhat different from what is presented here.
8 The probability distribution of the number of all complemented clauses is very narrowly centered around
m/16. Similarly for the uncomplemented clauses.
9 Introduced in [71].
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1 + <Z,  any positive constant, is NP-complete. From this result it appears the q-Horn
class is a reasonable candidate for describing a very large set of CNF problems which can
be efﬁciently solved without search.
Hence, an interesting question is whether the algorithms of Sections 5 and 6 are accom-
plishing more than mostly solving classes of CNF expressions that are known to be easy
without search. There are several other reasons for considering easy classes: (1) a pair of
classesmay be incomparable, but probabilistic analysis may suggest one is much larger than
the other; (2) a class may possess a characteristic property which represents a weakness that
limits its size and probabilistic analysis may draw that weakness out; (3) general machinery
for thresholds are employed; (4) and, the machinery is applied not to the number of models
but to the existence of particular clause structures. All of the above are illustrated in this
section.
The following sketch of the probabilistic analysis of q-Horn expressions, taken from
[29,42], is similar to that of many other easy classes of CNF expressions. For p = ln(n)
4,10 call a set of p clauses a c-cycle if all but two literals are removed from each of p−2
clauses, all but three literals are removed from two clauses, the variables can be renamed,
and the clauses can be reordered in the following sequence
{v1, v¯2}, {v2, v¯3} . . . {vi, v¯i+1, v0} . . . {vj , v¯j+1, v¯0} . . . {vp, v¯1},
where vi = vj if i = j . Removed literals are referred to as padding literals and unremoved
literals are called cycle literals. We use the term “cycle” to signify the existence of cyclic
paths through clauses which share a variable: that is, by jumping from one clause to another
clause only if the two clauses share a variable, one may eventually return to the starting
clause.A c-cycle is shown graphically in Fig. 5, top. Given a c-cycleC ⊂ , if no two literals
removed from C are the same or complementary, then C is called a q-blocked c-cycle. If
 has a q-blocked c-cycle then it is not q-Horn [42]. The expected number of q-blocked
c-cycles can be found and the second moment method applied. The result is surprising: a
random k-CNF expression is not q-Horn, with probability tending to 1, ifm/n> 4/(k2−k).
For k = 3 this is m/n> 23 . Using Theorem 2 and modulo a slight change in probabilistic
model, these bounds also deﬁne sharp thresholds for the existence of q-Horn expressions
among random k-CNF expressions: the fact that minimal c-cycles represent minimal sets
for the non-q-Horn property is the reason.
A similar analysis yields the same results for hidden Horn, SLUR, balanced, or extended
Horn expressions. The critical clause structure which causes  not to be SLUR is called a
criss-cross loop. An example is shown graphically in Fig. 5. Looking at the two structures
of Fig. 5 we see that the SLUR and q-Horn classes are vulnerable to certain types of “cyclic”
structures. Most other polynomial time solvable classes are similarly vulnerable to cyclic
structures of various kinds. But the generator of random expressions is relatively blind
to such cyclic structures: as density is increased, at some point cycles begin to appear in
abundance and when this happens, “killer” cycles also show up. Since cycles appear in
10 Probabilityp cannot grow too fast with n or else large dependencies will make the use of the secondmoment
method difﬁcult and p cannot grow too slowly or else the bound on densities where most expressions are blocked
from being q-Horn will not be the tightest possible.
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Fig. 5. (Top) A “c-cycle” of p clause nodes. (Bottom) A “criss-cross loop” of 3p + 2 clause nodes. Each box or
clause node represents a clause. An edge exists between two clause nodes if and only if the two corresponding
clauses have a variable in common and the edge is labeled by that variable. Only cycle literals are shown in the
nodes; padding literals, required for k3, are present but are not shown.
abundance when m/n> 1/O(k2), this is where signiﬁcantly numbers of “killer” cycles
appear too.
A class that does not seem to be vulnerable to cyclic structures is theMatched class. For
a given k-CNF expression , deﬁne G to be an undirected bipartite graph with vertex
sets C, whose elements are the clauses of , and V , whose elements are the variables
of , and edge set E = {〈v, c〉 : v ∈ V , c ∈ C, and literal v or v¯ is in clause c}. A
matching in G is a disjoint subset of edges B ⊂ E. A maximum matching in G is a
matching in G containing the maximum possible number of edges. A total matching in
G is a matching in G where every c ∈ C is in some edge e ∈ B. Expression  is a
member of theMatched class ifG has a total matching.All members of the Matched class
have a model11 which is found efﬁciently by the well-known augmenting path algorithm
of Edmonds.
The Matched, SLUR, q-Horn, and several other easy classes are incomparable: that
is, none is contained in the other. However, probabilistic analysis helps to reveal their
relative sizes. The Matched class is not affected by cycles, and consequently, probabilis-
tic analysis tells us that there are “many more” Matched expressions than SLUR or q-
Horn expressions. In [42] it is shown that random k-CNF expressions are Matched expres-
sions with probability tending to 1 if m/n< k where k is given by the following table:
k 3 4 5 6 7 8 9 10
k .64 .84 .92 .96 .98 .990 .995 .997
These results are obtained by ﬁnding a lower bound on the probability thatG has a match-
ing that includes every vertex of C. By Hall’s theorem [52] it is sufﬁcient to prove an
11 The observation that a total matching implies a model was credited to Adam Rosenberg by Tovey [72].
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upper bound on the probability that there exists a deﬁcient subset of C, then show that
the bound tends to 0 for m/n< k as given in the table. Subset C is said to be deﬁcient if
|C| is greater than the number of distinct variables representing literals in C. Using the
ﬁrst moment method, a sufﬁcient upper bound is given by the expected number of deﬁcient
subsets.
These results are interesting for at least two reasons. First, random k-CNF expressions
areMatched expressions with high probability ifm/n< k and k is roughly 1. But, random
k-CNF expressions are almost never one of the well-studied and apparently more perva-
sive easy classes mentioned earlier unless m/n< 4/(k2 − k). This is somewhat surprising
and disappointing because the well-studied classes were proposed for rather profound rea-
sons, usually reﬂecting cases when corresponding instances of integer programming present
polytopes with some special properties. In spite of all the theory that helped establish these
classes, the Matched class, ignored in the literature because it is so trivial in nature, turns
out to be, in some probabilistic sense, much larger than all the others.
Second, the results provide insight into the nature of larger classes of polynomial time
solvable expressions. Classes vulnerable to “killer” cycles appear to be handicapped relative
to classes that are not. In fact, the Matched class may be generalized considerably to larger
polynomial time solvable classes such as Linear Autarkies [61,63].
11. Statistical mechanics: Low density
New CNF algorithms, startlingly successful, have been developed by observing similari-
ties in CNF structure andmodels of matter.We describe one here for the purpose of illustrat-
ing the impact non-rigorous methods may have on future SAT algorithm
development.
We are concerned with the CNF structure that arises from the bipartite graph G intro-
duced on p. 29. Recall, given CNF expression , G has vertex set V  corresponding to
variables, vertex set C corresponding to clauses, and edge set E such that for v ∈ V  and
c ∈ C, 〈v, c〉 ∈ E if and only if clause c has either literal v or v¯. It has been observed that if
G has few “short” cycles and  has no model, then  is a hard problem for resolution. For
random k-CNF expressions, not only are cycles “long” but the minimum length cycle grows
logarithmically with n for ﬁxed m/n. Even when m/n is such that a random expression
has a model with high probability, it is difﬁcult for a variety of proposed algorithms to ﬁnd
such a model when m/n is greater than a certain threshold (about 4 in the case of random
3-CNF expressions).
At the core of the statistical physics of disordered systems is the spin glass problem. A
model of a spin glass contains binary variables, 1, 2, 3, . . . , called spins taking values +1
or −1, and energy relationships E1, E2, E3, . . . among small groups of neighboring spins.
This model can be represented graphically, as depicted in Fig. 6, where circled vertices are
spins, boxed vertices are energy functions, and edges show the dependence of each energy
function on spins. Such a graph is bipartite: there is no edge between a pair of circle vertices
and no edge between a pair of box vertices. It is a general rule in physics that systems tend
to migrate toward their minimum energy (that is maximum entropy) state. Thus, the spin
glass problem is to determine the minimum energy of a given spin glass model.
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Fig. 6. Model of a spin glass. Variables 1,2, . . . , called spins, are binary taking values +1 or −1. Functions
E1, E2, . . . are energy functions, each of which depends on a small number of neighboring spins. The spin glass
problem is to ﬁnd spin values which minimize the total energy of a given collection of energy functions.
The spin glass problem is analogous to the problem of determining a model for a given
CNF expression: spins take the role of Boolean variables, energy functions take the role of
clauses, and energy corresponds to clauses satisﬁed. Thus, if the minimum energy of a spin
glass is 0, the corresponding CNF expression has a model and if the minimum energy is
greater than 0, the expression has no model. Energy functions consistent with the so-called
Ising model and expressing this behavior for k-literal clauses composed of literals taken
from variables vi1 , vi2 , . . . , vik corresponding to spins i1 , i2 , . . . , ik are
Ei = 2
k∏
r=1
1+ J ri ir
2
, (3)
where J ri is +1 if the rth literal of the ith clause is complemented and−1 if it is uncomple-
mented.12 Thus, the energy of clause {v1, v¯2, v¯3} is (1− 1)(1+ 2)(1+ 3)/4. Observe
this is 0 if 1=+1, 2=−1, or 3=−1 and is 2 otherwise. The energy of an entire system
of m energy functions is
E =
m∑
i=1
Ei .
All clauses are satisﬁed if and only if the energy of the analogous spin glass is 0.
12 The factor of 2 is explained below.
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Where can physicists help? They can make assumptions analogous to those that apply
to the physical world and thereby aim for a level of understanding that computer scientists
would not have thought of. It is natural in physics to consider the probability distribution
of spins:
Pr(1, 2, . . . , n)= 1
Z
e(−1/T )E ,
where T is temperature and Z is a normalizing constant. This distribution follows from the
observation that a system in equilibrium tends to seek its highest entropy, or equivalently,
lowest energy state. At T = 0, the lowest energy states are the only signiﬁcant terms con-
tributing to this distribution (non-rigorously) and, given a system of energy functions as
deﬁned above, one is interested in the distribution at the 0, or lowest possible, energy state.
It can be calculated in a fairly straightforward manner for each spin separately due to the
assumption of a thermodynamic limit: that is, limn→∞E/n is bounded. By this assumption,
what is happening at any particular spin is independent of what is happening at nearly all
other spins. Thus, probability distributions are assumed to be decomposed into products of
probability distributions of inﬂuential variables.
Let us see how this may apply to k-CNF analogs. For simplicity of notation, and without
loss of generality, let Ei be a function of spins 1, . . . , k . Let hj→i · j be the energy
contributed toEi by the spin j assuming the effect ofEi on j is disregarded. The h terms
are called magnetic ﬁelds in physics. Let ui→j be the contribution to the magnetic ﬁeld
of spin j from Ei . Consider the marginal distribution for 1 of Ei . If the Ising model is
assumed, one writes∑
2,...,k
e(−1/T )(Ei−h2→i ·2−···−hk→i ·k) = e(1/T )(wi→1+ui→1·1).
Since one is interested in the case T = 0, this simpliﬁes to
min
2,...,k
{Ei − h2→i · 2 − · · · − hk→i · k} = −wi→1 − ui→1 · 1.
For the k-CNF problem, Ei has been given in Eq. (3) and
wi→1 = |h2→i | + · · · + |hk→i | − (J 2i · h2→i ) · . . . · (J ki · hk→i ),
ui→1 = − J 1i · (J 2i · h2→i ) · . . . · (J ki · hk→i ),
where (x) = 1 if x > 0 and (x) = 0 if x0. Interpreting hj→i > 0 as evidence that j
should be +1 and hj→i < 0 as evidence that j should be −1 to minimize the ith energy
function (satisfy the ith clause), wi→1 + ui→1 · 1 = |h2→i | + · · · + |hk→i | if for any
2 . . . k the evidence supports the current value of the corresponding spin, or if no support
by these h variables is given and 1 has a value which minimizes the ith energy function.
But wi→1 + ui→1 · 1 = |h2→i | + · · · + |hk→i | − 2 if 1 is not set to minimize Ei and no
support is given for any of 2, . . . , k (the ith clause is falsiﬁed). This explains the factor
of 2 used in deﬁning clausal energy in Eq. (3). The minimum energy of the entire system
given spin, say j , has a particular value is
E|j = C −
∑
i:j∈Ei
wi→j − j
∑
i:j∈Ei
ui→j ,
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where C is some constant. Write
hj =
∑
i:j∈Ei
ui→j . (4)
Let Qi→j (u) be the probability distribution of ui→j . Let Pj→i (h) be the probability dis-
tribution of the contribution of hj to function Ei . Suppose energy functions E	1 , . . . , E	p
inﬂuence spin j . By independence of distributions, which follows from the assumption of
thermodynamic limit,
Pj→i (h)= Cj→i
∑
u1,...,up :∑px=1ux=h
Q	1→j (u1) · . . . ·Q	p→j (up)ey|h|.
For each spin j of Ei , let 	′1 , . . . , 	′p′ be the remaining spins of Ei .
Let (J 	
′
1
i · h1) · . . . · (J
	′
p′
i · hp′) be denoted by wi,1...p′ . Write
Qi→j (u)= Ci→j
∑
h1,...,hp′ :u=−J ji ·wi,1...p′
P	′1→i (h1) · . . . · P	′p′→i (hp′)e
−y·wi,1...p′
.
The terms Ci→j and Cj→i are normalizing constants and y is a parameter which expresses
the rate of change of complexity with respect to E/n, and complexity is a measure of the
number of different energy states possible. Since this information is not known generally,
y must be guessed.
The values for Qi→j (u) and Pj→i (h) may be computed by the algorithm of Fig. 7. It
is then a simple matter to determine Pj (h), the distribution for the ﬁeld acting on spin j .
But the value of Pj (h) suggests a setting for spin j which minimizes energy: namely,
+1 if
∑
h>0Pj (h)>
∑
h<0Pj (h) and −1 if
∑
h>0Pj (h)<
∑
h<0Pj (h). If
∑
h>0Pj (h) =∑
h<0Pj (h) or Ph(0) = 1 no bias is detected. This suggests the algorithm of Fig. 8 for
solving CNF expressions: assign values to “biased” variables ﬁrst, recomputing Pj (h) after
each variable is assigned, then apply a standard SAT solver to complete the assignment.
Considerable success has been reported with this approach [64] on random k-CNF ex-
pressions and also some benchmarks which have been considered hard for a variety of
SAT solvers. What is different about the method discussed here? First, it provides a way
to choose initial variables and values, based on apparent probability distributions, that is
intelligent enough to knowwhen to stop. Traditional methods for choosing the ﬁrst so many
variables to branch on will choose as many values and variables that the user would like.
Mistakes higher up the search process are very serious and, if made, can result in very
long searches at the lower end. The method of Mézard and Zecchina seems to make few
mistakes on many expressions. By maximizing entropy, variable/value choices tend to re-
sult in reduced expressions such that an additional variable choice will yield essentially
the same reduced subexpressions regardless of its value. Second, more interdependence of
CNF components is taken into account.We illustrate with the well-known Johnson heuristic
[54] which chooses a variable and assigns a value so as to maximize the probability that a 0
energy state (a model) exists assuming clauses are statistically independent (an unlikely sit-
uation). Although successful in several cases, this heuristic cannot really see very far ahead
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Fig. 7. An algorithm for computing the distributions Pj (h).
of the current state. But the method of Mézard and Zecchina is designed to, in some sense,
explore all possible energy states for a given expression or subexpression, particularly the
lowest energy states, and present statistics on those states and their causes.
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Fig. 8. An algorithm for solving a CNF expression based on maximizing entropy.
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