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要 旨
多様な消費者ニーズをきめ細かく捉えて顧客を獲得して維持するための効果的マーケティン
グのために，主体（消費者）の異質性の統計モデリングが他の分野に先駆けて開発された．他
方，実店舗において，個別対応は必ずしも容易ではないのも現実である．本稿では集計 POS
データに対して機械学習などの新しい統計分析による高度情報処理を適用することにより，多
くの実店舗で活用できる大規模データを活用したマーケティングモデルの可能性を展望する．
高次元データについては，2種類の次元圧縮法，すなわち，トピックモデルによる次元圧縮と
購買文脈による部分市場分解，階層因子回帰モデルによる次元圧縮とパラメータの高次元空間
への還元が議論される．
全商品データを分析に取り入れることで，目的変数を説明する意外な変数の発見のみならず
その量的関係が弾力性の形で測定可能となり，実店舗のきめ細かいマーケティング戦略に有用
な情報が提供可能となることを展望する．
キーワード：集計 POSデータ，購買状況の異質性，トピックモデル，高次元スパー
スデータ，階層因子回帰．
1. はじめに
顧客データベースの整備を背景にして，多様な消費者ニーズをきめ細かく捉えて顧客を獲得
して維持するための効果的マーケティングのために，主体（消費者）の異質性の統計モデリング
が他の分野に先駆けて開発された．例えば，顧客データベースから消費者選択を階層ベイズモ
デルでモデル化して顧客ごとの市場反応を推定する Rossi et al.（1996）は，個別化モデリング
の先駆けである．価格感度の違いに応じて個別化したクーポンの発行による個別対応は Rossi
et al.（1996）や Terui and Dahana（2006）などにおいて提案されている．これらの包括的な説明
は照井（2018）でなされている．その後，個別対応のマーケティングは，機械学習の手法も巻き
込んで発展し，Eビジネスの世界で日常的に行われている．
実店舗においてはマーケティングの個別対応は必ずしも容易ではないのも現実である．POS
システムはほとんどの実店舗で導入されており，集計データは無自覚的に日々蓄積されている．
これら集計データのマーケティング分析は古くから回帰や時系列モデルにより行われてきた．
Hanssen et al.（2001）では，集計データのマーケティングモデルについて包括的に説明してい
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るが，これらは分析対象を特定カテゴリーに限定した低次元空間上での少数変数間のモデリン
グである．他方，アソシエーションルールによるマーケットバスケット分析などカテゴリーの
枠を超えた高次元変数の分析も行われているが，マーケティング変数と市場構造の関係などマ
ネジメントに必要なきめ細かい情報は抽出できない．また POSデータは実務レベルで十分活
用されているとは言えない状況にある．
本稿では，多くの実店舗が保有する集計 POSデータに対して，機械学習や高次元データの
モデリングなどの新しい統計分析による高度情報処理によって，多くの店舗で活用できるマー
ケティングの市場反応モデルを視野において，その活用の可能性を展望する．具体的には，
（i）自然言語処理分野で提案されたトピックモデルの大規模集計 POSデータへの適用による次
元圧縮と市場細分化，（ii）大規模高次元スパースデータの市場反応モデルについて詳解して展
望する．
2. 大規模集計 POSデータのトピックモデルによる次元圧縮と市場細分化
2.1 トピックモデルのマーケティングへの展開
自然言語処理分野で潜在的話題—トピック—を抽出するために開発されたトピックモデル
（Blei et al., 2003, 2012; Blei and McAuliﬀe, 2007）は，モデルの汎用性が高く拡張しやすい特徴
をもつため，マーケティングにおいても広く使われるようになってきた．まず，元来の目的で
あるテキスト情報を直接活用するものとしては，ソーシャルメディアから収集したテキスト
データから抽出したトピック（話題）をビジネスやマーケティングの問題に活用した研究があ
る．Si et al.（2013）は Twitterのテキストデータに対して，トピックモデルの一種の潜在ディ
リクレ配分（LDA: Latent Dirichlet Allocation）モデルを拡張したディリクレ過程混合 LDAモデ
ルによりトピックを抽出し，それらの動きが株価予測に有効であることを示した．Wang et al.
（2016）は，Amazonなど商品に対するコメントのテキスト解析により，従来のトピックモデル
のような全体的話題ではなく，スクリーン，バッテリーなど商品の特徴をターゲットにした話
題を抽出するモデルを提案し，抽出された商品の潜在的特徴が売上に有効な情報をもつことを
示した．またMorimoto and Kawasaki（2016）では，時系列テキスト分析であるダイナミックト
ピックモデル（Blei and Laﬀerty, 2006）を用いて，ファイナンス市場におけるボラティリティを
予測する研究が行われている．
これらに対し，トピックモデルを購買や売上など数量データに適用した研究もある．ID-POS
データと呼ばれる顧客ごとの非集計データの日々の記録をテキスト解析での一つの文章に対
応させ，購買に関するトピックを抽出してマーケティングに活用する研究として，例えば，
Ishigakiet al.（2011）がある．Christidis（2010）の研究では，ネット通販での顧客の購買履歴デー
タをトピックモデルで分析し，潜在的マーケットバスケットの発見や個別顧客に対し商品を推
薦できるリコメンデーションシステムが可能であることを示した．Iwata et al.（2009）は，提
案したトピック・トラッキング・モデルを映画やアニメの購買データに適用し，顧客の趣味・
嗜好を潜在トピックにより追跡できることを示した．さらに，Iwata and Sawada（2013）では，
ID-POSデータに付随する価格情報も考慮した LDAモデル分析を行っている．以上の研究は
集計 POSデータおよび非集計 ID-POSデータを利用するものの，購買行動の背後にある潜在
的トピックの情報により顧客を分類することに留まっている．したがって企業が駆使するマー
ケティング変数による最適化を可能とする制御モデルとは必ずしもなっていない．これに対
し，Ishigaki et al.（2017）は，上記を拡張して，顧客の異質性をモデルに取りこみ，潜在購買ト
ピックを割り出すと同時に顧客ごと/商品ごとの価格反応，プロモーション反応を個別に推定
するモデルを展開している．
大規模集計 POS データの高次元スパースモデリング 237
2.2 集計 POS売上データのトピック分解による市場細分化
集計 POSデータは，日々の SKU単位の商品の売上とその価格およびその商品に対してプ
ロモーションを行ったか否かに関する情報の記録であり，非集計の ID-POSデータやレシート
データと異なり顧客の個別の購買状況が見えない．同じ商品の購買であっても購入目的や購買
状況の違い，すなわち購買文脈によって，商品の評価やプロモーションへの反応などマーケ
ティング戦略の効果は異なると考えるのが自然である．
Terui and Li（2017）では，集計データに埋没した購買文脈の異質性を潜在変数とし，トピッ
クモデルにより分析に取り入れる．具体的には，集計データをその日に購買された商品の売上
情報を用いて複数のショッピングバスケット（ここではトピック）に振り分けて市場細分化を行
い，バスケットごとの市場反応を測定して実店舗のきめ細かいマーケティング戦略のための情
報提供を可能とするものである．データは高次元でスパースな性質を持っており，これらのた
めの統計モデルを提案している．
自然言語処理の手法として通常使われるトピックモデル（Blei et al., 2003; Blei, 2012）では，
単語 vが文書 dに現れる確率は，潜在的トピック kの存在のもとでは，次式の有限混合モデル
で表現できると仮定する．
(2.1) p (v|d) =
K∑
k=1
p (v|k) p (k|d) =
K∑
k=1
φv|kθk|d.
Terui and Li（2017）では，店舗の集計売上数量データを同時購買情報のもとで各トピック
に分類する．商品 j はテキスト分析における単語 v，日 t は文章 d に対応させる．t 日に
おける商品 j の売上数を Yjt とするとき，Yt = (Y1t, Y2t, . . . , Ynt)′ は同じ日のすべての商
品 j の売上数量ベクトルである．この場合，t 時点で商品 j が購入される確率は p(j|t) =∑K
k=1 p(j|k)p(k|t) =
∑K
k=1 φj,kθk,t である．さらに，φj,kθk,t に基づいて商品 j の売上数 Yjt を
各トピックごとに分解し，トピック kに入った売上数を Y (k)jt = Yjt × E(φj,kθk,t)で表す．その
とき t日における商品 j の売上数は Yjt =
∑K
k=1 Y
(k)
jt と表現できる．トピックへの割当て確率
に比例する (φj,kθk,t)は均一ではなく，少数のトピックに集中する場合が多いことから，トピッ
クモデルにより次元圧縮が可能である．
2.3 実証分析（1）
実証分析として，Terui and Li（2017）での結果を紹介する．まずデータは，一店舗の 2002年
5月 6日-2003年 5月 7日間の日次集計 POSデータを利用する．このデータセットは 363日
（1年中 3日休み）で，7912個の商品種類の総計 3,720,419回の購買記録が含まれている．POS
データは各商品の毎日の売上数量と売上金額，また三種類のプロモーション（実施の有無のバ
イナリーデータ）の情報が含まれ，購買されていない商品のマーケティング変量の情報は含ま
れていない．
トピックの数 k = 10と設定し，トピック分布と単語分布はハイパーパラメータ αと βによ
るディレクレー分布を事前分布とし，崩壊型ギッブス・サンプリングで推定を行う．
θd ∼ Dir(α) (d = 1, . . . ,M);φk ∼ Dir(β) (k = 1, . . . ,K)
ここでは Griﬃths and Steyvers（2004）の研究に従って，α = 50/k，β = 0.1と設定した（トピッ
クの構成については紙面の都合上 Terui and Li（2017）を参照）．
後段で売上を価格や各種プロモーションなどマーケティング変数の関数として規定する市場
反応モデルを定義することを念頭にして，いまターゲットとする商品として特定ブランドの牛
乳（JANcode:4902705065161）を取り上げる．その売上数量 Y は 344日で総計 21,482個の売上
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図 1．平均トピック分布．
数である．
図 1は，7912個の商品の集計 POSデータにトピックモデルを適用したときの平均トピック
分布
(2.2) φˆj,kθˆk|• =
1
N
N∑
t=1
φˆj,kθˆk|t, k = 1, . . . ,K,
を表している．ここで，N = 344，K = 10であり，一番頻度が高いトピック k = 4，と一番頻
度が低いトピック k = 8以外は，ほぼ均等に配分されていることがわかる．図 2は，各トピッ
クの確率 φˆj,kθˆk|t でターゲット商品である特定ブランドの牛乳の集計売上数を按分し，トピッ
ク分解した Y (k)jt の時系列データである．
他と比べて極端に数量の少ないノイズ的意味をもつトピック 8を除くと，各トピックは 2－
4か月ごとの季節性のトピックを表している．
3. 大規模集計 POSデータの市場反応モデル
3.1 高次元スパースデータの統計モデル
高次元スパースデータに関する統計モデルはこれまで多くの研究がある．まず回帰の枠組
みでは，Meinshausen and Yu（2009）が Tibshirani（1996）による LASSO回帰の高次元スパース
データでの変数選択問題の理論的研究を行い，説明変数間に相関が強い場合には問題が生じる
ことを示した．LASSO回帰は変数間の相関が高い POSデータでは有効とは言えない．Chen
and Ishwaran（2012）は，バギング（Breiman, 1996）というアルゴリズムを用いる回帰木のラン
ダムフォーレスト（Breiman, 2001）が高次元スパースデータにおいて，チューニングの難しさ
の問題も指摘しながらも高い予測精度を持つことを示した．ただし，変数間の構造の推定がで
きない限界も有している．
つぎに次元圧縮手法として，主成分分析，因子分析，正準相関分析を用いる方法がある．ま
ず主成分分析による研究として，Zou et al.（2006）によるスパース主成分モデル，Tipping and
Bishop（1999）による確率的主成分分析をスパースデータに拡張する Zeng et al.（2017）による
スパース確率的主成分がある．因子モデルを用いる Lopes and West（2004）は，ベイズ因子分
析モデルが計算時間的に通常の因子モデルより優位性を持つため，高次元データに適している
と主張した．また，West（2003）は因子分析による説明変数空間の次元圧縮によるスパースベ
イズ因子回帰モデルを提案し，高い予測精度を持つことを示したが，高次元空間での変数間の
構造を推定する議論とはなっていない．
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図 2．売上のトピック分解．
多変数間の関係をモデル化する正準相関分析を用いる最近の研究として，Klami et al.（2013）
によるベイズ正準相関分析があり，高次元データ解析での有効性を示した．また Brynjarsdottir
and Berliner（2014）は，2つの高次元時空間大規模データに対し，正準相関分析を基にして変
数をそれぞれ圧縮させ，低次元変数間の関係を階層回帰モデルとして定義し，密度の濃い低次
元空間で構造を利用して予測モデルを構築している．そのほか，Çiğdem（2009）は正準相関分
析をマーケティング問題に応用と評価はしているものの，これらの研究は高次元空間での構造
推定は行っていない．マーケティングにおいては，解釈不能な低次元での推定にもとづく予測
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だけが目的とはなり得ず，日々のマーケティング意思決定のために，ある特定の商品の売上と
価格の弾力性など元の高次元空間での変数間の関係の構造推定が必要となる．
3.2 高次元スパースデータに対する市場反応測定モデル
2節で行われたショッピングバスケット（トピック）を前提にして，トピックごとの市場反応
関数を測定する問題を考える．まずトピック kにおける商品 j の売り上げ Y (k)jt を説明する市
場反応関数を下記で定義する．
(3.1) Y (k)jt = α
(k)
0j + α
′(k)
j Xjt +
∑
m=j
β(k)m Y
(k)
mt +
∑
m=j
γ′(k)m X
(k)
mt + ε
(k)
jt , t = 1, . . . , N
ここでXjt は商品 j のマーケティング変数ベクトル，Y
(k)
mt はトピック k に入っている目的商
品以外（m = j）の商品の売上数，X(k)mt はその商品のマーケティング変数である．ターゲットと
する商品の予測は各トピックの予測値の合計 Yˆjt = Yˆ (1)jt + Yˆ
(2)
jt + · · · + Yˆ (K)jt で計算できる．
つぎに Terui and Li（2017）で提案した高次元スパースデータの市場反応構造推定のための回
帰モデルを紹介する．（3.1）式の回帰モデルの説明変数を改めてX(k) と定義し，同じトピック
に入る商品の売上を目的変数 Y (k) とし，各トピックにおける高次元の Y (k) とX(k) の回帰問
題について考える．読みやすくするため，ここからはトピックの表記（k）を省略する．
まず Py 次元の Yt と Px 次元のXt の多変量回帰式を下記で定義する．
(3.2) Yt = F Xt + et,
ここで，係数行列 F は変数がデータの数を多く超えている高次元であり，いわゆる NP問題の
ため直接に推定はできない．そこで，まず Yt とXt の周辺分布は，因子構造
(3.3) Yt = Uat + ηyt;Xt = V bt + ηxt, t = 1, . . . , N,
をもつと仮定する．ここで atは fy(< Py)次元のベクトル，U は Py ×fyの行列，btは fx(< Px)
次元のベクトル，V は Px × fx の行列，ηy ∼ (0,Σy)，ηx ∼ (0,Σx)と仮定する．
さらに Brynjarsdottir and Berliner（2014）に従い，各因子モデルによる低次元の因子空間に
おいて関係があり，階層回帰モデル
(3.4) a = Hb + ε
で規定されると仮定する．ここで aおよび bは（3.3）の因子スコアベクトルをデータ t = 1, . . . , N
について纏めた fy × N および fx × N の因子スコア行列，H は fy × fx の回帰係数行列，εは
fy × N の誤差行列で各列は独立に N(0, σ2I)に従うと仮定する．（3.2）–（3.4）を纏めて階層因子
回帰モデル（Hierarchical Factor Regression）と呼ぶ．
いま（3.2）でのデータを纏めた Y とX の同時分布は，共通パラメータH を条件付として独
立であると仮定する．このとき，（3.2），（3.3）のモデルの尤度関数は
(3.5) p (Y , X|U , a, V , b) = p (Y |U , a, H) p (X|V , b, H) p (H|a, b) .
と書かれる．
3.3 高次元空間への構造の回復
Brynjarsdottir and Berliner（2014）は，この圧縮次元空間を「結晶化空間」と名付けたが，高次
元空間の構造 F を推定する提案は行われていない．X が与えられたとき，構造方程式（3.1）は
誤差の条件付期待値 E|x[e] = 0の仮定の下での Y の条件付期待値は
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(3.6) E|x [Y ] = F X + E|x [e] = F X
であり，さらにX の確率測度に関して期待値をとって無条件期待値の関係として下記が得ら
れる．
(3.7) Ex
{
E|x [Y ]
}
= FEx [X] i.e. μy = F μx
他方，因子モデルによる圧縮次元空間上の変量の期待値をとれば，Ex{E|x[Y ]} = E[Y ] =
Uat, Ex[X] = V bt であり，（3.7）式から
(3.8) Uat = F V bt
が得られ，データを纏めた aと bの表記により F は次式により求められる．
(3.9) F = Uab′V ′
(
V bb′V ′
)−1
次にモデルの全パラメータの同時事後確率が下記のように表現される．
p
(
U , a, V , b, H, σ2, F ,Σy,Σx,Λh|Y , X
)
(3.10)
∝ p (U , a|H, Y ) p (V , b|H, X) p
(
H|a, b, σ2
)
p (F |U , a, V , b)
× p
(
σ2|a, b, H
)
p (U |a,Σy) p (Σy) p (V |b,Σx) p (Σx)
× p (a|Λa) p (Λa) p (b|Λb) p (Λb) p (H|Λh) p (Λh) p
(
σ2
)
これは因子モデルと多変量回帰モデルの事後分布の組み合わせであり，それぞれ共役な事前分
布の利用のもとで，ギッブスサンプリングにより効率的に分布評価が可能である．さらに高次
元空間での市場反応係数行列 F の復元は，（3.9）式の関係を利用してMCMC過程での副産物
として，周辺事後分布 p(F |Y , X)が評価できる．MCMCアルゴリズムについては Terui and
Li（2017）に詳細が記載されている．
3.4 実証分析（2）
2節と同じデータを用いた実証分析の結果を紹介する．
表 1には，式（3.9）の関係を利用して回復した構造 F (k) の事後分布を評価し，95%HPD領域
の意味で有意な回帰係数推定値（事後平均）と説明変数名の一部が記載されている（紙面の都合
上トピック 1–5までを記載した．全トピックについては Terui and Li（2017）を参照）．回帰係
数は弾力性を意味し，商品 ID，カテゴリーの名前が続いて表記されている．これにより，下記
のようなマネジメントに有用な知見が得られる．
（ i）各トピックにおける同時購買の説明変数は有意となるケースが多い結果になった．ト
ピックモデルにより，同時購買された商品で回帰モデルを構築したためと考えられる．
これらの情報を基に同時購買しやすい商品の組み合わせの発見が可能になり，適切なプ
ロモーションにより特定商品の売上の向上が期待できる．
（ ii）「価格」変数はトピック 6および 10で多く有意になっている．目的変数は他の商品の価格
の影響を多く受け，商品自身の価格の影響は著しくない．
（iii）トピック 5，6，7，9，と 10のプロモーションの影響は強い．
（iv）トピック 9では，多くの食料品が有意な説明変数として抽出されている．このトピック
における目的変数の牛乳は飲み物ではなく，調理品として買われていると推測できる．
（v）売上数が一番多いトピック 4では，水やジュースカテゴリーの商品は目的変数の牛乳と
同期している反面，クッキーカテゴリーの商品とは逆の関係性を持っている．これは 6
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月から 8月までの夏の季節性の影響であると推測できる．
紹介したモデル分析では，実務や Hanssens et al.（2001）などで行われてきたカテゴリーに限
定した小変数回帰では得られず，全商品のデータを使うことによってはじめて得られる意外な
商品の組み合わせの発見がある．1970年代の人工知能ブームにおいて注目された「紙おむつと
ビール」の同時購買のデータマイニングによる発見に類似した知見である．他方，これに加え
て変数間の関係性の構造が弾力性の形で評価され，店舗マネジメントに役立つマーケティング
戦略への情報を提供できる利点を持っている．
4. おわりに
マーケティングにおいては，主体（消費者）の異質性がいち早く重視され，個別対応のための
「個」のモデリングが展開され実用化してきた．本研究詳解では，「買い物状況（トピック）」の異
質性をトピックモデルで表現し，買い物状況ごとに異なる購買要因の存在とその関係の構造を
仮定し，集計 POSデータを用いてきめ細かいマーケティングを実現するモデルを提案する研
究を紹介した．全商品データを分析に取り入れることで，目的変数を説明する意外な商品の発
見のみならずその量的関係が弾力性の形で測定可能となり，実店舗のきめ細かいマーケティン
グ戦略に有用な情報が提供可能である．
本稿ではトピック数の選択問題は取り上げていないが，無限ディリクレ過程を利用したノン
パラメトリックベイズの適用によるトピック数の推定が可能であり，階層因子回帰モデルにお
ける因子数の推定も同様である．また本研究では対象企業を広範囲とするため，小企業でも
保有している集計 POSデータの活用を念頭に置いた．対象企業の範囲は狭まるが，レシート
データが扱える状況を想定すれば，1回の買い物トリップでの同時購買情報を利用して購入者
の異質性を反映させたモデル分析が可能である．さらに個人が特定されるメンバーシップ顧客
データベースを対象とすれば，さらに消費者異質性と購買状況の異質性の相互作用の分析も可
能であろう．これらは今後の研究課題として有望であろう．
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High-dimensional Sparse Modeling of Large-scale Aggregated POS Data
Yinxing Li and Nobuhiko Terui
Graduate School of Economics and Management, Tohoku University
Micro-marketing based on consumer heterogeneity using disaggregated ID-POS data
has been well studied in the literature, but the implementation and operation of this ap-
proach remain limited, particularly in real store management. On the other hand, while
aggregated POS data are collected by most retailers, it is widely recognized that these
data have never been well utilized.
We discuss the possibility of using aggregated POS data by applying new techniques
in high-dimensional sparse data modeling and machine learning. In particular, we propose
a procedure comprising two sub-models: the topic model ﬁrst decomposes the aggregate
number of sales to several diﬀerent market baskets, and then hierarchical factor regression
is used to reduce dimensionality and ultimately recover from the reduced dimension to the
original space in order to detect the marginal eﬀect among all products in each market
basket.
The proposed model, which uses a large amount of product data, not only makes it
possible to discover unexpected predictors, but also measures the quantitative relation in
the form of elasticity for managerial implications.
Key words: Aggregated POS data, heterogeneity in shopping context, topic model, high-dimensional sparse-
data, hierarchical factor regression.
