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Abstract-- In this paper we consider numerical evaluation 
of nonlinear Hamiltonian symmetric matrix of Rank 1 in an 
inverse eigenvalue problem via Newton-Raphson method. The 
approach employed Newton-Raphson’s method for solving the 
inverse eigenvalue problem in a class of Hamiltonian matrices 
in the neighborhood of a related nonsingular matrix of rank 1. 
A few numerical examples are presented to illustrate the 
result. 
Keywords-- Nonlinear, eigenvalues, Hamiltonian, 
symmetric, nonsingular matrices 
I. INTRODUCTION 
Recently solvability of the IEP for a class of singular 
Hermitian matrices has been obtained by Oduro et al. 
(2012). (2014) and an inverse eigenvalue problem for 
linear- quadratic optimal control by Oladejo et al (2014) 
together with derivation of an explicit functions via Linear-
quadratics inverse eigenvalue problem by Oladejo and 
Anang  (2016) .Based on these results we assess the  
numerical evaluation of nonlinear Hamiltonian 
symmetric matrix of of Rank 1 in an inverse eigenvalue 
problem via Newton-Raphson Method 
Linear System and the Riccati Equation 
We let 
0:,,   Tnnmnnn QQQBA   and 
0:   Tmm RRR  Where Q  is a symmetric 
positive semi definite matrix and R  is a symmetric positive 
definite matrix 
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Subject to differential equation 
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Constructing the Hamiltonian equation from equation (1) 
and (2) yields: 
     BuAxpRuuQxxtuxpH TTT 
2
1
,,,      (3) 
Given any optimal input u  and the corresponding state 
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Which yields; 
  0)(,,),()()( 110  


















































    (8) 
Equation (8) is then a linear, time variant differential 
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From the Hamilton’s equations (8) above which 
indicates inverse eigenvalue problem in Hamiltonian 



































































   
Is a xn 22   matrices so 




 are all is nn 22   sub-matrices of H.
 By appropriate row dependence relations, a 44  
singular Hamilton matrix representing H above can be 
constructed as follows:  



























































Using the given nonzero eigenvalue, we solve the 
inverse eigenvalue problem (IEP) for the singular matrix of 
rank: 







111 kkkaAtr    










































H is a Hamiltonian matrix of the Linear- quadratic 



















































R  and Q  are Hamilton symmetric matrices and 
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And     2111 12)( kaAtr    
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Since there are repeating diagonal elements we solve the 
IEP by Newton’s method for two distinct target 
eigenvalues 
21 ,  which therefore give rise to two (2) 
functions with independent variables being the diagonal 
elements of matrix A   which is a sub-matrix of H: 
 HtrAaaf det)(2),( 1
2
122111    
  HtrAaaf det)(2),( 2
2
222112    
Thus; 
 22111 ,aaf   Haa det2 12211
2
1    
 22112 ,aaf   Haa det2 22211
2
2    
























































While the general Newton’s method is given by the 
following iteration; 















While the Determinant   1122212 aaDet    
The inverse of Jacobian matrix is gives;  























II. NUMERICAL ILLUSTRATION 
We consider to solve the missile intercept problem as 
movement of an object  in the  plane described by 
the parameterized equations: :    
 and the second object  moves 
according to the equations: 
,  
Converting the parametric equations to a system of 
nonlinear equations, by setting  and  coordinates equal 
to each other. i.e 
   
Rearranging the equations by representing the system in 
functional form as follows: 
 
 
Defining an initial guess for the required solution 
as: .   
Better approximation of the solution of the system is 
then obtained by evaluating ; 
. 




We proceed to calculate the Jacobian at ; 
 
 
   
We then calculate the inverse of the Jacobian at ; 
. 
Evaluating :         
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   . 
Evaluating : 
  . 
        

















Evaluating ;    
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Evaluating ;    
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 Evaluating :    
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Hence the solution to the missile intercept problem is 
approximated as  
, correct 
to nine decimal places. 
Table below shows a summary of the results from 
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From Table we observed that the Newton-Raphson’s 
method facilitated a convergence to a solution of the 
system as the approximated  and  values converge 
simultaneously to the solution of the system while the 
function values of the system decreasing systematically and 




           
.when ,and when 
 
. 
 This indicates that the values of  and  were 
approximate solution to the system of nonlinear equations 
since  and  implying 
that . Meanwhile the value of  and 
 does not change as shown in the table, indicating 
that the required real roots of the equation are 
, correct 
to nine decimal places. 
III. CONCLUSION 
In this paper we successfully assess and numerical 
evaluate  nonlinear Hamiltonian symmetric matrix of Rank 
1 in an inverse eigenvalue problem via Newton-Raphson 
method.  
The approach employed Newton-Raphson’s method for 
solving the inverse eigenvalue problem in a class of 
Hamiltonian matrices in the neighborhood of a related 
nonsingular matrix of rank 1.  Numerical examples are 
presented to illustrate the result. 
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