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In this article, we pay attention to the stability of interval polynomials with regard
to the θ region. An analysis on how to generate the ﬁnite set, whose stability
implies robust stability of the entire family, is given. Those results are intuitive and
convenient to operate.  2002 Elsevier Science (USA)
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1. INTRODUCTION
In reality, uncertainty is universal and absolute. Parameters in mathemat-
ical models always vary in certain ranges. Generally speaking, we can take
them in interval forms. When they are independent and models are polyno-
mials, we called all possible models an interval family. From the engineering
point of view, some simple procedures for ﬁnding ﬁnite polynomials whose
stability can guarantee the stability of entire family are meaningful. This
problem attracts considerable attention in the control ﬁeld [1–15] after the
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seminal result of Kharitonov, which restricts itself to independent interval
coefﬁcients and the region is the left half complex plane. In SISO systems,
when working with the robust stability of a polytope of polynomials with
respect to an arbitrary simply connected region, a ﬁnite test does not hold
in common. The edge theorem shows that in this case a one dimensional test
is needed 2. In MIMO systems, a high dimensional result is presented 11.
Reference 2 points out that there is no any ﬁnite test set in matrix case.
In control engineering, some speciﬁcations for the system would require
all roots of the characteristic polynomial of a closed loop system to lay in
a special region: such as shifted half planes, unit discs, damping cones, etc.
In general, if a ﬁnite test holds for some uncertain plants, knowing how to
generate the ﬁnite set is difﬁcult, even impossible. When we focus on the
interval family and the θ region, there exist some meaningful issues. Soh
pays attention to this problem with the left sector, where the left sector has
the same meaning as damping cone. In 13, he gives a method to search
these vertices, but it is not efﬁcient enough. In 8 he explores this issue
and takes θ = 23π into consideration. But a serious shortcoming of those
results is less intuitive and manipulative. Actually, there is no detailed clear
method or process to produce those points till now. In this paper, with the
aid of geometric and algebraic analysis, we propose some simple and explicit
approaches to generate those desired points to the problem posed above.
We give the geometric formation and algebraic presentation in Section 3
after introducing several basic concepts in Section 2. Our conclusion follows
some examples in Section 5.
2. CONCEPTS AND LEMMA
Consider the sector stability of interval polynomials deﬁned by
s= pnsn + pn−1sn−1 + · · · + p0
with pi ∈ pi p¯i i = 0 	 	 	  n
θ=rejφ  r ≥ 0 θ < φ ≤ π
(1)
where θp
1
 	 	 	  p
n
 p¯1 	 	 	  p¯n are constants and θ ≥ π2 . The region θ is
called the left sector. The following standard notations and deﬁnitions are
used in the sequel.
A polynomial is called θ-stable if all of its roots lie in this region,
and a family of polynomials is called θ-stable if all of its members are
θ-stable.
lAB stands for a segment whose endpoints are A and B and whose
orientation is from A to B. The slope angle of segment lAB is the argu-
ment of point B − A in the complex plane, denoted by arg lAB. So
arg lAB belongs to 0 2π.
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Lemma.  is a convex polygon and lAB is an arbitrary segment. Then
lAB +  is still a convex polygon. Furthermore, assume
arg lCD < arg lAB < arg lDE
arg lMN < arg lBA < arg lNQ
where C, D, E, M , N , and Q are extreme points of . Then C +A, D+A,
D + B, E + B, M + B, N + B, N + A, and Q + A are extreme points of
+ lAB and
arglC+AD+A<arglD+AD+B<arglD+BE+B
arglM+BN+B<arglN+BN+A<arglN+AQ+A	
Proof. By the convex set operations, the ﬁrst claim holds. From the
convexity of this region, we know the second one is also true. Otherwise, it
will destroy the convexity as shown in the following ﬁgure.
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LetX = x1 x2 	 	 	  xn, Y = y1 y2 	 	 	  ym, and YE = Y 	 	 	  Y︸ ︷︷ ︸
n
1×nm
be three row vectors with dimensions of n, m, and nm, correspondingly.
The row vector Xk = x1 	 	 	  xk, k ≤ n is called the k-sector vector of
X. If X is the n-sector vector of YE , we call Y a generator of X. The ith
permutation of X is Xi = xn−i+1 xn−i+2 	 	 	  xn x1 	 	 	  xn−i. It is readily
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seen that the ﬁrst and the n− 1th permutations of X are
X1 = xn x1 	 	 	  xn−1 and Xn−1 = x2 x3 	 	 	  x1	
3. MAIN RESULTS
3.1. Geometric Formation
Theorem 1. Given n segments lA1B1 	 	 	  lAnBn, the addition of all
segments, i.e., lA1B1 + · · · + lAnBn, is a 2n-sided parallelogram. More-
over, we get lA1B1 	 	 	  lAnBn lB1A1 	 	 	  lBnAn in order with slope
angles increasing and denote the new sequence as lC1D1 	 	 	  lC2nD2n.
Then to lA1B1 + · · · + lAnBn, its 2n extreme points are
∑n
j=1 Eij with
i = 1 	 	 	  2n, where for j = 1 	 	 	  n
Eij=


{
Cj if arg lCjDj≥arg lCiDi
Dj otherwise
i=1			n{
Cn+j if arg lCn+jDn+j≥arg lCiDi
Dn+j otherwise
i=n+1			2n
(2)
and E2n+1j=E1j .
Proof. To this afﬁrmation, we can use the mathematical induction. First
take n = 2 into account; it is obvious that l1 + l2 is a parallelogram, and
the claim holds for n = 2. To n = 3 as showed in the following ﬁgure, the
claim is true too.
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If the conclusion holds for n = k, the remaining work is to prove it is true
for n = k+ 1. Under our assumption, lA1B1+ · · · + lAkBk is a 2k-sided
parallelogram and whose extreme points are
∑k
j=1 Eij with i = 1 	 	 	  2k. By
use of a lemma, the addition of lAk+1Bk+1 and lA1B1 + · · · + lAkBk
is a 2k + 1-sided parallelogram, and its extreme points have the form∑k
j=1 Ei1j +Ak+1 or
∑k
j=1 Ei2j + Bk+1. They are exactly
∑k+1
j=1 Eij with i =
1 	 	 	  2k + 1. So the claim is true for k + 1. By induction, the proof of
Theorem 1 is accomplished.
We feel by the meaning of this theorem through the graph above,
and from this ﬁgure, the vertices of this polygon are exactly
∑n
i=1 Eiji =
1 	 	 	  2n.
3.2. Geometric Algorithm
Suppose θ = r/q is a rational number with r and q coprime. x, l are
the minimum integer solution to the integer equation rx/q = 2l. That is to
say, if we take z = er/qπ then the point z exactly lies in the real axis for
the ﬁrst time after winding around the origin l times. Now we discuss it in
detail. To above equation, r and l must satisfy the relation 2l/r = 1 or 2.
From this we know that
if r is odd then l = r x = 2q
if r is even then l = r/2 x = q	
For every s = ωejθ, with (1) we have s = ∑ni=0 piωejθi. Note that
pi = pi + λip¯i − pi, λi ∈ 0 1i = 0 	 	 	  n. Rearranging them we have
ωejθ=Pωejθ + λ0p¯0 − p0 + λxp¯x − pxωx + · · ·ej0
+λ1p¯1 − p1ω+ λx+1p¯x+1 − px+1ωx+1 + · · ·ejθ
+ · · · + λx−1p¯x−1 − px−1ωx−1
+λ2x−1p¯2x−1 − p2x−1ω2x−1 + · · ·ejx−1θ
(3)
where Ps = p
0
+ · · · + p
n
sn and p¯k = pk = 0 if k < 0. For the sake of
simplicity, set
t1s = 1 1 	 	 	p¯0 − p0 p¯x − pxsx 	 	 	T
t2s = 1 1 	 	 	p¯1 − p1s p¯x+1 − px+1sx+1 	 	 	T
			
txs = 1 1 	 	 	p¯x−1 − px−1sx−1 p¯2x−1 − p2x−1s2x−1 	 	 	T 	
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Because of the symmetry of the real polynomial, we can only consider ω ≥
0. If we regard tkjωejθ as a point in the complex plane and denote it as
Bk. Then the k+ 1th term in (3) equals a segment connecting the origin O
with the point Bk, k = 1 	 	 	  x. Thus ωejθ = Pωejθ +
∑x
i=1 lOBi
is a 2x-sided parallelogram in the complex plane.
It is a fact that if r is even then x = q is odd and if r is odd then x = 2q is
even. Denote lO−Bi = lOB−i, and call lOBi lOB−i a segment
pair. For lBiO = lO−Bi, when x = 2q, the ith segment pair overlaps
the − x2 + ith one, i.e., the −q + ith one. While applying Theorem 1 to
ωejθ, the different 2q segments are
lOBi − Bx/2+i i = 1 	 	 	  x if x = 2q
lOBi i = ±1 	 	 	 ±x if x = q	
(4)
Thus when n is so large that n ≥ q− 1 there are only 2q extreme points.
Now we can determine the 2q extreme points of ωejθ by Theorem 1.
Theorem 2. The extreme points of Ps are such 2q points as
Pks = Ps +
q∑
i=1
TkOBi k = ±1 	 	 	 ±q (5)
where to every i ∈ 1 	 	 	  q
TkOBi =


O if 0 ≤ arg lOBi
− arg lOBk < π,{
Bi x = q,
Bi − Bx2+i x = 2q,
otherwise.
(6)
Proof. This conclusion is a concrete application of Theorem 1.
Corollary 1. For all s = ωejθ, s is symmetric to the point
Pcs =
n∑
i=0
p
i
+ p¯i
2
si	
Proof. For i ∈ 1 	 	 	  q and for all s = ωejθ,
p
i
s + p¯is
2
= Ps + 1
2
q∑
m=1
Ti + T−iOBm
= Ps + 1
2
q∑
m=1
tms
=
n∑
i=0
p
i
+ p¯i
2
si	
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We can get those vertices by plotting in the complex plane. The procedure
is based on the discussion above (Algorithm 1).
Step 1: Get the 2q segments from (4) and denote as l±1 	 	 	  l±q.
Step 2: For every i ∈ ±1 	 	 	 ±q, the line which contains li par-
titions the plane in two. With (5), (6) determine a vertex Pis: every
ljj = ±1 	 	 	 ±q, if its slope angle is not smaller than li but is bigger
than eπjli, takes O; otherwise it takes the other endpoint.
Taking advantage of Corollary 1, we can only apply Step 2 to arbitrary q
ones of those 2q segments, and the remaining process follows:
Step 3: Connect the gotten q vertices with the central point pcωejθ
and get their mirror images on pcωejθ; those new q points are rightly the
other q vertices.
Remark 1. When n < q− 1, the number of vertices of the given poly-
nomials family is 2n+ 1, they are exactly those polynomials which corre-
spond to vertices Pjs, j = ±1 	 	 	 ±n+ 1 in Theorem 2.
3.3. Algebraic Presentation
Besides the geometric construction method, we can also get them by
algebraic ways. The considered family can be rewritten as
Ps = Ps + λβs
where
Ps = p
0
+ · · · + p
k
sk + · · · + p
n
sn
βs = p¯0 − p0 	 	 	  p¯k − pks
k 	 	 	  p¯n − pns
nT
λ = λ0 	 	 	  λn	
For all ω ≥ 0, based on the geometric analysis, the 2q vertices polynomi-
als are
Pjs=Ps + λjβs
λj =aj aj 	 	 	 j = ±1±2 	 	 	 ±q	 (7)
To every j ∈ ±1 	 	 	 ±q, aj is an x-dimensional row vector which
can be determined easily from the geometric process, and ak is the kth
permutation of a1. Denote a1 = a11 	 	 	  a1x. The whole procedure is
(Algorithm 2):
Step 1: Take the real axis as the reference line.
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Step 2: Check every ray with slope angle 0 θ 	 	 	  x− 1θ. For each
of those rays, if the ray lies in the upper half plane with the slope angle kθ,
then take a1k+1 = 0; otherwise a1k+1 = 1, where k = 0 	 	 	  x− 1.
Step 3: Compute ai for i = 2 	 	 	  x.
Step 4: If x = 2q then the process ends; otherwise it takes a−i =
1− ai for i = 1 	 	 	  x.
Step 5: Replace (7) by aj; then we get the desired 2q polynomials
Pjs with j = ±1 	 	 	 ±q.
In fact the above result is easier for r = 1 and r = 2. Recall a fact: in
both cases aforementioned, l equals to 1.
1∗: r = 1. Now the complex plane is partitioned into x = 2q parts.
So the ﬁrst q parts must lie in the upper plane, and the others in the lower
half plane. Hence,
a1 = 0 	 	 	  0︸ ︷︷ ︸
q
 1 	 	 	  1︸ ︷︷ ︸
q
	
2∗: r = 2. Now the complex plane is partitioned into x = q parts.
So the ﬁrst q/2 + 1 parts must be contained in the upper plane, and the
others in the lower half plane. So
a1 = 0 	 	 	  0︸ ︷︷ ︸
q/2+1
 1 	 	 	  1︸ ︷︷ ︸
q/2
	
Then applying Steps 3–5 for them, we get the desired results.
3.4. Complex Case
For the complex case, we consider
Fs =
n∑
i=0
ai + jbisi ai ∈ ai a¯i bi ∈ bi b¯i	
If we rewrite them as
Fs = Fs + λ Fs Fs =
n∑
i=0
ai + jbisi λ = λ1 	 	 	  λ2n+2
Fs = a¯0 − a0 b¯0 − b0 a¯1 − a1s b¯1 − b1js 	 	 	 
a¯n − ansn b¯n − bnjsnT 	
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For all ω ∈ R, denote
F1ωejθ=Fωejθ + λ1a¯0 − a0 + λ2x+1a¯x − axωx + · · ·ej0
F2ωejθ= λ2b¯0 − b0 + λ2x+2b¯x − bxωx + · · ·jej0
F3ωejθ= λ3a¯1 − a1ω+ λ2x+3a¯x+1 − ax+1ωx+1 + · · ·ejθ
F4ωejθ= λ4b¯1 − b1ω+ λ2x+4b¯x+1 − bx+1ωx+1 + · · ·jejθ
			
F2x−1ωejθ= λ2x−1a¯x−1 − ax−1ωx−1
+λ4x−1a¯2x−1 − a2x−1ω2x−1 + · · ·ejx−1θ
F2xωejθ= λ2xb¯x−1 − bx−1ωx−1
+λ4xb¯2x−1 − b2x−1ω2x−1 + · · ·jejx−1θ
It is readily seen that every Fiωejθ is a segment and
Fωejθ = F1ωejθ + F2ωejθ + F3ωejθ + F4ωejθ
+ · · · + F2x−1ωejθ + F2xωejθ	
By Theorem 2, we infer that there are 4q extreme points if q is odd, and
2q ones when q is even. For to the latter, there are only 2q segments with
different slope angles. Using Algorithm 1, it is easy to get those points.
4. EXAMPLES
Consider uncertain systems deﬁned as
s =
n∑
i=0
aip0 	 	 	  pmsi (8)
where for every i ∈ 0 	 	 	  n, pi ∈ pLi  pUi , and aip1 	 	 	  pm is an
afﬁne function of the uncertain parameters p1 	 	 	  pm. Without loss of
generality, we assume aip0 	 	 	  pm =
∑m
k=0xikpk + yik, and rewrite the
polynomial family as the following:
s =
m∑
k=0
( n∑
i=0
xiks
i
)
pk +
m∑
k=0
n∑
i=0
yiks
i	
Therefore, for every complex number s, the value set s is the additions
of m + 1 segments l∑ni=0 xiksipk ∑ni=0 xiksip¯k k = 0 	 	 	 m and
the point
∑m
k=0
∑n
i=0 yiks
i. With the aid of Theorem 1, we infer that s
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is a polygon with 2m+ 1 vertices for every complex number s. For every
s ∈ ∂D, denote all vertices of the corresponding convex polygon as Gjs
with j = 1 	 	 	  2m+ 2.
Theorem 3. s is D-stable if and only if to every s ∈ ∂D the corre-
sponding 2m+ 2 vertex polynomials Gjs j = 1 	 	 	  2m+ 2 are stable.
Remark 2. From the above discussion, it is possible to reduce the num-
ber of extreme points if there exist integer numbers k1, k2 such that∑n
i=0 xik1s
i and
∑n
i=0 xik2s
i have the same slope angle.
With Theorem 2, applying our algorithms for θ = 2/3π 3/4π 5/8π, then
we have
Corollary 2. The polynomials ansn + · · · + a0 are 2/3π-stable for ak ≤
ak ≤ a¯k with k = 0 	 	 	  n if and only if the six polynomials
ajs = ajnsn + · · · + aj0 j = 1 	 	 	  6
a
j
k =


j = 1 2 3
{
ak k = 3m+ j − 1 3m+ j
a¯k k = 3m+ j + 1 m = 0±1 	 	 	 ±n/3
j = 4 5 6


a¯k k = 3m+ j + 1
ak k = 3m+ j − 1 3m+ j
m = 0±1 	 	 	 ±n/3
are 2/3π-stable, where a
j
k = 0 if k > n or k < 0. Or we write them in detail,
a1s = a0 + a1s1 + a¯2s2 + a3s3 + a4s4 + a¯5s5 + · · · 
a2s = a¯0 + a1s1 + a2s2 + a¯3s3 + a4s4 + a5s5 + · · · 
a3s = a0 + a¯1s1 + a2s2 + a3s3 + a¯4s4 + a5s5 + · · · 
a4s = a¯0 + a¯1s1 + a2s2 + a¯3s3 + a¯4s4 + a5s5 + · · · 
a5s = a0 + a¯1s1 + a¯2s2 + a3s3 + a¯4s4 + a¯5s5 + · · · 
a6s = a¯0 + a1s1 + a¯2s2 + a¯3s3 + a4s4 + a¯5s5 + · · · 	
Corollary 3. The polynomials ansn + · · · + a0 are 3/4π-stable for ak ≤
ak ≤ a¯k with k = 0 	 	 	  n if and only if the eight polynomials
ajs = ajnsn + · · · + aj0 j = 1 	 	 	  8
a
j
k =
{
ak k = 8m+ j − 1 8m+ j 8m+ j + 2 8m+ j + 5
a¯k k = 8m+ j + 1 8m+ j + 3 8m+ j + 4 8m+ j + 6,
m = 0±1±2 	 	 	 
are 3/4π-stable, where a
j
k = 0 if k > n or k < 0.
Corollaries 2 and 3 are consistent with the conclusions in [6, 7].
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Corollary 4. The polynomials ansn + · · · + a0 are 5/8π-stable for
ak ≤ ak ≤ a¯k with k = 0 	 	 	  n if and only if the sixteen polynomials
ajs = ajnsn + · · · + aj0 j = 1 	 	 	  16
a
j
k =


ak k =


16m+j-1,16m+j,16m+j+1,16m+j+5
16m+j+6,16m+j+10,16m+j+11
16m+j+12
a¯k k =


16m+j+2,16m+j+3,16m+j+4
16m+j+7
16m+j+8,16m+j+9,16m+j+13
16m+j+14
are 5/8π-stable, where m = 0±1±2 	 	 	 and ajk = 0 if k > n or k < 0.
5. CONCLUSION
In this note, we present two implicit procedures to search for the sub-
set whose stability can promise that of the whole family. The geometric
algorithm is intuitive and the algebraic one is convenient to operate. Some
examples are given at the end of the paper to illustrate our ideas.
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