In the recent years there has been an increased interest in studying regularity properties of the derivatives of stochastic evolution equations (SEEs) with respect to their initial values. In particular, in the scientific literature it has been shown for every natural number n ∈ AE that if the nonlinear drift coefficient and the nonlinear diffusion coefficient of the considered SEE are n-times continuously Fréchet differentiable, then the solution of the considered SEE is also n-times continuously Fréchet differentiable with respect to its initial value and the corresponding derivative processes satisfy a suitable regularity property in the sense that the n-th derivative process can be extended continuously to n-linear operators on negative Sobolev-type spaces with regularity parameters δ 1 , δ 2 , . . . , δ n ∈ [0, 1 /2) provided that the condition n i=1 δ i < 1 /2 is satisfied. The main contribution of this paper is to reveal that this condition can essentially not be relaxed.
Introduction
In the recent years there has been an increased interest in studying regularity properties of the derivatives of stochastic evolution equations (SEEs) with respect to their initial values (cf., e.g., Cerrai [8, , Debussche [10, Lemmas 4.4-4.6], Wang & Gan [15, Lemma 3.3] , Andersson et al. [2, 3] ). One important reason for this increased interest is that appropriate estimates on the first, second, and higher order derivatives of SEEs with respect to their initial values have been used as key tools for establishing essentially sharp weak convergence rates (see, e.g., Debussche [ [3] it has been shown that if the nonlinear drift coefficient and the nonlinear diffusion coefficient of an SEE are n-times continuously Fréchet differentiable, then the solution of the considered SEE is also n-times continuously Fréchet differentiable with respect to its initial value and the corresponding derivative processes satisfy a suitable regularity property (see item (iv) of Theorem 1.1 in Andersson et al. [3] and item (iii) of Corollary 1.1 below, respectively). In this work we reveal that this regularity property can essentially not be improved. To illustrate our result in more detail we consider the following notation throughout the rest of this introductory section. For every measure space (Ω, F , µ), every measurable space (S, S), and every F /S-measurable function X : Ω → S we denote by [X] µ,S the set given by We first briefly review the above mentioned regularity result on derivative processes of SEEs from Andersson et al. [3] . More formally, Theorem 1.1 in Andersson et al. [3] includes the following result, Corollary 1.1 below, as a special case. Corollary 1.1. For every real number T ∈ (0, ∞), all nontrivial separable Ê-Hilbert spaces (H, · H , ·, · H ) and (U, · U , ·, · U ), every probability space (Ω, F , P), every normal filtration (F t ) t∈[0,T ] on (Ω, F , P), every Id U -cylindrical (Ω, F , P, (F t 
(ii) that it holds for all p ∈ [2, ∞), t ∈ [0, T ] that H ∋ x → [X x t ] P,B(H) ∈ L p (P; H) is infinitely often Fréchet differentiable, and (iii) that it holds for all p ∈ [2, ∞), n ∈ AE = {1, 2, . . .}, q ∈ [0, ∞), δ 1 , δ 2 , . . . , δ n ∈ [0, 1 /2), t ∈ (0, T ] with 
Item (iv) of Theorem 1.1 in Andersson et al. [3] and item (iii) of Corollary 1.1 in this paper, respectively, prove that the condition
for the regularity parameters δ 1 , δ 2 , . . . , δ n ∈ [0, 1 /2) of the considered negative Sobolev-type spaces is sufficient to ensure that the left-hand side of (3) 
(ii) that it holds for all p ∈ [2, ∞),
and
Regularity results for Kolmogorov equations associated to SEEs of the form (2) 2 Counterexamples to regularities for the derivative processes associated to stochastic evolution equations
Setting
Throughout this section we consider the following setting. For every set A let P(A) be the power set of A and let # A ∈ AE 0 ∪ {∞} be the number of elements of A, let Π k ∈ P(P(P(AE))), k ∈ AE 0 , be the sets which satisfy for all k ∈ AE that Π 0 = ∅ and
(see, e.g., (10) in Andersson et al. [3] ), let (H, · H , ·, · H ) be an Ê-Hilbert space, let e = (e n ) n∈AE : AE → H be an orthonormal basis of H, let λ = (λ n ) n∈AE : AE → Ê, P : H → H, and B : H → H be functions which satisfy for all v ∈ H that sup n∈AE λ n < 0, P v = ∞ n=2 e n , v H e n , and B(v) = 1 + P v 2 H e 1 , let T ∈ (0, ∞), let (Ω, F , P) be a probability space with a normal fil- 
An explicit representation for the diffusion coefficient
Lemma 2.1 (Derivatives of the diffusion B). Assume the setting in Section 2.1. Then (i) it holds that B : H → H is infinitely often differentiable,
and (iii) it holds for all n ∈ AE that sup v∈H B
Proof. Throughout this proof let f ∈ C ∞ ((0, ∞), Ê) and g ∈ C ∞ (H, (0, ∞)) be the functions which satisfy for all x ∈ (0, ∞), v ∈ H that
and let I ̟ i ∈ ̟, i ∈ {1, 2, . . . , # ̟ }, ̟ ∈ Π n , n ∈ AE, be the sets which satisfy for all n ∈ AE,
Note that the fact that
In the next step we prove (9) by induction on n ∈ AE. For the base case n = 1 we note that
This and the fact that Π 1 = {{{1}}} prove (9) in the base case n = 1. For the induction step AE ∋ n → n + 1 ∈ {2, 3, . . .} assume that (9) holds for some natural number n ∈ AE. Observe that item (i), the induction hypothesis, and the product rule of differentiation ensure that for all v 0 , v 1 , . . . , v n+1 ∈ H it holds that
Hence, we obtain that for all v 0 , v 1 , . . . , v n+1 ∈ H it holds that
This implies that for all v 0 , v 1 , . . . , v n+1 ∈ H it holds that
Combining this with the fact that
proves (9) in the case n + 1. Induction therefore establishes item (ii).
It thus remains to prove item (iii). For this we note that for all n ∈ AE, ̟ ∈ Π n with ∀ I ∈ ̟ : # I ≤ 2 it holds that # {I∈̟ :
Next observe that the Cauchy-Schwarz inequality and (9) ensure that for all n ∈ AE, v 0 , v 1 , . . . , v n ∈ H it holds that
Moreover, the fact that ∀ n ∈ AE, ̟ ∈ Π n : ∪ I∈̟ I = {1, 2, . . . , n} implies that for all n ∈ AE,
This, (17), and (18) show that for all n ∈ AE, v 0 , v 1 , . . . , v n ∈ H it holds that
The fact that ∀ v ∈ H : P v H ≤ v H therefore implies that for all n ∈ AE it holds that
This and the fact that ∀ n ∈ AE, ̟ ∈ Π n : # Πn + # ̟ < ∞ establish item (iii). The proof of Lemma 2.1 is thus completed.
Explicit representations for the derivative processes Lemma 2.2 (Exact formulas of derivative processes).
Assume the setting in Section 2.1. Then
Proof. Throughout this proof for every n ∈ AE, ̟ ∈ Π n let I ̟ i ∈ ̟, i ∈ {1, 2, . . . , # ̟ }, be the sets which satisfy that min(I
let
and let [·]
We note that items (i), (ii), (ix), and (x) of Theorem 2.1 in Andersson et al. [3] (with T = T ,
This and item (i) of Corollary 2.10 in Andersson et al. [2] establish items (i)-(iv). It thus remains to prove (v). For this let
Note that (32) and the fact that ∀ v ∈ H : P (B(v)) = 0 imply that for all x ∈ H, t ∈ [0, T ] it holds that
This shows that for all x ∈ H, t ∈ [0, T ] it holds that
This and (32) yield that for all x ∈ H, t ∈ [0, T ] it holds that
Next note that item (ii) of Lemma 2.1 ensures that for all n ∈ AE, v ∈ H n , x ∈ H it holds that P B (n) (x)v = 0. This and (32) imply that for all n ∈ AE, u = (
Hence, we obtain that for all n ∈ {2, 3, . . .}, u ∈ H n+1 , t ∈ [0, T ] it holds that
In addition, note that item (ii) of Lemma 2.1 implies that for all n ∈ AE,
Combining this with (37) ensures that for all n ∈ AE, ̟ ∈ Π n , u = (u 0 , u 1 , . . . , u n ) ∈ H n+1 , t ∈ [0, T ] with ̟ = {1}, {2}, . . . , {n} it holds that
Equation (38) hence implies that for all n ∈ AE, u = (
Combining this with (33), (36), and (38) shows that for all n ∈ AE,
(n) (P e tA u 0 ) P e tA u 1 , P e tA u 2 , . . . , P e tA u n = B (n) (e tA u 0 ) e tA u 1 , e tA u 2 , . . . , e tA u n = 1.
This and (32) assure that for all n ∈ AE, u = (
Combining this and (35) establishes item (v). The proof of Lemma 2.2 is thus completed.
Disprove of regularities for the derivative processes
Theorem 2.3. Assume the setting in Section 2.1, let c ∈ (0, ∞), and assume for all n ∈ AE that
Proof. Throughout this proof let v k,r n,N ∈ H, N, n ∈ AE, k ∈ AE 0 , r ∈ Ê, be the vectors which satisfy for all N, n ∈ AE, 
. . , n}, n ∈ AE, be the functions which satisfy for all n ∈ AE, i ∈ {1, 2, . . . , n}, u = (u 1 , u 2 , . . . , u n ) ∈ H n that θ n i (u) = u i , and let ⌊·⌋ : Ê → Ê and ⌈·⌉ : Ê → Ê be the functions which satisfy for all t ∈ Ê that
Note that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n−1 ∈ Ê it holds that
Moreover, observe that items (i)-(iv) of Lemma 2.2 establish items (i)-(iv). It thus remains to prove item (v). For this let
X n,u : [0, T ] × Ω → H, u ∈ H n+1 , n ∈ AE 0 , be (F t ) t∈[0,T ] /
B(H)-predictable stochastic processes which fulfill that for all
and (III) that
Next observe that the fact that ∀ n, j, k, l 1 , l 2 , . . . , l n ∈ AE, i ∈ {1, 2, . . . , n} : l i + jk ≥ 2 implies that for all N, n, k, l 1 , l 2 , . . . , l n ∈ AE, r 1 , r 2 , . . . , r n ∈ Ê, t ∈ [0, T ] it holds that
This shows that for all N, n, k, l 1 , l 2 , . . . , l n ∈ AE, r 1 , r 2 , . . . , r n ∈ Ê, t ∈ [0, T ] it holds that
. . .
This and the fact that
ensure that for all N, n, k, l 1 , l 2 , . . . , l n ∈ AE, r 1 , r 2 , . . . , r n ∈ Ê, t ∈ [0, T ] it holds that
This assures that for all N, n, l 1 , l 2 , . . . , l n ∈ AE, k ∈ {n, 2n, 3n, . . .}, r 1 , r 2 , . . . , r n ∈ Ê, t ∈ [0, T ] it holds that
Therefore, we obtain that for all N, n, l 1 , l 2 , . . . , l n ∈ AE, k ∈ {n, 2n, 3n, . . .}, r 1 , r 2 , . . . , r n ∈ Ê,
Furthermore, note that for all N, n ∈ AE, k 1 , k 2 ∈ {1, 2, . . . , n}, r 1 , r 2 ∈ Ê, t ∈ [0, T ] it holds that
In particular, this implies that for all N, n ∈ AE, k 1 , k 2 ∈ {1, 2, . . . , n}, r 1 , r 2 ∈ Ê, t ∈ [0, T ] with
Next observe that items (i) and (iii) of Lemma 2.1 ensure that for all n ∈ AE, r ∈ [0, ∞), 
In particular, this shows that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞), ε, δ 1 , δ 2 , . . . , δ 2n ∈ Ê, and
),
In the next step we estimate the right hand sides of (66) and (67) from below to establish suitable lower bounds for the left hand sides of (66) and (67), respectively. We start with estimating the right hand side of (66) from below. Observe that (53) implies that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n−1 ∈ Ê, t ∈ [0, T ] it holds that
Item (ii) of Lemma 2.1 therefore yields that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n−1 ∈ Ê, t ∈ [0, T ] it holds that
This and (63) imply that for all N, n ∈ AE, 
Identity (62) therefore shows that for all N, n ∈ AE, m ∈ AE 0 , ε,
holds that
Hence, we obtain that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞), δ 1 , δ 2 , . . . , δ 2n−1 ∈ Ê, ε ∈ (0, ∞),
Plugging this into the right hand side of (66) yields that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞),
Combining this with (61) ensures that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞), δ 1 , δ 2 , . . . , δ 2n−1 ∈ Ê,
Next we estimate the right hand side of (67) from below. Note that (49) shows that for all 
Item (ii) of Lemma 2.1 therefore ensures that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n ∈ Ê,
This and (63) assure that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n ∈ Ê, t ∈ [0, T ] it holds that
..,{2n−3,2n−2},{2n−1,2n}}
Furthermore, identity (62) implies that for all N, n ∈ AE, m ∈ AE 0 , ε, δ 1 , δ 2 , . . . , δ 2n ∈ Ê, t ∈ [0, T ] it holds that
We therefore obtain that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞), δ 1 , δ 2 , . . . , δ 2n ∈ Ê, ε ∈ (0, ∞),
Plugging this into the right hand side of (67) yields that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞),
This and (61) assure that for all N, n ∈ AE, m ∈ AE 0 , r ∈ [0, ∞), δ 1 , δ 2 , . . . , δ 2n ∈ Ê, ε ∈ (0, ∞),
This and (74) yield that for all N, n ∈ AE, r ∈ [0, ∞),
(82) Moreover, note that for all N, n ∈ AE, i ∈ {1, 2, . . . , n}, ε ∈ (0,
This and the fact that ∀ ε ∈ (0,
1 4ε .
The fact that ∀ l ∈ AE, ε ∈ (0, ∞), δ ∈ [ 1 /2 + 2lε, ∞) : 2δ − 1 − 4lε ≥ 0 therefore assures that for all N, l ∈ AE, m ∈ AE 0 , ε ∈ (0, ∞), δ ∈ [ 1 /2 + 2lε, ∞), t ∈ (0, T ] it holds that (1 − e −4l 3 c(j 2 +k 2 )N 2m t ) 4l 3 c (2+4lε−2δ) (j 2 + k 2 )N 2m
This and (85) imply that for all n ∈ AE, r ∈ [0, ∞), δ 1 , δ 2 , . . . , δ n ∈ Ê, ε ∈ (0, 1 /4), m ∈ AE 0 ∩ [ Next note that (49) and (53) ensure that for all n ∈ AE, δ 1 , δ 2 , . . . , δ n ∈ Ê, ε ∈ (0, 1 /4), m ∈ AE 0 ∩ [ 
Furthermore, observe that (47) shows that for all n ∈ AE, m ∈ AE 0 , δ ∈ Ê, ε ∈ (0, ∞) it holds In addition, note that (47) and (84) imply that for all n ∈ AE, i ∈ {1, 2, . . . , n}, δ ∈ Ê, ε ∈ (0, 
Combining (89) with (90) and (91) yields that for all n ∈ AE, δ 1 , δ 2 , . . . , δ n ∈ Ê, ε ∈ (0, 1 /4), m ∈ AE 0 ∩ [ 
Moreover, note that for all N, n ∈ AE, k ∈ AE 0 , r ∈ Ê it holds that v k,r n,N ∈ span({e m : m ∈ AE}) \ {0}. This and the fact that span({e n : n ∈ AE}) ⊆ ∩ r∈Ê H r ensure that for all N, n ∈ AE, m ∈ AE 0 , ε ∈ Ê, δ ∈ Ê n it holds that u ε,m,δ n,N ∈ (∩ r∈Ê H r ) \ {0} n+1 .
Combining this with (92) assures that for all n ∈ AE, δ ∈ Ê n , ε ∈ (0, 
