Abstract
Introduction
During the last ten years Digital Libraries (DLs) have become an important and diffused information technology, with particular attention to book DLs and scientific document collections (see e.g, [12, 2, 5, 13, 10, 4, 11, 9, 141) .
However, there is an important kind of physical library, namely the newspaper clipping collection, which had not got sufficient attention in the digital world (a notable exception is the Historical Newspaper Digital Library project [I] , which deals-w.ith old clippings).
Compared with book-oriented digital libraries, clipping libraries aremore wide and unstructured, since there are not specific standards to collect and classify newspaper clippings. The subjects and content of a clipping are completely heterogeneous; it could be a small article, some photos with some text as caption, or a whole article with diagrams and photos spanning several pages. Additionally, the information associatedwith clippings may differ from the usual one 0-7695-1022-1/01 $10.00 0 2001 E E E stored in digital libraries. For example, the author information, which is mandatory in traditional archives may be irrelevant or even missing for clippings. Also, users of clipping archives are typically interested in articles in the original form in which they appeared in the newspaper. As a consequence, not only the full-text of the clippings and the images possibly associated with the text must be stored in the archive, but also a picture of the scanned version of the original newspaper page, and obviously this requirement poses particular challenges with respect to data storage.
Given this diversity, it is extremely difficult to come up with a general clipping catalog system, whereas many specific clippings can be retrieved in a library systematically interested in some subjects or in a library that institutionally collects and catalogs newspapers.
LAURIN (Libraries and Archives Collecting Newspaper Clippings Unified foE their Integration into Networks) is an
EU-funded Project ' involving seventeen participants from several countries, including two software companies and a large group of libraries that want to make easily available and give wide visibility to the large cultural heritage they collect and catalog daily. The high number of usedlibraries involved in this project gives the opportunity to spread culture and information to a wider public by means of the Internet. L A U R I N has two major goals:
1. To set up a network of digitalized newspaper clipping archives that can he accesscd through the Internet in a centralized fashion, for searching and retrieving clippings. 2. To provide a generic model to be used by individual libraries for scanning, digitalizing, storing, and indexing newspaper clippings, and making them accessible via the L A U R I N network.
Concerning objective I , since many users are ill equipped to translate their search requirements into pre- 'Telematics Program, Libraries Project LB-S629/A, http://laurin.uibk.ac.at/ cise queries, and they often prefer to use browsing as retrieval strategy, the L A U R I N interface will offer, besides traditional keyword based search methods, also the possibility of browsing the clipping collection by argument, organizing the document space in a manner that is readily understood by users. Such activity will be supported by the use of an integrated rnultilinguul Thesaurus, which plays a central role in the LAURIN system. The user will see a unified search space and therefore s/he can ignore the existence of different information sources, i.e., libraries. However, s h e will also be able to select a library on demand, based on the description of its characteristics, in order to restrict herhis attention to specific topics covered by a certain library only. Requests can be formulated in any of the languages supported by the system (currently English, French, German, Italian, Norwegian, Spanish, and Swedish) and the system will provide translations for the purpose of keyword and content based search.
To fulfill the above requirements, the L A U R I N system is organized around a central node, which is connected via the Internet to a set of local nodes, one for each participating library. The digitalized clippings and their full-text (obtained via OCR) are stored in the local nodes, together with a local, possibly personalized, copy of the Thesaurus. The central node contains indexing data about all clippings stored in the local nodes, and a centralized copy of the multilingual Thesaurus with globally validated entries. A constant flow of information from the local nodes to the central node ensures that the latter is up to date.
Concerning objective 2 , the integrated Thesaurus system will support librarians in indexing and handling the clippings. This will facilitate both the librarians' archiving activity and an improved local access.
The LAURIN project, aiming at producing a highly interactive system, is being carried out by following a rigorous "user-centered" design methodology [8], so that the envisioned solutions are really based on the user needs and requirements. This kind of approach is particularly appropriate for LAURIN given the large number of libraries involved in the project, playing the double role of end users and test sites.
In this paper we focus on the system architecture, while the project methodology, the users' tasks and the user interfaces have been described in [2] , and we will just recall them in the following.
Comparing the LAURIN approach with existing literature, one may note that during the last years, digital library systems have not made many efforts to solve user-interaction problems. Only recently, new projects (e.g. University of Stanford* and University of Michigan3 DL Projects) are developing a more complex model 'http://www-diglib.stanford.edu/diglib/ 'http: //http2 .sils .umich.edu/UMDL/ of information-seeking tasks. Display of information, visualization of, and navigation through large information collections, as well as linkages to information manipulationlanalysis tools can be identified as key areas for research.
Other recent proposals deal with multi-language access to digital libraries and archives; integration of many different services, where information search is just a subpart of a more complex task; and easy refining of results and revisiting of search process. For example, the expansion and refinement of queries based on lexical relationships between documents, which are automatically extracted from the document collection, is addressed in [3] . A prototype implementation of a general user interface paradigm which is capable of modelling iterative query refinement is described in [6] .
Finally, another key issue addressed by the LAURIN project is the distributed nature of the collection of clippings. A distributed query system for preexisting library catalogs and structured databases (storing bibliographic data), based on an ad-hoc query language, has been developed in the HARP project [7] .
The paper is organized as follows: Section 2 recalls the LAURIN classes of users and their main tasks supported by the system; Section 3 introduces the overall system architecture and details its main modules; finally, Section 4 draws the conclusions.
Users' Tasks and System Functionalities
The LAURIN system provides with different functionalities two classes of users, namely internal and external users. Generally speaking, the users'activities are supported by the LAURIN multilingual thesaurus, whose structure is also briefly described in this section.
Internal users are part of the library staff who operate on the system to accomplish the following tasks: (a) to ask queries (in this case they embody the role of external user); (b) to input clippings; and (c) to administer the system. The main task of the internal user is clipping input, that is, scanning, OCR-ring and cataloging of clippings. This activity is performed only on local nodes. Some internal users, playing the role of system administrators, are also allowed to deal with the inner part of the Central Node. In particular, the system provides an interface to periodically validate new Thesaurus entries, coming from the local node clipping classification. External users are users who access the system, independently from the location of the nodes, to submit a query and, hopefully, get an answer. The most general query is supposed to be formulated as follows: give me all clippings about something. The "something" part must be defined in a way that produces valid results (low noise in results), which can be incrementally refined, and must be simple to define by an average user (not extremely expert on the clipping collection or "casual").
Internal users' activities
Infernal users perform their activities related with indexing and storing clippings only on local nodes through an ad-hoc interface to a sophisticated OCR system. Several indexing mechanisms, which have been decided in strict cooperation with the librarians, are available. In particular, the Prime Index is the basic information on clippinglarticle that otherwise will be lost during the clipping process (name of newspaper, page, rubric, date, . . .). The Bibliographic Index contains the basic bibliographic information on clippinglarticle (author, title, subtitle, text type of an article). The Keyword Index is an association of known terms from the Thesaurus with clipping/article which is automatically generated from the article full-text. The Content Index is an association of clipping/article with normalized terms from the Thesaurus resulting from a human content analysis of the clipping/article. The Free Index is an association of clipping/article with subject headings that are not part of the Thesaurus resulting also from the human content analysis. Indeed, it may happen that, while indexing a clipping using the thesaurus concepts, a librarian is not able to find a thesaurus entry satisfying her/his needs. In this case the clipping acquisition module allows for associating the clipping with a new (candidate concept) that is in the free index. Candidate concepts are locally available for query formulation and are candidates to become new entries in the Thesaurus. The Full-text Index is a computer based retrieving of all normalized terms in the clippinglarticle (including terms that are not in the Thesaurus), generated and maintained by a full-text information retrieval engine.
The above indices are used in developing different clipping classifications, which are in turn exploited by the search mechanisms the external users are provided with.
Local node Thesaurus Administrators are special internal users, whose main goal is to administrate the local node Thesaurus. They typically update the local node Thesaurus with information associated with new clippings. The Thesaurus is queried and/or browsed to find relevant entries that can be associated with a clipping. Whenever an entry that is already in the Thesaurus needs to be associated with a clipping the association is stored in the local node database and transmitted to the central node together with the clipping data. Candidate entries, i.e., entries coming from the free index that are not in the Thesaurus, are analyzed, inserted in the local Thesaurus, and eventually associated with the clipping. The candidate entries are transmitted to the central node for validation and also kept in the local node (together with their association with clippings) until validation is performed.
Central node Thesaurus Administrators have two main tasks, namely to build, refine, and modify the Thesaurus and to validate candidate entries. The former is an off-line activity, that alters the Thesaurus content, independently from the activity of local nodes (e.g., correcting errors, adding new terms for existing concepts, etc.). The updates resulting from such an activity are propagated towards local nodes. The latter is part of the routine LAURIN job, and implies the analysis of the candidate entries coming from local nodes, which may be inserted in the Thesaurus, merged with existing entries or even rejected. A full handshake protocol is adopted in this phase to avoid inconsistent clipping classification.
External users' activities
External users interact with the central node and the system provides (on demand) a description of the LAURIN consortium and of the involved local nodes, allowing a direct connection to local nodes hosting a Web query interface. If a user wants to ask a query across two or more local nodes (all nodes as an extreme case) s/he interacts only with the central node that acts as a broker with respect to the local nodes. Also, an external user connected to the central node can browse the central Thesaurus to search for associated clippings. Using several kinds of interfaces the user is allowed to formulate a multilingual query in which the Thesaurus plays three different roles:
it is a guide to understand the c/ass@cation of the clippings stored in the LAURIN distributed database; if the user has requested a multilingual search it translates the involved terms; if requested by the user, it can be used to modify the scope of a query (e.g., finding not only the clippings containing the word X but also the clippings containing a synonym of X or a more specific term for X). The system provides the user with a Thesaurus browser, allowing for hierarchical navigation among terms. As an example, the user is able to select the location "Rome", either using the alphabetical order of "Rome" within a subset of the geographical Thesaurus data, or following the path "Earth + Europe + Italy + Rome". Every domain is multilingual, that is every concept is translated in the corresponding word in every language involved in the project.
Summarizing, when keywords are used in a query, the Thesaurus is accessed to expand the set of keywords according to the user specified criteria (more general terms, related terms, terms in different languages, etc.). For keyword expansion the Thesaurus of the node to which the user is connected (either central or local) is used. The identifiers of clippings associated with the expanded set of keywords can then be retrieved and presented to the user. When the query has been processed, the user can interactively refine the result. When s h e has reached herhis goal, s h e can ask the system for a summary of the results, containing all the necessary information needed to get :he clippings (involved nodes, cost, etc.).
Thesaurus Structure
The LAURIN multilingual thesaurus is presently implemented as part of the overall database comprising several other data sources, namely clipping data, periodical data, author data, administrative data.
In the database, thesaurus entries constitute the class "CONCEPT", and are related to clippings, languages, categories of entries (i. These relationships are exploited by the Thesaurus Browser, which is part of the LAURIN user interface.
System Architecture
The overall LAURIN architecture, depicted in Figure 1 , foresees a network of nodes connected through the Internet: one node for any participant library plus a central node collecting data from the local nodes and providing the end user with a uniform query environment. The central node hosts a relational database in which summary data coming from the local nodes are stored (i.e., clipping title, date, newspaper, author, etc.). Local nodes are in charge of clipping scanning and indexing; moreover they store all information about acquired clippings: summary data, full clipping text, and clipping images. LAURIN clippings are strictly related with the LAURIN Thesaurus that is stored in the central node and replicated in the local nodes. There is a constant How of information from the local nodes towards the central node, updating the central database with new clippings and new thesaurus entries. The central node also contains a 239.50 [I51 interface, which allows for acting as a 239.50 server, exporting all L A U R I N summary data. Depending on local policy issues, each local node may be directly queried by the end users through the same interface used to query the central node and/or a 239.50 interface.
We now illustrate in more detail the overall system workHow and the various components of the architecture.
Data Workflow
We can single out four main workflows across the LAU-R I N architecture:
Clipping Acquisition: This is mainly a local node activity (performed by internal users) that involves the physical scanning of the clipping, the optical character recognition, the indexing of the clipping (according to the indexing criteria described in Section 2.l), and the clipping data memorization. The result of such an activity is a new set of clippings and a new set of candidate Thesaurus entries. This information is propagated towards the central node that updates its central database.
Thesaurus Database Maintenance: As we said above (see Section 2.1), it may happen that, while indexing a clipping using the thesaurus concepts, a librarian is not able to find a thesaurus entry satisfying herhis needs. In this case the clipping acquisition module allows for associating the clipping with a new Thesaurus entry (candidate entry) that is sent to the central node together with the clipping data. That implies that the central node handles a set of canonical Thesaurus entries plus, for each local node, a set of candidate concepts. Candidate concepts are available for query formulation as soon as they reach the central node but are not replicated on local nodes. Periodically, the Central node Thesaurus administrators inspect and validates such concepts. Once a concept has been validated it is sent across the network to all local Thesauri. A full handshake protocol is adopted in this phase to avoid inconsistent clipping classification. Clipping Database Maintenance: This activity involves a local node and the central node. With a timing that depends on the local node constraints (rate of clipping acquisition, urgency, speed of connection, etc.) the summary data of the new scanned clippings plus their connections with Thesaurus concepts is automatically sent through the network to the central node that updates its clipping database, keeping track of the clipping owner and making this new information available to the end user. A simple but effective general agreement about clipping IDS allows for avoiding collisions of clipping keys. In order to cope with the complex semantics associated with the Thesaurus entries 'and their validation process discussed above and to build a system as open as possible (i.e., to allow the presence of different DBMSs and different information retrieval engines) the replication process of both clippings and Thesaurus entries is performed by a specific module, called Delta Replicafor.
Distributed Query Processing: Once the user has formulated a query, the central node query manager answers it as follows. First of all, it analyses the query, splitting it into two parts, one related to the central node database and one related to the local nodes (i.e., the part of the query that refers to the full text of clippings). To solve the former it starts a query against the central database; to compute the latter it selects the local nodes that may possibly contribute to the query (e.g., to look for an Italian clipping at the Uppsala node in Sweden makes no sense) and then sends the query to the selected local nodes. Once each local node has returned a list of clipping IDS the query manager merges such lists with the answer it got by the central database, presenting the final result to the end-user.
Delta Replicator
The replication module has two main objectives: Replication, to transfer new pieces of information between local nodes and central node (so to let them be always in a consistent status), and Thesaurus concept alignment, to manage the entire process of validation and alignment of concepts between local Thesauri and central Thesaurus.
It is worth noting that the Delta Replicator is open and generic enough to be used in any project requiring data replication accross distributed nodes. A customized version of such a replication module has been ad-hoc developed for the LAURIN project.
3.2.1
With "Delta" we mean the portion of a source node database (say X) that has been changed since the last execution of the replication and alignment process with another node (say Y ) . The Delta contains those records of the X database that have been added, modified or deleted, and must be sent from X to Y to guarantee the consistency of the two databases.
The replication process encompasses the following phases:
Delta Definition and replication phases
Delta extraction. This operation is performed on the sender node X (producer) through the following steps: a) extracting the Delta from the database, b) packing and compressing it in a suitable data structure, c) inserting the data structure in a queue, and d) sending the queue items to the receiver node Y (consumer).
Delta processing and handling. This operation is performed on the consumer node Y that gets from the network the compressed data, expands them, modifies the database according to the information stored in the Delta, and finally sends an acknowledgement to X.
To ensure data consistency, during the replication and alignment operations, each local node must receive and process the central node Delta before sending its own Delta to the central node.
The chosen Delta identification method is independent from the database structure and uses the notion of timestamp. The idea is to add two columns to all tables involved in the replication process, in order to store, for each tuple, both the creation date and the date of the last update.
The date af the last replication process is also saved. This method requires a little more work with respect to other proposals available in the literature but allows a more flexible Delta identification policy. Basically, it allows to manage the different situations which may occur with several nodes. Indeed, each local node, has to receive a different Delta from the central node. Such a Delta is identified by looking at the replication date. For instance, if a local node is off for a month, the system can continue to replicate data on the other nodes then, when the node returns active, the entire missing Delta is sent to it. This is very important since it is difficult to guarantee the availability of all network nodes all the time.
Central Node
The main components of the central node are: Web Server: a standard HTML server servlet compliant providing any remote user using an HTML browser with a simple and uniform access to the LAURIN clipping archives. A servlet is activated on the central node interacting with the query manager and presenting the final result to the user. In case the user wants to fully exploit the LAURIN system, s/he can download a Java application providing more complex query functionalities. Such application interacts with the query manager using the same communication protocol adopted by the servlet.
Database Manager: this component provides, through the Oracle DBMS, the storage and retrieval of all summary clipping data plus Thesaurus data. Moreover, the Oracle ConText Cartridge is used to search the textual part of the database (i.e., title and abstract) 239.50 Gateway: this component provides the access to the centralized clipping data through the 239.50 standard.
Query Manager: this component acts as a server for the query clients connected to the central node (both HTML and Java connections) and analyses the incoming queries distributing them across the involved local nodes. This is the most critical part of the central node and its tuning and optimization had been a key issue of the project. The following subsection will analyze in detail such a component. cluding: update of the central node clipping database with new or modified data coming from local nodes, update of the central node candidate Thesaurus entries with datacoming from local nodes, propagation of validated Thesaurus entries towards local nodes, and distributed query processing on one or several local nodes. In the latter case the data flow is bi-directional: the central node issues a query and QRihtputRewItQww the local nodes provide answers.
Local Node
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The Query Manager
The Query Manager, depicted in more detail in Figure 2 , is composed of two main modules: the cotnrnunication module, which handles all the issues associated with trasmitting on the network both queries and results; the distributed quety elaboration module, which analyzes and computes the queries in the LAURIN distributed environment.
The communication module is separated from the elaboration process by four de-coupling queues and is composed of:
Three listening servers (on their ports) which wait for incoming request of TCP connections and activate their respective units of reception,namely:
1. Q u e p Server, which receives queries, through asynchronous connections, from clients and, in the local node case, from the Central Node; 2 . Query Synch Server, which receives queries, through synchronous connections, from clients. In order to increase the overall efficiency, this unit does not close the TCP sokets used for the synchronous connection but stores them for sending back the results; 3. Result Server, which receives results through asynchronous connections from local nodes.
Two units of forwarding which draw data from the respective queues and activate one unit of sending, which, as the units of reception, uses Java serialization and network support features:
1. Q u e T Forwarder, which distributes the query, through asynchronous connection, to the involved local nodes; 2. Resirlr Forwarder, which sends results, through synchronous and asynchronous connection, to clients and, in the local node case, also to the Central Node. This unit reuses the TCP sokets stored by the Query Synch Server.
In the following we detail the communication flow: the QRCentralNodeQueryRouter draws query Structures from the InputQueryQueue and, for each of them, creates a 1. the QRCentralNodeQueryProcessor loads the requested services which complete the query and suitably activates the other active objects according to the query strategy; 2. the SRJDBCSenderReceiver links via JDBC to the local DB and executes the SQL query, received from the loaded service, and puts the results in the CNQueue associated to the local DB; 3. the QRQueryDispatcher dispatches the query to the involved local nodes (if any) and creates a queue in the Querycontext for each of them in order to receive its result; 4. the QRResultCollator collects the results coming from the local DB and, in the Central Node case, from the queues associated with the involved local nodes; all such results are put in the OutputResultQueue, and then they are sent, to clients or local nodes, by the QRResultForwarder.
Till now we have examined the server from the point of view of the query elaboration process; now we discuss how the active objects are managed in order to optimize such a process. There are two types of active objects: some of them have just a single instance in the server because they always execute the same activity; other ones can have sev- Figure 3 . The structure of the Query Server era1 instances in execution at the same time because each instance belongs to a different query context. Each of these tasks has to be executcd along with others tasks belonging to the same query context, to process the associated distributed query. In order to avoid that the parallel execution of a large number of distributed queries exhausts all resources of the machine hosting the central node we implemented a simple but effcctive way to handle an increasing number of parallel requests.
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Tasks are stored in different collections (of type QRTaskCollection): one collection is for QueryProcessors, another one for QueryDispatchers, etc. The QRCentralNodeQuerycontext requests one instance (one task) of any type of resource; once these instances are all available the query elaboration process starts, activating the QueryProcessor. Each activation of a task corresponds to its insertion in a specific queue; there is a pool of special threads that draw the tasks from the queue and finally execute them (the tasks are released after their termination).
In this way we obtain the following advantages:
the (at least partial) parallel execution of tasks belonging to the same Query Context (the order of the activation sequence is enforced by the queue); the predetermided allocation of resources (it is possible to scale the server just changing the dimension of of the pool), thus avoiding the garbage collection work of the JVM (the memory allocation of the process is fixed); a limited number of threads is always in execution. Such a number is given from the sum of the (also limited) communication threads plus the number of threads having a single instance, plus the ones in the thread pool; the total control, through the thread pool, of the execution flow of any task and error-recovery with release of resources.
Local Node(s)
The main components of a local node are the following: Note that Figure 1 describes these components in a logical way: as an example, the Web Server and the Database Manager may be physically hosted by two different computers.
System Implementation
A first prototype of the LAURIN system has been implemented under the Windows NT operating system, using Jbuilder 2 with Java 1 . I .7 and Oracle 8. All the modules foreseen for the Local Nodes have been implemented and installed at each participating library site. The Local Node system includes a first version of the Thesaurus as well, which contains a large set of geographical data extracted from the TGN thesaurus, and a set of names of famous people (artist, writers, etc.), together with a predefined set of relationships among concepts. In this very moment librarians are going on clipping and indexing articles, filling the thesaurus with new concepts.
A first version of the Central Node has been implemented as well, providing the main query functionalities. In particular, the system allows for querying the whole LAU-RIN system through a form-based interface capturing the user requirements. The interface is based on a set of panes allowing for expressing queries characterized by increasing complexity. The Simple Search pane allows for retrieving clippings through subjects, newspaper names, date, paper and clipping types. Moreover, the user is able to restrict the search space by launching the query on a subset of the LAU-R I N libraries. While interacting with a query pane, the user can change the interaction modality to ask more complex queries, such as looking for clippings written in a certain language and about people and places. A continuous feedback about the query is provided, allowing the user to have a full control on the whole process.
The communication protocols among the Central Node and the Local Nodes (ix, clipping and Thesaurus database maintenance, have been implemented and their testing has been initiated, already giving encouraging results in terms of performances.
Lessons Learned and Future Work
In this paper we presented the key architectural aspects of the LAURIN system. LAURIN is the first project which specifically deals with clipping databases, with the final goal of building a large European network of libraries hosting clippings, which will allow users to easily find the articles (physically distributed over Europe) better matching their interests through a centralized Internet access.
One of the key aspects of the project is the presence in the Consortium of several libraries, which act as endusers. This has permitted to develop a truly user-centered design methodology and to test all design choices against real user requirements. We have discovered that the users of the LAURIN system are very conscious of their needs and have clear expectations (in particular, the librarians, with whom most of the tests were done). They have been exposed to several mock-ups of the interface and workflow simulations, and very often have reacted with constructive criticisms, which has led to several improvements of the system.
From the technical point of view, first of all we discovered that the native Java RMI (Remote Method Invocation), in spite of its elegance, was not suitable to handle several connections across a (usually) not reliable network. Therefore we decided to use the socket approach that gave us full control on each single connection (retry, timeout, etc.) . As a second consideration, our application is strongly based on the use of threads, which are extremely well supported by Java. However, to slightly mitigate our enthusiasm about Java threads, we have to note that a high usage of threads makes the debug activity really hard. Moreover it seems that a modal dialog (e.g., one in which the system is waiting for an OK) stops all running threads.
