We describe a prototype for a hybrid system designed to reduce the number of citations needed to re-screen (NNRS) by systematic reviewers, where citations include titles, abstracts, and metadata. The system obviates the need for screening the entire set of citations a second time, which is typically done to control human error. The reference set is based on a complex review about organ transplantation (N=10,796 citations). Data were split into 50% training and test sets, randomly stratified for percentage eligible citations. The system consists of a rule-based module and a machine-learning (ML) module. The former substantially reduces the number of negative citations passed to the ML module and improves imbalance. Relative to the baseline, the system reduces classification error (5.6% vs 2.9%) thereby reducing NNRS by 47.3% (300 vs 158). We discuss the implications of de-emphasizing sensitivity (recall) in favor of specificity and negative predictive value to reduce screening burden.
Introduction
Rapid growth in both the cost of health care and scientific information means that any effort to find out what constitutes best health care is urgent and difficult. Rigorous methods have emerged to find and weigh the evidence in research reports. These methods are the basis for systematic reviews. A rigorous systematic review can answer comparative effectiveness questions regarding best therapeutic regimens, drugs, devices, or policies. In principle, the value added of a systematic review (SR) as opposed to a traditional one is that the entire process is transparent, reproducible, and free of bias.
Unfortunately, production is slow and may even fail. For example, Tricco et al report that 19% of the protocols published in the respected Cochrane Library fail to reach fruition as full reviews [1] . Of those that are published as reviews, the average time to completion is 2.4 years. Worse, this estimate ignores time spent exploring the literature to assess significance of possible review questions, and then time spent developing a protocol [2] .
The situation is exacerbated by international and national standards meant to ensure production of quality reviews, if followed [3] [4] [5] [6] . This is because following methodological standards usually entails carrying out very laborious and often tedious procedures. For example, during the screening phase, it is common for teams to screen thousands of citations (with titles, abstracts, and metadata)-twice-to control human error. To grasp the labor involved, consider a recent review about information technology for management of medications [7] . It involved screening 40,582 citations. In general, the rate of SR production is inadequate because the research literature is growing exponentially and global demand for reviews is high (Figures 1 and 2 ) [8] .
In this paper, we describe two modules in the Evidence in Documents, Discovery, and Analysis (EDDA) System currently under development. The modules are configured to reduce the number of citations needed to re-screen (NNRS). We combine a rule-based module to filter out negative citations for reports judged as ineligible, followed by a machine-learning module that automates classification of the positive and negative citations that remain. The rationale for this approach is quite different from our earlier work [2, 9, 10] and the work of others in this domain (see the comprehensive review by O'Mara-Eves et al [11] ). Instead of focusing on optimal sensitivity (recall), we now focus on identifying the preponderantly large number of negative citations for reports marked as ineligible for full-text review. The negative citations usually swamp the positive ones because the original search strategies are designed to be very sensitive rather than specific [12] . However, once the retrieval set exists, the real task is to reduce the number of citations for a second round of screening, as well as flag inconsistent reviewer judgments for quality control. Note that the labor associated with the first round of screening can be divided among several teammates. In a worst-case scenario, a solo reviewer can screen the citations. In either case, we assume that the input for the EDDA system is a set of citations screened once not twice by humans. 
Methods
In a comparative study of classifiers, Bekhuis and Demner-Fushman wrote that ignoring class imbalance is a potential problem [2] . If not redressed, imbalance can impair performance of a machine-learning 941 classifier, especially when the majority class (in this case, the negative or ineligible citations) is much larger than the minority class (the positive or eligible citations). Additionally, imbalance in the presence of noise may be particularly problematic [13] .
Imbalance and noise are typical of datasets derived from systematic reviewer judgments. Consider, search precision for systematic reviews is about 3% [14] ; thus, the negative class represents about 97%. Furthermore, noise from labeling errors is introduced by overly inclusive reviewer judgments. For example, if a citation is 'empty,' i.e., has no abstract, reviewers are likely to label it as positive and then read the full text in the next stage. In this way, they save a study from being discarded too soon.
For this study, we considered randomly undersampling the majority class to improve imbalance, but then confirmation or disconfmnation of negative judgments would be impossible for citations not in the subsample. This is a risky strategy as eligible studies falsely labeled as negative by humans, but correctly labeled by a computer, would be lost. We therefore chose to filter out citations with negative labels based on a suite of logical rules in a preprocessing step, saving the correctly classified negative citations and passing the remaining citations (misclassified citations and all the true positives) to a Bayesian classifier. Thus, the input dataset for machine learning was smaller and better balanced.
We developed a rule-based module for preprocessing and used the same experimental setup for machine learning described in our previous study [9] .
Reference set and features
We used one of the reference datasets that we built (see Bekhuis et al [9] ). It was derived from a published SR on organ transplantation and mycophenolic acid [15] . The SR is particularly complex as it entailed 5 key questions. The first addressed whether monitoring mycophenolic acid in serum or plasma in patients who received a solid organ transplant reduced transplant rejections and adverse events. Interestingly, reviewers did not sort the reports by key question until after they screened citations and read full-text reports.
To build the reference set with labels, we re-ran MEDLINE [16] and Embase [17] searches that appeared in the review, limiting to records added no later than the reported search date. This limit precluded retrieving citations for studies that could have been eligible, but were not seen by the reviewers. MEDLINE and Embase searches return citations rather than full texts, which mirrors the experience of the review team. We recovered 93% (10796 / 11642) of the citations screened by the review team. We labeled citations as include (positive) or exclude (negative) based on a flowchart, tables, and reference list appearing in the review. Thus, the labels reflect the consensus judgments of reviewers, each of whom has domain expertise.
We split the data into randomly stratified halves, reserving 50% for training and 50% for testing. Training and test sets each had N=5398 citations; n = 244 or 243 (4.5%) positive citations, respectively. However, for machine-learning after rules were applied, the training set had N=1075 citations, n=244 (22.7%) positive citations; the test set had N= 1119 citations, n = 243 (21.7%) positive citations.
Baseline
We used the test results for the organ transplantation SR reported in [9] as a baseline. However, in that study we averaged over two tests (AlB and BIA), where A and B refer to randomly stratified halves of the data. To be analogous to our test of the suite of rules (see below), we used results from the BIA test, as this represents a test on half the data. Based on the confusion matrix from the BIA test, we computed additional performance metrics, namely, specificity and negative predictive value.
Rule-based module
We developed logical rules to exclude the negative citations in 10% of the training set (500 negative and 25 positive citations). Subsequent to analyzing errors, we either revised rules or added new ones. We then used the entire training set to check performance for each rule, as well as incrementally to evaluate its added value. If error diagnostics after training suggested further revisions, we used the 10% subset again. This iterative cycling is typical of rapid development and is described by Pustejovsky and Stubbs [18] , although they refer to their splits as de v-train, dev-test, and final test. To assess validity of the entire suite of rules, we ran an independent test just once on the held-out test set.
The first author, who is an experienced evaluator of SRs and a methodologist, developed cascading exclusionary rules by analyzing the objectives in the organ transplant SR, as well as excerpts pertaining to eligibility criteria that would have appeared in the protocol, i.e., the information that reviewers would have known when they screened citations. Then she classified the information according to the PICO + model (see below). Domain specific rules covered organ transplantation, blood or serum, mycophenolic 942 acid, physiologic monitoring, and various outcomes. Rules to exclude assumed two forms: (1) if exclusionary evidence exists, then exclude; and (2) if key inclusionary evidence is missing, then exclude. The rules are displayed below Table 1 .
To implement rules, we used the Jess Rule Engine (Jess v.71p2). Jess is a scripting environment written in Java by Friedman-Hill at Sandia National Laboratories [19] ; it is freely available for academic research. Jess integrates the Java programming environment with a forward-chaining production system.
Rule engines manage both code and data as malleable entities. Data called Facts populate working memory and are available for matching. Rules may be added, disabled, or removed dynamically; they assume the form of if-then statements. If the left-hand side of a rule is matched by a subset of data in working memory, the rule fires to transform the data or alter the reasoning path.
For the organ transplantation review, facts in working memory were derived from information stored in a set of categories. Categories correspond to the well-known model for clinical research questions, namely Population (or Patients or Participants), Intervention, Comparator, Outcome, Setting (or site), and Time (PICOST + ). The plus sign indicates that we enriched the model with categories for study design, publication type, and demographics, information important to most review teams. For the organ transplant SR, categories for setting (S) and time (T) were not relevant. We therefore focused on PICO + categories to guide annotation of citations and information extraction (IE).
The rule system depends on a template and terminology customized for the review topic, which we developed in Protege v. 4.3.0. The template (IE model) has slots for PICO + categories. Some of the slots are generic and probably useful for most reviews, e.g., age, ethnicity, and study design, whereas others are specific to the review type. For example, intervention and outcome are useful for clinical research questions. We constructed the terminology by pulling relevant branches from publicly available resources, such as MeSH [20] , NCI Thesaurus [21] , and the EDDA Study Designs and Publications terminology [22] . Together the template and terminology are represented as a Web Ontology Language (OWL) file. The Protege OWL plugin enables visualization during construction of the customized terminology and debugging of the rules system.
After development of the PICO + terminology for the organ transplantation review, we processed citations using the template to extract terminology matches for each citation. The processor has a simple Java API (PICOExtractor) callable by the Jess Reasoner. The PICOExtractor resolves synonymy and returns preferred terms for each PICO + category. Additionally, hierarchical information for each term enables resolution of hyponymous relationships.
After application of the suite of rules to exclude negative citations, false positives occur because the final rule is to include by default. However, the set of exclusionary rules significantly reduces the nwnber of negative citations to pass to the machine-learning step and reduces imbalance-the goal of this module.
Machine-learning module
The input dataset for machine learning after rule-based preprocessing consisted of misclassified citations: false negatives (FNs) and false positives (FPs) plus true positives (TPs). We extracted alphanumeric + features described in our previous research [9] and used the same setup for grid optimization of the parameters for the complement naIve Bayes (cNB) classifier followed by training and testing. The cNB classifier is suitable for imbalanced data [23] .
Results

Comparative performance of rules
Because we are concerned with identifying negative citations, the performance metrics of interest are specificity (SP) and negative predictive value (NPV). SP is the true negative rate, i.e., TNs divided by (TNs + FPs). Negative predictive value (NPV) is the ratio of true negatives (TNs) divided by (TNs + FNs). Training performance for rules individually and incrementally, as well as for the test of the entire suite is displayed in Table 1 .
Per rule (training). Median SP = .19 (range: .00 to .54). The number of TNs ranged from 0 for the species rule to 2782 for the physiological monitoring rule. Median NPV = .97 (range: .00 to 1.000). The least accurate rule was for species and the most accurate rule for organ transplantation.
Incremental (training). The value added by a rule is the difference in SP percentage points between two steps. Value added ranged from 0 % points for the species rule to 22 % points for the blood rule. NPV is high throughout, although it drifts down from .996 in the first step to .964 in the [mal step. Final SP = .84 is a 3.7-fold improvement over the first step where SP = .23. NPV deteriorated by 3.2 % points between the first and last step. Results for the final step (after all 9 rules had fired) are almost equivalent to the independent test results, which suggest the suite of exclusionary rules is valid for this SR.
Independent test. SP = .83 and 4279 negative citations were correctly classified. The suite of 9 rules was very accurate (NPV = .966).
Resultant dataset for ML module. The input dataset for the ML module test has 5398 -4279 = 1119 citations, which is a 21 % subset of the initial test set. Because all citations except for the TNs are passed to the ML module, the number of citations labeled as positive remains the same, while imbalance is reduced: 4.5% (243 / 5398) positive citations at baseline vs 21.7% (243 / 1119) for the ML module. a Some study designs are also indexed as publication types and therefore appear in both PT and SD rules; b SP = specificity; C TN = true negative; d NPV = negative predictive value; e SP varies when expressed with greater precision; f outcomes include patient survival, transplant rejection, adverse events, etc., specified in the published review. The following exclusionary rules fire in the order presented: Test results are displayed in Table 2 . Relative to the baseline, SP is better for the hybrid system by 3.3 % points (99.07% vs 95.77%; z=10.56, P < .0002, two-tail). The difference for NPV is not statistically significant (97.89% vs 98.37%; z = -1.77, NS). Classification error (CE) is better for the hybrid system (2.93% vs 5.56%); the difference is statistically significant (z = -6.78, P < .0002, two-tail). The hybrid system reduces the screening burden (NNRS) by 47.3% (158 vs 300 citations ).
As an intermediate step, performance for the cNB classifier on the reduced dataset is worse than all baseline measures except for NNRS. Presumably, this is because the citations passed to the ML module are those that rules fail to classify correctly and are harder to classify. However, once the relatively large set of TNs correctly classified by the rule-based module is taken into account, one can see that overall performance is better for the hybrid system relative to the baseline. aSP=specificity; �PV=negative predictive value; cCE=c1assification error; d NNRS=number citations needed to re-screen (sum of false positives and false negatives); e ML=machine learning; f cNB=complement naIve Bayes (Weka classifier); gTN=true negative Table 3 displays confusion matrices for the baseline (matrix 3a), the ML module (matrix 3b), and the hybrid-system test results (matrix 3c). We have demonstrated that a hybrid system can potentially reduce the number of citations needed to re-screen. It is therefore possible to reduce the labor associated with the second round of screening citations.
Moreover, we focused on SP and NPV rather than sensitivity (recall). We reasoned that sensitive search strategies for SRs developed by information professionals already include the studies of interest. Thus, performance metrics suitable for an information retrieval task, such as recall, precision, and the harmonic mean (F), are not appropriate for evaluating the hybrid system we described here.
Given a set of citations with labels as input, we identified the majority of negative citations using a rule-based module to reduce imbalance and improve performance in the machine-learning module. If the hybrid system were in production, the review team would be presented with just 3% of the citations to re-screen. If we assume the test results are our best estimate for a production system, this would mean the reviewers would re-screen 158 x 2 = 316 citations identified by the hybrid system vs 300 x 2 = 600 citations from the baseline setup with no rule-based preprocessing. (The multiplier accounts for test results based on 50% of the data.)
The question naturally arises as to whether the reduction in the classification error relative to the baseline is worth the extra effort of building a custom terminology and a suite of rules. As biomedical evidence continues to grow exponentially, very large sets of retrieved citations are more likely. However, performance metrics expressed as percentages hide the impact of improved performance; a few percentage points can be meaningful if humans perceive screening the reduced number of citations as less of a burden.
In a production system, assuming the hybrid system generalizes to other types of reviews and is scalable, we could offer both quality assurance and control. By confIrming judgments regarding the relatively large set of ineligible citations (TNs), as well as the typically smaller set of eligible citations (TPs), quality assurance is possible. By naming misclassifIed studies (FNs and FPs), i.e., where the computer disagrees with the review team or solo reviewer, quality control is possible. In other words, the misclassifIed citations would need to be reconsidered. In the end, the reduction of screening burden during the second pass would be substantial-for this case study, the reduction is about 97%-and the reviewers would receive informative feedback.
Regarding performance of the suite of exclusionary rules, it was somewhat surprising that 9 simple rules could identify 83% of the negative citations. Additionally, the rules appear to be quite valid, as the results on the training and test set were almost equivalent. For this case study, the generic rules for study designs and publication types together found 38% of the negative citations and were very accurate. Note that we retained the generic rule for species even though it had no value in the training set because we were unsure of how it would perform in the test set. To evaluate this rule in future research, we will analyze how many citations are missing information on species. With the exception of the outcome rule, exclusionary rules do not fIre unless a PICO + category has information. It is possible that very accurate generic rules, i.e., those that are useful across a broad range of SR types, could be used as a standalone preprocessor for citations without labels. However, the set of generic rules would change depending on the eligibility criteria of a given SR. This is an open research question that we intend to address in future research. We also expect to recode the rules in Java. Although Jess is free to academic researchers, its integration could be problematic in a production system.
In the future, we will assess generalizability of the hybrid system to SRs in the EDDA database that vary in type (described in [9] ). Additionally, for the hybrid system to scale, we need to further automate customization of the terminology. Finally, the PICOST + model will not be appropriate for some review topics, such as diagnostic test accuracy. Thus, we will implement other models to guide customization of the template. 946 
Conclusion
Based on a SR about organ transplantation and mycophenolic acid, the hybrid system described in this case study seems promising. If we can demonstrate generalizability and scalability of the hybrid system in future research, a production system could signifIcantly reduce the labor associated with re-screening citations. It could also offer both quality control and assurance. By flagging misclassifIed citations, quality control is possible. By confIrming a large number of judgments to exclude citations, as well as a relatively small number of judgments to include citations, quality assurance is possible.
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