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Abst ract - -Th is  paper deals with the solution of initial-boundary value problems for nonlinear 
evolution equations in one and two space dimensions. The solution technique isbased on collocation- 
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1. INTRODUCTION 
We consider, in this paper, the initial-boundary value problem for continuous mathematical 
models described by nonlinear partial differential equations in one or two space variables. If the 
space variables are defined over a rectangle, then the dependent variable 
u = u(t, x, y) :  [0, 1] x [0, 1] x [0, ~] --* R (1.1) 
has to be computed by the solution of the initial-boundary value problem, where independent 
variables in (1.1) are normalized in a fashion that t E [0, 1], x E [0, 1], y E [0, el, where g is of 
the order of the unity. In the applications, it is also useful normalizing the variable u in order to 
obtain u E [-1, 1]. 
A standard solution technique of nonlinear initial-boundary value problem is the collocation- 
interpolation method [1] (originally proposed as differential quadrature method) [2,3]. The ap- 
plication of the method goes through the following steps: 
(i) The space variables are discretized into a suitable number of collocation points xi, yj. 
(ii) The dependent variable u = u(t, x, y) is interpolated and approximated by the values 
u~j (t) = u (t, z~, y~)9 (1.2) 
of the dependent variable in the collocation points. Typically, Lagrange and Bernstein 
polynomials are used for the interpolation. 
Off) The space variables are approximated using the interpolation mentioned in (ii). 
(iv) The initial-boundary value problem is transformed into an initial value problem for the 
values uij(t)  of u in the nodes, boundary conditions being imposed in the nodal points on 
the boundary of the domain of the independent variables. 
(v) The solution of the initial-boundary value problem is then obtained solving the initial 
value problem mentioned in (iv) and interpolating the solution by the method used in (ii). 
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This method iscretizes the original continuous model (and problem) into a discrete (in space) 
model, with finite number of degrees of freedom, while the initial-boundary value problem is 
transformed into an initial-value problem for ordinary differential equations. This paper also 
develops this method towards the solution of the initial value problem for some classes of integro- 
differential equations. Again, the initial value problem is transformed into an initial value problem 
for the values of the dependent variable in the collocation odes. 
This method is well documented in the literature on applied mathematics; it was proposed 
by Bellman and coworkers [2] and developed by several authors in the deterministic [3] and 
stochastic framework [4]. It can solve several nonlinear problems, although it cannot be claimed 
to be the most efficient one in the whole variety of cases. Alternative techniques can be applied 
as documented in [1]. 
Without discussing the validity of the method, with respect o alternative ones (that can 
be done only for well-defined problems), we notice that it can provide a useful discretization 
of continuous models and efficiently deals with nonlinearities. On the other hand, it is known 
that the method oes not generally work in some circumstances. In particular, referring to the 
Dirichlet problem, the classical Lagrange interpolation is not useful to deal with problems in 
unbounded omains and with solutions that are oscillating, with high frequency, in the space 
variables. 
Some of the above-mentioned difficulties can be overcome by using Sinc functions [5-8] in- 
stead of Lagrange polynomials. Indeed, the solution of linear initial-boundary and boundary 
value problems for partial differential equations can be dealt with by suitable collocation and 
interpolation methods based upon Sinc approximation. Some applications are documented in
the already cited books [6,7]. These applications essentially consist of developing Galerkin-type 
methods which exploit the orthogonality properties of the Sinc functions. The application is 
known for linear both ordinary and partial differential equations. Further applications refer to 
analysis and representation f signals [9]. 
The solution of initial-boundary and boundary value problems governed by the nonlinear partial 
differential equation was first proposed in [10]. This paper further develops the ideas of [10] 
in order to provide a complete presentation of the application of the method to a large class 
of problems. The analysis will include, among several others, problems in unbounded omains, 
improperly posed problems, such as the ones dealt with in [11], and solution of integro-differential 
equations. Mixed Sinc-Lagrange interpolations will also be used for some of the problems with 
suitable indications on the best choice on the selection of the interpolants. 
The general framework is the one of mathematical methods to discretize continuous models 
by evolution models that are discrete in one or all dependent variables. This approach is of 
great interest in several fields of mechanics and applied sciences as documented in [12] and, more 
generally, in some of the papers collected in [13]. The interest is also related that the method is 
the first step towards the development ofcomputational procedures. 
The contents are developed in seven sections. The first one is the introduction. The second 
one is a survey of some properties of the Sinc functions. The third one deals with the statement 
and solution techniques of some initial boundary value problems in one space dimension, while 
the fourth section deals with problems in two space dimensions. The fifth section provides 
some developments of the method still related to partial differential equations. The analysis 
refers to problems in unbounded domains and to decomposition f domains techniques. The last 
section deals with the solution of nonlinear integro-differential equations such that the dependent 
variable is a probability density or distribution function. These models are typical of the kinetic 
theory of gases [14]. Their analysis can be regarded as the first step towards the analysis of 
stochastic evolution problems as it is a bridge between deterministic and stochastic analysis. A 
brief discussion follows in the last section. 
Actually, the development of the method towards the analysis of stochastic problems is in 
progress. This paper is the first one on a topic that will be developed along a research program 
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in two steps: the first one is dealt with in this paper, and the second one refers stochastic 
evolution equations problems--namely equations that are intrinsically stochastic, while the ones 
dealt with in Section 6 are deterministic equations with a stochastic dependent variable. This 
paper provides the general methodology; applications are the ones already given in [9] and will 
be further developed in forthcoming papers. 
In particular, applications and the related stability analysis how that the Sinc interpolation is
more efficient, with respect o other types of interpolations, when the solution is characterized by 
weavy behaviours with respect o the x-variable. In some cases, it may be useful to adopt different 
types of interpolations with respect o each dependent variable: maybe two space variables or 
the time variable and one space variable. Due to this reason, the application of all type of 
interpolations i  described in what follows with the aim of providing all information ecessary to 
the technical application of the method. 
2. S INC INTERPOLAT ION AND APPROXIMATION 
As it is known (see [5,6]), the approximation of functions on the real line can be obtained by 
the so-called Sinc functions. In order to deal with such a problem, consider a collocation on the 
real line 
Ix = { . . . , x - i  = - ih , . . . , xo  = O, xi = ih , . . .} ,  (2.1) 
and the corresponding Sinc functions 
Si(x; h) sin zi ~r = ~'zi zi = -~(x - ih); Si(xj, h) = 5ij, (2.2) 
where 5ij denotes the Kronecker delta function. Then a function 
f = f (x ) :  D--* R (2.3) 
can be approximated and interpolated as follows: 
f = f(x)  ~- fn(x) = E fiSi(x; h), (2.4) 
i= - -n  
where f~ = f(xi).  
The distance between the true and the approximating function can be estimated, as discussed 
in [6,7], under quite general conditions. 
If f is defined over the whole real line, then the series 
oo  
C(f; h)(x) = E fiSi(x; h), (2.5) 
--00 
which is convergent under suitable integrability and decay to zero properties of f ,  can be used 
for the approximation; see [7, Chapter 1]. 
The functional space of the functions for which the series (2.5) uniformly converges to f (x)  is 
known as the Paley-Wiener space and is denoted by B(h). The set 
defines a complete orthonormal set in B(h). 
Problems in two space dimensions, say f = f (x,  y), can be similarly interpolated 
~n j~n 
f = f (x ,y)  ~- fnn(x,y) = E E f i jSi(x;h)Sj(y;h), (2.7) 
i= - -n  g=- -n  
where fi3 = f(x i ,  yj). 
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The same interpolation can be used for time dependent functions 
f = f(t ,z,y) ~- fnn(t,x,y) = y~ E £j(t)Si(x;h)Sj(y;h), (2.8) 
i=--n j=--n 
where fij(t) = f(t, xi, yj). In particular, 
f(t, xi,yj) ~- fnn (t, xi,yj). (2.9) 
Namely the interpolation-approximation (2.7), or (2.8), is exactly satisfied in the nodal points. 
3. SOLUTION METHODS IN ONE SPACE D IMENSION 
We consider, in this section, some initial-boundary value problems described by second and 
higher order semilinear partial differential equations in one space dimension. Problems are re- 
ferred to equations with dimensionless rescaled variables uch that 
u = u(t,x): [0,11 x [0,11 ~ [-1,1]. (3.1) 
If the space variable refers to a bounded domain, then it immediately obtains the rescaling 
by simply referring the variables to the largest value of the variable x. On the other hand, if 
the problem is defined on a half-space or on the whole real line, then a suitable change of space 
variables is necessary as indicated in what follows. 
The content of the section is developed first by stating the two points Dirichlet problem, the 
mixed problem with boundary conditions on one side, and then an improperly posed problem. 
Then some generalizations, e.g., higher order equations, problems in unbounded omain, will be 
developed. 
Consider then the second order partial differential equation that defines the evolution of the 
state variable u defined in (3.1) 
Ou Ou .02u ( Ou) 
= + , ( t ,  x)b- x 2 + t, z, u, , (3.2) 
where 77, # and f are assumed to be given functions of their arguments and the perturbation 
parameter e is not necessarily small. 
It is assumed, in the analysis developed in the sequel, that the solution exists unique and 
smooth in a suitable function space for the for t, x E [0, 1] x [0, 1]. Of course this statement has 
to be properly verified for specific models and problems. 
With all this in mind, consider the problem of computing the time-space volution of the 
dependent variable u = u(t, x) in the following cases. 
PROBLEM 3.1. Consider the initial-boundary value problem for equation (3.2) with initial con- 
dition 
u(0, x) = ~o(x), V x e [0, 1], (3.3) 
and two points Dirichlet boundary conditions 
u(t,O)=(~(t) and u(t, 1 )=~(t ) ,  VtE[0,1], (3.4) 
where c~ and ~ are given smooth functions of time. 
PROBLEM 3.2. Consider the initial-boundary value problem for equation (3.2) with initial con- 
dition (3.3) and mixed Dirichlet and Newmann boundary conditions 
Ou O) ~/(t), Vt e [0,1], (3.5) u(t,O)=a(t) and ~xx(t, = 
where (x and 9' are given smooth functions of time. 
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PROBLEM 3.3. Consider equation (3.2) joined to the initial condition (3.3), to the boundary 
condition 
a(t, 0), VtE [0,1], (3.6) 
when the following additional information on the solution to the initial-boundary value problem 
is given: 
u(t ,x*)=u*(t ) ,  x*<l ,  V te  [0,1], (3.7) 
where a and u* are given smooth functions of time. 
REMARK 3.1. Problem 3.2 is not generally well posed. As a matter of fact, boundary condi- 
tions (3.5) cannot be imposed as independent functions of time. The solution scheme for this 
problem is proposed as a preliminary step towards the solution to Problem 3.3, where the temper- 
ature gradient in u* is not a given function of time, but the one which follows from the solution 
of the problem in the space interval [0, x*]. The scheme has to be developed taking carefully into 
account stability problems. 
REMARK 3.2. Problem 3.3 is known as an ill-posed initial-boundary value problem (see [1, Chap- 
ter 4; 15, Chapter 1]. The natural boundary conditions are substituted by the additional infor- 
mation stated in equation (3.7). This problem is not stable even in the one-dimensional case and 
needs the application of regularization techniques. 
REMARK 3.3. The selection of the above problems does not claim to cover a large variety of 
initial boundary value problems. It simply claims having selected some significant applications. 
Further generalizations are simply a matter of technical developments. 
Before developing the solution technique, we anticipate some technical calculations. The start- 
ing point is the definition of the collocations 
i = 0 , . . . ,n+ 1 : Ix = {x0 = 0 , . . . , x i  = ih, . . . ,Xn+l = 1}, (3.s) 
and 
where 
p = 0 . . . .  ,m : It = {to = O,.. . ,tp =pk, . . . , tm = 1}, (3.9) 
1 1 
h - k = --.  (3.10) 
n+ 1' m % / 
Let u~(t) = u(t,x~), Up(X) = u(tp,x) and Ups = U(tp,Xi). Then, in general, a function u = 
u(t, x) defined over [0, 1] x [0, 1] can be interpolated and approximated by means of Sinc-type 
functions as follows: 
n+l  
u(t, x) ~- u'~(t, x) = ~ S~(x; h)ui(t), (3.11) 
i=0 
or  
and 
m 
x) urn(t, = sT(t; (3.12) 
p=0 
n+l  m 
u(t, x) ~- uPm(t, x, y) = E E Si(z; h)Sp(t; k)up,. (3.13 /
i=0 p=0 
As known [1], the same interpolation can also be obtained by Lagrange polynomials. The 
selection of the best interpolation is not here discussed, at least for the moment. However, when 
Lagrange interpolation will be used, then the notation L will replace the notation S. For instance, 
the interpolation and approximation (3.13) can be rewritten as 
rid-1 m 
u(t, x) ~- unto(t, x) = E E Li(x)Lp(t)Upi, (3.14) 
i=O p=O 
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or even in mixed type interpolations of the type 
n+l  m 
u(t, x) ~- unto(t, x) = ~ Z Si(x; h)Lp(t)upi, (3.14') 
i=-O p=O 
or 
n+l  rn 
u(t, x) "~ Unto(t, x) = Z Z Li(x)Sp(t; k)upi, 
i=0 p=0 
(3.14") 
that may be useful to exploit the specific properties of each type of interpolant. 
The above-defined Sinc-type interpolation can be used to approximate the partial derivatives 
in the nodal points of the discretization. In particular, 
n+l  n+l  Ou 02u . 
~xx(t;xi) ~ Ea j iu j ( t ) ,  ~x2 (t;xi) ~ Zbj iu j ( t ) ,  (3.15/ 
j =0 j =0 
and similarly 
0U m 0 2 U. . m 
-~ (tp; x) ~- ~ aqpUq(X), -~  (tp; x) ~= Z bqpuq(X), (3.16) 
q=O q=O 
where 
dSj x dSq. . 
aji -- -~x ( i), aqp =- --~-(tp), 
• d2Sq "t " bji = d~Sx~ (X~), bqp = -~-~-(p). (3.17) 
Technical calculations provide the following result: 
(--1)/-J 
aj~ = h(i - j)  ' ai~ = O, 
2( - -1 ) i - J+ l  l (h  ) 
bji = h2(i _ j)2 ' bii = -~ 
(3.18) 
Similarly, 
(-1)p-q 
aqp - -  k(p - q)' app = O, 
2(-1) p-q+i 1 (k )2  
bqp = k2(p _ q)2 ' bpp = -~ . 
(3.19) 
After these preliminary calculations, the solution schemes of Problems 3.1-3.3 can be proposed. 
Solut ion of  P rob lem 3.1: Scheme 1 
Consider first the evolution problem related to equation (3.2) as stated in Problem 3.1 with 
reference to the Dirichlet problem. Substituting the expressions of the partial derivatives (3.15) 
into equation (3.2) yields a system of ordinary differential equations which defines the time 
evolution of the values u~(t) of the variable u in the nodal points. Eliminating, for simplicity of 
notations, the superscripts nm in the variable u yields a system of nonlinear ordinary differential 
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equations that will be written in integral form as follows: 
~o(0 = ~(0, 
J:{ [ ; ] Ui(t) ---- %a(Xi) -F ~?(S, xi) aoi(~(s) + a(n+l)ifl(s) q- ajiuj(s) 
+.(s,x~) b0,~(s) + G+l)~(s)  + ~b~u~(s)  (3.2o) 
J ---1 J 
+~f(s 'x~'u~'a° ic~(s)+a(n+l )d~(s)+La j iu j (s ) )}  
u.+l( t )  = ~(t). 
The system, obtained interpolating in space and integrating in time, can be solved by means of 
standard techniques for ordinary differential equations (see [1, Chapter 2]). The solution of (3.20) 
linked to the interpolation (3.11) provides the solution of Problem 3.1. 
So lut ion  of  P rob lem 3.2: Scheme 2 
This scheme can be developed bearing in mind Remark 3.1 and if the evolution equation can 
be rewritten, for not vanishing values of #, as follows: 
Ou 
O--z =v ,  
Ov = 1 - n ( t ,  z)v - e l ( t ,  x ,  u ,  v )  . 
ox . ( t , z )  
This formulation is organized in order to interpolate in time and integrate in space. Then, 
the collocation (3.9) and the interpolation (3.12) yield a system of ordinary differential equations 
that can be written again in integral form 
u0(=) = ~(x) 
up(x) = c~(tp) + Vp(r ) dr 
. 
(3.22) 
fo = aov~o(r) a~,udr) ~(t v, r)%(r) ef(tv, r, %(r), %(r)) 
1 
vp(z) = "r(tv) + ~(tp, r) ,=1 dr  
o x i aomqo(r) + E a~mui(r) 
v,.,,(=) = ~,(t,,,) + #( t . , ,  r )  ,=1 
"1 
- ~?(tm,r)vra(r) - ¢f (tra,r, ura(r),vrn(r))] dr. 
The system, obtained interpolating in time and integrating in space, can be solved again by 
means of integration methods for ordinary differential equations (see [1, Chapter 2]). 
72 E. LONOO et al. 
So lut ion  of P rob lem 3.3: Scheme 3. 
The solution technique for this problem can be based on decomposition of domains methods 
and on the use of Scheme 2. In particular, the domain D = [0, 1] of the space variable can be 
decomposed as follows: 
D = [0, 1] = D1 U D2 = [0, x*] U Ix*, 1]. (3.23) 
Then, in each domain, different algorithms will be used with reference to the schemes reported 
in the preceding paragraph. In particular, after the decomposition f domains, the problem in D1 
is solved by Scheme 1. In fact, one has a Dirichlet problem with boundary values on the border 
of Dz. The output is 
u = u(t,x), t E [0, 1], x e Dz, (3.24) 
and, in particular, the derivative of u in the x-direction that is obtained, at x = x*, as follows: 
Ou n+l dS  
¢(t )  = (t ,x*)  = (x*) 
i=0 
(3.25) 
where x* has to be selected as a nodal point. 
Scheme 2 can now be applied to recover the field in D2. In fact, the problem is stated with 
the boundary conditions defined in equation (3.5): u(t,x*), ¢(t,x*). The application of this 
method overcomes, as documented in [1, Chapter 4], the instability problems that arise if the 
discretization would be followed by imposing the result in D1 on the evolution of u in x = 0 and 
X----X*. 
Some general comments and technical generalizations can now be proposed in the remarks that 
follow. 
REMARK 3.4. The schemes that we have just seen can technically solve Problems 3.1-3.3. In 
principle, both interpolations, Sinc or Lagrange, can be used. Sinc approximation is characterized 
by the advantage of spectral approximation that is not true for Lagrange interpolation. Compu- 
tational experiments, including the one reported in [10], show that if the solution is oscillating 
with respect o the independent variable, where the collocation is organized, then Sinc functions 
are more efficient han Lagrange polynomials. The efficiency increases with increasing number 
of oscillations. 
REMARK 3.5. When collocations are used over two independent variables as in Scheme 3, then 
different choices of interpolants can be developed exploiting Lagrange polynomials for smooth 
solution and Sinc functions for oscillating solutions. This is the case of Problem 3.3, where 
collocation in space is used in D1 and in time in 02. 
REMARK 3.6. The method has specifically referred to semilinear equations of the type 3.2. More 
generally, one can deal with nonlinear equations of the type 
Ou ( Ou Onu  
] , (3.26) 
which may include higher order derivatives. The generalization is immediate. For instance, 
third-order derivatives can be approximated as 
037~. AWl 
~xa (t; xi) ~- Z dp,u,(t), (3.27 / 
p----0 
where 
d3Sp x (_ l ) i -p ( 6 P /21  
dpi = -~'~-x3 ( i) = ha (i "-p)3 /'_--p ' dii -- 0. (3.28) 
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Substituting (3.27) and (3.28) into the evolution equation (3.26) yields a system of ordinary 
differential equations of the same type we have seen above. 
REMARK 3.6. Similarly, one can deal with systems of partial differential equations. This general- 
ization, that is also immediate, refers to the case where the dependent variable is a vector, say u. 
The solution technique leads to a system of equations for each component of u. In particular, 
problems with second-order time derivatives can be reduced to a first-order system of equations 
in the augmented variable 
V= U, '~-  . 
4. PROBLEMS IN  TWO SPACE D IMENSIONS 
Consider evolution equations in two space dimensions that may be written (see (3.7)) in the 
general form 
Ou Ou Ou . .02u  
0---[ = ~}l(t'x'Y)-~x + ~}2(t,x,y)~y + #l(t ,x ,Y)~x2 
(4.1) o2u . . o ' .  ( O~ Ou) 
+ ,~(t,~,y)-~y~ + ,3(t,~,~) o-~y + ~f t,~,y,U, o~, N ' 
where u is the dependent variable 
u = u(t ,x ,y) :  [0,1] x [0,1] x [0,el --* [-1,11 . (4.2) 
Initial boundary value problems in two space dimensions can be solved by techniques analogous 
to the ones used for the problems described in Section 3. In order to avoid repetitions, we will 
simply indicate how the interpolation can be organized, and then a few guiding fines will be 
described in order to show how the original continuous problems can be approximated by a 
system with a finite number of degrees of freedom. 
The starting point is the definition of the collocations 
i = 0 , . . . ,n  + 1 : Ix = {x0 = 0 , . . . , x i  = ih . . . .  ,xn+l = 1}, (4.3) 
p = 0 , . . . ,m : h = {to = 0 , . . . , tp  =pk , . . . , ym -= 1}, (4.4) 
q = 0 , . . . ,n*  + 1 : Iu = {Y0 = O,.. . ,yq = qh*, . . . ,yn.+l  = ~}, (4.5) 
where 
Now let 
1 1 1 
h = ~ k = - - ,  h* = (4.6) 
n+l '  m n*+l"  
Uiq(t)=u(t ,  xi,yq), Upi(y)=u(tp, x i ,y) ,  Upq(X)=U(tp, X, yq), u lgq=u(tp,  xi,yq). 
Then, u = u(t, x, y) can be interpolated and approximated by means of Sinc-type functions as 
follows: 
n+l  n*+l  
u(t, x, y) ~- u nn" (t, x, y) = E E Si(x; h)Sq (y; h*) Uiq(t), (4.7) 
i=0 q=0 
or  
rn n+l  
~-- ) = Sp(t; k)S~(z; h)u~(y), 
p=O i=O 
m n*+l  
u(t, x, y) ~- ~""  (t, ~, y) = ~ Z s,(t; k)sq (y; h*) u,q(~), 
p=0 q=O 
(4.8) 
(4.9) 
r.N~A 32-4-D 
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and 
rn n+l  n'q-1 
u(t,x,y) ~- urann*(t,x,y) = ZZ Z Sp(t;k)Si(x;h)Sq (y;h*)urn q. (4.10) 
p----0 i=0 q----0 
Also in this case, one can use mixed type interpolations based both on Sinc functions and 
Lagrange polynomials. Fixing our attention to Sinc type interpolations and recalling their prop- 
erties reported in Section 2, we can deal with the approximation f the partial derivatives with 
respect o the space variables 
and 
n*+l n+l  04 
~xx(t;x"yq ) ~ Z ajiUjq(t), -~y(t;x,,yq) ~ Z a,sUsq(t), (4.11) 
jffi0 sffi0 
n+l  n*+l 02U.  024 
0X2 (t;xi'yq) ~ Z bji4jq(t)' (t;Xi'yq) = Z b,.usq(t), (4.12) 
i f0  0y2 s=0 
02 4 n+l  n*+l 
OxOy (t;Xi'Yq) ~- E Z ajiasq4js(t), (4.13) 
j=O a=O 
where the coefficients a and b are the ones already defined in Section 3. 
Similarly, one can deal with time derivatives based on collocations (4.8) and (4.9) 
~rL m 
~-(tp, 04 • ,,y) ar 4r,(y), ~ -~(tp, X, yq) = Z arp4rq(X). (4.14) 
r=0 r=0 
As in Section 3, we can now indicate some, among several, problems that can be solved using 
the above-stated interpolations. 
PROBLEM 4.1. Consider the initial-boundary value problem for equation (4.1) with initial con- 
dition 
u(O,x,y) = ~(x,y), Vx, ye [0,1] x [0,el, (4.15) 
and Dirichlet boundary conditions 
Vte[O, 1]:u(t,z,O), Vxe[0,1]; 4(t,l,y), Vue[0,el; 
(4.16) u(t,x,e), Vxe[0,1]; u(t,O,y), Vye[0,e], 
given as smooth functions consistent at t = 0 with the initial conditions and serf-consistent on
each vertex of the boundary. 
PROBLEM 4.2. Consider the initial-boundary value problem for equation (4.1) with initial con- 
dition (4.15) and boundary conditions 
04 Vte[O, 1]:u(t,O,y),-6-~z(t,O,y), Vye[O,e]; u(t,x,O),u(t,x,e), Vxe[0,1]. (4.17) 
PROBLEM 4.3. Consider the initial-boundary value problem for equation (4.1) with initial con- 
dition (4.15) and boundary conditions 
vtelO, vxe[0,1]; 4(t,o,y),4(t,l,y), vye[0,e]. (4.18) 
vy  
REMARK 4.1. Both Problems 4.2 and 4.3 are not, in general, well posed for the same reasons 
stated in Remark 3.1. Still the solution schemes proposed in what follows are organized in 
order to look for stable schemes to solve problems such that boundary conditions on the space 
derivative in Problem 4.1 axe replaced by the value u*(t, F) ---- u(t, x = x*, F) and in Problem 4.2 
by u**(t,x) = u(t,x,y = y**). 
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Solut ion Schemes 
Considering that the solution schemes are simply technical developments of the ones we have 
already seen in Section 3, their presentation will be very concise. 
Consider first the solution of Problem 4.1. Then using the interpolation defined (4.7) yields 
a system of (n + 2)(n* + 2) ordinary differential equations corresponding to collocations (xi, yj) 
such that: 
• initial conditions are ~(x~, yq), and 
• boundary conditions of the type (4.16) are imposed implementing the given time dependent 
values of the dependent variable 
(x~,yo), (Xn+l,yq), (xi,yn*+l), (xo,yq), (4.19) 
for i = 0 , . . . ,n÷ 1 and q =0 . . . .  ,n* +1. 
The system that corresponds to interpolation i  space and integration in time can be solved by 
means of standard techniques for ordinary differential equations; see [1, Chapter 2]. 
Consider now, bearing in mind Remark 4.1, the solution of Problem 4.2. This scheme can be 
developed if the evolution equation can be rewritten, for nonvanishing values of #, as follows: 
Ou 
O---x =v ,  
Ov _ 1 [Ou ._x : ( ( _ .x . .Ou  
ox  , l ( t ,x ,y )  Lo 
(4.20) 
. .02  ov  
- .2 ( t ,x ,y )b7  2 - N - 
Then, interpolation (4.9) yields a system of 2(n + 2)(m + 1) ordinary differential equations 
corresponding to collocations (tp, yq) such that: 
• initial conditions are u(xi, yq) and v(xi, yq), and 
• boundary conditions of the type (4.18) are imposed implementing the given values of the 
dependent variable u for (x0, Ya), (Xn+l, yq). 
The system that corresponds to interpolation i the time and in y-space variables and integration 
in the x-space variable can be solved by means of standard techniques for ordinary differential 
equations. 
A solution scheme for Problem 4.3 can be developed if the evolution equation can be rewritten, 
for positive values of #, as follows: 
Ou 
Oy = v, 
Oy .2(t ,x ,y)  - ni(t,x,y)  - n2(t, :,y)v (4.21) 
- #l(t,x,y)-~ffx2 -#a(t ,x,y)-~z -e l  t,x,u,--~x,v . 
Then, using interpolation (4.8) yields a system of of ordinary differential equations that can be 
obtained as we have seen above for Problem 4.2. 
Some technical generalizations can now be proposed in the remarks that follow and that are 
analogous to the ones already proposed in conclusion of Section 3. 
REMARK 4.2. The schemes that we have just seen can technically solve Problems 4.1-4.3. In 
principle, both interpolations, Sinc or Lagrange, can be used. Considering that two interpolations 
are applied, one for each independent variable, then one can use, for each of them, different 
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interpolations. The selection criteria are the ones already indicated in Remarks 3.3 and 3.4 of 
Section 3. 
REMARK 4.3. If the problem is stated as indicated in Remark 4.1, then the solution method 
is analogous to the one of Problem 3.3 and requires on to the following two decompositions of 
domains: 
D = [0, 1] × [0, 2] = O1 (J D2 = [0, x*] × [0, l] U [x*, 1] × [0, ~], (4.22) 
or  
D ---- [0, 1] x [0, £] = D~ U D~ = [0, 1] × [0, y**] U [0, 1] x [y**, £], (4.23) 
where 0 < x* < 1 and 0,y** < 2. Then, the scheme applied for Problem 4.1 is used in D1, while 
the scheme for Problem 4.2 is used in D2 and the one for Problem 4.3 in D~. 
REMARK 4.4. The method has specifically referred to semilinear equations of the type indicated 
in equation (4.1). More generally, one can deal with nonlinear equations similarly to the indication 
of Remark 3.3. Similarly, one can deal with systems of partial differential equations. This 
generalization, that is also immediate, refers to the case where the dependent variable is a vector, 
say u. The solution technique leads to a system of equations for each component of u. 
5. FURTHER ANALYSIS FOR 
PARTIAL DIFFERENTIAL EQUATIONS 
As we have seen in the preceding sections, the solution to nonlinear initial-boundary value 
problems can be obtained using Sinc-type interpolation-approximation echniques which lead 
to reduce the original initial-boundary value problem to the solution of a suitable initial value 
problem for ordinary differential equations. The contents were developed in order to deal with 
a large class of equations and problems with the aim of providing the interested reader with all 
indications towards the technical application of the method. Further generalizations to other 
problems can be further developed. 
This section is devoted to these developments, while we refer to [9] for specific applications 
and for a detailed iscussion on the convergence properties of the method. In particular, we are 
first interested to problems in unbounded omains and in problems defined in nonrectangular 
geometries. These topics are dealt with in the sections that follow. 
Problems in Unbounded Domains  
We will first consider problems in one space dimension. Then technical developments in two 
space dimensions will be briefly indicated. Consider, in particular, the initial-boundary value 
problem for equation (3.2) in the half-space x E [0, oo) with initial conditions 
u(0, x) = ~(x), R -. R+, (5.1) 
and boundary conditions 
u(O, x) = a(t), lim u(t, x) = O. (5.2) 
Z---PO0 
Rather than solving the problem by Scheme 1, simply putting un = O, it is convenient to 
compact, if possible, the whole half-space into the domain [0, 1) by the change of~ariable 
e x -1  l+z  
z= e x+l '  x= lOg l_z  =¢(z ) '  (5.3) 
that is, such that x e [0, co) =~ z • [0,1). 
The evolution equation can then be rewritten as 
Ot 2 ~zz + # (t, ~b(z)) (1 -- Z2) 2 02u  ~--Z (1 -- Z 2) OU 
- -  - -  - cOz - - -~  - ~z  (5.4) 
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The discretization (3.8) yields a system of ordinary differential equations for i = 1 , . . . ,  n such 
that 
uo(t )  = ,~(~), u,~+l = o. (5.5) 
This method has the advantage that equally spaced nodes for the variable z generates a dis- 
cretization of the x variable such that 
iT ~ (x~-x i _ l )  T. (5.6) 
That is consistent for data decaying to zero at infinity. The same procedure can be developed 
in a semi-infinite strip: x, y E R+ x [0, ~] or x, y E [0, 1] × R+, or, still in two dimensions if both 
variables are defined in the half-space x, y E R+ × R+. In particular, in this case, the following 
change of variables can be applied: 
e x - 1 e y - 1 1 + z 1 + z ~ 
- - -  z ' -  x= log  =¢(z ) ,  y= log  -¢ '  z ex + 1' e~ + 1' 1 - z 1 - ~, (z ' ) ,  (5.~) 
that is, such that 
x, ye[0 ,~)  ~ z,z'e[0,1). 
The solution method can be developed in the same way we have just seen for the one- 
dimensional case. 
Domain  Decompos i t ion  
All problems dealt with until to now have been referred to simple geometries: egments, trips. 
On the other hand, problems related to real applications are generally defined over more compli- 
cated geometries, ay 
x, y E D C R 2, (5.8) 
where D is a domain of R 2 with boundary F. 
A decomposition of domains can be developed towards the solution of initial-boundary value 
problem for equation (4.1). Suppose that D can be decomposed into a certain number of do- 
mains Dr with v = 1 , . . . ,  N, such that 
N 
D -- U Dr, (5.9) 
i=1 
such that Fr~ is the boundary common to the domains Dr and D~. Notice that some of the 
boundaries may be common also to F. 
The solution technique goes through the application of the following steps: 
(i) discretization of the space variables into each subdomain Dr; 
(ii) derivation of a system of ordinary differential equations for the variables u. ~. related to the *3 
variable u corresponding to the nodal points of each Dr; 
(iii) imposing the boundary conditions for all ui~ such that xi, yj E F; 
r = u.~. and if necessary analogous ones for the (iv) imposing the compatibility conditions u~j ~, 
space derivatives, for all x~, yj E Fu~; 
(v) solution of the system of ordinary differential equations that follows from the application 
of steps (i)-(iv). 
Decomposition of domains can be useful not only in relation with the geometry of the system, 
but also when different models corresponds to different subdomains of D. This topic is dealt with 
in a concise form in [1, Chapter 1], while a far more detailed survey can be found in [16], where 
the pertinent bibliography can be recovered. 
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6. ANALYSIS  FOR INTEGRO-DIFFERENTIAL  EQUATIONS 
This final section is a further development of the method proposed in the paper towards the 
solution of mathematical problems related to integro-differential equations. In particular, we 
refer to equations that define the evolution of probability densities or distribution functions over 
a certain state variable. 
More specifically, we deal with integro-differential equations such that the evolution equation is 
a deterministic nonlinear integro-differential equation, while the dependent variable is stochastic. 
Considering that this type of equation may consistently differ according to the physical system 
that is being modelled, we will refer to a specific model developing, after a preliminary analysis, 
suitable generalizations of the method. 
In particular, we refer to the Jager and Segel model [17] that writes 
~01~01 ~01 (t,u) = 71(v ,w)¢(v ,w;u) f ( t ,v ) f ( t ,w)dvdw-  f ( t ,u)  ~l(u,w)f(t ,w)dw. (6.1) 
This model is such that u has the physical meaning of state variable for an individual of a large 
population of anonymous interacting subjects. ~/(v, w) is the encounter rate between individuals 
with state v and w, respectively, and ¢(v, w; u) is the probability density that after the encounter 
between individuals with state v and w, the individual with state v ends up into w. The meaning 
of ¢ implies the following: 
/0  /01 ¢(v ,w,u)du=l ,  Vv, we[0,1]×[0,1] ,  ~ f ( t ,u )du=O,  Vt>0.  (6.2) 
We are interested in solving the initial value problem 
~(t ,  u) = J(f, f)(t, u) (6.3) 
fo(u) = f(O, u), 
where J(f, f) represents he right-hand side term of equation (6.1). 
Existence of solutions was developed in [18,19] with reference to model (6.1) and its generaliza- 
tions. The proofs are developed in L1 spaces for general initial conditions and under boundedness 
assumptions on the terms y and ¢. 
The application of the method will now be shown with reference to Problem 6.3. Then some 
technical developments are discussed. Consider then the collocation of the u-variable 
i = 0 , . . . ,m: Iu= {Ul = O,. . . ,u i  = ih , . . . ,um = 1}, (6.4) 
and the approximation of f,  
m 
f(t, u) ~ fro(t, U) = ~ Si(U; h)fi(t), (6.5) 
where fi(t) = f(t ,  ui). Then, following the line of the preceding sections, it is immediate to 
obtain a system of ordinary differential equations 
J~  Y~ Yr~ ~t  
-~(~j = ~ ~ ai~/,(t lA(t) - fi(t) ~ L,,A(t), (6.6) 
p=l q--~l p=l 
where 
/olJ I Gipq -- ~7(v, w)¢(v, w; ui)Sp(v)Sq(w) dv dw, 
Lip = rl(u~, w)Sp(w) aw. 
(6.7) 
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As in the case of partial differential equations, different types of interpolations can be used for 
the interpolation-approximation of the functions f.  For instance, one can use again Lagrange-type 
interpolations. However, numerical experiments show a better accuracy of this method for initial 
conditions with high frequency oscillations with respect o the variable u. A further advantage 
can relay on the spectral accuracy in computing integrals, that is particularly important when 
the variable u is unbounded. 
Consider first the system of equations 
s~l ~01 ~01 Ofr (t, u) = Z}rs (v, W)¢rs(V, w; u)f~(t,  v) fs(t ,  w) dv dw Ot = 
- f r ( t ,u )  ~l rs(u ,w) fs( t ,w)dw,  i = 1 , . . . ,p ,  
3= 1 0 
(6.8) 
which is still such that 
d/01 -~ f~(t ,u)  du = O, r = 1 , . . . ,n ,  Vt  > O, (6.9) 
and where the subscripts rs refer to interactions between individuals of the r-population and the 
s-population. The L1 norm preserving condition (6.9) holds if the terms Cr~(v, w; u) satisfy the 
normalization condition reported in equation (6.2) for all type of encounters. 
The above technique can be developed of systems of equations and yields 
dfri 
n m rn ~_~ m 
s=l p=l q=l s=l p=l 
(6.10) 
where the meaning of symbols is obvious. 
The mass conservation equation can be exploited to improve accuracy by dividing fi by the 
sum with respect o i of all fi as well as for estimates of error bounds. On the other hand, this 
property cannot be used to solve the initial due problem related for similar models that do not 
satisfy property (6.9); i.e., the Ll-norm is not preserved. 
These models have been proposed in theoretical immunology for the competition between an 
aggressive host and the immune system [20,21]. Existence of solutions is developed in [22]. The 
models are such that the rate 77 is not the same in the gain and loss term. Still, as shown in [22], 
the qualitative and quantitative behaviour of the first moment of f can be studied and used for 
the control of the error bounds. 
Some models in mathematical physics are stated in terms of integro-differential equations such 
that the state variable is defined over the whole real axis u E R or over the positive real axis 
u E R+. Examples are the Smoluchowski equation [23], or more generally, models of nonlinear 
kinetic theory [14], where u is a vector. 
The variable u in some models of the kinetic theory is such that some of the components of u 
are defined on a bounded omain and some on the whole real axis. This is the case, for instance, 
of the Boltzmann equation in polar coordinates in the velocity variable [24]. Then, mixed type 
interpolation can be useful. 
In particular, the Smoluchowski equation writes 
Of (t, u~ v 
-~,  , = f ( t ,v ) f ( t ,u -  v) dv -  2f(t,u) f ( t ,v )  dv. (6.11) 
Mathematical aspects of the Cauchy problem related to equation (6.11) have been studied 
in [25,26]. The model is such that the L1 norm is not preserved. 
80 E. LONG{) et al. 
These models are such that f decays rapidly to zero at infinity. The solution method can be 
the same summarized above after the change of variable of the type indicated in equation (5.3). 
It is then immediate to obtain a system of ordinary differential equations following the same line 
applied in the case u E [0,1]. 
The analysis of this section is limited to the initial value problem. The physical interest of 
this problem refers to systems that are homogeneous in the space variable. In principle, one can 
develop a similar analysis for integro-differential equations with partial derivative with respect 
to the space variable. Again, this is the case of the models of kinetic theory. However, as well 
documented in [27], the treatment of boundary conditions for this class of equations involves 
several additional technical problems that are not dealt with in this paper. 
7. D ISCUSSION 
This paper provides atechnical description of the application of collocation i terpolation meth- 
ods based on Sinc functions to the solution of initial-boundary value problems for nonlinear partial 
differential equations and integro-differential equations. The application of the method was shown 
in all essential technical details for a large variety of problems including problems in unbounded 
domain, problems in several independent variables, and some ill-posed problems. The efficiency 
of the method is not claimed, with respect o other type of interpolation methods, in the whole 
variety of cases. Actually, the idea is that the most efficient interpolation method has to be 
selected for each particular problem, and the choice should not be restricted to Lagrange or Sinc 
type interpolations. As an example, wavelets interpolations [28] may give interesting results. 
The method is also developed with mixed type interpolations: Sinc interpolation over one de- 
pendent variable and Lagrange (or analogous type of interpolations) over the other dependent 
variables. This is proposed in view of applications that may take advantage of this mixed ap- 
proximation. As a matter of fact, some numerical experiments, such as the one developed in [10], 
show that the method appears to be particularly useful when the solution shows an oscillating 
behaviour with respect o the dependent variables, where the collocation is organized. 
The problem of stability and convergence can be developed following classical methods of 
applied mathematics. First, one has to deal with a problem of approximation i a suitable 
normed space [29]. Then, one has to to prove, under suitable assumptions on existence and 
regularity of the solution, asymptotic convergence when the number of collocation points tends 
to infinity. A careful example of this type of analysis is the paper [30]. 
On the other hand, for truncated expansions one can exploit Gronwall's type inequalities to 
obtain bounds of the propagation ofthe error. This line was already indicated in [10]. A detailed 
calculation of this type was developed in [31]. The estimates provide error bounds in the nodal 
points. Further analysis [32] is required for uniform estimates over the continuous dependent 
variable. 
The same type of analysis can be developed for the class of problems dealt with in Section 6 that 
deals with a particular class of integro-differential equations such that the dependent variable is a 
probability density or a distribution function. Discretization ofrandom variables i  the first step, 
as documented in [4,12,13] towards the analysis of nonlinear stochastic equations. A research line 
towards  this direction was already announced in the introduction. 
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