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Abstract. Let a ﬂow be a sequence of packets sent from a source com-
puter to a destination computer. Routers at the core of the Internet do
not maintain any information about the ﬂows that traverse them. This
has allowed for great speeds at the routers, at the expense of provid-
ing only best-eﬀort service. In this paper, we consider the problem of
fairly allocating bandwidth to each ﬂow. We assume some ﬂows request
a constant amount of bandwidth from the network. The bandwidth that
remains is distributed fairly among the rest of the ﬂows. The fairness
sought after is max-min fairness, which assigns to each ﬂow the largest
possible bandwidth that avoids aﬀecting other ﬂows. The distinguish-
ing factor to other approaches is that routers only maintain a constant
amount of state, which is consistent with trends in the Internet (such as
the proposed Diﬀerentiated Services Internet architecture). In addition,
due to the need for high fault-tolerance in the Internet, we ensure our
protocol is self-stabilizing, that is, it tolerates a wide variety of transient
faults.
Keywords: Stabilization, max-min fairness, quality of service, computer
networks.
1 Introduction
As the Internet grows, scalability at the core of the Internet has become a signif-
icant concern. To provide simple best-eﬀort service, core routers do not need to
maintain any state information about the ﬂows of packets that traverse them. To
provide more advance forms of quality of service, such as guaranteeingbandwidth
or delay, the Diﬀerentiated Services Architecture [1,2], which maintains only a
constant amount of state per router, is favored over the Integrated Services Ar-
chitecture [3,4], where each core router maintains state for each individual ﬂow.
In this paper, we focus on providing fair bandwidth allocation among diﬀerent
ﬂows in a core network. There are many diﬀerent notions of fairness, and each
of these leads to a diﬀerent optimization objective. We adopt the notion of
max-min fairness. A bandwidth allocation is max-min fair [5], if no ﬂow can
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be allocated a higher bandwidth without hurting another ﬂow having equal or
lower bandwidth.
Max-min fairness satisﬁes many intuitive fairness properties, and it has been
studied extensively [6,7,8,9]. However, all of these proposed algorithms need-per
ﬂow state.
In this paper, we present a fault-tolerant distributed algorithm for the compu-
tation of max-min bandwidth allocations. Our algorithm only requires a constant
amount of state information at each router.
Although constant-state algorithms have been presented earlier, [10,11], they
have disregarded fault tolerance altogether. Our algorithm is presented formally
and is shown to be stabilizing, i.e., resilient against a wide-variety of transient
faults.
The organization of this paper is as follows. Section 2 presents our notation
and deﬁnes stabilization. We assume two types of ﬂows in our system: rigid
ﬂows, whose bandwidth is constant, and adaptive ﬂows, whose bandwidth is
determined by the max-min algorithm. Section 4 presents our signaling protocol
and how it is used to support rigid ﬂows. Section 5 deﬁnes max-min fairness
formally and introduces adaptive ﬂows. The stabilization of our algorithm is
discussed in Section 6. Finally, concluding remarks are given in Section 7.
2 Notation and Stabilization
A system consists of a set of processes, and a set of communication channels
between these processes. The topology of the system consists of a connected
undirected graph, where each node represents one process in the system, and each
edge between two nodes p and q indicates that processes p and q are neighbors
in the system. Neighboring processes are joined by a pair of communication
channels allowing them to exchange messages.
Each process is assumed to have access to a real-time clock. Clock values need
not be synchronized between processes. The only requirement is that clocks of
diﬀerent processes advance at (approximately) the same rate.
Each process in a system is speciﬁed by ﬁnite sets of constants, variables, and
actions. The values of each variable are taken from some bounded domain of
values. Each action of a process p is of the form
 guard →  assignment 
where  guard  can be in one of three forms: a) local, b) receiving, or c) timeout,
as follows.
A local guard is a boolean expression over the constants and variables of
process p. A receiving guard of the form rcv m evaluates to true if there is a
message of type m in one of the incoming channels of p. Finally, a timeout action
is executed when the clock of p has reached a certain value.
In the above action,  assignment  is a sequence of assignment statements, each
of which is of the form
x := E(y,...) if P158 J.A. Cobb and M.G. Gouda
where x is a variable in process p, E is an expression of the same type as vari-
able x,a n dy is a either a constant or a variable in process p. Executing this
assignment statement assigns the value of expression E to variable x provided
predicate P is true. Otherwise, the value of x is left unchanged.
A state of a system S is speciﬁed by one value for each variable, taken from
the domain of values of that variable, in each process in S, and the contents of
each communication channel in S.
A transition of a system S is a triple of the form
(s,ac,s )
where s and s  are two states of system S and ac is an action in some process in
S such that the following two conditions hold.
i. Enablement: The guard of action ac is true at state s.
ii. Execution: Executing the assignment of action ac,w h e ns y s t e mS is in state
s, yields system S in state s .
A computation of a system S is a sequence of the form
(s0,ac 0,s 1), (s1,ac 1,s 2),...
where each element (si,ac i,s (i+1)) is a transition of S such that the following
two conditions hold.
i. Maximality: Either the sequence is inﬁnite or it is ﬁnite and its last element
(s(z−1),ac (z−1),s z) is such that the guard of every action in system S is false
at state sz, and timeout actions cannot evaluate to true by increasing the
value of the clocks in the system.
ii. Fairness: If the sequence has an element (si,ac i,s (i+1)) and the guard of
some action ac is true at state s(i+1), then the sequence has a later element
(sk,ac k,s (k+1))w h e r eack is ac or the guard of ac is false at state s(k+1).
A predicate P of a system S is a boolean expression over the variables in all
processes in system S and the contents of the channels in S.
As y s t e mS is called P-stabilizing iﬀ every computation of S has a suﬃx where
P is true at every state of the suﬃx [12,13,14].
Stabilization is a strong form of fault-tolerance. Normal behavior of the system
is deﬁned by predicate P. If a fault causes the system to a reach an abnormal
state, i.e., a state where P is false, then the system will converge to a normal
state where P is true, and remain in the set of normal states as long as the
execution remains fault-free.
3N e t w o r k M o d e l
Consider a computer network as depicted in Fig. 1. It consists of a set of core
routers surrounded by access networks. Access routers serve as intermediate
points between the core network and the access networks.Stabilization of Max-Min Fair Networks without Per-ﬂow State 159
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Consider a computer in an access network that generates data packets that
must cross the core network to reach their destination at a diﬀerent access net-
work. We denote this sequence of packets as a ﬂow.
As it is commonly assumed [15,16,17,18], access routers maintain information
about each individual ﬂow, while core routers, for scalability purposes, do not.
In our case, core routers will maintain only a constant amount of information
regarding the ﬂows that traverse them.
We model this by having three types of processes in our system: source pro-
cesses, router processes, and destination processes. Each source process corre-
sponds to the actions that an access router must perform for an individual ﬂow.
Thus, there are multiple source processes per access router, and each source pro-
cess is associated with a single destination process at a diﬀerent access router.
Routers have multiple processes, one per output channel, as shown in Fig.
2(a). Therefore, the path traverse by a ﬂow is abstracted as shown in Fig. 2(b).
That is, data begins at a source process, it traverses multiple router processes,
and ends at a destination process.
The path across the core network between a source and destination is assumed
to be constant, which may be implemented with mechanisms such as MPLS [19].
Route changes across a core network are rare, and thus, they are viewed as faults
in our system.
There are two types of sources: rigid and adaptive. A source is rigid if the
bandwidth it reserves from the network is non-changing. A source is adaptive if
it must probe the network to determine how much bandwidth it is allowed to
use. Routers only keep aggregate (and hence constant) amount of information
regarding the ﬂows that traverse them. Through signaling messages, the sources
are able to modify this aggregate information in order to maintain its accuracy.
To ensure correct synchronization of values between sources and routers, we
require some bounds on the delay of signaling messages. Routers must give signal-
ing messages high priority, ensuring that the end-to-end delay does not exceed ε
seconds. Messages exceeding this bound are discarded. This can be accomplished
in a variety of ways, including timestamping each message with its inception
time, or with the accumulated queuing delay that the packet has encountered160 J.A. Cobb and M.G. Gouda
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Fig.2. Processes and ﬂows in a core router
along its path. We thus incorporate this assumption on end-to-end delays into
our system model.
We conclude by deﬁning the fairness we expect to achieve for adaptive sources.
We will consider max-min fairness [5], which is intuitively is deﬁned as follows:
bandwidth is allocated to each ﬂow so that an increase of the bandwidth allo-
cated to any ﬂow f must be done at the expense of decreasing the bandwidth of
aﬂ o wg where the bandwidth allocated to g is smaller than that of f.
The bandwidth allocation to each ﬂow can be deﬁned iteratively as follows.
Foreachpairofneighboringprocessesp andq, wedeﬁne the followingvariables:
– Let B(p,q) initially have the bandwidth of channel ch(p,q) minus the band-
width of the rigid ﬂows traversing channel ch(p,q). B will contain the unal-
located bandwidth of the channel.
– Let F(p,q) be the set of adaptive ﬂows traversing channel ch(p,q). F will
contain the set of ﬂows whose bandwidth has not yet been determined.
The following steps are repeated until all ﬂows have been assigned a band-
width, i.e., until F is empty for all edges.
– Let (p,q) be an edge such that
B(p,q)
|F(p,q)|
=m i n x,y

B(x,y)
|F(x,y)|

– For every ﬂow f ∈ F(p,q), assign to f a bandwidth of
B(p,q)
|F(p,q)|Stabilization of Max-Min Fair Networks without Per-ﬂow State 161
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Fig.3. Max-Min Fairness example
– For every edge (x,y) other than (p,q),
• Reduce B(x,y) by the sum of the bandwidths of the ﬂows in F(p,q)t h a t
also traverse (x,y).
• Remove from F(x,y) any ﬂow that is also in F(p,q).
– F(p,q) is assigned the empty set and B(p,p) is assigned zero.
As a simple example, consider Fig. 3, where we have ﬁve routers and ﬁve
ﬂows. Flow f traverses the entire network, while the remaining ﬂows traverse
only a single hop. Assume all links have equal capacity C, except for the link
(R3,R 4), which has capacity C/2.
To maximize the throughput of the system, each of ﬂows g1,g 2 and g4 must
be assigned a bandwidth of C, g3 must be assigned a bandwidth of C/2, while
ﬂow f must be assigned a bandwidth of zero, which of course is unfair to f.
Under max-min fairness, at each link, we divide the bandwidth by its number
of ﬂows, and ﬁnd the minimum of these values. This occurs at link (R3,R 4), with
a value of ((C/2)/2) = C/4, while all other links have a value of C/2. Thus, f
and g3 are assigned a bandwidth of C/4e a c h .A l s o ,s i n c ef traverses the other
three links, their bandwidth is reduced by C/4.
We thus have a bandwidth of 3 · C/4l e f ta te a c ho ft h er e m a i n i n gt h r e e
links. Since each of these has only one ﬂow, then g1, g2,a n dg4 are assigned a
bandwidth of 3 · C/4.
Finally, throughout the paper, we use the terms bandwidth and data rate
interchangeably.
4 Rigid-Source Signaling
In this section, we present our signaling protocol, and show how it may be used
by the rigid sources to reserve bandwidth from the network. It is a variation of
a signaling protocol we presented in [20,21] for a diﬀerent network model. The
protocol presented here however is strengthened to become stabilizing.
We make the following assumptions about the rigid sources:
– First, the set of rigid sources is assumed to be ﬁxed. The reason for this re-
quirement is that converging to a stable assignment of bandwidth to sources
is not possible if the set of sources changes over time. We make this assump-
tion also for the adaptive sources.
– Since the set of rigid sources are ﬁxed, we do not address the steps required
to setup/tear-down a source, and focus only on refreshing/correcting infor-
mation at the routers. This is a practical assumption in some core networks,162 J.A. Cobb and M.G. Gouda
where ﬂows would correspond to “data pipes” across the core, and the set
of these pipes changes infrequently.
– We assume that the sum of the bandwidth requirements of all the rigid ﬂows
sharing a link is less than the bandwidth of the link.
As mentioned earlier, routers only maintain a constant amount of state infor-
mation. Hence, each router maintains, for each of its output channels, the sum
of the bandwidths of the rigid ﬂows that traverse that channel. The remaining
bandwidth of the channel will be distributed among the adaptive ﬂows.
The objective of the signaling protocol is to maintain the above information
current at each router, even though faults occur. For example, source processes
may die, or the path between a source and its destination may change.
To maintain updated the state at each router along its path, each rigid source
sends a Reserve message periodically. This message contains the desired band-
width of its ﬂow, and, as mentioned earlier, it is sent across the path with high
priority and bounded round-trip time.
The router process maintains two variables, R and its “shadow copy”  R.
Variable R contains the sum of the bandwidth of the rigid ﬂows. The router also
maintains a boolean bit s, known as the “shadow bit”. Every T seconds, where
T is a predeﬁned constant, the router updates its state in the following way:
s,R,  R := ¬s,  R,0
That is, the s bit is ﬂipped, the shadow copy  R is assigned to R, and the shadow
copy  R is cleared to zero.
The objective of the Reserve message is to add the bandwidth of the ﬂow to  R
exactly once before the above assignments are done. In this way, the bandwidth
of the ﬂow will always be included in R. This is accomplished as follows.
The Reserve message contains a bit vector s, with one bit for each router along
the path of the ﬂow. These bits are the last-known values of the s bit of each
router along the path. The bandwidth of the ﬂow is added to the shadow variable
only if the state has been updated (and thus s has changed) from the time of
the previous Reserve message of the ﬂow. That is, the following two steps are
performed at the ith router whenever it receives a Reserve(r,s) message, where
r is the bandwidth of the ﬂow.
– If si  = s, then, assign  R + r to  R, and assign s to si.
– Forward the Reserve(r,s) message along the next hop to the destination of
the ﬂow.
When the destination receives this message, it returns a ReserveAck message
back to the source, containing the updated vector s.An e wReserve message is
not sent until an acknowledgment is received for the previous Reserve message.
We next address how often the source of a ﬂow should send a Reserve message.
As mentioned earlier, we assume a bound, ε, on the time for a signaling message
to traverse the network. A signaling message created at time t is discarded by
a router if it is received at a time greater than t + ε. State updates of diﬀerentStabilization of Max-Min Fair Networks without Per-ﬂow State 163
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Fig.4. Timing of Reserve messages
routers are not required to be synchronized. The only assumption is that each
scheduler performs updates at least T seconds apart.
Consider Fig. 4, and consider a router along the path of ﬂow f. A state update
occurs in the router at time t0, and another at time t2.A tt i m et1, the source
of f transmits a Reserve message, which arrives at the router in the interval
(t0,t 2). Thus, at least one Reserve message from f must arrive at the router in
the interval (t2,t 3). In the worst case, t1 is almost equal to t2, which implies that
the next Reserve message must arrive at the router no later than t1 + T, i.e., it
must be sent no later than t1 +T −ε. Furthermore, the next Reserve cannot be
sent until a ReserveAck is received for the ﬁrst Reserve, which at the latest will
occur at time t1 +2· ε.T h u s ,w er e q u i r e
t1 +2· ε<t 1 + T − ε.
That is, 3 ·  <T, and the interval between successive transmissions of Reserve
messages should be at most T − ε.
Theabovesignalingprotocolisrobusttoavarietyoffaults.E.g.,ifasourcedies,
then all the bandwidth reservation from the source will be removed within 2 · T
seconds, as follows. Within the ﬁrst T seconds,  R is set to zero. Since the source
has died, its bandwidth is never added to  R, and within the next T seconds,  R is
assigned to R. Similarly, if the path of a source changes, routers along the previ-
ous path will remove information about the source in 2· T seconds, while routers
along the new path will add information about the source. If the information at
the routers is incorrect, it will also correct itself within 2 · T seconds.
We are now ready to present the speciﬁcation of the source, router, and des-
tination processes. The source process is speciﬁed as follows.
process src[i]
const
r : integer {data rate}
d : process id {destination}
ε : integer {max. e2e delay}
var
s : bit vector {shadow-bit vector}
t : integer {time msg is sent}
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rcv ack f(i,d,s) → skip
timeout clock ∈ [t +2· ε, t + T − ε] →
send Reserve(i,d,r,s) to dst[d]
t := clock;
t + T − ε<c l o c k<t → t := clock;
end
The source process contains two actions. In the ﬁrst action, it receives a
ReserveAck message, which has traversed the network from the destination
back to the source. The only purpose of the message is to update the bit vector
s, which is done as a side eﬀect of receiving the message. Thus, the right-hand
side of the action is empty.
The second action is a timeout action, in which a Reserve message is sent to
the destination. Variable t stores the time at which the last Reserve message
was sent. To ensure old Reserve and ReserveAck messages have left the network
before sending a new one, Reserve messages are sent with at least 2·ε seconds in
between. Furthermore, to ensure the message arrives in time at the routers, the
message should be sent no later than time t +T − ε. We assume that execution
of actions is done such that the timeout will be executed within the right time
interval. Failure to do so is considered a fault.
The last action is a sanity action in which t is restored to a sensible value in
case of a fault.
The speciﬁcation of the router is as follows.
process router[i]
const
C : integer {channel bandwidth}
T : integer {shadow interval}
var
s : boolean {shadow bit}
R,  R : integer {ﬁxed bandwidth}
t : integer {time of last timeout}
begin
rcv Reserve(x,y,r,s) →
 R :=  R + r if si  = s
si := s;
send Reserve(x,y,r,s) to dst[y];
rcv ReserveAck(x,y,r,s) →
send ReserveAck(x,y,r,s) to src[x];
timeout clock > t + T →
s,R,  R := ¬s,  R,0;Stabilization of Max-Min Fair Networks without Per-ﬂow State 165
t := clock;
clock < t → t := clock;
end
In the ﬁrst action, a Reserve message is received, and is forwarded along the
next hop to the destination. Before forwarding the message, the rate of the ﬂow
is added to the shadow variable  F, provided a state change has occurred from
t h el a s tt i m eaReserve message from this ﬂow was received, i.e., si  = s.A l s o ,
si is updated to the value of s before forwarding the message. This ensures that
the ﬂow is counted only once in  F.
In the second action, a ReserveAck is received. The router simply forwards
the message in the direction of the source.
In the third action, the router changes its state after T seconds from its last
state change. Thus,  R is assigned to R,  R is set to zero, and bit s is ﬂipped. The
time of the state change is recorded in t.
The last action is a sanity action to restore t to a sensible value in case of a
fault.
The speciﬁcation of the destination process is given next.
process dst[i]
begin
rcv Reserve(x,i,r,s) →
send ReserveAck(x,i,r,s) to src[x];
end
It simply consists of a single action that receives a Reserve message and
returns a ReserveAck in the direction of the source of the message.
5 Adaptive-Source Signaling
We next address how to modify the system to support adaptive sources. The
system should converge to a state where all adaptive sources have been given
their max-min fair share of the network bandwidth.
Consider the algorithm to compute max-min fairness given in Sec. 3. In order
to implement it, at each iteration we need to know, for each link, the number
of ﬂows whose bandwidth has not been allocated, and the total bandwidth that
remains unallocated on the link.
This suggests that the information we maintain at the router is as follows:
– The sum of the bandwidths of adaptive ﬂows that are not bottlenecked at this
router, that is, ﬂows who cannot increase their bandwidth because another
router is preventing them from doing so. We will denote this sum as A.
– The total number of adaptive ﬂows that are bottlenecked at this router, de-
noted by n. The bandwidth allocated to these ﬂows will be the total band-
width C of the channel minus A above divided by the number of ﬂows n.
We denote this bottleneck bandwidth by B, i.e., B =( C − A)/n.166 J.A. Cobb and M.G. Gouda
In order for this information to be updated at the routers, the source needs
to know which router is its bottleneck router, what is the bottleneck bandwidth
of that router, and inform all other routers of this limit on the ﬂow’s bandwidth.
Furthermore, this information may change over time, as the system converges
to a steady state.
We thus require sources to send a Probe message along the path to their
destination. The message contains the rate r currently being used by the source,
and whether the source is considered bottlenecked or not at each router. With
this information, the router can determine which of the following four cases apply
to the ﬂow:
1. If the ﬂow is bottlenecked at the router and its rate r is greater than the
bottleneck bandwidth B of the router (r>B ), then the ﬂow remains bot-
tlenecked at the router, but its new rate should be decreased to B.
2. If the ﬂow is bottlenecked at the router and r<B , then the ﬂow should
be no longer considered bottlenecked at this router. Thus, its bandwidth
r is added to A, and the number of bottlenecked ﬂows n at the router is
decreased by one.
3. If the ﬂow is not bottlenecked at this router and r>B , then the ﬂow must
become bottlenecked at this router. Hence, n increases by 1, and A decreases
by r.
4. If the ﬂow is not bottlenecked at this router, and r<B , then the state of
the ﬂow and the router remain the same.
In order to refresh the information in a fault-tolerant manner, we also intro-
duce shadow copies of n and A, i.e.,  n and  A. Furthermore, in order for the source
to be aware of which routers consider it to be bottlenecked, each Probemessage
carries an additional bitmap b,w h e r ebi is true if the ﬂow is bottlenecked at
router i along its path.
Wenowpresentthespeciﬁcationofthesource,router,anddestinationprocesses.
process src[i]
const
d : process id {destination}
ε : integer {min. interpacket time}
var
s : bit vector {shadow-bit vector}
b : bit vector {bottleneck-bit vector}
r,r ,r    : integer {allocated rate}
t : integer {time msg is sent}
begin
rcv ProbeAck(i,d,r  ,s,b) →
r := r ;
r  := r  ;
timeout clock ∈ [t +2· ε, t + T − ε] →
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t := clock;
t + T − ε<c l o c k<t → t := clock;
end
An adaptive source has several more variables than a rigid source. It contains
ab i t m a pb (discussed above) and three bandwidth variables, r, r ,r   ,t h a ta r e
i n c l u d e di ne a c hProbemessage.
Variable r contains the current bandwidth of the source, i.e., this value has
been added to the bandwidth sum A at each router. On the other hand, r 
contains the updated bandwidth, that is, the new value that should be stored
at the routers. Finally, r   is initialized to inﬁnity, and, as the Probe message
traverses to the destination, r   stores the minimum of the bottleneck bandwidths
of the routers along the path.
In the ﬁrst action, the source receives a ProbeAck message. The values of r
and r  are updated. The values of s and b are updated as a side eﬀect of receiving
the message.
The timeout action is similar to the timeout action of a rigid source, except
that a Probe message is sent instead of a Reserve message. The last action is
again, a corrective action for the value of t.
process router[i]
const
C : integer {channel bandwidth}
T : integer {shadow interval}
var
s : boolean {shadow bit}
n, n : integer {bottlenecked users}
A,  A : integer {adaptive bandwidth}
R,  R : integer {ﬁxed bandwidth}
t : integer {time of last timeout}
begin
rcv Reserve(x,y,r,s) →
 R :=  R + r if si  = s
si := s;
send Reserve(x,y,r,s) to dst[y];
rcv ReserveAck(x,y,r,s) →
send ReserveAck(x,y,r,s) to src[x];
rcv Probe(x,y,r,r ,r   ,s,b) →
{add ﬂow to shadow variables}
 n :=  n +1 if si  = s ∧ bi;
 A :=  A + r if si  = s ∧¬ bi;
{change ﬂow from category if necessary}168 J.A. Cobb and M.G. Gouda
n, n,:= n − 1, n − 1 if r  <B∧ bi;
A,  A := A + r ,  A + r  if r  <B∧ bi;
n, n := n +1 , n +1 if r  ≥ B  ∧¬ bi;
A,  A := A − r,  A − r if r  ≥ B  ∧¬ bi;
{update values before forwarding}
si,bi := s,(r  ≥ B);
r   := min(r  ,B)
send Probe(x,y,r,r ,r   ,s,b) to dst[d]
rcv ProbeAck(x,y,r  ,s,b) →
send ProbeAck(x,y,r  ,s,b) to src[x]
timeout clock > t + T →
s,n,A,R, n,  A,  R := ¬s, n,  A,  R,0,0,0;
t := clock;
clock < t → t := clock;
end
The router contains seven actions. The ﬁrst two are the same as before: they
receive messages originating from rigid sources.
The last two actions are also similar to before. The last action restores the
value of t to a sensible value, and the timeout action performs a state change
of the router by assigning the shadow variables to their corresponding regular
variables, and ﬂipping the shadow bit.
In the third action, a Probe message is received. The ﬁrst step consists of
adding the bandwidth information of the ﬂow to the shadow variables, provided
the shadow bit indicates this is necessary. The second step consists of evaluating
the four conditions mentioned above to ensure the ﬂow is correctly placed in the
bottlenecked or not bottlenecked category. In this action, B and B  are deﬁned
as follows.
B =
C − A − R
n
B  =
C − A − R − r
n +1
The destination is similar to before; it receives a Probe message and returns
a ProbeAck message.
process dst[i]
begin
rcv Probe(x,i,r,r ,r   ,s,b) →
send ProbeAck(i,d,r  ,s,b) to src[x];
end
6 Stabilization of Max-Min Fairness
We next present an overview of the stabilization properties of our system. De-
tailed proofs will be available in [22]. Below, we refer only to Probeand ProbeAckStabilization of Max-Min Fair Networks without Per-ﬂow State 169
messages of adaptive sources. Similar lemmas and theorems can be derived for
messages from rigid sources. As discussed earlier, routing between access net-
works is outside the scope of the paper. We simply assume that routing is sta-
bilizing1, and thus the routing tables converge to a sound and stable set of
values. This, combined with the timing restrictions on sending messages, gives
the following.
Lemma 1. The system stabilizes to the following predicate: every
Probe(x,y,...) message is located only along the path from x to y,a n d
every ProbeAck(x,y,...) message is located only along the path from y to x.
Similarly, due to the time restrictions on the sending of messages by the source
and the fast processing of messages at the routers, we have the following.
Lemma 2. The system stabilizes to the following predicate: for every x and y,
the number of Probe(x,y,...) messages plus the number of ProbeAck(x,y,...)
messages is at most one.
We next consider the relationship between the rates of the sources and the infor-
mation stored at the routers. Before this, the following two lemmas are necessary.
First, due to the timing of the state changes of the routers and the timing on
the generation of signaling messages by the source we have the following.
Lemma 3. Every computation of the system has a suﬃx such that the following
holds. In every state ui of the suﬃx, if the shadow bit of a router at state ui diﬀers
from its value at a later state uj, then the router has received a Probe message
between ui and uj for every adaptive source that traverses the router.
Due to the above, we obtain the following relationship of the shadow bits of
messages, routers, and sources.
Lemma 4. The system stabilizes to the conjunction of the following predicates:
– if there exists a Probe(x,y,...,s,...) message along the ith hop of the path
from source x and destination y,t h e n ,
•  ∀ j, (src[x].sj = router[j].s) ⇒ (Probe.sj = router[j].s) ,
•  ∀ j, (src[x].sj  = router[j].s ∧ i ≤ j) ⇒ (Probe.sj = src[x].sj) ,
•  ∀ j, (Probe.sj  = src[x].sj) ⇒ (i>j∧ Probe.sj = router[j].s) ,
where router[j] is the jth router along the path from source x to destination
y.
– if there exists a ProbeAck(x,y,...,s,...) message along the path from des-
tination y back to source x,t h e n
 ∀j, (ProbeAck.sj  = src[x].sj) ⇒ (ProbeAck.sj = router[j].s) 
1 Most routing protocols such as link-state routing and distance-vector routing are in
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From the above, we can derive the relationship between the aggregate bandwidth
information at the routers and the bandwidth information of each individual
source, as follows.
Theorem 1. Let S(i) be the set of adaptive sources whose ﬂows traverse router
i.L e tb(x),s(x),r(x),r  (x) be the ﬁelds in the Probe and ProbeAck messages
of source x, and if neither of the two messages are in transit, then these values
correspond to the variables of the source.
Then, the system stabilizes to the following predicate. For all i,
– router[i].A =(

x, x ∈ S(i),α (x) · r(x)+α (x) · r (x)),a n d
– router[i].n = |{x, x ∈ S(i) ∧ b(x)i}|,a n d
– router[i].  A =

x, x ∈ S(i),  α(x) · r(x)+ α (x) · r (x)

,a n d
– router[i]. n = |{x, x ∈ S(i) ∧ b(x)i ∧ s(x)i = router[i].s}|
where
– α(x)=1if ¬b(x)i and either there is a Probe message along the path from
src[x] to router[i] or there is no message from src[x] in the network. It is
zero otherwise.
– α (x)=1if ¬b(x)i and either there is a Probe message along the path from
router[i] to the destination of src[x],o rt h e r ei saProbeAck message along
the path from the destination back to src[x]. It is zero otherwise.
–  α(x)=1if α(x)=1∧ (router[i].s = s(x)i). It is zero otherwise.
–  α (x)=1if α (x)=1∧ (router[i].s = s(x)i). It is zero otherwise.
Finally, the bandwidth values must converge to the max-min allocation for each
ﬂow. The ﬁrst lemma serves as a stepping stone for an induction proof leading
to the main theorem.
Lemma 5. Let B0 be the bandwidth assigned to the ﬁrst set of ﬂows in the max-
min algorithm. Then, every computation has a suﬃx where all of the following
hold.
– For any i, router[i].B ≥ B0.
– For any i,e a c ho fsrc[i].r, src[i].r ,src[i].r   are at least B0.
– For each Probemessage, each of Probe.r,Probe.r ,Probe.r    are at least B0.
– For each ProbeAck message, ProbeAck.r   ≥ B0.
Theorem 2. Let SA(i) and SR(i) be the set of adaptive and rigid sources, re-
spectively, whose ﬂows traverse router[i]. Then, the system stabilizes to the fol-
lowing predicate. For all i and j,
– if src[j] is an adaptive source, then src[j].r equals the max-min fair band-
width corresponding to the source, and
– router[i].R =

x, x ∈ SR(i),s r c [x].r
	
,a n d
– router[i].A =

x, x ∈ SA(i) ∧¬ src[x].bi,s r c [x].r
	
,a n d
– router[i].n =



{x, x ∈ SA(i) ∧ src[x].bi}
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7 Concluding Remarks
Above, we did not discuss the stabilization time of our system. The stabilization
predicate of Theorem 1 can be shown to stabilize in O(T) time, where T is the
interval between state changes at a router.
The stabilization time of Theorem 2, on the other hand, still remains an
open problem. It can be shown that if bandwidth values are discrete, then the
convergence time is in the order of O(N ·Δ), where N is the number of discrete
bandwidth values, and Δ is the time interval between signaling messages from
a source. We have shown in Sec. 4 that Δ ≤ T − ε, so in the worst case the
convergence time is O(N · T), unless a tighter bound is imposed on Δ.
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