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ABSTRACT
O ne of the m ost interesting and challenging problem s in physics is understanding
strongly correlated many-body system s, w here strong interactions can yield many
rem arkable phe- nom ena such a s superfluidity in 4He, high-tem perature
superconductivity, etc. In order to attack th e se problems, we often need to reduce
the complexity of the system s to simple m odels in hopes of getting better insights
into the properties of the system s. The Hub- bard model, the focus of this
dissertation, is one of the m ost fam ous exam ples of such model, which describes
a tunneling of electrons betw een n earest neighbor sites of a lat- tice with on-site
interactions. This simple model is an important concept in condensed m atter
physics and provides rich understandings of electronic and m agnetic properties of
materials. Despite its simplicity, there is no general analytical solution to the
Hubbard model beyond 1D.
The discovery of ultracold atom s and optical lattices opens up th e possibility of
em - ulating the Hubbard model in experim ents. Optical lattices provide an ideal
realization of the Hubbard model w here relevant param eters can be tuned
systematically. It m akes theoretical studies of the Hubbard model increasingly
attractive since a direct compar- ison betw een theoretical calculations and
experimental results becom es m ore and m ore possible.
In this dissertation, the ground-state properties of the repulsive Hubbard model
for weak to intermediate interaction strengths in two, three dim ensions and their
dimensional crossover are studied within the m ean field theory. W e show that the
system exhibits unidirectional spin-density w ave (SDW) order with
antiferromagnetic correlations and a long wavelength modulation. The modulating
wave is along the [001]-direction at low interaction strength U/t and along the
[111]-direction at higher U/t. The evolution of the wavelength of the SDW is
determined a s a function of U/t, the density, and t±/t. With an analysis of the
pairing of spins based on nesting and deformation of the Fermi surface, we
discuss how th ese results can be rationalized and how a simple, predictive model
can be constructed for the properties of the SDW states.
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CHAPTER 1
Introduction
In principle, quantum many-body systems can be fully described by the Schrodinger
equation. However, in many cases, a direct solution to this equation is impractical.
It is, therefore, essential to develop simple models for studying quantum many-body
systems. These models are often able to give deep insights and useful predictions
of the physical properties of the systems. The Fermi-Hubbard model is a good ex
ample of how a simple model can produce rich physical explanations o f quantum
systems.
The Fermi-Hubbard model is one o f the most sim ple and fundamental models
in condensed matter physics and presents some of the most challenging problems
to quantum many-body physics. The Hamiltonian models interacting electrons in
a periodic potential, which captures the key features o f electrons in a solid. Hightemperature superconductivity in cuprate compounds is a prominent demonstration
of the important role of the Fermi-Hubbard model, since the model is believed to
1

contain most of the essential ingredients neccessary to understand the physics of
these systems[ 1]. Quantitative and even qualitative understandings o f the Hubbard
model has been viewed as a key to answering principal issues concerning hightemperature superconductivity and quantum magnetism. Despite intensive studies
of the Fermi-Hubbard model, there are still many important aspects that are not yet
settled.
It would be valuable to emulate the model in experiments. However, it is in
credibly complex to experimentally realize the Fermi-Hubbard model in real solids
since they have multiple bands, long-range Coulomb interactions, disorder, and lat
tice vibrations. Therefore probing this Hamiltonian in a clean and controllable ex
perimental setup would be desirable. This goal has come into reach with ultracold
fermionic atoms in optical lattices in which relevant parameters can be systemati
cally tuned and controlled. W ith lattice constants about a thousand tim es larger than
that of a typical crystal, optical lattices provide a simple way of realizing models
of condensed matter system. Ultracold atoms in optical lattices can be considered
a quantum simulator which serves as a powerful tool for testing fundamental theo
retical concepts. Thus, the properties o f the Fermi-Hubbard model are not only of
theoretically importance but can also be of direct experimental relevance.
In this work, I present a systematic study o f the two- (2D) and three-dimensional
(3D) repulsive Fermi-Hubbard model. The dimensional crossover from the 2D lat
tice to 3D lattice is also investigated as a function of the inter-plane hopping am pli
tude. We use unrestricted Hartree-Fock (UHF) theory to study the magnetic prop-

erties in the ground states o f the model. Although the mean field approximation can
lead to significant errors due to inaccurate treatment o f electron correlation effects,
it often provides useful insights into qualitative and sometimes quantitative aspects
of the behavior of many-body systems in condensed m atter and quantum chemistry.
For example, Hartree-Fock (HF) correctly predicts antiferromagnetic (AFM ) order
in the ground state of the Hubbard model at half-filling, even though the strength of
the AFM order is overestimated and translational symmetry is (necessarily) broken.
Therefore, HF is often the starting point in the study o f an interacting many-electron
system such as the Hubbard model.
HF calculations in the Hubbard model are, in principle, straightforward. In
2D systems, this work coupled with results from many-body quantum M onte Carlo
calculations will show that HF is able to capture the basic physics o f spin density
wave (SDW) states and provide a good qualitative (or even quantitative in some as
pects) description of the magnetic correlations in the true ground state. It is reason
able to expect a similar level of accuracy for the 3D and crossover systems studied
here, and likewise our numerical results will provide some quantitative guidance to
many-body approaches and experimental study of the magnetic order. As such, it
is of fundamental importance to know what the correct mean field solution for this
model is.
Despite the simple nature o f the mean field approach, the determination o f the
correct equilibrium properties of a potentially inhomogeneous system has not been
straightforward [2, 3] because o f challenges in finding the global minimum solution

to the non-linear equations in the complex solution space, finite-size effects and
difficulties in reaching the thermodynamic limit. The main difficulty is the fact
that the shape and the size o f the unit cell or cluster that produces correct global
minimum solutions depend on the nature o f the unknown inhom ogeneous ground
state. Choice of a wrong unit cell or cluster which is not com m ensurate with the
ground state returns solutions that are different local minima at best or unstable
upon further relaxation in a yet larger cluster at worst.
Ultimately this issue can only be resolved by moving to larger and larger sim
ulation clusters and gaining insights from the evolution of the corresponding solu
tions. This line o f attack has become possible due to the dramatic increase in com 
puting power and algorithmic progress. In this work, we em ploy these improve
ments to identify the true global mean field ground states o f the Fermi-Hubbard
model. We also show, in detail, how the numerical results can be rationalized and
how a simple, predictive model can be constructed for the properties o f the SDW
state by arguments based on nesting and deformation of the Fermi surface (FS).
Direct comparison to and validation from experiment will eventually provide an
intuitive conceptual framework for understanding the SDW states.

1.1

Fermi-Hubbard Model
The Hubbard model is one o f the most simple ways to get insights into inter

acting electron systems. The model was introduced by John Hubbard in 1963 to

model electronic correlations in narrow energy bands [4]. Interestingly, this simple
model holds the key to understanding many condensed matter systems. It describes
the behavior of the metal-insulator transitions in many materials and is a promising
model for the description o f the mechanism o f high-temperature superconductivity.
The Hamiltonian of Fermi-Hubbard model reads

( 1 .1)
{ r r ;},(T

r

where t is the hopping amplitude between nearest neighbor sites (denoted by { rr'}
in the summation) and U is the on-site interacting strength. The operator c£a (cra)
creates (annihilates) an electron with spin a {a = t) 4) at site index r, which runs
through the whole lattice. The first and the second terms of equation above describe
the kinetic energy and the interaction energy in the system, respectively. Through
out this work, we focus on U > 0 cases and energy is quoted in units o f t which is
set to be 1. We also assume that the system has no spin polarization, i.e. n^ = n±.
The Hubbard model can be viewed as an improvement on the tight-binding
approximation by including the so-called on-site repulsion term which origins from
the electron-electron Coulomb interaction. Over the past decades, the Hubbard
model has been studied extensively by the full range o f analytical methods. It is
also has been attacked by the most powerful numerical techniques such as dynam i
cal mean field theory [5] and quantum Monte Carlo [6]. However there is no fully
consistent treatment of the Hubbard model in general, despite its apparent sim plic

6

ity. At the present time, this model still remains a challenging and important subject
to be studied in condensed matter physics.

1.2

Hubbard Model with Optical Lattices
Optical lattices have rapidly become a powerful tool for em ulating many con

densed matter systems [6-9]. These crystals created by interfering laser beam s can
provide exceptionally clean access to a variety of model many-body Hamiltonians
in which parameters can be systematically tuned and controlled. Thus, they make
possible the quantitative experimental study o f the properties o f interacting electron
models.
Ultracold atoms in a periodic optical lattice is an almost perfect realization of
the Hubbard model, much better than in any real material. These cold atoms in
the optical lattice play the role of electrons in the solid. They can tunnel quantummechanically between lattice sites exactly as single or paired electrons (Cooper
pairs) tunnel through the periodic potential in crystal structures. However, unlike
in solids, optical lattices are free from impurities and defects which make them
ideal to simulate condensed matter systems. Recently, the realization o f an atomic
Fermi-Hubbard model has been made possible by loading a quantum degenerate
gas o f fermionic atoms into a 3D optical lattice [10].
The presence of the trapping potential adds an extra term in the original Fermi-

Hubbard Hamiltonian

) +U
{rr'},<r

^rtnr4-+ ^ 2
r

( 1.2)

r

where q describes the external confinement potential which offsets the lattice site
energy with index i.
Experimentally, the hopping param eter can be controlled by varying the in
tensity of the laser. Therefore, it allows the tuning o f dimensionality and the band
structure o f the system. For example, by freezing the atomic motion in certain di
rections, the dimensionality o f the system can be reduced. W ith this extraordinary
control over experimental parameters, optical lattice can actually confirm results of
theoretical investigations of many quantum systems.

1.3

Hartree-Fock Theory
Hartree-Fock theory is one o f the most common methods in solving the quan

tum many-body Hamiltonian. It restricts the ground-state wavefunction o f the sys
tem to a properly antisymmetrized form. Such a wavefunction is called Slater de
terminant and can be written as

8

where N„ and N denote the total number o f spin-er electrons and the lattice size,
respectively. Each column of the matrix is normalized to 1. This form automatically
enforces the behavior o f electrons due to Pauli exclusion, since interchanging the
positions of two electrons is equivalent to interchanging the corresponding columns
in the determinant, which guarantees the change in sign.
In the formulation o f HF theory the local Hubbard interaction term is approx
imated by
~

i P ,T a ) f ^ T a

H"

(j^rcr)

( ^ r f )

(1.4)

( tlr j.) •

This approximation assumes that fluctuations about the mean values squared are
negligible. Under this assumption, the Hamiltonian o f Fermi-Hubbard model can
be transformed into mean field HF Hamiltonian

(1.5)

with

-t
{ r r '}

r

r

( 1.6)

where a is the conjugate o f a and (nr&) is average local density. The mean-field
decoupling employed in Eq. (1.5) assumes the 2 -axis as the quantization direction,
thus breaking the spin rotational symmetry o f the Hubbard Hamiltonian (1.2). After
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fixing the quantization orientation and requiring no spin polarization, the solution
of the HF Hamiltonian is restricted to the S z = 0 sector, i.e. spin textures in the x-y
plane, for instance spiral SDWs, are excluded.
For a given set of parameters (U, N , N^, N{), the HF Hamiltonian (1.5) is
solved numerically using a self-consistent scheme. We begin the procedure by
selecting a trial solution in the form of a single Slater determinant for each spin
component. In the restricted HF (RHF) method, sp in -f and s p in -| parts o f the total
wavefunction are the same:

= <3>^. The RHF method always gives the non

interacting solution in the systems studied in this work. In the U HF method, which
is adopted here,

and

are allowed to differ and they converge via the coupled

Eqs. (1.6).

1.4

Dissertation Organization
The remainder of this dissertation is organized as follows. Chapter 2 presents

properties o f charge- and spin-density waves in the ground states of 2D Hubbard
model with a detailed description of the analytical pairing model which provides
a framework for understanding the numerical results. Results for 3D model and
dimensional crossover from 2D to 3D are presented in Chapter 3, together with an
analysis with the pairing model. Chapter 4 concludes the dissertation.

CHAPTER 2
Spin- and Charge-density Waves in
2D Hubbard model
2.1

Introduction
The Hubbard model is one o f the m ost fundamental models in quantum physics.

Despite numerous analytic and numerical investigations [11-16], key questions still
remain about the properties of this model [17-21]. Surprisingly, even at the meanfield level, its phase diagram has not yet been fully determined, and the ground state
magnetic properties are not completely known.
The Hubbard model was originally proposed to describe correlations between
ri-electrons in transition metals [4], At half-filling (one electron per lattice site), it
gives a simple description of the so-called M ott insulator, with antiferromagnetic
(AFM) order. Soon after the discovery of high-Tc cuprate superconductors, it was
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pointed out that the two-dimensional (2D) Hubbard model m ight be an appropri
ate minimal model for high-Tc cuprates [22], because o f the copper-oxygen plane
geometry and the proximity of the superconducting transition to the AFM phase
o f undoped parent compounds. The 2D Hubbard model has since becom e a focal
point of research in condensed matter and quantum many-body physics.
Recently, rapid experimental progress in optical lattice em ulators [23] has
promised a new way to approach Hubbard-like models. Using ultra-cold fermionic
atoms trapped in periodic laser-field potentials, these highly controllable experi
ments are capable of potentially ‘sim ulating’ the Hubbard model directly. Thus the
properties of the Hubbard model are not only of importance theoretically but can
also be of direct experimental relevance.
The Hartree-Fock (HF) method is the simplest paradigm to describe a quantum
many-fermion system. The method finds the single Slater determ inant wavefunction which minimizes the variational energy. As is well known, the mean-field ap
proximation involved can turn out to be very severe. Nevertheless the HF method
has often provided the foundation for our qualitative understanding o f many sys
tems in condensed matter and quantum chemistry. For example, HF correctly pre
dicts an AFM order in the ground state of the Hubbard model at half-filling, even
though the strength of the AFM order is overestimated and translational symmetry
is (necessarily) broken. In quantum chemistry, HF is the starting point for most cal
culations and serves as the basis for understanding the electronic structure of many
systems.
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Because correlation effects (e.g., the correlation energy, which is a fundam en
tal concept in the framework o f density functional theory) [24] are often defined
using the HF solution as a reference, qualitative and quantitative understanding of
the HF state is of key importance. This has not always been easy to achieve. For
example, the nature of the unrestricted H F (UHF) state in the electron gas at high
and intermediate densities was only recently determined [2].
In the Hubbard model, HF calculations are in principle straightforward. The
2D Hubbard model has been studied within the HF approximation in some o f the
pioneering works on high-Tc superconductors. Inhomogeneous states have been
found at small dopings, such as spin polarons [25], domain walls [26-28], and
spin density waves [29-31](SDW ), and phase diagrams have been proposed [11,
31, 32]. Due to computing power limitations, however, these studies have either
done exact numerical calculations at only a few doping and interaction parameters
[27, 28, 30], or have scanned parameters with restricted forms of the solution [27,
31, 32]. Furthermore, finite-size effects were difficult to remove, as we discuss
below, which can mask the true solution in the thermodynamic limit. A systematic
and quantitative understanding o f the magnetic properties of the U HF ground state
has not been achieved.
In this work, we perform extensive numerical calculations to determine the
exact UHF ground state of the Hubbard model in the low to intermediate interact
ing strength regime. The exact U HF ground state we achieved is a full numerical
solution of HF Hubbard Hamiltonian (see Sec. 2.2 Eqs. (2.3) and (2.4)), as opposed

to constrained searches or non-self-consistent solutions. We study the spin and
charge properties as a function o f interacting strength and doping concentration.
Full numerical solutions o f the U HF equations are computed using twist-averaged
boundary conditions for system sizes well beyond those previously studied. We also
present a simple pairing model, with analytic calculations at low doping and small
interacting strengths, to complement the numerical results and provide a qualitative
physical picture o f the magnetic properties o f the model.
Our combined numerical and analytical calculations show that, at a finite dop
ing h, the UHF ground state at low and intermediate strengths U / t is a static linear
SDW (1-SDW) state. As the interaction strength is raised beyond a critical value,
1-SDW order develops along the [10]-direction, accompanied by a weaker linear
charge density wave (1-CDW). The characteristic wavelength o f the 1-SDW is found
to be 2/ h and the wavelength o f the corresponding 1-CDW is 1/ h. As the interac
tion strength is increased, stripe or domain w alls states develop along the diagonal
[11]-direction, in which the holes are localized. The diagonal stripe (d-stripes) state
and the 1-SDW state are separated by either a linear stripe state (1-stripes, along
[10]-direction) or a diagonal SDW (d-SDW) state, depending on the doping. These
are summarized with a UHF phase diagram for interaction up to U / t ~ 10 and
doping up to h

35%

The remainder of this chpater is organized as follows. In Sec. 2.2, the selfconsistent scheme used for solving the mean-field Hubbard model is summarized.
The numerical results are presented in Sec. 2.3, and analytic calculations are de
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scribed in Sec. 2.4. In Sec. 2.5 the results are discussed and sum m arized in a phase
diagram, and we conclude in Sec. 2.6.

2.2

Method
The Hamiltonian o f the single-band repulsive Hubbard model reads

H =

t ^ ^ ^C^Cj-'cr -)- Cr/(JCrcr^ -T U ^ ^ 77-rt^-r4,i
{rr'},<x

where C/ >

0

(2.1)

r

is the interacting strength and t is the hopping am plitude between

nearest neighbor sites (denoted by { rr'} in the summation). Throughout this work,
energy is quoted in units of t and we set t = 1. The operator

(crCT) creates

(annihilates) an electron with spin a ( a = f , ^) at site index r, which runs through
the lattice o f size N — L x x L y. The total number of spin-a electrons is denoted by
N a, and we assume that the system has no spin polarization, i.e. 7Vt = N±. Under
this assumption, the model has only two parameters, namely, the onsite repulsion
U and the doping
h = l - ( N t + N J / N = N ho]e/ N,

(2.2)

where we have used iVhoie to denote the number o f holes in the system. D ue to
particle-hole symmetry, we confine ourselves in the region where 7V| -f N± < N.
Therefore the total density is given by (n) = 1 — h.

Standard linearization o f Eq. (2.1) leads to the mean-field HF Hamiltonian:

(2.3)

with

(2.4)
r

r

where a is the conjugate o f a and ( nr9) is an average density. The mean-field
decoupling employed in Eq. (2.3) assumes the z-axis as the quantization direction,
thus breaking the spin rotational symmetry o f the Hubbard Hamiltonian (2.1). After
fixing the quantization orientation and requiring no spin polarization, the solution
o f the HF Hamiltonian is restricted to the S z — 0 sector, i.e. spin textures in the
x- y plan, for instance spiral SDWs, are excluded. (At low U, the solutions turn out
to be 1-SDWs. Then a single spiral cannot be the ground state, since a left-handed
spiral can always be combined with a right-handed one, or vice versa, to make an
1-SDW which has lower energy. [2])
For a given set of parameters (£/, N , iVf, A ;), the HF Hamiltonian (2.3) is nu
merically solved using a self-consistent scheme. We begin the procedure by select
ing a trial solution in the form of a single Slater determinant for each spin compo-
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nent:

$ (o ) =

4>ll

<t%

€

4>f

^

<t>r

<PlN"

■■■

(2.5)

/

where each column is normalized to 1. In the restricted HF (RHF) method, spin-f
and s p in -| parts of the total wavefunction are the same: $ (0)

The RHF

method always gives the non-interacting solution in the systems studied in this
work. In the UHF method, which is adopted here,

and

are allowed to

differ and they converge via the coupled Eqs. (2.4). T he trial densities at site r can
be expressed as
H
< n g ) = K 01 (*<0))

( 2 .6 )

where ‘i / ’ indicates conjugate transpose of the matrix, and we have assum ed that
the orbitals in

are orthonormal. An N x N matrix

(M + ) for ' H]{F ('H\ j F)

is then constructed from the densities. By exactly diagonalizing M a, we obtain the
energy
£(1)
& = V
/ v A(1)
cri

(2.7)

i= l

where A ^ < A ^ < A^, < . . . < A ^ are the lowest N a eigenvalues o f M a.
The wavefunction

is obtained by filling up N a corresponding orbitals o f A ^ .

The new density (n^?) ( ( n ^ ) ) is then calculated from
update

( d ^ ) , which is used to

(M t ). We iterate this process until the total energy E (ti = E ^{ ) + E ^ ]

and the density ( ni a) is converged.
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Care must be taken when updating the density during the iteration. As is typ
ical in self-consistent algorithms, convergence to a fixed point is not guaranteed if
X)) is taken directly as an input for the £-th step. To improve convergence, we
adopt a mixing scheme: The £-th input density is constructed as a linear combina
tion o f previous input and output densities as:

<n<S''") = (1 - a)(ni4-IW"> +

(2.8)

where ‘in’ indicates the input density to construct M a , and ‘out’ denotes the out
put density calculated by diagonalizing AT7. The mixing param eter a is typically
chosen to be between ~ 0.5 and 0.75.
Due to non-linearity of the coupled Eqs. (2.4), we implement two additional
procedures to help the system reach the global minimum. Firstly, different initial
wavefunctions are used and the consistency between the results is checked. Sec
ondly, we perform multiple annealing cycles: in each cycle a random perturbation
(whose strength can be controlled) is applied to the converged solution and the selfconsistent process is repeated.
To reduce shell and one-body finite-size effects, we use twist-averaged bound
ary conditions (TABC)[33-35], under which the wavefunction \fr(ri, r 2, . . . ) gains
a phase when electrons hop around lattice boundaries

'I'.'. ••r: ! I

:

. ’LH + ....r,. ....

(2.9)
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where L is the unit vector along L, and the twist angle © = {0X, 0y) is an input
parameter which is randomly chosen in this work. For a given 0 , the TABC is the
same as a random shift o f the mom entum space grid. This reduces the discretization
error in the integration. In the H F solution, the TABC is applied to each orbital, i.e.,
each column in Eq. (2.5). With a generic © , there will be no degeneracy in the oneelectron energy levels. We often average the results over many random twist angles
[35] in each system to improve convergence to the therm odynam ic limit. As can be
seen from the energy results in Sec. 2.3, this procedure produces a smooth curve
vs. doping, where the one-body finite-size effect is minimized. Additional finitesize errors, which result from the interaction and the formation o f long wavelength
collective modes [36], are not removed from this approach. We use rectangular
lattices in our simulations to help detect the 1-SDW states with long modulating
wavelengths, as discussed in Sec. 2.3.

2.3

Numerical Results
Various observables are com puted with the converged U H F wavefunction.

Two quantities examined throughout this chapter are the charge-density (CD) p (r)
and the spin-density (SD) s (r) defined as

p (r)

=

<nr t) + (n r i ),

( 2 . 10)

s (r)

=

(n r t) -

(2 . 11)

(n r i ).
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FIG. 2.1: Contour plots of CD (left) and SD (right) at half-filling and U = 4.0 on
a 16 x 16 lattice. CD is uniformly distributed at a density of 1. SD is AFM with
uniform amplitude.
We will also study the converged UHF eigenvalues A^p and m omentum distribution
n pa = (c^Cpcr), where cp<T is, as usual, defined by the Fourier transform of cr(T.
Figure 2.1 illustrates the behavior o f the reference system at h = 0, which is an
AFM state with constant p (r) = 1.
In Fig. 2.2, CD in the 16 x 16 reference system is plotted as holes are doped into
the lattice. As doping h is varied, holes tend to cluster and form different patterns.
These patterns have a strong /j-dependence, which is a result of strong finite-size
effects. Here the system is at an intermediate interaction strength of U = 4.0. As
the interaction becomes weaker, we find that the variations in the patterns become
larger and depend sensitively on © (not shown). This is similar to what is seen in
the UHF solution o f an electron gas [2].

FIG. 2.2: Contour plots of CD for a supercell of 16 x 16 at U = 4.0 as Nhoie is
increased. The finite-size effect is strong until the 1-CDW wavelength is decreased
sufficiently to fit into the simulation cell, as shown in the right bottom plot.
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FIG. 2.3: Contour plots of SD for a supercell of 32 x 32 at U = 3.0 as Nf loie
is increased. An 1-SDW exists when the density is such that the supercell size is
sufficient to accommodate the 1-SDW, as shown in the left top or the right bottom
plot.
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2.3.1

Linear spin-density wave (1-SDW) state

We first focus on low to moderate interacting strengths (U < half o f the band
width) and small doping (h < 0.1), and examine the properties o f the U HF solution
as a function of doping h, i.e., as the system moves away from half-filling (h =

0 ).

We will show that the UHF ground state at low and moderate U is a linear spindensity wave (1-SDW) along the [01] direction. Figure 2.3 shows the results from a
32 x 32 supercell. An 1-SDW is seen whenever the density is such that an 1-SDW
can be accommodated in the supercell. (The choice between x- and y-directions in
the broken-symmetry UHF state is o f course random. To help visualization in the
figures, we have selected the same direction, either by an initial bias or by rotating
the final result.) At incommensurate densities, strong finite-size effects are present,
where the pattern of the cluster is not scalable to the thermodynamic limit. An ex
ample is seen by comparing iVhoie = 16 in Fig. 2.2 (not long enough for one period
of SDW) and iVhole = 64 in Fig. 2.3: in both cases h = 1/16. Ahoie = 24 in Fig. 2.2
vs. iVh0ie = 96 in Fig. 2.3 is another (both have h = 3/32). The finite-size effects
will be further discussed below.
Although significantly larger lattice sizes are reached, the pattern variation
clearly indicates that care must be taken in a numerical calculation, and additional
ingredients are needed, in order to better approach the thermodynamic limit. We use
two additional ingredients in our numerical simulations: TABC and rectangular su
percells. To reduce the one-body finite-size effects, m ost of our results are averaged
over ~ 20 random 0 values. In plots showing ©-averaged results, the statistical
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FIG. 2.4: Contour plots of CD for systems of fixed N = Lx x L y = 32 x 32 =
16 x 64 = 8 x 128 = 1024 (from top to bottom) and fixed doping h = 3/32
(■Nhoie = 96) at U = 3.0. A stable 1-SDW solution emerges when the supercell is
commensurate. Note that only the accompanying CDW is shown here.
uncertainties from the twist angles are indicated by the error bars. The residual
(two-body) finite-size effects are reduced by the use o f rectangular supercells. This
allows us to study longer wavelength modes without increasing the computational
cost (compared to a square lattice of the same number of lattice sites, N .) Obvi
ously rectangular lattices break the symmetry between x- and ^-directions, and can
introduce an additional bias. To minimize the effect, we carry out calculations with
different supercells with varying aspect ratios to check consistency in the results.
An illustrative set of results is shown in Fig. 2.4. We adjust L x and L y while
keeping the size N = L x x L y = 32 x 32 fixed. An 1-SDW solution is seen in
a rectangular supercell whenever L y is sufficiently large to accomm odate a wave.
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FIG. 2.5: Contour plots of CD (left) and SD (right) vs. doping. The system is an
8 x 64 supercell at U = 2.0 with doping of h = 1/32, 2/32 and 3/32 (from left
to right). The wavelength of the 1-CDW is A ] _ c d w = 1/h and that of the 1-SDW
is A i _ s d w = 2 jh.
Note that the rectangular supercell does not bias the SDW in the y-direction (when
L y > L x). An 1-SDW is observed along the x-direction if Lx is com m ensurate with
the SDW wavelength. (An example o f this is in Fig. 2.6 below, where the solution
in the 20 x 36 lattice is two waves propagating along x-direction.)
From the results in Figs. 2.2 and 2.3, it is clear that the wavelengths o f the
1-SDW and 1-CDW vary with doping h. The results o f an

8

x 64 lattice with var

ious values of h are shown in Fig. 2.5. As can be seen, the wavelength o f the
1-CDW/SDW decreases with h. Unlike in Fig. 2.3, the lattice size in this case
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FIG. 2.6: Ground state energy per particle as a function of the aspect ratio for a
series of supercells with a fixed N — L x x L y = 720. Doping is at h = 0.1
and the interaction strength is U = 2.5. Results are averaged over 22 random ©
values; statistical error bars are shown, although some are too small to be seen. For
the supercells which can accommodate full 1-SDW/CDW, whose wavelengths are
determined by Eqs. (2.12), (2.13), the variational energy is consistent and lower.
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has been chosen so that L y is commensurate with the wavelength in each figure.
For example, there are exactly two CD waves at h = 1/32, giving a wavelength
of Ly/ 2 = 3 2 (= 1/ h ) . The wavelengths of SDW (right panel) are twice those of
CDW. W hen the doping is doubled or tripled, the num ber of waves being accomm o
dated changes accordingly, i.e. the wavelength shortens by 1/2 or 1/3, respectively.
The modulating wavelengths o f the 1-CDW and 1-SDW are thus given by

A i_ c d w ( ^ )

=

Ai-sdw (h)

—

7)

h

(2 .1 2 )

(2.13)

The wavelength relations are verified with many different choices of the aspect
ratio.
The variational energy of the U HF ground state is examined in Fig. 2.6. A
series of supercells are studied with a fixed N = L x x L y = 720 and h = 0.1,
while varying L x and L y. It is seen that, for all supercell choices commensurate
with the predicted wavelength, the energies are consistent and are lower. In sys
tems which are incommensurate and cannot accommodate the 1-SDW/CDW, the
resulting ground state energies from the U HF solution are higher, indicating the
frustration effect inthe variational solution because o f the finite size o f the super
cells. In Sec. 2.4, we willpresent an analysis showing why in general the 1-SDW is
favored at low U.
M ore lattice sizes at various dopings and interacting strengths are studied. The
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FIG. 2.7: 1-SDW amplitude as a function of U at various doping for several super
cells. At each data point, the result is averaged over 22 random © values and the
error bar is the statistical error. From left to right, the doping is increased. At a
fixed doping, different supercells give consistent results. The amplitude increases
with U beyond Uc and converges to a stripe or domain walls state (see Sec. 2.5).
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amplitudes of the 1-SDW in the obtained solution are summarized in Fig. 2.7. It can
be seen that at each fixed density, the 1-SDW amplitude decreases as U is decreased
and eventually vanishes, indicating the disappearance o f the broken-symm etry UHF
solution at a critical interaction strength Uc. Below Uc only a RHF solution exists.
The critical value Uc appears to decrease with h and approaches 0 at zero doping.
This is consistent with the situation at half-filling (h = 0), where the Fermi surface
(FS) is an open shell and a UH F state can be formed by ‘pairing’ [2] across it with
no cost to the kinetic energy. For a fixed U, the amplitude of the 1-SDW decreases
with doping (as does the wavelength).
The amplitude fluctuation is the strongest near Uc, indicated by large statistical
errors, and decreases as U is increased. This can be understood from the mechanism
for the 1-SDW states in the U HF solution. The 1-SDW state is formed by ‘pairing’
or nesting of electrons near the FS [37] (see also Sec. 2.4). A t low U, the UHF
solution only contains a small num ber of excitations [2, 37] to plane-wave states
immediately beyond the FS. In a finite-sized system, how well the desired pairing
can be achieved depends sensitively on the particular topology o f momentum space
grid, and the results therefore show more fluctuation with respect to N or © . Thus
the 1-SDW amplitude is small around Uc, and sensitive to the boundary conditions,
giving relatively large statistical error bars. A t larger U, there are more excitations
above the FS, and the plane-wave states necessary for pairing becom e available
independent of © , so less fluctuation is seen.
The picture we described above is supported by the UHF band structure and

momentum distribution shown in Fig. 2.8. In the figure, we plot the UHF eigen
values A|P (shifted by the mean-field background U ( n ^ ) (nT4.)/2 ) for a series o f U.
Each Atp is identified with a wavevector p by the maximum plane-wave component
in the corresponding wavefunction, i.e., according to the magnitude o f |( p | 0 tp)lThe corresponding momentum distribution is also shown. Results are the same for
a = t and I and are only shown for spin-f electrons. We will omit the cr-index
below unless it is necessary. At small U values (U < 1/4 o f the bandwidth), the
deviation of n pt from the non-interacting (or RHF) result is not drastic. We see
that, as U exceeds Uc, a gap opens up in the band structure. Only a small num ber of
states, |p ), near the FS participate in the formation o f the broken-symmetry state.
As U is increased, there are more excitations and more states becom ing involved. In
Sec. 2.4.3, we discuss the mechanism in further detail, and show how it is described
by a simple pairing model at low U.
As seen from Fig. 2.7, once the interaction strength is above the immediate
vicinity of Uc, the finite-size effect becomes minimal in the system sizes we have
studied. The wavelength and amplitude of the 1-SDW (CDW) do not change with
the supercell size. Larger supercells give essentially identical results with the SDW
replicated to fill the (commensurate) supercell.
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FIG. 2.8: UHF eigenvalues Aap vs. momentum p (top) and corresponding mo
mentum distribution (bottom). Both quantities are plotted along symmetry lines
in momentum space, as depicted in the inset. The system is a 16 x 48 supercell
with doping of h — 1/24 for a series of U. In the top, the RHF (non-interacting)
band-structure is also shown for comparison.
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y
FIG. 2.9: CD (top) and SD (bottom) along y-direction vs. U. The system being
studied is an 8x64 supercell with doping of 1/32 at U = 1.0,1.3,1.5,2.0,4.0.
Each curve is a ID cut in which the linear wave propagates. Beyond Uc, the 1CDW and 1-SDW amplitudes increase with U and the ground state ends up in an
1-stripes state. The CDW amplitude is much weaker than that of the SDW.
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FIG. 2.10: Maximum and minimum of the CD and SDW amplitude for
supercell with doping of 1/16.
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2.3.2

Diagonal spin-density wave (d-SDW), linear and diagonal
stripe (1/d-stripes) states

As the interaction strength U is further increased, the UHF ground state changes
character. Figure 2.9 shows the CD and SD along the y-direction, along which the
linear wave propagates. Above Uc, the amplitude of the 1-SDW (and CDW ) grows
with U. As U is further increased, the CD reaches 1 and starts saturating, creating
deeper density valleys at the nodes o f the 1-SDW. The maximum and m inim um of
CD and the 1-SDW amplitude as a function o f U are plotted in Fig. 2.10 to fur
ther illustrate this. As discussed in Sec. 2.3.1, CD/SD orders are developed beyond
U ~ 1.5. The 1-SDW amplitude is much greater than that of the 1-CDW. The CD
maximum saturates at

1

above U ~ 2.5, indicating the formation o f a linear stripe

(1-stripes) state. The stripe or domain wall states differ from the SDW state be
cause of CD saturation, forming hole-free domains that separate regions in which
the holes are localized. The SDW state, in contrast, is a wave state in which the CD
spatially oscillates but does not reach 1 , and the holes are delocalized.
Thus at low dopings (high densities, h < 0.1), the 1-SDW state turns into an
1-stripes state as U is increased, with the 1-stripes along the same direction (x- or
y-) and having the same characteristic wavelength. W hen U is further increased the
solution changes orientation, turning into a stripes state with modulation along the
[11 ]-direction, a diagonal stripes (d-stripes) state.
A t somewhat larger doping (0.1 < h < 0.3), the evolution o f the 1-SDW
state with U is different. The SDW state changes its modulation direction from the
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FIG. 2.11: Contour plots of CD (top) and SD (bottom) vs. interacting strengths.
The system being studied is a 36 x 36 supercell with doping of h — 1/6 at U = 4.0,
5.0 and 9.0 (from left to right), representing 1-SDW, d-SDW and d-stripes state
respectively.
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[10]-direction to diagonal. (d-SDW has been discussed in Ref. [30], for example.)
Figure 2.11 shows an example for doping o f h — 1/6. We see that the modulating
wave changes direction from [10] at U = 4.0 to [11] at U = 5.0, and the d-SDW
saturates to become a d-stripes state at U = 9.0.
We have scanned different parameter combinations to map out the sequence
of the evolution o f the UHF ground state. In Sec. 2.5, a phase diagram is sketched
to summarize the properties of the UHF ground state in the part of the phase space
on which we have focused. The difference in the pairing mechanism o f the d-SDW
state from that of the 1-SDW state is briefly discussed in Sec. 2.4.4.

2.4

Analytic Calculations
In this section we present a phenomenological model of the 1-SDW state at low

U and small h. The model will help explain the numerical findings and provide a
simple physical picture that captures the basic features of the exact U HF solutions
in this parameter regime. The numerical studies are independent of the analysis
here, but together they will give a more complete description o f the UHF states.
Below we first discuss the basic pairing model [2, 37], then carry out calculations
in detail in the limit of small U and h for the 1-SDW state, which is the focus of
the present work. Some quantitative comparisons and validations o f the pairing
analysis are then presented, using the numerical data from calculations presented in
Sec. 2.3.1. We then briefly discuss the mechanism for d-SDW and d-stripes orders
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at higher U.

2.4.1

Pairing model

At low U, the region of interest in momentum space is the im m ediate vicinity
of the FS, where pairing effects of electrons determ ine the nature o f the U HF so
lution. (Often the effect has been discussed in the context o f nesting. We refer to
the mechanism as pairing since, although nesting greatly facilitates pairing in the
Hubbard model, itis not required for the pairing mechanism to be realized, as seen
in the electron gas[2].) In the fully filled region inside the FS, the electron density
is uniform,
N
n Pa(p) = n <7 = — .

(2.14)

We first specify the pairing mechanism [2] more explicitly. Recall that the
non-interacting energy for the state |p) is

ep = —2(cos px + cos py).

The plane-wave state is |p ) =

(2.15)

r , with r = (x , y ), where x and y are integer

coordinates denoting lattice sites. Consider a pair of sp in -t and spin-4, electrons in
a p state, where ep < eF, with eF the Fermi energy. In the pairing model [2], this
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FIG. 2. 12: Illustration of the pairing model at small U and h. The half-filling FS
is the large diamond (red dashed). The non-interacting FS at low doping remains
approximately the shape of a diamond (blue solid). AFM order arises from qo,
the pairing vector across the half-filling FS. The pairing vector is q across the
doped FS. The difference between qo and q, Aq, determines the characteristic
modulating wavelength of the 1-SDW.
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pair is made to partially occupy a p ' state:

t)

=

U p |p ) + v P|p')»

I)

=

Mp|p) - V p |p ') ,

(2.16)

where |mp |2 + |t;p |2 = 1. This pair gives the following contribution to the local
density in real space

n t (r, p )

=

(1

™l( r , p )

=

— ( l -

+

2 |« pr;p |

cos[(p' - p) • r]),

2 |wpr;p |c o s[(p /

-p )-r]).

(2.17)
(2.18)

And an SDW state will result from the state in Eq. (2.16), with local spin

s ( r ,p )

=

n t ( r ,p ) - n 4 ( r ,p )

=

4
— |« pwp | - c o s ^ p '- p ) - r ] .

(2.19)

The SDW state lowers the interaction energy contribution o f the pair com pared to
the non-interacting solution (i.e., the solution when vp — 0 ) by the amount:

Aev (p) =

n t ( r >P) n i ( r >P)
U

( 2 .20 )

If we have multiple pairs each formed as in Eq. (2.16), the change in interaction

energy follows the same relation:

4

4

r

X ! s (r ’P)
r

(2 .2 1 )

L P

where the sum over p is over all pairing plane waves (one of the four sides is
illustrated by striped areas in Fig. 2.12).
A t half-filling, the shell at the Fermi level, i.e. on the border of the diamond,
is open, with the number of degenerate p states equal to twice the num ber o f sp in -t
(or spin-4-) electrons that need to be accommodated. Pairing can be achieved by
choosing p ' — p = q 0 =

(n, it),

i.e. having electrons occupy two states in the

open shell across the FS. This is perfect nesting and the SDW form ed has perfect
AFM order. Because pairing occurs in the open shell at the FS, the reduction in
interaction energy from the SDW has no penalty, i.e. no increase in the kinetic
energy.

2.4.2

The linear spin-density wave state

We next consider the case o f low U, slightly doped (U <C bandwidth), to
help understand the mechanism o f the 1-SDW state. As the FS shrinks with small
doping, we assume that it remains approximately the shape o f a diamond. The
distance between the FS at half-filling and the doped FS is determ ined by
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As the interaction is turned on, it can becom e advantageous for some o f the
electrons near the FS to be partially excited. Partially occupied states around the FS
can then allow pairing across the FS, which causes a correlation between electrons
o f opposite spins to generate an SDW. The presence of the SDW will lower the
interaction energy. However, in this more general case there will also be an increase
in the kinetic energy. W hen the lowering o f the interaction energy surpasses the
increase in kinetic energy, an overall lower energy state is found com pared to the
free-electron (or RHF) solution.
We first determine the kinetic energy change. A t low U, pairing occurs near
the FS. Electrons from a small region immediately inside the FS are excited. As a
crude model [2, 37], we assume that a fraction / of the electrons within a distance
6 o f the FS are excited, as illustrated by the horizontally striped region in Fig. 2.12.
The excited electrons occupy the region (vertically striped) im mediately above the
FS, also of thickness ~ 5. We take u p and v p in the pairing state in Eq. (2.16) to be
independent of p : u p — u and v p — v. Thus the vertically striped area has uniform
density, and / = \v\2 . An upper bound to the kinetic energy increase due to this
process is easily estimated. It is, for each excited electron, given by:

AeK(p) = Vp6p • Ap,

(2.23)
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where A p = 5 (1 , l) \ /2 / 2 . The total kinetic energy increase is then

A £k

8

fnaJ

N62
8

/

A £ k ( p )

1

dS

+ cos —

,

(2.24)

where S in the integral is over the horizontally striped area inside the FS, and the
factor o f

8

accounts for the 4 sides and 2 spin species.

We now determine the interaction energy change, and show that the optimal
SDW is along the y- or x-direction. From Eq. (2.21) we see that the maximum
reduction is achieved by maximizing the quantity
2

(2.25)

where the sum over q is over all pairing states, with q = p ' — p . This is realized if
all the electron pairs line up their pairing vectors. There are two groups o f pairing
states, corresponding to the two diagonal directions. Within each group, the optimal
choice is for all pairs to have one common pairing wavevector q. Let us denote
the pairing wavevectors along [11] and [—11 ] by q and q', respectively, and write:
q = ( 7r, 7r) - A q and q ' = (—7r, 7r) — A q '. We then obtain:

r

N + $ > o s[(A q

A q ') • r]

r

+ cos[(A q — A q ') • r]).

(2.26)

The maximum is achieved in Eq. (2.26) when A q = ± A q '. This occurs when q
and q ' are such that the SDW modulation from the two groups o f pairing states are
the same, leading to a positive ‘interference’ between them. The direction o f the
modulating wavevector must be along [01] (or [10]). The magnitude is given by

|A q | = 2 \/2 d = fnv,

(2.27)

as illustrated in Fig. 2.12. This leads to the following total reduction in interaction
energy:
(2.28)
Thus the lowest energy state is an 1-SDW with broken x -y symmetry, with the
modulation along either the x - or the y-direction. T he modulating wavelength is
Ai-sdw =

2 (h,

consistent with our numerical result.

To reach an SDW state o f lower energy than the non-interacting solution, the
condition

|AEv| > !A £k|

(2.29)

must be satisfied. From Eqs. (2.24) and (2.28), we obtain

(2.30)

Taking |it| ~ 1 on the left-hand side, we obtain a rough estimate to the critical value
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FIG. 2.13: Absolute values of kinetic energy gained and interaction energy lost in
the pairing model. On the left the energies are plotted as a function of h for several
values of U. On the right, Uc is plotted vs. h.
which U must exceed:
1 + COS

Uc =

(2.31)

The absolute value of the kinetic and interaction energy changes in Eqs. (2.24)
and (2.28) are plotted vs. h in the left panel in Fig. 2.13. A E k is independent of
U, while A E y is proportional to U, for which several curves are plotted for various
values of U. It is seen that a critical value o f U exists for doped system (h ^

0 ).

Above Uc, the two curves cross at a critical h c, below which the broken-symmetry
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FIG. 2.14: Energy plot of the modification to the RHF band structure in the UHF
solution, for a sequence of U values in the 1-SDW regime. Shown are the values
A<rP —€p vs. p, where ep is given in Eq. (2.15). The system is a 16 x 48 supercell
with doping of h = 1/24.
1-SDW state exists. As U increases, the point of crossing, h c, moves to the right.
Equivalently, the critical Uc decreases as doping is reduced. In the right panel the
curve of Uc vs. h is plotted to illustrate this.

2.4.3

Comparison with numerical results

The simple model and analysis above capture m ost of the properties o f the ex
act UHF ground state at low U and small h. It gives the correct 1-SDW modulating
wavelength, and explains the existence of Uc and how it varies with doping. Be
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cause of the crudeness o f the model, the values of Uc and other quantitative features
are not very accurate compared to the exact numerical results in Sec. 2.3.1. Larger
discrepancies can be expected further away from its domain o f validity, namely
small doping and modest interaction (although it also incorrectly predicts Uc = 4
as h —> 0 ).
The model considers only pairing o f two electrons, so CDW is excluded. This
is consistent with the numerical result that at low U, CDW is much weaker than
SDW order. The exact UHF solution will necessarily involve m ore electrons in the
pairing [2], which will lead to a larger energy lowering | A E y \ (and thus lower Uc)
and will result in CDW, as observed in the numerical results.
Figure 2.14 shows the modification to the RHF band structure in the UHF
solution as a function of interaction strength. The difference between the UHF
eigenvalue A^p and the RHF spectrum ep in Eq. (2.15) is plotted for all momentum
values p. As discussed in Fig. 2.8, the eigenvalue ACTp is identified with the m om en
tum p with which the corresponding eigenstate has the maximum overlap. We see
that, just above Uc, a small fraction of the states on the FS are involved in pairing,
which creates a small energy lowering that leads to the UHF solution. The plot is
for a single twist angle. In a finite system, the shift in momentum space from the
twist creates a small asymmetry between each pair o f surfaces diagonally across.
At small U > Uc, this is reflected in the solution as an asymmetry in the gaps on
the two surfaces. As U increases, excitation spans a wider region at the FS, and the
gap structure from pairing becomes more pronounced.

FIG. 2.15: Density plots of A n(p), the momentum distribution difference from
RHF solution (left) and its correlation A n (p )A n (p ') (right). The system is a
16 x 24 suppercell with doping of 1/12 at U = 3.0. Negative peaks at (± tt, ±(7r —
7r/12)) in the correlation result from the pairing.
The momentum distribution from a numerical UHF solution at h = 1/12 is
shown in Fig. 2.15. The left panel plots n (p ) minus the non-interacting value
n 0(p): A n (p ) — n (p ) — n 0 (p ). Electrons are excited from the darker area to
the lighter. The right panel shows the two-point correlation function from the left
panel: A n (p )A n ( p ') vs. (p — p '). Negative peaks are seen at (±7r, ± ( 7r — 7r/12))
on the right, which result from the pairing between the negative ju st inside the
FS (where electrons are excited from) and the positive immediately above the FS
(where electrons are excited to) in the left panel. The position of the negative peaks
indicates a pairing vector of A q = (0, hn), consistent with the pairing vector in the
analytical model.
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2.4.4

Diagonal spin-density wave states

As mentioned before, diagonal m odulations lose the interference between [11]
and [—11], so a diagonal (or any orientation other than [10] and [01]) SDW is not
the solution at small h and moderate U. This does not exclude it as a solution as
we move away from this parameter regime, w hen the distortion to the FS becomes
more severe.
This situation happens when the doped FS is deformed sufficiently away from
the half-filling shape of a diamond and the area of excitation becomes sufficiently
large to reach the half-filling FS. The number o f pairs that could participate in the
‘interference’ of the 1-SDW is decreased, because the FS no longer has the shape of
a diamond. Eventually it becomes energetically more favorable to have the FS be
longer in one diagonal direction than the other, i.e., to break the four-fold rotational
symmetry. As illustrated in Fig. 2.16, it is then possible to create two different
types of pairing states along the two diagonal directions, such that they share a
common modulating wavevector along one diagonal direction: A q = A q '. The
two groups o f pairs will achieve interference, similar to the case o f 1-SDW. As
in Sec. 2.4, the pairing vector is determined by h, giving A q = (tin, tin), which
gives rise to an SDW with modulating wave along [1 Indirection, and o f wavelength
Ad-SDW = y/2/h. The corresponding wavelength for d-CDW is l / y / 2 h . This is
consistent with the numerical results in Sec. 2.3.2.

FIG. 2.16: Illustration of the pairing scheme for d-SDW order. The left panel shows
n(p) and the right panel A n(p), the difference from the non-interacting solution.
The momentum distribution is actual numerical data from a system of 36 x 36 with
doping of 1/6 at U — 5.0. Electrons are excited from the FS across the (—n, iin
direction to the FS across the other direction (n, it), such that the FS along the
latter reaches the half-filling FS. This enables two groups of pairings to maintain
interference, with A q = A q', to lower the energy.

2.5

Discussion
We can now place our 2D results in the context o f an FIF phase diagram for

the Hubbard model. Our numerical calculations have focused on small and inter
mediate dopings (h from 0 to ~ 0.3), and small to moderate interactions (U from
0

to ~

10 ),

because of possible connections with the many-body ground state at

moderate interacting strengths. The analytic calculations are for small h and low
U, where our pairing model captures the physics in the HF framework. O ur nu
merical results are sufficiently detailed such that we could determ ine some phase
boundaries as shown in Fig. 2.17. We fitted the numerical locations for the phase
transition or crossover using power functions, except for the AFM to FM transition
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FIG. 2.17: Phase diagram of the ground state of the 2D Hubbard model from UHF.
The phase boundaries are determined by fitting our numerical results, and are
meant only as rough guidelines. Solid lines separate the antiferromagnetic (AFM)
insulator phase from the paramagnetic (PM) metal phase and the ferromagnetic
(FM) phase. Within the AFM phase, the different regions include: 1-SDW (SDW
state with a linear modulation along [10]-direction); 1-stripes (density saturation
to 1, with linear modulation along the [10]-direction); d-SDW (SDW state with a
modulating along the diagonal [11]-direction); d-stripes (density saturation to 1,
with diagonal modulation). The black dotted line gives the theoretical estimate
(Stoner criterion) for the transition from the RHF solution (PM) to FM.
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which was fitted by an exponential. B ecause o f the limited num ber o f data points
and the finite resolution with which the transition was scanned, there are significant
uncertainties in the fits, o f several line widths or larger. The phase boundaries are
thus only meant as rough guides.
A t half-filling, the UHF solution is an AFM state. Upon doping, there is a
phase boundary Uc(h), shown as the blue line in Fig. 2.17, below which is the PM
metal phase. Above Uc(h ) is an AFM insulator region where a rich set of subregions exhibit different characters, including the 1-SDW states we have focused on
in this work; we describe this region in further detail below. Above the AFM phase
is an FM phase. Our numerical UHF calculations show that the FM state has lower
energy above the green solid line. The RHF approach, naturally, predicts an earlier
transition to FM. This is the theoretical phase boundary from Stoner criterion, and
is shown as the black dotted line. Recall that w e have excluded spiral SDWs. As we
discussed, this is not the ground state at low U (see also Refs. [27, 31 ]). However,
at large U, spiral orders can become more favorable deep in the d-stripes region.
Between the PM and FM phases is the AFM phase. In this region, at low
and intermediate U, we see an 1-SDW state with a long wavelength modulation
along the [10]-direction; a weaker CDW accompanies the SDW. Near half-filling,
as U is increased the 1-SDW state evolves into a 1-stripes state which shares the
same characteristic wavevector as the 1-SDW, but whose CD saturates to 1 in re
gions separated by ‘stripes’ anchored by the nodal positions defined by the SDW.
The holes are localized in these stripes. This is consistent with the observation in
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Ref. [30] of SDW deforming into domain walls with increasing U. The transition
from delocalized holes (such as the 1-SDW state) to localized holes is denoted by
the red dashed line in Fig. 2.17. As we move further away from half-filling, the
1-SDW at lower interaction changes its direction o f modulation as U is increased.
This forms a d-SDW state. The transition from a state with modulation along the
[10]-direction to one with diagonal m odulation is denoted by the cyan dot-dashed
line. We see that the two dash lines cross each other. A t low doping (h < 0.1), the
system reaches an 1-stripes state first before changing the direction o f modulation to
a d-stripes state. A t higher doping, the order is reversed. The 1-SDW first changes
into a d-SDW state. As U is further increased, density saturation appears, and holes
become localized in a d-stripes state.
It is important to keep in mind that the results w e have discussed and the phase
diagram above are for HF theory. For strong interactions in particular, the H F results
are expected to be severely biased and correlation effects can fundamentally change
the nature o f the many-body state. For example, the FM phase was shown not to
exist at low density (h > 0.5) in the 3D Hubbard model [38].
The present work was in part motivated by a recent quantum M onte Carlo
(QMC) calculation [36] which indicated that the ground state of the 2D Hubbard
model has a long wavelength SDW collective mode. Upon doping, the AFM or
der at half-filling was found to evolve into an SDW state with a long wavelength
modulation which has essentially a constant charge-charge correlation at low to
intermediate interacting strengths. Given that the U H F solution is qualitatively cor
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rect at half-filling, it was natural to ask to what extent the U HF solution contains
any o f these features upon doping.
We see from the numerical results in this work that the U H F solution appears
to qualitatively capture the basic features of the magnetic correlations in the ground
state upon doping, as it does at half-filling. O f course the U HF solution gives a
static modulated SDW, while the many-body ground state in the QM C preserves
translational invariance and the SDW correlation is only seen in the correlation
functions [36]. This is similar to the situation at half-filling.
In the U HF solution, the tendency for the holes to localize is much overes
timated. This was part of the reason to focus on low U in the present study. A
CDW correlation almost always accompanies the SDW in the U HF solution, and
holes appear to localize (leading to domain walls or stripes) at U ~ 4. In con
trast, holes remain delocalized (wave-like) in the many-body solution [36], with
essentially constant charge-charge correlation, until the strong interaction regime
(U > 10). It is an interesting question whether diagonal order, which is present in
the HF solution at larger U, is present in the true many-body ground state.
The U HF solution thus provides a useful starting point for understanding the
magnetic and charge correlations in the ground state o f the H ubbard model at inter
mediate interactions. In addition, the ability to reliably determine the true UHF
ground state numerically could prove valuable in QMC calculations, which of
ten require a trial wavefunction and where the quantitative correctness o f the trial
wavefunction can make a significant difference. Although the physics in the UHF
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solution is sensitive to the particular many-body Hamiltonian, the basic approach
we have used and the basic ideas of the analytic calculations are general (see also
Ref. [2]) and can be expected to find applications in other many-fermion systems.

2.6

Conclusion
In summary, we have perform ed exact numerical calculations for the UHF

ground state of the Hubbard model systematically for a wide range o f lattice sizes,
initial conditions, doping and interaction strengths. Special care has been taken to
reduce finite-size effects in order to obtain the solution at the thermodynamic limit.
These results allow us to map out the magnetic phase diagram for regimes most
relevant in modeling condensed matter systems.
A broken-symmetry UHF solution exists above a critical Uc, whose value in
creases with doping. Above Uc(h), the ground state is a static 1-SDW/CDW, with a
modulation whose wavelength is inversely proportional to doping at small h. The
amplitude o f the SDW/CDW decreases with h and increases with U . At low U,
the SDW amplitude is much stronger than that o f the accompanying CDW, and the
holes are essentially delocalized. For larger U, the SDW and CDW amplitudes
become more comparable. At small doping, the solution turns into the 1-stripes
state with the same characteristic modulating wavevector and holes localized at the
nodal positions, before eventually entering the d-stripes state. A t larger doping, the
1-SDW state first turns into the d-SDW state before eventually entering the d-stripes
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state at larger interactions.
We have also presented an analytic theory to explain the mechanism for the
formation of the SDW state. The model provides a conceptual understanding o f the
physics of SDW which can be applied in systems beyond the 2D Hubbard model.
Comparison with recent QMC results shows that the UHF solution captures the
magnetic correlations in the true many-body ground state at interm ediate interac
tions.

CHAPTER 3
Magnetic Order and Dimensional
Crossover in Optical Lattices
3.1

Introduction
Over the past several years, optical lattices have become an increasingly pow

erful tool for emulating many systems in condensed matter physics [6-9]. An opti
cal lattice can provide exceptionally clean access to a variety o f model many-body
Hamiltonians in which parameters can be systematically tuned and controlled. Thus
they make possible quantitative experimental study o f the properties o f interacting
electron models, which have proven extremely challenging for analytic and num eri
cal approaches alone. The com bination o f these approaches presents unprecedented
opportunities for improving our understanding of interacting electron systems, by
testing theoretical concepts and increasing the accuracy and predictive power of
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numerical approaches via comparison with experiment.
The one-band Hubbard model is one of the m ost fundamental models in con
densed matter physics. It has been widely studied in two dimentions (2D) [3, 12,
14, 17, 19-21, 25-27, 29-31, 36, 39, 40], because o f its potential relevance to the
Cu-O plane in cuprate superconductors.

For the three-dimensional (3D) Hubbard

model, however, considerably less is known. With optical lattices, the 3D H ub
bard model will be easily accessible and a natural starting point. A particularly
interesting approach offered by optical lattices lies in the possibility o f tuning the
hopping parameter along one direction, t±, thereby allowing a systematic study of
the evolution of properties as the system crosses over from 2D to 3D.
Magnetic properties are fundamentally im portant in their own right. They are
also key to the understanding o f superconductivity and possibly other exotic phases.
As lower and lower temperatures are achieved in optical lattices, magnetic phase
transitions are expected to be among the first ones that experiments can probe. Apart
from half-filling (one electron per site), which displays uniform antiferrom agnetism
(AFM) and insulating behavior, the magnetic properties in the 3D Hubbard model
are not well characterized, even at the mean-field level. Less is known about the
crossover systems as £x is tuned.
In this work, we study the magnetic properties in the ground states o f the
3D Hubbard model and in the crossover regime. We show that the system has a
tendency to form a unidirectional spin-density wave (SDW) state with AFM order
and a modulating wave along either the [001 ]- (at low U f t ) or the [ 11 1]-direction (at
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higher U/t). Using mean field theory, we systematically investigate the evolution
of the SDW wavelength and various ground state properties as U, h and t _L vary.
Despite the simple nature of the mean field approach, the determ ination o f the
correct equilibrium properties o f these seemingly simple, homogeneous systems
has not been straightforward [2, 3]. The true mean-field ground state often has
broken-symmetry order which is difficult to identify. The challenge lies in finding
the global minimum solution to the general non-linear equations involved, finitesize effects and difficulties in reaching the thermodynamic limit. Because the cor
rect shape and the size of the unit cell or cluster that produces the global minimum
solution depend on the very nature of the unknown long wavelength correlation in
the inhomogeneous ground state, choice o f a unit cell or cluster which is not com 
mensurate with the ground state returns solutions that are different local minima, or
worse yet, solutions that become unstable upon further relaxation in a larger cluster.
Needless to say this difficulty also plagues other more sophisticated approaches to
a large degree.
Ultimately this issue can only be resolved by moving to larger and larger sim
ulation clusters and gaining insights from the evolution of the corresponding so
lutions. This line of attack has becom e increasingly possible due to the dramatic
increase in computing power and continuous algorithmic progress. In this work, we
employ these improvements to identify the true mean-field ground states. We also
show how the numerical results can be rationalized in depth, by considering the
pairing o f spins based on nesting and deformation o f the Fermi surface (FS). De
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tailed comparisons are made between the direct numerical solutions and the pairing
model predictions. The excellent agreement helps to provide a simple, predictive
model for the properties of SDW state.
The mean field approach is often the starting point in the study of an interacting
many-electron system such as the H ubbard model. Although the mean-field approx
imation can lead to significant errors, it very often provides insights into qualitative
and sometimes quantitative aspects of the behavior of many-body systems in con
densed matter and quantum chemistry. As such, it is of fundamental importance
to determine and understand the true ground state as given by the mean-field ap
proach. Moreover, comparisons with quantum M onte Carlo results [36] has shown
[3] that the unrestricted Hartree-Fock (UHF) solution captures the basic physics of
SDW states at intermediate interaction strengths, and provides a good qualitative
(or even quantitative in some aspects) description o f the magnetic correlations in
the true ground state in 2D. It is reasonable to expect a similar level of accuracy for
the 3D and crossover systems studied here. We will limit our study to the regime
of U < 6 1. (Obviously, in the large U limit, this form o f the mean-field approxim a
tion will become increasingly inadequate. It cannot be expected to capture possible
instabilities such as superconductivity which would be the result o f more complex
correlation effects in the Hubbard model.) The numerical results presented in this
work will provide some quantitative guidance to many-body approaches and to ex
perimental studies o f the magnetic order. D irect comparison with and validation
from experiment will eventually establish an intuitive conceptual framework for
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understanding the SDW states.
The remainder of this chapter is organized as follows. In Sec. 3.2, we intro
duce the Hamiltonian, and briefly outline some of its basic properties to facilitate
the ensuing discussion. In Sec. 3.3, we summarize the strategies used to solve the
mean field equations. Results for 3D model are presented in Sec. 3.4, first the
numerical results on the [100] order and then the [11 l]-order at higher U, together
with the analytic pairing model and comparison with numerical results. The dim en
sional crossover results are then presented in Sec. 3.5, again with the discussion of
the pairing model to provide a simple framework for understanding the numerical
results. We conclude in Sec. 3.6.

3.2

Background
Given the content of this chapter, it is m ost convenient to define the 3D H ub

bard Hamiltonian as a stack of square-lattice planes with planes and sites within a
plane labeled by

2

and r respectively. With this convention the Hubbard Ham ilto

nian reads

n
( rr' ), z, a

r,(zz'),o

(3.1)
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where the operator cj2(r (cr2<7) creates (annihilates) an electron with spin a (a = t , 4 )
at site (r, z), n rza is the corresponding num ber operator, t is the hopping amplitude
between nearest neighbor sites within a plane (denoted by (rr') in the summation),
t j _ is the inter-plane hopping amplitude between nearest layer o f planes (denoted by
{zz') in the summation) and U > 0 is the onsite interacting strength. Throughout
this work, energy is quoted in units of t and we set t = 1. The Hamiltonian (3.1)
describes the 3D cubic Hubbard model when t± = 1, the crossover between the
square and cubic lattices when 0 < t j _ < 1 and essentially a stack o f decoupled 2D
Hubbard planes when t± = 0. We work with the unpolarized system, i.e.

— n±,

so the nature o f the ground state is characterized by three parameters, namely, the
inter-plane hopping amplitude t±, the on-site repulsion U and the doping (hole
density)
h = 1 - (n t + n j .

(3.2)

The particle-hole transformation, c\a —» (—1 )Xi+Vi+Zici(J, maps the h < 0 sector
into the h >

0

regardless of the value o f t± or U and therefore we confine our study

to the region of h >

0.

At half-filing, i.e. h = 0, the system is particle-hole symmetric, a fact that
bears profound consequences on the physics o f the system. To see this, recall that
the kinetic energy o f a particle with wave-vector k is given by

fk = - - 2 ( c o s kx + c o s ky + t ± c o s k z).

(3.3)
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t± = 0

t ± = 0.5

t± = 1

FIG. 3.1: Non-interacting half-filling FS from different view angles, 3D default
(top), along [010] (middle), along [1 1 -1] (bottom), at t± = 0,0.5,1 (from left to
right). Note that only 1/8 of each FS is shown in the bottom row. Perfect nesting
across the FS via Q = (± 7 r, ± 7 r, ± 7 r ) holds for any t± at half-filling.

62

In the absence of interaction half-filling pins the FS at ek = 0. If k lies on such
a surface, so does k

-F ( ± 7 r , ± 7r, ± 7 r ) .

between k z and kx or ky for any t x ^
symmetry wave-vector Q =

Despite the fact that there is no symmetry
1,

perfect nesting o f the FS via the high

(± 7 r, ± 7 r, ± 7 r)

remains. This suggests the existence of

an AFM ordered ground state for any t x ^ 0 and arbitrary small U values when
h =

0.

Non-interacting Half-filling FS from different view angles at a few t± values
are shown in Fig. 3.1 to provide some insights into the evolution o f the half-filling
FS. Because the 2D limit of the FS has no dependence on kz, any wave-vector of
the form

(± 7 r, ± 7 r,

q) is perfectly nested on it. Such arbitrariness of q is reflected

in the complete lack of correlation between planes. W hile, as the figure shows, the
FS smoothly evolves from the 2D lim it upon the increase o f t±, the large nesting
degeneracy is abruptly interrupted as soon as t x

7^

0 and Q =

( ± 7r , ± 7 r , ± 7 r )

remains to be the only viable nesting. The middle and bottom rows illustrate how
the projection of the FS along [100] and [111] directions evolve as t x varies. As
we shall see in Sec. 3.4 and 3.5, the area of the projected FS greatly determ ines the
character o f the SDW in the proximity o f h = 0.

3.3

Method
The following mean field formalism in real space is used in this work. A

cluster of N sites is defined by three vectors, L 1? L 2 and L3, whose com ponents are
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integers. Cluster Bloch states are then introduced as

(3.4)

(k) oc ^ 2 cj+h exp [*k • L ] ,
L

where L are vectors o f the form L = rijL j + n 2L 2 + n 3L 3, k is a reciprocal lattice
vector that is free to vary within the first Brillouin zone defined by the L ;’s and j
labels sites inside the cluster. Using these states, the mean field Ham iltonian can be
decoupled into a sum of k-dependent pieces, H 0 = Y l k # o (k ), with each piece of
the form

[ct c ,]T
§+

(3.5)

H ^k-G )

where c t (c ;) represents an array (row) o f operators ci1-(k) (cq.(k — G )) with index
i running over the N sites of the cluster. A non-zero value o f G causes the spin
density at j and j + L* to be related via rotation by G • L, around the z-axis; on the
other hand, charge density and spin density along z-axis obey periodic boundary
conditions independently of the value o f G . HI and § * arc N x N matrices with
elements

(3.6)

where

k ) = ]C L exp(zk ■L)£tJ+L, and D in, S f and n are determ ined by the

requirement that the Free energy F = ( H ) 0 — T S 0 is a minimum for the targeted

64

average density n — n t + n±. This amounts to the following self-consistency (gap)
equations

(3.7)

To locate the ground state we proceed with two complementary approaches. In
the first we select the IV s so that they span a large supercell containing on the order
o f 5000 sites, apply twisted boundary condition [33] o f a single randomly selected
fc-point, start the iterative process with various initial states including random ones
and perform multiple annealing cycles: in each cycle a random perturbation (whose
strength can be controlled) is applied to a converged solution and the self-consistent
process is repeated. Once an understanding of the character o f the ground state is
gained, we target the specific family o f SDW compatible with the results o f the
random search by applying certain periodic boundary conditions and initial states.
For instance, the random search finds a unidirectional SDW at small U values with
wave-vector along the [100] direction. We then choose a cluster o f L i = (L, 0 ,0 ),
L 2 = ( 0 , 1 , 0 ) and L 3 = (0 ,0 ,1 ) with G = 7r( (—1)l+21, 1 , 1), where I is the number
of oscillations o f the order parameter, chosen to be an integer or half an integer. For
a given set of the three parameters of the model, L is finely scanned (with L on
the order of 50 and step size of 1) until the minim um of energy is found. A large
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number of /c-points is used (on the order of

100

in the two short directions and a

few in the other) so that the character and properties o f the targeted states can be
accurately determined. This approach allows us to study different form of SDW and
long wavelength modes without increasing the computational cost. Comparison of
energies among several families o f SDW is made and solutions are checked against
different initial states and annealing procedures using the first approach on a large
supercell that is commensurate with the wavelength yielding lowest energies, to
confirm the ground state.
Various observables are computed for the converged solutions. Two quantities
examined throughout this chapter are the local charge-density (CD) p and the local
order parameter identified as the local staggered magnetization m , defined as

p (R )

=

(n rzt) + (nrzi),

(3.8)

m (R)

=

( - 1 )*+"+* « n rzt) - (nrzi ) ) ,

(3.9)

where R = (r, z) and x (y) is the x- (y-) component o f r. We study the charge and
spin properties and quantify the param eter a in the formula o f modulation wave
length for SDW or charge density wave (CDW),

A SD

w

/

c d w

.

as a function of in

teracting strength U, doping concentration h and inter-plane hopping amplitude t±.
We also study the momentum distribution n^ a = (c j^ c ^ ), where cya is, as usual,
defined by the Fourier transform of crza, and the gradient of mom entum distribu
tion Vrikrr and the momentum distribution o f FS nkCT|/.;=/.,> as well. The numerical
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study o f the momentum distribution provides direct comparison with the analytical
paring model, and together they will give us better understanding o f the behavior of
the system.

3.4

3D Results

3.4.1

SDW in the weak interaction regime

At half-filling, the existence of perfect nesting allows an AFM solution for any
U > 0. Away from half-filling, there exists a critical Uc, whose value depends on
doping h. Below Uc no broken symmetry solution exists, while a linear SDW state
develops above Uc. Figure 3.2 illustrates the spatial dependence o f p (left panel)
and m (right panel) in a 16 x 16 x 16 supercell at h = 13/128 ~ 0.10 and U = 2.5
after energy minimization using the strategy outlined in Sec. 3.3. The ground state
o f such system is found to be a unidirectional SDW with perfect sinusoidal profile
accompanied by a weaker CDW. The modulating wave of the order param eter is
seen along [0 0 1 ] direction with a wave-vector q = ( 0 , 0 , 7r / 8 ) and an amplitude
m 0 = 0.1076, whose sinusoidal fit along z-direction is shown in the right bottom
panel o f Fig. 3.2. (O f course, it is arbitrary which of the three symmetry-equivalent
[001] directions the spontaneously broken symmetry ground state will choose. We
arbitrarily label the direction of the wave by z.) Within each plane perpendicular
to the wave, i.e. the x -y plane in the figure, a uniform AFM layer is seen. The
hole density is peaked in correspondence with the node of the order param eter and
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FIG. 3.2: p (left) and m (right) of the solution for the 3D Hubbard model. Shown
is a 16 x 16 x 16 supercell, with h = 13/128 at U = 2.5. A linear wave is seen
along the 2 -direction, with uniform AFM order in the x-y plane.
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FIG. 3.3: m of the same system as in Fig. 3.2 except for U = 2.9 on a 16 x 16 x 16
supercell (left) and a 16 x 16 x 14 supercell (right). Uniform AFM order in x-y
plane disappears on the left panel, but linear SDW along [001] direction is seen
again on the right panel.

forms the CDW shown on the left panel of the same figure. The profile o f CDW
is also fully characterized by a single wave-vector q / 2 — (0,0, 7t/16) but w ith a
much reduced amplitude ~ m o/3 0 . The simple form found for m is indicative of
the proximity to the critical Uc a t U = 2.5 for h ~ 0.1.
As we increase U from 2.5 to 2.9 for the same system above, the left panel of
Fig. 3.3 shows that the uniform AFM order in x-y plane disappears and the nodal
plane of SDW fluctuates. It looks familiar to w hat we have seen in 2D when the sys
tem is frustrated from incommensurate supercell size [3]. However the possibility
of other order than [001] SDW should not be ruled out before further investigation
is made.
To substantiate the speculation we determine the correct wavelength for SDW

69

-1 .4 0 3
16 x 16 x

-1.4031

site

-1 .4 0 3 2

J-

-1 .4 0 3 3

-1 .4 0 3 4

-1 .4 0 3 5

-1 .4 0 3 6
6.4

6.6

6.8

7

7.2

7.4

7.6

7.8

8

^[0 0 1 ],CDW
FIG. 3.4: Energy of [001] SDW (blue) vs. A [ 0 o i ] , c d w f° r a system of h = 13/128
and U = 2.9 in comparison with the energies of the calculations shown in Fig. 3.3.
The minimum of [001] SDW is reached when A[ooi],cdw = 7.
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along [001] direction at h = 13/128 and U = 2.9 by feeding a trial SDW solution
on a 1 x

1

x L cluster with corresponding boundary conditions and by changing L

until an energy minimum is found. We include

8

nodes in the cluster to increase the

resolution. Figure 3.4 shows the result o f such minimization in term s o f A[ooi],cdw,
which is also the distance between two sequential nodes of the order parameter. The
minimum occurs when A[0oi],cdw = 7, indicating the 16 x 16 x 16 supercell is not
commensurate with [001] SDW for this system. To exclude the possibility that the
unidirectional SDW with such A[0oi],cdw is a metastable state, we perform a new
mean field calculation, with random initial guess and annealing, on a 16 x 16 x 14
supercell, a size which is commensurate with the wavelength o f the m inim um en
ergy solution, and find the state correctly reproduced (right panel in Fig. 3.3). We
report the energies o f the two large supercell calculations (shown in Fig. 3.3) in
Fig. 3.4, where we see the calculation on the supercell o f 16 x 16 x 14 reproduces
the energy o f its counterpart, A[0oi],cdw = 7 in

1

x

1

x L cluster search. The

energy of 16 x 16 x 16 supercell calculation falls between that o f A[ooi],cdw = 7
and

8

in 1 x 1 x L cluster search, which illustrates some typical features o f the

calculation. On the one hand, the fact that the supercell is not com mensurate with

A[ooi],cdw = 7 prevents the solution to collapse on the [001] SDW o f lower energy.
On the other hand, the self-consistent solution spontaneously finds a different pat
tern that corresponds to the true ground state compatible with the imposed boundary
conditions.
Having established that the global ground state in proximity o f the transition is
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FIG. 3.5: a[ooi] as a function of U at various doping. A general trend of an increase
of ajooi] at smaller U is observed. And as U is increased, the value of ajooi]
converges to approximately 2/3 at small h and slightly larger as h increases. And
the convergence is faster with respect toU when h is small.
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a linear SDW along [001] direction, we proceed to determ ine the exact dependence
of the wavelengths on h and U by explicit solutions o f the mean field equations
in 1 x 1 x L clusters. Verifications of the results are done on large supercells
whose sizes are commensurate with the wavelengths. Our results are summarized
in Fig. 3.5, where aqooi] is defined as:

x

/ n

'Mooij .c d w W

^[001], SDW ( h )

—

«tooi]

— r— )

(3.10)
(3.11)

There is a general trend of an increase of apm] at sm aller U i.e. as we move closer
to Uc. As U is increased, the value of oqooi] converges to approximately 2/3 at small
h and slightly larger as h increases. And the convergence is faster w ith respect to U
when h is small.
Similar properties of the linear SDW/CDW state in 2D are found here in 3D.
Figure 3.6 shows the ID cuts o f m and p in the [001] direction o f the SDW/CDW,
at h = 0.05 and in the U regime where the wavelength is already converged. It
illustrates the existence o f Uc, the increasing of the SDW /CDW amplitude with
U above Uc and the development from sinusoidal waves to domains walls where
the density grows to 1 and many wave-vectors are involved. The amplitude o f the
SDW is significantly larger than that of the corresponding CDW, as is clear from
the figure.
Here we present a phenomenological model o f the SDW state along [001]
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FIG. 3.6: p (top) and m (bottom) along 2 -direction vs. U . The system being studied
is for doping of 0.05 at U = 2.0,2.5, 2.7,3.0. Each curve is a ID cut in which
the linear wave propagates. Beyond Uc, the [001] SDW/CDW amplitudes increase
and the solution develops from sinusoidal wave to domain walls as U increases.
The CDW amplitude is much weaker than that of the SDW.
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direction at low U and small h. This pairing model [2, 37] will help explain the
numerical results. The half-filling FS for the 3D Hubbard model is shown in the
right top plot in Fig. 3.1. The nesting wave-vector is Q = (±7r, ±7r, ±7r) as already
pointed out in Sec. 3.2. We assume the doped FS remains approximately the shape
of half-filling FS at low U and small h. According to the pairing model [2, 3], we
know that with interaction it can be energetically favorable for some electrons near
the FS to be partially excited in order to form pairing across the FS,

<t>L = WkcL +

qk<7,

(3.12)

which leads to a uniform CD and a local SD o f the form

(3.13)
k
with ak — «k^k ar*d sum over k is over all electrons within the FS that participate
in paring. The corresponding potential energy per site is then given by

(3.14)
R

which lowers the potential energy by the amount:

AV =

^ a ka k- [<5(Aqk + A q k') + 5 (A q k - A qk*)],
N2^
k,k'

with A q k = Q - q k.

(3.15)
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Eq. (3.15) makes it clear that the m aximum reduction in V is achieved by hav
ing as many electron pairs as possible with their A q ^ ’s lying parallel or antiparallel
to each other’s. Consider the following explicit construction based on the fact that
the vector Q is perfectly nested when h = 0: displace the half-filling FS in each
octant of the first Brillouin zone by ± A q /2 , whose sign depends on w hich causes
the FS to shrink and whose length A q is such that the volume enclosed in the shifted
surface is reduced by an amount in correspondence with the doping o f the system.
At small h, A q is then approximated by

(3.16)
s
where S is the half-filling FS and Q b z = (27t)3 is the volume o f the first Brillouin
zone. The resulting surface by construction includes a smaller volume and is per
fectly nested by the vector q = Q — A q . Different directions o f A q , i.e. e Aq,
lead to different reconstructions, and therefore to different total kinetic energy. The
eAq’s that lead reconstructed FS to occupy higher kinetic energy states is not fa
vorable at low U regime. (This does not exclude it as a solution as we move away
from this parameter regime, as discussed in Sec. 3.4.2, since the ultim ate goal is
to maximize the total energy lowering.) Among all the directions, only eAq = e z
causes the FS in each octant shrinks equally and thus leads to the lowest kinetic
energy for a given h, which produces a solution of a linear SDW with modulation
along z-direction, with broken x?/2 -symmetry.
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We next make some quantitative estimates. Eq. (3.16) implies a linear rela
tionship between h and A q and provides an estimate o f a since a = h n / Aq\

o aq = A

(3.17)

where S — f eAq • dS is the projected area of half-filling FS S onto the plane that
s
has the normal of e Aq. We numerically calculate the projected area onto (0 ,0 ,1 )
plane (the equivalence onto (0 ,1 ,0 ) plane is shown in the right middle panel in
Fig. 3.1) and returns Ag[0oi] — 1.59hn and a[0oi] — 0.63 in good agreement with
our numerical result of ~ 2/3 shown in Fig. 3.5.
Figure 3.7 shows the momentum distribution for a system o f h = 1 /8 and
U = 4.0 that has [001] SDW ground state and compares it with the reconstructed
FS obtained by displacing the half-filling FS in each octant as previously described
to illustrate the pairing model. From the top panel showing the (1 ,1 ,0 ) cut, there
is a good agreement between the shifted surface (shown as magenta solid lines)
and the contour of 0.5, also the local maxima in the gradient of the mom entum
distribution, which suggests the hidden (gapped) FS in the ordered phase, except
for an annulus near the k z =

±7r

(kz =

7r

plane is shown in the bottom panel) where

sharp drop of n k is seen indicating a survival FS. The disagreement appears close to
where the half-filling FS and the reconstructed doped FS (by sliding the half-filling
FS along

2 -direction

here) overlap, and where on the reconstructed doped FS has

the highest kinetic energy, which is too high for the electrons to be excited in order

77

— \/2 7 r

0

v/

2

tt

n«

^x
FIG. 3.7: Illustration of 3D analytic pairing model for [001] SDW state, shown
on the contour plots of (1,1,0) cut (top) and kz = tt plane (bottom) of the spinup momentum distribution for a system of h — 1/8 and U = 4.0. The white
dashed lines represent half-filling FS, across which is the nesting vector Q =
(±7r, ± 7 r, ±7r). The reconstructed doped FS is shown as magenta solid lines by
displacing the half-filling FS along 2-direction by a distance of A^[00l]/2 at the
corresponding doping, qjooi] illustrates the nesting vector across the reconstructed
doped FS. Pairing happens in the vicinity of the shifted FS, where there is a good
agreement between the shifted FS and the contour of 0.5, also the local maxima in
the gradient of the momentum distribution. A survival FS inside the shifted FS is
seen near kz = ±7r, where nk drops sharply.

78

to benefit from the pairing. Thus this part o f the FS survives and stays inside the
reconstructed FS (the larger doping the more inside), which pushes the gapped FS
slightly outwards to conserve the total volume of doping. This leads to a slightly
smaller Agjooi] and larger value o f converged a[ooi] than predicted (the discrepancy
grows with h ), which is consistent with our num erical results shown in Fig. 3.5. In
the small h limit, the surviving FS reflects the existence of a Fermi liquid in the
nodal planes. One can see the typical signs o f reduced dimensionality in that the FS
parallels to the z direction so strictly to the small extent it spreads along z.
We now show why a[0oi] increases as w e move closer to Uc. The estimate of
ct[ooi] above builds on the construction o f FS that requires uniform shrinking along
2 -direction

throughout the entire FS, which is valid when U is sufficiently above

Uc and the FS is completely gapped. But the exact shrinking o f the non-interacting
doped FS from the half-filling FS is determined by the gradient o f kinetic energy
Vk^k. of which the component along

2 -direction

is not constant as differed from

the construction above. Keep in mind that the paring mechanism is an optimization
of maximizing the gain in the potential energy from pairing (larger area near FS
participating with parallel A q ) while minimizing the cost of kinetic energy increase
caused by exciting the electrons into the appropriate areas to create the pairing. Just
above Uc, a proper description rests on the fact that only parts o f the FS can get
gapped, where the cost o f kinetic energy is smaller. These “hot spots” lie in the
areas where the shrinking along

2 -direction

is most uniform (the change of

is minimum), which leads to k z = ± tt/2 .
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FIG. 3.8: Contour plots of the density of states in momentum space at the Fermi
energy for spin-up electrons ti^ \ e =e f at (1,1,0) cut (top) and kz = 0 ,7r/2, n
planes (bottom from left to right) for a system of U = 2.7 and h = 1/8. A large
part of the FS survives, except for areas around the hot spots k z = ±7r/2.
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FIG. 3.9: (a) 1/8 of Half-filling FS for 3D Hubbard model (left) and (b) averaged
Ag[ooi] over different areas vs. doping (right). The blue solid line in (b) is calcu
lated at the center-point of the hexagon-like shape FS, (—7r/2,7r/2,7r/2), shown
as the blue dot in the (a). The dashed and/or dotted lines in (b) are averaged over
circle areas of their own line styles shown in (a). The black line in (b) shows the
averaged value over the entire FS, which is previously used to estimate Aq-[001] and
a [ooi]- The FS shrinks slower near the center-point upon doping and the difference
of distances from the doped FS to the half-filling FS between different parts of the
FS is smaller at low h.
We verify that we correctly identify the hot spots by an explicit calculation of
the density o f states in momentum space at the Fermi energy n ^ a \E=EF- Figure 3.8)
shows that, at U — 2.7 and h = 1/8, a large part of the FS survives; the parts that
do not survive are in areas around the hot spots k z = ± n /2 .
Having both analyzed from the pairing model and verified by the numerical
calculation that area close around kz = ± 7 t/2 is easier to get paired at low U, we
proceed to calculate the averaged distances along ^-direction from non-interacting
doped FS to the half-filling FS, which is half the value of At/jooi], over different
areas as illustrated in Fig. 3.9(a) to see the effect that partially gapped FS has on
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the value o f Q[0oi]- From Fig. 3.9(b) we can see that, on average, area closer to the
center-point ( —7t/2, —7t/2, 7t/2) shrinks slower with h, thus is located closer to the
half-filling FS than the rest parts and produces sm aller A^ooi] and larger aqooi] than
they are estimated using entire FS. The reconstructed FS by shifting the entire FS
uniformly is expected to be a more accurate approximation to the correct doped FS
at low h, where the difference o f distances from the doped FS to the half-filling FS
between different parts o f the FS is smaller, therefore Uc will be sm aller and the
increase of U above Uc that can get the entire FS gapped will be smaller, which
explains the fast convergence of O[ooi] at low h.

3.4.2

SDW in the intermediate interaction regime

As discussed in Sec. 3.4.1, any orientation o f A q other than [001] is not the
solution at small h and low U. As we move away from this param eter regime, other
Fermi liquid instabilities become possible when the distortion to the FS becomes
more severe. This situation happens at larger U when the area o f excitation becomes
sufficiently large. The num ber of pairs that could participate in the [001] pairing
is decreased, and eventually it becomes energetically more favorable to break the
rotational symmetry, i.e., to have FS in some octants stay further away from half
filling FS than the others do. This fact is clearly displayed when calculations on
supercells commensurate with the optimal [001] wavelength for a given U do not
return back a state with [001] SDW order. The left panel o f Fig. 3.10 shows the
occurrence of such a case for a calculation on a 16 x 16 x 22 supercell at h = 1/8
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FIG. 3.10: m of the solution for the system of h = 1/8 and U = 5.0 on a 16 x
16 x 22 supercell (left) and a 16 x 16 x 16 supercell (right). Though the supercell
of 16 x 16 x 22 is commensurate with the optimal [001] wavelength, the random
search produces a lower energy solution. The minimum energy solution for the
given h and U is an SDW along the [111] direction (as shown in the left bottom
panel of Fig. 3.11), which is correctly reproduced by a random search in a 16 x
16 x 16 supercell.

83

and U = 5.0: such a supercell should precisely accommodate 4 nodal planes o f the
order parameter, but rather than doing so, the random search produces the lower
energy solution shown in the figure.
As candidates for higher U solutions, unidirectional SD W ’s with A q lying
along either the [O il] or the [111] direction are investigated. For a few cases we
verify that random searches on large supercells with size commensurate to the op
timal wave-vector systematically return unidirectional SDW’s with the predicted
orientation. For instance, the energies of SDW in these three directions for h = 1/8
(the doping used in Fig. 3.10) at various U are plotted vs. A2cdw in Fig. 3.11.
Above U = 4.5, [111] SDW, instead of [001] SDW at low U, becomes the state of
lowest energy. For U = 5, the minimum energy solution is correctly reproduced by
a random search in a 16 x 16 x 16 supercell as shown in the right panel o f Fig. 3.10.
This provides a strong indication that the character o f intermediate U instabilities
remains that of a unidirectional SDW albeit with different direction than [001]. In
particular, we never find instances where states with an SDW along the [011] di
rection have the lowest energy. Hence, as we increase U at constant density, the
system is always expected to undergo a first order phase transition from a [001] to a
[111] SDW ground state.
A summary o f the above observations is contained in Fig.3.12. Note that at
U = 3, there is no evidence o f a density regime where the [111]-SDW is the global
ground state. There is also no evidence that the system will tend to phase separate
as h approaches 0, i.e. we find no evidence that the dependence o f SDW energies
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system of h = 1/8 at various U. Above U = 4.5, [111] SDW, instead of [001]
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FIG. 3.12: Energies of [001], [Oil] and [111] SDW at optimal wavelengths vs.
density at U = 3 (left) and (7 = 4 (right). At U = 3, there is no evidence of a
density regime where the [111]-SDW is the global ground state. There is also no
evidence that the system will tend to phase separate as h approaches 0, i.e. we find
no evidence that the SDW energies dependence on h has downwards concave.
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on h has downwards concave.
Using Eq. (3.17) we estimate the wavelength o f SDW along [111] direction
and find cqm] = 0.54, so a 2[m] associated w ith the [111] SDW wavelength along
2-

(or any one of the axial) direction equals 0.93. Explicit calculation shows that

c*z[iii] is precisely pinned at 1 in a fairly large regime o f U, although the value is
slightly larger when [111] SDW is not the global ground state or ju st after the tran
sition. This somewhat large discrepancy is a consequence of the natural tendency of
the system to “lock” a 2[m] to an integer so that the system takes full advantage of
the band structure effects from fully gapped FS to become insulating. To see this in
a simple case, consider a value o f doping h such that

A

zC d w

= N , for such a system

to be an insulator, the number o f particles in a 1 x 1 x N cluster ( I —h ) N ~ N — a z
will have to be an integer, hence a z will have to be an integer. We find that, indeed,
the [111]-SDW states are always fully gapped so that the structural transition is
always accompanied by a simultaneous metal to insulator transition.
The [111] SDW state offers a particularly clear example where FS reconstruc
tion can be observed. Figure 3.13 shows its m omentum distribution and com pares it
with the reconstructed doped FS obtained by displacing the half-filling FS in each
octant by ± A q [U1]/2 = 0.93/t7re[i n ] as previously described. There is a close
correspondence between the shifted surface and the hidden (gapped) FS, and as
expected there is no evidence o f surviving FS is seen. The two cuts in the figure
clearly shows a broken rotational symmetry, where one pair o f the octants is further
away from the half-filling FS such that it shares a common modulation wave-vector
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FIG. 3.13: Illustration of the pairing scheme for [111] SDW state, shown on
the contour plots of the (1,1,0) (top) and the (1 ,—1,0) (bottom) cuts of the
spin-up momentum distribution for a system of h = 1/8 and U = 5.0. The
white dashed lines illustrate half-filling FS, across which is the nesting vector
Q = (±7r, ±7r, ±7r). The magenta solid lines show the reconstructed doped FS
by shifting the half-filling FS along [111] direction by a distance of A q[ni]/2 at
the corresponding doping. q[m ] and qji n j illustrate the two different pairing vec
tors across the reconstructed doped FS such that they share a common modulation
wave-vector Aq[n i ]• The parings in the bottom panel are similar to the one shown
in grey.
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A q[ni] with the rest three pairs. This observation bears two im portant experimental
consequences: it provides momentum space evidence on the real space character of
the SDW; an accurate experimental characterization o f the m omentum distribution
in optical lattices can be used to locate the hidden Fermi surface.

3.5

Dimensional Crossover Results
The crystallography o f the inhomogeneous phase in 2D has similar behavior

to that in 3D. Just above Uc, the system develops an sinusoidal SDW with a m odu
lating wave along [01] direction. As U is increased, the sinusoidal SDW gradually
changes into a collection of weakly interacting domain walls, and above a certain
U , there is a discontinuous transition to a phase where the modulation is along [11]
direction. A peculiarity o f the 2D case is that a = 1 regardless o f doping or U value
apart from a very small region close to Uc. The behavior of the crossover from 2D
to 3D regime is studied as a function o f fj_ defined in the Hamiltonian (3.1).
We restrict ourselves to the investigation of unidirectional SDW, according to
the conclusion drawn from Eq. (3.15) which remains valid for the crossover regime.
And we verify that started from random initial guesses the SDW solutions with
minimum energies are spontaneously obtained in a large supercell commensurate
with the optimal wavelengths as before. SDW in directions different from [100] or
[111] are not found to be the global ground state for any value of t ± . Sim ilar to
3D, we find that [001 ] SDW (but not in the direction o f £j_, due to reduction o f FS
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area that can get paired in this direction, which the FS has larger part paralleled to
compared to the other two) to be the lowest energy state at low U above Uc and
there is a transition to [ 111 ] SDW at higher U.
Results of wavelengths in term o f a x (we arbitrarily label the direction o f the
[001] SDW by x and note that [111] SDW is a degeneracy o f [11] SDW in 2D
when tj_ = 0) are summarized in the top panel of Fig. 3.14 as a function o f tj_. N u
merical results are shown as datapoints with error bars, while theoretical estimate
made from our construction o f FS are plotted as continuous lines. As m entioned
in Sec. 3.2, perfect nesting of Q = (±7r, ± n , ±7r) remains for any tj_ so our con
struction of doped FS described in Sec. 3.4.1 is still valid and estimation o f a is
made from Eq. (3.17), with S interpreted here as projected area o f half-filling along
assigned direction for corresponding
The dependence o f o^ooi) on h and U that it decreases and converges as U
increases and it converges slower and to a slightly higher value at larger h is similar
to that of 3D for the same reason. The numerical data shown in the figure for
[100] SDW state is the converged values before entering into [111] SDW state. The
dependence of a x on t± is qualitatively captured by the theoretical estim ate which
is proportional to the projected area of half-filling FS. The middle and bottom rows
of Fig. 3.1 show the shrinking o f the projected FS along [100] and [111] directions
respectively as t x increases. The numerical calculation o f the a x from the projected
FS shows a continued decreasing from 2D to 3D for [ 100] and a stable value close
to 1 with a decrease at small t x for [111]. In both cases the trend is correct but
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FIG. 3.14: Numerical results (datapoints with error bars) for a few dopings and
theoretical estimate (solid lines) of a x vs. t±_ (top) and m of the solutions on
a 48 x 10 x 10 supercell for a system of h = 3/25 = 0.12 and U = 3.5 at
t± = 0.13,0.5,0.87 (bottom, from left to right). As t± increases, a x of [100]
SDW decreases from 1 beyond a very small region close to 2D, while that of [ 111 ]
SDW stays at 1. The bottom panel of order parameter plots shows the decreasing
of converged [100] SDW wavelength for a system of h = 0.12 and U = 3.5 on
the same supercell of 48 x 10 x 10 as
is tuned.
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exact value is underestimated for two reasons as already com m ented in 3D: the
most noticeable discrepancy is due to the tendency o f a x to be locked at 1 to allow
the system to be fully gapped insulator; the smaller discrepancy for [100] SDW
apart from near 2D, which is larger for higher h, is due to the surviving FS that
stays inside the reconstructed doped FS. The phenomenon o f a x to be locked at 1
is particularly evident for the [111] SDW, but only present at small values o f t± up
to ~ 0.05 for [100] SDW, where a x is close to 1.
Plots of order parameter m in bottom panel of Fig. 3.14 graphically shows the
evolution of converged [100] SDW wavelength vs. t± for a system o f h = 0.12
and U = 3.5 on the same supercell o f 48 x 10 x 10, which is com m ensurate for
tj_ = 0.13 (left) and t± = 0.13 (right).
We can now place our dimensional crossover results in the context of a mean
field phase diagram for the Hubbard model. O ur numerical calculations focus on
small dopings (h < 0.2) and low to intermediate interactions (U ^ 5.5), because
of possible connections with the optical lattices at moderate interacting strengths.
Fig.3.15 shows the phase diagram in the parameter space of t± and U. For given
h and t±, the system always undergoes transitions from paramagnetic (PM ) to an
ordered [100] SDW and then to [111] SDW state as U increases. Phase boundaries
are plotted for a few values o f h and are meant only as rough guideline. There is an
overall increase in the critical value o f the interaction with doping, because o f the
greater deformation from the half-filling FS at larger doping.
The critical value of the interaction from (PM) to [100] SDW, Uc
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monotonically increases from 2D to 3D due to the w ider band width and smaller
density of states at larger t±. And it decreases to 0 when h approaches 0 for any tj_.
The critical value o f the interaction from [100] to [111] SDW,

£ /c,[ioo]->[ioo]>

stays

above ~ 3, below which no [111] SDW exists regardless o f the smallness o f h.
And it is not a monotonic function o f t± as a result o f two com peting factors. The
increasing band width with dimensionality leads to an increase o f Uc, as dem on
strated in the monotonicity o f £4,pm->[ioo]- The other reason lies in the geometrical
properties of FS that the angle between the displacing vector A q[U1] and some oc
tants of FS is small when t± is small. This leads to more severe reconstruction of
the FS at small t±, i.e. some octants o f FS are closer to the half-filling FS, which
requires more excitations, hence larger

£ /c>P M - q m ] -

The example in 2D is such an

extreme, where half of the reconstructed doped FS are pinned at half-filling FS, that
the behavior o f £4,pm->[ih] as t± approaches 0 will be dominated by this factor. The
value o f £4,pm -> [iii]/£4,p m —>[ioo] is plotted in the inset o f Fig. 3.15 to show the ten
dency o f monotonic decreasing with t± when the factor of band width is removed.
Therefore,

£ /c,P M - q ii i]

first decreases and then increases as t± increases. There is

an inversion in the £/c,pm->[iii] values for tj_ = 0 and t± = 1: at small h the transi
tion to [111] SDW happens at higher U when t± = 0 while the opposite becomes
true as h grows bigger. This leaves several scenarios open depending on the value
o f the doping: as tj_ grows the SDW wave-vector can change from [100] to [111]
or from [111] to [100] or even display reentrant behavior going from [100] to [111]
and back to [100]. The transition from [100] to [111] SDW is discontinuous and the
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system is phase separated at those values o f £/c,pm->[ih] and h corresponding to the
lines in the diagram. No attempts is made to analyze how phase separation affects
our conclusions.

3.6

Discussion and Conclusion
This work has addressed quantitive aspects o f the inhomogeneous phases of

the Hubbard model in 3D that emerge as the average density deviates from one par
ticle per site. We have shown that the leading instability of the PM ground state is
an SDW directed along the [001] direction with no tendency towards phase separa
tion even at small value o f doping. The system remains always metallic, regardless
of however close proximity to half-filling. The wavelength o f the m odulation of
SDW in [001] direction is mainly determined by the geometric properties o f the
FS, such as its projected area along the [001] direction and varied distances to the
half-filling FS among different parts of the FS. A t larger U values, other instabilities
become possible, but in the regime of interaction presently considered, the ground
state continue to be a unidirectional SDW albeit with [111] orientation. This phase
is insulating and characterized by a significant distortion of the m om entum distri
bution. Such distortion leads, quite naturally, to the identification o f a reconstructed
FS whose observation in optical lattice experiments should be feasible. Considering
that the experiments are expected to be able to transition between 2D and 3D with
ease, we have studied the evolution of the inhomogeneous ground state as a func
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tion of the hybridization between parallel layers o f square lattices. M uch of these
results can be rationalized by a simple pairing model based on pairs o f opposite
spins that are in the form of a linear combination of only two plane waves.
Apart from the obvious omissions inherent in the m ean-held theory, e.g. the
effect o f quantum fluctuations, this study has not addressed the fact that experi
ments are perform ed in the presence o f a confining potential and the effect that the
confinement has on the character o f the inhomogeneities, nor have we attem pted to
address how the situation is modified by a finite magnetization. Both these issues
are of relevance to experiments and have only recently been addressed in 2D.

CHAPTER 4
Conclusion
In this dissertation, we have used new methodological advances and largescale simulations to study the long-wavelength collective modes in the Hubbard
model to achieve significant new understanding. The Hubbard model has been ex
tensively studied in 2D, but it is still not well understood. Even at the mean field
level, surprisingly, the magnetic properties and its phase diagram have not been
fully determined. No prior calculations have been able to systematically reach the
correct thermodynamic limit. Prior studies have either done full numerical calcula
tions at only a few doping parameters, or scanned parameters with very restricted
forms of the solution. As a result, the full properties o f the mean-field ground state,
for example, the dependence of wavelength on doping, the physical properties as
a function of interaction (insulating vs. conducting), have not been fully under
stood. Apart from the uniform AFM at half-filling, the magnetic properties in the
3D Hubbard model are not well characterized. Less is known about the dimensional
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crossover as t± is tuned.
We have perform ed numerical calculations for the mean field ground state of
the Hubbard model systematically for a wide range o f lattice sizes, initial condi
tions, doping h and interaction strength U in 2D, 3D and its dimensional crossover
as a function of the inter-plane hopping amplitude t± . Special care was taken to
reduce finite-size effects in order to unambiguously determine the long-wavelength
collective modes at the thermodynamic limit. This includes the use o f twist-averaged
boundary conditions, repeated annealing with slow cooling, multiple initial con
figurations, large-scale supercells with different aspect ratios and fine scanning of
cluster size.
Our numerical calculations show that, as the interaction strength U increases
at constant density, there is a first continuous transition from a uniform Fermi liq
uid to an inhomogeneous phase characterized by a SDW along the [001] direction.
Upon further increase of U, but still in regimes where mean field theory can be con
sidered reliable, the system undergoes a discontinuous transition to an insulating
phase with a SDW directed along the [ 111 ] direction. These results allow us to map
out the magnetic phase diagram for regimes most relevant in modeling condensed
matter systems. We also have determined the evolution of the SDW wavelength as
a function of h, U and t±.
M ost results and properties o f SDW can be rationalized by the analytic pair
ing model we have proposed in this work, which explains the mechanism for the
formation o f the SDW state and provides conceptual understanding o f the physics

of SDW. It clearly suggests the ground state to be an unidirectional SDW, and indi
cates the optimal direction to be along [001] at low U. Direct comparison between
the reconstructed doped FS and the momentum distribution obtained from num er
ical result has shown a good agreement. Based on the reconstruction o f the doped
FS, The estimate of the wavelengths as a function o f t± has been made, and is in
qualitative agreement with the numerical results. The discrepancy has also been
explained. Furthermore, the analytic model gives a conceptual understanding o f the
physics o f SDW which goes beyond either the Hubbard model or mean field theory.
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