Improving Context Recognition In Ubiquitous Computing Environments by Zimmer, Tobias H.
 
 







Von der Carl-Friedrich-Gauß Fakultät der 
Technischen Universität Carolo-Wilhelmina zu Braunschweig genehmigte 
D i s s e r t a t i o n 
zur Erlangung des Grades eines 






von:   Dipl. Inform. Tobias H. Zimmer 
 
Referent:  Prof. Dr. M. Beigl, 
Institut für Betriebssysteme und 
Rechnerverbund, TU Braunschweig 
Korreferent:  Prof. Dr. W. Juling, 
   Institut für Telematik, 
   Universität Karlsruhe (TH) 
Datum der Promotion: 19. Juni 2007 
Eingereicht am:  17. April 2007 
Danksagung
Die vorliegende Dissertation entstand im Rahmen meiner Tätigkeit als wissen-
schaftlicher Mitarbeiter am Institut für Telematik der Universität Karlsruhe (TH).
Im Januar 2002 trat ich dort in die Forschungsgruppe des Telecooperation Office
(TecO) ein, die von Prof. Dr.-Ing. Michael Beigl geleitet wurde. Das TecO war
mir bereits aus meiner früheren Tätigkeit als Hilfswissenschaftler und aus der
Zeit der Anfertigung meiner Diplomarbeit bekannt. In dieser Zeit wurde mein In-
teresse für die Forschung im Bereich Ubiquitous Computing geweckt. Durch die
flachen Hierarchien und die Möglichkeit zu selbstverantwortlicher Arbeit wäh-
rend meiner Zeit als Student und insbesondere während meiner Tätigkeit als wis-
senschaftlicher Mitarbeiter, wurde eine besonders angenehme Arbeitsatmosphäre
geschaffen. Der tägliche Austausch mit den Mitarbeitern und Studenten, sowie
das breite Interesse an vielen Forschungsfeldern hat eine kreative, motivieren-
de und stimulierende Umgebung erzeugt, in der das Arbeiten und Forschen viel
Spaß gemacht hat. Das TecO hat mir die Möglichkeit eröffnet, während meiner
Zeit als Mitarbeiter eine Vielzahl wissenschaftlicher Konferenzen und Partnerin-
stitute in Deutschland und im Ausland zu besuchen und so für den intellektuellen
Austausch unterstützt, der für die Forschung an aktuellen Themen notwendig ist.
Mein besonderer Dank gilt Prof. Dr. W. Juling, der als Leiter des TecO gerne
an unseren Vortragsreihen teilgenommen hat und mir bei meiner Promotion nicht
nur mit interessanten Anregungen und nützlicher fachlicher Kritik zur Seite stand,
sondern sich auch bereit erklärte, meine Arbeit als Korreferent zu betreuen. Ne-
ben den fachlichen Diskussionen hat mir seine langjährige Erfahrung sehr gehol-
fen, meine zentralen wissenschaftlichen Beiträge klar herauszustellen. Weiterhin
danke ich Prof. Dr. rer. nat. H. Hartenstein, der mit seiner fachlichen Kritik eben-
falls einen relevanten Beitrag zum Gelingen dieser Arbeit geleistet hat. Darüber
hinaus möchte ich Prof. em. Dr. Dr.-Ing. Eh Dr. hc. mult. Gerhard Krüger dafür
danken, dass er immer wieder Zeit für Besuche im TecO fand, und besonders die
Strukturierung und Argumentation meiner Arbeit in die richtigen Wege leitete.
Den Mitarbeitern des TecO bin ich ebenso zu besonderem Dank verpflichtet. Ver-
öffentlichungen mit Albert Krohn und Christian Decker und viele gemeinsame
Diskussionen, sowie der Austausch über weit gefächerte Themen, waren inspi-
rierend und haben mir dabei geholfen, meine Ideen zu formulieren und zu kon-
ii
kretisieren. Vor allem möchte ich Prof. Dr.-Ing. Michael Beigl, als Leiter des Te-
cO, für seinen Unterstützung danken. Er hat es verstanden, mich während meiner
Tätigkeit stets zu motivieren und für neue Fragestellungen zu begeistern. Damit
hat er einen außerordentlichen Beitrag zum Gelingen meiner Arbeit geleistet. Er
hat sich stets für meine Ideen und Vorschläge interessiert und war ein wichti-
ger Diskussionspartner. Unter seiner professionellen Betreuung konnte ich mei-
ne wissenschaftlichen Beiträge in anerkannten Fachpublikationen veröffentlichen
und so meine Position in der internationalen Forschung einnehmen. Er hat mich
immer wieder ermutigt, meine Ideen konsequent zu Ende zu denken und meine
neuen Beiträge im wissenschaftlichen Kontext, systematisch zu überprüfen und
verständlich darzustellen.
Weiterhin gilt mein Dank Martin Berchtold und Pablo Esteves, die durch ihre
überdurchschnittlichen Leistungen als Hilfswissenschaftler am TecO, die Imple-
mentierung und Evaluierung meiner Forschungsergebnisse ermöglicht haben.
Abschließend möchte ich meiner Familie danken: meiner Mutter, die mich durch
die Zeit meiner Ausbildung an Schule und Universität stets unterstützte und mei-






1.1 Ubiquitous Computing . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Motivierendes Beispiel und Problemstellung . . . . . . . 3
1.2.2 Lösungsansatz . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 These und Ziele . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Aufbau und Inhalt . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Grundlagen 11
2.1 Abgrenzung und Einordnung der Themengebiete . . . . . . . . . 11
2.1.1 Ubiquitous Computing: Kontext . . . . . . . . . . . . . . 11
2.1.2 Überblick der verwandten Themengebiete . . . . . . . . . 12
2.1.3 Anwendungsbereiche dieser Arbeit . . . . . . . . . . . . 15
2.1.4 Eigenschaften der Anwendungsdomäne . . . . . . . . . . 16
2.2 Kontextbegriffe . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Kontext . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Kontextsensitivität . . . . . . . . . . . . . . . . . . . . . 20
2.2.3 Architektur . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Kontextmodellierung . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Semantische Kontextmodelle . . . . . . . . . . . . . . . . 24
2.3.2 Funktionale Kontextmodelle . . . . . . . . . . . . . . . . 27
2.4 Kontextkommunikation . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Mobile Ad-hoc-Netzwerke . . . . . . . . . . . . . . . . . 29
2.4.2 Relevante Aspekte für diese Arbeit . . . . . . . . . . . . 30
2.5 Kontextverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.1 Klassifikation und Aggregation . . . . . . . . . . . . . . 31
2.5.2 Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.3 Relevante Aspekte für diese Arbeit . . . . . . . . . . . . 31
2.6 Kontextmanagement . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6.1 Qualität der Kontexterkennung . . . . . . . . . . . . . . . 32
2.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 36
v
3 Modell 38
3.1 Thesen und Modelle . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Kostenmodell der Kontextkommunikation und Kontextverarbeitung 40
3.2.1 Untersuchte Kommunikations- und Verarbeitungsmodelle 41
3.2.2 Ergebnisse der Kostenrechnung . . . . . . . . . . . . . . 42
3.3 Modell der Kontextkommunikation und Kontextverarbeitung . . . 43
3.3.1 Anforderungen an Kommunikation und Kontextverarbei-
tung in ubiquitären Informationsumgebungen . . . . . . . 43
3.4 Kontext als Datenstruktur . . . . . . . . . . . . . . . . . . . . . . 46
3.4.1 Einordnung und Begriffsbildung . . . . . . . . . . . . . . 47
3.4.2 Aufbau eines Kontextes . . . . . . . . . . . . . . . . . . 51
3.5 Produzent-Konsument-Schema . . . . . . . . . . . . . . . . . . . 54
3.6 Kontexthierarchie . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.6.1 Dynamisches Verarbeitungsmodell für Kontexte . . . . . 56
3.7 Entkoppelte Kommunikation: Kontext-Raum . . . . . . . . . . . 58
3.7.1 Operatoren des ContextSpace . . . . . . . . . . . . . . . 60
3.7.2 Einordung des CSpace bezüglich des Kostenmodells . . . 62
3.8 Attributierte Kontexte . . . . . . . . . . . . . . . . . . . . . . . . 63
3.8.1 Dimensionen semantischer Kontexte . . . . . . . . . . . . 64
3.8.2 Temporale Dimension . . . . . . . . . . . . . . . . . . . 66
3.8.3 Räumliche Dimension . . . . . . . . . . . . . . . . . . . 69
3.8.4 Verlässlichkeit von Kontext als Dimension des Informati-
onsraumes . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.8.5 Abhängigkeit zwischen Kontexten als Dimension des In-
formationsraumes . . . . . . . . . . . . . . . . . . . . . . 76
3.8.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . 82
3.9 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 83
4 Architektur 85
4.1 Architektur des Artefaktes und der ubiquitären Informationsum-
gebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 AwareCon und ConCom: Kontextkommunikation und Kontext-
Raum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.1 Realisierung des CSpace-Modells im Kommunikations-
kanal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Architektur des Kontextmanagementsystems . . . . . . . . . . . . 91
4.3.1 Empfang eines Kontextes . . . . . . . . . . . . . . . . . . 93
4.3.2 Versand eines Kontextes . . . . . . . . . . . . . . . . . . 94
vi
4.4 Aufbau der Kontextattribute . . . . . . . . . . . . . . . . . . . . 94
4.5 Kontextalter (CA) . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.1 Setzen des Kontextalters . . . . . . . . . . . . . . . . . . 97
4.5.2 Auswertung des Kontextalters . . . . . . . . . . . . . . . 99
4.6 Räumliche Herkunft (LOC) . . . . . . . . . . . . . . . . . . . . . 100
4.6.1 Lokationsmodell des RAUM-Systems . . . . . . . . . . . 100
4.6.2 Setzen der räumlichen Herkunft . . . . . . . . . . . . . . 101
4.6.3 Auswertung der räumlichen Herkunft . . . . . . . . . . . 103
4.7 Verlässlichkeit von Kontexten (FCR) . . . . . . . . . . . . . . . . 104
4.7.1 Verlässlichkeit in unscharfer Logik . . . . . . . . . . . . 104
4.7.2 Formalisierung: Generierung und Anpassung des Fuzzy-
Systems während der Entwicklungsphase . . . . . . . . . 108
4.7.3 Berechnung und Setzen der Verlässlichkeit . . . . . . . . 116
4.7.4 Auswertung der Verlässlichkeit . . . . . . . . . . . . . . 117
4.8 Verwandtschaft von Kontexten (GRC) . . . . . . . . . . . . . . . 118
4.8.1 Genome von Kontexten . . . . . . . . . . . . . . . . . . . 119
4.8.2 Probabilistic Multi-Site Crossover (PMSC) . . . . . . . . 121
4.8.3 Berechnung des Verwandtschaftsgrades von Kontexten . . 125
4.8.4 Systematische Überschätzung des Verwandtschaftsgrades 128
4.8.5 Setzen des Kontextgenoms . . . . . . . . . . . . . . . . . 135
4.8.6 Auswertung des Kontextgenoms . . . . . . . . . . . . . . 136
4.9 Der Qualitätsfilter . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.9.1 Filterung: CA . . . . . . . . . . . . . . . . . . . . . . . . 138
4.9.2 Filterung: LOG . . . . . . . . . . . . . . . . . . . . . . . 138
4.9.3 Filterung: FCR . . . . . . . . . . . . . . . . . . . . . . . 138
4.9.4 Filterung: GRC . . . . . . . . . . . . . . . . . . . . . . . 139
4.10 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 140
5 Implementierung 142
5.1 Rahmenbedingungen für die Umsetzung des Kontextmanagement-
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.1.1 Reale Anwendungsdomäne . . . . . . . . . . . . . . . . . 143
5.1.2 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.2 Simulation von ubiquitären Informationsumgebungen . . . . . . . 145
5.2.1 Verfügbare Simulatoren . . . . . . . . . . . . . . . . . . 145
5.2.2 Simulator: context_sim . . . . . . . . . . . . . . . . . . . 148
5.2.3 Qualitätsmanagementschicht: QoC . . . . . . . . . . . . . 150
5.3 Reale Artefakte: AwareOffice . . . . . . . . . . . . . . . . . . . . 151
vii
5.3.1 AwarePen . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.3.2 AwareSponge . . . . . . . . . . . . . . . . . . . . . . . . 154
5.3.3 AwareCam . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3.4 Stühle, Fenster, Tür, Projektor, Weißwandtafel . . . . . . 156
5.3.5 Interaktives Türschild . . . . . . . . . . . . . . . . . . . 157
5.3.6 Kontextsensitive PDAs . . . . . . . . . . . . . . . . . . . 158
5.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 159
6 Evaluierung 161
6.1 Simulation: GRC in MATLAB . . . . . . . . . . . . . . . . . . . 161
6.1.1 Adjustierbare Parameter von GRC . . . . . . . . . . . . . 162
6.1.2 Auswirkung der Parameter Variation . . . . . . . . . . . . 162
6.2 Simulation: context_sim . . . . . . . . . . . . . . . . . . . . . . 165
6.2.1 Attribut CA: Kontextalter . . . . . . . . . . . . . . . . . 167
6.2.2 Attribut LOC: Lokation . . . . . . . . . . . . . . . . . . 174
6.2.3 Attribut FCR: Verlässlichkeit . . . . . . . . . . . . . . . . 177
6.2.4 Attribut GRC: Verwandtschaft . . . . . . . . . . . . . . . 181
6.2.5 Gesamtszenario . . . . . . . . . . . . . . . . . . . . . . . 188
6.3 Feldversuch: AwareOffice . . . . . . . . . . . . . . . . . . . . . . 193
6.3.1 Feldversuch: CA und LOC . . . . . . . . . . . . . . . . . 194
6.3.2 Feldversuch: FCR . . . . . . . . . . . . . . . . . . . . . 196
6.3.3 Feldversuch: GRC . . . . . . . . . . . . . . . . . . . . . 198
6.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 200
7 Zusammenfassung und Ausblick 201
7.1 Zusammenfassung der Ergebnisse . . . . . . . . . . . . . . . . . 201








A.1 Simulation: CA . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
A.1.1 CPA ohne Filter . . . . . . . . . . . . . . . . . . . . . . . 233
A.1.2 CPA mit Filter . . . . . . . . . . . . . . . . . . . . . . . 237
A.1.3 CSA ohne Filter . . . . . . . . . . . . . . . . . . . . . . 240
A.1.4 CSA mit Filter 444 . . . . . . . . . . . . . . . . . . . . . 242
A.1.5 CSA mit Filter 234 . . . . . . . . . . . . . . . . . . . . . 244
A.2 Simulation: LOC . . . . . . . . . . . . . . . . . . . . . . . . . . 245
A.2.1 LOC ohne Filter . . . . . . . . . . . . . . . . . . . . . . 245
A.2.2 LOC mit Filter . . . . . . . . . . . . . . . . . . . . . . . 247
A.3 Simulation: FCR . . . . . . . . . . . . . . . . . . . . . . . . . . 249
A.3.1 FCR ohne Filter . . . . . . . . . . . . . . . . . . . . . . 249
A.3.2 FCR mit Filter . . . . . . . . . . . . . . . . . . . . . . . 251
A.4 Simulation: GRC . . . . . . . . . . . . . . . . . . . . . . . . . . 253
A.4.1 GRC Auffächerung und Multiplikation ohne Filter . . . . 253
A.4.2 GRC Auffächerung und Multiplikation mit Filter . . . . . 255
A.4.3 GRC zyklische Verarbeitung ohne Filter . . . . . . . . . . 257
A.4.4 GRC zyklische Verarbeitung mit Filter . . . . . . . . . . . 259
A.5 Simulation: Gesamtszenario . . . . . . . . . . . . . . . . . . . . 261
A.5.1 Zusammenfassung der Simulationsergebnisse ohne Filter . 261
A.5.2 Zusammenfassung der Simulationsergebnisse mit Filter . . 261
A.5.3 Simulationsgraph . . . . . . . . . . . . . . . . . . . . . . 263
B Studie: Zählung der Gegenstände in Büroumgebungen 264
B.1 Bürozählung: A. Krohn . . . . . . . . . . . . . . . . . . . . . . . 265
B.2 Bürozählung: P. Spieß . . . . . . . . . . . . . . . . . . . . . . . . 275
B.3 Bürozählung: T. Zimmer . . . . . . . . . . . . . . . . . . . . . . 280




Thema der vorliegenden Arbeit ist die Verarbeitung von Kontexten in ubiquitä-
ren Informationsumgebungen. Ziel dieser Arbeit ist es, Systeme, die Kontexte
verarbeiten, mit neuen Verfahren systematisch zu erweitern, so dass eine signifi-
kante Verbesserung in der Erkennung von Kontexten erreicht werden kann. Dazu
wird das Konzept des systematischen Kontextmanagements eingeführt, das eine
neue Schicht innerhalb kontextverarbeitender Systeme bildet. Das Konzept des
Kontextmanagements wird in dieser Abhandlung nicht nur theoretisch erarbeitet,
sondern auch praktisch umgesetzt und anhand von Simulationen und implemen-
tierten Anwendungen evaluiert.
In dieser Einleitung wird zunächst der Begriff des „Ubiquitous Computing“
eingeführt und die Notwendigkeit der Betrachtung eines systematischen Kontext-
managements motiviert. Darauf aufbauend werden die Ziele und Thesen dieser
Arbeit formuliert. Die Einleitung schließt mit einer Übersicht über die angewand-
te Methodik und den Aufbau und Inhalt der Arbeit.
1.1 Ubiquitous Computing
Der Begriff „Ubiquitous Computing“ geht auf Mark Weiser zurück, der ihn im
Jahre 1991 in einem Artikel mit dem Titel „The computer for the 21st century“
im Scientific American einführte [176]. Zu dieser Zeit entstanden unter Weisers
Leitung die ersten Ubiquitous Computing Systeme im Xerox-Parc Forschungsla-
bor in Palo Alto, das ParcTab [173] und das Reactive Environment [43][26]. Im
deutschen Sprachraum wird vorwiegend der englische Begriff Ubiquitous Com-
puting als Eigenname des Forschungsbereiches verwendet, die Übersetzung „ubi-
quitäres Rechnen“ ist eher selten zu finden. Auch die vorliegende Arbeit folgt
diesem Sprachgebrauch, benutzt aber ansonsten die deutschen Bezeichnungen.
Ubiquitous Computing beschreibt nach Weiser vier prägnante Entwicklungen
in der Benutzung und Verbreitung computerisierter Systeme:
1
1 Einleitung
• Computer werden unsichtbar. Sie verschmelzen mit der Umgebung so, dass
der Benutzer den Computer nicht mehr als solchen wahrnimmt. Er wird
integraler Bestandteil eines Gegenstandes oder einer Umgebung.
• Computer werden ubiquitär verfügbar. Sinkende Größe, steigende Leis-
tungsfähigkeit und sinkender Preis von Computern führt zu einer rapide
steigenden Verbreitung.
• Computer können ubiquitär kommunizieren. Die Entwicklung auf dem
Sektor der funkbasierten Kommunikation ermöglicht eine weitgehende
Vernetzung der Computer.
• Die Beziehung zwischen Mensch und Computer erfährt den zweiten grund-
legenden Wandel. Ein Benutzer besitzt und interagiert nicht mehr nur mit
einem Gerät, sondern mit einer Vielzahl von Computern.
Der signifikanteste Wandel den Weiser sieht, ist ein Paradigmenwechsel in der
Interaktion mit Computern und dem Verständnis von Computern. In seinem Arti-
kel „Designing Calm Technology“ [177] beschreibt er Ubiquitous Computing als
dritte Ära der Computerbenutzung nach der Mainframe Ära und nach der Ära des
Personalcomputers. Zu Zeiten der Mainframebenutzung teilten sich viele Nutzer
die Ressourcen eines einzigen Rechners. Der Benutzer musste ein großes Maß
an Fachwissen mitbringen, um in der Lage zu sein, den Computer benutzen zu
können. Dies änderte sich grundlegend mit dem Aufkommen der Personalcom-
puter ab 1980. Weiser und seine Kollegen sahen bereits in den 1990er Jahren den
nächsten anstehenden Wandel voraus: weg von dem personalisierten Computer
hin zu einer Umgebung, die mit computerisierten Gegenständen, Computern und
Kommunikationselektronik durchsetzt ist.
Heute bezeichnet Ubiquitous Computing (kurz: Ubicomp) einen Forschungs-
bereich, der sich in mehrere selbständige Teilgebiete untergliedern lässt, in denen
sich Wissenschaftler mit unterschiedlichen Fragestellungen beschäftigen. Zentra-
le Bereiche sind hier mobile drahtlose Ad-hoc-Netzwerke, Mensch-Maschine In-
teraktion und Benutzerschnittstellen, mobile verteilte Sensornetzwerke, System-




Ubiquitäre Informationsumgebungen existieren heute zumeist nur als geschlos-
sene Systeme in Laboren. Im Unterschied zu der von Mark Weiser formulierten
Vision zukünftiger Lebens- und Arbeitsumgebungen, bestehen diese Laborum-
gebungen aus einer festen Auswahl von Geräten und oft nur einer oder weniger
Anwendungen, die dann im Zentrum des wissenschaftlichen Interesses stehen.
Ubicomp als technologisches und gesellschaftliches Phänomen zeichnet dage-
gen ein Bild offener Bereiche, in denen sich ubiquitäre Informationsumgebungen
ad hoc ausbilden können, wann immer genügend mobile computerisierte Geräte
zusammenkommen, so dass sie in der Lage sind zu kommunizieren und mit den
ausgetauschten (Kontext-) Informationen durch ihre Anwendungen einen Mehr-
wert für den Benutzer, der sich in einer solchen Umgebung bewegt, zu schaf-
fen. Dabei identifizieren viele Autoren das Potential solcher neuer Strukturen in
den Möglichkeiten, die sich aus der dynamischen Komposition von Diensten und
Dienstleistungen durch die Vielzahl mobiler computerisierter Gegenstände erge-
ben.
Heute steht die Forschung an der Schwelle, an der die ersten Geräte und An-
wendungen bereit sind, die Labore zu verlassen. Damit stellen sich aber auch
neue Fragen und Probleme, deren Betrachtung bis jetzt nicht im zentralen Fokus
der Forschungsarbeit stand. Das wichtigste dieser Probleme, die auf dem Weg
zu ubiquitärer unaufdringlicher und doch nachhaltiger Computerunterstützung in
alltäglichen Umgebungen gelöst werden muss, ist das der Komplexität dieser Sze-
narien. Zu der Komplexität ubiquitärer Informationsumgebungen trägt neben der
hohen Anzahl von Geräten und deren potentieller Mobilität, auch die dynamische
Verknüpfung ihrer Anwendungen bei.
1.2.1 Motivierendes Beispiel und Problemstellung
In zukünftigen, realen ubiquitären Informationsumgebungen1 werden Dienste für
die Benutzer erbracht werden, indem die Anwendungen in diesen Umgebungen
kooperieren und Daten in Form von Kontexten austauschen. Dabei werden sowohl
die Anzahl als auch die Art der in einer Umgebung verfügbaren Geräte nicht




vorgegeben sein, sondern durch die Dynamik und Mobilität in der Umgebung
bestimmt werden.
Diese Gundbedingungen führen zu komplexen Verarbeitungsstrukturen, die in-
nerhalb der ubiquitären Informationsumgebung gehandhabt werden müssen. Zum
einen diktieren sie Anforderungen an die Architektur der Kommunikation und
Kontextverarbeitung in diesen Umgebungen, zum anderen beeinflussen sie die
Qualität der Dienste, die von Anwendungen kooperativ erbracht werden. Als mo-
tivierendes Beispiel für diese Problematik soll das AwareOffice [164, 190] dienen.
Das AwareOffice ist eine Büroumgebung, die durch eingebettete Ubiquitous
Computing Technologie in der Lage ist, ihre Benutzer bei typischen Aufgaben
im Büroumfeld aktiv zu unterstützen. Gegenstände, in die Computer eingebettet
wurden, umfassen unter anderem Stühle, Tassen [16] und Stifte (in diesem Fall
Boardmarker zum Schreiben auf Weißwandtafeln). Hinzu kommen persönliche
digitale Assistenten (PDAs), ein interaktives Türschild und eine Digitalkamera.
Basierend auf diesen Geräten wurden Anwendungen entwickelt, welche in der
AwareOffice Umgebung verschiedene Dienste bereitstellen können. Zur Illustra-
tion stellt Abbildung 1.1 diesen kleinen Ausschnitt des AwareOffice schematisch
dar: Geräte werden als Quadrate dargestellt und Kontexte, welche diese Geräte
austauschen können, werden durch Ellipsen repräsentiert.
In einer realen ubiquitären Informationsumgebung ist damit zu rechnen, dass
viele der aktiven Gegenstände von verschiedenen Herstellern stammen werden.
Diese Heterogenität führt dazu, dass die Kommunikation und Datenaustauschfor-
mate standardisiert werden müssen, um eine Zusammenarbeit zu ermöglichen.
Hinzu kommt, dass die Verarbeitung der Kontexte in Geräten verschiedener Her-
steller auf unterschiedlichen Algorithmen beruhen wird. Dies führt in der Konse-
quenz zu unterschiedlichen Qualitäten der Ausgaben dieser Geräte.
Darüber hinaus werden in realen ubiquitären Informationsumgebungen meh-
rere Gegenstände eines Typs zur gleichen Zeit präsent sein, wobei, wie zuvor
erwähnt, die Eigenschaften der von ihnen bereitgestellten Daten durchaus unter-
schiedliche sein können. Abbildung 1.2 zeigt die Darstellung einer AwareOffice
Umgebung, in der die gleichen Geräteklassen wie in Abbildung 1.1 präsent sind.
Allerdings wurden hier die Kontexte verschiedener Geräte unterschieden, da die-
se unterschiedliche Eigenschaften haben können und so auch für den Empfänger
in einer ubiquitären Informationsumgebung unterscheidbar sein sollten.
Der Graph zeigt die Datenverarbeitung von 5 Tassen, 6 Stühlen, 2 Stiften, 5
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Abbildung 1.2. Vollständiger Verarbeitungsgraph
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so insgesamt von nur 18 Geräten und deren Anwendungen. Selbst diese geringe
Anzahl von aktiven Geräten in einer Umgebung führt, wie zu sehen ist, bereits
zu komplexen Zusammenhängen und Abhängigkeiten. Legt man nun ubiquitäre
Informationsumgebungen zu Grunde, wie sie in Ubicomp diskutiert werden, an
denen mehrere hundert Geräte und Anwendungen beteiligt sind, lässt sich die
Komplexität der entstehenden Strukturen extrapolieren.
Neben der systematischen Komplexität großer ubiquitärer Informationsumge-
bungen, ist die Komplexität der Kontextverarbeitung zu beachten. Die mehrstu-
fige Kontextverarbeitung in diesen Umgebungen führt zu einer potentiellen De-
gression der Qualität der Kontextdaten: Fehler und Ungenauigkeiten in der Kon-
texterfassung pflanzen sich ohne geeignete Qualitätsicherungsmechanismen über
die Verarbeitungskette der Kontexte fort und können sich bei der Ableitung von
Kontexten aus mehreren Quellen sogar addieren.
Diese Komplexität im Datenaustausch und der Datenverarbeitung in Ubiqui-
tous Computing Systemen handhabbar zu machen und dabei die Qualität der Kon-
texte zu sichern, ist eine der großen Herausforderungen der Forschung im Bereich
ubiquitärer Informationstechnologien, zu deren Bewältigung diese Arbeit einen
Beitrag leisten will.
1.2.2 Lösungsansatz
Diese Arbeit stellt eine Architekturerweiterung für ubiquitäre Informationsumge-
bungen vor, welche zur Lösung der oben aufgezeigten Probleme beiträgt. Kom-
munikation und Datenrepräsentation und -verarbeitung in ubiquitären Informati-
onsumgebungen müssen systematisiert werden. Dadurch können Geräte aus ver-
schiedenen Quellen zusammenarbeiten. Die Systematisierung bildet dabei den
ersten Schritt in Richtung einer Standardisierung von Verfahren und Protokollen
für ubiquitäre Informationsumgebungen.
Außerdem muss ein Qualitätsmanagementsystem etabliert werden, welches es
den Teilnehmern einer ubiquitären Informationsumgebung erlaubt, auch ange-
sichts komplexer Verarbeitungszusammenhänge qualitativ hochwertige Dienste
zu liefern. Die Ansätze hierfür ergeben sich zunächst aus empirischen Studien
und den Erfahrungen aus der Entwicklung und dem Umgang mit ubiquitären In-
formationstechnologien.
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1.3 These und Ziele
Große ubiquitäre Informationsumgebungen stellen besondere Anforderungen an
die Effizienz von Verfahren zur Kontextrepräsentation, Kontextkommunikation
und Kontextverarbeitung. Bei der Verarbeitung von Kontexten steht dabei die
Qualitätssicherung der Kontexterkennung im Verarbeitungsprozess im Vorder-
grund, da sie die Basis für qualitativ hochwertige Dienste innerhalb der ubiquitä-
ren Informationsumgebung bildet.
Die vorliegende Arbeit stellt zur Lösung der in Abschnitt 1.2.1 angesprochenen
Probleme neue Verfahren der Kontextrepräsentation, Kontextkommunikation und
Kontextverarbeitung und insbesondere der Qualitätssicherung in der Kontextver-
arbeitung vor. Die Grundidee hinter dieser Methodik ist es, eine systematische
Basis für ubiquitäre Informationsumgebungen zu schaffen, auf deren Grundlage
sich effiziente Qualitätssicherungsverfahren umsetzen lassen. Dies führt zu der
Hauptthese dieser Arbeit:
These (Kontexterkennung in ubiquitären Informationsumgebungen)
Der Betrieb von großen ubiquitären Informationsumgebungen erfordert die sys-
tematische Ausgestaltung von Kontextrepräsentation, -kommunikation und -ver-
arbeitung. In diesen Umgebungen kann die Kontexterkennung verbessert wer-
den, indem Qualitätsmanagementmechanismen zur Überwachung der Qualität
von Kontexten eingesetzt werden.
Es ist das Ziel dieser Arbeit die ersten Schritte auf dem Weg zu großen hete-
rogenen ubiquitären Informationsumgebungen zu gehen und die dafür notwen-
digen Verfahren bereitzustellen. Die Hauptthese dieser Arbeit kann unter diesem
Gesichtspunkt zu zwei Subthesen spezialisiert werden. Im zentralen Fokus steht
dabei die Verbesserung der Kontexterkennung in ubiquitären Informationsumge-
bungen:
Subthese 1 (Verbesserung der Qualität der Kontexterkennung)
Die Erkennung von Kontexten in ubiquitären Informationsumgebungen kann qua-
litativ verbessert werden, wenn bei der Interpretation Eigenschaften, sogenannte
Attribute, von Kontextdaten berücksichtigt werden.
Als Grundlage für ein Qualitätsmanagementsystem für Kontexte müssen aller-
dings zuerst Rahmenbedingungen geschaffen werden, welche die effiziente Um-




Subthese 2 (Effiziente Gestaltung ubiquitärer Informationsumgebungen)
Ubiquitäre Informationsumgebungen einer Größe von mehreren hundert Geräten
führen zu hoch komplexen Verarbeitungsstrukturen. Diese Umgebungen können
effektiv und effizient gestaltet werden, wenn für die Repräsentation, Kommuni-
kation und Verarbeitung von Kontexten auf Systemebene einheitliche, optimierte
Verfahrensprinzipien zum Einsatz kommen.
Analog zu der Spezialisierung der Hauptthese, können die Ziele der Arbeit
konkretisiert werden. Ziel der Arbeit ist es, in einem ersten Schritt das Modell
einer großen heterogenen ubiquitären Informationsumgebung zu entwerfen und
zu einer umsetzbaren Architektur zu konkretisieren. Dieses Modell beinhaltet die
grundlegenden technischen Parameter eines Ubiquitous Computing System: Kon-
textrepräsentation, Kontextkommunikation und Kontextverarbeitung. Es dient zur
Erreichung des Hauptzieles dieser Arbeit, nämlich der Modellierung und Umset-
zung eines effizienten Qualitätsmanagements für Kontexte in ubiquitären Infor-
mationsumgebungen, das zu einer Verbesserung der Kontexterkennung von An-
wendungen führt und somit die Qualität von Diensten in Ubiquitous Computing-
Systemen verbessert.
1.4 Aufbau und Inhalt
Zunächst wird in Kapitel 2 der Stand der Forschung im Bereich Kontextverar-
beitung in Ubiquitous Computing Systemen diskutiert und die vorliegende Arbeit
in diesen Forschungsbereich eingeordnet. Untersucht werden hier schwerpunkt-
mäßig die Bildung des Kontextbegriffes in der Forschung, die Modellierung von
Kontexten, sowie der aktuelle Stand bei der Kommunikation und Verarbeitung
von Kontexten. Abschließend werden Entwicklungen im Bereich des Kontextma-
nagements betrachtet.
In Kapitel 3 wird das Modell der Kontextkommunikation und Kontextverar-
beitung und das darauf aufbauende Modell der Qualitätssicherung von Kontex-
ten durch Kontextattribute entwickelt. Die formale Beschreibung von Kontexten
sowie deren Verarbeitung und Kommunikation ermöglicht die Ausnutzung allge-
meiner Systemeigenschaften zum Aufbau von Qualitätssicherungsmechanismen.
Die Qualität von Kontexten wird dabei unabhängig von der inhaltlichen Bedeu-
tung der Kontextdaten für eine Anwendung bestimmt und ausgewertet. Das Mo-
dell der Kontextkommunikation und Kontextverarbeitung beruht auf einer An-
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forderungsanalyse und einem Kostenmodell, welches zur Analyse und zum Ver-
gleich der Effizienz verschiedener möglicher alternativer Modellierungen heran-
gezogen wurde. Das Modell der Qualitätssicherung durch Kontextattribute wurde
aus einer schrittweisen Problemanalyse heraus entwickelt, welche Einflussfakto-
ren auf die Kontextqualität identifiziert.
In Kapitel 4 werden die Modelle, welche im dritten Kapitel als effiziente Um-
setzungen einer ubiquitären Informationsumgebung identifiziert wurden in einer
Architektur konkretisiert. In diesem Kapitel werden die Verfahren zur Qualitäts-
sicherung eingehend diskutiert und die Algorithmen eingeführt, welche die kon-
kreten Qualitätsmaße berechnen.
Kapitel 5 beschreibt die Implementierung der zuvor eingeführten Architektur
sowohl im Rahmen einer Simulationsumgebung für große ubiquitäre Informa-
tionsumgebungen, als auch deren Umsetzung in den realen Anwendungen der
AwareOffice Umgebung.
Die Ergebnisse der Evaluierung des entwickelten Systems werden in Kapitel 6
zusammengefasst. Dabei wird die Verbesserung der Kontexterkennung in realen
Laborumgebungen und simulierten Großszenarien quantitativ betrachtet.
Abbildung 1.3. Aufbau dieser Arbeit
Abbildung 1.3 zeigt schematisch den methodischen Aufbau der Arbeit, wel-
cher dem Inhalt der Kapitel weitgehend folgt: aus Motivation und Problemstel-
lung wird die These der Arbeit abgeleitet. Zunächst werden dann die Grundlagen
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der Arbeit erläutert und eine genaue thematische Einordnung in den Forschungs-
bereich Ubiquitous Computing vorgenommen. Daraufhin werden die Anforde-
rungen an eine ubiquitäre Informationsumgebung mit Qualitätssicherungsmecha-
nismen analysiert und basierend darauf die Modelle dieser Arbeit entwickelt.
Im nächsten Schritt werden diese Modelle in einer Systemarchitektur umge-
setzt, welche die nötigen Verfahren und Algorithmen spezifiziert. Diese werden
für die Evaluierung implementiert. Zur Bewertung der Verbesserung in der Kon-
texterkennung dient eine Referenzimplementierung auf einer Hardwareplattform
und Simulationsergebnisse aus der Simulation komplexer Szenarien, die sich heu-
te aus Kostengründen noch nicht zu Testzwecken in Hardware realisieren lassen.




Dieses Kapitel führt die Grundlagen der vorliegenden Ausarbeitung ein. Obwohl
diese Arbeit einen völlig neuen Ansatz vorstellt, finden sich wichtige Fragestel-
lungen, die hier behandelt werden, auch in Forschungsarbeiten Dritter. Im Folgen-
den werden einige dieser Arbeiten vorgestellt und zur Einordnung und Abgren-
zung der vorliegenden Arbeit in den Forschungsbereich „Kontextverarbeitung in
ubiquitären Informationsumgebungen“ herangezogen. Weiterhin soll dieses Ka-
pitel wichtige Grundlagen, die zum besseren Verständnis dieser Arbeit beitragen,
einführen. Dazu wird der Stand der Forschung in den Bereichen, die diese Arbeit
tangieren erörtert. Im Einzelnen sind dies die Themen Kontextmodelle, Kontext-
kommunikation und Kontextverarbeitung.
2.1 Abgrenzung und Einordnung der Themengebiete
Die folgenden Abschnitte führen kurz in den Forschungsbereich des „Ubiquitous
Computing“ ein und geben einen Überblick über die Themenbereiche, die diese
Arbeit berühren. Die Forschungstätigkeit der vorliegenden Arbeit wird in den Ge-
samtthemenkomplex eingeordnet. Dabei wird der Anwendungsbereich der hier
erzielten Forschungsergebnisse umrissen und die Eigenschaften der zu Grunde
liegenden Anwendungsdomäne untersucht.
2.1.1 Ubiquitous Computing: Kontext
Die Grundidee des Ubiquitous Computing ist, dass Computer mehr und mehr
in die Umgebung der Menschen und Gegenstände, mit denen sie arbeiten, ein-
gebettet werden. Dort bieten sie dem Benutzer Dienste an, die ihn bei seinen
täglichen Aufgaben unterstützen. Dabei bleibt der Computer selbst als Gerät im
Hintergrund. Ziel der Entwicklung von Ubiquitous Computing Systemen ist es,
die Diensterbringung möglichst unaufdringlich für den Benutzer zu gestalten. Da-
zu gehört, dass die Aufmerksamkeit des Benutzers nicht mehr als unbedingt not-
wendig belastet wird, was durch die konsequente Reduktion expliziter Interaktion
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geschieht. An ihre Stelle tritt die implizite Interaktion mit dem Benutzer und der
Umgebung. Integrierte Sensorik und eine Funkschnittstelle ermöglichen es Ubi-
quitous Computing Systemen, Informationen über ihre Umwelt zu sammeln und
diese mit anderen Geräten zu kommunizieren. Die so zusammengetragenen In-
formationen werden benutzt, um Rückschlüsse auf die aktuelle Situation – den
Kontext – zu ziehen, in der sich ein System befindet. Wird eine Situation oder ein
Kontext erkannt, die für das System relevant ist, passt die Ubiquitous Computing
Anwendung ihr Verhalten automatisch an. So wird ein explizites Eingreifen des
Benutzers unnötig. Die Anwendungen einer ubiquitären Informationsumgebung
passen ihr Verhalten dynamisch der Situation an.
Kontext bildet in ubiquitären Informationsumgebungen die Basis der Interak-
tion von Anwendungen mit dem Benutzer. Da einzelne Geräte und damit ihre
Anwendungen nicht, oder nur in den seltensten Fällen in der Lage sind, alleine
genug Daten zu erheben, um eine Situation korrekt zu beurteilen, werden die ge-
sammelten Teilinformationen als Kontexte zwischen den Ubiquitous Computing
Anwendungen kommuniziert und von diesen weiterverarbeitet.
Im Forschungsschwerpunkt Kontextverarbeitung in ubiquitären Informations-
umgebungen lassen sich die Teilgebiete Kontextmodellierung, Kontexterkennung,
Kontextkommunikation, Kontextaggregation und -fusion, und Kontextmanage-
ment identifizieren.
2.1.2 Überblick der verwandten Themengebiete
Die vorliegende Arbeit ist im Bereich Kontextmanagement angesiedelt. Sie hat
zum Ziel ein Qualitätsmanagementsystem für Kontexte in ubiquitären Informati-
onsumgebungen bereitzustellen. Alle Bereiche der Forschung zum Themenkom-
plex Kontextverarbeitung werden durch diese Arbeit mehr oder weniger stark be-
rührt, da sich ein Kontextmanagementsystem in die Strukturen der Kontextver-
arbeitung integrieren und mit den anderen Komponenten kontextverarbeitender
Systeme interagieren muss.
Kontextmodellierung
Die Modellierung von Kontexten hat zum Ziel, die Informationen, die in einem
Ubiquitous Computing System gewonnen, verarbeitet und kommuniziert werden,
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zu strukturieren. Bei gängigen Modellierungsansätzen ist zwischen semantischen
Kontextmodellen und funktionalen Kontextmodellen zu unterscheiden. Semanti-
sche Kontextmodelle modellieren in erster Linie die Abbildung der gesammelten
Informationen auf abstrakte Situationen. Dabei steht die Interpretation der Kon-
texte im Vordergrund. Oft inkludieren semantische Kontextmodelle auch funk-
tionale Bereiche der Kontextverarbeitung. Dies ist zumeist historisch bedingt, da
sich die ersten wissenschaftlich formulierten Kontextmodelle sowohl mit seman-
tischen, als auch funktionalen Aspekten auseinander setzten, allerdings dabei die
semantischen Aspekte deutlich in den Vordergrund stellten [115, 141, 50].
Rein funktionale Kontextmodelle existieren bis heute praktisch nicht. Die in
der Literatur beschriebenen funktionalen Modelle sind Teil monolithischer Mo-
dellierungen, die funktionale sowie semantische Aspekte der Kontextdarstellung
beinhalten. Dies hat unter anderem auch zur Folge, dass heute, bis auf einzelne
Ausnahmen, wie ConCom [106], kaum Systeme zur Verfügung stehen, die Kon-
text unabhängig von ihrer semantischen Modellierung betrachten.
Der Nachteil diese Umstandes ist, dass heute praktisch keine interoperablen
Ansätze in der Kontextverarbeitung existieren. Heutige Ubiquitous Computing
Systeme sind damit auf die einmalige Auswahl eines semantischen Kontextmo-
dells beschränkt, welches alle weiteren Systemkomponenten vorgibt.
An dieser Stelle tangiert die vorliegende Arbeit diesen Forschungsschwer-
punkt, da hier ein Kontextmanagementsystem vorgestellt wird, das auf ein allge-
meines, von semantischen Modellierungen unabhängiges funktionales Kontext-
modell aufbaut.
Kontexterkennung, Kontextaggregation und -fusion
Die beiden verwandten Forschungsbereiche Kontexterkennung und Kontextag-
gregation und -fusion beschäftigen sich mit der Verarbeitung von Kontexten auf
algorithmischer Ebene.
In der Kontexterkennung werden Algorithmen untersucht, mit deren Hilfe auf
der Basis von Sensordaten und eventuell weiteren Informationen über die Um-
gebung, Rückschlüsse auf die aktuelle Situation gezogen werden können. Hier
beschäftigt sich die Forschung zumeist mit der Adaption bekannter Clustering-




Die Forschung zur Aggregation und Fusion von Kontexten untersucht Verfah-
ren, die zur Verknüpfung abstrakterer Informationen dienen können. Dazu gehö-
ren logikbasierte Verkettungsalgorithmen und andere Deduktionsverfahren. Unter
der Fusion von Daten versteht man im Allgemeinen die Zusammenfassung von
gleichartigen Daten zum Zweck der Genauigkeitsverbesserung oder Fehlerreduk-
tion. Aggregation bezeichnet dagegen die Verknüpfung verschiedenartiger Daten,
um daraus neue Erkenntnisse zu gewinnen.
Bei der Kontextaggregation und -fusion werden im Gegensatz zur Kontexter-
kennung nicht Kontexte aus Umweltdaten abgeleitet, sondern verschiedene Kon-
texte zusammengefasst, um zu umfassenderen Beschreibungen der aktuellen Si-
tuation zu gelangen. Zusammenfassend werden die Algorithmen zur Kontexter-
kennung und Kontextaggregation und -fusion, auch kurz Kontextalgorithmen, ge-
nannt.
Zentrales Ziel dieser Arbeit ist es Qualitätssicherungsmechanismen zu etablie-
ren, die es ermöglichen die Erkennungsraten von Kontexten zu verbessern. Dies
bedeutet, Qualitätsmaße für Kontexte zur Verfügung zu stellen, die direkt von
Kontextalgorithmen ausgenutzt werden können oder Kontexte gezielt auszufil-
tern, die bei der Anwendung bestimmter Kontextalgorithmen zu Fehlern führen
können.
Kontextkommunikation
Im Bereich Kontextkommunikation werden die unterschiedlichen Aspekte der
Kommunikation in ubiquitären Informationsumgebungen untersucht, er stellt einen
der umfangreichsten Forschungsbereiche im Ubiquitous Computing dar. Von
zentralem Interesse sind hier Fragestellungen zu Ad-hoc-Netzwerken wie Rou-
tingverfahren und Dienstfindung. Aber auch neue energiesparende Medienzu-
griffsprotokolle, die speziell den Anforderungen in Ubiquitous Computing Sys-
temen gerecht werden, stehen hier im Fokus. Daneben werden auch neue Proto-
kolle zur Basisbandübertragung untersucht. Damit deckt die Forschung in diesem
Bereich die Adaption von Verfahren ab, die den klassischen Schichten 1-3 des
ISO/OSI-Basisreferenzmodells [191] entsprechen.
Die Kontextkommunikation wird von der vorliegenden Arbeit in Bereichen be-
rührt, die sich mit der Modellierung der Interaktion von Geräten in ubiquitären In-
formationsumgebungen beschäftigen, soweit diese bestimmte Kommunikations-
paradigmen vorgeben.
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Kontextmanagement
Kontextmanagement stellt den jüngsten der hier vorgestellten Forschungsbereiche
dar. Die vorliegende Arbeit ist in diesem Bereich angesiedelt. Sie hat zum Ziel,
mit der Entwicklung eines Kontextmanagementsystems zur Qualitätssicherung
von Kontexten, einen zentralen Beitrag zur aktuellen Forschung zu leisten.
Die Forschung in diesem Bereich erstreckt sich neben den Qualitätssicherungs-
systemen für Kontexte [28, 24, 187] auf effiziente Verwaltungsstrukturen für Kon-
texte, wie zum Beispiel zentrale und dezentrale Kontextspeicher (Repositories)
[82, 31]. In jüngster Zeit ist hier allerdings die Qualitätssicherung in das zentrale
Interesse gerückt.
2.1.3 Anwendungsbereiche dieser Arbeit
Der primäre Anwendungsbereich der Ergebnisse dieser Arbeit sind große ubiqui-
täre Informationsumgebungen. Ubiquitäre Informationsumgebungen sind räum-
liche Bereiche, in denen Ubiquitous Computing Systeme arbeiten und entspre-
chende Dienste bereitstellen. Die Forschung, die dieser Ausarbeitung zu Grunde
liegt, adressiert spezielle Probleme, die vornehmlich mit der Skalierung dieser In-
formationsumgebungen in Zusammenhang stehen und sich auf die Qualität von
Kontextdaten auswirken.
Die hier entwickelten Verfahren sollen die möglichen Anwendungsfelder nicht
einschränken und sind daher auch nicht auf spezielle Umgebungen zugeschnitten
oder setzen diese für eine effiziente Funktion voraus. Allerdings treten einige der
adressierten Probleme nur in Umgebungen einer gewissen Größe und Komplexi-
tät zutage, so dass manche der entwickelten Verfahren auch nur hier ihren vollen
Nutzen entfalten können.
Das zentrale Anwendungsbeispiel dieser Arbeit, das AwareOffice, stammt aus
dem Bereich computerunterstütztes kooperatives Arbeiten (engl.: Computer Sup-
ported Cooperative Work (CSCW)). Die Anwendbarkeit der Ergebnisse be-
schränkt sich allerdings keinesfalls auf den Einsatz in Büroumgebungen.
Im folgenden Abschnitt 2.1.4 werden die speziellen Eigenschaften der Anwen-
dungsdomäne allgemeiner großer ubiquitärer Informationsumgebungen diskutiert
und erste Implikationen daraus identifiziert.
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2.1.4 Eigenschaften der Anwendungsdomäne
Die Anwendungsdomäne, in der das hier vorgestellte Qualitätssicherungssystem
für Kontexte zum Einsatz kommen soll, zeichnet sich durch unterschiedliche ty-
pische Charakteristika aus, die den Entwurf des vorliegenden Systems beeinflusst
haben.
Im Gegensatz zu heute in der Forschung gängigen Versuchsaufbauten bein-
halten produktiv eingesetzte ubiquitäre Informationsumgebungen eine große An-
zahl von Geräten. Wissenschaftliche Versuche in der Kontextverarbeitung werden
heute üblicherweise in Testumgebungen durchgeführt, in denen maximal einige
Dutzend kontextsensitive Geräte zur Verfügung stehen. Dagegen werden sich ty-
pische ubiquitäre Informationsumgebungen auf ganze Gebäude, öffentliche Plät-
ze oder sogar noch größere Gebiete ausdehnen können, die dann erheblich mehr
einzelne Geräte umfassen werden. Zählungen, die in der Vorbereitung zu dieser
Arbeit durchgeführt wurden, haben ergeben, dass sich im Durchschnitt im Be-
reich eines Büroarbeitsplatzes mehr als 130 Gegenstände befinden, die in Zukunft
potentiell computerisiert sein könnten. Hierzu gehören Büromöbel wie Schrän-
ke, Schreibtische und Rollcontainer, Arbeitsmaterialien wie Stifte, Boardmarker,
Computer, Telefone, Lampen und Unterlagen in Form von Ordnern, Büchern und
Ablagen, sowie persönliche Gegenstände, die an den Arbeitsplatz mitgebracht
werden. Die Ergebnisse dieser Studie finden sich im Anhang B dieser Arbeit.
Somit können sich bereits in einem einzelnen Büro mit zwei bis drei Arbeitsplät-
zen mehrere hundert computerisierte Gegenstände befinden, die eine ubiquitäre
Informationsumgebung bilden.
Der Großteil der Geräte, die eine ubiquitäre Informationsumgebung bilden ist
mobil. Diese können von den Benutzern in den Bereich einer aktiven Umgebung
hinein bewegt oder aus diesem entfernt werden. Damit ist im Gegensatz zu über-
wachten Forschungsumgebungen die Art und Anzahl der Geräte, die eine ubiqui-
täre Informationsumgebung bilden weder statisch noch genau vorhersagbar.
Es ist davon auszugehen, dass Ubiquitous Computing Systeme von einer Viel-
zahl verschiedener Hersteller bereitgestellt werden. Die Anwendungen und die
verwendete Hardware werden daher nicht vollständig aufeinander abgestimmt
sein. Als Folge ergibt sich die Notwendigkeit definierter Schnittstellen für die
Kommunikation und Interaktion dieser Geräte, die dann einen Standard für ubi-
quitäre Informationsumgebungen bilden.
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2.1 Abgrenzung und Einordnung der Themengebiete
Sind Standards etabliert und können damit beliebige Geräte in einer ubiquitären
Informationsumgebung interagieren, ergeben sich dadurch komplexe Verarbei-
tungszusammenhänge. Die Interaktion von Geräten geschieht über die Kommu-
nikation von Kontexten, die wiederum von den Geräten weiterverarbeitet und zu-
sammengefasst werden. Dadurch sind die Verarbeitungszusammenhänge und Ab-
hängigkeiten einzelner Kontexte ohne zusätzliche Mechanismen nur noch schwer
oder gar nicht nachvollziehbar.
Geräte in ubiquitären Informationsumgebungen haben beschränkte Ressour-
cen. Durch ihre Einbettung in zumeist mobile Gegenstände sind die Geräte auf
eine batteriebasierte Energieversorgung angewiesen oder müssen die Energie, die
sie benötigen, der Umwelt direkt, zum Beispiel durch Solarzellen, entnehmen.
Da die Computer in Ubiquitous Computing Systemen möglichst für den Benutzer
unsichtbar bleiben sollen, ist eine der wichtigsten Anforderungen an eine Batte-
rieversorgung, dass diese weitgehend wartungsfrei ist. Das bedeutet, dass der Be-
nutzer möglichst selten oder besser sogar niemals während der Lebenszeit eines
Gerätes die Batterien auswechseln muss. Dies bedingt, dass alle Komponenten ei-
nes Ubiquitous Computing Gerätes so energieeffizient wie möglich ausgelegt und
genutzt werden müssen. Als Folge der Energiebeschränkung ergibt sich damit
auch gleichzeitig eine Beschränkung der Rechenleistung, der Speicherkapazität
und der verwendbaren Kommunikationsbandbreite. Bei der Entwicklung von Al-
gorithmen und Managementverfahren für Ubiquitous Computing Anwendungen
müssen diese Restriktionen beachtet werden.
Skalierung Große Anzahl Geräte in einer Umgebung
Dynamik Geräte betreten und verlassen ständig die Umgebung
Heterogenität Nicht einheitliche Hersteller von Hard- und Software
Komplexität Nicht planbare Abhängigkeiten bei der Kontextverarbeitung
Ressourcen Beschränkte Rechenleistung, Speicherplatz,
Kommunikationsbandbreite und Energie
Tabelle 2.1. Übersicht der Eigenschaften der Anwendungsdomäne des Kontext-
managementsystems
Tabelle 2.1 fasst die Eigenschaften der Anwendungsdomäne des hier entwi-




Eine Schwierigkeit, der sich die Forschung auf dem Gebiet der ubiquitären In-
formationsumgebungen gegenüber sieht, ist das Fehlen einer allgemein gültigen
Definition des Kontextbegriffes. Dieser Abschnitt gibt einen Überblick über die
Entwicklung des Kontextbegriffes innerhalb des Ubiquitous Computing und die
eng mit diesem verbundene Architektur von kontextsensitiven Systemen. Neben
der Frage, was unter Kontext zu verstehen ist und wie dieser in ubiquitären In-
formationsumgebungen benutzt wird, wird die Frage behandelt, welche Anforde-
rungen zukünftige kontextsensitive Systeme erfüllen müssen.
2.2.1 Kontext
Die Bezeichnung „Kontext“ (lat. contextus: verflochten, fortlaufend) ist der Lin-
guistik entlehnt. Sie beschreibt dort den sinngebenden Zusammenhang in dem ein
Wort oder Satzfragment gebraucht wird. In Bußmanns „Lexikon der Sprachwis-
senschaft“ [25] findet sich die folgende Definition von Kontext:
Als umfassender Begriff der Kommunikationstheorie bezeichnet K
[ontext] alle Elemente einer Kommunikationssituation, die systema-
tisch das Verständnis einer Äußerung bestimmen: den verbalen und
non-verbalen (z.B. mimischen) K., den aktuellen K. der Sprechsi-
tuation und den sozialen K. der Beziehung zwischen Sprecher und
Hörer, ihrem Wissen und ihren Einstellungen.
Im Forschungsfeld des Ubiquitous Computing erscheint der Begriff der Kon-
textsensitivität (engl. context-awareness) zum ersten Mal 1994 in einem Artikel
von Bill Schilit und Marvin Theimer [143]. Die erste Definition folgt wenig später
in einer eigenständigen Veröffentlichung mit dem Titel „Context-aware compu-
ting applications“ [141]. Seit dieser Zeit sind zahlreiche Versuche unternommen
worden, sich dem Kontextbegriff zu nähern. Die ersten Definitionen charakteri-
sieren sich durch ihren Versuch Kontext durch Enumeration seiner Komponenten
zu beschreiben: Schilit und Theimer verstehen unter Kontext die Lokation und
die Identität von Objekten und Personen und die Änderungen, die diese über die
Zeit erfahren [143]. Die Identität von Personen in der Umgebung des Benutzers,




Andere Definitionen lösen sich von der reinen Beschreibung durch physikali-
sche Größen wie Ort, Zeit, räumliche Nähe (Co-Lokation), Temperatur usw. und
bedienen sich einer abstrakteren Sicht von Kontext. Diese Definitionen beinhalten
zumeist die Situation als Komponente des Kontextes, ohne diesen neuen Begriff
genauer zu definieren. In diese Gruppe fallen zum Beispiel die Definitionen von
Ward et al. [174], Franklin und Flaschbart [58] und Dey [50]. Dabei benutzen
sowohl Ward et al., als auch Franklin und Flaschbart den Begriff Situation quasi
synonym für Kontext. Im Gegensatz dazu definiert Dey [50]:
Context is any information that can be used to characterize the situa-
tion of an entity. An entity is a person, place, or object that is consi-
dered relevant to the interaction between a user and an application,
including the user and application themselves.
und differenziert damit zum ersten Mal die umgebende Situation, die beteiligten
Instanzen (Personen, Objekte, Orte) und Interaktionen. Diese Definition ist viel-
leicht die bekannteste und weit verbreitetste Definition des Kontextbegriffes im
Bereich Ubiquitous Computing. Dey veröffentlichte sie im Rahmen seiner Dis-
sertation, in der er eines der ersten Toolkits für die Erstellung und den Betrieb
von kontextsensitiven Anwendungen entwickelte. Sie bildete einige Zeit den Aus-
gangspunkt für die Forschung auf dem Gebiet der Kontexterfassung und Kontext-
verarbeitung.
Auffallend bei allen hier vorgestellten Definitionen ist, dass sie Kontext aus
einer Sicht beschreiben, die auf der menschlichen Kognition beruht. Eine Unter-
scheidung zwischen dem vom Menschen wahrgenommenen kognitiven Kontext
und den Kontextinformationen, die einem informationstechnischen System zur
Verfügung stehen, findet an dieser Stelle nicht statt. Als Folge ist in der Literatur
oft nicht eindeutig ersichtlich, ob die Autoren von Kontext im kognitiven Sinne
oder von in verarbeitbaren Daten darstellbaren Kontexten sprechen. Einigkeit be-
steht weitgehend darüber, dass eine vollständige Abbildung des kognitiven Kon-
textes in informatisch verarbeitbaren Kontextinformationen nicht möglich sein
wird. Speziell nicht messbare Faktoren, die zum kognitiven Kontext beitragen,
wie zum Beispiel die Intention eines Benutzer bei der Benutzung eines Dienstes,





Die Grundidee des Ubiquitous Computing – das in den Hintergrund Treten der
Technologie während dem Benutzer unaufdringlich ein Mehrwert erbracht wird
– ist eng mit der Verarbeitung von Kontexten verbunden. Um ubiquitäre Infor-
mationsumgebungen Realität werden zu lassen, müssen sich die darin agierenden
Geräte für den Benutzer möglichst unauffällig verhalten, aber dennoch zusätzli-
che Dienste bereitstellen, wenn diese benötigt werden. Dies wird im Allgemeinen
als kontextsensitives Verhalten bezeichnet.
Für Kontextsensitivität finden sich in der Literatur eine Vielzahl sich ähnelnder
Definitionen [141, 23, 126, 135, 50]. Beispielhaft soll auch hier die Definition
von Dey [50] stehen:
A system is context-aware if it uses context to provide relevant infor-
mation and/or services to the user, where relevancy depends on the
user’s task.
Diese Definition kontextsensitiver Systeme, fasst frühere Ansätze zusammen, bei
denen zum Teil noch Unterscheidungen zwischen Systemen, die Kontextinforma-
tionen benutzen und solchen, die durch Adaption auf Kontexte reagieren, gemacht
wurden.
Dey geht in seiner Definition stark auf den Aspekt der Relevanz der Infor-
mation für den Benutzer ein. Da aus heutiger Sicht nicht alle kontextsensitiven
Systeme zwingend eine Benutzerschnittstelle haben müssen und die Dienste und
Informationen in ubiquitären Informationsumgebungen dem Benutzer nur in den
seltensten Fällen von einer einzelnen Anwendung bereitgestellt werden, wollen
wir für die vorliegende Arbeit einen allgemeineren Ansatz wählen:
Definition 2.1 (Kontextsensitivität) Ein System oder eine Anwendung ist kon-
textsensitiv, wenn es Kontextinformationen verarbeitet und sein inneres und/oder
äußeres Verhalten aufgrund der verarbeiteten Kontextinformation ändern kann.
Die Relevanz für den Benutzer, welche Dey in seine Definition einfließen lässt,
ist von großer Wichtigkeit, um den Benutzer eines Systems nicht mit Informa-
tionen zu überfluten [7, 86]. Sie kann jedoch als Eigenschaft des Kontextes ver-
standen werden und hat damit auf die Kontextsensitivität einer verarbeitenden
Anwendung keinen Einfluss. Deys Definition beinhaltet damit bereits eine Unter-
scheidung verschiedener Kontextklassen, die eigentlich einer konkreten Model-




In neueren Arbeiten zum Thema Kontextverarbeitung in ubiquitären Informati-
onsumgebungen ist zu erkennen, dass sich zunehmend eine differenziertere Sicht
auf Kontext durchsetzt. Ein Blick auf die Architektur der meisten bekannten kon-
textsensitiven Anwendungen verdeutlicht jedoch die Quelle der unterschiedlichen
Auffassungen und Definitionen von Kontext und Kontextsensitivität die heute in
der Forschung gebraucht werden. Wie in Abbildung 2.1 zu sehen ist, bestehen
kontextsensitive Anwendungen, wie wir sie heute kennen, zumeist lediglich aus
drei eindeutig differenzierbaren Blöcken, die auch in der Forschung und Entwick-
lung separat adressiert werden. Diese sind die Kommunikation oder das Netz-
werk, die Kontextverarbeitung, die heute auch oft Kontext-Middelware genannt
wird, und die Anwendung.
Abbildung 2.1. Einfache Architektur heutiger kontextsensitiver Anwendungen
Die Architektur dieser Anwendungen und damit auch der Systeme, die aus die-
sen Anwendungen bestehen, ist stark monolithisch. Blöcke, die unterschiedliche
Funktionen übernehmen, lassen sich identifizieren, allerdings oft nicht eindeu-
tig trennen. Meist fällt auf, dass das (semantische) Kontextmodell, welches Teil
des Kontextverarbeitungsblockes ist, den zentralen Kern des Systems darstellt. Es
beeinflusst sowohl die Ausgestaltung der Kommunikation zwischen diesen An-
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wendungen, als auch die Funktionalität und Benutzerschnittstellen der Anwen-
dungen, die auf ihm beruhen. Eine klare Trennung von funktionaler Verarbeitung
von Kontexten in Form von Daten, die zum Beispiel über ein Netzwerk kommu-
niziert werden, von der Interpretation von Kontextdaten zur Situationserkennung
und Ableitung abstrakterer Kontexte und von der Aufbereitung der kontextuellen
Information und ihrer Präsentation gegenüber dem Benutzer, findet meist nicht
statt.
Hier zeigt sich die Schwierigkeit im Umgang mit dem Kontextbegriff in der Ge-
staltung und Umsetzung von realen Anwendungen und Systemen. Die gängigen
Definitionen von Kontext differenzieren nicht zwischen dem gesamten facetten-
reichen kognitiven Kontext in dem eine Anwendung arbeitet und der Information,
die der Anwendung als Kontextinformation zur Verfügung steht.
Dabei lassen sich deutliche Unterschiede hinsichtlich der Kontextdefinitionen
feststellen, die auf die unterschiedlichen Forschungsschwerpunkte der verschie-
denen Arbeiten zurückzuführen sind. Teilbereiche, in denen sich unterschiedliche
Kontextbegriffe etabliert haben, sind:
• Kontexte in der Mensch-Maschine-Interaktion (adaptive Benutzerschnitt-
stellen)
• Darstellung von semantischen Kontextinformationen und deren Verarbei-
tung (semantische Kontextmodelle)
• Algorithmische Kontextgewinnung und Kontextverarbeitung (Fusion und
Aggregation)
• Systematische Kontextverarbeitung (Kodierung, Kommunikation, Kontext-
management, Qualitätssicherung)
Kontexte in der Mensch-Maschine-Interaktion werden hauptsächlich dazu ver-
wendet, Benutzerschnittstellen adaptiv zu gestalten. Definitionen aus diesem Be-
reich abstrahieren nur wenig vom kognitiven Kontext, da diese als Entscheidungs-
grundlage für die Adaption der Schnittstellen dienen soll.
Die semantische Kontextmodellierung fokussiert die Interpretation und Ver-
knüpfung von Kontexten. Bei den hier verwendeten Definitionen steht allerdings
auch die inhaltliche Bedeutung der Kontexte im Vordergrund.
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2.3 Kontextmodellierung
Kontextdefinitionen, die in der algorithmischen Kontextverarbeitung gebräuch-
lich sind, adressieren sowohl funktionale, als auch inhaltliche Aspekte von Kon-
text. Diese Definitionen dienen dazu, den Übergang zwischen Sensordaten und
Kontexten durch die algorithmische Verarbeitung, meist Klassifizierung, abzude-
cken.
Für die systematische Kontextverarbeitung stehen funktionale Aspekte von
Kontext im Zentrum der Definitionen. Auch hier findet allerdings durch die be-
grifflich unscharfe Trennung oft eine Vermischung mit inhaltlichen Aspekten
statt.
Zusammenfassend lässt sich sagen, dass die heutigen einfachen Architektu-
ren von kontextsensitiven Systemen nicht mehr ausreichen, um allen Aspekten
von Kontext, die für die Entwicklung eines effizienten Gesamtsystems notwendig
sind, zu berücksichtigen.
2.3 Kontextmodellierung
Dieser Abschnitt gibt einen Überblick über die in der Forschung relevanten Kon-
textmodellierungen und Arbeiten in diesem Bereich. Die Kontextmodellierung
bildet aufgrund der im vorigen Abschnitt beschriebenen Architektur in heutigen
Systemen oft den Rahmen, der Kontextkommunikation, Kontextverarbeitung und
Kontextmanagement bestimmt. Daher wird nun zunächst auf diese Modelle ein-
gegangen, bevor in den folgenden Abschnitten die konkreten Verfahren, die bei
der Kommunikation, der Verarbeitung und dem Management von Kontexten zum
Einsatz kommen, betrachtet werden.
In der Linguistik werden meist drei Dimensionen des Kontext unterschieden:
der extra-linguistische oder situative Kontext, das Hintergrundwissen der Teil-
nehmer und der unmittelbare Kontext, die linguistische Umgebung der Äußerung
[149]. Ähnlich unterscheiden Forscher im Bereich Ubiquitous Computing ver-
schiedene Arten von Informationen, die zum Kontext beitragen: Informationen,
die Eigenschaften oder Konfigurationen der Umgebung repräsentieren, werden
oft als Meta-Information bezeichnet [63, 96, 185]. Auch hier ist die Benennung
nicht immer eindeutig. Davon unterschieden werden Informationen, die aus der
Umgebung sensorisch oder durch die Eingabe eines Benutzers gewonnen werden
können [144, 30]. Die Übergänge sind dabei oft fließend, was wiederum zu Un-
klarheiten in der Benennung zwischen verschiedenen Forschungsarbeiten führt.
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Allgemein lassen sich zwei Klassen von Kontextmodellen unterscheiden: se-
mantische Kontextmodelle, in deren Mittelpunkt die Umsetzung der Bedeutungs-
zuordnung von Kontexten steht und technische oder funktionale Kontextmodelle,
die sich mit der Modellierung der Kontextverarbeitung auf informationstechni-
scher Ebene beschäftigen.
Wie in den vorigen Abschnitten bereits angeklungen ist, stellen zur Zeit die
semantischen Kontextmodelle den Hauptteil der Modellierungen von Kontext in
Ubicomp. Funktionale Kontextmodelle sind oft Bestandteil ganzer Systemarchi-
tekturen und als solche mit den in diesen Systemen eingesetzten semantischen
Modellen eng verknüpft.
2.3.1 Semantische Kontextmodelle
Semantische Kontextmodelle ordnen den erkannten Kontexten einer kontextsen-
sitiven Anwendung eine semantische Bedeutung zu. Sie bilden die Basis für die
Interpretation von Kontexten und deren Verknüpfung.
In der Literatur finden sich verschiedene Modellierungsansätze für semantische
Kontexte, die hier kurz eingeführt werden sollen. Dabei werden die zentralen Ei-
genschaften der Modelle anhand von konkreten Vertretern dieser Ansätze erläu-
tert. Eine Übersicht, die auch weitere Modelle berücksichtigt, findet sich zum
Beispiel bei Strang und Linnhoff-Popien [155].
Die Diversität der hier verfolgten Ansätze ist der Grund dafür, dass im Rah-
men der vorliegenden Arbeit ein Kontextmanagementsystem vorgeschlagen wird,
das von der semantischen Modellierung der Kontexte vollkommen unabhängig
ist. Auf diese Weise kann erreicht werden, dass in unterschiedlichen ubiquitären
Informationsumgebungen die optimalen semantischen Kontextmodelle gewählt
werden können, ohne dass tiefgreifende Anpassungen im Kontextmanagement-
system nötig werden.
Unter den hier vorgestellten Modellierungsansätzen haben sich in den letzten
Jahren mehr und mehr die objekt- und ontologiebasierten Modelle etabliert. Sie
stellen heute den Hauptteil, der in der Literatur beschriebenen und in ubiquitären




Zu den frühesten wissenschaftlich beschriebenen Kontextmodellen gehören die
logikbasierten Modelle. Bereits 1993 veröffentlichte McCarthy seine „Notes on
Formalizing Context“ [115]. Logische Modelle wie dieses, nähern sich der Be-
deutung von Kontexten durch die Anwendung von logischen Verknüpfungen, die
den Aufbau von Deduktionsketten erlauben. Schlussfolgerungen, die auf diesen
Verknüpfungen beruhen, können dann automatisiert gezogen werden. Dabei wird
dann die Bedeutung eines Kontextes um neue Fassetten angereichert. Ein einfa-
ches Beispiel für diese Eigenschaft logischer Kontextmodelle ist die Transitivität
der Implikation: Wenn A→ B ∧ B→C dann gilt auch A→C.
Bezogen auf die Verarbeitung von Kontexten führt dies zu Modellen, die sich
verschiedene Verfahren der Logik, wie zum Beispiel Hornklauseln, zu Nutze ma-
chen, um Zusammenhänge zwischen Kontexten zu modellieren [158]. Ebenfalls
ein logikbasiertes Kontextmodell wurde von Gray und Salbe vorgestellt [63]. In
diesem Modell wird Prädikatenlogik erster Ordnung eingesetzt, um die Beziehun-
gen und Aussagen von Kontexten zu formulieren.
Schlüssel-Wert Modelle
Schlüssel-Wert Modelle stellen Kontexte der Anwendung als ein Paar, bestehend
aus einem Bezeichner, dem Schlüssel, und einem Wert zur Verfügung. Der Be-
zeichner determiniert dabei die Bedeutung eines Kontextes. Der Vorteil dieser
Modelle ist, dass sie extrem einfach zu implementieren und zu verwalten sind.
Dagegen steht allerdings der Nachteil, dass auf Listen von Schlüssel-Wert Paa-
ren keine effizienten Algorithmen zur Kontextverknüpfung implementiert wer-
den können. Daher eignen sie sich vornehmlich für abgeschlossene Umgebun-
gen in denen nur eine geringe festgelegte Anzahl von Kontexten verarbeitet wird.
Ein prominentes Beispiel für ein Schlüssel-Wert Modell findet sich im bekannten
ParcTab-Projekt des Xerox Parc [142]. Es wurde 1994 unter dem Titel „Context-
Aware Computing Applications“ [141] veröffentlicht.
Profilbasierte Modelle
Profilbasierte Ansätze bei der Modellierung von Kontexten nutzen die Vorteile
von Markup-Sprachen wie der Standard Generic Markup Language (SGML) und
25
2 Grundlagen
daraus abgeleiteten Sprachen wie XML. Für diese Sprachen existieren leistungs-
starke Parser und Interpreter.
Beispiele für profilbasierte Kontextmodelle wurden unter anderem von Induls-
ka et al. [85] oder Held et al. [69] vorgeschlagen. Das Modell von Indulska et al.
basiert auf dem CC/PP Standard [169]. Sowohl die Bedeutung der Kontexte als
auch die Beziehungen von Kontexten werden hier als Profile abgelegt. Das Mo-
dell von Held et al., CSCP (Comprehensive Structured Context Profiles) basiert
auf dem Ressource Description Framework (RDF). Es fokussiert stärker auf die
Strukturierung von Kontexten und die Abbildung von Benutzerpreferenzen direkt
in der Kontextmodellierung.
Nachteil profilbasierter Kontextmodelle ist ihre schlechte dynamische Anpass-
barkeit, da die Profile, welche die Kontextmodellierung enthalten, als statische
Dokumente vorliegen, die für eine Anpassung bearbeitet oder ersetzt werden müs-
sen.
Objektorientierte Modelle
In objektorientierten Kontextmodellen werden Kontexte als Datenobjekte mit Ei-
genschaften und eigenen Methoden modelliert, über welche auf die Felder der
Kontextobjekte zugegriffen werden kann. Die Objektklasse determiniert dabei die
semantische Bedeutung des Kontextes. Beziehungen zwischen Kontexten kön-
nen durch Klassenvererbung realisiert werden, wie sie aus objektorientierten Pro-
grammiersprachen bekannt ist. Komplexere Beziehungen von Kontexten werden
durch Verzeigerung der Objekte in den Eigenschaftsfeldern realisiert. Die in For-
schungsarbeiten beschriebenen Systeme implementieren diesen generellen Auf-
bau in unterschiedlicher Tiefe. Nicht alle Komponenten sind in jedem Modell
vorhanden.
Die bekanntesten Vertreter dieser Klasse von Kontextmodellen sind sicherlich
das „Context Toolkit“ von Anind Dey [50, 48, 49] und „TEA“ von Albrecht
Schmidt et al. [146, 148]. Neuere Arbeiten auf diesem Gebiet umfassen „Context
Fabric“ von Jason Hong und James Landay [82, 81, 83], ein Agenten System,
in dem Kontextobjekte verwaltet werden, die „Reconfigurable Context-Sensitive
Middleware (RCSM)“ von Stephan Yau et al. [179, 181, 180] und das „Java Con-





Modelle dieser Klasse verwenden Ontologien zur Speicherung semantischer Zu-
sammenhänge. Ontologien [162, 161] sind Strukturen, die so genannte Konzepte
der realen Welt abbilden und diese in Form von Beschreibungen und Beziehun-
gen speichern können. Diese Konzepte können vereinfacht als überlagerte Inklu-
sionsrelationen zwischen Beschreibungen erklärt werden. Die Bedeutung eines
einzelnen Elementes einer Ontologie ergibt sich durch seine Einbettung in die
ontologische Struktur.
Ontologien sind für die Wissensrepräsentation vorteilhaft, da sie auf einfache
Weise, durch das Hinzufügen von Beschreibungen und Konzepten, erweitert wer-
den können. So kann auch die Granularität der Kontextauflösung leicht verfeinert
werden. Nachteilig am Einsatz von Ontologien ist ihre Größe und schlechte Kom-
primierbarkeit.
Konzeptuelle Modelle wurden zum Beispiel von J. Coutaz et al. [45] und M.
Khedr und A. Karmouch [96] vorgestellt. Daneben existieren in der Literatur voll-
ständige Architekturen und Systeme, die auf ontologischer Kontextverarbeitung
basieren. Dazu gehört „PACE“ von K. Hinricksen et al. [73, 78, 75], „GAIA“
von der Gruppe um Roy Campbell [138, 131] und „SOCAM“ von Tao Gu et al.
[66, 65, 172, 67], die sich als Kontext-Middleware bezeichnen. Andere bekann-
te ontologiebasierte Kontextmodelle sind Teil der „Context Broker Architecture
(CoBrA)“ von Harry Chen et al. [32, 31] und des „Gadgetware Architectural Sty-
le (GAS)“ von Achilles Kameas et al. [94, 39, 40, 41]. Diese Systeme verstehen
sich, wie die Namen bereits andeuten, mehr als globale Architekturen zur seman-
tischen Kontextverarbeitung.
In neuester Zeit zeichnet sich in der Forschung, die sich mit der ontologischen
Modellierung von Kontexten in ubiquitären Informationsumgebungen beschäf-
tigt, ein Trend hin zur Integration der Ontologien des Semantic Web [21, 150]
ab.
2.3.2 Funktionale Kontextmodelle
Funktionale Kontextmodelle beschäftigen sich mit der Modellierung der Kontext-
verarbeitung auf informationstechnischer Ebene. Diese Modelle sind, wie einige
der bereits vorgestellten semantischen Kontextmodelle oft Teil ganzer Systeme
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oder Architekturen für ubiquitäre Informationsumgebungen. Funktionale Model-
le unterscheiden sich hauptsächlich dadurch von semantischen Kontextmodellen,
dass bei ihnen nicht die Bedeutung der Kontexte im Vordergrund steht, sondern
deren Darstellung innerhalb der informatischen Systeme, aus denen eine ubiqui-
täre Informationsumgebung aufgebaut ist.
Zwei Typen von funktionalen Kontextmodellen können unterschieden werden:
Repräsentationsmodelle, die vorwiegend die effiziente Darstellung der Kontexte
für die Kommunikation und Verarbeitung in den Geräten einer ubiquitären In-
formationsumgebung adressieren und Managementmodelle, welche die Verwal-
tungsstrukturen für Kontextdaten in den verteilten Systemen ubiquitärer Informa-
tionsumgebungen fokussieren.
Repräsentationsmodelle
Repräsentationsmodelle für Kontext beschäftigen sich mit der effizienten Darstel-
lung von Kontexten. Sie werden, durch die monolithische Architektur der meisten
heutigen kontextverarbeitenden Systeme, von den Anforderungen der verwende-
ten semantischen Modelle und denen der ihnen zu Grunde liegenden Kommuni-
kationssysteme geprägt.
Neben den obigen Kontextsystemen finden sich Beispiele für Repräsentations-
modelle in den Arbeiten zum „FuzzySpace“ von Albrecht Schmidt [147, 144] und
zu „ConCom“ von Albert Krohn et al. [106]. Beide Systeme favorisieren eine tu-
pelbasierte Repräsentation von Kontexten.
Die objektorientierten Systeme bedienen sich zur Repräsentation meist der Me-
chanismen, die durch die eingesetzten Programmiersprachen wie Java oder C++
vorgegeben werden, um Kontextobjekte zu kodieren. In den ontologiebasierten
Systemen werden zur Darstellung der Kontexte, wie auch in den profilbasierten
und Schlüssel-Wert Systemen, oft sehr einfache Ansätze gewählt. Zum Beispiel
werden die Kontexte als Listen gehalten, die einen Identifikator und die Kontext-
daten als Zeichenkette oder numerischen Wert enthalten [141].
Managementmodelle
Kontextmanagementmodelle modellieren die Verwaltung von Kontextdaten in
Ubiquitous Computing Systemen. Mit der fortschreitenden Entwicklung im Be-
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reich der Kontextverarbeitung gewinnt das effiziente Management von Kontexten
und deren Verarbeitung und Kommunikation mehr und mehr an Bedeutung.
Auch die bekannten Managementmodelle sind meist in die, bereits im Ab-
schnitt 2.3.1 über semantische Kontextmodelle, vorgestellten Systeme eingebet-
tet. Darüber hinausgehende Arbeiten in diesem Bereich beschäftigen sich vor-
wiegend mit Kontextmanagement unter dem Gesichtspunkt der Kontextqualität
[74, 95].
Da das Management von Kontexten und deren Qualitätssicherung das zentrale
Thema der vorliegenden Arbeit ist, wird auf die relevanten Arbeiten in diesem
Bereich, die über die reine Modellierung hinausgehen, in Abschnitt 2.6 gesondert
eingegangen.
2.4 Kontextkommunikation
Die Kommunikation von Kontexten zwischen Ubiquitous Computing Geräten bil-
det die Grundlage für die Entstehung von ubiquitären Informationsumgebungen.
Sie ist daher für alle Betrachtungen, die Vorgänge in diesen Umgebungen betref-
fen, von höchster Relevanz.
Aufgrund des Umfangs dieses Forschungsbereiches innerhalb des Ubiquitous
Computing ist es an dieser Stelle unmöglich, einen vollständigen Überblick über
den Stand der Forschung zu geben. Daher beschränkt sich dieser Abschnitt darauf,
für die vorliegende Arbeit relevante Aspekte der Kontextkommunikation einzu-
führen. Eine eingehende Analyse möglicher Kommunikationskonzepte und deren
Eignung für den Einsatz in ubiquitären Informationsumgebungen findet sich in
Abschnitt 3.2 dieser Arbeit, daher werden diese Aspekte hier ausgeklammert.
2.4.1 Mobile Ad-hoc-Netzwerke
Der Austausch von Kontexten zwischen den mobilen Geräten einer ubiquitären
Informationsumgebung geschieht zumeist per Funk. Für die Kommunikation in-
nerhalb der Infrastruktur dieser Umgebungen wird oft auf klassische kabelge-
bundene Netzwerklösungen auf der Basis von TCP/IP zurückgegriffen, da diese
Netze in den meisten Fällen bereits vorhanden sind und ohne zusätzliche Kosten




Durch die hohe Dynamik in ubiquitären Informationsumgebungen, welche
durch die Mobilität der Teilnehmer bedingt ist, sind für die Realisierung der Funk-
kommunikation zwischen den mobilen Knoten Ad-hoc-Netzwerke von zentralem
Interesse [113, 160]. Für den Aufbau und die Funktion von ubiquitären Infor-
mationsumgebungen sind dabei besonders Routing- und Zugriffsverfahren von
Bedeutung, da diese die möglichen konzeptuellen Kommunikationsmodelle de-
terminieren, die sich in realen Systemen umsetzen lassen.
Studien zu Routingprotokollen für mobile Ad-hoc-Netzwerke finden sich zum
Beispiel bei Hong et al. und Qin und Kunz [84, 128]. Ein aktueller Vergleich der
Zugriffsprotokolle für mobile Ad-hoc-Netzwerke wurde Mitte 2006 von Kumar
et al. veröffentlicht [107].
Daneben existieren in der Literatur konzeptuelle Vorschläge für den Auf-
bau von Kontextkommunikationssystemen, die zum Teil von den verwendeten
Routing- und Zugriffsprotokollen unabhängig sind [138, 17, 49].
2.4.2 Relevante Aspekte für diese Arbeit
Durch Kommunikation werden Kontexte in ubiquitären Informationsumgebungen
verteilt und den verschiedenen Teilnehmern zugänglich gemacht. Für die Bewer-
tung der Kontextqualität sind Einflüsse durch die Kommunikation interessant, da
die räumlichen und zeitlichen Abhängigkeiten der Daten durch deren Kommuni-
kation aufgelöst werden können.
Für die vorliegende Arbeit sind zum einen Aspekte der Kommunikationsmo-
dellierung von Bedeutung, diese werden in Abschnitt 3.2 analysiert. Zum ande-
ren kann die Erkennungsrate kontextsensitiver Anwendungen durch die zeitlichen
und räumlichen Einflüsse der Kommunikation beeinflusst werden. Dieser Aspekt
wird in Abschnitt 3.8 eingehend behandelt.
2.5 Kontextverarbeitung
Die Kontextverarbeitung stellt die zentrale Komponente kontextsensitiver Syste-
me dar. In diesem Bereich werden Algorithmen und Verfahren untersucht, welche




2.5.1 Klassifikation und Aggregation
Die Kontextgewinnung ist dabei fast immer ein Klassifikationsprozess durch den
ein Satz Eingangsdaten einem Kontext, der durch das Kontextmodell mit einer
bestimmten Bedeutung verknüpft ist, zugeordnet wird. Dabei kommen verschie-
denste Klassifikationsalgorithmen zum Einsatz, deren Auswahl zumeist von den
Anforderungen an die Kontexterkennung, oder der Art der zu verarbeitenden Sen-
sordaten abhängt.
Beispiele für häufig verwendete Algorithmen zur Kontextgewinnung aus Sen-
sordaten sind: C4.5 für die Erkennung von Aktivitäten im Büro oder Haushalt
[22] oder zur allgemeinen Aktivitätserkennung [8], Bayes’sche Netze [102], Hid-
den Markov Models (HMM) [42], neuronale Netze [127], unscharfe Logik [108]
und selbstorganisierende Karten (SOM) und K-Means [110].
Für die Ableitung aus bereits bestehenden Kontexten, der Kontextaggregati-
on, werden Verfahren eingesetzt, welche die Verknüpfung klassifizierter Daten
unterstützen. Zu nennen sind hier unter anderem regelbasierte Verfahren [57], un-
scharfe Logik [27] und ontologiebasierte Verfahren [41].
2.5.2 Fusion
Bei der Fusion werden vornehmlich gleichartige Daten verarbeitet. Sie dient dazu,
die Genauigkeit und Zuverlässigkeit zu erhöhen. Sowohl Kontexte als auch die
Sensordaten aus denen sie abgeleitet werden, können fusioniert werden wo dies
sinnvoll erscheint.
Gängige Verfahren für die Fusion unkorrelierter Daten sind in diesem Gebiet
zum Beispiel logisches UND, ODER, K aus N, Mehrheitsentscheid und Neyman-
Pearson [165, 139, 166, 134, 152]. Daneben existieren weitere Algorithmen, die
speziell für die Fusion von korrelierten Daten entwickelt wurden [93, 33]. Einen
vollständigeren Überblick über bekannte Fusionsalgorithmen enthält zum Bei-
spiel „Adaptive fusion of correlated local decisions“ von Chen und Ansari [33].
2.5.3 Relevante Aspekte für diese Arbeit
Die algorithmische Verarbeitung von Kontexten und Sensordaten bildet den zen-
tralen Kern kontextsensitiver Systeme. Soll die Qualität von Kontexten beurteilt
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werden, ist die Kontexterkennungsrate der Anwendungen das ausschlaggebende
globale Maß, da die Fähigkeit der Anwendungen zur korrekten Adaption oder
Reaktion von der korrekten Erkennung der Umgebungskontexte abhängen.
Da Kontext eine Abstraktion der realen Situation darstellt und somit für An-
wendungen, die auf der Basis von Kontexten arbeiten, die ursprünglichen Aus-
gangsinformationen nicht mehr in voller Tiefe zur Verfügung stehen, ist die Beur-
teilung der Leistung der eingesetzten Erkennungsalgorithmen ein wichtiger Bau-
stein bei der Bestimmung der Qualität eines Kontextes. Dieser Aspekt wird in
Abschnitt 3.8 der vorliegenden Arbeit ausführlich analysiert.
2.6 Kontextmanagement
Kontextmanagementsyteme sind erst in den letzten Jahren als eigener Bereich in
den Fokus der Forschung gerückt. Zuvor erreichten kontextverarbeitende Systeme
nicht die Größe und Komplexität ab der dedizierte Managementstrukturen für
Kontexte von Nöten sind.
Kontextmanagementsysteme definieren die Verwaltungsstrukturen für Kontex-
te in ubiquitären Informationsumgebungen. Das zentrale Interesse gilt dabei der
Sicherung und Verbesserung der Qualität der Kontexterkennung.
Vorschläge für Kontextmanagementsysteme wurden in den letzten Jahren unter
anderem von Mendes et al., Henricksen et al. und Glassey et al. gemacht. Mendes
et al. [117] konzentrieren sich dabei auf die Vorverarbeitung von Kontexten und
verstehen darunter in erster Linie die Koordination zwischen Kommunikation und
der Kontextverarbeitung. Der Ansatz von Henricksen et al. in „Generating Con-
text Management Infrastructure from Context Models“ [76] zielt bereits direkt
auf die Abbildung von Kontexteigenschaften in den vorgeschlagenen Manage-
mentstrukturen, um so die Gesamtqualität im System zu verbessern. Auf ähnliche
Weise adressiert „Towards a Middleware for Generalised Context Management“
von Glassey et al. [61] die Abbildung der Eigenschaften von Kontexten, um diese
für die Aggregation von Daten nutzbar zu machen.
2.6.1 Qualität der Kontexterkennung
Die Kontexterkennung ist in Ubiquitous Computing Systemen die Grundlage für
das dynamisch-adaptive Verhalten der Anwendungen. Sie ist die Voraussetzung
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für die Umsetzung der Ideen von Marc Weiser [176] und Donald Norman [123].
Aus Sicht der Benutzer, die sich in ubiquitären Informationsumgebungen bewe-
gen und mit diesen interagieren, sollen die eingesetzten Technologien möglichst
unauffällig und vor allem auch unaufdringlich ihre Dienste bereitstellen. Dabei
ist die Dienstgüte das ausschlaggebende Moment.
Unterlaufen bei der Evaluierung des Umgebungskontextes Fehler, die zu unan-
gebrachten Aktionen oder Reaktionen der kontextsensitiven Anwendungen füh-
ren, sind diese, da sie nicht der tatsächlichen Situation angemessen sind, für den
Benutzer auffällig. Die Anwendung kann so nicht in den kognitiven Hintergrund
treten. Passieren Fehler zu häufig, wird außerdem die Akzeptanz der Benutzer ge-
genüber den unzuverlässigen Diensten sinken. Die Dienstgüte kontextsensitiver
Anwendungen ist also direkt von der Qualität der Kontexterkennung abhängig.
Wie bereits in Abschnitt 2.5 dargestellt wurde, handelt es sich bei der algo-
rithmischen Kontexterkennung im Wesentlichen um eine Klassifikation von Ein-
gangsdaten, durch die Umgebungssituationen beschrieben werden. Dabei ist klar,
dass die entstehenden Kontexte die reale Welt nicht in ihrer vollen Informations-
tiefe wiedergeben können. Dies beruht zum einen auf der inhärenten Ungenau-
igkeit jeder verwendeten Sensorik und zum anderen auf der Abstraktion, die der
Kontextgenerierungsprozess darstellt.
Ungenauigkeiten bei der sensorischen Umwelterfassung können, genau wie
falsche Eingangskontexte, bei der Verarbeitung zur Fehlklassifikation führen und
so falsche oder unangebrachte Reaktionen der Anwendung nach sich ziehen. Die
Ungenauigkeit der Kontextaussage aufgrund der Abstraktion kann ebenfalls dazu
führen, dass der erkannte Kontext nicht mit der realen Situation übereinstimmt.
Hinzu kommen Einflüsse, die nicht von sensorischen Systemen erfasst werden
können, wie zum Beispiel die Intension des Benutzers einer ubiquitären Informa-
tionsumgebung [64].
Diese Problematik ist in der Forschung zu kontextverarbeitenden Systemen seit
langem bekannt. Bereits die ersten Arbeiten in diesem Bereich von John McCarty
[115] und Bill Schilit et al. [142, 143] erwähnen die Relevanz von Kontextzuver-
lässigkeit und Kontextungenauigkeiten am Rande.
Spätere Kontextmodelle gehen fast ohne Ausnahme auf einzelne für ihre kon-
krete Umsetzung relevante Parameter ein, welche die Kontextqualität beeinflus-
sen können. Dabei beschränken sie sich allerdings häufig auf die Adressierung




Darüber hinaus existieren Modelle, die sich in erster Linie mit der Handhabung
nicht perfekter Kontexte auseinander setzen, wie die Arbeiten von A. Dey et al.
[51, 53, 52], K. Henricksen und J. Indulska [74, 71] und T. Strang et al. [157, 156].
Dey et al. schlagen vor, den Benutzer bei der Beurteilung der Kontexterken-
nung aktiv einzubeziehen. Diese ist zum einen problematisch, da dies dem Prin-
zip der Unsichtbarkeit und Unaufdringlichkeit zuwiderläuft, zum anderen ist eine
aktive Mediation von Kontexten in großen ubiquitären Informationsumgebungen
kaum praktikabel, wenn mehrere hundert kontextsensitive Anwendungen Benut-
zereingaben verlangen. Henricksen und Indulska schlagen vor, Parameter welche
die Unzulänglichkeiten der Kontextinformation beschreiben, in ihr ontologisches
Kontextmodell zu integrieren und so diese Unzulänglichkeiten auf semantischer
Ebene abzufangen. Problematisch dabei ist, dass eine semantische Interpretati-
on jedes Kontextes notwendig ist, bevor die Managementinformationen für eine
Anwendung verfügbar sind. Ein systemnahes effizientes Kontextmanagement für
große Umgebungen lässt sich durch den so vervielfachten Aufwand bei der Kon-
texthandhabung kaum realisieren. Auf ähnliche Weise nähern sich Strange et al.
dem Problem. Hier wird allerdings sogar eine parallele Management-Ontologie
zu der vorgeschlagenen semantischen Ontologie eingeführt, deren Zusammen-
führung den Gesamtaufwand weiter erhöht.
Jenseits dieser Ansätze, die bestehende semantische Modelle erweitern, exis-
tieren auch einige Arbeiten, die sich konkret mit der Umsetzung und Handhabung
von Kontextqualität befassen. Im Mittelpunkt dieser Arbeiten steht die Definiti-
on von Kontextqualität und der allgemeinen Parameter, welche diese beschrei-
ben. Im Gegensatz zu den modellintegrierten Ansätzen ist die Einführung des
Begriffes der Kontextqualität als selbständiger Instanz der erste Schritt auf dem
Weg zu einer Trennung von inhaltlicher Modellierung und Qualitätsmodellierung
von Kontexten. Hauptunterscheidungsmerkmal zu den vorigen Ansätzen ist, dass
Qualitätsparameter modelliert werden, welche die Qualität aller im System vor-
handener Kontexte gleichermaßen erfassen können.
Ebling et al. sprechen in „Issues for Context Services for Pervasive Compu-
ting“ [55] von Quality of Information (QoI) und führen erste Metriken ein, welche
Kontextqualität vergleichbar machen sollen. Buchholz et al. [24] verwenden den
Begriff Quality of Context (QoC) und stellen eine allgemeine Definition für das
vor, was sie unter Kontextqualität verstehen:
Quality of Context (QoC) is any information that describes the qua-
lity of information that is used as context information. Thus, QoC
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refers to information and not to the process nor the hardware compo-
nent that possibly provide the information.
Diese Definition bildet eine sehr gute Grundlage, um sich dem Thema zu nä-
hern, da sie auf die Prozess- und Hardwareunabhängigkeit des Qualitätsmaßes
hinweist. Leider verfehlen die von Buchholz et al. definierten Qualitätsparame-
ter dieses Ziel, da diese mit der „Korrektheitswahrscheinlichkeit (Probability of
Correctness)“ und der „Vertrauenswürdigkeit (Trust-worthiness)“ zwei auf Wahr-
scheinlichkeiten beruhende Maße definieren, die per se nur Prozesse und nicht
einzelne Kontexte beschreiben können.
Dem „Metadaten“-Ansatz von Hönle et al. liegt ein ähnliches Verständnis von
Kontextqualität zu Grunde. Allerdings wird hier zwischen abstrakten Eigenschaf-
ten der Kontexte als Qualitätsparameter unterschieden; diese sind Metadaten zu
Datenanbietern, Metadaten zu Datenobjekten und Metadaten zu Attributwerten.
Eine weitere Konkretisierung dieser Klassen von Metadaten findet nur anhand
von Beispielen statt.
Razzaque et al. betrachten Kontextqualität unter dem Begriff Quality of Con-
textual Information (QoCI) [133]. Ihre Arbeit fokussiert auf die Bereitstellung
von Qualitätsparametern, welche die Kategorisierung, also die semantische Zu-
ordnung von Kontexten erleichtern. Sie stellen die Trennung der Qualitätsmodel-
lierung und der semantischen Modellierung in den Vordergrund, allerdings wer-
den hier keine konkreten Qualitätsparameter definiert, die zur Erreichung der for-
mulierten Ziele dienen sollen.
Krause und Hochstätter [104] bauen auf der Arbeit von Buchholz et al. [24] auf
und wandeln deren Definition von Kontextqualität leicht ab:
Quality of Context (QoC) is any inherent information that describes
context information and can be used to determine the worth of the in-
formation for a specific application. This includes information about
the provisioning process the information has undergone („history“,
„age“), but not estimations about future provisioning steps it might
run through.
Sie verzichten in ihrer Definition auf die explizite Prozessunabhängigkeit des
Qualitätsmaßes. Dafür führen sie Beispiele für mögliche Qualitätsparameter an
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und beziehen sich damit auf Einflüsse des Verarbeitungsprozesses. Insgesamt er-
scheint diese Definition damit sogar schwächer als die ursprüngliche von Buch-
holz et al.
Keine der vorgestellten Arbeiten konkretisiert Kontextqualität zu einem an-
wendbaren Konzept. Eine algorithmische Annäherung an das Thema „Qualitäts-
maße für Kontext“ fehlt ebenso wie eine funktionale Definition von Qualitätspa-
rametern und ihrer Anwendung. Keine dieser Arbeiten kann daher den Nutzen
der Verarbeitung der Kontextqualität anhand konkreter Ergebnisse belegen.
Die theoretischen Vorarbeiten werden in dieser Arbeit daher genutzt, um zu
dieser Konkretisierung zu gelangen und ein System zur Qualitätssicherung von
Kontexten umzusetzen. Dazu wird nun zunächst der Begriff Kontextqualität für
die vorliegende Arbeit in Anlehnung an Buchholz et al. definiert:
Definition 2.2 (Kontextqualität) Kontextqualität sind Informationen, auf wel-
chen Metriken definiert werden können, die eine quantitative Beurteilung der
Qualität von Kontexten bezüglich bestimmter Qualitätsparameter zulassen. Kon-
textqualität bezieht sich auf einzelne Kontexte, nicht auf die Prozesse, durch die
Kontexte bereitgestellt werden. Kontextqualität ist ein globales Maß, das auf alle
Kontexte gleichermaßen anwendbar ist; ihrer Bemessung werden für alle Kontex-
te die gleichen Qualitätsparameter zu Grunde gelegt.
Diese Definition beinhaltet sowohl die Unabhängigkeit der Metriken zur Be-
stimmung der Kontextqualität von der inhaltlichen Bedeutung der beurteilten
Kontexte, als auch die Individualität des Qualitätsmaßes bezüglich jedes einzel-
nen Kontextes durch den Ausschluss von prozessbeschreibenden Maßen. Dadurch
kann die so definierte Kontextqualität auf jeden Kontext einer ubiquitären Infor-
mationsumgebung angewendet werden und beschreibt, im Gegensatz zu statisti-
schen Maßen, Eigenschaften dieses speziellen Kontextes.
2.7 Zusammenfassung
Der zentrale Forschungsbereich dieser Arbeit ist das Kontextmanagement in ubi-
quitären Informationsumgebungen. In diesem Kapitel wurde zunächst in den all-
gemeineren Forschungsbereich des Ubiquitous Computing eingeführt und das
Themengebiet der vorliegenden Arbeit gegen die angrenzenden Themen Kontext-
modellierung, Kontextverarbeitung und Kontextkommunikation abgegrenzt und
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die grundlegenden Eigenschaften der Anwendungsdomäne des Kontextmanage-
mentsytems, welches in dieser Arbeit entwickelt wird, analysiert.
Diese sind:
• Skalierung: Eine große Anzahl Geräte sind in einer Umgebung vorhanden.
• Dynamik: Geräte betreten und verlassen ständig die Umgebung.
• Heterogenität: Geräte stammen von unterschiedlichen Herstellern.
• Komplexität: Nicht planbare Abhängigkeiten in der Verarbeitung von Kon-
texten.
• Ressourcen: Stark beschränkte Ressourcen der Teilnehmer einer Umge-
bung.
Weiterhin wurde der, für die Forschung im Bereich ubiquitärer Informations-
technologien, zentrale Kontextbegriff erörtert und die, für die vorliegende Arbeit
gültige Definition der Kontextsensitivität von Anwendungen, eingeführt. Die Be-
trachtung der Architektur heute gängiger Ubiquitous Computing Systeme zeigt
einen monolithischen Aufbau, der von den semantischen Kontextmodellen domi-
niert wird.
Im zweiten Teil des Kapitels werden die für diese Arbeit relevanten Themen-
bereiche Kontextmodellierung, Kontextkommunikation und Kontextverarbeitung
anhand wichtiger Forschungsarbeiten vorgestellt und vertieft. Abschließend wur-
de der Stand der Forschung im zentralen Bereich dieser Arbeit – Kontextmana-
gement – erörtert und die dort relevanten Arbeiten analysiert. Auf dieser Basis
wurde der wichtige Begriff der Kontextqualität für diese Arbeit definiert. Diese
Definition beinhaltet auch erste Hinweise auf die Anforderungen, die ein Kon-




Dieses Kapitel stellt das Modell einer ubiquitären Informationsumgebung vor,
in der attributierte Kontexte kommuniziert und verarbeitet werden. Modelliert
werden dabei funktionale Aspekte der Kontextgenerierung, Kontextverarbeitung
und Kommunikation von Kontexten. Das hier vorgestellte Modell beruht auf der
mehrjährigen Arbeit mit und an ubiquitären Informationsumgebungen und spie-
gelt die dabei gesammelten Erfahrungen wieder.
Wie in Kapitel 2 gezeigt wurde, existiert eine Vielzahl von Modellen die ubi-
quitäre Informationsumgebungen beschreiben. Der Großteil dieser Modelle fo-
kussiert die semantische Darstellung und Verarbeitung von Kontexten. Aufgrund
der Architektur dieser Systeme als monolithischer Block, der Kommunikation,
Kontextmanagement und auch Benutzerschnittstellen einschließt, berücksichti-
gen diese Modelle die unterschiedlichen Aspekte einer ubiquitäre Informations-
umgebung mit unterschiedlicher Gewichtung.
Da sich die vorliegende Arbeit ausdrücklich auf den Bereich des Kontextmana-
gements konzentriert, werden in der hier vorgestellten Modellierung nur Aspekte
berücksichtigt, die für das Management von Kontextinformationen relevant sind.
Von allen Aspekten, welche die semantische Kontextverarbeitung betreffen, wird
bewusst abstrahiert, um eine möglichst breite Kompatibilität des hier vorgestell-
ten Kontextmanagementsystems mit verschiedenen semantischen Kontextverar-
beitungsmodellen zu gewährleisten.
Zuerst werden die Thesen dieser Arbeit in Beziehung zu der folgenden Mo-
dellierung gesetzt. Dann wird das, dieser Arbeit zu Grunde liegende Modell der
Kommunikation und Verarbeitung von Kontexten vorgestellt. Dabei wird das zen-
trale Konzept der Kontextattribute als Basis für das Kontextmanagement einge-
führt. Der zweite Teil dieses Kapitels beschäftigt sich mit der Modellierung dieser
Kontextattribute und ihrer Funktion.
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3.1 Thesen und Modelle
Die Hauptthese dieser Arbeit besagt, dass die Qualität der Kontexterkennung
und damit die Qualität der Dienste, die in einer ubiquitären Informationsum-
gebung erbracht werden, durch geeignete Managementmechanismen verbessert
werden kann. Voraussetzung für effiziente Qualitätssicherungsmechanismen ist
eine systematische und formale Ausgestaltung der Repräsentation, Verarbeitung
und Kommunikation von Kontexten.
Die Modellierung geht zunächst auf die Subthese 2 dieser Arbeit ein, indem
ausgehend von einem Kostenmodell für die Kommunikation und Verarbeitung
von Kontexten, die grundlegenden Anforderungen an eine formal und systema-
tisch ausgestaltete ubiquitäre Informationsumgebung erarbeitet werden. Darauf-
hin wird die Kontextrepräsentation, -verarbeitung und -kommunikation entspre-
chend der Anforderungen formalisiert.
Dabei wird die vormals oft monolithische Architektur bekannter Kontextmo-
delle zu Gunsten eines Schichtenmodells erweitert, in dem zwischen generellen
und allgemeinen Eigenschaften von Kontexten auf Systemebene, den Kontextat-










Abbildung 3.1. Übergang vom monolithischen zum Schichtenmodell
Abbildung 3.1 zeigt den Übergang zwischen diesen Modellen. In der linken
Hälfte der Abbildung ist eine typische monolithische Architektur zu sehen, wie
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sie heute Grundlage vieler Ubiquitous Computing Systeme ist. Rechts ist das in
dieser Arbeit favorisierte Schichtenmodell dargestellt. Der grau hinterlegte Teil
des Schichtenmodells enthält die systemnahen Schichten, in denen Kontextverar-
beitung in einem informatischen Sinne stattfindet. Die darüber liegenden Schich-
ten verarbeiten Kontexte basierend auf deren semantischer Bedeutung. Die zen-
trale Subthese 1 dieser Arbeit wird durch die Einführung einer separaten Kontext-
managementschicht adressiert.
Dabei repräsentieren Kontextattribute in den unteren, systemnahen Schich-
ten, Eigenschaften von Kontexten, deren Information von einem Kontextmana-
gementsystem genutzt werden kann. Das Kontextmanagement stellt Verfahren
bereit, welche die Kontexterkennungsrate auf der semantischen Ebene verbes-
sern. Dazu wird anhand der Attributwerte die Qualität eines Kontextes bestimmt.
Die Schicht der semantischen Kontextverarbeitung kann hierbei Vorgaben zu der
minimalen, von der Anwendung akzeptierbaren Kontextqualität machen. Diese
werden im Kontextmanagement umgesetzt, so dass Kontexte inakzeptabler Qua-
lität abgewiesen werden. Die semantische Kontextverarbeitung einer Anwendung
erhält somit nur qualitativ hochwertige Kontexte, wobei die Anwendung die Qual-
litätsmaßstäbe individuell ihren Erfordernissen anpassen kann.
Die Umsetzung eines Qualitätsmanagementsystems für Kontexte erfordert die
Einführung von Maßen für die Kontextqualität, daher ist es notwendig die hier-
für relevanten Komponenten einer ubiquitären Informationsumgebung formal zu
modellieren und so die Konsistenz der eingeführten Maße sicherzustellen. Diese
Komponenten sind im Einzelnen der Kontext selbst, als zentrale Datenstruktur
des Informationsaustausches innerhalb der Umgebung, und seine Attribute, als
Basisdaten für das Kontextmanagement. Daneben ist der Austausch und die Ver-
arbeitung dieser Kontexte in der ubiquitären Informationsumgebung zu modellie-
ren, da hierdurch grundlegende Prozesse spezifiziert werden, welche die Qualität
der Daten mit beeinflussen. Das Kostenmodell aus [189] dient hier als Grundlage
für die zu treffenden Modellierungsentscheidungen.
3.2 Kostenmodell der Kontextkommunikation und
Kontextverarbeitung
Aus dem oben eingeführten systemnahen Kontextmodell sowie bekannten Mo-
dellen der Kommunikation in Netzwerken und bereits in der Literatur beschrie-
benen Kontextmodellen, wurde im Rahmen dieser Arbeit ein Kostenmodell für
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die Kommunikation und Kontextverarbeitung in ubiquitären Informationsumge-
bungen abgeleitet [189]. Dieses Kostenmodell hatte zum Ziel, die verschiedenen
möglichen Modellierungsansätze hinsichtlich ihrer Kosten vergleichbar zu ma-
chen und so Hinweise für die effiziente Modellierung der Kommunikation und
Verarbeitung von Kontexten zu geben.
3.2.1 Untersuchte Kommunikations- und Verarbeitungsmodelle
Basis des Kostenmodelles sind zwei Kostenklassen: Kosten, welche durch die
Kommunikation entstehen und Kosten, welche durch die Verarbeitung von Da-
ten entstehen. Untersucht wurden verschiedene alternative Kommunikations- und
Verarbeitungsmodelle für ubiquitäre Informationsumgebungen, die zu unterschied-
lichen Gesamtkosten für den Betrieb einer ubiquitären Informationsumgebung
führen.
Untersucht und hinsichtlich ihrer Kosten wurden verglichen:
Vollständig zentralisierte Systeme , wie zum Beispiel die Reconfigurable Context-
Sensitive Middleware (RCSM) von Stephan Yau et al. [179], das Java Con-
text Awareness Framework (JCAF) von Jakob Bardram [9], Context Fabric
(ConFab) von Jason Hong [83], das Pervasive Autonomic Context-aware
Environment (PACE) von Karen Henricksen et al. [73, 75] und die Context
Broker Architecture (CoBrA) von Harry Chen et al. [31].
Zentralisiert vermittelnde Systeme , wie zum Beispiel das Context Toolkit von
Anind Dey [50, 49], die Service-Oriented Context-Aware Middleware (SO-
CAM) von Tao Gu et al. [66], Gaia von Manuel Roman [138] und das SO-
LAR System, einer Implementierung des Context Fusion Network (CFN)
von Guanling Chen [30].
Dezentrale Systeme , wie zum Beispiel der Gadgetware Architectural Style
(GAS) von Achilles Kameas et al. [94] und der FuzzySpace von Albrecht
Schmidt [147].
Für jedes dieser Modelle wurden die zu erwartenden Kosten für Kommunika-
tion und Datenverarbeitung hinsichtlich eines einheitlich definierten Basisprozes-
ses (siehe [189]) berechnet und verglichen. Neben der grundlegenden System-
organisation wurde bei den Berechnungen unterschieden, ob die Systeme sub-
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skriptionsbasiert arbeiten, ober ob sie Kontextdaten anfragebasiert zur Verfügung
stellen.
3.2.2 Ergebnisse der Kostenrechnung
Das Ergebnis der Kostenbetrachtung aus [189] ist in Tabelle 3.1 zusammenge-
fasst. Die einzelnen Systemkonfigurationen sind aufsteigend nach den durch-
schnittlichen Kosten eines Basisprozesses sortiert. K¯(B) bezeichnet die durch-
schnittlichen Kosten eines Basisprozesses. K¯′nseg bezeichnet die erste Ableitung
der Kostenentwicklung unter der Veränderung der Anzahl der Netzwerksegmen-
te in einer ubiquitären Informationsumgebung. Je kleiner dieser Wert ist, desto
stabiler sind die Kosten eines Systems gegenüber einer Skalierung der Anzahl
der Netzwerksegmente. K¯′d bezeichnet die erste Ableitung der Kostenentwick-
lung unter einer Veränderung der Dynamik in einem System. Die Dynamik wird
dabei definiert durch die Anzahl von Geräten, die eine Umgebung verlassen oder
in diese Eintreten. Auch hier zeigt ein kleinerer Wert an, dass die Kosten eines
Systems gegenüber einer Skalierung der Dynamik stabiler sind.
Es zeigt sich, das offenbar Systeme, die vorwiegend subskriptionsbasiert ar-
beiten, solchen, die anfragebasiert arbeiten, hinsichtlich der durchschnittlichen
Kosten überlegen sind. Als kostengünstigste Modellierung einer ubiquitäre Infor-
mationsumgebung zeigt sich das dezentrale subskriptionsbasierte System.
System Organisation K¯(B) K¯′nseg K¯
′
d
dezentral subskriptionsbasiert 3,6 7,2 2,0
zentral vermittelt subskriptionsbasiert 4,8 9,6 6,0
zentralisiert subskriptionsbasiert 4,9 9,8 3,0
dezentral anfragebasiert 5,0 10,0 0,0
zentralisiert anfragebasiert 5,6 11,2 2,0
zentral vermittelt anfragebasiert 9,6 19,2 2,0
Tabelle 3.1. Kosten im Vergleich [189]
Neben diesem Kostenvorteil bietet die dezentrale Lösung weitere Vorteile für
die Realisierung von ubiquitären Informationsumgebungen. Einer der wichtigsten
dieser Vorteile ist, dass es in einem dezentral organisierten System keine zentrale
Instanz gibt, deren Ausfallen das Gesamtsystem funktionsunfähig machen kann.
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Hinzukommt, dass nur in dezentral organisierten Systemen die Möglichkeit ei-
nes echten peer-to-peer Betriebes besteht, für den keinerlei Infrastruktur nötig ist.
Das heißt, nur dezentrale Systeme sind in der Lage die Ad-hoc-Ausbildung von
ubiquitären Informationsumgebungen zu unterstützen, wo immer Artefakte auf-
einander treffen und miteinander kommunizieren können.
Basierend auf den Ergebnissen dieser Kostenanalyse wird im Folgenden das
Modell für die Kommunikation und Verarbeitung von Kontexten entworfen, wel-
ches als Grundlage für das in dieser Arbeit entwickelte Kontextmanagementsys-
tem dient. Dieses Modell baut auf bestehenden Ansätzen für die Modellierung
dezentraler ubiquitärer Informationsumgebungen auf und erweitert diese zu ei-
nem funktionalen System, das sich bereits im Einsatz bewährt hat.
3.3 Modell der Kontextkommunikation und
Kontextverarbeitung
In diesem Abschnitt wird das Modell der Kommunikation und Verarbeitung von
Kontexten eingeführt, welches die Basis für das, in dieser Arbeit entwickelte Kon-
textmanagementsystem bildet. Es modelliert den Austausch und die Verarbeitung
von Kontexten, ohne das semantische Verarbeitungsmodell festzulegen oder ein-
zuschränken. Zuerst wird dabei auf die Charakteristik der Kontextverarbeitung
in einer ubiquitären Informationsumgebung eingegangen, dann wird der Kontext-
Raum als das Modell der Kommunikation in diesen Umgebungen eingeführt.
Wie im vorigen Abschnitt gezeigt wurde, stellt ein dezentrales Modell, in dem
Kontexte überwiegend subskriptionsbasiert ausgetauscht werden, den Idealfall für
ein Ubiquitous Computing System dar. Das hier entwickelte Modell setzt diese
Erkenntnis konsequent um.
3.3.1 Anforderungen an Kommunikation und Kontextverarbeitung in
ubiquitären Informationsumgebungen
In diesem Abschnitt werden die Anforderungen zusammengefasst, welche die
Kommunikation und Verarbeitung von Kontextdaten in ubiquitären Informations-
umgebungen erfüllen sollen. Dieser Anforderungskatalog bildet die Grundlage
für die Modellierung einer allgemeinen ubiquitären Informationsumgebung, wel-
che als Ausgangspunkt für die weiteren Überlegungen dieser Arbeit dient.
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Bei ubiquitären Informationsumgebungen handelt es sich um verteilte Systeme,
in denen Dienste durch die Interaktion der Anwendungen verschiedener Artefakte
komponiert werden. Voraussetzung für große Kommunikationsumgebungen die-
ser Art ist die Unabhängigkeit der Nutzung und Produktion von Kontexten. Ist
die Produktion von Kontexten von deren Nutzung unabhängig, können nutzende
und produzierende Anwendungen und damit auch Artefakte von verschiedenen
Anbietern bereitgestellt werden. Im Gegensatz zu typischen Beispielumgebun-
gen, die zu Demonstrationszwecken zusammengestellt werden, ist es nicht nötig,
Produzenten und Nutzer von Kontexten aufeinander abzustimmen. Vielmehr wird
davon ausgegangen, dass durch eine genügend große Anzahl ubiquitär vorhande-
ner Artefakte ubiquitäre Informationsumgebungen ad hoc entstehen. Dabei muss
gewährleistet sein, dass die Dienste der Artefakte auch ohne vorherige Konfigu-
ration komponierbar sind und so Anwendungen einen Mehrwert für den Benutzer
bereitstellen können. Diese a priori unkoordinierte Umgebungskonfiguration, in
der Artefakte und Anwendungen nicht aus einer Hand stammen, wird im Allge-
meinen als Heterogenität ubiquitärer Informationsumgebungen bezeichnet.
Wenn viele verschiedene Hersteller und Anbieter Hardware und Software be-
reitstellen, die nicht aufeinander abgestimmt ist aber dennoch zusammenarbeiten
soll, ist es von Vorteil, wenn jedes einzelne Gerät über möglichst wenig Infor-
mationen über seine Kommunikationspartner verfügen muss, um Daten mit ihnen
auszutauschen.
Eine weitere Eigenschaft großer ubiquitärer Informationsumgebungen ist ihre
Dynamik. Dynamik einer Umgebung kommt zustande, da der Großteil der aktiven
Artefakte, die eine ubiquitäre Informationsumgebung bilden, mobile Gegenstän-
de sind, die von den Benutzern der Umgebung bewegt und manipuliert werden,
oder sogar der direkten Interaktion mit der Umgebung dienen. Diese Artefak-
te können den Bereich einer ubiquitäre Informationsumgebung jederzeit betreten
oder verlassen. Außerdem können diese Artefakte, wie bereits beschrieben, ad
hoc ubiquitäre Informationsumgebungen durch ihr Zusammentreffen (auf Kom-
munikationsebene) definieren.
Damit ist weder die Menge der in einer ubiquitären Informationsumgebung zur
Verfügung stehenden Kontexte, noch deren Topologie statisch. Als Folge kann
sich die Anwendung eines Artefaktes nicht darauf verlassen, dass bestimmte Kon-
texte oder Kommunikationspartner zur Verfügung stehen. Sie sollte daher so ent-
worfen sein, dass sie eine breite Auswahl an Kontexten nutzen kann, um ihren
Dienst zu erbringen. Das Appliance-Prinzip von Donald Norman [123] legt so-
44
3.3 Modell der Kontextkommunikation und Kontextverarbeitung
gar nahe, dass jedes Artefakt seine Aufgabe sogar außerhalb einer ubiquitären
Informationsumgebung erfüllen können sollte.
Aus den bisherigen Betrachtungen leiten sich konkrete Anforderungen an ubi-
quitäre Informationsumgebungen ab:
• In einer ubiquitäre Informationsumgebung soll die Produktion und die Nut-
zung von Kontexten unabhängig sein. Auf diese Weise können Artefakte
und Anwendungen aus verschiedenen Quellen zu einer ubiquitären Infor-
mationsumgebung zusammengefasst werden. Dabei ist es nicht notwendig
diese Artefakte und Anwendungen a priori aufeinander abzustimmen.
• Dienste sollen komponierbar sein. Durch die dynamische Komposition von
Diensten auf Anwenderebene kann das volle Potential, der in einer ubi-
quitäre Informationsumgebung vorhandenen Ressourcen, genutzt werden.
Dienste, die modular komponiert werden, ermöglichen die effiziente Wie-
derverwendung von Informationen (Kontexten) die in einer ubiquitären In-
formationsumgebung zur Verfügung stehen. Dabei müssen Kontexte nicht
für die Verwendung durch mehrere verschiedene Anwendungen mehrfach
erzeugt werden.
• Die Kommunikation zwischen den Komponenten einer ubiquitäre Infor-
mationsumgebung soll ad hoc erfolgen können. Damit ist das Vorhalten
einer Infrastruktur nicht notwendige Voraussetzung für das Entstehen einer
ubiquitären Informationsumgebung. Ubiquitäre Informationsumgebungen
können dann auch dynamisch, durch das Zusammentreffen von Artefakten
auf Kommunikationsebene, gebildet werden.
• Kommunikation in einer ubiquitären Informationsumgebung soll entkop-
pelt sein. Das bedeutet, die Kommunikation soll nicht auf der Identität1 der
Kommunikationspartner beruhen. Dadurch stehen Kontextdaten potentiell
allen Geräten zur Verfügung, die auf das gewählte Kommunikationssystem
zugreifen können. Bessere Wiederverwendbarkeit der Daten und damit eine
höhere Modularität sind die Folgen.
• Hinsichtlich der zu erwartenden Kommunikationskosten soll das Kom-
munikationsmodell, welches einer ubiquitären Informationsumgebung zu
1Identitätsbezogene Kommunikation meint hier sowohl adressbasierte Kommunikation als auch an-




Grunde liegt, dezentral und subskriptionsbasiert organisiert sein. Wie die
Kostenrechnung in Abschnitt 3.2 gezeigt hat, ist ein solcher Ansatz im Hin-
blick auf die entstehenden Kosten optimal.
Im Folgenden wird das Modell der Kommunikation und Kontextverarbeitung
in einer ubiquitären Informationsumgebung vorgestellt, welches für diese Arbeit
entwickelt wurde und die Basis des hier vorgestellten Qualitätssicherungssystems
für die Kontextverarbeitung bildet. Das Modell berücksichtigt die hier erarbeite-
ten Anforderungen. Es stellt eine mögliche Modellierung ubiquitärer Informati-
onsumgebungen dar und ist Ausgangspunkt für die simulativen wie auch realen
Systeme, mit denen im Rahmen der vorliegenden Arbeit gearbeitet wurde.
3.4 Kontext als Datenstruktur
Für die Verarbeitung von Kontexten in ubiquitären Informationsumgebungen
existieren eine Vielzahl von Modellen. Der überwiegende Teil dieser Modelle
beschreibt die Behandlung von Kontexten auf semantischer Ebene, ihre Generie-
rung aus Rohdaten und ihre Fusionierung und Aggregation zu neuen Kontexten.
Das hier vorgestellte Modell der attributierten Kontextverarbeitung integriert sich
in diese allgemein akzeptierten Kontextmodelle und erweitert diese um forma-
le Definitionen und Beschreibungen wichtiger Aspekte der Kommunikation und
Datenverarbeitung.
Der wichtigste Unterschied zu bestehenden Modellen ist, dass Kontext hier
nicht im Sinne der in Abschnitt 2.2 vorgestellten Definitionen verstanden wird,
sondern eine systemnahe Sicht gewählt wurde. Die in Kapitel 2 vorgestellten Kon-
textdefinitionen sind ausnahmslos beschreibender Natur. Sie führen Beispiele an
oder beschreiben, was als Kontext einer Anwendung oder einer ubiquitären In-
formationsumgebung verstanden werden soll. Dabei vermischen sich inhaltliche
Aspekte, die semantische Bedeutung, mit informatischen Aspekten wie dem da-
tentypischen Aufbau oder der Kodierung des Kontextes. In dieser Arbeit steht der
effiziente Umgang und die informatische Verarbeitung von Kontexten durch An-
wendungen in ubiquitären Informationsumgebungen im Mittelpunkt. Daher wer-
den nun zunächst die benötigten Begriffe eingeführt und unter diesem Gesichts-
punkt definiert. Dann wird der dieser Arbeit zu Grunde liegende Aufbau einer
allgemeinen ubiquitären Informationsumgebung modelliert und auf die Kommu-
nikation von Teilnehmern innerhalb einer solchen Umgebung eingegangen.
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3.4.1 Einordnung und Begriffsbildung
Im Fokus dieser Arbeit steht die Entwicklung eines Kontextmanagementsystems,
das, wie Abbildung 3.2 zeigt, als systemnahe Schicht die Schnittstelle zwischen






Abbildung 3.2. Kontextmanagement als Schnittstelle zwischen Kommunikation
und Kontextverarbeitung
Eine ubiquitäre Informationsumgebung ist ein nicht zwingend zusammenhän-
gender Bereich oder ein Gebiet physikalischer Ausdehnung, in dem Artefakte
und optional kontextsensitive Infrastrukturdienste vorhanden sind und miteinan-
der kommunizieren können.
Definition 3.1 (Artefakt) Ein Artefakt ist ein computerisierter Alltagsgegen-
stand in einer ubiquitären Informationsumgebung, der eine kontextsensitive An-
wendung beinhaltet. Der Begriff wird oft synonym für die Anwendung und ihre
Funktionalität verwendet, wenn die Gefahr einer Verwechslung nicht besteht.
Infrastrukturdienste in einer ubiquitären Informationsumgebung sind kontext-
sensitive Dienste, die nicht an einen Alltagsgegenstand gebunden sind. Sie kom-
men nur in speziellen ubiquitären Informationsumgebungen vor, die über eine
Infrastruktur verfügen. Im allgemeinen Fall liegt einer ubiquitären Informations-
umgebung keine Infrastruktur zu Grunde. Sie kann ad hoc durch das Zusammen-
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treffen von Artefakten entstehen, die in der Lage sind, drahtlos direkt (peer-to-
peer) zu kommunizieren. Dies bedingt, dass sowohl die Ausdehnung als auch die
Lokation einer ubiquitäre Informationsumgebung variabel sein können.
Grundlage für das adaptive Verhalten kontextsensitiver Anwendungen ist die
Wahrnehmung der Umwelt durch Sensoren.
Definition 3.2 (Sensordaten) Sensordaten sind Daten, die ein Artefakt oder ein
Infrastrukturdienst durch physikalische Umweltsensoren erfassen kann.
Zu den Sensordaten können auch Daten gehören, die über eine Benutzerschnitt-
stelle in das System eingegeben wurden. Die Benutzerschnittstelle bildet dabei
einen komplexen Sensor, der die Benutzereingabe zurückliefert. Nach der oben
gegebenen Definition sind Sensordaten die reinen Daten, die von einem Sensor
geliefert werden. Handelt es sich um einen physikalischen Umweltsensor sind
dies die Daten, welche an der digitalen Schnittstelle des Sensors zur Verfügung
stehen. Im Falle eines analogen Sensors sollen die Daten, die ein angeschlossener
Analog-Digital-Wandler (A/D-Wandler) bereitstellt, als Sensordaten verstanden
werden.
Sensordaten alleine können praktisch nicht weiter verarbeitet werden, da ihnen
wichtige Informationen fehlen, die zu ihrer Interpretation nötig sind. Das führt
zum Begriff der Metainformation:
Definition 3.3 (Metainformation) Metainformation bezeichnet Daten, die nicht
innerhalb des Informationssystems selbst gewonnen werden können, sondern
stattdessen von außen, zum Beispiel durch den Entwickler, bereitgestellt werden
müssen.
Im Gegensatz zu Sensordaten, die dynamisch aus der Umwelt gewonnen wer-
den, müssen Metainformationen im System bereits bereitstehen. Sie werden zum
Beispiel während der Entwicklung einer Anwendung durch den Entwickler im-
plizit oder explizit in der Anwendung verankert. Metainformationen können zur
semantischen Interpretation von Sensordaten dienen. Dabei kann es sich zum Bei-
spiel um die Identität eines verwendeten Sensors handeln. So erst ist es möglich
einer Messung, also Sensordaten, eine physikalische Einheit zuzuordnen. Ande-
re Beispiele für Metadaten sind der Typ einer Anwendung oder eines Artefaktes
oder deren Anwendungsdomäne, falls diese statisch ist.
Die Metainformationen spielen eine wichtige Rolle beim Übergang von physi-
kalischen Größen zu Kontexten. Kontext zeichnet sich dadurch aus, dass er Zu-
sammenhänge der realen Welt beschreibt und diese für Anwendungen nutzbar
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macht. Um aus Sensordaten diese Zusammenhänge abzuleiten ist es erforderlich,
die Daten der Sensoren mit weiteren Informationen zu kombinieren.
Ein einfaches Beispiel für die Verwendung von Metadaten stammt aus dem
AwareOffice. Die Fenster im AwareOffice sind mit Kleinstcomputern ausgestattet
die feststellen können, ob das Fenster gerade offen oder geschlossen ist. Diese
Information kann das Fenster als Kontext im AwareOffice bereitstellen. Die sen-
sorische Detektion des Zustandes des Fensters geschieht mittels eines einfachen
berührungsfreien Kontaktes. Die Sensordaten, welche die Fensteranwendung ver-
arbeiten kann, um daraus einen Kontext zu generieren, beschränken sich also auf
den Schaltzustand eines Kontaktes. Der Kontext „das Fenster ist geöffnet“ oder
„das Fenster ist geschlossen“, kann nur erzeugt werden, wenn die Information,
dass der Sensor an einem Fenster angebracht ist, als Metainformation zur Verfü-
gung gestellt wird. Die Identität eines Artefaktes ist die grundlegenste Metainfor-
mation, die nötig ist, um aus Sensordaten Kontexte abzuleiten.
Das hier vorgestellte System wurde für die Verarbeitung von Kontexten auf
Systemebene entwickelt. Wie in Abschnitt 2.2 gezeigt wurde, werden in der For-
schung sehr unterschiedliche Kontextbegriffe benutzt. Daher ist es nötig exakt zu
definieren, was in dieser Arbeit unter Kontext zu verstehen ist.
Die in 2.2 eingeführten Definitionen von Kontext unterscheiden nicht zwischen
kognitivem Kontext, semantischem Kontext und Kontextdaten. Daher werden die-
se Begriffe nun hier für die vorliegende Arbeit definiert, um im Weiteren Miss-
verständnisse auszuschließen.
Definition 3.4 (kognitiver Kontext) Kontext, wie er vom Menschen wahrgenom-
men wird. Der kognitive Kontext beinhaltet sowohl messbare physikalische Um-
weltfaktoren als auch nicht messbare Faktoren, wie die Erfahrungen oder die In-
tention des Menschen.
Der kognitive Kontext kann als der tatsächliche, reale Kontext einer Umge-
bung verstanden werden. Da er ein Phänomen der menschlichen Wahrnehmung
ist, kann er nicht direkt in abstrakten Daten, die einem Rechnersystem zugeführt
werden können, abgebildet werden.
Ziel der Kontextmodellierung im Ubiquitous Computing ist es, diesen kogni-
tiven Kontext möglichst exakt in einem informationstechnischen System zu re-
präsentieren und die enthaltenen Informationen für kontextsensitive Systeme zu-
gänglich zu machen. Dies führt zur Definition des semantischen Kontextes:
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Definition 3.5 (semantischer Kontext) Die Repräsentation des kognitiven Kon-
textes in einem kontextsensitiven System heißt semantischer Kontext. Der seman-
tische Kontext dient der Erfassung der Bedeutung einer Kontextinformation. Se-
mantische Kontextmodelle modellieren diese Bedeutung und die Beziehung zwi-
schen semantischen Kontexten.
Da der semantische Kontext die Bedeutung und Beziehung von Kontextin-
formationen beschreibt ist es nötig, diesen von einem technischen Kontextberiff
abzugrenzen. Kontexte im technischen Sinne sind in erster Linie Daten, die be-
stimmte Eigenschaften haben. Eine dieser Eigenschaften ist, dass Teile dieser Da-
ten als semantische Kontexte interpretiert werden können. Aus technischer Sicht
steht hier aber weniger die semantische Bedeutung im Vordergrund, sondern viel-
mehr die Kodierung der Daten und der Aufbau der verwendeten Datentypen. Dar-
aus ergibt sich die Kapselung semantischer Kontexte auf technischer Ebene.
Definition 3.6 (Kontextdaten) Kontextdaten setzen sich aus mindestens einem
Sensordatum und einer Metainformation zusammen. Kontextdaten haben eine se-
mantische Bedeutung bezüglich der aktuellen Situation.
Kontextdaten sind Daten, die aus Sensordaten und Metainformationen erzeugt
werden können. Wie oben beschrieben, unterscheiden sich Kontextdaten von Sen-
sordaten dadurch, dass ihnen durch die Verbindung mit Metainformationen be-
reits eine Bedeutung zugeschrieben werden kann. Die obige Definition stellt die
minimalen Anforderungen an Kontextdaten dar. Kontextdaten können auch in
mehrstufigen Prozessen aus einer Vielzahl von verschiedenen Sensordaten und
Metainformationen zusammengefügt werden. Somit können sie selbst wieder
Kontextdaten enthalten, die der obigen Definition genügen.
Die Kontextdaten können als die Nutzdaten der semantischen Kontextverarbei-
tung betrachtet werden. Ihre Kodierung, ihr Aufbau und ihre Bedeutung werden
in dem verwendeten semantischen Kontextmodell festgelegt. Eines der zentralen
Ziele dieser Arbeit ist es, die Unabhängigkeit von semantischem Kontextmodell
und Kontextmanagement sicherzustellen. Um Kontextmanagement unabhängig
von einem bestimmten semantischen Kontextmodell halten zu können, müssen
die Kontextdaten für das Kontextmanagement transparent sein. Dies wiederum
bedeutet, dass eine Kontextmanagementschicht nicht auf die semantische Bedeu-
tung eines Kontextes zugreifen kann. Die Funktionalität der Kontextmanagement-
schicht muss sich also auf allgemeine Eigenschaften der Kontextdaten beziehen,
die von der semantischen Bedeutung dieser Daten unabhängig sind.
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Definition 3.7 (Kontextattribut) Ein Kontextattribut ist eine Eigenschaft eines
Kontextdatums, die von dessen semantischer Bedeutung unabhängig ist.
Kontextattribute sind die Basis für das in dieser Arbeit entwickelte Kontext-
managementsystem. Die Unabhängigkeit von Kontextattributen von der semanti-
schen Bedeutung der Kontextdaten soll hier an einem einfachen Beispiel erläutert
werden. Im Sinne der obigen Definition kann zum Beispiel das Alter eines Kon-
textdatums als Kontextattribut aufgefasst werden. Das Alter erfüllt die Anforde-
rungen der Definition, da jedes Kontextdatum ein Alter besitzt und die Bedeutung
der Kontextdaten dieses Alter nicht beeinflusst. Offensichtlich ist die Unabhän-
gigkeit von Kontextattributen und Kontextdaten keine symmetrische Beziehung,
da die semantische Interpretation der Kontextdaten von ihrem Alter abhängen
können und dies im Allgemeinen auch tun werden.
Die vorliegende Arbeit befasst sich mit Kontexten vornehmlich aus einer tech-
nischen Sicht. Daher wird der Begriff Kontext hier unter diesem Aspekt definiert:
Definition 3.8 (Kontext) Kontext bezeichnet die Einheit aus Kontextdaten und
Kontextattributen. Des Weiteren besitzt Kontext einen Typ, der durch die enthal-
tenen Kontextdaten festgelegt wird.
Damit ist der Begriff Kontext für diese Arbeit eindeutig definiert. Im Gegen-
satz zu früheren Arbeiten, in denen der Terminus „Kontext“ kognitive Kontexte,
semantische Kontexte sowie Kontexte auf informatischer Ebene beschreibt, wird
hier eine Vermischung dieser grundlegend unterschiedlichen Kontextbegriffe ver-
mieden. Diese Trennung ermöglicht die systematische Modellierung eines mo-
dularen Kontextmanagementsystems, das über geeignete Schnittstellen mit einer
Vielzahl verschiedener semantischer Kontextsysteme zusammenarbeiten kann.
Im folgenden Abschnitt wird der detailierte Aufbau eines Kontextes formal
beschrieben.
3.4.2 Aufbau eines Kontextes
Basierend auf der obigen Definition des Kontextbegriffes wird nun der forma-
le Aufbau eines Kontextes innerhalb des hier entwickelten Modells einer ubi-
quitären Informationsumgebung eingeführt. Kontext wird hier als Datenstruktur
modelliert, die innerhalb einer ubiquitären Informationsumgebung erzeugt und
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verarbeitet wird. Sie bildet die Grundlage der Interaktion kontextsensitiver An-
wendungen und damit die Basis für die Entstehung ubiquitärer Informationsum-
gebungen.
Sei T eine abzählbare Menge von Kontexttypen, die durch ein semantisches
Kontextmodell zur Verfügung gestellt wird. Stellt das verwendete semantische
Kontextmodell keine konkreten Typen zur Verfügung, sei T eine abzählbare oder
überabzählbare Menge von abstrakten Schlüsseln, die das Wiederauffinden einer
Bedeutungszuordnung innerhalb der semantischen Modellierung erlauben. Sei
weiter A eine abzählbare Menge von Kontextattributen und D eine abzählbare




Dann sei ein Kontext C definiert als ein 3-Tupel
C := {t,a,d} mit t ∈ T, a ∈ A, d ∈ D. (3.1)
Der Kontexttyp dient innerhalb einer ubiquitären Informationsumgebung zur
Auswahl von Kontexten. Er verbindet die semantische Modellierung der Bedeu-
tung eines Kontextes mit den entsprechenden Datenstrukturen, welche diese auf
der technischen Verarbeitungs- und Kommunikationsebene repräsentieren. Der
Typ bildet dabei einen Schlüssel, der eine Klasse von Kontexten identifiziert.
Definition 3.9 (Kontextklasse) Eine Kontextklasse wird durch den Typ des Kon-
textes induziert. Die Kontextklasse hat alle Eigenschaften und Attribute eines
Kontextes, ohne dass diesen konkrete Werte zugewiesen sind.
Eine Kontextklasse fasst alle Kontexte zusammen, denen innerhalb eines se-
mantischen Kontextmodells die gleiche Bedeutung zukommt. Ist einem Kontext
neben des Typs eine konkrete Belegung seiner Attribute und Kontextdaten zuge-
ordnet, spricht man von einer Kontextinstanz.
Definition 3.10 (Kontextinstanz) Eine Kontextinstanz ist Kontext einer bestimm-
ten Kontextklasse, dessen Attributen konkrete Werte zugeordnet sind und dessen
Kontextdaten einen konkreten Wert besitzen.
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Der Kontext C stellt die elementare Datenstruktur des hier eingeführten Kon-
textmodells dar, auf ihr sind drei Grundoperationen definiert:
• Die erzeugende Operation C_produce: C_produce instantiiert eine Kontext-
klasse und belegt die neu erzeugte Kontextinstanz mit konkreten Werten
für den Typ, die Kontextattribute und die Kontextdaten. Im Allgemeinen
ist C_produce eine Operation des semantischen Kontextmodells, die auf-
gerufen wird, wenn ein neuer Kontext erzeugt wird. Verfügt das semanti-
sche Kontextmodell nicht über die Fähigkeit die Kontextattribute selbst zu
setzen, können diese an einem Dienstzugangspunkt (engl. Service Access
Point, SAP) zwischen semantischem Kontextmodell und Kontextmanage-
ment von der Managementschicht gesetzt werden.
• Die lesende Operation C_read: C_read liest die Daten aus den Feldern t,
a und d einer Kontextinstanz. C_read ist eine Operation der Kommunikati-
onsschicht, welche die Kontexte entgegennimmt. Nach dem Auslesen steht
der Inhalt der Felder t, a und d an dem SAP der Kontextmanagementschicht
zur Verfügung.
• Die löschende Operation C_delete: C_delete löscht und dereferenziert ei-
ne Kontextinstanz vollständig. Die Löschoperation ist eine Operation der
Kommunikationsschicht. Sie kann nicht expliziert von den aktiven Kompo-
nenten einer ubiquitären Informationsumgebung ausgeführt werden, son-
der wird implizit aufgerufen, wenn eine Kontextinstanz nicht mehr über
die vorhandenen Kommunikationsmedien zur Verfügung steht.
Durch die Einschränkung der löschenden Operation wird auf Modellebene ver-
hindert, dass Artefakte oder Infrastrukturobjekte einer ubiquitären Informations-
umgebung Informationen aktiv zerstören können.
Die Modellierung von Kontext als Datenstruktur innerhalb eines verteilten
Kommunikationssystems ist einer der zentralen Beiträge dieser Arbeit. Kontext
wird hier soweit konkretisiert, dass er für datenverarbeitende Systeme handhab-





Die Entkoppelung von Bereitstellung und Benutzung der Kontextdaten wird
im Rahmen des hier vorgestellten Modells mittels eines Produzent-Konsument-
Schemas realisiert.
Artefakte in ubiquitären Informationsumgebungen interagieren, in dem sie
Kontexte kommunizieren, diese austauschen. In einem dezentral organisierten
System verarbeiten die Artefakte diese Kontexte lokal weiter. Dabei kann ein Ar-
tefakt entweder Daten bereitstellen oder die Daten gebrauchen, die von einem an-
deren Artefakt bereitgestellt wurden. Wenn ein Kontext bereitgestellt wird, wird
er zu eine unabhängigen Instanz seiner Kontextklasse.
Definition 3.11 (Kontextproduzent) Ein Artefakt, welches einen Kontext er-
zeugt und diesen in einer ubiquitären Informationsumgebung zur Verfügung stellt,
heißt Produzent dieses Kontextes.
Wenn Kontextdaten verarbeitet werden, muss dabei die Instanz des Kontex-
tes nicht zwingend zerstört oder verbraucht werden. Mehrere Artefakte können
ein und dieselbe Instanz eines Kontextes parallel verarbeiten. In Anlehnung an
den Begriff „Kontextproduzent“ heißt ein Artefakt, welches einen Kontext in ei-
ner ubiquitären Informationsumgebung aufnimmt und verarbeitet „Kontextkon-
sument“.
Definition 3.12 (Kontextkonsument) Ein Artefakt, welches Kontexte aus einer
ubiquitären Informationsumgebung aufnimmt und verarbeitet heißt, Konsument
dieser Kontexte.
Ein Artefakt kann zugleich Konsument und Produzent von Kontexten sein.
Zum Beispiel trifft dies auf Artefakte zu, die einen Kontext aus anderen Kon-
texten ableiten. Diese Artefakte sind für die Quellkontexte Kontextkonsumenten,
während sie gleichzeitig Produzenten des abgeleiteten Kontextes sind.
Um Systemintegrität sicherzustellen, sollte dennoch aus Sicht einer Kontext-
instanz, ein einzelnes Artefakt immer entweder als Kontextproduzent, oder als
Kontextkonsument agieren. So können direkte Rekursionen vermieden werden,
welche zu Problemen bei der algorithmischen Kontextverarbeitung führen kön-
nen. Das hier entwickelte Kontextmanagementsystem stellt Mechanismen bereit,







Abbildung 3.3 zeigt den Austausch von Kontextinformationen aus einer arte-
faktzentrierten Sicht. Das Artefakt agiert als Konsument und/oder Produzent ei-
nes oder mehrerer Kontexte. Dabei sollen konsumierte Kontextinstanzen stets von
produzierten Kontextinstanzen unterscheidbar sein.
Abbildung 3.4 zeigt den Informationsaustausch zwischen Artefakten aus einer
kontextzentrierten Sicht: Hier wird eine Kontextinstanz von einem bestimmten
Artefakt produziert und dann von einem oder mehreren anderen Artefakten kon-
sumiert.
Aus der Modellierung der Interaktion von Artefakten durch den Austausch von
Kontexten in einem Produzent-Konsument-Schema folgt
Satz 3.1 Jede Kontextinstanz hat genau einen Produzenten und kann 0, . . . ,n∈N
Konsumenten haben.
Die Modellierung der Interaktion zwischen Artefakten einer ubiquitären Infor-
mationsumgebung erlaubt das Aufstellen so genannter Verarbeitungsgraphen. Die
Abbildungen 3.3 und 3.4 stellen einfache Beispiele solcher Verarbeitungsgraphen
dar. Anhand des Verarbeitungsgraphen eines Kontextes lässt sich ablesen, wel-
che alternativen Möglichkeiten in einer ubiquitären Informationsumgebung exis-
tieren, diesen Kontext zu aggregieren. Zusätzlich liefert der vollständige Verar-
beitungsgraph einer ubiquitären Informationsumgebung durch die Anzahl seiner
Knoten und Kanten ein Maß für deren Komplexität.
Das Produzent-Konsument-Schema dient der Entkoppelung von Kontextbereit-
stellung und Kontextverwendung. Dadurch sind Artefakte die Kontexte konsu-
mieren potentiell unabhängig von solchen, die diese Kontexte produzieren. Aller-
dings muss auch das Kommunikationsmodell einer ubiquitären Informationsum-




Kontexte unterschiedlichen Abstraktionsgrades stellen die Kontextverarbeitung
in ubiquitären Informationsumgebungen vor charakteristische Probleme. Auf den
unteren Abstraktionsstufen besteht dieses Problem in der Handhabung von Un-
genauigkeiten in den erfassten Sensordaten und hinterlegten Metainformationen
(Auflösungsproblem). Auf höheren Ebenen müssen die Probleme der algorith-
mischen Zusammenführung multi-modaler Daten gelöst werden. Von zentralem
Interesse für die vorliegende Arbeit sind dabei Lösungen für Probleme im Zu-
sammenhang mit der Synthese von Kontexten auf der Basis abstrakter Kontexte
als Ausgangsdaten.
Diese potentiellen Probleme der Verarbeitung und die charakteristischen Ei-
genschaften von Kontexten unterschiedlichen Abstraktionsgrades sollen bei der
Verarbeitung der Kontexte beziehungsweise deren Generierung berücksichtigt
werden. Es ist daher sinnvoll, Kontexte in ubiquitären Informationsumgebungen
hierarchisch zu ordnen. Dabei bestimmt sich die Position einer einzelnen Kon-
textinstanz innerhalb der Hierarchie durch den Abstraktionsgrad der durch den
Kontext repräsentierten Information. Je höher also ein Kontext in der Hierarchie
steht, desto abstrakter ist die Information, die er repräsentiert.
3.6.1 Dynamisches Verarbeitungsmodell für Kontexte
Aus der Analyse von Kontexten in ubiquitären Informationsumgebungen lässt
sich die Unterscheidung von drei grundlegenden Abstraktionsstufen von Informa-
tionen in einem kontextverarbeitenden System ableiten: Auf der untersten Ebene
befinden sich Sensordaten und Metainformationen, da sie nur in soweit eine Ab-
straktion von den realen Bedingungen beinhalten, als diese durch Einschränkun-
gen in der Auflösung im Falle von Sensordaten, oder durch eine klassifizierende
Beschreibung im Falle von Metainformationen, zustande kommt.
Eine Abstraktionsstufe darüber befinden sich Kontexte, die direkt aus Sensor-
daten und Metainformationen abgeleitet werden. Diese Kontexte zeichnen sich
dadurch aus, dass ihre Produzenten über umfassendes Wissen bezüglich der Qua-
lität dieser Kontexte verfügen können. Alle Informationen, die zur Entstehung
des Kontextes in einem Artefakt beitragen, werden von diesem selbst erfasst oder
durch dieses bereitgestellt. Benötigte Sensoren sind Teil der Artefakthardware.
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Ihre Eigenschaften, speziell solche, welche die Qualität des resultierenden Kon-
textes beeinflussen können, können bei der Erstellung der Anwendung, die auf
einem Artefakt arbeitet, berücksichtigt werden. Ähnliches gilt für die, von einem
Artefakt verwendeten Metainformationen, da diese im Artefakt selbst hinterlegt
sind und somit der Kontrolle des Anwendungsentwicklers unterliegen.
Definition 3.13 (Kontext erster Ordnung) Ein Kontext erster Ordnung wird di-
rekt in einem einzigen Schritt aus Sensordaten und Metainformationen abgeleitet.
Abbildung 3.5 zeigt die Einordnung von Kontexten anhand ihres Abstrakti-
onsgrades in einer ubiquitären Informationsumgebung. Werden bei der Ableitung
von Kontexten nicht nur Sensordaten und Metainformationen herangezogen, son-
dern abstrakte Informationen in Form anderer Kontexte weiter verarbeitet, so hat
das verarbeitende Artefakt, respektive die verarbeitende Anwendung, nicht die
Kontrolle und damit auch kein direktes Wissen über den Enstehungsprozess der
verwendeten Daten.
Definition 3.14 (Kontext höherer Ordnung) Kontexte höherer Ordnung werden
abgeleitet von mindestens einem Kontext erster Ordnung und/oder einem Kontext
höherer Ordnung und optional Sensordaten und Metainformationen.
Kontexte höherer Ordnung stellen in großen ubiquitären Informationsumge-
bungen den Hauptteil der verfügbaren Kontextdaten dar. Alle Kontexte, die durch
die modulare kompositorische Verarbeitung anderer Kontexte entstehen sind der
Gruppe der Kontexte höherer Ordnung zuzuordnen. Damit ist es von zentralem
Interesse speziell die Qualität dieser Kontexte höherer Ordnung in einer ubiqui-
tären Informationsumgebung für die verarbeitenden Anwendungen beurteilbar zu
machen und so die Qualität der auf ihnen basierenden Dienste zu sichern.
Die in Abbildung 3.5 dargestellte hierarchische Ordnung von Kontexten reprä-
sentiert also nicht nur deren Abstraktionsgrad, sondern auch die Beurteilbarkeit
der Qualität dieser Daten, wenn keine weiteren QoC-Mechanismen zum Einsatz
kommen. Als Folge ergibt sich der zentrale
Satz 3.2 Die Beurteilung und Handhabung der Qualität von Kontexten höherer
Ordnung bedarf spezieller Verfahren, welche die Charakteristika der Verarbei-




Abbildung 3.5. Hierarchische Anordnung von Kontexten im dynamischen Verar-
beitungsmodell
Neben der Ordnung anhand des Abstraktionsgrades, existiert auf den Kontex-
ten einer ubiquitären Informationsumgebung eine Ordnung der temporalen Ent-
stehung der Kontexte (siehe Abbildung 3.6), die eng mit der hier eingeführten
hierarchischen Ordnung verbunden ist.
Die temporale Ordnung von Kontexten induziert neben dem Zeitpunkt zu dem
eine Information in der ubiquitären Informationsumgebung verfügbar wird, für
jeden Kontext ein Alter. Das Alter ist eine der Grundeigenschaften von Kontexten,
welche verwendet werden können, um die Qualität dieser zu bestimmen.
3.7 Entkoppelte Kommunikation: Kontext-Raum
In den vorangegangenen Abschnitten wurden Kontext und dessen Verarbeitung
formalisiert. Ausgehend davon wird nun das Modell eines Kommunikationsrau-
mes – des Kontext-Raumes – entwickelt. Dieses Modell der Kommunikation von
Kontexten ermöglicht den entkoppelte Kontextaustausch zwischen Artefakten im
Sinne des in Abschnitt 3.5 eingeführten Produzenten-Konsumenten-Schemas.
Grundlage des Kontext-Raumes (CSpace) ist der von Albrecht Schmidt et al.
entwickelte FuzzySpace [147, 144]. Der FuzzySpace ist eine Erweiterung des
Tupel-Raumes (Tuple Space) von Gelernter und Bernstein [60].
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Abbildung 3.6. Temporale Entwicklung von Kontexten
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Der CSpace modelliert die Kommunikation und Interaktion der Teilnehmer ei-
ner ubiquitären Informationsumgebung durch den Austausch von Kontexten.
Der CSpace unterstützt, wie der Tupel-Raum, die entkoppelte Kommunikati-
on zwischen verschiedenen Teilnehmern des Kommunikationssystems. Entkop-
pelung bedeutet dabei, dass Informationsquelle und Informationssenke, um Da-
ten auszutauschen, keinerlei Informationen über ihre Kommunikationspartner be-
nötigen (Abbildung 3.7). Eine klassische identitätsbezogene 1:1 Kommunikati-
on durch Adressierung findet nicht statt. Statt dessen fügen Kontextproduzenten
Kontext-Tupel C = {t,a,d} in den CSpace ein, die von Kontextkonsumenten an-
hand von Selektionskriterien, in diesem Falle dem Kontexttyp, ausgewählt und
gelesen werden können. Dadurch wird eine entkoppelte 1:n Kommunikation er-
möglicht.
ContextSpace
Artefakt Artefakt Artefakt Artefakt Artefakt
Abbildung 3.7. Entkoppelte Kommunikation: CSpace
3.7.1 Operatoren des ContextSpace
Für die Interaktion von Anwendungen mit dem CSpace stehen eine Reihe generi-
scher Operatoren zur Verfügung.
• cspace.create(channel_time)
Der Operator cspace.create erzeugt einen CSpace. Da der CSpace
ein globales Kommunikationsmodell innerhalb einer ubiquitären Informa-
tionsumgebung darstellt und somit immer nur eine Instanz zulässig ist, kann
auf einen Identifikator verzichtet werden. Der Parameter channel_time
gibt die maximale Zeit an, die eine Kontextinstanz im CSpace zur Verfü-
gung steht. Wird channel_time nicht angegeben verbleiben alle Kon-
texte unbegrenzt im CSpace.
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• cspace.add(C)
Mit dem Operator cspace.add kann ein Kontextproduzent ein Kontext-
Tupel C = {t,a,d} in den CSpace einfügen.
• cspace.subscribe(t)
Der Operator cspace.subscribe ermöglicht es einem Kontextkonsu-
menten für den Zugriff auf alle Kontexte C mit Ct = t im CSpace zu re-
gistrieren. Der Subskriptionsoperator unterstützt damit die subskriptionsba-
sierte Kommunikation von Kontextkonsumenten und Produzenten über den
CSpace. Die Subskription erfolgt dabei ausschließlich auf den Kontexttyp
t. Ab dem Zeitpunkt der Subskription, stehen dem Kontextkonsumenten al-
le Kontexte vom Typ t, die sich im CSpace befinden zur Verfügung. Ein
Konsument kann sich für beliebig viele Kontexte parallel registrieren.
• cspace.read()
Durch den Operator cspace.read() kann ein Konsument alle Kontex-
te C aus dem CSpace lesen, für deren Typen t er sich zuvor subskribiert
hat. Alle subskribierten Kontexte werden dem Konsumenten dabei als Ko-
pie in einer Liste bereitgestellt. Die Originalkontexte C selbst, verbleiben





Der Operator cspace.clear löscht den CSpace einer ubiquitären Infor-
mationsumgebung. Dabei gehen alle im CSpace vorhandenen Kontexte C
verloren.
• cspace.maintain()
Durch den Operator cspace.maintain werden alle Kontexte C aus
dem CSpace entfernt, die sich länger als die durch channel_time an-
gegebene Zeitspanne im CSpace befinden.
Der CSpace unterstützt im Gegensatz zum FuzzySpace ausschließlich die di-
rekte typbezogene Auswahl von Kontexten. Im FuzzySpace wird die Auswahl
von Kontexten auf die temporalen und lokationsbezogenen Eigenschaften von
Kontexten ausgedehnt [147]. Die Gruppierung von Kontexten erfolgt dabei an-
hand von Schablonen, welche unscharfe Mengen (engl. fuzzy sets) bezüglich der
Relevanz der Kontexte beschreiben [144].
Die Beschränkung auf eine rein typbezogene Subskription auf Kontexte hat
in der Praxis den Vorteil, dass der CSpace als abstraktes Modell der Kommuni-
kation und Interaktion, keine verarbeitenden Funktionen bezüglich der über ihn
ausgetauschten Kontexte implementieren muss. Im Gegensatz dazu muss der Fuz-
zySpace die von Konsumenten angegebenen Schablonen als unscharfe Menge in-
terpretieren und die Zugehörigkeit aller in ihm gespeicherten Kontexte zu diesen
Mengen evaluieren.
Der CSpace stellt insofern ein allgemeineres Kommunikationsmodell als der
FuzzySpace dar, da die Evaluierung weiterer Auswahlkriterien, wie die der Kon-
textqualität, anhand der verfügbaren Kontextattribute, dem Konsumenten des
Kontextes überlassen wird. Dadurch wird größtmögliche Flexibilität der Anwen-
dungen einer ubiquitären Informationsumgebung durch die individuelle Auswer-
tung der Kontextattribute ermöglicht.
3.7.2 Einordung des CSpace bezüglich des Kostenmodells
Der Kontext-Raum ist ein abstraktes Modell der Kommunikation in ubiquitären
Informationsumgebungen. In Abschnitt 3.2 wurden die zu erwartenden Kosten
der Kommunikation und Kontextverarbeitung solcher Modelle berechnet. Nun
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wird das Modell des CSpace bezüglich des dort aufgestellten Kostenmodells ana-
lysiert und auf seine Eignung für den Einsatz in großen und hochdynamischen
ubiquitären Informationsumgebungen geprüft.
Der CSpace unterstützt die entkoppelte Kommunikation von Kontextproduzen-
ten und -konsumenten. Da der CSpace selbst keine Funktionen auf den kommuni-
zierten Kontexten ausführt, sondern diese nur entgegennimmt und weitergibt, sind
keine zentralen Komponenten notwendig. Die einzige Kontextauswahlmethode
die der CSpace unterstützt, ist die Subskription von Konsumenten. Der CSpace
ist also ein dezentrales subskriptionsbasiertes Kommunikationsmodell.
Die Kostenrechnung in Abschnitt 3.2 belegt, dass durch dezentral organisierte
subskriptionsbasierte Kommunikationsmodelle in großen, hochdynamischen ubi-
quitären Informationsumgebungen die geringsten Kosten anfallen. Diese Kom-
munikationsmodelle sind besonders gut geeignet, da sie auch mit einer steigenden
Anzahl von Netzwerksegmenten gut skalieren.
3.8 Attributierte Kontexte
Die Attributierung von Kontexten ist die Grundlage des in dieser Arbeit entwi-
ckelten Kontextmanagementsystems. In diesem Abschnitt wird geklärt, welche
Vorteile die getrennte Betrachtung von Kontextattributen und semantischen Kon-
texten hat und wie auf der Basis der hier eingeführten Kontextattribute, ein Kon-
textmanagementsystem aufgebaut werden kann. Das Kontextmanagementsystem
selbst hat das Ziel, die Qualität der Kontexterkennung auf semantischer Ebene zu
verbessern.
Ausgangspunkt für die hier angestellten Betrachtungen sind aus der Literatur
bekannte Ansätze zur Qualitätssicherung in der Kontextverarbeitung. Zu nennen
sind hier unter anderem die Arbeiten von Gray und Salber [63] sowie Schmidt
[144, 145] und Henricksen [78] bei denen die Beschreibung und Nutzung allge-
meiner Kontexteigenschaften für die Optimierung der semantischen Verarbeitung
im Vordergrund stehen. Aber auch Arbeiten von Buchholz et al. [24] und Krause
und Hochstätter [104] und Strang et al. [156, 157], die sich hauptsächlich mit der
Modellierung der Qualität von Kontextinformationen beschäftigen.
In diesen Arbeiten werden verschiedene Eigenschaften von Kontexten disku-
tiert, die zur Bestimmung der Kontextqualität herangezogen werden können oder
diese im Bezug auf die Weiterverarbeitung von Kontexten beeinflussen:
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• Vertrauenswürdigkeit und Präzision beschreiben die Divergenz zwischen
Kontextaussage und realer Situation [50, 48, 29, 63, 29].
• Abdeckung oder Lokalität beschreiben Eigenschaften, die mit dem physi-
kalischen Ort der Kontextverarbeitung assoziiert werden [50, 48, 63, 144,
145, 64, 103, 72].
• Auflösung beschreibt die Granularität, mit der Veränderungen der realen
Situation in Kontexten widergespiegelt werden [50, 48, 63, 24, 79, 85, 72].
• Rechtzeitigkeit, Alter und Frequenz beschreiben temporale Eigenschaften
von Kontexten [50, 48, 63, 144, 145, 143, 23, 58].
Dabei fällt auf, dass sich nur wenige der Arbeiten mit Kontextqualität aus Sicht
des Systemmanagements auseinander setzen. Der Großteil der zitierten Arbeiten
behandelt die angeführten Eigenschaften als Teil der semantischen Kontextmo-
dellierung. Durch diese inhärente Verknüpfung von Bedeutung und Eigenschaf-
ten der Kontexte, wird die Entwicklung allgemeiner Managementmechanismen
erschwert.
3.8.1 Dimensionen semantischer Kontexte
Wie bereits in Kapitel 2 erläutert wurde, stellen Kontexte eine Abstraktion der
sensorischen Daten dar, die in einer ubiquitären Informationsumgebung erhoben
werden. Dabei regeln semantische Kontextmodelle in welcher Weise, die durch
die Kontexte bereitgestellten Beschreibungen der realen Welt, zu interpretieren
sind. Semantische Kontextmodelle legen auch fest, wie die inhaltlichen Informa-
tionen eines Kontextes kodiert werden. Wie wir bereits gesehen haben existiert ei-
ne Vielzahl semantischer Kontextmodelle, die verschiedenen Anforderungen von
Anwendungen gerecht werden. In der Vergangenheit wurden meist alle Aspekte
des Kontextes in diese semantische Kodierung einbezogen, so dass nur Anwen-
dungen und Artefakte, die mit dem gleichen Kontextmodell arbeiteten in der Lage
waren, die Informationen zu verarbeiten. Dieser auf Anwendungsebene sinnvol-
le Ansatz bewirkt allerdings, dass sich keine allgemeineren, nicht von speziel-




Eine genauere Analyse zeigt, dass sich neben den inhaltlichen anwendungsbe-
zogenen Daten Eigenschaften der Kontexte extrahieren lassen, die von der inhalt-
lichen Bedeutung des Kontextes unabhängig sind: die Kontextattribute (vgl. De-
finition 3.7). Unabhängigkeit von der inhaltlichen Bedeutung heißt hierbei, dass
jeder Kontext diese Eigenschaften hat, egal welche Bedeutung seinen Daten in-
nerhalb einer ubiquitären Informationsumgebung zufällt. Es zeigt sich sogar, dass
diese Kontextattribute unabhängig von dem gewählten semantischen Kontextmo-
dell existieren.
Hinweise auf Kontextattribute, wie sie hier verstanden werden, finden sich in
vielen wissenschaftlichen Arbeiten zum Thema Kontextverarbeitung. Bereits die
ersten Arbeiten in diesem Themenbereich [143, 23, 58, 50] erwähnen bestimmte
besondere Aspekte von Kontexten. Die in der Literatur am weitaus häufigsten
genannten Kontexteigenschaften sind die Lokalität von Kontexten und ihr Alter.
Ebenfalls oft genannt werden Verlässlichkeit und Auflösung der Kontextdaten.
In bisherigen Systemen werden die Kontextattribute immer ausschließlich als
Teil des semantischen Kontextes modelliert. Daher stehen sie nicht unabhängig
von dem zu Grunde liegenden semantischen Kontextmodell zur Verfügung, son-
dern sind untrennbar mit der inhaltlichen Bedeutung eines Kontextes verbunden.
Eigenschaften von Kontexten, wie die oben genannten, tragen zu der semanti-
schen Interpretation eines Kontextes bei, da sie wichtige Aspekte des Kontextes
und der Kontextgewinnung repräsentieren. Daher müssen sie Teil des semanti-
schen Kontextes sein oder von der Instanz, die, innerhalb einer Anwendung se-
mantische Kontexte verarbeitet, zugreifbar sein.
Neben dem Wert der Kontextattribute für die inhaltliche Verarbeitung, kön-
nen sie als Basis für ein Kontextmanagementsystem dienen, das die Sicherung
der Qualität von Kontexten auf Anwendungsebene erlaubt. Dabei werden, wie
in Kapitel 2 beschrieben, die beschreibenden Informationen zu einem Kontext,
hier die Kontextattribute, benutzt, um Kontexte, die den Qualitätsanforderungen
einer Anwendung nicht genügen, bereits vor deren semantischer Verarbeitung,
verwerfen zu können. Dazu müssen die Kontextattribute allerdings unabhängig
von der semantischen Kontextverarbeitung bereits auf einer tieferen Schicht der
Anwendungsarchitektur verfügbar sein. Kann dann durch das Kontextmanage-
mentsystem entschieden werden, dass ein Kontext weiterverarbeitet werden soll,
so müssen die Attributwerte der semantischen Kontextverarbeitung über geeigne-
te Schnittstellen zur Verfügung gestellt werden, da sie wie bereits oben erwähnt,
auch als semantischer Aspekt in die Verarbeitung der Kontexte eingehen.
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Auf der Ebene des Kontextmanagementsystems bilden die Attribute eines Kon-
textes die Dimensionen eines Informationsraumes innerhalb dessen die Bewer-
tung der Qualität aus Sicht der Anwendung stattfindet. Dabei beschreibt jede Di-
mension eine charakteristische Eigenschaft von Kontexten, die zu deren Klassifi-
zierung herangezogen werden kann.
Im Folgenden werden die für das hier eingeführte System definierten Klassi-
fikationsdimensionen des Informationsraumes und die damit verbundenen Kon-
textattribute eingeführt. Das hier vorgestellte Modell attributierter Kontexte dient
nicht zur vollständigen Beschreibung aller von semantischen Interpretationen un-
abhängiger Kontexteigenschaften. Vielmehr wurden die Attribute gezielt ausge-
wählt, um Aspekte der QoC evaluieren zu können, die in realen ubiquitären In-
formationsumgebungen bei der Verarbeitung von Kontexten zu Problemen füh-
ren. Dieser Auswahl liegt eine langjährige Erfahrung mit der Entwicklung und
dem Betrieb ubiquitärer Informationsumgebungen sowie die Analyse gängiger
Anwendungs- und Problemszenarien aus der Literatur [44, 54, 77] zu Grunde.
3.8.2 Temporale Dimension
Kontext beschreibt eine Situation in der realen Welt und macht sie so für Rech-
nersysteme zugänglich [48]. Dabei ist der Kontext ein Schnappschuss eines be-
stimmten Ausschnittes der Gesamtsituation zu einem bestimmten Zeitpunkt. Die
reale Welt selbst und damit die Situation, die der Kontext wiederzugeben ver-
sucht, ist ständiger Veränderung unterworfen. Das Erfassen dieser Veränderung,
also der Dynamik der Umwelt, ist für die meisten Anwendungen in ubiquitären
Informationsumgebungen von größerer Bedeutung als eine einzelne Momentauf-
nahme [146, 64].
Betrachtet man Kontext, wie hier, als Daten, die in einer ubiquitären Informa-
tionsumgebung verarbeitet werden und nicht synonym mit der Situation, die er
beschreiben soll, so erfährt eine Kontextinstanz in dem hier vorgestellten Modell
nach ihrer Erzeugung keinerlei Veränderung. Die Dynamik der Umgebung wird
durch die Erzeugung immer neuer Kontextinstanzen einer Klasse repräsentiert,
wobei sich die Werte der Attribute und Kontextdaten entsprechend der Verände-
rungen in der Umgebung ändern.
Somit ist jedem Kontext ein Erzeugungszeitpunkt zuzuordnen. Zu diesem Zeit-
punkt ist der erzeugte Kontext die beste Beschreibung der Umgebung, welche die
erzeugende Anwendung, der Kontextproduzent, zur Verfügung stellen kann.
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Ist der Kontext erzeugt und finden Veränderungen in der Umgebung statt, ist
nicht mehr sicher, inwieweit die Kontextdaten die aktuelle, nun eventuell ver-
änderte Situation repräsentieren. Erste Überlegungen zu der möglichen Formali-
sierung temporaler Einflüsse auf Kontextdaten finden sich in den Arbeiten von
Albrecht Schmidt [147, 144].
Schmidt führt den Begriff der Relevanz von Kontexten ein und meint damit ein
abstraktes Maß für den Nutzen, den eine kontextsensitive Anwendung aus einem
Kontext ziehen kann. Er geht in seinen Überlegungen davon aus, dass die Rele-
vanz eines Kontextes in seiner zeitlichen Dimension durch eine monoton fallende
Funktion beschrieben werden kann. Dabei stellt diese Funktion, welche die tem-
porale Degression des Kontextes beschreibt, aus seiner Sicht selbst eine Eigen-
schaft des Kontextes (der Kontextklasse) dar. Das bedeutet in Schmidts Modell
kann einem Kontext bei seiner Erzeugung aufgrund seines Typs eine monoton
fallende Funktion zugeordnet werden, welche die zeitliche Veränderung seiner
Relevanz eindeutig beschreibt.
Die Erfahrung mit Anwendungen in realen ubiquitären Informationsumgebun-
gen wie dem AwareOffice [190] zeigen allerdings, dass eine Bewertung von Kon-
textdaten in der temporalen Dimension ein differenzierteres Vorgehen erfordert.
Wenn die Anwendungen einer ubiquitären Informationsumgebung nicht alle aus
einer Quelle stammen, kann zum Beispiel nicht generell ausgeschlossen werden,
dass Anwendungen existieren, die sich primär für historische Daten interessie-
ren, die also bereits ein gewisses Alter erreicht haben. Auch dieser Fall könnte in
Schmidts Modell abgedeckt werden, in dem man den Relevanzbegriff aufweicht.
Eine Anwendung mit Interesse an historischen Kontexten müsste dann auch ein
bestimmtes Intervall der Relevanzwerte filtern. Allerdings müssen Konsumenten
in diesem Modell zwingend über Wissen von Details der Implementierung der
Produzenten von Kontexten verfügen, da die Produzenten der Kontexte die Rele-
vanzfunktion vorgeben. Dies kann in großen ubiquitären Informationsumgebun-
gen aufgrund der zu erwartenden Heterogenität nicht durchgesetzt werden.
Weiter kann nicht davon ausgegangen werden, dass sich die Entwicklung der
temporal bestimmten Relevanz für alle Konsumenten ähnlich oder gar gleich ver-
hält. Somit muss angenommen werden, dass nur der Konsument selbst über ge-
nug Wissen, die Anforderungen seiner Anwendung betreffend, verfügt, um für
Kontextdaten, die er verarbeiten möchte, eine temporale Relevanzfunktion aufzu-




Abbildung 3.8. Alter und Ableitungsdauer von Kontexten
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Neben dem Alter existiert in der zeitlichen Dimension von Kontextdaten eine
weitere wichtige Kenngröße, die zur Beurteilung der Relevanz herangezogen wer-
den muss. Dabei handelt es sich um die Dauer der Kontextableitung. Abbildung
3.8 zeigt das Alter von Kontexten und die Dauer der Ableitung eines Kontextes
im Vergleich. Das Alter eines Kontextes ist, wie bereits beschrieben, die Zeit-
spanne von dessen Erzeugung bis zu seiner Verarbeitung, oder genauer bis zur
Überprüfung des entsprechenden Attributwertes. Die Dauer der Ableitung, die in
der Abbildung zur Übersichtlichkeit nur für den zeitlich letzten Kontext aufgetra-
gen ist, entspricht der Zeit von der Erzeugung des ersten Kontextes, der Teil des
Ableitungsgraphen eines Zielkontextes ist, bis zu dessen Verarbeitung.
Da die Erzeugung von Kontexten den in Abschnitt 3.6 eingeführten kausalen
und temporalen Ordnungen folgt, reicht es bei der Verarbeitung von Kontexten
höherer Ordnung nicht aus, nur das Alter der Quellkontexte zu berücksichtigen.
Kontexte erster Ordnung können in grober Näherung, wie in dem Modell von
Schmidt, als Momentaufnahmen der Situation in der Umgebung verstanden wer-
den. Im Gegensatz dazu repräsentieren Kontexte höherer Ordnung nicht generell
das Bild einer Umgebung zu einem bestimmten Zeitpunkt. Durch die temporale
Abhängigkeit der Ableitung fassen diese Kontexte im allgemeinen Fall Beschrei-
bungen der Umgebung über einen gewissen Zeitraum, die Dauer der Ableitung,
zusammen.
Aus Sicht einer konsumierenden Anwendung kann die Qualität eines Kontex-
tes nicht nur von dessen Alter abhängen, sondern auch von der Länge des Ab-
leitungsintervalls, in dem der Kontext entstanden ist. Man kann annehmen, dass
eine kürzere Ableitungsdauer zu qualitativ hochwertigeren Kontexten führt. Al-
lerdings kann auch in diesem Fall nicht ausgeschlossen werden, dass bestimmte
Anwendungen in einer heterogenen Umgebung gerade an Kontexten interessiert
sind, welche längere Zeitspannen oder sogar temporale Abfolgen von Ereignis-
sen, repräsentieren.
3.8.3 Räumliche Dimension
Sowohl Kontext als Beschreibung, als auch die Situation, die durch Kontext be-
schrieben wird, beziehen sich auf einen bestimmten Ort oder eine Region. Räum-
liche Konzepte sind für den Menschen bei der Bewältigung seiner alltäglichen
Aufgaben von grundlegender Wichtigkeit. David Kirsh hat die Zusammenhänge
von menschlicher Interaktion und räumlichen Konzepten bereits vor 10 Jahren
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erkannt und eingehend untersucht [99, 101, 100, 98]. Er kommt zu dem Schluss,
dass der Mensch bei der Bewältigung alltäglicher Aufgaben extensiven Gebrauch
von einer aktiven räumlichen Strukturierung seiner Umwelt macht, um die Kom-
plexität der Aufgaben zu reduzieren und so seine Lösungseffizienz zu steigern.
Das Ziel der Kontextnutzung in ubiquitären Informationsumgebungen ist, wie
in Kapitel 2 dargelegt wurde, computerisierte Artefakte zu schaffen, die den Be-
nutzer durch ihr situatives Wissen unterstützen können. Dabei steht oft die An-
passung des Geräteverhaltens an die aktuelle Situation im Vordergrund. Setzt
man dieses Ziel in Beziehung zu den Forschungsergebnissen von Kirsh, folgt
daraus direkt die Wichtigkeit räumlicher Konzepte für die Kontextverarbeitung
[14, 103, 72]. Daher kommt der Lokalität als Eigenschaft von Kontexten beson-
dere Bedeutung bei der Bewertung der QoC zu.
Ein Kontext wird durch ein mobiles Artefakt produziert, das sich an einem be-
stimmten Ort befindet oder von einem Infrastrukturobjekt bereitgestellt wird, das
einem räumlichen Bereich oder Ort zugeordnet ist. Dadurch besitzt jeder Kontext
automatisch einen Entstehungsort bezüglich des räumlichen Systems, in dem eine
ubiquitäre Informationsumgebung etabliert wird.
Ein Anwendungsbeispiel soll die Bedeutung der räumlichen Herkunft von
Kontexten für deren Weiterverarbeitung veranschaulichen: Das Gebäude einer
Firma besteht aus mehreren Räumen, darunter zwei Besprechungsräume, die mit
CSCW Technologien ausgestattet sind. In den Besprechungsräumen befindet sich
jeweils eine Wandtafel auf der mit speziellen Stiften (Boardmarkern) geschrie-
ben werden kann. Um den Umgang mit den Tafelaufschrieben zu vereinfachen,
sind in den Besprechungsräumen Digitalkameras installiert, welche Bilder von
den Wandtafeln machen können. Die Kameras verarbeiten Kontexte, die von den
Boardmarkern produziert werden. Sie machen ein Bild von der Wandtafel, wenn
eine gewisse Menge neuer Text auf die Tafel geschrieben wurde. Die Bilder kön-
nen dann archiviert oder den Teilnehmern einer Besprechung per Email zugesandt
werden.
In diesem Szenario ist es sinnvoll, wenn die Kameras nur Kontexte von Stiften
verarbeiten, die sich im gleichen Raum befinden. Die Kontexte der Stifte aus dem
zweiten Besprechungsraum sind für die Kameraanwendung nicht relevant.
Hier zeigt sich, dass für viele Anwendungen die logische Kolokation von Kon-
texten von größerer Bedeutung ist, als der geometrische Abstand zu einer Kon-
textquelle. Zum Beispiel sind Anwendungen wie eine dynamische Anwesenheits-
tafel im Büroumfeld denkbar, die ausschließlich Kontexte verarbeiten, die in Mit-
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arbeiterbüros erzeugt wurden. Findet eine solche logische Gruppierung von Kon-
texten bezüglich ihres Entstehungsortes statt, kann nicht mehr davon ausgegangen
werden, dass die Relevanz von Kontexten für den Konsumenten mit dem Abstand
zum Produzenten monoton fällt.
In vielen Anwendungen aus dem Bereich der lokationsbasierten Dienste (engl.
location based services, LBS) ist der Enstehungsort nicht nur Kontexteigenschaft,
sondern zugleich semantische Kontextinformation. Damit stellen LBS ein Bei-
spiel für Gleichwertigkeit von semantischer Kontextinformation und Kontextat-
tributen auf Anwendungsebene dar.
Analog zu seinem temporalen Relevanzmodell schlägt Schmidt ein Modell der
räumlichen Relevanz vor [147, 144]. Er beschränkt sich hierbei auf ein zweidi-
mensionales Abstandsmodell, in dem mit dem Abstand zum Erzeugungsort mo-
noton fallende Relevanzfunktionen definiert werden. Der Autor geht davon aus,
dass die Relevanz eines Kontextes generell mit dem Abstand zu seiner Quelle
fällt. Die Relevanzfunktion wird vom Produzenten des Kontextes vorgegeben.
Auch hier ergibt sich, wie schon in der temporalen Dimension, das Problem der
Unabhängigkeit von Produzenten und Konsumenten in einer ubiquitären Infor-
mationsumgebung. Verfügen die Konsumenten nicht über das Wissen, wie der
Produzent eines Kontextes die Relevanzfunktion anlegt, können sie diese nicht
im Sinne eines Qualitätsmaßes benutzen, um Informationen zu filtern.
Wird dagegen der Entstehungsort eines Kontextes als Kontextattribut bereitge-
stellt, reicht es aus, wenn der Konsument mit dem gleichen Ortsmodell arbeitet,
das der Produzent benutzt, oder in der Lage ist, die Ortsangabe in seinem Ortsmo-
dell zu interpretieren. Diese Forderung entspricht der einer gemeinsamen Zeitdar-
stellung im temporalen Falle. Dann ist der Konsument eines Kontextes in der Lage
dessen räumliche Relevanz, den Anforderungen seiner Anwendung entsprechend
zu evaluieren, ohne zusätzliches Wissen über den Produzenten zu benötigen.
3.8.4 Verlässlichkeit von Kontext als Dimension des Informationsraumes
Kontexte stellen eine Abstraktion der realen Welt dar. Daher können und sollen
sie diese nicht in ihrer gesamten Informationstiefe wiedergeben. Aus diesem Um-
stand ergeben sich einige wichtige Rahmenbedingungen, die bei der Verarbeitung
von Kontexten beachtet werden müssen. In der Literatur werden diese meist unter
dem Begriff der Zuverlässigkeit von Kontexten zusammengefasst.
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Zuverlässigkeit von Kontexten subsumiert verschiedene Parameter von Kon-
text, welche die inhaltliche, also die semantische Qualität der Kontextinformation
beschreiben [56, 53]. Die in der Literatur am häufigsten untersuchten Parameter
dieser Kategorie sind
Auflösung [63, 24, 79, 85, 72] Unter der Auflösung von Kontexten wird die
kleinste Informationsdifferenz verstanden, die sie darstellen können. Bei
sensornahen Kontexten geringer Abstraktion kann es sich dabei um die
kleinste physikalische Einheit handeln, die ein zu Grunde liegender Sensor
erfassen kann. Im Falle abstrakter Kontexte gibt die Auflösung das Verhält-
nis zwischen dem Facettenreichtum der zu beschreibenden Situation und
der Anzahl der Facetten an, die durch verschiedene Instanzen des Kontex-
tes unterschieden werden können.
Genauigkeit [63, 29, 104, 133] Die Genauigkeit eines Kontextes sagt aus, um
wie viele Einheiten seiner maximalen Auflösung ein Kontext im Durch-
schnitt von der Realität abweicht.
Eindeutigkeit [145, 51, 74] Da der Begriff der Auflösung für abstrakte Kontexte
nicht ausreicht, um die Möglichkeit zu beschreiben, dass eine Kontextin-
stanz einer Situation nicht zweifelsfrei zugeordnet werden kann, wurde der
Begriff der Eindeutigkeit eingeführt.
Richtigkeit [63, 145, 24, 185] Die Richtigkeit ist ein Maß für Fehler in der Ag-
gregation oder Fusion von Kontexten, die zu einer generell fehlerhaften
Situationsbeschreibung durch den Kontext führen.
Als übergeordnetes Maß der Zuverlässigkeit kommt dabei meist die Kontexter-
kennungsrate zum Einsatz.
Definition 3.15 (Kontexterkennungsrate) Die Kontexterkennungsrate gibt das
durchschnittliche Verhältnis zwischen korrekt erkannten Kontexten und der An-
zahl der real vorhandenen, verschiedenen Kontexte an.
Bei Verwendung der Kontexterkennungsrate, wie auch der obigen Kontextpa-
rameter, ist zu beachten, dass diese eine statistische Beschreibung des Kontext-
ableitungsprozesses darstellen. Sie sind damit ungeeignet, die semantische Qua-
lität einer einzelnen Kontextinstanz zu erfassen. In Abgrenzung zum Begriff der




Definition 3.16 (Verlässlichkeit von Kontext) Die Verlässlichkeit von Kontext
stellt ein Maß für die inhaltliche Qualität einer Kontextinstanz dar. Sie ist somit
ein Kontextattribut, da sie jedem Kontext, unabhängig von seiner semantischen
Bedeutung, ein Maß seiner inhaltlichen Qualität zuordnet.
Dieses neue Modell der Verlässlichkeit von Kontexten ermöglicht die Erfas-
sung und Berücksichtigung von Schwankungen in der Erkennungsqualität von
Kontextalgorithmen auf Kontextinstanzebene. Im Gegensatz zu früheren Ansät-
zen [63, 24, 145, 74, 79, 85, 104, 133, 72] wird es dadurch für den Konsumen-
ten einer Kontextinstanz möglich, anhand ihrer Verlässlichkeit zu entscheiden, ob
ihre inhaltliche Qualität den Anforderungen seiner Anwendung genügt. Ist dem
nicht so, kann der Kontext sofort verworfen werden, ohne dass eine Verarbeitung
durch die semantischen Kontextalgorithmen erfolgen muss.
Können Kontexte niedriger Verlässlichkeit in einer ubiquitären Informations-
umgebung nicht identifiziert und aus dem Verarbeitungsprozess entfernt werden,
pflanzen sich Fehler in der Kontexterkennung fort. Kontexte bilden die Basis für
Entscheidungen innerhalb kontextsensitiver Anwendungen. Entspricht die Aus-
sage eines Kontextes nicht der tatsächlichen Situation, ist also die Kontexterken-
nung fehlgeschlagen, muss vermieden werden, dass dieser Kontext weiterverar-
beitet wird und damit Basis weiterer Fehlentscheidungen in Anwendungen wer-
den kann.
Modell der Verlässlichkeit von Kontexten
Der Verlässlichkeit, als Maß für die inhaltliche Qualität einer Kontextinstanz, liegt
ein Verlaufsmodell zu Grunde. Ausgehend von der Annahme eines idealen Kon-
texerkennungsalgorithmus wird dadurch der Verlauf des Verlässlichkeitsmaßes
bei einem Kontextwechsel in der realen Welt beschrieben.
Ein idealer Kontexterkennungsalgorithmus zeichnet sich dadurch aus, dass er
reale Kontexte sicher erkennt. Das bedeutet, bei einem Kontextwechsel zwischen
Kontexten, die der Erkenner erkennen kann, fluktuiert seine Ausgabe nicht zwi-
schen verschiedenen Zuständen und nimmt auch keine anderen Werte als den
Ausgangs- und Zielwert an. Sie wechselt lediglich ein einziges Mal vom Aus-
gangskontext auf den Zielkontext.
Abbildung 3.9 zeigt den zeitlichen Verlauf Creal(t) eines möglichen Kontext-
wechsels von Kontext A nach Kontext B in einer realen Umgebung. Dabei ist
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Kontext A 
          
          
          
          
Kontext B 
          
Zeit
Beginn des → 
Kontextwechsels
← Ende des 
Kontextwechsels
Abbildung 3.9. Zeitlicher Wechsel: Kontext A → Kontext B
zu beachten, dass ein Wechsel zwischen Kontexten in der realen Welt nie abrupt
stattfindet, sondern ein kontinuierlicher Vorgang mit einer unendlichen Anzahl
Zwischenzuständen infinitesimalen Abstandes ist. Er kann daher durch eine steti-
ge Funktion dargestellt werden.
Die Ausgabe eines idealen Kontextalgorithmus Crecog(t), der den Kontextwech-
sel in Abbildung 3.9 erkennt, ist in Abbildung 3.10 dargestellt. Der ideale Erken-
ner ignoriert alle Zwischenzustände des Übergangs von Kontext A nach Kontext
B. Er gibt kontinuierlich den Kontext aus, welcher die reale Situation am besten
beschreibt.
Ein Maß für die Verlässlichkeit ψ(C, t) des erkannten Kontextes ergibt sich als
Funktion des Abstandes zwischen diesem und der realen Situation:
ψ(C, t) = f (|Creal(t)−Crecog(t)|) (3.2)
Stimmen reale Situation und erkannter Kontext weitgehend überein, ist die Ver-
lässlichkeit des erkannten Kontextes hoch, vergrößert sich jedoch der Abstand, so
sinkt die Verlässlichkeit.
Abbildung 3.11 zeigt das hier entwickelte Verlaufsmodell der Verlässlichkeit
von Kontext.
Aufgrund der Annahme eines idealen Erkenners ist die Verlässlichkeit des Kon-
textes (Kontext A) am Anfang des Beobachtungszeitraumes maximal. Mit Beginn
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Beginn des → 
Kontextwechsels
← Ende des 
Kontextwechsels
Abbildung 3.11. Verlaufsmodell der Verlässlichkeit von Kontext
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des Kontextüberganges nimmt die Verlässlichkeit des Kontextes A ab bis sie ein
Minimum erreicht. Aus Abbildung 3.9 ist zu ersehen, dass sich die reale Situation
zu diesem Zeitpunkt zwischen Kontext A und Kontext B bewegt. In diesem Be-
reich minimaler Verlässlichkeit findet der Kontextwechsel A → B des Erkenners
statt. Die Verlässlichkeit des Kontextes B steigt dann wieder an, da sich die rea-
le Situation dem Kontext immer mehr annähert. Ist der Kontextübergang in der
realen Welt abgeschlossen, erreicht der erkannte Kontext B maximale Verlässlich-
keit.
Dieses Modell der Verlässlichkeit von Kontext dient dazu, Kontextkonsumen-
ten Zugriff auf ein Kontextattribut zu geben, dass die inhaltliche Qualität der vor-
liegenden Kontextinstanz beschreibt. Der Konsument wird dadurch in die Lage
versetzt, vor der semantischen Verarbeitung eines Kontextes anhand dieses Ma-
ßes zu entscheiden, ob die inhaltliche Qualität des Kontextes den Anforderungen
der Anwendung entspricht.
Hervorzuheben ist, dass die hier definierte Verlässlichkeit, obwohl sie ein Maß
für die inhaltliche Qualität des Kontextes darstellt, unabhängig von seiner seman-
tischen Bedeutung ist. Im Gegensatz zu statistischen Maßen beschreibt sie nicht
Eigenschaften des Kontexterkennungsprozesses, sondern eine Eigenschaft – ein
Attribut – jeder individuellen Kontextinstanz.
3.8.5 Abhängigkeit zwischen Kontexten als Dimension des
Informationsraumes
Kontext existiert in einer ubiquitären Informationsumgebung nicht isoliert. Arte-
fakte erfassen Kontexte erster Ordnung durch Umweltsensoren und stellen diese
anderen Konsumenten zur Verfügung. Diese nehmen die Kontexte auf und ver-
arbeiten sie zu abstrakteren Kontexten höherer Ordnung weiter (siehe Abschnitt
3.6). Dabei entsteht ein Netz von Verarbeitungsprozessen, das die Beziehungen
zwischen den, in einer ubiquitären Informationsumgebung verfügbaren Kontex-
ten beschreibt: der Verarbeitungsgraph.
Durch das Ableiten entstehen informationelle Abhängigkeiten zwischen den
Kontexten einer ubiquitären Informationsumgebung. Bei der Aggregation oder
Fusion neuer Kontexte bleiben Teile der Information der Quellkontexte erhalten
und gehen auf den Zielkontext über. Die informationelle Abhängigkeit ist eine
Grundeigenschaft von Kontexten. Sie kann, wenn sie bei der Verarbeitung nicht
beachtet wird, die Qualität der Kontexte negativ beeinflussen.
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In der Literatur wurden Kontextabhängigkeiten bisher kaum untersucht. Le-
diglich die Einflüsse der Verarbeitung von nicht unabhängigen Daten auf be-
stimmte Algorithmen, die auch in der Kontexterkennung angewendet werden,
ist bekannt: Mustererkennung [38], Markov Ketten [12], Bayes’sche Netzwerke
[116], statistisch-relationales Lernen (SRL) [114, 122], allgemeine Klassifikato-
ren [167], Regressionsmodelle [90, 132].
Im Allgemeinen wird bei der Anwendung von Algorithmen, wie Kalman Fil-
tern [92], Markov Modellen [130, 105], Bayes’schen Netzwerken [59] oder ID3
und C4.5 [129] vorausgesetzt, dass die verarbeiteten Daten unabhängig sind oder
höchstens ein gewisses Maß an Abhängigkeit enthalten. Dies kann allerdings in
ubiquitären Informationsumgebungen nicht generell sichergestellt werden. Da-
her ist die Voraussetzung für den erfolgreichen Einsatz dieser Algorithmen das
Vorhandensein eines Maßes für den Grad der informationelle Abhängigkeit von
beliebigen Kontexten innerhalb einer ubiquitären Informationsumgebung.
Das hier entwickelte Modell führt als Maß der Abhängigkeit die Verwandt-
schaft von Kontexten ein.
Definition 3.17 (Verwandtschaft von Kontexten) Die Verwandtschaft von Kon-
texten ist ein Maß für die informationelle Abhängigkeit von Kontextinformation-
en, die durch den Prozess der Ableitung von Kontexten höherer Ordnung entsteht.
Kontextabhängigkeiten
Kontextabhängigkeiten treten in ubiquitären Informationsumgebungen in zwei
Grundmustern auf, die durch die Analyse mehrerer Anwendungsszenarien [44,
54, 77] und die Simulation großer ubiquitärer Informationsumgebungen identi-
fiziert werden konnten. Diese beiden Muster reichen aus, um die in ubiquitären
Informationsumgebungen vorkommenden, nicht linearen Abhängigkeiten, zu be-
schreiben. Sie dienen daher in dieser Arbeit als Grundlage für die Entwicklung ei-
nes algorithmischen Systems zur quantitativen Beschreibung der Verwandtschaft
von Kontexten.
Das erste Grundmuster, Auffächerung und Multiplikation, kann in ubiquitären
Informationsumgebungen immer dann auftreten, wenn mehrere gleichartige Ar-
tefakte, die als Produzenten, Kontextinstanzen des gleichen Typs erzeugen, die-
selben Kontexte konsumieren und als Basis für ihre Berechnungen verwenden.
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Abbildung 3.12. Auffächerung und Multiplikation
Abbildung 3.12 zeigt eine schematische Darstellung der Auffächerung und
Multiplikation von Kontexten. Ein Kontext des Typs a wird parallel von meh-
reren Artefakten des Typs B konsumiert. Jedes der Artefakte B produziert auf der
Basis des konsumierten Kontextes einen neuen Kontext von Typ b. Will nun ein
Artefakt C die Kontexte vom Typ b konsumieren, um sie zu aggregieren, kann
es abhängig von dem verwendeten Aggregationsalgorithmus notwendig sein, den
Grad der Verwandtschaft der Kontexte b zu kennen.
Ein bekanntes Anwendungsbeispiel aus dem Bereich der besprechungsunter-
stützenden Anwendungen soll das Problem illustrieren: Um sich an eine Bespre-
chungssituation anpassen zu können, werden persönliche Geräte wie Mobilte-
lefone und persönliche digitale Assistenten (PDAs) mit kontextsensitiven An-
wendungen ausgestattet, die es ihnen erlauben, ihre Alarmierungsfunktion der
Situation anzupassen. Dies kann zum Beispiel bedeuten, dass der Rufton eines
Mobiltelefons oder der Erinnerungsalarm eines PDA lautlos geschaltet werden,
wenn sich diese Geräte in einer Besprechung befinden. Leiten nun die verschie-
denen persönlichen Geräte in einer Besprechung den Besprechungskontext von
denselben Quellkontexten ab, so sind die entstehenden (Besprechungs-) Kontext-
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instanzen miteinander verwandt. Das bedeutet, die Information, die durch die Be-
sprechungskontexte repräsentiert wird ist teilweise redundant, da sie nicht auf der
Basis unabhängiger Quellen entstanden ist. Eine Anwendung, die Besprechungs-
kontexte weiterverarbeiten kann, diese also konsumiert, muss in der dargestellten
Situation entscheiden, wie sie mit diesen Kontexten umgeht.
In ubiquitären Informationsumgebungen, in denen Anwendungen nicht in der
Lage sind, dynamisch während der Laufzeit auf Informationen über die Verwandt-
schaft von Kontextdaten zurückzugreifen, ist der Softwareentwickler gezwungen,
bereits während der Erstellung der Anwendung zu entscheiden, wie diese in einer
Situation, in der mehrere Kontextinstanzen eines Typs zur Verfügung stehen, mit
der Verarbeitung fortfährt.
Ist eine Anwendung nicht in der Lage, dynamisch den Verwandtschaftsgrad
von Kontexten zu berücksichtigen, sind vier verschiedene Vorgehensweisen denk-
bar:
• Die Anwendung wählt zufällig einen der zur Verfügung stehenden Kontex-
te aus. Zum Beispiel den, der als erster empfangen wurde.
• Die Anwendung wählt anhand eines Qualitätsmaßes, das nicht auf die Ver-
wandschaft der Kontexte Bezug nimmt, einen der Kontexte aus.
• Die Anwendung wählt alle Kontexte aus und verarbeitet sie ohne Rücksicht
auf ihre eventuelle Verwandtschaft mit einem festen Algorithmus.
• Die Anwendung verarbeitet eine Auswahl von Kontexten, die anhand ei-
nes Qualitätsmaßes, das nicht auf die Verwandschaft der Kontexte Bezug
nimmt, getroffen wurde.
In all diesen Fällen bleibt der Verwandschaftsgrad der Kontexte unberücksich-
tigt. Dies führt dazu, dass entweder Ableitungsalgorithmen, die unabhängige Ein-
gangsdaten voraussetzen, nicht zum Einsatz kommen können, oder dass die Feh-
ler, die durch abhängige Daten verursacht werden, in Kauf genommen werden
müssen. Werden Fehler in Kauf genommen, führt dies wiederum zu einer sin-
kenden Kontexterkennungsrate dieser Anwendung und aller Anwendungen ei-
ner ubiquitären Informationsumgebung, die im Verarbeitungsgraphen nach dieser




Kann eine Anwendung den Verwandschaftsgrad von Kontextdaten bei der Ver-
arbeitung berücksichtigen und ist dieser relevant für die Qualität der Ergebnisse
eines Aggregationsalgorithmus, ergeben sich alternative Vorgehensweisen:
• Sind alle verfügbaren Kontexte stark verwandt, kann die Anwendung einen
beliebigen Kontext auswählen und weiter verarbeiten. Eine Aggregation
der typgleichen Kontexte kann vermieden werden, wenn aufgrund ihres
hohen Verwandtschaftsgrades anzunehmen ist, dass eine Aggregation nicht
sinnvoll ist. Auf diese Weise können potentielle Fehler durch die Aggre-
gation abhängiger Kontexte verhindert werden; gleichzeitig kann Energie
eingespart werden, da auf die Ausführung des Aggregationsalgorithmus
verzichtet werden kann.
• Ist ein Teil der verfügbaren Kontexte stark verwandt, kann die Anwendung
gezielt die Kontexte für eine Aggregation auswählen, welche die geringste
Verwandtschaft aufweisen. So kann eine optimale Qualität bezüglich der
Aggregationsfunktion erreicht werden.
• Liegt ein beliebiges Verwandtschaftsmuster vor, kann die Anwendung einen
optimalen Algorithmus für die Weiterverarbeitung der verfügbaren Kontex-
te wählen.
Das zweite Grundmuster der informationellen Kontextabhängigkeit ist die zyk-
lische Verarbeitung. Zyklische Verarbeitung von Kontexten tritt auf, wenn sich im
Verarbeitungsgraph einer ubiquitären Informationsumgebung Kreise bilden, das
heißt, wenn eine Anwendung einen Kontext konsumiert, an dessen Produktion sie
bereits beteiligt war.
Abbildung 3.13 zeigt die schematische Darstellung der zyklischen Verarbei-
tung von Kontexten. Der Zyklus wird initiiert durch das Artefakt D, welches einen
Kontext des Typs c bereitstellt. Dieser wird von Artefakt A konsumiert, das den
Kontext c zu einem Kontext vom Typ a weiterverarbeitet. Kontext a wird wieder-
um von einem Artefakt vom Typ B konsumiert und ebenfalls weiterverarbeitet.
Das Artefakt B produziert daraufhin einen Kontext des Typs c. Dieser Kontext
kann nun wieder von Artefakt A konsumiert werden und schließt somit den Kreis.
Im Gegensatz zur Auffächerung und Multiplikation von Kontexten, lässt sich
für die Kreisbildung kein typisches Anwendungsbeispiel angeben. Da im All-
gemeinen in einer ubiquitären Informationsumgebung nicht bekannt ist, welche
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Abbildung 3.13. Zyklische Verarbeitung
Anwendungen verfügbar sind und welche Kontexte diese konsumieren und pro-
duzieren, ist auch die Detektion von Kreisen von nur zwei Artefakten nicht trivial.
Lediglich Fälle von Artefakten, die Kontexte eines Typs konsumieren und gleich-
zeitig produzieren, lassen sich ohne Wissen über die Topologie des Verarbeitungs-
graphen lösen. Diese Fälle können dann auftreten, wenn eine Anwendung einen
Kontext nicht nur selbständig aus anderen Informationen ableiten kann, sondern,
um zum Beispiel Energie für die Ableitung zu sparen, auch in der Lage ist, die-
sen Kontext, wenn er in der Umgebung vorhanden ist, direkt zu verwenden und
ihn dann zu propagieren. Das Auftreten dieser direkten Schleifen aus nur einem
beteiligten Artefakt kann leicht unterbunden werden, wenn die Anwendung Kon-
texte, die sie konsumiert und verarbeitet, ohne einen Kontext eines anderen Typs
zu erzeugen, nicht propagiert.
Da Anwendungen ohne Hilfsmittel generell nicht in der Lage sind, die Bildung
von Ringen in der Kontextverarbeitung zu erkennen, können die daraus entste-
henden Abhängigkeiten nicht aufgelöst werden. Ist eine Anwendung dagegen in
der Lage, den Grad der Verwandtschaft von Kontexten zu analysieren, kann sie
einen Verarbeitungszyklus gezielt unterbrechen, wenn die Kontextabhängigkeiten
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in diesem Zyklus zu einem nicht tolerierbaren Verlust an Kontextqualität führen
würden.
Durch die Kombination der beiden vorgestellten Grundmuster der Kontextab-
hängigkeit in ubiquitären Informationsumgebungen lassen sich alle Situationen
modellieren, in denen die Verwandschaft von Kontextinformationen zu Proble-
men mit der inhaltlichen Kontextqualität bei der Ableitung führen kann. Es zeigt
sich, dass die Verwandtschaft von Kontexten eine Eigenschaft der Kontextinstanz
ist, die vom jeweiligen Ableitungsprozess bestimmt wird. Sie ist unabhängig von
der semantischen Bedeutung der Kontextinformation und wird in dieser Arbeit
als Kontextattribut – im Sinne der Definition 3.7 – eingeführt.
3.8.6 Zusammenfassung
In diesem Abschnitt wurde das, für diese Arbeit grundlegende Modell attributier-
ter Kontexte eingeführt. Es wurden vier Kontextattribute identifiziert, die Eigen-
schaften von Kontexten in verschiedenen Dimensionen des Informationsraumes





Sie zeichnen sich im Gegensatz zu anderen aus der Literatur bekannten Kontext-
eigenschaften dadurch aus, dass sie
• jedem Kontext, unabhängig von seiner Kontextklasse, zugeordnet werden
können,
• die Eigenschaften einer individuellen Kontextinstanz beschreiben und
• unabhängig von der semantischen Bedeutung des Kontextes sind, den sie
beschreiben.
Damit eignen sich die hier definierten Kontextattribute als Basis für die Entwick-
lung eines Kontextmanagementsystems, das unabhängig von semantischen Kon-





Dieses Kapitel stellt die theoretische Grundlage der vorliegenden Arbeit dar. Ins-
besondere wird hier das formale Modell von Kontext als Datenstruktur und das
Modell attributierter Kontexte eingeführt.
Das hier vorgestellte funktionale Kontextmodell stellt Kontexte als Datenstruk-
tur innerhalb eines informationstechnischen Systems dar. Es beschreibt die Kom-
munikation und Verarbeitung dieser Kontexte durch die Artefakte einer ubiquitä-
ren Informationsumgebung.
Ausgangspunkt für die Entwicklung dieses effizienten, funktionalen Kontext-
modells war die Erstellung eines Kostenmodells der Kommunikation und Ver-
arbeitung von Kontexten in ubiquitären Informationsumgebungen und die daraus
resultierende Kostenrechnung für verschiedene Modellierungsansätze. Dabei geht
die Modellierung auf die speziellen Anforderungen der Anwendungsdomäne des
resultierenden Systems ein, indem zentrale Aspekte, wie die durch die Mobilität
der Artefakte verursachte Dynamik in der Umgebung und die Skalierung, adres-
siert werden. Die wichtigsten Merkmale des funktionalen Modells sind:
• Entkoppelung der Kontextverarbeitung durch ein Produzent-Konsument-
Schema.
• Entkoppelung der Kommunikation von Kontexten durch den CSpace.
• Repräsentation von Kontext als verarbeitbare Datenstruktur.
Aufbauend auf den Grundlagen des funktionalen Kontextmodells wurde das
zentrale Modell attributierter Kontexte entwickelt. Attributierte Kontexte dienen
als Basis für ein Qualitätssicherungssystem für Kontexte. Die Kontextattribute
stellen allgemeine Eigenschaften von Kontexten dar, die von deren semantischer
Bedeutung unabhängig sind. Dadurch kann die Kontextqualität unabhängig vom
eingesetzten semantischen Kontextmodell evaluiert werden, wodurch eine hohe
Flexibilität des Qualitätsmanagements erreicht werden kann.
Die definierten Kontextattribute repräsentieren verschiedene, für die Kontext-
verarbeitung relevante Dimensionen von Kontext, welche die Qualität von Kon-







Neben der Unabhängigkeit von semantischen Modellen zeichnen sich diese At-
tribute dadurch aus, dass sie die Eigenschaften einer individuellen Kontextinstanz
beschreiben und nicht einer ganzen Klasse von Kontexten, wie dies bei statisti-
schen Maßen der Fall ist. Außerdem können die obigen Attribute jedem Kontext,
unabhängig von seiner Kontextklasse, zugeordnet werden. Dies ermöglicht eine
einheitliche Behandlung aller Kontexte auf Systemebene.
Im nun folgenden Kapitel dienen die hier entwickelten Modelle als Grundlage




In diesem Kapitel werden die vorgestellten Modelle zusammengeführt und in der
Architektur einer ubiquitären Informationsumgebung mit integrierten Qualitäts-
managementmechanismen konkretisiert. Dabei werden die benötigten Verfahren
und Algorithmen des Qualitätsmanagementsystems eingeführt und beschrieben,
die dann als Grundlage für die Implementierung und Evaluierung des Gesamtsys-
tems dienen.
Ziel der Architektur ist es, den Aufbau und die Abläufe innerhalb des Kontext-
managementsystems und der ubiquitären Informationsumgebung zu präzisieren.
Das Kontextmanagementsystem wird dabei weitgehend in bestehende Architek-
turen ubiquitärer Informationssysteme eingebettet. Diese Architekturen werden
wo erforderlich, erweitert und angepasst, um der Modellierung Rechnung zu tra-
gen. Dies gilt insbesondere für die Anbindung des Qualitätsmanagementsystems
an die semantische Kontexterkennung, die sich auf die Spezifikation der nötigen
Schnittstellen der Systeme beschränkt. Bei der Erarbeitung der Architektur des
Kontextmanagementsystems mussten zahlreiche Entscheidungen hinsichtlich der
Umsetzung der Modellierung getroffen werden, die Verfahren und Algorithmen
zur Handhabung und Ausnutzung der Kontextattribute betrafen. Diese Entschei-
dungen wurden von den Anforderungen, welche von den speziellen Eigenschaften
der Anwendungsdomäne gestellt werden, beeinflusst. Die Entscheidungsfindung
beruht auf Ergebnissen von Versuchen aus den explorativen Arbeiten und der in-
tensiven Simulation des Systems.
Die Beschreibung der Architektur gliedert sich in zwei Teile: Zuerst wird in
kompakter Form die Architektur der zu Grunde liegenden ubiquitären Informa-
tionsumgebung anhand des Aufbau eines Artefaktes beschrieben. Dann werden
das Modell des Kontextes als Datenstruktur mit den Modellen der Kontextver-
arbeitung und der entkoppelten Kommunikation verbunden und in Protokollen
und Sprachen konkretisiert. Zentraler Bestandteil des Kontextmanagementsys-
tems sind die Kontextattribute. Im zweiten Teil dieses Kapitels werden die ein-
zelnen Attribute präzisiert und eine konkrete Umsetzung ihrer Funktion in der
ubiquitären Informationsumgebung angegeben. Neben den Attributen „räumliche
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Herkunft“ und „Kontextalter“, die in der Literatur bereits als interessante für die
Beurteilung der Kontextqualität identifiziert wurden und hier funktional umge-
setzt werden, führt diese Arbeit die „Verlässlichkeit von Kontexten“ und „Ver-
wandtschaft von Kontexten“ als neue, zentrale Maße für die Bestimmung der
Kontextqualität ein. Dabei werden die zur Qualitätsbestimmung und -überprüfung
eingesetzten Algorithmen und Verfahren genau definiert und beschrieben. Sowohl
Verlässlichkeit, als auch Verwandtschaft von Kontexten wird funktional definiert
und algorithmisch umgesetzt so, dass konkrete quantitative Aussagen über diese
Aspekte der Kontextqualität ermöglicht werden. Für die Bestimmung der Ver-
lässlichkeit von Kontexten wird dabei auf Verfahren der unscharfen Logik zu-
rückgegriffen, wogegen für die Bestimmung der Verwandtschaft von Kontexten
Algorithmen entwickelt wurden, die Ideen aus dem Bereich der genetischen Al-
gorithmen umsetzen. Dadurch wird die Funktion der Qualitätssicherung und ihre
Schnittstellen zu der semantischen Kontextverarbeitung konkretisiert.
4.1 Architektur des Artefaktes und der ubiquitären
Informationsumgebung
Dieser Abschnitt gibt einen Überblick über die Architektur einer ubiquitären In-
formationsumgebung anhand des Aufbaus der Artefakte, die diese Umgebung bil-
den. Andere aktive Komponenten, wie Infrastrukturobjekte, sind ähnlich aufge-
baut. Ihnen fehlen zumeist nur einzelne Komponenten der Gesamtarchitektur wie
sie von den Artefakten implementiert wird.
Abbildung 4.1 zeigt das Architekturdiagramm eines Artefaktes. Dabei liegt der
grau hinterlegte Teil im zentralen Fokus dieser Arbeit. Da das hier entwickelte
Kontextmanagementsystem Eigenschaften der Kommunikationsschicht nutzt, um
seine Daten zu repräsentieren, muss diese auch näher betrachtet werden.
Die Kommunikationsschicht beherbergt die Schichten 1 bis 3 des ISO/OSI-
Basisreferenzmodells [191, 1]. Da die Bitübertragungsschicht, die Sicherungs-
schicht und die Vermittlungsschicht hier nur am Rande betrachtet werden, werden
sie zusammenfassend als Kommunikationsschicht bezeichnet.
Die Kontextmanagementschicht ist der zentrale Beitrag dieser Arbeit. Sie
beinhaltet Verfahren, um auf der Basis der Kontextattribute die Qualität von Kon-
texten zu beurteilen und diese gegebenfalls schon vor einer Weiterverarbeitung
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Abbildung 4.1. Architektur: Artefakt
durch die semantische Kontexterkennung und die Anwendung eines Artefaktes
aus dem Verarbeitungsprozess herauszufiltern.
Die kontextverarbeitenden Schicht, die das semantische Kontextmodell beher-
bergt, ist für die Erkennung und Interpretation von Anwendungskontexten verant-
wortlich. Zusätzlich fließen in das Kontextmodell Sensordaten ein, die ein Arte-
fakt selbst in der Umwelt sammeln kann. Das Kontextmanagementsystem stellt
dem Kontextmodell Schnittstellen zur Verfügung, die den Zugriff auf die Quali-
tätsdaten eingehender Kontexte ermöglichen. Diese Qualitätsdaten versetzen die
Kontextverarbeitung in die Lage, Anforderungen an die Kontextqualität zu for-
mulieren und an das Qualitätsmanagementsystem zu kommunizieren.
Oberhalb der semantischen Kontextverarbeitung ist die Anwendungsschicht
angesiedelt. Sie beinhaltet die funktionalen Komponenten eines Artefaktes, die
auf Kontexte reagieren und an Kontextänderungen dynamisch angepasst werden.
Die Anwendungsschicht steuert außerdem die Aktuatorik, die zur direkten Beein-
flussung der Umwelt oder als Benutzerschnittstelle dient.
Die herausragende Eigenschaft der hier vorgestellten Architektur ist, dass ne-
ben der semantischen Kontextverarbeitung, welche Kontext für die Anwendungs-
schicht im Sinne kognitiver Kontexte interpretiert, sowohl das Kontextmanage-
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ment, als auch die Kommunikationsschicht direkt auf relevante Aspekte der Kon-
texte zugreifen können und diese nutzen.
4.2 AwareCon und ConCom: Kontextkommunikation und
Kontext-Raum
Die Grundlage für eine dezentral organisierte ubiquitäre Informationsumgebung
bildet ein Kommunikationssystem, das die direkte Kommunikation (peer-to-peer)
von Artefakten untereinander unterstützt. Ein solches System wurde mit Aware-







Abbildung 4.2. Architektur: AwareCon
Abbildung 4.2 zeigt die interne Architektur der Kommunikationsschicht. Aware-
Con implementiert die unteren Schichten des ISO/OSI Basisreferenzmodells. Zu
den klassischen Netzwerkschichten kommt der ISIS (Internal Situation Store) hin-
zu, der die, über das Netzwerk kommunizierten Kontexte in Form von ConCom-
Sätzen bereithält.
Bei ConCom [106] handelt es sich um eine Sprache zur Repräsentation und
Kommunikation von Kontexten. Kontexte werden in ConCom tupelbasiert dar-
gestellt, daher eignet sich die Sprache besonders gut zur Umsetzung des in Ab-
schnitt 3.4.2 eingeführten Repräsentationsmodells von Kontexten. ConCom wur-
de im Rahmen dieser Arbeit um ein Tupelfeld zur Aufnahme der Kontextattri-
bute erweitert. Aus den einzelnen Kontexttupeln C werden zur Kommunikation
so genannte ConCom-Sätze gebildet. Sie dienen in Anlehnung an die natürliche
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Subjekt | Prädikat-Objekt Paare
T A D      | T A D | T A D | T A D | ...
T A D      | T A D | T A D | T A D | ...
T A D      | T A D | T A D | T A D | ...
T A D      | T A D | T A D | T A D | ...
T A D      | T A D | T A D | T A D | ...
T A D      | T A D | T A D | T A D | ...
    .               .           .           .
    .               .           .           .
    .               .           .           .
Abbildung 4.3. ConCom: Kontexttupel bilden ConCom-Sätze
Abbildung 4.3 zeigt ConCom-Sätze in der ISIS eines Artefaktes. Der ConCom-
Satz beginnt dabei immer mit einem Subjekt, welches die Art des kommuni-
zierenden Artefaktes näher beschreibt (Identitätskontext). Im Falle eines Board-
markers aus dem AwareOffice würde das Subjekt übersetzt in natürliche Spra-
che „ Ich bin ein Boardmarker“ bedeuten. Auf das Subjekt folgen beliebig viele
Prädikat-Objekt-Paare, die aus je einem Kontext C = {T,A,D} bestehen und das
Subjekt näher beschreiben. Zum Beispiel: Subjekt: „Ich bin ein Boardmarker“;
Prädikat-Objekt: „und mit mir wird gerade geschrieben!“.
AwareCon ermöglicht subskriptionsbasierte drahtlose Rundrufkommunikation.
Die Subskription wird von einer höheren Schicht initiiert und über die SAPs der
Kommunikationsschicht übergeben. AwareCon unterstützt die direkte Subskripti-
on auf das Typfeld T kommunizierter Kontexte. Die Kommunikation über Aware-
Con erfolgt grundsätzlich als Rundruf. Werden Daten auf dem Funkkanal emp-
fangen, werden diese hinsichtlich der aktiven Subskriptionen ausgewertet. Awa-
reCon gibt dann nur die Kontexte weiter an die Kontextmanagementschicht, für
die eine Subskription vorliegen.
89
4 Architektur
4.2.1 Realisierung des CSpace-Modells im Kommunikationskanal
Der Kontext-Raum – CSpace – wird in der hier vorgestellten Architektur direkt
durch den Kommunikationskanal realisiert. Der Kommunikationskanal auf der
Basis von AwareCon ist ein geteiltes Medium, auf das alle Teilnehmer desselben
Netzwerksegmentes einer ubiquitären Informationsumgebung gleichberechtigten
Zugriff haben.
Das Schreiben in den CSpace, das durch den Operator cspace.add(C) aus-
gedrückt wird, erfolgt durch das Senden eines Kontexttupels C durch eines der
Artefakte. Der gesendete Kontext ist dann im CSpace verfügbar und kann von
allen Artefakten der ubiquitären Informationsumgebung empfangen werden.
Grundlage für den Empfang eines Kontextes ist im CSpace die Subskripti-
on mittels des Operators cspace.subscribe(t). Dieser entspricht dem,
durch AwareCon bereitgestellten, Subskriptionsmechanismus auf Kontexttypen.
Ein Kontext im CSpace beziehungsweise im Kommunikationskanal der ubiquitä-
ren Informationsumgebung kann somit von allen Artefakten empfangen werden,
die seinen Kontexttyp t abonniert haben. Individuelle Kontexte stehen so für die
Dauer eines AwareCon RF-Übertragungszeitschlitzes (RF-Slot) [17] im CSpace
bereit.
Das Aufrufen des, im Modell für die Servicefunktionen, zuständigen Opera-
tors cspace.maintain() geschieht implizit mit Ende des RF-Slots. Nach
dem Ablauf dieser Zeitspanne, ist der im CSpace befindliche Kontext nicht mehr
verfügbar. Der Kommunikationskanal auf der Basis von AwareCon bildet somit
einen CSpace mit einer Kanalzeit von channel_time = 1 RF-Slot, der die ent-
koppelte Kommunikation der Artefakte einer ubiquitären Informationsumgebung
unterstützt.
Zusammen mit dem, durch AwareCon realisierten subskriptionsbasierten Zu-
griff auf die kommunizierten Kontexte, erfüllt die hier vorgestellte Architektur
der Kommunikationsschicht die Anforderungen an die Kontextkommunikation in
ubiquitären Informationsumgebungen, welche in Abschnitt 3.3.1 und im Kosten-
modell im Abschnitt 3.2.2 formuliert wurden.
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4.3 Architektur des Kontextmanagementsystems
Die zentrale Komponente dieser Arbeit, welche die Algorithmen und Verfahren
zur Sicherung der Kontextqualität in ubiquitären Informationsumgebungen bein-
haltet, ist das Kontextmanagementsystem. In der Gesamtarchitektur fügt sich die
Kontextmanagementschicht zwischen der Kommunikationsschicht, welche den
netzwerkseitigen Transport und die Subskription auf Kontexttypen organisiert
und der Schicht der semantischen Kontextverarbeitung, ein.
Abbildung 4.4 zeigt die Architektur dieser Schicht. Über den Zugangspunkt
von der Kommunikationsschicht zur Kontextmanagementschicht, erhält das Kon-
textmanagementsystem Kontexte der Form C = {T,A,D}, welche das Artefakt
zuvor abonniert hat. Nachdem die Kommunikationsschicht das Feld T des Kon-
textes zur Filterung der abonnierten Kontexte ausgewertet hat, arbeitet das Kon-
textmanagementsystem auf dem Feld A, welches die Kontextattribute enthält.
In Kapitel 3 wurden vier Attribute als Dimensionen von Kontexten modelliert,
die der Qualitätssicherung dienen können:
• Temporale Dimension
• Räumliche Dimension
• Verlässlichkeit von Kontexten
• Abhängigkeit von Kontexten
Aus diesen werden nun für die Systemarchitektur konkrete Attribute abgeleitet,
welche die im Modell beschriebenen Eigenschaften der einzelnen Dimensionen
von Kontext repräsentieren und für ein Qualitätsmanagementsystem nutzbar ma-
chen. Für die Beschreibung der Architektur der Kontextmanagementschicht wer-
den hier die Attribute nur kurz benannt und ein Überblick über ihre Funktion
gegeben. Die ausführliche Diskussion der einzelnen Attribute und der mit ihnen
verknüpften Verfahren und Algorithmen folgt ab Abschnitt 4.4.
Die funktionalen Komponenten, in denen die Verarbeitung der einzelnen Kon-
textattribute geschieht, sind in der Abbildung als Rauten dargestellt. Die tempora-
le Dimension von Kontexten wird durch das Attribut Kontextalter (engl. Context
Age, CA) repräsentiert. Das Attribut Kontextalter wird von der, in Abbildung 4.4

















Abbildung 4.4. Architektur: Kontextmanagementschicht
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Die Komponente LOC verarbeitet das Attribut räumliche Herkunft (engl. Lo-
cation, LOC), welches die Umsetzung der räumlichen Dimension von Kontexten
darstellt.
Die Verlässlichkeit von Kontexten wird durch ein Attribut mit dem Namen
Fuzzy Context Reliability (FCR) repräsentiert. Das zu diesem Attribut gehören-
de Modul verarbeitet Verlässlichkeitsmaße auf der Basis von Verfahren aus der
unscharfen Logik (engl. Fuzzy Logic).
Als viertes Kontextattribut wird die genetische Verwandtschaft von Kontexten
(engl. Genetic Relation of Contexts, GRC) eingeführt. Dieses Attribut adressiert
die Abhängigkeit von Kontexten. Das Modul GRC in Abbildung 4.4 implemen-
tiert Verfahren, die an Ideen aus der Genetik und aus dem Bereich der genetischen
Algorithmen angelehnt sind.
4.3.1 Empfang eines Kontextes
Nach der Annahme eines Kontextes durch die Kontextmanagementschicht, wer-
den die Attributwerte a aus dem Attributfeld A des Kontextes C = {T,A,D} gele-
sen und an die entsprechenden funktionalen Module (CA, LOC, FCR und GRC)
weitergeleitet. Die funktionalen Module werten dann die Attributwerte aus, wäh-
rend der Kontext selbst in einem Verarbeitungspuffer zwischengespeichert wird.
Die Ergebnisse der Auswertung der Kontextattribute werden im Qualitätsfilter
aggregiert.
Die Aufgabe des Qualitätsfilters ist es, Kontexte, welche nicht den Qualitätsan-
forderungen der Anwendung genügen, auszufiltern. Zu diesem Zweck kann der
Qualitätsfilter über den SAP von der darüber liegenden Schicht konfiguriert wer-
den. Die Qualitätsanforderungen werden dabei in Form von Schwellwerten für die
verschiedenen Attributwerte an den Qualitätsfilter übergeben. Es können sowohl
obere als auch untere Grenzen, sowie Wertebereiche konfiguriert werden. Eben-
so ist die logische Verknüpfung von Anforderungen an die einzelnen Attribute
möglich.
Erkennt der Qualitätsfilter, dass ein Kontext nicht die Anforderungen der An-
wendung erfüllt, verwirft er ihn, indem er den Kontext aus dem Verarbeitungs-
puffer löscht. Erfüllt der bearbeitete Kontext die Anforderungen, wird er an die
Schicht zur semantische Kontextverarbeitung über den entsprechenden SAP wei-
tergegeben. Dabei wird der vollständige Kontext C, inklusive des Attributfeldes A,
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so übergeben, wie er von der Kommunikationsschicht entgegengenommen wurde.
Zusätzlich stellt der Qualitätsfilter die Ergebnisse der Verarbeitung der Attribut-
werte gesondert bereit, damit diese als zusätzliche kontextuelle Information in die
semantische Verarbeitung eingehen können.
4.3.2 Versand eines Kontextes
Wird ein Kontext durch ein Artefakt nach außen kommuniziert, muss dieser mit
den benötigten Qualitätsinformationen ausgestattet werden. Dies geschieht, in-
dem die Werte der Kontextattribute durch das Kontextmanagement bestimmt und
entsprechend gesetzt werden.
Hierzu werden alle Informationen zur Berechnung der Attributwerte und der
zu kommunizierende Ausgangskontext von der semantischen Kontextverarbei-
tung an den Qualitätsaggregator der Kontextmanagementschicht übergeben. Die
Daten, welche vom Qualitätsaggregator benötigt werden, umfassen neben dem
Ausgangskontext die Eingangskontexte, aus denen dieser abgeleitet wurde1 und
gegebenenfalls Konfigurationsparameter für die einzelnen Module zur Berech-
nung der Attributwerte. Die Konfigurationsmöglichkeiten, die hier zur Verfügung
stehen, werden eingehend bei der Beschreibung der einzelnen Attribute diskutiert.
Wie Abbildung 4.4 zeigt, werden die Daten dann funktionalen Modulen (CA,
LOC, FCR und GRC) zugeführt, welche die konkrete Berechnung der Attribut-
werte des Ausgangskontextes vornehmen. Sind alle Attributwerte berechnet, wer-
den diese im Feld A des Ausgangskontextes gesetzt. Dann wird der Kontext am
unteren SAP der Kommunikationsschicht zur Übertragung übergeben.
4.4 Aufbau der Kontextattribute
In den folgenden Abschnitten wird der konkrete Aufbau der einzelnen Kontextat-
tribute beschrieben. Dabei werden die Algorithmen und Verfahren eingeführt, die
im Laufe dieser Arbeit entwickelt wurden, um auf der Basis der Attribute ein
Qualitätsmanagementsystem für Kontexte in ubiquitären Informationsumgebun-
gen zu realisieren.
1Die Eingangskontexte können zu diesem Zweck auch direkt dem Verarbeitungspuffer der Kontext-
managementschicht entnommen werden.
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T A D
CA LOC FCR GRC
Abbildung 4.5. Kontextattribute im Feld A eines Kontextes C
Ziel des Qualitätsmanagementsystems ist es, die Kontexterkennungsrate von
Anwendungen in ubiquitären Informationsumgebungen zu verbessern. Dazu wer-
den von der Anwendung Qualitätsanforderungen festgelegt, die innerhalb der
Kontextmanagementschicht durch den Qualitätsfilter überprüft werden. Sind die
Anforderungen einer Anwendung an die Kontextqualität nicht erfüllt, wird der
betreffende Kontext verworfen. Er geht somit nicht mehr in die semantische Kon-
textverarbeitung des Artefaktes ein.
Die in Abschnitt 3.8 eingeführten Kontextattribute, dienen zur Bestimmung
und Repräsentation der Kontextqualität. Ihre Auswahl und Modellierung trägt re-
levanten Problemen in realen ubiquitären Informationsumgebungen Rechnung,
welche die Qualität von Kontexten beeinträchtigen können. Dem Aufbau des hier
vorgestellten Systems liegt die Definition 2.2 der Kontextqualität aus Abschnitt
2.6.1 zu Grunde.
Wichtig ist hierbei, dass die Qualität eines Kontextes grundsätzlich durch den
Kontextkonsumenten bestimmt wird. Der Produzent stattet einen Kontext, den er
in einer ubiquitären Informationsumgebung bereitstellt, mit den Daten aus, die es
den Konsumenten erlauben, ein für sie gültiges Qualitätsmaß zu errechnen und
dieses zu bewerten.
Diese wichtige architektonischen Entscheidung beruht auf der Beobachtung,
dass die Beurteilung der Qualität von Kontexten signifikant von den individuellen
Anforderungen der verarbeitenden Anwendung abhängt und weniger von Fakto-
ren, die der Produzent eines Kontextes objektiv beurteilen kann. Daher beschränkt
sich das hier entwickelte Qualitätsmanagementsystem auf Seiten des Kontextpro-
duzenten auf eine geeignete Vorverarbeitung der Attributwerte, die den Konsu-
menten die Qualitätsbeurteilung erleichtert.
Ein weiterer wichtiger Punkt, der den Entwurf der im Folgenden vorgestellten
Verfahren beeinflusst hat, sind die Rahmenbedingungen, welche von der adres-
95
4 Architektur
sierten Anwendungsdomäne (vgl. Abschnitt 2.1.4) vorgegeben werden. Vor allem
wurde versucht der Skalierung und den Einschränkungen durch die begrenzten
Ressourcen der Artefakte Rechnung zu tragen. Das Ergebnis sind Algorithmen
und Verfahren, die bei geringer Ressourcenbelastung in der Lage sind, auch in
hoch skalierten ubiquitären Informationsumgebungen effiziente Qualitätsmaße zu
generieren, deren Ausnutzung zu einer Verbesserung der Kontexterkennungsleis-
tung von Artefakten führt.
Im Folgenden werden nun die vier Kontextattribute eingeführt. Dabei wird
die Funktion der Eingabe- und Ausgabemodule eines Attributes aus Abbildung
4.4 in jeweils einem Abschnitt zusammengefasst, um das Zusammenspiel der
Erzeugungs- und Auswertungsalgorithmen besser darzustellen.
4.5 Kontextalter (CA)
Durch das Attribut Kontextalter wird die temporale Dimension von Kontext reprä-
sentiert und für das Qualitätsmanagementsystem zugänglich gemacht. Wie bereits
in der Modellbildung in Abschnitt 3.8.2 erläutert wurde, wird die temporale Ein-
ordnung und Bewertung von Kontexten von zwei wichtigen Größen beeinflusst:
dem Alter des Kontextes und seiner Ableitungsdauer.
Um auf Seiten der Kontextkonsumenten die Berechnung beider Größen mög-
lichst effizient zu gestalten, enthält das Attribut Kontextalter zwei Zeitstempel
(siehe Abbildung 4.6): das Keimalter (engl. Context Seed Age (CSA)) und das
Produktionsalter (engl. Context Production Age (CPA)).
CA LOC FCR GRC
CSA CPA
Abbildung 4.6. Attribut Kontextalter (CA) mit Zeitstempeln: Context Seed Age
(CSA) und Context Production Age (CPA)
Das CSA eines Kontextes C enthält den Zeitpunkt, zu dem der älteste Kontext
C0 produziert wurde, der Teil des Ableitungsbaumes von C ist. CPA ist der Zeit-
punkt, zu dem der Kontext C selbst produziert wurde. Zu beachten ist, dass es
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sich hier trotz der Bezeichnung „Alter“ um Zeitstempel handelt. Abbildung 4.7














Abbildung 4.7. Context Seed Age (CSA) und Context Production Age (CPA)
eines Kontextes C
4.5.1 Setzen des Kontextalters
Auf welchen konkreten Wert CSA bei der Produktion eines Kontextes gesetzt
wird, hängt davon ab, ob es sich um einen Kontext erster Ordnung handelt, der
nur aus Sensordaten und Metainformationen abgeleitet wird, oder ob ein Kontext
höherer Ordnung produziert wird, der von anderen Kontexten abgeleitet wird. Das
CPA wird in jedem Fall, unabhängig von seiner Ordnung, auf den Zeitpunkt der
Produktion des Kontextes gesetzt.
Wird ein Kontext erster Ordnung C0 produziert, werden, wie in Abbildung 4.8
zu sehen ist, sowohl das CSA, als auch das CPA auf den Zeitpunkt seiner Produk-
tion gesetzt. Der Qualitätsaggregator stellt dazu die aktuelle Zeit der Echtzeituhr
des produzierenden Artefaktes t bereit, die dann durch das Modul CA in die Fel-
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Abbildung 4.8. Kontextalter verschiedener Kontexte eines Ableitungsbaumes
Wird ein Kontext, zum Beispiel C5, höherer Ordnung produziert, wird, wie
oben beschrieben, CPA(C5) auf die aktuelle Zeit gesetzt. CSA wird allgemein
nach der folgenden Formel berechnet:
CSA(C) = min{(CSA(C0),CSA(C1),CSA(C2), . . . ,CSA(Cn))} (4.1)
Wobei C0,C1,C2 . . .Cn die Kontexte bezeichnet, die ein Artefakt konsumiert hat,
um aus ihnen den Kontext C abzuleiten. Bezogen auf das Beispiel in Abbildung









4.5.2 Auswertung des Kontextalters
Bei der Auswertung des Kontextattributes Kontextalter, werden im Modul CA das
Alter eines konsumierten Kontextes und seine Ableitungsdauer (engl. Total Con-
text Derive Time (TCDT ) ) aus CSA und CPA berechnet und an den Qualitätsfilter
weitergeleitet.
Das Kontextalter berechnet sich aus der Differenz der aktuellen Zeit t und CPA.
Es gibt an, wie lange der Kontext zwischen seiner Produktion und seiner Verar-
beitung schon in der ubiquitären Informationsumgebung verfügbar war. CSA und
CPA erlauben es, die Zeit zu berechnen, die nötig war, um einen Kontext abzulei-
ten, die TCDT . Dabei gilt:
TCDT (C) =CPA(C)−CSA(C) (4.2)
Die Berechnung der TCDT erfolgt durch den Konsumenten eines Kontextes
aus CSA und CPA. Alternativ könnte die TCDT direkt als CA-Feld jedem Kontext
beigefügt werden. Gegen diesen Ansatz spricht allerdings der erhöhte Rechenauf-
wand: Wären nur CPA und TCDT als CA-Felder verfügbar, müsste der Produzent
des Kontextes die TCDT neu berechnen, indem er
TCDT (Cneu) = max{(t−CPA(Calt 0)+TCDTalt 0),(t−CPA(Calt 1)+TCDTalt 1),
. . . ,(t−CPA(Calt n)+TCDTalt n)}
bildet.
Dabei muss für jeden Quellkontext, der in Cneu eingeht t−CPA(Calt)+TCDTalt
berechnet und über diese Werte das Maximum gebildet werden. Bei n Quellkon-
texten führt dies zu einem Rechenaufwand von n Additionen und n Subtraktio-
nen für die Berechnung der (t−CPA(Calt n)+TCDTalt n). Dazu kommen (n−1)n2
Vergleiche für die Berechnung des Maximums. Dem gegenüber stehen bei der
hier vorgeschlagenen Methode ebenfalls (n−1)n2 Vergleiche für die Berechnung
des Minimums der CSA, dafür aber lediglich eine einzige Subtraktion für die
Berechnung von TCDT . Damit würde eine Speicherung von TCDT bei jeder
Kontextableitung in einer ubiquitären Informationsumgebung zu einem Mehrauf-
wand von 2n− 1 Additionen und Subtraktionen gegenüber der Speicherung von
CSA führen.
Nach der Berechnung leitet des Modul CA das Kontextalter und die Ablei-
tungsdauer an den Qualitätsfilter weiter.
99
4 Architektur
4.6 Räumliche Herkunft (LOC)
Das Attribut räumliche Herkunft (siehe Abbildung 4.9) erlaubt dem Qualitätsma-
nagementsystem den Zugriff auf Informationen, welche die räumliche Dimension
von Kontexten betreffen. Wie in der Modellierung der räumlichen Dimension von
Kontext Abschnitt 3.8.3 gezeigt wurde, organisiert der Mensch seine Umgebung
in räumlichen Begriffen. Daher haben räumliche Zusammenhänge eine wichti-
ge Bedeutung bei der Erfassung und Wiedergabe von Situationen. Dabei spielen
Begriffe, die zur räumlichen Organisation dienen, wie Abstand und Nähe, eine
wichtige Rolle.
CA LOC FCR GRC
Abbildung 4.9. Attribut räumliche Herkunft (LOC)
4.6.1 Lokationsmodell des RAUM-Systems
In dem hier vorgestellten System wird die Herkunft von Kontexten mit Hilfe des
RAUM-Systems dargestellt [13, 14, 184]. Das dort verwendete Lokationsmodell
erlaubt es, Orte und Bereiche, sowie deren Beziehungen sowohl auf semantischer,
als auch auf geometrischer Ebene, darzustellen. Das RAUM-System dient ur-
sprünglich zur lokationsbasierten Kommunikation in interaktiven Räumen [14].
Es eignet sich aber auch besonders gut zur Erweiterung anderer Kontextkommu-
nikationssysteme um Funktionen, wie der lokationsbasierten Adressierung und
der Bereicheskommunikation [184, 18].
Lokationen, also Punkte in der räumlichen Umgebung, werden im RAUM-
Lokationssystem mit Hilfe eines Lokationsbaumes, wie ihn Abbildung 4.10 zeigt,
dargestellt [18]. Der Lokationsbaum besteht aus drei Schichten: einer Wurzel, hie-
rarchisch geordneten Ebenen, die semantische Lokationsangaben enthalten und
einer Ebene geometrischer Angaben, durch welche Lokationen verfeinert werden
können. Bis zu drei semantische Ebenen und die Positionsangabe in kartesischen
Koordinaten sind optional, um eine möglichst große Flexibilität des Systems zu
erreichen.
Formal wird der Lokationsbaum von einer Inklusionsrelation Ξ induziert: Sei-
en o, p,q Lokationen und O,P,Q Mengen von Lokationen O := {a,b, . . .}, so
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genannte Gebiete. Sei weiter P die Potenzmenge dieser Gebiete. Dann ist Ξ defi-
niert als eine Relation auf P mit:
1. ∀O ∈P :< O,O >/∈ Ξ (irreflexiv)
2. ∀O,P,Q ∈P :< P,Q >∈ Ξ∧< O,P >∈ Ξ⇒< O,Q >∈ Ξ (transitiv)
3. ∀O,P ∈P :< P,O >∈ Ξ⇒< O,P >/∈ Ξ (asymmetrisch)
4. ∀O,P,Q ∈P :< P,O >∈ Ξ∧< Q,P >∈ Ξ⇒ P∩Q = /0 (disjunkt)
5. ∀O,P,Q ∈P :< P,O >∈ Ξ∧< Q,P >∈ Ξ∧∃X ∈ Ξ :< X ,P >∈ Ξ⇒
< X ,Q >/∈ Ξ
Ξ bildet eine hierarchische Mengenrelation auf P wobei 1. bis 3. eine strikte
partielle Ordnung auf der Potenzmenge der Gebiete definieren. 4. schränkt den
durch 1. bis 3. entstehenden Verband von Gebieten ein, indem nur die Ableitung
von disjunkten Gebieten erlaubt wird. 5. verbietet die Ableitung von mehr als
einem Elternknoten (Mehrfachvererbung). Die resultierende Relation Ξ kann als
Baumstruktur visualisiert werden, in der die rechte Seite des Ausdrucks < P,O >
eine Ebene höher notiert wird, als die linke Seite. Eine noch ausführlichere Be-
schreibung des RAUM-Lokationsmodells und seiner Funktionen findet sich in
[18].
Die Wurzel des Lokationsbaumes beschreibt den semantischen Bereich, den
der Baum abdeckt und für den er Lokationsangaben bereitstellen kann. Die Loka-
tionsangaben eines bestimmten Artefaktes werden im RAUM-System durch einen
Pfad im Lokationsbaum repräsentiert. Ein solcher Pfad beginnt an der Wurzel des
Baumes und endet an einem beliebigen Knoten oder einem Blatt. Ein Beispiel für
einen solchen Pfad ist in Abbildung 4.10 grau hinterlegt dargestellt. Je länger der
Pfad ist, der eine Lokation angibt, desto genauer ist diese spezifiziert.
4.6.2 Setzen der räumlichen Herkunft
Das Attribut räumliche Herkunft wird in einem 32-44 Byte langen Feld gespei-
chert, das wie in Abbildung 4.11 dargestellt, aufgebaut ist. Die Identifikation
der Baumwurzel (Root-ID) kann je nach Implementierung 4-16 Bytes umfassen.
Durch die Root-ID können ganze ubiquitäre Informationsumgebungen identifi-






























( x, y, z )
(10, 10, 10)
Abbildung 4.10. Beispiel eines Lokationsbaumes
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Fall kann die Root-ID auch als Kommunikationsadresse für den Datenverkehr
zwischen verschiedenen ubiquitären Informationsumgebungen eingesetzt werden
[184].
Wurzel ID Lokationsbaum Position Genauigkeit
4 - 16 Bytes 24 Bytes 3 Bytes 1 Byte
CA LOC FCR GRC
Abbildung 4.11. Aufbau der RAUM-Lokationsbeschreibung als Kontextattribut
Die Root-ID wird gefolgt vom Feld „Lokationsbaum“. In diesem Feld ist ein
Pfad durch den semantischen Teil eines Lokationsbaumes einer ubiquitären In-
formationsumgebung gespeichert. Diese Beschreibung wird komprimiert in 3-2-
Codierung abgelegt (vgl. [14]). Die 3-2-Codierung erlaubt es, 3 Zeichen eines re-
duzierten Zeichensatzes in 2 Byte zu speichern. Das Feld „Position“ enthält karte-
sische Koordinaten, durch welche die Position des Artefaktes genauer spezifiziert
werden kann. Die „Genauigkeit“ gibt die Auflösung des, der Lokationsangabe zu
Grunde liegenden, Lokationssystems an.
Das RAUM-Lokationsmodell ist, unabhängig von dem verwendeten Lokati-
onssystem zur Positionsbestimmung, einsetzbar. Wird ein neuer Kontext erzeugt,
fordert der Qualitätsaggregator die aktuelle Position des Artefaktes an und über-
gibt diese an das Modul LOC. Dieses übersetzt, falls nötig, die Lokationsangabe
in ein RAUM-konformes Format und speichert diese im Attributfeld LOC des
Kontextes.
4.6.3 Auswertung der räumlichen Herkunft
Zur Auswertung des Attributes räumliche Herkunft, extrahiert das Modul LOC
die Lokationsbeschreibung im RAUM-Format und gibt diese an den Qualitätsfil-
ter weiter. Der Qualitätsfilter übernimmt dann die Auswertung der Lokationsin-
formation anhand der Qualitätsvorgaben der Anwendung. Dazu definiert die An-
wendung ihre Qualitätsvorgaben als RAUM-konforme Interessensbereiche. Diese
legen fest, aus welchen räumlichen Gebieten Kontexte akzeptiert werden können.
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Interessensbereiche im RAUM-System wurden ursprünglich entwickelt, um Da-
ten in RAUM-basierten, lokationsadressierten Kommunikationssystemen routen
zu können [184].
Einer der Vorteile des RAUM-Systems ist, dass Anforderungen wie: „Akzep-
table Kontexte müssen im selben Raum produziert worden sein, in dem sich das
konsumierende Artefakt befindet!“ direkt als semantischer Interessensbereich ab-
gebildet werden können. Die so formulierte Qualitätsanforderung bleibt stabil,
auch wenn das Artefakt mobil ist und selbst zwischen verschiedenen Räumen
wechselt. Der Qualitätsfilter prüft, ob ein zu konsumierender Kontext aus den so
definierten Interessensbereichen stammt. Ist dies nicht der Fall, wird der Kontext
verworfen. Ansonsten wird er an die semantische Kontextverarbeitung weiterge-
geben.
4.7 Verlässlichkeit von Kontexten (FCR)
Im Gegensatz zu den Kontextattributen Kontextalter (CA) und räumliche Her-
kunft (LOC) konnte bei der Entwicklung der Algorithmen und Verfahren für die
Bereitstellung eines Verlässlichkeitsmaßes für Kontexte nicht auf bereits bekannte
Ansätze zurückgegriffen werden. Ziel des Attributes Verlässlichkeit von Kontex-
ten (FCR) (Abbildung 4.12) ist es, ein Verlässlichkeitsmaß für individuelle Kon-
textinstanzen im Sinne der Definition 3.16 bereitzustellen. In diesem Abschnitt
wird ein solches Maß in Anlehnung an [20] entwickelt.
CA LOC FCR GRC
Abbildung 4.12. Attribut Verlässlichkeit von Kontexten (FCR)
4.7.1 Verlässlichkeit in unscharfer Logik
Die Verlässlichkeit von Kontexten wird mit Hilfe der unscharfen Logik (Fuzzy
Logik) [182] modelliert. Der Vorteil gegenüber der Verwendung scharfer Werte
zur Beschreibung der Verlässlichkeit von Kontexten liegt in der natürlichen Ab-
bildung der Eigenschaften von Kontextübergängen.
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In Abschnitt 3.8.4 wurde Verlässlichkeit als Dimension von Kontext model-
liert und das Verlaufsmodell der Kontextverlässlichkeit vorgestellt. Dieses Mo-
dell hat schematisch gezeigt, dass der Übergang zwischen verschiedenen Kon-
texten der realen Welt nur bis zu einer bestimmten Grenzauflösung beschrieben
werden kann. Diese Grenzauflösung der für die semantische Kontexterkennung
verwendeten Algorithmen wird durch die Anwendung und die Art des Artefak-
tes, welches sie implementiert, vorgegeben.
Das hier eingeführte algorithmische Verfahren zur Bestimmung eines quanti-
tativen Verlässlichkeitsmaßes für Kontextinstanzen benutzt ein auf Fuzzy Logik
basierendes Expertensystem, um die Ausgabe eines beliebigen Kontextalgorith-
mus in Bezug auf die Eingabe zu bewerten. Wie bereits in Abschnitt 2.5.1 ge-
zeigt wurde, führen Kontextalgorithmen eine Klassifikation ihrer Eingabedaten
durch. Das Ergebnis ist die Zuordnung der Eingabe zu einer bestimmten Kontext-
klasse, deren semantische Bedeutung in semantischen Kontextmodellen verwaltet
wird. Angesichts der Eigenschaften des Verlaufsmodells der Kontextverlässlich-
keit (Abschnitt 3.8.4), liegt es nahe, den Abstand des Eingabevektors eines Kon-
textalgorithmus zum Zentrum der zugeordneten Klasse, als Maß für die Verläss-

















Abbildung 4.13. Verlauf der Verlässlichkeit von Kontext
Abbildung 4.13 zeigt noch einmal den Verlauf der so definierten Verlässlichkeit
unter Annahme eines optimalen Kontexterkenners. Dabei ist der Verlässlichkeit
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ein Wert von 1 zugeordnet, wenn der erkannte Kontext und der reale Kontext über-
einstimmen. Ein Verlässlichkeitswert von 0 zeigt dagegen an, dass der Abstand
des Eingabevektors des FCR-Systems maximale Entfernung zu den umliegenden
Klassenzentren der Kontexterkennung hat.
Abbildung 4.14. Verlässlichkeit von Kontextclustern
Die Bestimmung dieses Abstandes geschieht hier, unabhängig vom Kontextal-
gorithmus, mittels eines Fuzzy Expertensystems (Fuzzy Inference System, FIS).
Die Verlässlichkeit einer Kontexterkennung kann dabei durch den Grad der Zuge-
hörigkeit des Kontextes zu einer Kontextklasse ausgedrückt werden. Abbildung
4.14 zeigt einen Informationsraum der Dimension 2 (v1 und v2) mit 2 darin ein-
gebetteten Kontextklassen. Die Verlässlichkeit von Eingabevektoren−→v bezüglich
dieser Klassifizierung ist auf der z-Aches aufgetragen. Ein Kontextübergang zwi-
schen den beiden dargestellten Kontexten entspricht dabei einem Pfad auf der
dargestellten Fläche, der die beiden Spitzen der Berge verbindet. Dies führt in der
zeitlichen Betrachtung des Übergangs wiederum zu einer Verlaufskurve der Ver-
lässlichkeit der Kontexterkennung, wie sie in Abbildung 4.13 dargestellt ist. Ziel
des FCR-Systems ist es nun, dieses nichtlineare Modell des Verlaufs der Kontext-
verlässlichkeit, zu approximieren.
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Abbildung 4.15. Schematische Architektur des FCR-Systems
Abbildung 4.15 zeigt eine schematische Darstellung der Architektur, des auf
den einzelnen Artefakten einer ubiquitären Informationsumgebung lokalisierten
FCR-Systems. Durch die Entkoppelung der Kontextklassifikation und der Bewer-
tung der Qualität dieser Klassifikation, ist FCR unabhängig von der Art, der auf
den Artefakten eingesetzten Kontextalgorithmen. Der Kontextalgorithmus wird
als Blackbox betrachtet, die von außen durch das FIS beobachtet wird. Um eine
korrekte Bewertung der Qualität der Ausgabe des Kontextalgorithmus zu gewähr-
leisten, muss das FIS während der Entwicklung des Artefaktes an die konkreten
Kontextalgorithmen angepasst werden, die in dem betreffenden Artefakt die Kon-
texterkennung implementieren. Hierzu kommen bekannte Techniken und Verfah-
ren aus dem Bereich der automatischen Identifikation von Fuzzy-Modellen zum
Einsatz.
Zu beachten ist hierbei, dass das eingesetzte Fuzzy-System nicht versucht einen
unbekannten Klassifikator – den Kontextalgorithmus – nachzubilden, um das
Qualitätsmaß zu bestimmen, sondern sowohl die Eingabe, als auch die Ausgabe
des Kontextalgorithmus als Eingangsdaten erhält und diese durch die Zuordnung
zu unscharfen Qualitätsklassen in Beziehung setzt.
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Der Einsatz eines FIS zur Bewertung der Qualität der Kontexterkennung eines
Artefaktes hat zwei wichtige Vorteile gegenüber anderen Verfahren zur Beschrei-
bung nichtlinearer Modelle: Erstens kann die Ausgabe eines FIS mit vergleichs-
weise geringen Ressourcenanforderungen berechnet werden [190] und zweitens
kann die rechnerisch aufwändige Anpassung des FIS vollständig in die Entwick-
lungsphase eines Artefaktes verlegt werden [70]. Dabei wird das FIS für ein Arte-
fakt wie in den folgenden Abschnitten gezeigt wird, automatisch auf einem leis-
tungsstarken Computer erzeugt und optimiert.
4.7.2 Formalisierung: Generierung und Anpassung des Fuzzy-Systems
während der Entwicklungsphase
Die korrekte Bewertung der Verlässlichkeit der Ausgabe eines Kontextalgorith-
mus erfordert die Erstellung (Identifikation oder Strukturidentifikation) und An-
passung (Konfiguration oder Parameteroptimierung) des zu verwendenden FIS.
Die Identifikation des FIS ist Teil der Artefaktentwicklung; die Struktur des ein-
gesetzten FIS ist abhängig von den, auf dem Artefakt implementieren Kontextal-
gorithmen und deren Klassifikationsleistungen. Da sich die Kontexterkennungs-
algorithmen eines Artefaktes zur Laufzeit nicht mehr ändern, sondern während
seiner Entwicklung vollständig festgelegt werden, ist es sinnvoll, die Konfigura-
tion des FIS ebenfalls während der Entwicklung des Artefaktes vorzunehmen.
Dieses Vorgehen hat den Vorteil, dass lediglich das endgültige FIS auf dem Ar-
tefakt implementiert werden muss. Dadurch ist FCR, obwohl es eine komplexe
Funktionalität zur Verfügung stellt, vergleichsweise resourcensschonend umsetz-
bar, wie in Kapitel 5 gezeigt wird.
Die Erstellung des FIS zur Qualitätsbeurteilung gliedert sich in zwei Phasen: in
der ersten Phase wird ein initiales FIS identifiziert, welches dann in der zweiten
Phase konfiguriert wird. Als Basis für diesen Erstellungsprozess dient die ANFIS-
Architektur (Adaptive-Network-Based Fuzzy Inference System), die 1993 von
Jang et al. vorgestellt wurde [87].
ANFIS-Architektur
Die ANFIS-Architektur interpretiert ein Takagi-Sugeno-Kang FIS [163, 159]
(TSK-FIS), beziehungsweise dessen Parameter als neuronales Netzwerk (NN).
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Auf diese Weise können verschiedene Lernmethoden, welche für die NN-Adaption
entwickelt wurden, eingesetzt werden, um anhand von Trainings- und Prüfdaten,
ein initiales FIS zu konfigurieren und damit seine Klassifikationsleistung zu opti-
mieren.
2
1,1      1
2,1      2F   (v  )
1,2      1F   (v  )
F   (v  )2,2      2
F   (v  )1,q      1
2,q      2F   (v  )
F        (v     )(m+1),q     m+1
(m+1),2    m+1F        (v     )







  q    Qw  (v  )
w  (v  )
  2    Q
  1    Qw  (v  )
vQQv
q    Qf  (v  )
f  (v  )2    Q
vQ
Qv


















QlinS    (    )
v
F   (v  )
Abbildung 4.16. 4-Schicht-ANFIS-Architektur [20]
Konkret kommt in FCR ein ANFIS des 4-Schicht-Typs [88] zum Einsatz, wie
es in Abbildung 4.16 zu sehen ist. Der Vektor −→vQ = (v1,v2, . . .vm+1) stellt die
Eingaben des Qualitätssystems dar. Dies sind die m Eingaben des Qualitätsalgo-
rithmus und seine Ausgabe (vgl. Abbildung 4.15). Die Fi, j(vi) bezeichnen die Zu-
gehörigkeitsfunktionen des zu erstellenden FIS. Mit w j(−→vQ) werden die Gewichte
der Zugehörigkeitsfunktionen Fi, j in Abhängigkeit von der Eingabe bezeichnet.
f j(−→vQ) bezeichnet die linearen Konsequenzen des TSK-FIS. Die Ausgabe des ge-
samten FIS wird mit ŜQlin(
−→vQ) bezeichnet.
Die Knoten der ersten Schicht dieses NN sind adaptive Knoten, welche die
Zugehörigkeitsfunktionen Fi, j enthalten und als Ausgabe, mit dem Betrag der Zu-
gehörigkeit der Eingangsgröße feuern. Die zweite Schicht besteht aus festen Kno-
ten ⊗, welche ihre Eingangssignale multiplizieren und deren Produkt ausgeben.
Die dritte Schicht des NN besteht aus adaptiven Knoten, welche ihr Eingangssig-
nal mit den Konsequenzparametern verbinden und diese zusammenfassen. Diese
Schicht enthält einen weiteren Knoten ⊕, der seine Eingangssignale summiert.
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In der letzten Schicht werden die Ausgaben der vorigen Schichten schließlich
zusammengefasst und normalisiert.
Aufbauend auf dieser Architektur wird nun zunächst die Strukturidentifikation
des FIS durchgeführt.
Strukturidentifikation eines TSK-FIS
Die Schwierigkeit bei der Bewertung der Verlässlichkeit der Kontexterkennung
mittels eines FIS besteht in der Erstellung der Zugehörigkeitsfunktionen, die dem
Expertensystem zu Grunde liegen. Aufgrund der Komplexität einiger Kontexter-
kenner und ihrer zum Teil nicht trivial vorhersagbaren Ausgabe, zum Beispiel im
Falle neuronaler Netze oder anderer so genannter Blackbox-Verfahren, können ef-
fiziente Zugehörigkeitsfunktionen vom Anwendungsentwickler kaum selbständig
erstellt werden. Daher greift FCR auf eine automatische Identifikation wichtiger
Struktureigenschaften des verwendeten FIS zurück. Andere strukturelle Parame-
ter der eingesetzten FIS werden a priori festgelegt.
Zunächst wird nun auf die a priori festgelegten Strukturparameter der in FRC
verwendeten FIS eingegangen, da diese die automatisch adaptierbaren Freiheits-
grade bedingen. Angesichts der Struktur des Modells des Verlaufes der Verläss-
lichkeit von Kontexten aus Abschnitt 3.8.4, werden als Basisfunktionen für die
Erstellung der Zugehörigkeitsfunktionen F , Gaußfunktionen (4.3) gewählt.




Gaußfunktionen werden hier als Basisfunktionen ausgewählt, da sie das Stone-
Weierstrass-Theorem [175, 153] erfüllen [170, 171]. Dadurch ist es möglich mit
der Hilfe von Gaußfunktionen, die durch das FIS darzustellende Zielfunktion be-
liebig gut zu approximieren. Außerdem lassen sich Gaußfunktionen besonders
gut, mit der Hilfe automatischer Verfahren, durch die Anpassung ihrer Parameter
σ und µ adaptieren.
Ein TSK-FIS besteht aus Regeln der Form:
WENN F1, j(v1) UND F2, j(v2) UND . . . UND Fm+1, j(vm+1) DANN y = f j(−→vQ)
mit i = 1, . . . ,q
(4.4)
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In der unscharfen Logik werden die logischen Operatoren der scharfen Logik
{∧,∨,¬} durch die T-Norm T , die S-Norm S und die Negation N implementiert.
Dies führt zum unscharfen Operatorsystem {T,S,N}.
Der nächste Schritt bei der Identifikation der Struktur des FIS besteht daher nun
in der Festlegung konkreter Ausprägungen dieser unscharfen Operatoren. Hier
wurde auf eine der in der Literatur gängigsten Implementierungen der unscharfen
Operatoren zurückgegriffen [68]. Als T-Norm wird die Produktnorm Tp(x,y) = xy
gewählt, die zusammen mit der natürlichen Negation N(x) = 1−x die probabilis-
tische Summe Sp(x,y)= x+y−xy als S-Norm bedingt. Die unscharfe Implikation
kann dann entsprechend als Ip(x,y) = Sp(N(x),y) = 1−x+xy dargestellt werden.
Nachdem die Zugehörigkeitsfunktionen und die unscharfen Operatoren defi-
niert sind, wird als letzter Strukturparameter a priori die Norm festgelegt, welche
bei der Berechnung der Ausgabe des FIS angewendet wird. Anders als bei Mam-
dani Fuzzy-Systemen [111], wird bei den hier eingesetzten TSK-FIS kein expli-
ziter unscharfer Schluss gezogen und danach eine Defuzzifizierung durchgeführt,
sondern direkt aus der Ausgabe der Zugehörigkeitsfunktionen Fi, j und den linea-
ren Konsequenzen f j ein Ausgabewert berechnet. Dieser Berechnung wird im
FCR-System die Summennorm L1 zu Grunde gelegt. Die L1-Norm ist einfach
zu berechnen und hat für die Qualität der Ausgabe des FIS keine signifikanten
Nachteile gegenüber komplexeren Normen.
Im nächsten Schritt der Strukturidentifikation ist nun ein konkretes FIS zu er-
zeugen. Dazu muss die Anzahl der Zugehörigkeitsfunktionen Fi, j festgelegt wer-
den und es müssen initiale Werte ihrer Parameter σ und µ gefunden werden.
Außerdem sind initiale Werte für die Gewichte ai, j der linearen Konsequenzen f j
(4.5) zu bestimmen.
f j(−→vQ) := a1, jv1+a2, jv2+ · · ·+am, jvm+am+1, jvm+1+am+2, j (4.5)
Für die Erzeugung des FIS wurde die Methode des subtraktiven Clustering
gewählt, die von Stephen Chiu vorgeschlagen wurde [35, 36, 34, 37]. Der Vor-
teil dieses Verfahrens gegenüber anderen Ansätzen zur automatischen Erzeugung
von FIS-Strukturen, liegt in der selbständigen Bestimmung der Anzahl der ver-
wendeten Cluster und damit der benötigten Zugehörigkeitsfunktionen. Außerdem
bestimmt subtraktives Clustering sehr gute Startwerte für die spätere Optimierung
des FIS und kommt mit moderater Rechenzeit aus.
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Hier wird nun ein kurzer Überblick über die Funktionsweise des subtraktiven
Clustering gegeben. Eine detailierte Beschreibung des Verfahrens kann [35] ent-
nommen werden. Der Einsatz des Verfahrens zur automatischen Bestimmung von
Zugehörigkeitsfunktionen für ANFIS-Systeme wird in [34] ausführlich diskutiert.
Subtraktives Clustering ist eine Abwandlung der Mountain Methode von Ya-
ger und Filev [178]. Beide Algorithmen sind in der Lage die Anzahl und Lage
von Clustern automatisch zu bestimmen. Während beim Mountain Clustering die
Eingabedaten mittels eines festen Gitters partitioniert werden, dessen Dimensio-
nalität der Anzahl der Eingabevariablen entspricht, arbeitet subtraktives Cluste-
ring ohne eine a priori Partitionierung des Datenraumes. Mountain Clustering
betrachtet alle Knoten des entstehenden Gitters als potentielle Clusterzentren und
berechnet sukzessive für jeden dieser Knoten eine Potentialfunktion. Damit hängt
der Rechenaufwand des Verfahrens von der Dimension des Eingaberaumes ab. Im
Gegensatz dazu werden beim subtraktiven Clustering die Datenpunkte selbst als
potentielle Clusterzentren betrachtet, wodurch der Aufwand mit der Größe des
Trainingsdatensatzes skaliert. Dadurch ergibt sich in der praktischen Anwendung
bereits bei einer Dimension > 3 des Eingaberaums, bei gleichem Rechenaufwand
ein Auflösungsvorteil für das subtraktive Clustering.
Im ersten Schritt des subtraktiven Clusterings werden alle Eingabevektoren−→v Q,i eines Trainingsdatensatzes VT = (−→v TQ,t ,−→v TQ,t+1, . . . ,−→v TQ,t+n) normiert. Da-



























Dann werden die Potentiale der normierten Eingabevektoren nach Formel 4.6
berechnet. Dabei bezeichnet die Norm ‖ ‖2, die euklidische Distanz und ra ist ein
normalisierter Radius, welcher die Nachbarschaft eines Datenpunktes beschreibt.
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Sei v∗Q,1 der Eingabevektor mit dem größten Anfangspotential P
∗
1 , dann wird
dieser als erstes Clusterzentrum ausgewählt. Danach werden die Potentiale aller
Datenpunkte nach Formel 4.7 angepasst.
Pi ⇐ Pi−P∗1 e−β‖vQ,i−v
∗




Dabei ist rb ein normalisierter Radius um v∗Q,1, innerhalb dessen die Potentiale
der dort befindlichen Datenpunkte eine signifikante Reduktion erfahren. Wie von
Chiu in [34, 37] vorgeschlagen, wird in FRC ein Verhältnis von rarb = 1,25 und als





Im nächsten Schritt werden nun die gefundenen Cluster direkt auf die zuvor
definierten Zugehörigkeitsfunktionen Fi, j(vi) abgebildet. Dazu muss die Normie-
rung der Eingabevektoren wieder aufgehoben werden, da das erstellte FIS später
in Echtzeit auf den eingehenden Kontexten arbeiten soll und somit eine Normie-
rung in der zeitlichen Dimension nicht möglich ist.
Die Mittelwerte µi, j der Gaußfunktionen werden von denen, durch das Clus-
tering gefundenen Clusterzentren gebildet. Dabei gilt µi, j =‖ −→v T,i ‖max v∗i, j. Die
Varianz der Gaußfunktionen σi, j, wird analog über den zuvor für das Clustering
verwendeten Radius ra definiert. Dabei sei σ2∗i, j =
1
2α [36, 34] und damit gilt dann
für die Varianz der Zugehörigkeitsfunktion σ2i, j =‖ −→v T,i ‖max
√
σ2∗i, j . Damit sind
die initialen Zugehörigkeitsfunktionen Fi, j (4.3) definiert.
Nun werden die initialen Parameter der linearen Konsequenzen f j (Formel 4.5)
durch die Methode der kleinsten Quadrate bestimmt. Dazu werden die Parameter
µ und σ der Zugehörigkeitsfunktionen als fest angenommen. Aus der Gleichung
(4.4) und der Definition von Tp als Produktnorm folgt dann für die nichtlinearen
Antezedenzien w j:







und für die normierten Antezedenzien w j:




Die Ausgabe des FIS ŜQlin(
−→v Q) kann also geschrieben werden als:
ŜQlin(
−→v Q) = ∑qj=1 w j(−→v Q) f j(−→v Q) (4.10)
= ∑qj=1(w j(
−→v Q)a1, jv1+ · · ·+w j(−→v Q)am+1, jvm+1+w j(−→v Q)am+2, j)
Seien nun
−→a := (a1,1, . . . ,a1,q,a2,1, . . . ,a2,q, . . . ,am+2,1, . . . ,am+2,q) und
−→g := (w1(−→v Q)v1, . . . ,w1(−→v Q)vm+1,w1(−→v Q),w2(−→v Q)v1, . . . ,w2(−→v Q),
, . . . ,wq(−→v Q)v1, . . . ,wq(−→v Q))
dann gilt:
ŜQlin(
−→v Q) =−→g −→a T (4.11)












−→a T = GT−→a T (4.12)
Sei der Fehler ε(−→v Q,k), definiert als Differenz der Ausgabe des FIS zu der ge-
wünschten Ausgabe uk:












und der Gradient des Fehlers nach den Parametern der linearen Konsequenzen:
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Transferiert man diesen Gradienten in Matrixschreibweise, kann er mittels einer
Singulärwertzerlegung (Single Value Decomposition, SVD) [154] numerisch be-












−→a T = (V∆T UT U∆VT )−1 V∆T UT−→u mit GT = U∆VT
−→a T = V∆−1UT−→u (4.15)
Parameteroptimierung eines TSK-FIS
Durch die Parameteridentifikation werden die, bei der Strukturidentifikation ge-
fundenen, initialen nichtlinearen Parameter µ und σ und die linearen Parameter a
optimiert. Für die Parameteridentifikation werden in der Literatur zwei grundsätz-
liche Herangehensweisen vorgeschlagen: zum einen, ein reine Optimierung aller
Parameter durch Fehlerrückführung (engl. Backpropagation), zum anderen eine
hybride Optimierung, bei der in jeder Lernepoche in einem „Rückwärtsschritt“,
die nichtlinearen Parameter mittels Backpropagation optimiert werden und in ei-
nem „Vorwärtsschritt“ die Methode der kleinsten Fehlerquadrate eingesetzt wird,
um die Parameter der linearen Konsequenzen zu optimieren.
Für die Anwendung in FCR wurde die hybride Parameteridentifikation ge-
wählt, da bei dieser der Backpropagation-Algorithmus potentiell auf einem Such-
raum kleinerer Dimension arbeitet und das Verfahren schneller konvergiert [88].
Das Backpropagation-Training des neuronalen Netzwerkes wurde der effizien-
te RPROP-Algorithmus [137] ausgewählt. Dieser hat den Vorteil, dass er leicht
zu implementieren ist und seine Konvergenzgeschwindigkeit und Robustheit mit
Gradientenverfahren zweiter Ordnung vergleichbar ist [120]. RPROP erfordert
die Berechnung der ersten partiellen Gradienten der Fehlerfunktion nach den Pa-
rametern µ und σ . Sei:
E =‖ ε(−→v Q,k) ‖22 (4.16)









Für eine ausführliche Herleitung dieser Gradienten, sei an dieser Stelle zum
Beispiel auf die Arbeiten von Martin Berchthold [20] und Manfred Männle [120]
verwiesen.
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· ∂E τ∂ρ j < 0
ρτ−1j sonst
(4.18)
Die Schrittweite λ τj , wird ebenfalls je nach Vorzeichen des Gradienten angepasst:
λ τj =

η+ ·λ τ−1j für ∂E
τ−1
∂ρ j
· ∂E τ∂ρ j > 0
η− ·λ τ−1j für ∂E
τ−1
∂ρ j
· ∂E τ∂ρ j < 0
λ τ−1j sonst
(4.19)
Untersuchungen ergaben gute Ergebnisse für die Wahl der Schrittweitenanpas-
sungsfaktoren zu η+ = 1,2 und η− = 0,5 [183].
4.7.3 Berechnung und Setzen der Verlässlichkeit
Nach dem das FIS zur Qualitätsbestimmung, wie in Abschnitt 4.7.2 beschrieben
erzeugt wurde, kann es auf das jeweilige Artefakt übertragen werden.
Die Ausgabe ŜQlin des FIS stellt eine Klassifizierung der Eingabe, die ihrerseits
aus der Ein- und Ausgabe des Kontextalgorithmus besteht, zu Qualitätsklassen
dar. Wie zu Beginn des Abschnittes 4.7 erläutert wurde, approximiert ŜQlin die
nichtlineare Verlaufsfunktion der Kontextverlässlichkeit, wie sie in Abbildung
4.13 dargestellt wurde. Durch diese Approximation kann es vorkommen, dass
ŜQlin für bestimmte Eingabevektoren Rückgabewerte liefert, die außerhalb des
Intervalls [0,1] liegen. Um aus dieser Zugehörigkeit zu Qualitätsklassen ein nor-
miertes quantitatives Qualitätsmaß zu extrahieren, wird die Ausgabe des FIS ŜQlin
durch eine LR-Klassifikation auf das Intervall [0,1] ∈ R projiziert. Dabei wer-
den Werte, die außerhalb des Zielintervalls liegen, symmetrisch zu den Grenzen,
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in dieses hinein projiziert. Das dabei verwendete spezielle Projektionsverfahren
wurde von Martin Berchthold in [20] entwickelt.
Die LR-Klassifikation wendet konkateniert zwei Funktionen L̂Q˜Qlin und LQQ˜
(Definition 4.20) auf das Ergebnis von ŜQlin an, die dieses zuerst auf eine Menge
Q˜ = {0˜, 1˜} von unscharfen Zahlen abbilden und dann die so berechnete Zugehö-
rigkeit zu diesen unscharfen Zahlen wiederum auf eine scharfe Menge von Qua-
litätsklassen Q im Intervall [0,1] ∈R zurückführt. Das Ergebnis dieser Projektion
ist das normierte Verlässlichkeitsmaß SQ des FCR-Systems.
SQ :
{
Vm+1 −→ Q, mit Q = {[q1], .., [qP]}
(v1,v2, ..,vm+1) 7−→ LQQ˜ ◦ L̂Q˜Qlin ◦ ŜQlin(v1,v2, ..,vm+1)
(4.20)
Die Berechnung von SQ auf einem Artefakt ist also in zwei Schritte geglie-
dert. Bevor das FCR-System seine Berechnung beginnen kann muss der Kon-
textalgorithmus die Eingangsdaten – Sensorwerte oder Kontexte oder eine Kom-
bination von beiden – klassifizieren und seinen Ausgabekontext erzeugen. Im
ersten Schritt werden dann diese Eingangsdaten und der neu erzeugte Kontext
vom Qualitätsaggregator an das FCR-Modul übergeben. Dort werden die Werte
am Eingang des Verlässlichkeits-FIS bereitgestellt und daraus ŜQlin berechnet. Im
zweiten Schritt wird dieses Ergebnis normiert und als quantitatives Verlässlich-
keitsmaß SQ in das Attributfeld FCR des neuen Kontextes geschrieben.
4.7.4 Auswertung der Verlässlichkeit
Die Auswertung des Attributes Verlässlichkeit von Kontexten wird vom Quali-
tätsfilter übernommen. Dazu extrahiert das Modul FCR den normierten Verläss-
lichkeitswert des Kontexten aus dem entsprechenden Attributfeld und übergibt
ihn an den Filter.
Die Anwendung des Artefaktes kann den Qualitätsfilter mit einem Schwellwert
für die akzeptable Qualität von Eingangskontexten konfigurieren und so die Ein-
haltung ihrer Qualitätsanforderungen durchsetzen. Der Vorteil dieses Verfahrens
ist, dass der verarbeitenden Anwendung keine weiteren Informationen über die
Entstehung ihrer Eingangskontexte bekannt sein müssen, um anhand des FCR-
Verlässlichkeitsmaßes Kontexte zu filtern, da das Maß unabhängig von dem, zur
Kontexterzeugung verwendeten Algorithmus ist.
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4.8 Verwandtschaft von Kontexten (GRC)
Durch das Attribut Verwandtschaft von Kontexten (GRC) [188] wird das Qua-
litätsmanagementsystem in die Lage versetzt, die informationelle Abhängigkeit
von Kontexten in einer ubiquitären Informationsumgebung dynamisch, während
der Laufzeit der kontextsensitiven Anwendung, zu beurteilen.
CA LOC FCR GRC
Abbildung 4.17. Attribut Abhängigkeit von Kontexten (GRC)
Die hier vorgestellten Verfahren stellen einen völlig neuen Ansatz zur Beurtei-
lung der Abhängigkeit von Kontexten dar. Die Umsetzung von GRC basiert auf
Ideen, die der biologischen Genetik und dem Forschungsbereich der genetischen
Algorithmen entlehnt wurden. Ziel dieses Kontextattributes ist es, ein Maß für die
Verwandtschaft von Kontexten gemäß Definition 3.17 bereitzustellen, das auf ef-
fiziente Weise lokal durch die Artefakte einer ubiquitären Informationsumgebung
ausgewertet werden kann und dessen Verwendung kein Wissen über die globale
Verarbeitungstopologie der ubiquitären Informationsumgebung voraussetzt.
Kontextabhängigkeiten lassen sich, wie bereits gezeigt wurde, durch den Ver-
arbeitungsgraph einer ubiquitären Informationsumgebung visualisieren. Der Ver-
arbeitungsgraph selbst eignet sich allerdings nicht als Basis für die dynamische
Analyse der Verwandtschaft von Kontexten durch die verarbeitenden Artefak-
te, da die Verarbeitungstopologie ubiquitärer Informationsumgebungen ständigen
Änderungen unterworfen ist. Dadurch ist es nicht möglich, statische Verarbei-
tungsgraphen für eine Umgebung anzugeben und diese auf den Artefakten zu hin-
terlegen. Die dynamische Aktualisierung von Verarbeitungsgraphen auf den Ar-
tefakten ist aufgrund des hierdurch entstehenden Mehraufwandes ebenfalls nicht
möglich.
Der Verarbeitungsgraph einer ubiquitären Informationsumgebung kann aller-
dings als Analysewerkzeug in kontrollierten Versuchsumgebungen eingesetzt
werden. Hier gibt er wichtige Aufschlüsse über die Abhängigkeiten von kontext-
sensitiven Anwendungen und dient daher in dieser Arbeit als Grundlage für die
theoretische Beurteilung der Leistungsfähigkeit der hier vorgestellten Verfahren.
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Bei der Entwicklung von GRC auf die Nachbildung von biologischen Struk-
turen zurückzugreifen lag nahe, da mit dem biologischen Genom ein höchst ef-
fizientes Medium zur Handhabung von Verwandtschaftsinformationen existiert.
In diesem Abschnitt werden daher auch die in der biologischen Genetik und für
genetische Algorithmen gängigen Begriffe verwendet.
4.8.1 Genome von Kontexten
GRC etabliert ein Maß für die Verwandtschaft von Kontexten durch die Einfüh-
rung eines Kontext-Genoms. Das Genom repräsentiert dabei die Identität jeder
einzelnen Kontextinstanz und damit auch die Information, die durch diese ver-
körpert wird.
Immer, wenn ein neuer Kontext erster Ordnung produziert wird, wird auch
ein neues Kontext-Genom generiert, welches mit diesem assoziiert wird. Werden
Kontexte höherer Ordnung aus anderen Kontexten abgeleitet, werden die Geno-
me der Quellkontexte rekombiniert und bilden so das Genom des neu abgeleite-
ten Kontextes. Auf diese Weise wird jedem Kontext in einer ubiquitären Infor-
mationsumgebung ein Genom zugeordnet. Eine Anwendung, die als Konsument
Kontexte verarbeitet, kann nun die Genome der zu konsumierenden Kontexte ver-
gleichen und so Rückschlüsse daraus ziehen, ob diese Kontexte in irgendeiner
Weise verwandt oder unabhängig voneinander sind.
Sei C eine Kontextinstanz der Form C = t,a,d und ΓC das Genom dieser In-
stanz, dann bezeichnen die γC,i einzelne Gene des Genoms von C.
C := Kontextinstanz
ΓC := Genom des Kontextes C
γC,i := Gen des Genoms ΓC
Wird eine Kontextinstanz C erster Ordnung aus Sensordaten und Metainforma-
tionen abgeleitet, wird sie mit einem zufälligen Bit-Vektor der Länge l assoziiert.
Dieser Bit-Vektor der Länge l repräsentiert das Genom ΓC des Kontextes. Im
nächsten Schritt wird das Genom ΓC in n Gene γC sequenziert.
ΓC := (γC,1,γC,2, · · · ,γC,n) (4.21)
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Durch die Sequenzierung von Γ wird jedem Gen γ ein funktionaler Genort2
zugeordnet, der durch den Index n adressiert wird. Anders als bei genetischen Al-
gorithmen, kommt dem Genort eines Gens eine wichtige Bedeutung zu. Durch die
Zuordnung eines bestimmten Gens zu einem Genort wird in GRC die Verwandt-
schaftsinformation gespeichert. Dieser Ansatz ist von dem biologischen Genom
inspiriert. Auch hier kann anhand des Ortes und der Anordnung von Gensequen-
zen auf den Grad der Verwandtschaft von Genomen geschlossen werden [140].
Genetische Algorithmen verwenden diese Information dagegen nicht. Dort wird
die Gesamtstruktur des Genoms mit einer Fitnessfunktion bewertet. Die Fitness-
funktion gibt dabei an, wie gut die durch das Genom repräsentierte Lösung eines
Optimierungsproblems ist.
In GRC kommt dem Kontextgenom keine funktionale Aufgabe im Sinne einer
optimierten Lösung für ein gegebenes Problem zu. Das Genom eines Kontextes
repräsentiert nicht die Fitness oder die Qualität eines Kontextes, sondern identifi-
ziert vielmehr die Information, die durch den Kontext dargestellt wird und in den
Kontextdaten enthalten ist. Durch den Vergleich der genetischen Fingerabdrücke
von mehreren Kontexten, kann GRC ein Maß für die Verwandtschaft der unter-
suchten Kontexte ausgeben, welches dann wiederum zur Beurteilung der Kon-
textqualität durch den Konsumenten herangezogen werden kann.
Die Leistungsfähigkeit von GRC wird dabei von verschiedenen Parametern be-
einflusst. Dies ist zum einen die Anzahl n der Gene des Genoms und die Größe
jedes einzelnen Gens. Die Größe der einzelnen Gene bestimmt die Anzahl ver-
schiedener Allele3. Ein Allel entspricht dabei einem Wert, den das Gen annehmen
kann. Legt man ein auf einem Bit-Vektor basierendes Genom zu Grunde, wird der
Zusammenhang zwischen der Anzahl der Gene n, der Anzahl der Allele r und der





Durch die Erhöhung der Anzahl der Gene n kann die Auflösung des Verwandt-
schaftsgrades verfeinert werden. Erhöht man die Anzahl der Allele r jedes Gens,
2Der Genort oder Locus ist der Ort innerhalb eines Genoms, an dem ein bestimmtes Gen steht.
3Das Allel bezeichnet die Ausprägung, in der ein Gen an einem Genort vorliegt. Besteht das Kon-
textgen aus einem Bit-Vektor der Länge d, ergibt sich die Anzahl der möglichen Allele dieses
Gens zu d2.
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wird dadurch der systematische Fehler von GRC bei der Bestimmung des Ver-
wandtschaftsgrades von Kontexten reduziert. Eine ausführliche Analyse der Ein-
flüsse der Variation dieser Parameter von GRC findet sich in der Evaluierung des
Systems in Kapitel 6.
Generell muss aber das Kontextgenom verglichen mit einem biologischen Ge-
nom extrem klein sein: Als Beispiel sei hier das einfache Darmbakterium esche-
richia coli angeführt. Dieses Bakterium verfügt über etwa 4.500 Gene, die in
4,6∗106 Basenpaaren kodiert sind. Jedes dieser Gene trägt 4 Bit Information, was
sich zu ca. 2,19 MB genetischer Information aufsummiert [2]. Dagegen kommen
als Kontextgenome bei der Anwendung von GRC typischerweise Bit-Vektoren
einer Größe von 50-200 Bytes zum Einsatz.
Die Reduktion der Größe der Kontextgenome ist möglich, da diese außer der
Verwandtschaftsinformation keine weitere funktionale Information tragen. Im
Gegensatz dazu speichert das biologische Genom eine Vielzahl weiterer Infor-
mationen, wie den „Bauplan“ und die Funktion des Organismus. Außerdem kann
das Genom von Kontexten so ausgelegt werden, dass es den Anforderungen der
ubiquitären Informationsumgebung in der es eingesetzt wird, gerecht wird. Dies
betrifft vor allem die Anzahl an Generationen von Kontexten, die durch das Kon-
textgenom unterscheidbar sein sollen.
Werden Kontexte erster Ordnung produziert, so werden für dieses Kontexte
neue Genome zufällig generiert. Werden dagegen Kontexte höherer Ordnung ab-
geleitet, so soll das Genom dieser Kontexte Rückschlüsse auf die informationel-
le Identität der Quellkontexte erlauben. Zu diesem Zweck wird das Genom von
Kontexten höherer Ordnung durch Rekombination der Genome der Elternkontex-
te erzeugt. Der Prozess der Rekombination von Genomen wird bei genetischen
Algorithmen Crossover genannt. Da bei GRC ein gängigen Crossover-Techniken
ähnliches Verfahren zur Rekombination der Kontextgenome zum Einsatz kommt,
wird auch hier der Begriff Crossover verwendet.
4.8.2 Probabilistic Multi-Site Crossover (PMSC)
Das Kontextgenom repräsentiert die Identität der Information, die ein Kontext
transportiert. Um bei der Ableitung von Kontexten und der damit verbundenen
Rekombination ihrer Kontextgenome, die für GRC notwendige Verwandtschafts-
information zu generieren und zu erhalten, wurde im Rahmen dieser Arbeit ein
121
4 Architektur
neues Crossover-Verfahren entwickelt, das speziell auf diese Anforderungen ab-
gestimmt ist. Um die Unterschiede des hier vorgestellten Verfahrens zu gängigen
Crossover-Verfahren, wie sie bei genetischen Algorithmen eingesetzt werden, zu
illustrieren, ist es notwendig, kurz auf deren Funktion einzugehen.
Klassische Crossover-Verfahren
In genetischen Algorithmen kommt eine Vielzahl verschiedener Crossover-Ver-
fahren zum Einsatz. Typischerweise werden die Genome hier allerdings nicht
sequenziert, da die Größe der Gene und damit die Anzahl der möglichen Al-
lele pro Gen für die Leistung genetischer Algorithmen keine Rolle spielt [62].
Typische Vertreter von gängigen Crossover-Verfahren sind „K-point Crossover“,
„Cut and Slice“ sowie „Uniform Crossover (UX)“ und „Half Uniform Crosso-
ver (HUX)“. Eine genaue Beschreibung der Funktion dieser Verfahren und viele
weitere Crossover-Verfahren für genetische Algorithmen finden sich in den Publi-
kationen von J. H. Holland [80], K. A. De Jong [91] und W. Spears und V. Anand
[151]. An dieser Stelle sollen nur typische Eigenschaften der Verfahren erwähnt







Abbildung 4.18. links: one point Crossover; rechts: two point Crossover
Generell sind Crossover-Verfahren für genetische Algorithmen darauf ausge-
legt, eine n:n-Verknüpfung von Genomen zu realisieren. Dabei werden n Eltern-
genome (oft n = 2) zu n Kindergenomen rekombiniert. Im Gegensatz dazu muss
das Crossover-Verfahren von GRC eine n:1-Verknüpfung von Kontextgenomen
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realisieren, die der Verarbeitung von n Quellkontexten zu einem Zielkontext ent-
spricht.
Der „K-point Crossover“ Operator zerschneidet das Elterngenom an k Stellen
und tauscht die so entstandenen Teilgenome aus, um die Kindergenome zu erzeu-
gen. Abbildung 4.18 zeigt zwei Varianten des K-point Crossover: den one point
Crossover und den two point Crossover.
Eltern
Kinder
Abbildung 4.19. Cut and Slice Crossover
Der „Cut and Slice“ Operator wählt die Schnittpunkte in den Elterngenomen,
wie Abbildung 4.19 zeigt, unabhängig voneinander. Dies führt zu einer variablen
Länge der Genome.
UX und HUX sind probabilistische Crossover-Verfahren. Hier werden einzelne
Bits zwischen den Elterngenomen ausgetauscht, um die Kindergenome zu erzeu-
gen. Bei UX wird dabei eine feste Wahrscheinlichkeit zu Grunde gelegt, bei HUX
werden genau 50% der nicht identischen Bits vertauscht.
Durch diese Operatoren wird das Elterngenom in einer Weise zerlegt, dass nicht
garantiert werden kann, dass nach zwei Generationen noch genetisches Material
der Großeltern vorhanden ist. Außerdem kann die Menge des genetischen Mate-
rials, das von den Eltern auf die Kinder übergeht, außer bei UX, nicht gesteuert
werden. Bei „Cut and Slice“ und verwandten Verfahren führt zusätzlich die varia-
ble Länge der Genome zu Problemen.
Diese und andere bekannte Crossover-Verfahren für genetische Algorithmen
sind darauf ausgelegt, sogenannte Schemata in den Genomen zu erhalten [62].
Schemata sind Muster in den Genomen, die Teile der Lösung eines Optimierungs-
problems repräsentieren. Eine wichtige Eigenschaft, die Crossover-Verfahren,
welche auf die Erhaltung von Schemata optimiert sind, für GRC ungeeignet
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macht, ist, dass Schemata von dem Ort, an dem sie in einem Genom auftauchen,
unabhängig sind. Dies führt dazu, dass die gängigen Crossover-Verfahren für ge-
netische Algorithmen die Genorte einzelner Gene nicht erhalten. Dies ist aber
notwendig, da GRC die Verwandtschaftsinformation über die Assoziation von
Genen zu einem Genort kodiert.
Probabilistic Multi-Site Crossover (PMSC)
Probabilistic Multi-Site Crossover (PMSC) ist ein neuer Crossover-Operator, der
speziell entwickelt wurde, um Verwandtschaftsinformationen in Kontextgenomen
zu erhalten. PMSC ist ein probabilistisches Crossover-Verfahren, das auf den Ge-
nen des Kontextgenoms operiert. Es erhält bei seiner Anwendung den Genort
vererbter Gene und erlaubt die Verknüpfung von n Elterngenomen. Außerdem
erlaubt PMSC die Vererbungswahrscheinlichkeit so zu variieren, dass der Infor-
mationsanteil, der von Quellkontexten bei der Verarbeitung auf einen Zielkontext
übergeht, nachgebildet werden kann. Dadurch kann das von GRC bereitgestellte
Verwandtschaftsmaß direkt als Maß für die informationelle Abhängigkeit zwi-
schen Kontexten interpretiert werden. Abbildung 4.20 zeigt die Grundfunktion
des PMSC-Operators.
A B C D E F G H I J K L M N O P Q R S T













Abbildung 4.20. Vererbung von zwei Elterngenomen
Bei der einfachsten Form der PMSC Anwendung werden zwei Genome ΓC1
und ΓC2 mit gleicher Vererbungswahrscheinlichkeit zu einem Genom ΓC3 rekom-
biniert. In Abbildung 4.20 werden die verschiedenen Allele der Gene γC durch un-
terschiedliche Buchstaben dargestellt. PMSC geht bei seiner Anwendung schritt-
weise Genort für Genort durch die Elterngenome ΓC1 und ΓC2 und wählt zufällig
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mit der vorgegebenen Vererbungswahrscheinlichkeit pro Genort eines der Eltern-
gene aus und kopiert es an den entsprechenden Genort des Kindgenoms.
Abbildung 4.21. Vererbung von drei Elterngenomen
Abbildung 4.21 zeigt schematisch die Vererbung von drei Elterngenomen.
Auch hier werden die Gene aller Eltern mit der gleichen Wahrscheinlichkeit an
das Kindgenom weitergegeben. Im realen Einsatz muss die Wahl der Länge der
Kontextgenome sicherstellen, dass von einer genügend großen Anzahl Eltern ge-
erbt werden kann und trotzdem der Verwandtschaftsgrad über eine genügende
Anzahl Generationen nachweisbar bleibt. Wie konkrete Werte für die Parameter
von GRC festgelegt werden können, wird im Kapitel 5 Implementierung ausführ-
lich diskutiert.
PMSC ist ein hoch effizientes Verfahren für die Implementierung auf Kleinst-
computern, wie sie heute die Basis für Artefakte in ubiquitären Informationsum-
gebungen bilden, da keine ressourcenintensiven Rechenoperationen nötig sind,
um die Kontextgenome zu rekombinieren.
4.8.3 Berechnung des Verwandtschaftsgrades von Kontexten
Auf der Basis der so erzeugten Kontextgenome kann auf effiziente Weise der
Verwandtschaftsgrad von Kontexten berechnet werden. Auch bei der Berechnung
des Verwandtschaftsgrades von Kontexten kommen Algorithmen zum Einsatz,
die möglichst wenig Ressourcen erfordern und eine geringe Laufzeit haben.
Der Verwandtschaftsgrad von Kontexten wird paarweise berechnet. Müssen die
Abhängigkeiten von mehr als zwei Kontexten analysiert werden, resultiert dies
in einer Verwandtschaftsmatrix. Bei der Berechnung des Verwandtschaftsgrades
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werden die Genome der beiden zu vergleichenden Kontexte genweise analysiert.
Dazu wird zunächst die Indikatorfunktion fi(γC1,i,γC2,i) definiert:
fi(γC1,i,γC2,i) :=
{
0 : γC1,i 6= γC2,i
1 : γC1,i = γC2,i
(4.23)
Diese Funktion gibt eine „1“ zurück, wenn die Allele eines Genorts beider
Kontexte C1 und C2 übereinstimmen. Stehen an einem Genort in beiden Kontex-
ten verschiedene Allele eines Gens, liefert fi(γC1,i,γC2,i) eine „0“ zurück.
Der Verwandtschaftsgrad rel(C1,C2) wird dann berechnet, in dem die Ergeb-
nisse der fi() über alle Genorte i aufsummiert werden und das Ergebnis gegen die








Diese Methode erlaubt eine schnelle und vor allem Ressourcen schonende Be-
rechnung des Verwandtschaftsgrades von Kontexten. Das Ergebnis dieser Berech-
nung kann nun direkt als Anteil der Information interpretiert werden, den die
Kontexte C1 und C2 gemeinsam haben. Der Verwandtschaftsgrad von Kontex-
ten ist dabei, wie man leicht sieht, symmetrisch. Das heißt, es gilt: rel (C1,C2) =
rel (C2,C1).
Grundmuster der Vererbung
Die Funktion des Verwandtschaftsmaßes wird nun anhand von zwei Grundmus-
tern der Vererbung illustriert. Das erste dieser Grundmuster, die stufenweise Ver-
erbung, ist in Abbildung 4.22 schematisch dargestellt. Dieses Vererbungsmuster
basiert auf einer Anzahl von Kontexten erster Ordnung. Aus zwei dieser Kon-
texte wird ein Kontext höherer Ordnung C2 abgeleitet. In jedem weiteren Ver-
erbungsschritt wird dann der resultierende Kontext und ein neuer Kontext erster
Ordnung verknüpft. Auf diese Weise wird eine ununterbrochene Linie direkter
Kontextableitungen erzeugt. Dabei kann beobachtet werden, wie in jedem weite-
ren Schritt der Verwandtschaftsgrad des erzeugten Kontextes im Vergleich zum
Stammelternkontext C1 abnimmt.
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Abbildung 4.24 zeigt das gemittelte Verwandtschaftsmaß einer stufenweisen
Vererbung über 10 Generationen von Kontexten. Dem hier gezeigten Versuch lag
ein Genom von 100 Genen mit 256 Allelen zu Grunde. Die Grafik zeigt eine
Mittelung der Ergebnisse über 10.000 Versuchsdurchläufe. Auf der y-Achse ist
der Grad der Verwandtschaft aufgetragen, auf der x-Achse die Generationen. Die
Kurve repräsentiert die rel(C1,Ci).
Wie zu erwarten war, fällt der Verwandtschaftsgrad von einem Startwert von
rel(C1,C2)≈ 0.5 mit jeder weiteren Generation. Dabei wird der Anteil des gene-
tischen Materials von C1 in jedem Schritt etwa halbiert. Dies hat zur Folge, dass
das Verwandtschaftsmaß, welches durch GRC bereitgestellt wird, immer einen
festen Wert für einen bestimmten Verwandtschaftsgrad liefert, der nicht von der
Parameterkonfiguration von GRC abhängt. Lediglich die Auflösung und damit die
Genauigkeit, mit der der Verwandtschaftsgrad in höheren Generationen bestimmt
werden kann, hängt von den Parametern ab.
Das zweite Grundmuster, die Mehrfachvererbung, ist in Abbildung 4.23 dar-
gestellt. Ausgehend von zwei unabhängigen Elternkontexten C1 und C2, werden
neue Kontexte abgeleitet, indem ein Kontext mit einem seiner direkten Vorfahren
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Abbildung 4.24. Stufenweise Vererbung über 10 Generationen
verknüpft wird. Im Gegensatz zur stufenweisen Vererbung werden hier also keine
neuen Informationen der Vererbungskette hinzugefügt.
In Abbildung 4.25 ist das gemittelte Verwandtschaftsmaß einer Mehrfachverer-
bung über 10 Kontextgenerationen zu sehen. Für diesen Versuch wurde die glei-
che Konfiguration, wie für das Beispiel der stufenweisen Vererbung, gewählt. Der
gezeigte Graph repräsentiert wieder die rel(Ci−1,Ci), beginnend mit i = 3.
Man sieht, dass nun beginnend mit dem Ausgangswert rel(C2,C3) ≈ 0.5 der
Verwandtschaftsgrad der untersuchten Kontexte mit jeder weiteren Generation
ansteigt. Dies ist darauf zurückzuführen, dass keine neuen Informationen in den
Vererbungsprozess einfließen. Dadurch werden sich bei diesem Vererbungsmus-
ter die Genome aufeinanderfolgender Generationen immer ähnlicher: das Genom
konvergiert.
4.8.4 Systematische Überschätzung des Verwandtschaftsgrades
GRC ist ein probabilistisches Verfahren, um den Grad der Verwandtschaft von
Kontexten in einer ubiquitären Informationsumgebung zu bestimmen. Das bedeu-
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Abbildung 4.25. Mehrfachvererbung über 10 Generationen
tet, GRC liefert nicht den realen Verwandtschaftsgrad zweier Kontexte, sondern
ist ein effizienter Schätzer für diesen Wert. Die Qualität dieses Schätzers hängt,
wie bereits erwähnt, von der Wahl der GRC-Parameter ab. Im Folgenden wird ei-
ne grundlegende Eigenschaft von GRC untersucht: die systematische Überschät-
zung des Verwandtschaftsgrades. Diese führt zu einem systematischen Fehler, der
allerdings durch GRC bei der Filterung von Kontexten, bewusst ausgenutzt wird.
Die endliche Größe eines Gens γ und die dadurch beschränkte Anzahl Allele
r, führt dazu, dass bei der zufälligen Generierung von Kontextgenomen zufällig
gleiche Allele an einem Genort entstehen können, sogenannte Dubletten. Wer-
den die Bit-Vektoren der Genome basierend auf einer Gleichverteilung erzeugt,
gilt für die Wahrscheinlichkeit P(i), dass i Dubletten in zwei zufällig erzeugten












Diese Dubletten können zu einem Fehler bei der Bestimmung des Verwandt-
schaftsgrades von Genomen führen. Sind bei der Auswertung des Verwandt-
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schaftsgrades zweier Genome Allele eines Genorts gleich, kann nicht entschieden
werden, ob diese zufällig aufgrund des Generierungsprozesses der Genome ent-
standen sind, oder bei der Vererbung durch die Anwendung des PMSC-Operators.
Die Wahrscheinlichkeit, bei der Bestimmung des Verwandtschaftsgrades einen
Fehler zu machen, ist nach oben beschränkt. Diese obere Schranke des Fehlers be-
schreibt den Fall, dass alle Dubletten, die in den Elterngenomen eines Kontextes
vorkommen, auch tatsächlich zu einem Fehler führen. Der Dubletten-Fehler an
sich ist dadurch definiert, dass die Summe der Verwandschaftsgrade eines Kon-
textes zu einer vollständigen Elterngeneration größer als 1 ist.
In der Realität kann es vorkommen, dass ein Dubletten-Fehler während des
Vererbungsprozesses verschwindet. Es ist sogar so, dass die Wahrscheinlichkeit,
dass ein Fehler Auswirkungen auf das Ergebnis der Bestimmung des Verwandt-
schaftsgrades von zwei Genomen hat, sinkt, je komplexer der Prozess wird. Die
Fehlerwahrscheinlichkeit selbst ist aber letztendlich vom konkreten Vererbungs-
prozess und damit vom Verarbeitungsprozess abhängig. Sie kann in allgemeiner
Form ohne Wissen über den erzeugenden Prozess nicht angegeben werden. Daher
muss sich bei der Anwendung von GRC auf die Betrachtung der oberen Schranke
dieses Fehlers beschränkt werden.










Abbildung 4.26. Dubletten-Fehler können durch Vererbung verschwinden
Wie Dubletten-Fehler innerhalb des Vererbungsprozesses verschwinden kön-
nen, soll an einem einfachen Beispiel illustriert werden. Dabei wird nur ein einzi-
ger Genort innerhalb der beteiligten Kontextgenome betrachtet. Abbildung 4.26
zeigt einen Vererbungsprozess der Gene an diesem Genort. In der linken Bild-
hälfte tritt ein Dubletten-Fehler in der letzten Generation auf, da hier das vererbte
Allel zu einem Fehler bei der Berechnung der Verwandtschaftsgrade der Aus-
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gangskontexte und des Kontextes der letzten Generation führen kann. Wird der
Vererbungsprozess, wie in der rechten Bildhälfte fortgesetzt, kann in der nächs-
ten Generation das fehlerauslösende Dubletten-Allel verschwinden, weil es nicht
weitervererbt wird. Der maximale Fehler kann nur auftreten, wenn in allen Fällen
ein Allel, das potentiell zu einem Fehler führt, auch weitervererbt werden würde.
Zu beachten ist, dass dieses Beispiel nur einen einzigen Genort zeigt. Daher kann
aus Abbildung 4.26 alleine nicht abgelesen werden, ob der gezeigte Sachverhalt
wirklich zu einem Fehler führt.
Die obere Schranke der Fehlerwahrscheinlichkeit für Dubletten-Fehler berech-
net sich wie folgt: ein Dubletten-Fehler kann auftreten, wenn bei der zufälligen
Generierung von Genomen Dubletten entstehen. Die obere Schranke dieses Feh-
lers wird erreicht, wenn alle Dubletten in allen beteiligten Genomen zu einem
Fehler führen; also genau dann, wenn keine Dubletten während des Vererbungs-
prozesses verlorengehen. Dies entspricht dann der Wahrscheinlichkeit P(err),
dass an einem Genort, der Genome aller beteiligten Eltern m, mindestens eine
Dublette zu finden ist.
Die Berechnung erfolgt nun über das Komplement Pc(err) obiger Aussage.
Pc(err) beschreibt die Wahrscheinlichkeit, dass keines der Elterngenome eine
Dublette am betrachteten Genort hat. Das heißt, alle Elterngenome besitzen am

















Dies führt zur Formel für die obere Schranke der Fehlerwahrscheinlichkeit
P(err):








P(err) beschreibt die Wahrscheinlichkeit, dass an einem Genort eines Genoms
eine zufällige Dublette auftritt. Unter der Annahme des schlimmsten Falles, führt
jede dieser Dubletten auch zu einem Fehler. Damit ist P(err) auch eine obere
Schranke der Fehlerwahrscheinlichkeit. Betrachtet man ein Genom bestehend aus
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n Genen, muss man in diesem Genom folglich n ·P(err) Dubletten-Fehler erwar-
ten. Tritt ein Dubletten-Fehler auf, beeinflusst dieser das Ergebnis der Berech-
nung des Verwandtschaftsgrades, indem sich für jede auftretende Dublette, die
zum Fehler führt, der Verwandtschaftsgrad um 1n erhöht (siehe Berechnung von
rel(C1,C2) in Formel 4.23 und 4.24). Für den Erwartungswert des Fehlers E(err),
bei Eintreten des schlimmsten Falles bedeutet dies:
E (err) = n ·P(err) · 1
n
= P(err) (4.28)
Damit bildet P(err) = E(err) eine obere Schranke des Fehlers bei beliebigen
Vererbungsprozessen, an denen m unabhängige Elterngenome beteiligt sind. Ab-
bildung 4.27 zeigt den Verlauf von P(err) für eine variable Anzahl von an einem
Vererbungsprozess beteiligten Elterngenomen im Überblick.
















Abbildung 4.27. P(err) mit 256 verschiedenen Allelen (75 Eltern)
Die Grafik beruht auf einer Konfiguration mit 256 verschiedenen Allelen. Ab-
bildung 4.28 zeigt einen Ausschnitt obiger Abbildung 4.27. Hier ist der, für reale
Anwendungen relevante Verlauf von P(err) für bis zu 10 Elterngenome darge-
stellt.
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Abbildung 4.28. P(err) mit 256 verschiedenen Allelen (10 Eltern)
Da über die Verteilung bestimmter Vererbungsprozesse (oder Prozessklassen),
die zu einem bestimmten Fehler führen, keine weiteren statistischen Annahmen
getroffen werden können, muss hier das Prinzip der maximalen Entropie [89]
zu Grunde gelegt werden. Für bestimmte Prozesse4 kann allerdings ein Schät-
zer angegeben werden, der aus einem von GRC berechneten Verwandtschafts-
grad rel(C1,C2) = β auf den tatsächlichen Verwandtschaftsgrad der Kontexte α
schließen lässt.
Als Beispiel für einen solchen Schätzer soll der folgende elementare Verer-
bungsprozess betrachtet werden: Aus zwei Elterngenomen wird ein Kindgenom
abgeleitet. Dieser einfachste Vererbungsprozess zeichnet sich dadurch aus, dass
eine Dublette in den Elterngenomen zwangsläufig zu einem Fehler bei der Be-
rechnung der Verwandtschaftsgrade des Kindes zu einem der Elternteile führt.
Bei komplexeren Vererbungsprozessen ist dies dagegen nicht garantiert.
Grundlage für den Schätzer ist eine Analyse des Vererbungsprozesses mittels
eines Entscheidungsbaumes. Dazu wird zunächst ein einzelner Genort der Ge-
nome betrachtet. Die Wahrscheinlichkeit, dass an einem Genort bei zwei zufällig
4Bestimmte Prozesse meint hier Prozesse, die bekannt sind und sich daher so formulieren lassen,
dass die Fehlerwahrscheinlichkeiten in jedem Schritt modelliert werden können.
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erzeugten Genomen eine Dublette auftritt ist 1r , wobei r die Anzahl der möglichen
Allele eines Gens bezeichnet. Die Wahrscheinlichkeit, dass das Allel eines Gens
weiter vererbt wird sei α . Dann berechnet sich die Wahrscheinlichkeit, dass ein











Daraus lässt sich nun der Schätzer P(α|β ) ableiten, der die Wahrscheinlichkeit
für einen realen Verwandtschaftsgrad von α unter der Bedingung, dass GRC einen
Verwandtschaftsgrad von β zurückgeliefert hat, berechnet:
ασ := α +
1−α
r






Abschließend wird nun aus den obigen Ergebnissen, der zu erwartende Fehler
in der Berechnung des Verwandtschaftsgrades zu einem beliebigen Elterngenom
in einem Vererbungsprozess mit m beteiligten Elterngenomen E(relerr) herge-
leitet. Zuerst wird dazu die zu erwartende Anzahl von Dubletten in m zufällig er-
zeugten Elterngenomen mit n Genen und je r Allelen betrachtet. An jedem Genort
eines Elterngenoms wird das dortige Gen mit einem zufälligen Allel belegt. Für















Dieser Vorgang wird für alle n Gene der Elterngenome wiederholt. Dabei kann
davon ausgegangen werden, dass die entstehenden Dubletten, auf die m Elternge-





Obige Formel gibt die zu erwartende Anzahl Dubletten zu einem beliebigen
Elterngenom an. Tritt ein Dubletten-Fehler auf, beeinflusst jeder dieser Fehler
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das Ergebnis der Berechnung des Verwandtschaftsgrades durch eine Erhöhung
des Ergebnisses um 1n . Nimmt man nun wieder an, dass ohne Rücksicht auf den
tatsächlichen Vererbungsprozess, jede Dublette zu einem Fehler führen würde,
ergibt sich der zu erwartende Fehler E(relerr) in der Berechnung des Verwandt-










Abbildung 4.29. E(relerr) mit 256 verschiedenen Allelen, bis 100 Eltern
Abbildung 4.29 zeigt, wie sich dieser Fehler bei einer steigenden Anzahl von
Elterngenomen auf den Verwandtschaftsgrad auswirkt.
4.8.5 Setzen des Kontextgenoms
Beim Setzen des Verwandtschaftsgrades durch das Modul GRC müssen die bei-
den grundlegenden Fälle von Kontexten erster Ordnung und Kontexten höherer
Ordnung unterschieden werden. Bei Kontexten erster Ordnung wird das Kontext-
genom zufällig für jede Kontextinstanz erzeugt. Dagegen wird das Kontextgenom
von Kontexten höherer Ordnung aus den Genomen der Elternkontexte generiert,
aus denen diese abgeleitet werden.
Werden Kontexte erster Ordnung produziert, generiert das Modul GRC ein zu-
fälliges Genom mit den vorgegebenen Parametern für die Genomlänge und An-




Werden Kontexte höherer Ordnung produziert, erhält das Modul GRC die Ge-
nome der Elternkontexte aus dem Qualitätsaggregator. Zusätzlich benötigt es die
Information, in welchem Verhältnis die Genome der Elternkontexte auf das Ge-
nom des neuen Kontextes übergehen sollen. Dies wird von der Anwendung fest-
gelegt und ebenfalls über den Qualitätsaggregator bereitgestellt. Das Modul GRC
wählt dann entsprechend dieses Verhältnisses zufällig Gene der Eltern aus, deren
Allele auf das Kindgenom übergehen.
Wird ein Kontext höherer Ordnung aus nur einem Elternkontext erzeugt, wird
das Kindgenom aus dem Genom dieses Elternkontextes und einem zufällig er-
zeugten neuen Genom gebildet, welches die durch die Verarbeitung hinzukom-
mende Sensor- oder Metainformation repräsentiert. Dabei wird wieder von der
Anwendung über den Qualitätsaggregator vorgegeben, in welchem Verhältnis die
beiden Genome auf das Kind übergehen.
Ist so das neue Kontextgenom zusammengestellt, wird es in das entsprechen-
de Attributfeld des Kontextes kopiert. Gleichzeitig wird das neue Genom in den
so genannten Historienspeicher des Artefaktes kopiert. Dieser dient dem Arte-
fakt dazu, die Genome eingehender Kontexte mit den Genomen von Kontexten,
welche das Artefakt selbst produziert hat, vergleichen zu können.
4.8.6 Auswertung des Kontextgenoms
Bei der Auswertung des Kontextgenoms muss unterschieden werden, ob das kon-
sumierende Artefakt Kontexte fusionieren will oder Eingangskontexte zur Ablei-
tung neuer Kontexte verwendet. In beiden Fällen werden die zu konsumieren-
den Kontexte zunächst im Verarbeitungspuffer der Kontextmanagementschicht
gesammelt. Wenn dann genügend Kontexte vorhanden sind und dadurch die Ab-
leitung oder Fusion möglich wird, werden die gepufferten Kontexte weiterverar-
beitet. Die Genome der Kontexte werden paarweise auf ihren Verwandtschafts-
grad überprüft. Die so entstehende symmetrische Verwandschaftsmatrix (siehe










rel (Cn,C1) · · · rel (Cn,Cn−1) 1
 (4.31)
Zusätzlich zu den Genomen der Eingangskontexte wird eine artefaktinterne
Liste der letzten, selbst produzierten Kontextgenome in die Analyse mit einbezo-
gen, der Historienspeicher. Diese Liste enthält die Genome einer konfigurierbaren
Anzahl von Kontexten, welche das Artefakt zuletzt produziert hat. Sie wird be-
nutzt, um die Bildung von Kreisen in der Kontextverarbeitung effizient handhaben
zu können. Dies ist besonders notwendig im Falle rein fusionierender Artefakte,
da diese Kontexte des gleichen Typs produzieren, den sie auch konsumieren.
Der Qualitätsfilter ist dann für die abschließende Auswahl der zu verarbeiten-
den Kontexte verantwortlich.
4.9 Der Qualitätsfilter
Der Qualitätsfilter verwaltet die Qualitätsanforderungen der Anwendung an Kon-
texte, die weiterverarbeitet werden sollen. Als Eingabe erhält der Qualitätsfilter
Schwellwerte oder Wertebereiche innerhalb derer sich die Attributwerte eines
Kontextes bewegen müssen. Liegen die Attributwerte außerhalb der vorgegebe-
nen Bereiche, wird der betreffende Kontext verworfen. Auf diese Weise werden
der semantischen Kontextverarbeitung nur Kontexte zugeführt, welche die von
der Anwendung vorgegebenen Qualitätsanforderungen erfüllen.
Zur Erhöhung der Flexibilität und um Qualitätsanforderungen in einer feineren
Granularität formulieren zu können, unterstützt der Qualitätsfilter die logische
Verknüpfung von Anforderungen. Auf diese Weise können logische Regeln über
den zur Verfügung stehenden Attributen formuliert werden, welche die Qualitäts-
anforderungen der Anwendung repräsentieren.
Die Aufgabe des Qualitätsfilters ist es, diese Regeln auszuwerten und sie auf





Auf das Attribut Kontextalter wendet der Qualitätsfilter einfache Schwellwertfil-
ter an. Der Anwendungsentwickler kann angeben, in welchen zeitlichen Berei-
chen relativ zum aktuellen Zeitpunkt, Kontextalter und Ableitungsdauer liegen
dürfen, damit die Anwendung Kontexte akzeptieren kann.
Neben den direkten Auswirkungen auf die Kontextqualität, in Bezug auf das
Kontextalter, kann durch die Filterung des Kontextalters und der Ableitungsdauer
die Bildung von Kreisen in der Verarbeitung von Kontexten auf einer heuristi-
schen Basis bis zu einem gewissen Grad vermieden werden. Das Kontextgenom
kann aber durch diese eher einfache Methode nicht in seiner Funktionalität und
Präzision ersetzt werden.
4.9.2 Filterung: LOG
Die Filterung auf das Attribut räumliche Herkunft erfolgt durch die Angabe von
RAUM-konformen Interessensbereichen. Diese Interessensbereiche werden vom
Anwendungsentwickler vorgegeben und können relativ zur aktuellen Lokation
des Artefaktes formuliert werden.
Die eigentliche Filterung der Kontexte geschieht dann mittels der Auswertung
der durch den Interessensbereich induzierten Inklusionsrelation: Liegt die räum-
liche Herkunft eines Eingangskontextes innerhalb eines der Interessensbereiche
eines Artefaktes, wird der Kontext akzeptiert, ansonsten wird er verworfen.
4.9.3 Filterung: FCR
Zur Filterung auf das Kontextattribut Verlässlichkeit wird, ähnlich wie beim Kon-
textalter, ein einfacher Schwellwertfilter eingesetzt. Der Anwendungsentwickler
kann eine Grenze angeben, ab der Kontexte mit niedrigerer Verlässlichkeit abge-
wiesen werden.
Das Attribut FRC kodiert die Verlässlichkeit eines Kontextes in einem einzigen
Wert, der als Abstand der Kontextinstanz zum Mittelpunkt der Kontextklasse in-
terpretiert werden kann. Daher muss auch die akzeptable Verlässlichkeitsschwelle





Im Gegensatz zu den übrigen Attributen stellt die Verwandtschaft von Kontexten
eine Beziehung zwischen den Kontexten her, die ein Artefakt konsumiert. Daher
ist die Filterung von Kontexten auf der Basis der Verwandtschaftsinformation et-
was anspruchsvoller in Bezug auf die Entscheidung, welche Kontexte abgelehnt
und welche akzeptiert werden.
Im allgemeinen Fall wird dem Qualitätsfilter vom Modul GRC eine Matrix
mit den paarweisen Verwandtschaftsgraden der Eingangskontexte zur Verfügung
gestellt. Gegebenenfalls enthält diese Matrix auch die Verwandtschaftsgrade von
Eingangskontexten zu Kontexten, welche von diesem Artefakt zuvor produziert
wurden (siehe Abschnitt 4.8.6). Der Qualitätsfilter muss nun anhand dieser Matrix
entscheiden, welche Kontexte abzulehnen sind und welche angenommen werden
können.
Der Anwendungsentwickler kann für das Attribut GRC Schwellwerte des Ver-
wandtschaftsgrades für die zu konsumierenden Kontexte angeben. Dies kann glo-
bal für alle Kontextpaare geschehen, oder auch in Form einer Matrix, die paar-
weise Schwellwerte für die jeweiligen Verwandtschaftsgrade enthält.
Bei der Auswertung der Verwandtschaftsmatrix bezüglich der festgelegten
Schwellwerte, stellt sich die Frage, welcher der Kontexte eines Kontextpaares,
dessen Verwandtschaftsgrad den Schwellwert überschreitet, abgelehnt werden
soll. Im Rahmen dieser Arbeit wurden zwei grundlegende Auswahlstrategien im-
plementiert. Im einfachsten Fall wird zufällig einer der beiden Kontexte ausge-
wählt. Zum Beispiel kann der Kontext, welcher zuerst empfangen wurde akzep-
tiert werden, während alle später empfangenen Kontexte, die zu diesem einen zu
hohen Verwandtschaftsgrad aufweisen, abgelehnt werden.
Eine etwas effektivere Methode überlässt die Auswahl nicht dem Zufall, son-
dern berechnet für Kontexte, die paarweise den Schwellwert für den Verwandt-
schaftsgrad überschreiten, einen durchschnittlichen Verwandtschaftswert zu allen
anderen Kontexten, die an einer Ableitung oder Fusion beteiligt sind. Der Kon-
text, der dabei den geringeren mittleren Verwandtschaftsgrad hat, wird akzeptiert,
der andere wird verworfen. Im Rahmen der Implementierungen und Simulatio-





In diesem Kapitel wurde auf der Basis der Modellierung die Architektur eines
Kontextmanagementsystems für ubiquitäre Informationsumgebungen entwickelt.
Im Mittelpunkt steht dabei die Ausnutzung von Kontextattributen zur Beschrei-
bung der Kontextqualität. Die Architektur beschreibt den Aufbau und das Zusam-
menspiel der Komponenten der neu entwickelten Kontextmanagementschicht, um
welche die Architektur von Artefakten in ubiquitären Informationsumgebungen
erweitert wurde.
Die Architektur konkretisiert die Modellierung der Kontextattribute „Kon-
textalter (CA)“, „räumliche Herkunft (LOC)“, „Verlässlichkeit (FCR)“ und „Ver-
wandtschaft von Kontexten (GRC)“. Dabei werden die Verfahren erläutert, mit
deren Hilfe die Attributwerte der Kontextattribute berechnet und ausgewertet wer-
den.
Für die Umsetzung der Attribute CA und LOC wurden bestehende Verfahren
aufgegriffen, erweitert und angepasst, um den Anforderungen der Anwendungs-
domäne gerecht zu werden. Das Kontextalter wurde dazu in zwei Parameter, das
eigentliche Alter eines Kontextes und seine Ableitungsdauer, aufgespalten. Als
Grundlage für die Bestimmung der räumlichen Herkunft von Kontexten dient das
RAUM-System. Hier werden Interessensbereiche verwendet, um die Anforde-
rungen der Anwendungen an die Herkunft von Kontexten in einer ubiquitären
Informationsumgebung zu formulieren und auszuwerten.
Die Algorithmen und Verfahren für die Berechnung und Auswertung der Attri-
bute FCR und GRC wurden im Rahmen dieser Arbeit entwickelt. Sie adressieren
konkrete Probleme der Kontextverarbeitung in großen, heterogenen ubiquitären
Informationsumgebungen.
FCR nutzt unscharfe Logik, um ein Verlässlichkeitsmaß für Kontexte zu etab-
lieren. Dieses Verlässlichkeitsmaß repräsentiert die Güte des semantischen Kon-
texterkennungsalgorithmus, durch den der Kontext erzeugt wurde. Semantische
Kontexterkennungsalgorithmen ordnen die Eingangsdaten, Sensordaten oder Kon-
textdaten, Kontextklassen zu und erzeugen basierend auf diesen Eingangsdaten
neue Kontextinstanzen dieser Klassen. Das Attribut FCR ist in der Lage, den Ab-
stand einer Kontextinstanz zum Mittelpunkt seiner Kontextklasse zu repräsentie-
ren. Dadurch kann die Güte, beziehungsweise die Verlässlichkeit der Klassenzu-
ordnung, durch einen Konsumenten, evaluiert werden.
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4.10 Zusammenfassung
GRC führt das Kontextgenom als Basis für die Analyse der informationellen
Abhängigkeit von Kontexten ein. Die informationelle Abhängigkeit wird durch
den Verwandtschaftsgrad von Kontexten ausgedrückt. Für die Realisierung des
Kontextattributes GRC wurden Ideen aus dem Bereich der genetischen Algorith-
men und der biologischen Genetik kombiniert, um ein effizientes, Ressourcen
schonendes Verfahren für die Bestimmung des Verwandtschaftsgrades zu entwi-
ckeln. Mit PMSC wurde ein Crossover-Operator vorgestellt, der den besonde-
ren Anforderungen an die Vererbung von Kontextgenen Rechnung trägt. Darüber
hinaus wurde die Stabilität des durch GRC bereitgestellten Verwandschaftsmaßes
durch mathematische Betrachtungen nachgewiesen.
Eine weitere zentrale Komponente der in diesem Kapitel vorgestellten Archi-
tektur, ist der Qualitätsfilter. Er hat die Aufgabe die Anforderungen an Kontextat-
tribute, welche von der Anwendung vorgegeben werden, durchzusetzen und ein-
gehende Kontexte entsprechen zu filtern. Dabei können komplexe Vorgaben um-
gesetzt werden, indem Anforderungen an einzelne Attribute logisch verknüpft
werden.
Im nächsten Kapitel wird nun die hier vorgestellte Architektur weiter konkre-
tisiert. Es werden verschiedene Implementierungen, basierend auf realen Arte-
fakten und einer Simulationsplattform eingeführt, welche die Grundlage für die
spätere Evaluierung des Qualitätssicherungssystems bilden.
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Die praktische Umsetzung der, in den vorangehenden Kapiteln entwickelten Me-
thoden zur Qualitätssicherung von Kontexten in ubiquitären Informationsumge-
bungen, bildet die Grundlage für deren Evaluierung. In diesem Kapitel werden
zwei für die Evaluierung des Kontextmanagementsystems relevante Umsetzun-
gen vorgestellt: die konkrete Umsetzung des Systems auf der Basis von Particle
Computern zur Evaluierung von realen Anwendungsszenarien im Rahmen der
AwareOffice Umgebung und die simulative Umsetzung der Qualitätssicherungs-
methoden im Rahmen des „context_sim“ Simulators.
Zunächst wird nun auf die Rahmenbedingungen der Implementierung einge-
gangen. Die hier vorgestellte Umsetzung ist insgesamt als beispielhaft anzusehen,
da mit der Implementierung bestehende Anwendungen aus dem AwareOffice um
die in dieser Arbeit entwickelte Kontextmanagementkomponente erweitert wur-
den.
5.1 Rahmenbedingungen für die Umsetzung des
Kontextmanagementsystems
Das in der vorliegenden Arbeit vorgestellte Kontextmanagementsystem hat zum
Ziel, die Kontexterkennung kontextsensitiver Anwendungen in realen ubiquitä-
ren Informationsumgebungen zu verbessern. Aus dieser Zielsetzung ergeben sich
Anforderungen an die Modellierung und Architektur des Systems, welche in der
Entwicklung berücksichtigt wurden. Für die konkrete Umsetzung des Kontextma-
nagementsystems als Teil einer produktiven ubiquitären Informationsumgebung
müssen allerdings weitere Rahmenbedingungen beachtet werden, die von den zur
Verfügung stehenden Hardwarekomponenten und der gewählten Testumgebung
vorgegeben werden.
Diese Rahmenbedingungen betreffen in erster Linie die Parameterisierung der
einzelnen Methoden zur Anpassung an die gewählte Umgebung. Allerdings müs-
sen bei der Implementierung auch Vorgaben der gewählten Hardware beachtet
und die Umsetzung entsprechend gestaltet werden.
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5.1.1 Reale Anwendungsdomäne
Als Basis für die beispielhafte Umsetzung der in dieser Arbeit vorgestellten Ar-
chitektur einer ubiquitären Informationsumgebung mit Qualitätssicherungssys-
tem, dient eine Hardwareplattform (die Particle Computer [46]), welche entwi-
ckelt wurde, um die nachträgliche Computerisierung von Alltagsgegenständen zu
ermöglichen und so im Bereich der Ubiquitous Computing Forschung, die schnel-
le Realisierung ubiquitärer Informationsumgebungen zu ermöglichen.
Particle Computer wurden als Basistechnologie gewählt, da sie zum einen die
schnelle Entwicklung von Ubiquitous Computing Anwendungen unterstützen und
zum anderen, da Teile der hier vorgestellten Architektur wie AwareCon und Con-
Com bereits als Referenzimplementierungen verfügbar sind. Particle Computer
sind mobile Kleinstrechner, welche auf die Smart-Its Plattform [19, 15] zurückge-
hen. Sie verfügen über einen programmierbaren Mikrokontroller, Speicher, eine
Funkschnittstelle zur Kommunikation, sowie verschiedenen Sensoren und Aktua-
toren. Für die hier vorgestellte Implementierung kamen pPart und uPart Particle
Computer zum Einsatz.
pPart Particle Computer (pParts) verfügen über einen 20MHz Mikrokontroller,
128kByte Programmspeicher, 4kByte Arbeitsspeicher und 512kByte Datenspei-
cher. Die Funkkommunikation nutzt das lizenzfreie 868MHz Band mit einer Ge-
schwindigkeit von 125kBit/s. Das pPart enthält außerdem eine Echtzeituhr und
wird über eine Batterie mit Strom versorgt. Als Sensoren stehen ein Beschleuni-
gungssensor (dreiachsig), ein Lichtsensor, ein Temperatursensor, ein Drucksensor
und eine einfacher Bewegungssensor (Ballschalter) zur Verfügung. Aktuatoren
sind ein Lautsprecher und diverse LEDs (engl.: Light Emitting Diode). Die Grö-
ße eines pParts beträgt 45x18mm.
uPart Particle Computer (uParts) sind weniger leistungsfähig, sie verfügen über
einen 4MHz Mikrokontroller und können vom Benutzer nicht programmiert wer-
den. Die uParts bieten aber die Möglichkeit der Konfiguration verschiedener Ope-
rationsparameter. Mit einer Kantenlänge von nur 17mm, sind sie deutlich kleiner
als die pParts. Auch die uParts werden mit einer Batterie versorgt und kommu-
nizieren im 868MHz Band. Als Sensoren stehen hier ein Lichtsensor, ein Tem-
peratursensor und ein einfacher Bewegungssensor auf der Basis eines Mikroball-
schalters zur Verfügung. Vom Entwickler ansteuerbare Aktuatoren fehlen.
Die Infrastruktur des Particle Computer Netzwerkes besteht aus Zugangspunk-
ten, den XBridges. Diese können die Datenpakete der Particle Computer zwi-
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schen der Funkschnittstelle und einem angeschlossenen Ethernet umsetzen, in-
dem die Daten dann in UDP-Paketen gekapselt versendet werden.
Für die Entwicklung von Anwendungen auf den pParts stehen eine Reihe
von Softwarebibliotheken zur Verfügung, welche den Zugriff auf die Sensorik
und Aktuatorik erleichtern. Daneben existiert eine Referenzimplementierung des
AwareCon Kommunikationsprotokolls in der Version 5.
Auf der Basis dieser Rahmenbedingungen wurde das hier eingeführte Kon-
textmanagementsystem als Qualitätssicherungsschicht implementiert, indem die
vorhandene Referenzimplementierung des AwareCon Protokolls um die entspre-
chende Funktionalität erweitert wurde.
5.1.2 Simulation
Die Simulation des Kontextmanagementsystems hat zwei Aufgaben. Zum einen
dient sie der Findung geeigneter Parameterisierungen der vorgestellten Qualitäts-
sicherungsmethoden, zum anderen ist die Simulation Grundlage für die Beurtei-
lung der Leistungsfähigkeit der vorgestellten Systeme in Großszenarien, welche
die Dimensionen, die in heutigen Testumgebungen untersucht werden können,
überschreiten.
Simulationen der hier vorgestellten Methoden zur Qualitätssicherung von Kon-
texten in ubiquitären Informationsumgebungen wurden in MATLAB und con-
text_sim durchgeführt. Die in MATLAB durchgeführten Simulationen dienten
vornehmlich der Entwicklung und Verfeinerung der vorgestellten Verfahren, wo-
gegen das Ziel der Simulationen in context_sim, zum einen die Bestimmung sinn-
voller Systemparameter, zum anderen die Evaluation von großen Anwendungs-
szenarien, die sich mit den verfügbaren Mitteln nicht real umsetzen ließen, war.
Der Simulator context_sim wurde entwickelt, um das systemnahe Kontextver-
arbeitungsverhalten von Artefakten in einer ubiquitären Informationsumgebung
simulieren zu können. Er wurde in JAVA als PC-Software implementiert und stellt
den Rahmen für die Simulation dynamischer ubiquitärer Informationsumgebun-
gen zur Analyse der Leistungsfähigkeit von Qualitätssicherungsmechanismen be-
reit.
Im folgenden Abschnitt wird nun zunächst auf die Simulation von ubiquitären
Informationsumgebungen eingegangen und die Entwicklung eines neuen Simu-
lators für diese Umgebungen motiviert. Danach wird die Testumgebung Aware-
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Office mit ihren kontextsensitiven Anwendungen vorgestellt. Dabei wird gezeigt,
wie das Qualitätsmanagementsystem auf den Artefakten dieser Umgebung imple-
mentiert wurde.
5.2 Simulation von ubiquitären Informationsumgebungen
Die Simulation von ubiquitären Informationsumgebungen bietet die Möglichkeit
Szenarien zu untersuchen, die sich mit realer Hardware heute nicht oder nur sehr
schlecht realisieren lassen. Außerdem eröffnet sie die Möglichkeit, schnell ver-
schiedene Konfigurationen von Artefakten und Anwendungen im Zusammenspiel
zu analysieren, ohne dass eine Vielzahl von Geräten umprogrammiert werden
müssen. Damit ist die Simulation ein wichtiges Werkzeug, das die effiziente Ent-
wicklung zukunftssicher skalierbarer Systeme für ubiquitäre Informationsumge-
bungen unterstützt [136].
Die Entscheidung, im Rahmen dieser Arbeit einen eigenen Simulator für das
Kontextverarbeitungsverhalten von Artefakten in einer ubiquitären Informations-
umgebung zu entwickeln, beruhte auf einer Analyse der verfügbaren Simula-
toren im Bereich ubiquitärer Informationstechnologien. Diese hat gezeigt, dass
keine Simulatoren verfügbar waren, welche die Anforderungen an die Simu-
lation der Kontextverarbeitung und -kommunikation vieler Artefakte in einer
dynamischen ubiquitären Informationsumgebung erfüllen. Bei den verfügbaren
Ubicomp-Simulatoren steht die Simulation der Benutzerschnittstellen und der Be-
nutzerinteraktion im Vordergrund. Bei Simulatoren aus angrenzenden Bereichen,
wie der Netzwerksimulation oder der Simulation von Agentensystemen, stehen
ebenfalls andere Aspekte im Mittelpunkt der Simulation, so dass diese Systeme
nur mit erheblichem Aufwand zur Simulation ubiquitärer Informationsumgebun-
gen adaptiert werden können.
5.2.1 Verfügbare Simulatoren
In diesem Abschnitt wird ein Überblick über verfügbare Simulatoren gegeben,
die im Rahmen dieser Arbeit auf ihre Tauglichkeit zur Simulation von Kontext-
kommunikation und Kontextverarbeitung in ubiquitären Informationsumgebun-
gen untersucht wurden. Dabei werden die Eigenschaften, sowie die Ausschluss-




Unter dem Begriff Ubicomp Simulatoren werden hier Simulatoren zusammenge-
fasst, die aus dem Forschungsbereich des Ubiquitous Computing stammen. Der
bekannteste dieser Simulatoren ist UbiWise [168, 10, 11] von John Barton und
Vikram Vijayaraghavan. UbiWise fokussiert auf die Analyse der Interaktion von
Benutzern mit den Artefakten einer ubiquitären Informationsumgebung. Der Si-
mulator basiert auf der 3D-Grafik-Engine des Computerspiels Quake III Arena. In
dieser werden die Artefakte und deren Umgebung simuliert. Der Benutzer kann
dann mit den virtuellen Gegenständen interagieren und deren Anwendungen aus-
probieren.
Eine ähnliche Zielsetzung hat der Simulator TATUS [124, 125] von Eleanor
O’Neill. Hier wird allerdings auf die 3D-Grafik-Engine des Computerspiels Half-
Life zurückgegriffen. Der Fokus liegt auch hier auf der Erforschung der Interak-
tion mit Benutzerschnittstellen in Ubiquitous Computing Szenarien.
Beide Simulatoren eignen sich nicht, um Aspekte der systematischen Kontext-
verarbeitung von Artefakten feinauflösend zu simulieren. Verarbeitungsmodelle
für Kontextdaten sind lediglich rudimentär vorhanden. Sie beschränken sich auf
die unbedingt notwendigen Funktionen zur visuellen Simulation der Artefakte
und ihrer Anwendungen.
Auch der Lancaster Simulator [121] von Ricardo Morla und Nigel Davis und
neueste Vorschläge, wie der von Reynolds et al. [136], zielen auf die Unterstüt-
zung der Anwendungsentwicklung in Ubiquitous Computing ab. Daher sind auch
sie ungeeignet für die Simulation der Funktionalität einer Qualitätssicherungs-
schicht in ubiquitäre Informationsumgebungen.
Netzwerksimulatoren
Netzwerksimulatoren dienen der Simulation der unteren Schichten des ISO/OSI
Basisreferenzmodells. Ihr Fokus liegt auf der Untersuchung physikalischer und
protokolltechnischer Einflüsse auf die Kommunikation von zumeist mobilen Ge-
räten. Dabei werden vornehmlich kommunikationsbezogene Parameter wie Durch-
satz, Fehlerrate oder Konnektivität betrachtet. Als einer der zahlreichen Vertreter
dieser Klasse von Simulationswerkzeugen sei an dieser Stelle der bekannte Netz-
werksimulator ns2 [5] genannt.
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Die Entscheidung gegen die Verwendung eines Netzwerksimulators als Basis
für die Simulation der hier vorgestellten Qualitätssicherungsmechanismen fiel in
erster Linie aufgrund der extrem hohen Komplexität dieser Simulatoren und ihrer
starken Fokussierung auf Kommunikationsgesichtspunkte. Für die Evaluierung
des hier entwickelten Qualitätssicherungssystems ist lediglich das zu Grunde lie-
gende Kommunikationsmodell, wie es in Abschnitt 3.2 identifiziert wurde, von
Bedeutung. Alle verarbeitungsbezogenen Komponenten einer Simulationsumge-
bung hätten auch bei der Verwendung eines Netzwerksimulators von Grund auf
neu erstellt und in diesen integriert werden müssen.
Agentenbasierte Simulation
Agentenbasierte Simulatoren wie SWARM [118, 4] und SeSAm [3] wurden ent-
wickelt, um die Interaktion zwischen Agenten und deren Auswirkung auf die Um-
gebung zu simulieren. Im Zentrum steht dabei die Analyse der Auswirkungen des
Verhaltens der Agenten und deren Beziehungen.
Es ist davon auszugehen, dass sich Agenten Simulatoren daher für die Abbil-
dung ubiquitärer Informationsumgebungen eignen. Dabei können einzelne Arte-
fakte als Agenten modelliert werden. Allerdings eignet sich eine solche Simula-
tion nicht zur Untersuchung oder Entwicklung systemnaher Funktionalitäten der
Agenten, wie eines Qualitätsmanagementsystems. Vielmehr kann eine solche Si-
mulation für den Test von kollaborativen Anwendungen [47] von Interesse sein.
Fazit
Die Untersuchung verfügbarer Simulationsumgebungen in der Vorbereitung die-
ser Arbeit hat gezeigt, dass keine dieser Plattformen die Anforderungen an die
Simulation eines Qualitätsmanagementsystems für Kontexte in einer ubiquitären
Informationsumgebung erfüllt. Im einzelnen waren diese Anforderungen:
• Modellierbarkeit von Artefakten, deren Kommunikation über das CSpace-
Modell und deren Qualitätssicherungsschicht.
• Analysierbarkeit der Auswirkungen der Integration der Qualitätssicherungs-
schicht.
• Einfache Umsetzbarkeit verschiedener Anwendungsszenarien.
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Daher wurde im Rahmen dieser Arbeit der Simulator context_sim entwickelt, um
das systemnahe Kontextverarbeitungsverhalten von Artefakten in einer ubiquitä-
ren Informationsumgebung simulieren zu können. Im folgenden Abschnitt wird
der Simulator kurz vorgestellt. Dabei wird vor allem auf die Umsetzung der, in
dieser Arbeit entwickelten Verfahren zur Sicherung der QoC eingegangen.
5.2.2 Simulator: context_sim
Der Simulator context_sim wurde entwickelt, um die Auswirkungen von Qua-
litätssicherungsmechanismen in großen ubiquitären Informationsumgebungen zu
simulieren und diese Mechanismen zu evaluieren. Das Ziel war dabei möglichst
genau die Eigenschaften der realen Implementierung umzusetzen, um vergleich-
bare Ergebnisse aus der Simulation und der Evaluierung in der realen Testumge-
bung zu erhalten.
Der Simulator ist in der objektorientierten Programmiersprache JAVA als PC-
Anwendung geschrieben. In diesem Abschnitt wird die allgemeine Funktionali-
tät des Simulators beschrieben. Die simulatorbasierte Implementierung des QoC
Systems wird in Abschnitt 5.2.3 vorgestellt.
Bei der Implementierung von context_sim wurde darauf geachtet, dass funk-
tionale Einheiten der ubiquitären Informationsumgebung in eigenen Klassen ge-
kapselt sind. Neben einer Hauptklasse, die Steueraufgaben übernimmt, besteht
der Simulator aus einer Artefaktklasse, von der Artefakte verschiedener Typen
abgeleitet werden können, einer Kontextklasse, die dazu dient, Kontext-Objekte
mit ihren Attributfeldern zu erzeugen, einer Ableitungsklasse, die speichert, wie
verschiedene Kontexte in der Simulation von einander abgeleitet werden können
und einer Kommunikationsklasse, die einen CSpace implementiert.
context_sim simuliert diskrete Zeiteinheiten (Simulationsschritte). In jedem
Simulationsschritt werden alle Artefakte einer Umgebung aktiviert und können
dann kommunizieren und Kontexte verarbeiten. Der Simulator ist so angelegt,
dass die Verarbeitung der Artefakte quasi-parallel stattfindet. Am Ende jedes
Simulationsschrittes werden Verwaltungsarbeiten (engl. Maintenance) durchge-
führt. Diese beinhalten zum Beispiel die Erstellung zusammenfassender Simula-
tionsstatistiken für jeden Simulationsschritt.
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Kommunikation
Die Kommunikation von Artefakten innerhalb der Simulation geschieht über ein
CSpace-Objekt. Der CSpace wurde exakt nach den Vorgaben aus Abschnitt 3.7
implementiert. Artefakte können Kontexte in den CSpace schreiben und diese
auch wieder aus dem CSpace lesen. Darüber hinaus implementiert der CSpace
eine konfigurierbare Kanalzeit, die angibt, für wie viele Simulationsschritte Kon-
texte, nachdem sie in den CSpace geschrieben wurden, zur Verfügung stehen.
Dieser Mechanismus dient dazu verschiedene Kommunikationstopologien zu be-
rücksichtigen. Dazu gehören zum Beispiel segmentierte Netzwerke in denen In-
frastrukturkomponenten vorhanden sind, welche Daten replizieren oder puffern
können.
Von weitergehenden Eigenschaften der Referenzimplementierung des Aware-
Con V5 Protokolls, welches auf der Particle Computer Plattform die Grundlage
der Kommunikation bildet, wird in der Implementierung des CSpace abstrahiert.
Kontextsensitive Anwendungen
Anwendungen, die auf den Artefakten einer ubiquitären Informationsumgebung
ausgeführt werden, werden im Rahmen von context_sim lediglich auf der Basis
ihres Kontextverarbeitungsverhaltens implementiert. Auf die Simulation von Ak-
tuatorik und Sensorik, inklusive Benutzerschnittstellen, wird vollständig verzich-
tet. Dafür stellt die Ableitungsklasse zur Laufzeit der Simulation die Informatio-
nen darüber bereit, welches Artefakt welche Kontexte konsumieren und welche
neuen Kontexte es daraus ableiten kann. Dazu assoziiert die Ableitungsklasse den
Typ eines Artefaktes mit den entsprechenden Kontexttypen. Die so entstehenden
Ableitungsbäume repräsentieren also einen Kontextverarbeitungsprozess. Ein Ar-
tefakttyp kann mit mehreren Ableitungen assoziiert werden.
Kontextverarbeitung
Ist die Qualitätssicherungsschicht nicht aktiviert, folgt die Kontextverarbeitung in
context_sim einfachen Regeln: Der Typ eines Artefaktes gibt vor, welche Kon-
textableitungen für dieses Artefakt valide sind. Für jede valide Ableitung wird
festgestellt, ob alle benötigten Kontexte im CSpace vorhanden sind. Ist dies der
Fall, wird ein neuer Kontext produziert, der dann im nächsten Simulationsschritt
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ebenfalls im CSpace verfügbar ist. Sind nicht alle für eine Ableitung notwendigen
Kontexte vorhanden, wird der nächste, für das Artefakt gültige Ableitungsbaum
abgearbeitet, ohne dass zuvor ein neuer Kontext produziert wurde. Dieser Ablauf
setzt sich fort, bis alle für das Artefakt gültigen Ableitungen abgearbeitet sind.
Ableitungsregeln
Neben den Ableitungsbäumen für Kontexte höherer Ordnung (vgl. Abschnitt 4.5),
welche die Produktion von Kontexten auf der Basis bereits im CSpace vorhande-
ner Quellkontexte beschreiben, können Ableitungsregeln für die Erzeugung von
Kontexten erster Ordnung angegeben werden. Diese Ableitungsregeln zeichnen
sich dadurch aus, dass das Feld, welches die Quellkontexte speichert, in diesem
Fall leer bleibt.
Als Erweiterung der Funktionalität simulierter Artefakte kann eine Übergangs-
wahrscheinlichkeit zwischen alternativ zu verwendenden Ableitungsregeln ange-
geben werden.
5.2.3 Qualitätsmanagementschicht: QoC
Die Funktionalität der Qualitätsmanagementschicht ist in context_sim als Teil der
Artefaktklasse implementiert. Kontextattribute werden von den Kontextobjekten
als Objektvariablen zur Verfügung gestellt. Diese werden bei der Erzeugung des
Kontextes durch den Qualitätsaggregator des erzeugenden Artefaktes gesetzt.
Neben den Algorithmen zur Auswertung und Berechnung der Kontextattribu-
te, stellt der Qualitätsfilter die zentrale Komponente der Qualitätsmanagement-
schicht der Artefakte dar. Dieser ist in context_sim so implementiert, dass sich
die Funktionalität einzelner Kontextattribute für die Simulation zu- beziehungs-
weise abschalten lässt. Dadurch ist es möglich, Vergleiche zwischen der Kontex-
terkennungsleistung der Artefakte mit und ohne Qualitätsmanagement in einem
Anwendungsszenario zu ziehen. Die simulative Evaluierung geschieht dann, wie
in Kapitel 6 gezeigt wird, mittels verschiedener Simulationsläufe gleicher An-
wendungsszenarien, bei denen die Parameter der Kontextattribute verändert wer-
den.
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Simulation von Anwendungsszenarien
Die Simulation von Anwendungsszenarien mit context_sim basiert auf der Art
und Anzahl der simulierten Artefakte und deren Typen, die für die Simulation mit-
tels der Ableitungsregeln, deren Kontextverarbeitungsverhalten vorgeben. Dane-
ben lassen sich, wie bereits erwähnt, die Parameter der Kontextqualitätssicherung
konfigurieren. Simulierte Szenarien werden außerdem über den, für das Szenario
vorgegebenen RAUM-Lokationsbaum beeinflusst. Weitere Parameter der Simu-
lation sind das Aktivitätsniveau der einzelnen Artefakte, welches angibt, wie oft
ein Artefakt im Durchschnitt in der Simulation aktiviert wird und die echte Zu-
verlässigkeit der produzierten Kontexte.
Da der Simulator nicht die kontextsensitive Anwendung selbst simuliert, son-
dern nur deren Verarbeitungsverhalten, muss ein Wert für die tatsächliche Zu-
verlässigkeit der simulierten Kontexte angegeben werden. Anhand dieses Wer-
tes wird entschieden, wie viele der simulierten Kontexte eines Artefaktes korrekt
sind. Sie entspricht also der Kontexterkennungsrate des Artefaktes und dient als
Basis für die Evaluierung des Qualitätsmanagementsystems, das zum Ziel hat,
diese Kontexterkennungsrate bei Artefakten, die Kontexte höherer Ordnung ver-
arbeiten, zu verbessern (vgl. These dieser Arbeit).
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Grundlage für die Evaluierung des Qualitätsmanagementsystems im realen An-
wendungsumfeld, ist das AwareOffice und seine Artefakte. Das AwareOffice dient
als Test- und Evaluierungsumgebung für Ubiquitous Computing Anwendungen
und Geräte. Dabei folgt es dem Prinzip des lebenden Labors (engl. Living Lab)
[6, 97]. Das bedeutet, die Testumgebung wird im täglichen Lehr- und Forschungs-
betrieb benutzt und dabei einer kontinuierlichen Evaluierung unterzogen.
Das AwareOffice ist eine Büroumgebung, die ihre Benutzer bei typischen Auf-
gaben im Büroumfeld aktiv unterstützen kann. Artefakte in dieser Umgebung um-
fassen unter anderem Stühle, Tassen und Boardmarker zum Schreiben auf einer
Weißwandtafel und den dazu gehörenden Schwamm. Hinzu kommen PDAs, ein
interaktives Türschild, eine Digitalkamera und ein Datenprojektor, sowie kontext-
sensitive Fenster und eine Tür.
In den folgenden Abschnitten werden diese Artefakte und die unterschiedlichen
Implementierungen der Qualitätsmanagementschicht auf diesen vorgestellt. Eine
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ausführliche Beschreibung der kontextsensitiven Anwendungen der Artefakte des
AwareOffice findet sich in [190].
5.3.1 AwarePen
Der AwarePen ist ein Stift zum Schreiben auf einer Weißwandtafel, welcher in
der Lage ist, die Art seiner Benutzung zu erkennen. Es existieren insgesamt drei
verschiedene Implementierungen des AwarePens, die sich durch die zur Kontext-
erkennung verwendeten Algorithmen unterscheiden: die erste hier vorgestellte
Implementierung basiert auf der Anwendung von Filterketten. Eine weitere Im-
plementierung nutzt neuronale Netzwerke zur Kontexterkennung. Die dritte Im-
plementierung basiert auf unscharfer Logik. Aufgrund dieser Diversifizierung ist
es möglich, in der Evaluierung des Kontextmanagementsystems den Einfluss ver-
schiedener Algorithmen auf die erreichbaren Erkennungsraten zu berücksichti-
gen, auch wenn die betrachtete Anwendung unverändert bleibt.
Alle drei Implementierungen sind in der Lage, die gleichen drei Kontexte des
AwarePen zu unterscheiden und diese zu kommunizieren. Diese Kontexte kön-
nen als „stillliegen“, „spielen oder gestikulieren“ und „schreiben“ beschrieben
werden.
Abbildung 5.1. AwarePens: Tafelstifte mit pParts
Die Hardware des AwarePen besteht, wie Abbildung 5.1 zeigt, aus einem han-
delsüblichen Weißwandtafelstift, an dem ein Particle Computer von Typ pPart
befestigt wurde. Als Sensorboard kommt ein Ssimp mit einem dreiachsigen Be-
schleunigungssensor zum Einsatz.
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Implementierung der Qualitätsmanagementschicht auf pParts
Auf den, auf pPart Particle Computern basierenden Artefakten, ist das Qualitäts-
managementsystem als Erweiterung des AwareCon V5 Kommunikationsproto-
kolles [17] implementiert. Dazu wurde der Protokollkopf der ACL-Schicht (engl.
Application Convergence Layer) um Felder zur Aufnahme der Kontextattribute
erweitert und die Kontextmanagementschicht mit dem Qualitätsfilter und Quali-
tätsaggregator als Erweiterung der Funktionalität des Protokollstapels implemen-







Abbildung 5.2. AwareCon mit Kontextmanagementschicht
Der erweiterte ACL-Kopf ist in Abbildung 5.3 dargestellt. Das Feld ACL-Typ
enthält den 3-2-kodierten1 Kontexttyp in zwei Bytes. Danach folgt das ein Byte
lange Feld DL. In ihm ist die Länge der in diesem Paket enthaltenen semantischen
Kontextdaten in Byte abgelegt.
Die Felder CSA und CPA enthalten die Zeitstempel des Kontextattributes CA.
Beide sind in je 4 Bytes kodiert. Dabei wurde für die Evaluierung eine einfa-
che reduzierte Darstellung verwendet, welche lediglich ein Byte für die Minuten,
ein Byte für die Sekunden und zwei Bytes für die Millisekunden vorsieht. Diese
Reduktion ist möglich, da es sich bei AwareCon V5 um ein zeitsynchonisiertes




Protokoll handelt. Die Zeitreferenz wird im Netzwerk von Zeitservern bereitge-
stellt.
ACL-Typ DL LOCCSA CPA FCR GRC
2 Bytes 1 24 4 2 30
Abbildung 5.3. Erweiterter ACL-Protokollkopf
Darauf folgen zwei Bytes, welche das Attribut LOC enthalten. Auch hier wird
eine reduzierte Darstellung verwendet. Die zwei Bytes enthalten eine eindeuti-
ge Referenz in den RAUM-konformen Lokationsbaum der ubiquitären Informa-
tionsumgebung. Diese Darstellung wurde gewählt, da der Protokollkopf der Ver-
bindungsschicht (engl. Link Layer, LL) des AwareCon-Stapels bei der Kommu-
nikation über drahtgebundene Netzwerke bereits die vollständige Lokation eines
Artefaktes in RAUM-konformer Kodierung enthält.
Das Feld FCR enthält die Verlässlichkeit des Kontextes. Der zwei Bytes um-
fassende Wert wird intern als Gleitkommazahl im Wertebereich zwischen 0 und 1
verarbeitet. Abschließend enthält das Feld GRC das Genom des Kontextes hierfür
sind 30 Bytes reserviert. Die Aufteilung dieses Feldes richtet sich nach der Konfi-
guration des Kontextgenoms. Die Anzahl der Gene und ihrer Allele ist innerhalb
der verfügbaren 30 Bytes frei konfigurierbar.
5.3.2 AwareSponge
Der AwareSponge (Abbildung 5.4) ist ein Schwamm für das Wischen von Weiß-
wandtafeln, der mit einem pPart Particle Computer ausgestattet ist. Das hier ver-
wendete Senorboard enthält Bewegungs- und Kraftsensoren. Mit diesen kann er-
kannt werden, wann der Schwamm dazu benutzt wird, die Tafel zu wischen. Die
Kontexterkennung des AwareSponge basiert auf einer Filterkette. Sie unterschei-
det die Zustände „in Ruhe“ und „es wird gewischt“.
Die Implementierung des Kontextmanagementsystems entspricht der des Awa-
rePen, da hier ebenfalls pParts als Basistechnologie des Artefaktes eingesetzt wer-
den.
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Abbildung 5.4. AwareSponge: kontextsensitiver Tafelschwamm
5.3.3 AwareCam
Die AwareCam ist ein Artefakt, welches aus einer, von einem PC gesteuerten Di-
gitalkamera besteht. Die Aufgabe der Kamera ist es, während einer Besprechung,
Bilder von den Tafelaufschrieben an der Weißwandtafel während einer Bespre-
chung zu machen und diese per Email an die Teilnehmer zu versenden.
Die Anwendung arbeitet dabei auf der Basis verschiedener Kontexte, die
im AwareOffice verfügbar sind, so zum Beispiel den Kontexten, welche von
den AwarePens und dem AwareSponge bereitgestellt werden. Hinzu kommt der
„Besprechungs“-Kontext, der von dem, in Abschnitt 5.3.5 vorgestellten, interak-
tiven Türschild erzeugt wird.
Die AwareCam Software wird auf einem PC ausgeführt, an den eine Digital-
kamera angeschlossen ist. Die Kontextkommunikation ist auch hier als Erwei-
terung des AwareCon Protokolls implementiert. Dieses steht neben der Version
für Particle Computer auch in einer PC Version (libParticle2) zur Verfügung. Um
Kompatibilität zwischen den verschiedenen Hardwareplattformen zu gewährleis-
ten, entspricht die Implementierung der Kontextmanagementschicht der, auf den
Particle Computern.
2libParticle: http://particle.teco.edu/software/libparticle/index.html (besucht 10/2006)
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Die AwareCam kann feststellen wie viel Text auf die Tafel geschrieben wurde
und erkennt, ob sich eine Person, zum Beispiel der Schreiber, im Bildausschnitt
befindet. In Schreibpausen versucht die Anwendung dann ein Foto der Tafel auf-
zunehmen. Greift der Schreiber zum Schwamm bevor die Kamera eine Gelegen-
heit hatte ein Bild aufzunehmen, kann dieser gewarnt werden. Eine ausführliche
Beschreibung der AwareCam Anwendung und der zum Einsatz kommenden Bil-
derkennung, ist in [112] zu finden.
5.3.4 Stühle, Fenster, Tür, Projektor, Weißwandtafel
Die Artefakte, welche in diesem Abschnitt zusammengefasst werden basieren
auf der uPart Hardwareplattform. Wie bereits in Abschnitt 5.1 erläutert wurde,
handelt es sich bei den uPart Particle Computern um Geräte, die nicht vom Be-
nutzer programmiert, sondern lediglich durch Konfiguration den Anforderungen
einer Ubiquitous Computing Anwendung angepasst werden können. Dadurch ist
es nicht möglich eine Qualitätsmanagementschicht direkt auf den uParts zu im-
plementieren. Da sich das Paketformat der drahtlosen Kommunikation von uParts
vom dem, der pParts (dem Standard AwareCon V5 Format) unterscheidet, muss
dieses von Infrastrukturobjekten im AwareOffice umgesetzt werden.
Abbildung 5.5. Stuhl mit uPart Abbildung 5.6. Projektor mit uPart
Auf der Basis dieser Umsetzung wurde im Rahmen einer Diplomarbeit [109]
das Konzept der virtuellen pParts entwickelt. Dabei handelt es sich um einen
Proxyserver, der uPart Pakete entgegen nimmt und diese in gültige pPart umwan-
delt, bevor sie wieder in das Kommunikationsnetzwerk gesendet werden. Pakete,
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die von den virtuellen pParts (den vParts) gesendet werden, entsprechen im Auf-
bau dem Paketformat aus Abbildung 5.3.
Neben der Konvertierung des Paketformates, ist es die Aufgabe des vPart
Proxyservers, die kontextsensitiven Anwendungen der verschiedenen uPart ba-
sierten Artefakte zu implementieren und die Funktionalität der Kontextmanage-
mentschicht bereitzustellen. Da der vPart Proxyserver auf der libParticle aufsetzt,
wurde hier auf dieselbe Implementierung des Kontextmanagements zurückgegrif-
fen, welche auch die Basis des AwareCam Servers bildet.
Abbildung 5.7. Fenster mit uPart Abbildung 5.8. Tür mit uPart
Die Kontexte, welche von den hier vorgestellten Artefakten produziert werden,
dienen unter anderem dazu, Besprechungen im AwareOffice zu detektieren. Die
kontextsensitiven Stühle (Abbildung 5.5) können unterscheiden, ob sie besetzt
oder frei sind. Der Datenprojektor (Abbildung 5.6) produziert die Kontexte „in
Betrieb“ oder „ausgeschaltet“. An der Weißwandtafel ist ein uPart angebracht,
über welches festgestellt werden kann, ob die Tafel benutzt wird. Fenster und Tü-
ren (Abbildungen 5.7 und 5.8 ) können die Kontexte „geöffnet“ und „geschlos-
sen“ kommunizieren.
5.3.5 Interaktives Türschild
Das interaktive Türschild (Abbildung 5.9) stellt, aus Sicht der Kontextverarbei-
tung, die zentrale Komponente des AwareOffice dar. Es führt die Mehrzahl der
im AwareOffice verfügbaren Kontexte zusammen und produziert selbst einen
Besprechnungskontext. Darüber hinaus stellt das Türschild ein Interface zu ei-
nem Besprechnungsraumbuchungssystem bereit. Dieses Buchungssystem kann
genutzt werden, um den Besprechnungsraum zu reservieren. Finden spontane,
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nicht vorab geplante Besprechungen statt, die von den Artefakten des Aware-
Office erkannt werden, sorgt das Türschild dafür, dass auch diese Belegungen
automatisch in das Buchungssystem eingetragen werden.
Das interaktive Türschild zeigt außen, neben dem Besprechnungsraum, stän-
dig den Zustand des Raumes an. Mögliche Kontexte sind hier „eine Besprechung
findet statt“, „es herrscht leichte Aktivität im Besprechungsraum“ und „der Be-
sprechungsraum ist frei“.
Abbildung 5.9. Interaktives Türschild am AwareOffice
Die Hardware des Türschildes besteht aus einem Siemens SIMPad SL4, einem
Webpad Computer mit einem 8,5 Zoll großen berührungssensitiven TFT Bild-
schirm. Die Netzwerkverbindung ist über WLAN realisiert. Die Anwendung des
Türschildes ist PC basiert und baut auf der bereits vorgestellten Implementierung
auf der Basis der libParticle auf.
5.3.6 Kontextsensitive PDAs
Die kontextsensitiven PDAs sind Standard PDAs, die zusätzlich mit einem pPart
Particle Computer ausgerüstet sind. Diese PDAs wurden ursprünglich im Rah-
men des MemoClip II Projektes [44, 186] entwickelt. Sie werden, mit erweiterter
Funktionalität, im AwareOffice eingesetzt.
Die PDAs sind in der Lage, unabhängig vom interaktiven Türschild, einen
Besprechungskontext zu produzieren. Alternativ können sie aber auch den Be-
sprechungskontext des Türschildes konsumieren. Diese Kontexte werden auf den
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PDAs dazu verwendet, die Erinnerungsfunktion dynamisch der umgebenden Si-
tuation anzupassen. Kalendererinnerungen werden dabei während einer Bespre-
chung nur optisch angezeigt, eine akustische Alarmierung wird unterbunden.
Die pPart Particle Computer der PDAs enthalten dieselbe AwareCon-Erweiterung,
wie sie auch in den AwarePens zum Einsatz kommt.
5.4 Zusammenfassung
Dieses Kapitel stellt die der Evaluierung zu Grunde liegende Implementierung,
des in dieser Arbeit entwickelten Kontextmanagementsystems vor. Dabei werden
die Bereiche Simulation und Anwendung in einer realen ubiquitären Informa-
tionsumgebung unterschieden.
Für die Simulation der Auswirkungen eines Qualitätsmanagementsystems wur-
de im Rahmen dieser Arbeit der Simulator context_sim entwickelt und implemen-
tiert. Dieser Simulator ist darauf spezialisiert, die Kommunikation und Kontext-
verarbeitung von Artefakten in ubiquitären Informationsumgebungen gemäß der
Modelle, welche dieser Arbeit zu Grunde liegen zu simulieren. Dadurch wird es
möglich, Middelware, wie das Kontextmanagementsystem, simulativ zu evalu-
ieren. Dabei sind vor allem Szenarien von Interesse, die eine Größe und Kom-
plexität erreichen, welche mit dem heutigen Stand der Technik nicht in realen
Testumgebungen umgesetzt und analysiert werden können. Der Simulator stellte
außerdem während der Entwicklung des Kontextmanagementsystems ein wichti-
ges Werkzeug dar, um Anpassungen schnell und effizient testen zu können.
Parallel zu der Umsetzung des Kontextmanagementsystems in einer Simula-
torumgebung, steht die Implementierung des Systems auf realer Hardware. Dafür
wurden die Artefakte der AwareOffice Umgebung ausgewählt, da diese Umge-
bung dem Prinzip des Living Lab folgt und beste Voraussetzungen für die realis-
tische Evaluierung des Qualitätssicherungssystems bietet. Durch die Implemen-
tierung des Qualitätsmanagementsystems auf der Particle Computer Hardware
konnte der Nachweis geführt werden, dass das vorgestellte System in der Praxis
auf Ubiquitous Computing Plattformen implementierbar ist.
Neben der javabasierten Implementierung der Kontextmanagementschicht im
Simulator context_sim, wurden in diesem Kapitel zwei weitere Implementierun-
gen vorgestellt. Beide setzen das Qualitätssicherungssystem in der realen Anwen-
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dungsdomäne um. Sie wurden in das Particle Computer System integriert, wel-
ches die Grundlage für die Anwendungen im AwareOffice bildet.
Die erste dieser Umsetzungen läuft direkt auf der Particle Computer Hardwa-
replattform, die zweite wurde in die PC basierte Implementierung des Particle
Computer Kommunikationssystems integriert. Somit sind nun alle aktiven Kom-
ponenten des AwareOffice mit dem, in dieser Arbeit vorgestellten Kontextmana-
gementsystem zur Sicherung der Qualität von Kontexten in ubiquitären Informa-
tionsumgebungen ausgestattet.
Ziel des hier entworfenen und umgesetzten Systems ist die Verbesserung der
Kontexterkennung von Artefakten in ubiquitären Informationsumgebungen. Im
folgenden Kapitel wird nun auf der Basis der hier vorgestellten Implementierun-
gen, das Kontextmanagementsystem, im Hinblick auf dieses Ziel, evaluiert.
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In diesem Kapitel werden die Ergebnisse der Evaluierung, des in dieser Arbeit
entwickelten Kontextmanagementsystem zur Sicherung der Qualität von Kontext-
daten in ubiquitären Informationsumgebungen, vorgestellt. Mit den Ergebnissen
aus simulierten und realen Anwendungsumgebungen werden die Thesen der Ar-
beit gestützt und die Effektivität des Systems nachgewiesen. Die Evaluierung ist
in drei Abschnitte unterteilt die verschiedene Systemaspekte näher beleuchten
und so ein umfassendes Bild der Leistungsfähigkeit des Systems zeichnen. Dazu
werden die einzelnen Kontextattribute und ihre Auswirkung auf die Kontexter-
kennungsrate von Artefakten in ubiquitären Informationsumgebungen untersucht.
Zuerst werden generelle Eigenschaften des Attributes GRC anhand von Simu-
lationen in MATLAB dargestellt. Dieses Attribut und seine gesamte algorithmi-
sche Umsetzung wurden im Rahmen dieser Arbeit entwickelt. Dabei wurde die
mathematische Software und Programmiersprache MATLAB als zentrales Werk-
zeug eingesetzt.
Der zentrale Teil dieses Kapitels enthält die Ergebnisse der simulativen Evalu-
ierung des Kontextmanagementsystems. Dabei wurde der Simulator context_sim
eingesetzt, um die Auswirkungen der einzelnen Attribute auf die Kontexterken-
nungsrate von Artefakten zu analysieren. Hierzu wurden typische Problemszena-
rien betrachtet. Abschließend wurde die Leistungsfähigkeit des Gesamtsystems
und das Zusammenspiel aller Attribut in einer integrierten Simulation beurteilt.
Der dritte Teil der Evaluierung fand in der realen Anwendungsumgebung des
AwareOffice statt. Hier wird anhand einer ausgewählten Anwendung, dem Awa-
rePen, die Verbindung zu den simulativen Ergebnissen hergestellt und diese mit
den im AwareOffice erzielten Ergebnissen verglichen.
6.1 Simulation: GRC in MATLAB
Die mathematische Programmier- und Analyseumgebung MATLAB diente wäh-
rend der Entwicklung des Kontextattributes GRC als zentrales Werkzeug. In die-
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sem Abschnitt werden spezielle Eigenschaften dieses Attributes analytisch be-
trachtet. Dazu werden Daten aus der Entwicklungsphase herangezogen. Den Un-
tersuchungen liegt eine algorithmische Implementierungen von GRC in MAT-
LAB zu Grunde. Das zentrale Interesse gilt bei den hier vorgestellten Untersu-
chungen den Auswirkungen der Parameterauswahl für das Attribut GRC.
6.1.1 Adjustierbare Parameter von GRC
Die frei wählbaren Parameter, welche zur individuellen Anpassung des Attributes
GRC an eine ubiquitäre Informationsumgebung genutzt werden können, sind die
Anzahl der Gene n, aus denen ein Kontextgenom besteht und die Anzahl der
Allele r, die jedes Gen des Genoms kodieren kann. Werden, wie hier Bit-Vektoren
zur Repräsentation des Genoms eingesetzt, stellt die Formel l = n lnrln2 (Formel
4.22) den Zusammenhang zwischen der Länge des gesamten Kontextgenoms l
und den Parametern n und r her.
Das Auflösungsvermögen des Verwandtschaftsgrades hängt von n ab. Der Ver-
wandtschaftsgrad wird durch eine reelle Zahl aus dem Intervall [0,1] repräsen-
tiert. Die Anzahl der möglichen Werte, welche der Verwandtschaftsgrad anneh-
men kann ist damit n+1 (vgl. Formeln 4.23 und 4.24).
Der Parameter r des Kontextgenoms beeinflusst den systematischen Fehler des
Verfahrens. Dies ergibt sich aus der Formel für die Obergrenze des zu erwartenden




r (vgl. Formel 4.30). Die Variable m bezeichnet hier
die Anzahl der an einem Vererbungsprozess beteiligten Elterngenome.
6.1.2 Auswirkung der Parameter Variation
In diesem Abschnitt werden die Auswirkungen der Variation der Parameter n und
r auf das Attribut GRC untersucht. Dazu wird zunächst eine Versuchsreihe mit
variabler Anzahl an Genen im Genom betrachtet. Für diese Simulationen wurde
r = 256 gewählt und auf diesem Wert festgehalten.
Beispielhaft dient eine einfache Vererbung als Basis der Versuche. Aus zwei
Kontext Genen C0 und C1 wird ein Kindgenom C2 erzeugt. Beim Crossover zwi-
schen C0 und C1 ist die Vererbungswahrscheinlichkeit von Genen beider Ge-
nome gleich 0,5. Betrachtet wird dann die Verteilung der Rückgabewerte von
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rel(C1,C2), des Verwandtschaftsgrades des Kindgenoms und eines der Elternge-





























Abbildung 6.1. Verteilung der Verwandtschaftsgrade für n = 10,30,50
Abbildung 6.1 zeigt die Versuche für n = 10, n = 30 und n = 50. Bei jedem
der Versuche wurden die resultierenden Verwandtschaftsgrade aus 5000 unab-
hängigen Vererbungsprozessen ausgewertet. Die Klassenbreite des Histogramms
beträgt hier 0,1. Es ist zu erkennen, dass die Varianz der Verteilung der Verwand-
schaftsgrade mit steigendem n abnimmt. Die Abbildung 6.2 zeigt die Versuche
n = 100, n = 500 und n = 1000 mit einer feineren Auflösung. Hier wurde als
Klassenbreite des Histogramms 0,01 gewählt.
Formal stellt sich dieser Sachverhalt folgendermaßen dar: Für den Erwartungs-
wert der Standardabweichung des Verlässlichkeitsmaßes rel gilt:
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Abbildung 6.2. Verteilung der Verwandtschaftsgrade für n = 100, n = 500 und
n = 1000
E (σ (rel)) =
√
n · rel · (1− rel)
n
(6.1)
Daraus ergibt sich für den Erwartungswert der Varianz von rel:
E (Var (rel)) =
(√




n · rel · (1− rel)
n2
=
rel · (1− rel)
n
(6.2)
Da der Term (rel · (1− rel)) für rel = 0,5 maximal wird, zeigen die obigen
Versuche die größte zu erwartende Varianz in den Verwandtschaftsgraden bei ge-
gebenem n. Ein Wert von rel = 0,5 stellt also den schlechtesten Fall für die Ver-
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teilung der Verwandtschaftsgrade dar. Die Tabelle 6.1 zeigt die Ergebnisse der
Versuche noch einmal im Überblick.
n σ(rel(C1,C2)) Var(rel(C1,C2)) rel(C1,C2)
10 ~0,159 0,025173 0,4998
30 ~0,09 0,0081651 0,49979
50 ~0,07 0,004905 0,4991
100 ~0,049 0,002413 0,50098
500 ~0,022 0,00049966 0,50139
1000 ~0,016 0,0002479 0,50093
Tabelle 6.1. Auflösungsvermögen von GRC
Für die weiteren Versuche im Rahmen dieser Evaluierung wurde n = 30 ge-
wählt, da dies den Beschränkungen der Paketlänge in der Implementierung auf
den pParts entspricht. Auch für die simulativen Versuche wurde diese Anzahl Ge-
ne gewählt, um sicher zu stellen, dass die Ergebnisse der Simulationen mit denen
der Feldversuche direkt vergleichbar sind.
Der zweite variable Parameter von GRC ist die Anzahl der Allele r. Die Aus-
wirkung der Anzahl der Elterngenome, die an einem Vererbungsprozess beteiligt
sind, wurde bereits in Abschnitt 4.8.4 untersucht. Hier wird nun die Auswirkung
der Variation der Anzahl der Allele auf den zu erwartenden Fehler in der Berech-





Für die folgende Betrachtung wird die Anzahl der Elterngenome, welche an
einem Verarbeitungsprozess beteiligt sind auf 2 festgesetzt. Die Formel für den
zu erwartenden Fehler ist in diesem Fall E (relerr) = 12r . Abbildung 6.3 zeigt die
Entwicklung des Fehlers bei einer steigenden Anzahl Allele. Zu beachten ist, dass
hier für die X-Achse eine exponentielle Darstellung gewählt wurde. Bei 256 Al-
lelen, also einer Genlänge von 8 Bit, liegt der zu erwartende Fehler bei bis zu 6
Elterngenomen unterhalb eines Wertes von 0,01. Daher wurde diese Einstellung
für die weitere Evaluierung gewählt.
6.2 Simulation: context_sim
In diesem Abschnitt werden die Ergebnisse der simulativen Evaluierung des Kon-
textmanagementsystems vorgestellt. Als Bewertungskriterium für die Evaluie-
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Abbildung 6.3. Erwarteter Fehler in Abhängigkeit von der Anzahl der Allele
rung dient die Kontexterkennungsrate einer kontextsensitiven Anwendung. Um
die Auswirkung der Nutzung von Kontextattributen durch das Kontextmanage-
mentsystem zu quantifizieren, werden die im Folgenden beschriebenen Versuche
einmal ohne und zum Vergleich einmal mit aktiviertem Kontextmanagementsys-
tem durchgeführt.
Die Problematik bei der quantitativen Beurteilung der Verbesserung der Kon-
texterkennungsrate, liegt in der Komplexität ubiquitärer Informationsumgebun-
gen. Durch die komplexen Abhängigkeiten von Anwendungen und die hohe Dy-
namik in den Umgebungen ist es kaum möglich, Verbesserungen der Kontexter-
kennungsrate eindeutig der Anwendung eines bestimmten Attributes zuzuordnen.
Die mittlere Kontexterkennungsrate aller Artefakte einer Umgebung ist damit
wenig aussagekräftig. Dies ist auf verschiedene Faktoren zurückzuführen: Die
Kontextattribute wurden entwickelt, um konkrete in ubiquitären Informationsum-
gebungen typische Problemsituationen behandeln zu können. Die Verteilung und
Gewichtung dieser Probleme innerhalb einer ubiquitären Informationsumgebung
kann aber weder in realen Versuchen, noch in realitätsnahen Simulationen so sta-
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bil gehalten werden, dass sinnvolle quantitative Analysen der Attributauswirkun-
gen auf die globale Erkennungsrate möglich werden.
Daher wird hier ein anderer Ansatz gewählt: Zunächst wird für jedes der Kon-
textattribute ein Versuchsaufbau definiert, welcher die Problemsituation, die das
Attribut adressiert, beinhaltet. In dieser Versuchsanordnung wird dann die Erken-
nungsrate eines oder weniger bestimmter Artefakte beobachtet. Dabei wird der
Versuch einmal ohne aktiviertes Kontextmanagement durchgeführt. Die Ergeb-
nisse werden dann verglichen mit einem Versuchslauf, in dem das zu untersuchen-
de Attribut aktiviert ist. Somit kann die Auswirkung jedes einzelnen Attributes auf
die Kontexterkennungsrate eines Artefaktes in einer speziellen Problemsituation
evaluiert werden. Überschneidungen der Effekte von Kontextattributen werden
dabei vermieden. Die Versuchsanordnungen bleiben überschaubar und nachvoll-
ziehbar.
Abschließend wird anhand eines integrierten Gesamtszenarios die Auswir-
kung des vollständigen Kontextmanagementsystems auf die globale Kontexter-
kennungsrate einer Versuchsumgebung betrachtet. Dabei werden die zuvor unter-
suchten Versuchsanordnungen zusammengefügt und untereinander verbunden.
6.2.1 Attribut CA: Kontextalter
Das Kontextattribut CA beschreibt das Alter eines Kontextes. Fehler in der Kon-
texterkennung können aufgrund des Kontextalters entstehen, wenn die Gleichzei-
tigkeit von Ereignissen eine Rolle für die richtige Beurteilung der Situation spielt.
Ebenso kann die zeitliche Abfolge von Eingangskontexten eine Rolle für die kor-
rekte Interpretation einer Situation spielen. Hier werden nun zwei Versuche vor-
gestellt, welche den Nutzen des Attributes CA in Bezug auf das Produktionsalter
(CPA) und das Keimalter (CSA) von Kontexten, analysieren.
Versuchsaufbau: CPA
Ein Anwendungsbeispiel für die Relevanz der Gleichzeitigkeit von Ereignissen
stammt aus dem AwareOffice. Bei der Erkennung einer Besprechnungssituation
werden unter anderem die Kontexte der Stühle herangezogen. Sind mehrere Stüh-
le aktiv, ist davon auszugehen, dass sich mehrere Personen im Raum befinden.
Die Wahrscheinlichkeit für eine Besprechung steigt. Mehrere Stühle können aber
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auch während der Reinigung, beim Saugen des Raumes, aktiviert werden, wenn
diese nacheinander vom Tisch weggezogen und wieder zurückgeschoben werden.












Abbildung 6.5. Simulation CPA:
Ableitungsgraph
Die Simulation dieses Beispieles besteht aus 11 Artefakten. 10 Artefakte des
Typs A, welche einen Kontext von Typ a produzieren, entsprechen den Stühlen
im Anwendungsbeispiel. Ein Artefakt vom Typ B aggregiert die Kontexte vom
Typ a zu einem Kontext vom Typ b. Dieser entspricht dem Besprechungskontext.
Abbildung 6.4 zeigt den Subskriptionsgraph. Im Ableitungsgraph in Abbildung
6.5 ist zu erkennen, dass das Artefakt B mindestens drei Kontexte des Typs a
benötigt, um einen Kontext vom Typ b zu produzieren. Bezogen auf das obige
Beispiel würde dies bedeuten, dass eine Besprechung erkannt werden soll, wenn
mindestens drei Stühle aktiv sind.
Die Kontextalgorithmen aller Artefakte werden mit einer mittleren Zuverläs-
sigkeit von 0,87 simuliert. Dies stellt einen für heutige Kontextalgorithmen gute
mittleren Zuverlässigkeitswert dar (vgl. [8]). Die Zuverlässigkeit der erzeugten
Kontexte wird in der Simulation einer linearen zeitlichen Degression unterwor-
fen, wie sie zum Beispiel von Schmidt in [144] zur Modellierung temporaler
Einflüsse vorgeschlagen wurde. Die gewählte Degressionsrate liegt bei 0,1 pro
Simulationsschritt. Des Weiteren wird angenommen, dass jeder Kontext durch
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Segmentierung für maximal 5 Simulationsschritte im CSpace verfügbar ist. Si-
muliert wurden pro Simulationslauf 5000 Schritte. Artefakte vom Typ A sind im
Durchschnitt in jedem vierten Simulationsschritt aktiv; das Artefakt vom Typ B
dagegen ist in jedem Simulationsschritt aktiv und kann Kontexte verarbeiten. Eine
Simulation besteht aus 100 aufeinander folgenden Simulationsläufen.
Ergebnisse
Durch den Aufbau dieses Szenarios werden im Durchschnitt pro Simulations-
schritt 2,5 Kontexte des Typs a erzeugt. Damit das Artefakt B einen Kontext vom
Typ b erzeugen kann, benötigt es allerdings mindestens 3 Kontexte a. Daher muss
es auf ältere Kontexte zurückgreifen, die in früheren Simulationsschritten erzeugt
wurden und die damit bereits einer temporalen Degression der Zuverlässigkeit in
Bezug auf seine Anwendung unterliegen.
Abbildung 6.6. Erkennungsrate CPA: aktiviert (1 Schritt) und deaktiviert
Wird das CPA bei der Verarbeitung im Artefakt B nicht beachtet, werden zu-
fällig Kontexte a ausgewählt, die im CSpace verfügbar sind. Da diese bis zu 5
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Simulationsschritten alt sein können und damit eine entsprechend geringe Zuver-
lässigkeit haben, führt dies zu einer sehr geringen Erkennungsrate des Kontextes
b im Artefakt B. Diese liegt über alle 100 Simulationsläufe im Mittel lediglich bei
0,3365.
Wird das CPA dagegen bei der Filterung von Kontexten beachtet, verbessert
sich die Erkennungsrate, wie Abbildung 6.6 zeigt, auf einen durchschnittlichen
Wert von 0,6583. Bei der Simulation mit aktiviertem CPA wurde der Qualitäts-
filter so konfiguriert, dass das Artefakt B nur Kontexte a weiterverarbeitet, die
maximal einen Simulationsschritt alt sind. Werden auch Kontexte a akzeptiert,
die bereits 2 Simulationsschritte alt sind, liegt die durchschnittliche Erkennungs-
rate des Artefaktes B noch bei 0,5642.
Weitere Effekte der Qualitätsfilterung lassen sich erkennen, wenn man die Aus-
wertung zweier Simulationsläufe mit und ohne CPA-Filterung vergleicht. Hier
sind die Daten für das Artefakt B wiedergegeben. Die vollständigen Daten je ei-
nes Simulationslaufes sind in Anhang A zusammengestellt.
Simulation ohne CPA:
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 14994
Total number of contexts produced: 4998
Overall recognition rate: 0.3367674651174112
Mean relatedness of consumed Cs: 0.003897114401316082




Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 7203
Total number of contexts produced: 2401
Overall recognition rate: 0.6562353088040962
Mean relatedness of consumed Cs: 0.0038178536720810848
Var of relatedness of consumed Cs: 4.112779654567796E-5
---------------------------------------------------------------------
In beiden obigen Simulationsläufen wurden 5000 Verarbeitungschritte simu-
liert. Das Artefakt B konnte in der Einstellung ohne CPA 14994 Kontexte kon-
170
6.2 Simulation: context_sim
sumieren und damit in fast jedem Simulationsschritt einen neuen Kontext produ-
zieren. Insgesamt wurden so 4998 Kontexte vom Typ b produziert. Im Vergleich
wurden bei der Simulation mit CPA nur 7203 Kontexte vom Typ a durch den
Qualitätsfilter zur weiteren Verarbeitung zugelassen. Aus diesen konnten 2401
Kontexte des Typs b produziert werden. Das bedeutet, dass die Verwendung des
Kommunikationskanals durch das Artefakt B, aufgrund der Filterung um etwa
48% verringert werden konnte, wobei die Kontexterkennungsrate des Artefaktes
gleichzeitig von 0,3368 um über 51% auf 0,6562 verbessert hat.
Versuchsaufbau: CSA
Das CSA ist relevant für die Kontexterkennung, wenn Situationen anhand von
längeren Kontextverarbeitungsketten erkannt werden. Aufeinander aufbauende
Kontexte charakterisieren dabei die zu erkennende Situation.
Dieses Beispiel wird mit der Hilfe von 4 Artefakten simuliert, welche eine Ver-
arbeitungskette bilden. Ein Artefakt vom Typ A produziert einen Kontext vom
Typ a. Dieser wird von einem Artefakt vom Typ B konsumiert, das wiederum
einen Kontext des Typs b produziert. Kontext b wird von Artefakt C konsumiert,
das Kontext c produziert. Ein Artefakt vom Typ D, schließt die Verarbeitungsket-
te ab. Es konsumiert Kontext c und produziert daraus Kontext d. Der Subskripti-
onsgraph entspricht in diesem Anwendungsbeispiel dem Ableitungsgraph. Beide
stellen eine einfache Kette der Verarbeitung dar.
Die Zuverlässigkeit des Kontextalgorithmus von Artefakt A wird mit 0,87 si-
muliert. Bei der Ableitung aus nur einem Quellkontext wird diese Anfangszu-
verlässigkeit durch den simulierten Algorithmus im ableitenden Artefakt nicht
weiter reduziert. Die temporale Degressionsrate liegt wieder bei 0,1 pro Simu-
lationsschritt. Die Verweildauer eines Kontextes im CSpace wird mit maximal 7
Simulationsschritten angenommen. Simuliert wurden 5000 Schritte je Simulati-
onslauf. Alle Artefakte wurden durchschnittlich in jedem vierten Schritt aktiviert.
Eine Simulation besteht wieder aus 100 aufeinander folgenden Simulationsläu-
fen.
Ergebnisse
In diesem Versuch werden die Kontexte a, b, c und d in einer Kette verarbeitet. Da
nicht jeder dieser Kontexte in jedem Simulationsschritt erzeugt wird, kann die für
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die Produktion des Kontextes d notwendige Verarbeitungskette, zwischen 4 und
28 Simulationsschritte in Anspruch nehmen. Dies führt zu einem signifikanten
Unterschied in der temporalen Degression der Zuverlässigkeit der Kontexte in
Abhängigkeit von der Dauer der Verarbeitungskette.
Abbildung 6.7. Erkennungsraten CSA: aktiviert (4 Schritte) und deaktiviert
Abbildung 6.7 zeigt den Vergleich der Erkennungsraten der simulierten Arte-
fakte für eine Simulation mit deaktiviertem Filter auf das CSA und einer Simula-
tion mit aktiviertem CSA-Filter. Es ist deutlich zu erkennen, wie die Erkennungs-
rate der Artefakte, ohne Filterung auf das CSA, entlang der Verarbeitungskette
abnimmt. Die durchschnittliche Erkennungsrate von Artefakt B liegt ohne Filte-
rung bei 0,6092, die von Artefakt C bei 0,4281 und die von Artefakt D lediglich
noch bei 0,3025. Für die Vergleichsmessung mit aktivierter CSA-Filterung, wur-
de in dieser Simulation der Qualitätsfilter aller Artefakte so eingestellt, dass er
Verarbeitungsketten bis zu einer Gesamtdauer von 4 Simulationsschritten akzep-
tiert. Damit verbessern sich die Kontexterkennungsraten der Artefakte signifikant
172
6.2 Simulation: context_sim






Total number of contexts consumed: 3009
Total number of contexts produced: 4271
Mean derive time: 7.854436689930223
Max internal context reliability: 0.999
Min internal context reliability: 0.06118118473419158






Total number of contexts consumed: 1184
Total number of contexts produced: 2449
Mean derive time: 2.700168918918917
Max internal context reliability: 0.999
Min internal context reliability: 0.5218457917658359
Mean internal context reliability: 0.810453042704471
---------------------------------------------------------------------
Betrachtet man die obigen Ergebnisse von zwei Simulationsläufen mit dieser
Konfiguration, erkennt man, dass die durchschnittliche Dauer aller Verarbeitungs-
ketten in der Simulation mit der Aktivierung des Qualitätsfilters auf das CSA,
deutlich, von 7,85 Simulationsschritten auf 2,70 Simulationsschritte, verringert
wird. Auch hier kann, wie schon zuvor, beobachtet werden, dass die Anzahl der
verarbeiteten und kommunizierten Kontexte sinkt, während deren durchschnittli-
che Zuverlässigkeit und damit auch die Erkennungsraten der Artefakte deutlich
steigen (vgl. Anhang A)
In einem zweiten Versuch wurde zu Vergleichszwecken die Konfiguration der
Qualitätsfilter der Artefakte noch einmal angepasst. Dabei wurden für die akzep-
table Gesamtdauer der Kontextableitung für die Artefakte vom Typ B, C und D
individuell zu 2, 3 und 4 Simulationsschritten gewählt.
Das Ergebniss dieser Simulation zeigt die Abbildung 6.8. Es ist zu erkennen,
dass sich nun die Erkennungsraten der Artefakte B, C und D praktisch auf dem
gleichen Niveau bewegen. Die durchschnittliche Kontexterkennungsrate des Ar-
tefaktes vom Typ B liegt nun bei 0,8262, die von Artefakt C bei 0,8138 und
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Abbildung 6.8. Erkennungsraten CSA: aktiviert (2, 3 und 4 Schritte)
schließlich die von Artefakt D bei 0,8060. Auch hier verbessert sich die Erken-
nungsrate der Artefakte B und C durch die optimalere Einstellung des Qualitäts-
filters.
Zu beachten ist beim Vergleich der beiden Versuche, dass die Erkennungsra-
te des Artefaktes vom Typ D unverändert bleibt. Dies ist darauf zurückzuführen,
dass in beiden Versuchen die Einstellung des Qualitätsfilters bei diesem Artefakt
gleich waren. Da der Filter das Keimalter der Kontexte analysiert, ist eine Verän-
derung der Kontexterkennungsrate eines Artefaktes nur von seiner lokalen Ein-
stellung bezüglich der Qualitätsfilterung auf das CSA abhängig. Die Einstellung
von vorangestellten Artefakten bleibt ohne Auswirkungen.
6.2.2 Attribut LOC: Lokation
Das Kontextattribut LOC beschreibt die räumliche Herkunft eines Kontexts in-
nerhalb einer ubiquitären Informationsumgebung. Fehler durch die Lokationszu-
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ordnung entstehen, wie in dem motivierenden Beispiel aus Abschnitt 3.8.2, wenn
mehrere gleiche Anwendungen, die lokale Kontexte verarbeiten, in einer ubiqui-
tären Informationsumgebung an verschiedenen Orten gleichzeitig arbeiten. Das
Anwendungsbeispiel war hier der AwarePen: Stifte an verschiedenen Orten, wer-
den zum Schreiben an Wandtafeln verwendet. Die AwareCam-Anwendung, wel-
che einer der Tafelinstallation durch ihre räumliche Anordnung zugeordnet ist,
empfängt nun Stift-Kontexte von beiden Tafeln.
Versuchsaufbau
Dieses Anwendungsbeispiel wird nun in der context_sim Simulation umgesetzt.
Um eine bessere Übersichtlichkeit zu erreichen, werden auch hier abstrakte
Artefakt- und Kontexttypen verwendet. Die Abbildung 6.9 zeigt den Subskrip-
















Abbildung 6.10. Simulation LOC:
Ableitungsgraph
Die Simulation besteht aus drei Artefakten. Zwei Artefakte vom Typ A, welche
sich an verschiedenen Orten (1 und 2) befinden produzieren Kontexte des Typs a.
Diese Artefakte und ihre Kontexte sind zur einfacheren Unterscheidung mit dem
Index ihres Ortes versehen. Das dritte Artefakt ist vom Typ B. Es befindet sich in




Abbildung 6.10 zeigt den Ableitungsgraph dieser Simulation. Ihm ist zu ent-
nehmen, dass das Artefakt vom Typ B drei verschiedene Möglichkeiten hat, den
Kontext b zu produzieren. Das Artefakt B kann alternativ zwei Kontexte aus Lo-
kation 1 oder Lokation 2 zum Kontext b weiterverarbeiten. Zusätzlich kann der
Kontext b auch aus je einem Kontext aus Lokation 1 und einem aus Lokation 2
abgeleitet werden.
Für den Versuch wurden die Zuverlässigkeit der Kontextalgorithmen wie folgt
festgelegt: Die Artefakte in Lokation 1 arbeiten mit einer mittleren Zuverlässig-
keit von 0,87. Das Artefakt in Lokation 2 arbeitet bezüglich des abzuleitenden
Kontextes b mit einer mittleren Zuverlässigkeit von 0,1. Dies bedeutet, sein Kon-
text beschreibt die Situation bezüglich Lokation 1 nur in 10% der Fälle korrekt.
Das entspricht einer konstanten Degression der Kontextqualität bezüglich der Lo-
kation (vgl. 3.8.2 und [144]). Die temporale Degression wurde deaktiviert, um
Störeinflüsse zu vermeiden. Die Verweildauer eines Kontextes im CSpace wird
mit einem Simulationsschritt angenommen. Simuliert wurden 5000 Schritte je
Simulationslauf. Die Artefakte vom Typ A wurden durchschnittlich in 90% der
Simulationsschritte aktiviert. Das Artefakt von Typ B war in jedem Schritt akti-
viert. Eine Simulation besteht aus 100 aufeinander folgenden Simulationsläufen.
Ergebnisse
In diesem Versuch werden typgleiche Kontexte an verschiedenen Orten produ-
ziert. Für eine verarbeitendes Artefakt variiert die Zuverlässigkeit dieser Kontex-
te relativ zu seiner eigenen Lokation. Das bedeutet, Kontexte aus der gleichen
Lokation haben für die simulierte Anwendung eine größere Zuverlässigkeit als
Kontexte, die aus einer anderen Lokation stammen.
Wird das Attribut LOC, also die räumliche Herkunft der zu konsumierenden
Kontexte bei der Verarbeitung nicht beachtet, verschlechtern die Kontexte der
entfernten Lokation die Erkennungsrate des Artefaktes. Abbildung 6.11 zeigt die
Ergebnisse einer Simulation mit aktiviertem Qualitätsfilter auf das Attribut LOC
und einer Simulation mit deaktiviertem Filter auf dieses Attribut im Vergleich.
Wird die räumliche Herkunft der Kontexte bei der Verarbeitung nicht beachtet,
liegt die durchschnittliche Kontexterkennungsrate des Artefaktes B bei 0,1865.
Der Einfluss der Kontexte aus Lokation 2 ist deutlich, da diese die tatsächliche
Situation in Lokation 1 nicht beschreiben können. Wird die Filterung von Kon-
texten aus anderen Lokationen aktiviert, verbessert sich die Erkennungsrate auf
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Abbildung 6.11. Erkennungsrate LOC: aktiviert und deaktiviert
einen durchschnittlichen Wert von 0,7568. Diese enorme Verbesserung der Er-
kennungsrate ist darauf zurückzuführen, dass auf der Basis der auf die lokale
Situation in Lokation 2 bezogenen Kontexte vom Typ a, keine Aussage über die
lokale Situation in Lokation 1 gemacht werden kann.
6.2.3 Attribut FCR: Verlässlichkeit
Das Attribut FCR beschreibt die Verlässlichkeit eines Kontextes aufgrund der Be-
wertung der Klassifikation des Kontextalgorithmus. Dabei wird die Klassifikati-
onsleistung durch ein unabhängiges Fuzzy Inferenzsystem vorgenommen. FCR
stellt das erste System zur quantitativen Bewertung der Verlässlichkeit von Kon-




Die Verlässlichkeit von Kontexte hat in jeder Verarbeitungssituation in einer ubi-
quitären Informationsumgebung Einfluss auf die Erkennungsrate der Artefakte.
Kontextalgorithmen klassifizieren ihre Eingaben zu Kontexten. Dabei ist für die
Qualität der Klassifikation die Struktur der Eingabedaten ausschlaggebend.
Diese Simulation besteht aus 5 Artefakten. Sie bildet einen typischen Aus-
schnitt einer ubiquitären Informationsumgebung ab. Dabei wird ein Kontext (Typ
e) in einem mehrstufigen Verarbeitungsprozess produziert. Abbildung 6.12 zeigt











Abbildung 6.12. Simulation FCR: Subskiptions- und Ableitungsgraph
Die Artefakte A und B produzieren Kontexte erster Ordnung vom Typ a respek-
tive Typ b. Diese werden von einem Artefakt vom Typ C konsumiert und zu einem
Kontext vom Typ c aggregiert. Das Artefakt E konsumiert dann diesen Kontext
höherer Ordnung zusammen mit einem weitern Kontext erster Ordnung vom Typ
d, der von einem Artefakt D produziert wird. Das Artefakt E aggregiert aus die-
sen beiden Eingabekontexten schließlich einen Kontext vom Typ e. Im Fokus der
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Analyse stehen bei dieser Simulation die Erkennungsraten der kontextaggregie-
renden Artefakte C und E.
Die Zuverlässigkeit der Kontextalgorithmen aller Artefakte wird wieder mit
einem mittleren Wert von 0,87 simuliert. Die Verweildauer eines Kontextes im
CSpace wird auf 1 Simulationsschritt gesetzt. Simuliert wurden 5000 Schritte
je Simulationslauf. Alle Artefakte werden in jedem Simulationsschritt aktiviert.
Eine Simulation besteht aus 100 aufeinander folgenden Simulationsläufen.
Ergebnisse
Dieser Versuch bildet eine in ubiquitären Informationsumgebungen typische Baum-
struktur der Kontextverarbeitung nach. Zu jedem der erzeugten Kontexte wird auf
der Basis seiner, durch die Simulation zugeordneten Zuverlässigkeit, ein korre-
lierter FCR-Verlässlichkeitswert berechnet.
Abbildung 6.13. Erkennungsrate FCR: aktiviert und deaktiviert
Abbildung 6.13 zeigt die Ergebnisse einer Simulation mit aktiviertem FCR im
Vergleich mit einer Simulation ohne Qualitätsfilterung. Ist kein Kontextmanage-
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ment aktiviert, liegt die Kontexterkennungsrate des Artefaktes C bei 0,7568. Die
Erkennungsrate von Artefakt D beträgt in diesem Fall im Mittel 0,6583. Für die
Vergleichssimulation wurde der Qualitätsfilter der Artefakte C und D so konfigu-
riert, dass nur Kontexte akzeptiert werden, deren Verlässlichkeitswert mindestens
0,90 beträgt. Auf diese Weise werden Kontexte mit potentiell niedrigerer Zuver-
lässigkeit vor der Weiterverarbeitung ausgefiltert. Mit aktivierter FCR steigt die
durchschnittliche Erkennungsrate des Artefaktes C um 10,6% auf einen Wert von
0,8628. Die Erkennungsrate von Artefakt D verbessert sich sogar um 14,32% auf
einen Wert von 0,8015. Dies zeigt, dass Artefakte, welche Kontexte geringerer
Ausgangszuverlässigkeit verarbeiten, von der Nutzung des Attribute FCR in hö-





Total number of contexts consumed: 19994
Total number of contexts produced: 24997
Mean derive time: 1.4999499849955051
Max internal context reliability: 0.9996547197270061
Min internal context reliability: 0.44634731740350775






Total number of contexts consumed: 948
Total number of contexts produced: 15474
Mean derive time: 1.2194092827004224
Max internal context reliability: 0.999948543733433
Min internal context reliability: 0.6780530165483398
Mean internal context reliability: 0.8691633926711935
---------------------------------------------------------------------
Die obigen Ergebnisse von zwei einzelnen Simulationsläufen zeigen die Aus-
wirkung der FCR-Filterung auf die Anzahl der verarbeiteten und kommunizierten
Kontexte. Werden ohne Kontextmanagement noch 19994 Kontexte weiterverar-
beitet, sinkt diese Zahl mit aktiviertem FCR-Filter auf 948 Kontexte. Gleichzeitig
steigt die durchschnittliche Zuverlässigkeit aller, an der Simulation beteiligten
Artefakte von etwa 0,8052 auf einen Wert von 0,8691, der nur minimal unter der




6.2.4 Attribut GRC: Verwandtschaft
Durch das Kontextattribut GRC können informationelle Abhängigkeiten zwi-
schen Kontexten dargestellt und bewertet werden. Obwohl GRC nur auf loka-
len Daten arbeitet, ermöglicht es den kontextverarbeitenden Artefakten einer ubi-
quitären Informationsumgebung Rückschlüsse auf die Qualität von Kontexten in
Bezug auf diese Abhängigkeiten zu ziehen. So wird es mit der Nutzung dieses
Attributes möglich, Einflüsse der globalen Verarbeitungsstruktur einer ubiquitä-
ren Informationsumgebung bei der Kontextverarbeitung zu berücksichtigen, ohne
diese Struktur explizit zu kennen.
Die Leistungsfähigkeit des Attributes GRC wird hier anhand der bereits in
Abschnitt 3.8.5 eingeführten Grundmuster der Kontextverarbeitung Auffächerung
und Multiplikation und zyklische Verarbeitung evaluiert.
Versuchsaufbau: Auffächerung und Multiplikation
In diesem Versuch werden 5 Artefakte simuliert. Der Aufbau entspricht dem in
Abbildung 3.12 eingeführten Schema. Die Abbildung 6.14 zeigt den dazugehö-
renden Simulationsgraph.
Ein Artefakt vom Typ A produziert hier einen Kontext a erster Ordnung, der
parallel von 3 Artefakten vom Typ B zu einem Kontext des Typs b weiterverarbei-
tet wird. Ein Artefakt C fusioniert dann 3 Kontexte des Typs b zu einem Kontext
vom Typ c.
Die Zuverlässigkeit der Kontextalgorithmen aller Artefakte wird auch bei die-
sem Versuch mit einem mittleren Wert von 0,87 simuliert. Für die Simulation
der Auswirkung der Abhängigkeit von Kontexten auf die Erkennungsrate von
Fusionsalgorithmen zur Kontextgewinnung, wird hier zwischen der tatsächlichen
Abhängigkeit der Kontexte und der Zuverlässigkeit des Erkenners ein umgekehrt
proportionaler Zusammenhang hergestellt. Die Verweildauer eines Kontextes im
CSpace wird auf 3 Simulationsschritte gesetzt. Simuliert werden 5000 Schritte je
Simulationslauf. Alle Artefakte werden in jedem Simulationsschritt aktiviert. Ei-










Abbildung 6.14. Simulation GRC: Auffächerung und Multiplikation
Ergebnisse
Durch den Aufbau dieses Versuchs werden Informationen, welche auf den Kon-
text a zurückgehen, durch die gleichartigen Artefakte vom Typ B vervielfacht
und als Teil der Kontexte b in der Umgebung repliziert. Diese Kontexte b sind in
hohem Maße voneinander abhängig, da sie alle auf denselben Ausgangskontext
zurückgehen.
Werden durch das Artefakt C nun Kontexte vom Typ b fusioniert, welche alle
auf demselben Kontext a beruhen, sinkt die Erkennungsrate von C, wogegen sie
ansteigt, wenn die fusionierten Kontexte unabhängig sind.
Die Abbildung 6.15 zeigt die Ergebnisse zweier Simulationen im Vergleich.
Bei der ersten Simulation war der Qualitätsfilter auf das Attribut GRC deaktiviert.
In diesem Fall liegt die durchschnittliche Kontexterkennungsrate des Artefaktes
C bei 0,6061.
Bei der zweiten, in Abbildung 6.15 gezeigten, Simulation wurde der Qualitäts-
filter für das Attribut GRC mit einem maximalen Verwandtschaftsgrad von 0,5
konfiguriert. Dadurch werden Kontexte, welche auf denselben Ausgangsinforma-
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Abbildung 6.15. Erkennungsrate GRC: aktiviert und deaktiviert
tionen beruhen, ausgefiltert. Die durchschnittliche Erkennungsrate des Artefaktes
C steigt dadurch auf einen Wert von 0,7585.
Simulation ohne GRC:
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 14994
Total number of contexts produced: 4998
Overall recognition rate: 0.6075336458767863
Mean relatedness of consumed Cs: 0.3868458494508915




Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
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Total number of contexts consumed: 7386
Total number of contexts produced: 2462
Overall recognition rate: 0.7584927144079863
Mean relatedness of consumed Cs: 0.00375485152089539
Var of relatedness of consumed Cs: 4.0876524052520745E-5
---------------------------------------------------------------------
Analysiert man die obigen Ergebnisse zweier einzelner Simulationsläufe, sieht
man, dass bei dem Versuch ohne aktiviertes GRC, der mittlere Verwandtschafts-
grad der verarbeiteten Kontexte bei 0,3868 liegt. Das heißt über ein Drittel aller
verarbeiteten Kontexte, gehen auf dieselben Ausgangsdaten zurück. Bei dem Ver-
such mit Qualitätsfilterung fällt der mittlere Verwandtschaftsgrad auf einen Wert
von 0,0037. Dies bedeutet, dass die nun verarbeiteten Kontexte unabhängig von-
einander sind.
In diesem Beispiel wurde der Qualitätsfilter auf den Grenzwert von 0,5 für den
maximal akzeptablen Verwandtschaftsgrad von Kontexten konfiguriert. Da hier
Kontexte aber entweder alle direkt auf dieselbe Quelle zurückgehen (der Ver-
wandtschaftsgrad dieser Kontexte ist nahezu 1,0) oder vollständig unabhängig
sind, hätte eine weniger restriktive Filterung, zum Beispiel mit einem Wert von
0,9, vergleichbare Ergebnisse geliefert.
Versuchsaufbau: zyklische Verarbeitung
Im Versuch zur zyklischen Verarbeitung, werden 4 Artefakte simuliert. Hier ent-
spricht der Aufbau des Versuchs der schematischen Darstellung in Abbildung
3.13. Der korrespondierende Simulationsgraph ist in Abbildung 6.16 zu sehen.
Das Artefakt vom Typ D produziert einen Kontext des Typs c. Dieses Artefakt
wird im Durchschnitt nur jeden einhundertsten Simulationsschritt aktiviert. Der
von D produzierte Kontext c initiiert eine zyklische Verarbeitung: Der Kontext c
wird von Artefakt A konsumiert, welches daraus einen Kontext a ableitet. Dieser
wird von einem Artefakt vom Typ B aufgenommen und zu einem Kontext vom
Typ b weiterverarbeitet, bevor dieser schließlich von Artefakt C konsumiert wird,
welches wiederum einen Kontext des Typs c produziert und so den Kreis schließt.
Die Artefakte A, B und C in diesem Versuch werden in jedem Simulationsschritt
aktiviert.
Die Zuverlässigkeit des Kontextalgorithmus des Artefaktes D wird bei diesem
Versuch wieder mit einem mittleren Wert von 0,87 simuliert. Für die Simulati-










Abbildung 6.16. Simulation GRC: zyklische Vererbung
Artefakte bei der Weiterverarbeitung einzelner Kontexte, wird hier von einer li-
nearen Degression der Zuverlässigkeit ausgegangen. Die Degressionsrate beträgt
in diesem Versuch 0,1% der Ausgangszuverlässigkeit. Sie ist damit extrem gering
gewählt.
Die Verweildauer eines Kontextes im CSpace wird mit einem Simulations-
schritt angenommen. Der Historienspeicher der Artefakte hat 10 Einträge. Si-
muliert werden wieder 5000 Schritte je Simulationslauf. Eine Simulation besteht
auch hier aus 100 aufeinander folgenden Simulationsläufen.
Ergebnisse
Da das Artefakt D, welches als einziges in diesem Versuch dem System unabhän-
gige Informationen bereitstellt, nur selten aktiv ist, aber die weiterverarbeitenden
Artefakte, welche den eigentlichen Kreis bilden, dagegen in jedem Simulations-
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schritt aktiviert werden, etabliert sich ohne Qualitätsfilterung eine zyklische Ver-
arbeitung, der nur sehr selten neue Informationen zugeführt werden. Die Kontex-
te, die sich in diesem Fall in dem Zyklus befinden sind nach ihrem ersten Umlauf
in hohem Maße voneinander abhängig. Damit sinkt die Erkennungsrate der an
diesem Kreis beteiligten Artefakte von dem anfänglichen Wert von 0,87 kontinu-
ierlich, bis neue Informationen in den Kreis einfließen.
Abbildung 6.17. Erkennungsrate GRC: aktiviert und deaktiviert
Betrachtet man die Kontexterkennungsrate eines der Artefakte, das Teil des
Kreises ist, Abbildung 6.17 zeigt zum Beispiel die Erkennungsrate von Artefakt
C, erkennt man, dass die Erkennungsrate ohne Qualitätsfilterung stark schwankt.
Sie liegt im Mittel über alle Simulationsläufe bei einem Wert von 0,5576.
Die starken Schwankungen beruhen auf den unterschiedlichen absoluten An-
fangszuverlässigkeiten des von Artefakt D produzierten Kontextes c. Diese schwan-
ken wie oben beschrieben, um einen Mittelwert von 0,87. Dabei wird der konkre-
te Zuverlässigkeitswert eines einzelnen Kontextes, wie bei allen hier vorgestellten
Simulationen, mit Hilfe einer Gaußfunktion erzeugt. Diese hat ihren Mittelwert
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bei dem eingestellten Vorgabewert – hier 0,87 – und eine Standardabweichung
von 0,05. Die Schwankung in der Anfangszuverlässigkeit wird durch den hier
gezeigten Versuchsaufbau stark verstärkt.
Die zweite Kurve in Abbildung 6.17 zeigt die Erkennungsrate von Artefakt C
mit aktiviertem Qualitätsfilter. In diesem Versuch wurden die Artefakte, welche
den Verarbeitungszyklus bilden, so konfiguriert, dass ihr Qualitätsfilter eine Ver-
arbeitung von Kontexten mit einem Verwandtschaftsgrad von mehr als 0,5 nicht
gestattet. Der Verwandschaftsgrad wird in diesem Fall, da nur ein einzelner Ein-
gangskontext verarbeitet wird, zwischen dem Genom dieses Kontextes und den
Kontextgenomen im Historienspeicher des Artefaktes berechnet.
In dieser Konfiguration steigt die Kontexterkennungsrate des Artefaktes vom
Typ C auf einen Wert von 0,8667.
Simulation ohne GRC:
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 4767
Total number of contexts produced: 4767
Overall recognition rate: 0.5081804581474955
Mean relatedness of consumed Cs: 0.8095797496678541





Total number of contexts consumed: 14304
Total number of contexts produced: 14345
Mean derive time: 683.3587108501164
Max internal context reliability: 0.999
Min internal context reliability: 0.1288437726973299




Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 56
Total number of contexts produced: 56
Overall recognition rate: 0.8649593397028101
Mean relatedness of consumed Cs: 0.018452380952380956







Total number of contexts consumed: 168
Total number of contexts produced: 224
Mean derive time: 1.9999999999999993
Max internal context reliability: 0.9756014921103677
Min internal context reliability: 0.7497204081277599
Mean internal context reliability: 0.866258944358858
---------------------------------------------------------------------
Der obige Vergleich von zwei Simulationsläufen zeigt bei diesem Versuch deut-
lich, wie sich die Filterung auf die Kontextverarbeitung auswirkt. Ist GRC nicht
aktiviert, verbleiben Kontexte lange in dem etablierten Zyklus. Dies zeigt sich vor
allem an der durchschnittlichen Ableitungsdauer von über 680 Simulationsschrit-
ten für einen Kontext. Der Verwandtschaftsgrad der von Artefakt C verarbeiteten
Kontexte liegt dabei etwa bei 0,8096. Außerdem wurden während dieses Simula-
tionslaufes je über 14000 Kontexte konsumiert und produziert.
Wird der Qualitätsfilter für das Attribut GRC dagegen aktiviert, werden Kon-
texte automatisch verworfen, bevor sich der Verarbeitungszyklus ausbilden kann.
Dies führt dazu, dass jedes Artefakt nur die Anzahl an Kontexten konsumiert und
auch produziert, die das Artefakt D als neue Information im Laufe der Simulation
bereitstellt. Neben dem deutlichen Anstieg der Kontexterkennungsrate, ist eine
Reduktion des Verwandschaftsgrades auf einen Wert von etwa 0,0185 zu beob-
achten. Dies belegt, dass die verarbeiteten Kontexte jetzt unabhängig sind. Durch
die Unterbrechung des Kreises reduziert sich außerdem die durchschnittliche Ab-
leitungszeit für einen Kontext auf ungefähr 2 Simulationsschritte.
6.2.5 Gesamtszenario
Das nun untersuchte Gesamtszenario führt die zuvor analysierten Versuche zu-
sammen. Auf diese Weise entsteht eine realitätsnahe Simulation einer komplexen
ubiquitären Informationsumgebung mit einer Vielzahl von interagierenden Arte-
fakten.
Im Gegensatz zu den Einzelversuchen ist es hier allerdings kaum möglich, die
Einflüsse der einzelnen Attribute getrennt zu quantifizieren. Mehrere Faktoren
verhindern dies: Die Fehlersituationen, welche durch den Einsatz der einzelnen
Attribute im Rahmen des Kontextmanagements adressiert werden, sind in einer
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realitätsnahen ubiquitären Informationsumgebung nicht gleich verteilt. Damit ist
auch der Einfluss auf die Erkennungsrate dieser Fehlerquellen unterschiedlich.
Hinzukommt, dass bestimmte Fehlersituationen nur durch die Kombination meh-
rerer Attribute optimal gelöst werden können. In diesen Fällen beeinflusst, bei
einer separaten Betrachtung der Attributauswirkungen, die Reihenfolge der Akti-
vierung einzelner Attribute das Ergebnis. Ein weiterer Faktor, welcher die quan-
titative Zuordnung erschwert, sind Synergieeffekte. Diese äußern sich darin, dass
Situationen auftreten, in denen das Aktivieren einzelner Attribute in Summe zu
deutlich geringeren Verbesserungen der Erkennungsrate führen kann, als die Akti-
vierung der entsprechenden Kombination von Kontextattributen. Außerdem muss
bei der Betrachtung einzelner Artefakte in der Umgebung beachtet werden, dass
diese in unterschiedlichem Maße vom Einsatz der einzelnen Attribute profitieren.
Zum Beispiel können Artefakte, welche ausschließlich Kontexte erster Ordnung
produzieren, generell nicht von dem hier vorgestellten Qualitätssicherungssystem
für Kontexte profitieren, da dieses eigens für die Verbesserung der Erkennungsra-
te von Kontexten höherer Ordnung entwickelt wurde. Dies schlägt sich vor allem
bei der Betrachtung der durchschnittlichen Erkennungsrate der gesamten ubiqui-
tären Informationsumgebung nieder, da hier Artefakte, welche Kontexte erster
Ordnung produzieren, immer mit der gleichen durchschnittlichen Erkennungsra-
te, in das Ergebnis eingehen. Diese durchschnittliche Erkennungsrate entspricht
dabei der für die Simulation vorgegebenen Zuverlässigkeit des Kontextalgorith-
mus dieser Artefakte.
Versuchsaufbau
Dieser Versuch besteht aus 98 Artefakten in zwei Räumen. Er bildet zwei un-
abhängige AwareOffice Umgebungen in einem Gebäude nach. Simuliert werden
dabei je Besprechnungsraum: 12 Stühle, 6 Fenster, 1 Tür, 10 Tassen, 1 Projek-
tor, 1 Wandtafel, 4 Stifte, 1 Schwamm, 9 PDAs, 1 Digitalkamera, 1 interaktives
Türschild, 1 Klimaanlage und 1 Tisch. Dies entspricht, bis auf die Klimaanlage,
den Artefakten, welche auch in der realen AwareOffice Testumgebung eingesetzt
werden können.
Der Versuch bildet eine Umgebung bestehend aus diesen Besprechnungsräume
nach, welche sich in einem Gebäude befinden und über die dort vorhandene Infra-
struktur untereinander verbunden sind. Der Subskriptionsgraph dieser Simulation
ist dem Anhang A.5.3 zu entnehmen.
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Stifte, Schwamm, Tafel und Kamera bilden den Anwendungskomplex Aware-
Cam. Wird mit den Stiften an der Tafel geschrieben, kann die Kamera ein Bild
von der Tafel aufnehmen und es an die Teilnehmer der Besprechung versenden.
Wird der Schwamm benutzt, bevor eine Aufnahme des Tafelbildes gelungen ist,
kann der Benutzer gewarnt werden.
Stühle, Tische, Tassen und Projektoren können die Anwesenheit von Benut-
zern im AwareOffice detektieren. Durch die Kombination ihrer Kontexte ist es
möglich, die Aktivität im AwareOffice abzuschätzen.
Türschilder und PDAs sind in dieser Simulation in der Lage, diese Aggregation
auf verschiedene Weisen durchzuführen. Sie stellen einen Besprechungskontext
bereit, können diesen aber auch selbst verarbeiten, um zum Beispiel im Falle der
PDAs, ihre Alarmierungsfunktion an die Situation anzupassen.
Die Klimaanlage schließlich aggregiert den Besprechungskontext mit dem Zu-
stand der Fenster und steuert abhängig von dieser Information ihre Leistung.
Die Zuverlässigkeit aller Kontextalgorithmen wird auch bei diesem abschlie-
ßenden Versuch mit einem mittleren Wert von 0,87 simuliert. Für die Simulation
der Auswirkung der Abhängigkeit von Kontexten auf die Erkennungsrate wird
hier wieder von einer linearen Degression der Zuverlässigkeit ausgegangen. Die
Degressionsrate beträgt 0,1% der Ausgangszuverlässigkeit. Für die Simulation
der Auswirkung der Abhängigkeit von Kontexten auf die Erkennungsrate von
Fusionsalgorithmen, wird zwischen der tatsächlichen Abhängigkeit der Kontexte
und der Zuverlässigkeit des Erkenners ein umgekehrt proportionaler Zusammen-
hang hergestellt. Die Zuverlässigkeit der Kontexte wird in der Simulation einer
linearen zeitlichen Degression unterworfen. Die gewählte Degressionsrate liegt
hier bei 0,1 pro Simulationsschritt. Die Zuverlässigkeit von Kontexten aus einer,
aus Sicht der Anwendung falschen Lokation, wird mit einem Faktor von 0,1 be-
wertet.
Die maximale Verweildauer eines Kontextes im CSpace wird mit 8 Simulati-
onsschritten angenommen. Der Historienspeicher der Artefakte hat 10 Einträge.
Simuliert werden auch hier 5000 Schritte je Simulationslauf. Und eine Simulation




Dieser Versuch simuliert eine relativ kleine ubiquitäre Informationsumgebung.
Trotzdem ist die Komplexität der Zusammenhänge in der Verarbeitung von Kon-
textdaten bereits in diesem einfachen Beispiel so hoch, dass einzelne Einflüsse
nicht mehr dediziert beobachtet werden können.
Um trotzdem einen Eindruck von der Auswirkung des Qualitätsmanagement-
systems auf die Komponenten der simulierten Umgebung geben zu können, zeigt
die Abbildung 6.18 einen Vergleich der Erkennungsraten aller Artefakte mit und
ohne aktives Kontextmanagement.
Abbildung 6.18. Erkennungsraten: links ohne, rechts mit Kontextmanagement
In der Abbildung erkennt man bei einer Erkennungsrate von etwa 0,87 die
Artefakte, welche Kontexte erster Ordnung produzieren. Ihre Lage verändert
sich durch das Aktivieren des Qualitätsmanagementsystems nicht. Des Weite-
ren bringt diese Abbildung zwei wichtige Erkenntnisse: Erstens profitieren alle
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Artefakte, welche Kontexte höherer Ordnung produzieren von dem Qualitätsma-
nagement. Zweitens kann in der rechten Hälfte der Abbildung beobachtet werden,
dass nun offenbar kontextfusionierende Artefakte in der Lage sind, Kontexte mit
einer höheren Erkennungsrate als der ursprünglichen Grundzuverlässigkeit der
Ausgangskontexte, zu produzieren. Das bedeutet, dass mit aktivem Qualitätsma-
nagement eine reale Verbesserung der Zuverlässigkeit durch Kontextfusion mög-
lich wird.
Für diesen Versuch wurden die Qualitätsfilter der Artefakte wie folgt konfigu-
riert: Für alle Artefakte CPA: maximal 2 Simulationsschritte, CSA: maximal 4
Simulationsschritte, LOC: nur Kontexte aus dem gleichen Raum und FCR: Ver-
lässlichkeitswert von mindestens 0,90. Zusätzlich wurde GRC für Artefakte, wel-
che Kontexte aggregieren auf einen maximal Wert von 0,5 gesetzt. Für Artefakte,
welche Kontexte fusionieren, wurde GRC auf einen maximalen Verwandtschafts-
grad von 0,1 konfiguriert.
Abbildung 6.19. Mittlere Erkennungsraten: ohne und mit Kontextmanagement
In Abbildung 6.19 sind die durchschnittlichen Erkennungsraten der Gesamt-
umgebung gegeneinander aufgetragen. Im Mittel beträgt diese bei aktiviertem
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Kontextmanagement 0,8019. Dagegen liegt sie ohne das Kontextmanagement-
system lediglich bei einem mittleren Wert von 0,5399.
Hier ist zu beachten, dass die Artefakte, welche ausschließlich Kontexte erster
Ordnung produzieren, in das Ergebnis eingehen, obwohl diese von der Verbes-
serung der Erkennungsrate durch das Kontextmanagementsystem nicht betroffen
sind. Trotzdem liegt die Gesamterkennungsrate im Durchschnitt mit aktivierter
Qualitätskontrolle um 26,2% höher. Außerdem muss beachtet werden, dass die-
ses Ergebnis erreicht wird, ohne dass die Leistung der Kontextalgorithmen in der
Umgebung verbessert wurde.
6.3 Feldversuch: AwareOffice
In diesem Abschnitt werden die Ergebnisse der Evaluierung des Qualitätsmana-
gementsystems vorgestellt, welche auf Versuchen mit realen Anwendungen und
Artefakten in der Testumgebung des AwareOffice beruhen.
Bei der Evaluierung in einer realen ubiquitären Informationsumgebung besteht
die Hauptschwierigkeit in der Messung und Zuordnung der Erkennungsraten von
Artefakten und Anwendungen. Im Gegensatz zur simulativen Umgebung stehen
in der realen Testumgebung keine technischen Hilfsmittel bereit, die eine auto-
matische Registrierung der korrekten Erkennung eines Kontextes erlauben. Die
Korrektheit der Kontexterkennung muss hier in jedem Fall von einem menschli-
chen Beobachter festgestellt und für die Auswertung dokumentiert werden. Die
Feststellung der Korrektheit beruht dabei auf der Einschätzung des Beobachters,
der seinen subjektiven Eindruck der Situation in Beziehung zu der, durch die kon-
textsensitive Anwendung erkannten Situation setzten muss. Daher ist die Analyse
komplexer Szenarien mit vielen gleichzeitig agierenden Anwendungen in der rea-
len Umgebung extrem schwierig und potentiell mit großen Fehlern behaftet.
Aus diesem Grund wurden für die quantitative Evaluierung des Kontextmana-
gementsystems einzelne Anwendungen aus dem AwareOffice ausgewählt und die
Auswirkungen der Qualitätsfilterung an diesen Anwendungen im Rahmen einfa-
cher Szenarien analysiert. Dabei wurde, wie schon in der simulativen Evaluie-
rung, die Wirkung der verschiedenen Kontextattribute getrennt voneinander un-
tersucht. Da in der realen Testumgebung keine durchschnittliche Erkennungsra-
te über alle aktiven Anwendungen parallel berechnet werden kann und einzelne
Anwendungen aus dem AwareOffice nicht geeignet sind Szenarien zu erstellen,
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welche alle von den Kontextattributen adressierten Fehlerfälle abdecken, mussten
die Attribute einzeln evaluiert werden.
6.3.1 Feldversuch: CA und LOC
Für die Evaluierung der Auswirkung der Attribute Kontextalter und räumliche
Herkunft von Kontexten wurden die bereits für die Simulation in context_sim
eingesetzten Szenarien im AwareOffice nachgebildet.
Das CPA wurde anhand des in Abschnitt 6.2.1 vorgestellten Reinigungssze-
narios evaluiert. Hierzu wurde die Anwendung des interaktiven Türschildes so
angepasst, dass sie einen Besprechungskontext unter ausschließlicher Benutzung
der Aktivität der Stühle im AwareOffice ableitet. Für den Versuch wurde dann
eine Besprechnung im AwareOffice abgehalten. Später wurde der Raum gesaugt.
Das interaktive Türschild wurde so programmiert, dass eine Besprechung er-
kannt wird, wenn mindestens drei der Stühle im AwareOffice aktiv sind. Die Akti-
vierung der Stühle erfolgt auf der Basis der Daten eines Bewegungssensors. Die-
ser kann nicht unterscheiden, ob eine Person auf dem Stuhl sitzt und diesen so in
leichte Bewegung versetzt, oder ob der Stuhl auf eine andere Weise bewegt wird.
Das Ergebnis dieses Versuches ist es, dass das Türschild ohne aktivierte Filte-
rung des CPA nicht in der Lage ist, die Besprechungssituation korrekt vom Sau-
gen des Raumes zu unterscheiden. Die Erkennungsrate für die Besprechung in
ersten Versuchsteil lag durchschnittlich bei 0,8. Im zweiten Teil des Versuches
wurde dagegen fälschlich ebenfalls eine Besprechung erkannt. Die Erkennungs-
rate des Besprechungskontextes über den gesamten Versuch ergab sich damit im
Durchschnitt zu einem Wert von 0,45.
Bei aktiver Filterung wurde der Kontext dagegen auch im zweiten Versuchs-
teil überwiegend korrekt erkannt, was zu einer Gesamterkennungsrate von durch-
schnittlich 0,78 für diesen Versuch führte.
Für die Evaluierung des CSA wurde die hier vorgestellte Anwendung erweitert:
Der Besprechungskontext wird in diesem Versuch mit den Kontexten der Aware-
Pens zu einem Vortragskontext aggregiert. Ein Vortrag ist dabei definiert als eine
Situation, in der von dem interaktiven Türschild eine Besprechung erkannt wird
und mindestens einer der AwarePens aktiv ist. Der AwarePen ist immer aktiv,
wenn mit ihm geschrieben oder gestikuliert wird. Diese beiden Kontexte werden
dann von einem PDA aggregiert und so ein Vortragskontext erzeugt.
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Für diesen Versuch wurde im AwareOffice zuerst ein Vortrag gehalten. Das
heißt mehrere Zuhörer waren anwesend, während die vortragende Person einen
AwarePen benutzte. Anschließend wurde eine Besprechung ohne Benutzung des
AwarePens abgehalten. Und im direkten Anschluss daran, wurde dann von einer
einzelnen Person an die Tafel geschrieben, ohne dass sich weitere Teilnehmer im
AwareOffice befunden haben.
Bei aktivierter Qualitätsfilterung wurde eine Erkennungsrate des Vortrags- und
Besprechungskontextes von 0,72 erreicht. Ohne die Beachtung des CSA wurde
die Besprechung mit darauf folgendem Tafelanschrieb in etwa der Hälfte der Fälle
ebenfalls als Vortrag interpretiert.
Die Wirkung des Attributes LOC wurde anhand der AwareCam Anwendung
evaluiert. Zu diesem Zweck wurde gleichzeitig an den zwei Weißwandtafeln im
AwareOffice und im Aufenthaltsbereich der Institutes Anschriebe vorgenommen.
Die Erkennungsrate wurde dann für die AwareCam Anwendung im AwareOffi-
ce analysiert. Wie zu erwarten war, hängt diese stark von dem Verhältnis ab, in
dem an den beiden Orten geschrieben wird. Das Ergebnis zeigt, dass ohne Filte-
rung der räumlichen Herkunft, alle Kontexte aus dem Aufenthaltsbereich durch
die AwareCam falsch interpretiert wurden. Dagegen wurde mit aktiviertem Fil-
ter kein Kontext aus dem Aufentahltsbereich von der AwareCam akzeptiert. Die
Erkennungsrate der AwareCam lag in diesem Fall durchschnittlich bei 0,78.
Beide hier untersuchten Attribute, CA und LOC, adressieren Fehlersituationen,
welche direkt zu einer vollständigen Fehlinterpretation der Kontexte durch die
konsumierende Anwendung führen. Eine quantitative Beurteilung der Verbesse-
rung der Erkennungsrate bedarf daher weiterer Interpretation: Ist die Filterung auf
diese Attribute nicht aktiviert, können die entsprechenden Fehlersituationen nicht
erkannt und behandelt werden. Abhängig von der untersuchten Situation kann
daher die Verbesserung der Erkennungsrate einer Anwendung stark schwanken.
Daher wurden die Versuche hier so ausgelegt, dass sie sowohl die Fehlersitua-
tion, als auch dasselbe Szenario ohne die Fehlersituation abdecken. Beide Teil-
versuche flossen dann – möglichst gleich gewichtet – in die Berechnung ein. Die
erzielten Ergebnisse decken sich im Wesentlichen mit denen aus der Simulation.
Zu beachten ist hier bei einem direkten Vergleich der Werte, dass sich die Ba-
siserkennungsraten der realen Artefakte, von dem, bei der Simulation zu Grunde
gelegten Referenzwert aus der Literatur von 0,87, unterscheiden. Dies führt in der
Folge in den Erkennungsraten von Artefakten, welche diese Kontexte konsumie-




Die Evaluierung der Auswirkung des Attributes FCR ist weniger problematisch.
Das Attribut dient der Sicherung der Verlässlichkeit von Kontexten. Da jeder Kon-
textalgorithmus als Klassifikator, mit einer gewissen Unzuverlässigkeit behaftet
ist, die im Allgemeinen von der Charakteristik der zu klassifizierenden Daten ab-
hängt, kann hier die Erkennungsrate einer einzelnen Anwendung betrachtet wer-
den. Außerdem kann stets die gleiche Situation untersucht werden. Eine Trennung
in zwei Versuchsteile wie bei den Attributen CA und LOC ist nicht nötig, da die
Fehlersituation hier grundsätzlich immer besteht und auch nicht vermieden wer-
den kann.
Für die Evaluierung wurde hier wieder die AwareCam Anwendung und ih-
re Erkennungsrate der Stiftkontexte betrachtet. Die Teilnehmer wurden gebeten,
mit einem AwarePen das Panagramm „The quick brown fox jumps over the la-
zy dog. 1234567890“ an eine Weißwandtafel zu schreiben. Der Versuchsablauf
bestand für jeden Probanden aus je sechs Schriftproben, die in einem kontinu-
ierlich beobachteten Versuch genommen wurden. Zu Beginn lag der Stift dabei
ruhig auf einem bereitgestellten Tisch. Die Versuchsperson sollte dann den Stift
aufnehmen und das Panagramm schreiben und den Stift sodann wieder auf dem
Tisch ablegen. Dieser Vorgang wurde sechs Mal ohne Unterbrechung der Auf-
zeichnung wiederholt. Während des Versuches wurden die Kontexte von einem
Versuchsleiter annotiert, so dass bei der späteren Auswertung des Versuches die
Erkennungsrate des Stiftkontextes errechnet werden konnte.
Der Versuch umfasste die Schriftproben von sieben unterschiedlichen Perso-
nen. Als Stift kam ein AwarePen Artefakt zum Einsatz, welches als Kontextal-
gorithmus ein neuronales Netzwerk1 einsetzt. Der Kontextalgorithmus wurde vor
dem Versuch mit Hilfe von unabhängigen Trainings- und Testdaten einer der Test-
personen trainiert.
Als Schwellwert für die Filterung des Verlässlichkeitsmaßes wurde ein Wert
von 0,81 gewählt. Diese Wahl beruht auf einem automatischen Verfahren zur Be-
stimmung des optimalen Schwellwertes für FCR das, in [20] ausführlich beschrie-
ben wird. Dabei werden auf der Basis der Trainingsdaten des FCR Systems zwei
Dichtefunktionen berechnet, von denen die eine die Verteilung der Qualitätsmaße
der falsch klassifizierten Kontexte, die andere die Verteilung der richtig klassi-




fizierten Kontexte beschreibt. Ausgehend von diesen Dichten wird dann mittels
eines ML-Schätzers ein Schwellwert so berechnet, dass die Wahrscheinlichkeit
sowohl für fälschlicherweise abgelehnte Kontexte (engl. false negatives, FN), als
auch für fälschlicherweise akzeptierte Kontexte (engl. false positives) minimal
wird.
Ges. Erkannt E-Rate Abgel. FN E-Rate FCR
1062 863 81,26% 212 53 95,29%
322 119 36,96% 194 14 82,03%
642 426 66,36% 224 34 93,78%
628 340 54,14% 318 48 94,19%
496 364 73,39% 112 28 87,50%
564 334 59,22% 232 52 84,94%
946 665 70,30% 194 30 84,41%
4660 3111 66,76% 1486 259 89,86%
Tabelle 6.2. Feldversuch FCR: Ergebnisse
Tabelle 6.2 zeigt die Ergebnisse der Versuche. Jede der Zeilen enthält die Er-
gebnisse einer Versuchsperson. In der letzten Zeile sind die Ergebnisse aller Ver-
suche summiert. Die erste Spalte zeigt die Gesamtzahl der Kontexte, die von dem
AwarePen während des Versuchs produziert wurden. In der zweiten Spalte ist die
Anzahl der korrekt erkannten Kontexte ohne Qualitätsfilterung angegeben. Die
sich aus diesen Zahlen ergebende Erkennungsrate für den Stiftkontext ist in Spal-
te drei der Tabelle zu finden. Soweit gibt die Tabelle die Versuche ohne aktivierte
Filterung auf das Attribut FCR wieder. Die vierte Spalte der Tabelle, welche mit
„Abgel.“ überschrieben ist, enthält die Anzahl der Kontexte, welche bei aktiver
Filterung mit dem Schwellwert von 0,81 abgelehnt wurden. In der Spalte „FN“ ist
die Anzahl der Kontexte notiert, welche fälschlicherweise abgelehnt wurden. Die
Erkennungsrate mit aktivierter FCR Filterung ist in der letzten Spalte der Tabelle
aufgeführt.
Über alle Versuche konnte durch die FCR Filterung die Erkennungsrate des
Stiftkontextes von 66,76% um 22,92% auf 89,86% gesteigert werden. Von 4660
produzierten Kontexten wurde dabei 1486 als qualitativ nicht akzeptabel zurück-
gewiesen und damit nicht weiterverarbeitet. Die maximal bei diesen Versuchen
erzielte Verbesserung lag bei 45,07%.
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Auch hier wurde die Verbesserung der Erkennungsrate erreicht, ohne den Er-
kennungsalgorithmus selbst zu verbessern.
6.3.3 Feldversuch: GRC
Für die Evaluierung des Attributes Verwandtschaft von Kontexten, wurde der Ver-
suchsaufbau aus der simulativen Evaluierung in das AwareOffice Umfeld über-
tragen. Um das Verhalten des Algorithmus bei der Auffächerung von Kontexten
zu beobachten, wurde die Erkennungsrate des interaktiven Türschildes von Be-
sprechnungskontexten herangezogen. Für den Versuch wurden drei verschiedene
Versionen des PDA Artefaktes eingesetzt. Alle PDA Versionen können in diesem
Versuch einen Besprechnungskontext erkennen. Allerdings verwenden die drei
unterschiedlichen Versionen verschiedene Algorithmen, um den Besprechungs-
kontext abzuleiten. PDAs vom Typ 1 schließen den Besprechungskontext aus
der Aktivität von mindestens drei Stühlen im AwareOffice. PDAs vom Typ 2 lei-
ten den Besprechungskontext aus den Kontexten des AwarePen und der Tafel ab.
Wird mit dem Stift an der Tafel geschrieben, produzieren diese PDAs einen Be-
sprechungskontext. Die PDAs des dritten Typs produzieren einen Besprechungs-
kontext immer dann, wenn die Tür des AwareOffice geschlossen ist. Das inter-
aktive Türschild ist so programmiert, dass es seinen Besprechungskontext aus
den Besprechungskontexten der PDAs im AwareOffice durch Fusion ableitet. Für
den Versuch wurden fünf PDA Artefakte verwendet. Das Türschild erkennt einen
Besprechungskontext, wenn mindestens drei dieser PDAs eine Besprechung er-
kennen.
Um die Auswirkung der Auffächerung von Kontexten zu untersuchen, wurden
für diesen Versuch ein PDA vom Typ 1, ein PDA vom Typ 2 und drei PDAs vom
Typ 3 im AwareOffice aktiviert. In dieser Konfiguration kann ohne Qualitätsfilte-
rung eine Fehlerkennung eintreten, wenn weniger als drei Stühle besetzt sind und
nicht an der Tafel geschrieben wird, die Tür aber geschlossen ist, da in diesem
Fall drei der Artefakte einen Besprechungskontext produzieren, dieser aber auf
nur eine einzige Informationsquelle, die geschlossene Tür, zurückgeht.
Der Ablauf dieses Versuchs bestand aus einer Besprechung mit geschlossener
Tür und Tafelanschrieb, in deren Anschluss die Teilnehmer das AwareOffice für
eine Pause verlassen und die PDAs auf dem Tisch zurückbleiben. Die Tür wird
nach dem Verlassen des Raumes geschlossen.
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Bei deaktivierter GRC Filterung wurde die Besprechung vom Türschild mit ei-
ner durchschnittlichen Erkennungsrate von 0,87 erkannt. Im zweiten Versuchsteil
wurde allerdings in 96% der Fälle fälschlich auch eine Besprechung erkannt. Die-
se Erkennungsrate entspricht der des Tür-Artefaktes. Die Erkennungsrate für den
gesamten Versuch lag somit bei 0,455.
Für den Vergleichsversuch mit aktiver Qualitätsfilterung, wurde der Qualitäts-
filter des interaktiven Türschildes so konfiguriert, dass er Kontexte, die mindes-
tens 50% ihrer Information gemeinsam haben, also einen Verwandtschaftsgrad
größer 0,5 als aufweisen, ablehnt. Die Erkennungsrate im ersten Versuchsteil
blieb dabei unverändert bei durchschnittlich 0,87. Im zweiten Versuchsteil kam
es dagegen zu keinen Fehlerkennungen. Bei allen zu konsumierenden Bespre-
chungskontexten der PDAs konnte das Türschild anhand des Verwandtschafts-
grades erkennen, dass diese Kontexte auf die gleiche Quelle zurückgehen. Die
Gesamterkennungsrate für diesen Versuch lag damit bei 0,935.
Die Evaluierung der Leistung von GRC bei der zyklischen Verarbeitung von
Kontexten wurde ebenfalls auf der Basis der Erkennungsrate des Türschildes für
Besprechnungskontexte durchgeführt. Die Anwendung der PDAs wurde dahin-
gehend modifiziert, dass sie eine Besprechnung erkennt, wenn mindestens drei
der Stühle aktiv sind, oder ein anderer Besprechungskontext verfügbar ist. Die
Funktionalität des Türschilds wurde so reduziert, dass lediglich eine Besprechung
erkannt werden kann, wenn ein Besprechungskontext konsumiert wird. Auch der
Versuchsablauf blieb weitgehend unverändert: Nach einer Besprechnung mit drei
Personen verlassen diese das AwareOffice zu einer Kaffeepause. Ein PDA bleibt
dabei im Raum zurück.
Ohne Filterung des Attributes GRC lag die Erkennungsrate des Türschildes
im ersten Versuchsteil durchschnittlich bei 0,81. Nachdem die Teilnehmer das
AwareOffice verlassen hatten, wurde aber weiterhin eine Besprechung erkannt.
Dies ist darauf zurück zu führen, dass sowohl der vergessene PDA, als auch das
Türschild Besprechungskontexte konsumieren und produzieren.
Bei aktivierter Filterung von einem Verwandtschaftsgrad größer als 0,5 konnte
sich der Verarbeitungszyklus im Vergleichsversuch nicht ausbilden. Der Abgleich
des Genoms des zu konsumierenden Besprechungskontextes mit den gespeicher-
ten Genomen im Historienspeicher des Artefaktes verhindert dies. Damit lag in




Die Evaluierung des, in dieser Arbeit entwickelten und umgesetzten Qualitäts-
managementsystems für Kontexte in ubiquitären Informationsumgebungen zeigt,
dass sowohl in der Simulation, als auch in der Anwendung in realen Versuchsum-
gebungen durch den Einsatz von Kontextattributen zur Filterung von Kontexten,
die Erkennungsrate kontextsensitiver Anwendungen signifikant verbessert wer-
den kann. Von den Verbesserungen der Kontexterkennungsraten durch die Ein-
führung einer Kontextmanagementschicht zur Sicherung der Kontextqualität, pro-
fitieren alle kontextsensitiven Anwendungen unabhängig von der Qualität ihrer
Erkennungsalgorithmen.
In diesem Kapitel konnte nachgewiesen werden, dass das hier evaluierte Sys-
tem zu einer realen, quantitativ messbaren Verbesserung der Kontexterkennungs-
rate von kontextsensitiven Anwendungen führt. Der Hauptunterschied zu früheren
Arbeiten zum Thema Qualitätssicherung von Kontexten ist, dass hier ein konkre-
tes System entwickelt werden konnte, dass die ihm zu Grunde liegenden theoreti-
schen Überlegungen zu Qualitätssicherungsmaßnahmen konsequent umsetzt und
somit anwendbar macht.
Die Simulation der verschiedenen Szenarien hat gezeigt, dass in bestimmten
Fehlersituationen die Erkennungsraten von Artefakten, durch das Kontextmana-
gementsystem um über 50% verbessert werden können. Die durchschnittliche
Erkennungsrate aller Artefakte einer simulierten ubiquitären Informationsumge-
bung konnte durch die Anwendung aller vier Kontextattribute von 53,99% auf
80,19% verbessert werden.
Die Evaluierung der realen Implementierung des Kontextmanagementsystems
auf den Artefakten des AwareOffice konnte diese Ergebnisse bestätigen und unter-
streichen. Bereits heutige Installationen von ubiquitären Informationsumgebun-
gen, vergleichsweise geringer Komplexität und Dynamik, können signifikant von
dem vorgestellten System profitieren. Durch die Anwendung des Attributs CA
konnten Verbesserungen der Erkennungsrate von bis zu 33% erreicht werden. Die
durchschnittlich erzielbare Verbesserung durch das Attribut LOC lag im gleichen
Bereich. Die maximale Verbesserung durch das Attribut FCR lag mit 45,07% da-
gegen noch einmal deutlich höher. Für die Anwendung des Attributs GRC konnte
sogar eine Verbesserung von bis zu 48% nachgewiesen werden.
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7 Zusammenfassung und Ausblick
Diese Arbeit führte ein neues System zur Sicherung der Qualität von Kontext-
daten in ubiquitären Informationsumgebungen ein. Das zentrale Ziel der Ent-
wicklung dieses Kontextmanagementsystems war die Verbesserung der Kontext-
erkennungsrate der Artefakte einer Umgebung. Die Grundidee der hier präsen-
tierten Lösung war die funktionale Modellierung der Kontextverarbeitung und -
kommunikation unter Einbindung einer gesonderten Kontextmanagementschicht,
welche die Aufgaben der Qualitätssicherung wahrnimmt. Basierend auf diesem
Modell wurde die Architektur einer ubiquitären Informationsumgebung mit ein-
gebetteter Kontextqualitätsfunktionalität entwickelt. Diese wurde prototypisch
umgesetzt und mit der Methodik des „Living Lab“ in der Praxis evaluiert. Er-
gänzend wurde eine simulative Evaluierung des Systems durchgeführt, welche
Anwendungsszenarien abdeckt, die mit heutigen technischen Mitteln noch nicht
real umgesetzt werden können.
7.1 Zusammenfassung der Ergebnisse
Vergleicht man existierende Ansätze zur Qualitätssicherung in kontextsensitiven
Systemen, ist das hier vorgestellte Kontextmanagementsystem das einzige, das
eine konkrete Lösung vorschlägt, welche die quantitative Bewertung der Kontext-
qualität (engl. Quality of Context, QoC) erlaubt. Die Effektivität dieses Qualitäts-
sicherungssystems konnte durch Simulation, Implementierung und Feldversuche
nachgewiesen werden. Die Vorteile der Lösung sind:
• Dezentrale Funktion: Das Kontextmanagementsystem ist vollständig de-
zentral aufgebaut und bindet sich so optimal in die Strukturen ubiquitärer
Informationsumgebungen ein. Alle eingesetzten Algorithmen arbeiten aus-
schließlich auf der Basis lokalen Wissens, das dem kontextverarbeitenden
Artefakt zur Verfügung steht. Globales Wissen über die Verarbeitungs- und
Kommunikationsstrukturen der konkreten Umgebung sind für die Funktion
nicht notwendig.
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• Unabhängigkeit von Kontextalgortihmen: Die Qualitätssicherung ist als un-
abhängige Schicht innerhalb der Artefaktarchitektur realisiert. Dies ermög-
licht die vollständige Entkoppelung der Kontexterkennung von der Quali-
tätssicherung. Bestehende Kontextalgorithmen müssen somit nicht an das
Kontextmanagementsystem angepasst werden. Dennoch können diese ohne
Veränderungen von der Qualitätssicherung durch höhere Erkennungsraten
profitieren.
• Effiziente Funktion: Das System ist effizient, da Modell und Architektur
für den Einsatz in ubiquitären Informationsumgebungen optimiert wurden.
Darüber hinaus berücksichtigt die Implementierung praktische Rahmenbe-
dingungen. Durch Simulation und konkrete Feldversuche konnte die Effi-
zienz des Kontextmanagementsystems nachgewiesen werden.
Wachsende und damit komplexer werdende ubiquitäre Informationsumgebun-
gen stellen den Entwickler von kontextsensitiven Anwendungen vor neue Her-
ausforderungen. Mit einer steigenden Anzahl von, über den Austausch von Kon-
textinformationen, kommunizierenden Artefakten und der damit einhergehenden
Weiterentwicklung in der Verarbeitung höherer Kontexte, steigen auch die Anfor-
derungen an die Qualität dieser Kontexte.
Um eine Verbesserung der Erkennungsraten von Kontexten jenseits der Op-
timierung der Erkennungsalgorithmen zu erreichen, wurde ein Modell zur ein-
heitlichen Repräsentation, Kommunikation und Verarbeitung von Kontexten ent-
wickelt. Dieses Modell berücksichtigt sowohl Eigenschaften der Anwendungs-
domäne, als auch technische Rahmenbedingungen. Zentraler Bestandteil ist das
Modell attributierter Kontexte. Dieses ordnet allen Kontexten einer ubiquitären
Informationsumgebung, unabhängig von ihrer semantischen Bedeutung, funktio-
nale Eigenschaften zu. Die Kontexteigenschaften, oder Attribute, haben allgemei-
nen beschreibenden Charakter. Sie sind so ausgewählt, dass sie auf alle Kontexte
zutreffen und diese in einer Art und Weise beschreiben, die es kontextsensitiven
Anwendungen erlaubt, über die Auswertung dieser Attribute, Rückschlüsse auf
die Qualität der Kontexte zu ziehen.
Neben den bereits früher in der Literatur beschriebenen Einflussfaktoren auf
die Kontextqualität, das Alter des Kontextes und den Ort der Kontextentstehung,
werden die Verlässlichkeit des eingesetzten Kontextalgorithmus und die informa-
tionelle Abhängigkeit von Kontextdaten als Kontextattribute eingeführt. Alle vier
Attribute werden durch die Architektur des Kontextmanagementsystems in dieser
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Arbeit zum ersten Mal mit konkreten Algorithmen hinterlegt, welche die quan-
titative Berechnung von Qualitätsmaßen auf der Basis dieser Attribute erlaubt.
Der Qualitätsfilter gestattet es Artefakten, Kontexte aufgrund dieser Maße, den
Anforderungen der Anwendung entsprechend, zu filtern.
Das zentrale Ziel dieser Arbeit war die Entwicklung eines Systems, welches
die Erkennungsrate von Kontexten in ubiquitären Informationsumgebungen si-
gnifikant verbessern kann. Die simulative und praktische Evaluierung des vorge-
schlagenen Kontextmanagementsystems zeigt, dass dieses Ziel erreicht werden
konnte. In der Simulation konnte beobachtet werden, dass durch den Einsatz des
Qualitätsmanagementsystems die durchschnittliche Kontexterkennungsrate einer
ubiquitären Informationsumgebung von 53,99% auf 80,19% verbessert werden
konnte. Dabei wurden 98 Artefakte und über 634.000 Kontextverarbeitungen si-
muliert. In speziellen Problemszenarien konnte sogar eine Verbesserung der Er-
kennungsrate um bis zu 57,03% nachgewiesen werden. Die praktische Evaluie-
rung konnte die simulativen Ergebnisse bestätigen. Hier konnten zum Beispiel
Verbesserungen von bis zu 45,07% durch das Attribut Verlässlichkeit von Kontex-
ten (Fuzzy Context Reliability, FCR) und Verbesserungen von bis zu 48,0% durch
das Attribut Verwandtschaft von Kontexten (Genetic Relation of Contexts, GRC)
nachgewiesen werden.
7.2 Ausblick
Das Kontextmanagementsystem bildet den ersten Schritt in der funktionalen Ver-
arbeitung von Kontexten. Diese Arbeit liefert erste Beiträge und Vorschläge zur
Vereinheitlichung von Repräsentation, Kommunikation und Verarbeitung von
Kontexten. Dieser zentrale Bereich der Kontextverarbeitung wird in naher Zu-
kunft weiter an Bedeutung gewinnen, da sich die Technologie und die Anwen-
dungen für ubiquitäre Informationsumgebungen schnell entwickeln und bereits
beginnen Marktreife zu erreichen. Die Modelle dieser Arbeit können hier An-
knüpfungspunkte für weitere Forschungsarbeiten liefern.
Im Bereich der Qualitätssicherung von Kontexten erschließt die vorliegende
Arbeit Neuland. Zum ersten Mal wird hier ein System vorgestellt, welches kon-
krete Qualitätsmaße für Kontexte vorschlägt und diese auch algorithmisch um-
setzt. Eine interessante Forschungsfrage die sich hier ergibt, ist zum Beispiel, in
wieweit die vorgestellten Algorithmen auf andere Bereiche, die sich ebenfalls mit
der Optimierung von algorithmischen Erkennern beschäftigen, übertragbar sind.
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Eine weiterführende Untersuchung des Potentials, der für FCR eingesetzten Al-
gorithmen, könnte Impulse auch für die Forschung an semantischen Kontextalgo-
rithmen generieren. Das Konzept automatisch generierbarer Erkenner hat das Po-
tential die Entwicklung neuer kontextsensitiver Anwendungen erheblich zu ver-
einfachen und zu beschleunigen.
Die genetischen Konzepte hinter GRC eröffnen die Möglichkeit mit minima-
lem Ressourceneinsatz informationelle Abhängigkeiten von Daten in dezentralen
Strukturen zu dokumentieren und evaluierbar zu machen. Hier können in weiteren
Forschungsarbeiten ebenfalls neue Anwendungsfelder, zum Beispiel in verteilten
Systemen und für Sensornetzwerke, erschlossen werden.
Konkrete Weiterentwicklungen des in dieser Arbeit vorgestellten Kontextma-
nagementsystems können die Algorithmen selbst betreffen. Das Zusammenspiel
von Clusteringverfahren, ANFIS (Adaptive-network-based Fuzzy Inference Sys-
tem) Identifikation und Parameteroptimierung kann sicher noch weiter verbessert
werden. Interessant wäre zum Beispiel ein Vergleich der Leistungsfähigkeit des
FCR Systems unter der Verwendung anderer als der vorgeschlagenen Umsetzung
der unscharfen Operatoren. Soll das Verfahren auf andere Anwendungsbereiche
übertragen werden, muss auch untersucht werden, ob sich dort das subtraktive
Clustering weiterhin für die initiale Strukturbestimmung eignet.
Die Verwandtschaftsmatrizen, welche bei der Verarbeitung mehrerer Kontexte
aufgestellt werden, wurden im Rahmen dieser Arbeit nur verwendet, um paarwei-
se den Verwandtschaftsgrad von Kontexten zu evaluieren. Es ist zu erwarten, dass
aus der gesamten Matrix weitere interessante Informationen extrahiert werden
können, welche zu einer weiteren Optimierung der Filterung durch den Qualitäts-
filter verwendet werden können.
Die Forschung im Bereich QoC steht immer noch am Anfang. Diese Arbeit
schlägt eine ersten konkreten Weg zur Lösung der in wachsenden ubiquitären
Informationsumgebungen entstehenden Probleme vor. Es ist zu wünschen, dass
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Glossar
ubiquitäre Informationsumgebung: Eine ubiquitäre Informationsumgebung ist
ein nicht zwingend zusammenhängender Bereich oder ein Gebiet phy-
sikalischer Ausdehnung, in dem Artefakte und optional kontextsensiti-
ve Infrastrukturdienste vorhanden sind und miteinander kommunizieren
können, Seite 47.
ubiquitäre Informationsumgebung: Eine ubiquitäre Informationsumgebung ist
ein räumlicher Bereich, in dem Ubiquitous Computing Systeme arbeiten
und entsprechende Dienste bereitstellen, Seite 15.
A/D-Wandler: siehe Analog-Digital-Wandler.
Ableitungsbaum: Unter dem Ableitungsbaum eines Kontextes versteht man die
Baumstruktur, welche alle Kontexte enthält, die zu einem Zielkontext
beitragen., Seite 96.
Aggregation: Die Aggregation von Daten bezeichnet die algorithmische Ver-
knüpfung von verschiedenartigen Daten zum Zweck der Gewinnung neu-
er Erkenntnisse, Seite 13.
Analog-Digital-Wandler: Ein Analog-Digital-Wandler (A/D-Wandler) ist eine
elektronische Schaltung, mit deren Hilfe ein analoger Signalverlauf so-
wohl in der Zeit als auch in der Amplitude quantisiert werden kann. Die
Ausgabe eines A/D-Wandlers ist ein digitaler Datenstrom, der das ur-
sprüngliche analoge Signal repräsentiert, Seite 48.
Artefakt: Ein Artefakt ist ein computerisierter Alltagsgegenstand in einer ubi-
quitären Informationsumgebung, der eine kontextsensitive Anwendung
beinhaltet. Der Begriff wird oft synonym für die Anwendung und ihre
Funktionalität verwendet, wenn die Gefahr einer Verwechslung nicht be-
steht, Seite 47.
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Attribut Fuzzy Context Reliability: Fuzzy Context Reliability (FCR) ist ein
Kontextattribut, welches die Bestimmung der semantischen Verlässlich-
keit von Kontexten in einer ubiquitären Informationsumgebung erlaubt,
Seite 104.
Attribut Genetic Relation of Context: Genetic Relation of Context (GRC) ist
ein Kontextattribut, welches die quantitative Bestimmung des Verwandt-
schaftsgrades von Kontexten in einer ubiquitären Informationsumgebung
erlaubt, Seite 118.
Attribut Kontextalter: Das Kontextalter (CA) ist ein Kontextattribut, welches
die Bestimmung temporaler Parameter von Kontexten in einer ubiquitä-
ren Informationsumgebung erlaubt, Seite 96.
Attribut räumliche Herkunft: Die räumliche Herkunft (LOC) ist ein Kontextat-
tribut, welches die Bestimmung der räumlichen Herkunft von Kontexten
in einer ubiquitären Informationsumgebung erlaubt, Seite 100.
Auffächerung und Multiplikation: Auffächerung und Multiplikation stellt ein
Grundmuster der informationellen Abhängigkeit von Kontexten in einer
ubiquitären Informationsumgebung dar, Seite 77.
CA: siehe Attribut Kontextalter.
Computer Supported Cooperative Work: Computerunterstütztes kooperatives
Arbeiten (engl.: Computer Supported Cooperative Work (CSCW)) be-
schäftigt sich als Forschungsbereich des Ubiquitous Computing mit Tech-
niken zur Kollaborationsunterstützung im Arbeitsumfeld, Seite 15.
Computerunterstütztes kooperatives Arbeiten: siehe Computer Supported Co-
operative Work.
Context Production Age: (CPA) Ein Zeitstempel der angibt, wann ein Kontext
produziert wurde, Seite 96.
Context Seed Age: (CSA) Ein Zeitstempel, der das Alter des ältesten in einem
Kontext enthaltenen Datums angibt, Seite 96.
CPA: siehe Context Production Age.
CSA: siehe Context Seed Age.
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CSCW: siehe Computer Supported Cooperative Work.
FCR: siehe Attribut Fuzzy Context Reliability.
Fusion: Die Fusion von Daten bezeichnet die algorithmische Verknüpfung gleich-
artiger Daten zum Zweck der Genauigkeitsverbesserung oder Fehlerre-
duktion, Seite 13.
GRC: siehe Attribut Genetic Relation of Context.
kognitiver Kontext: Kontext, wie er vom Menschen wahrgenommen wird. Der
kognitive Kontext beinhaltet sowohl messbare physikalische Umweltfak-
toren als auch nicht messbare Faktoren, wie die Erfahrungen oder die
Intention des Menschen, Seite 49.
Kontext: Kontext bezeichnet die Einheit aus Kontextdaten und Kontextattribu-
ten. Des Weiteren besitzt Kontext einen Typ, der durch die enthaltenen
Kontextdaten festgelegt wird (siehe auch semantischer Kontext und ko-
gnitiver Kontext), Seite 51.
Kontextaggregation: siehe Aggregation.
Kontextalgorithmen: Oberbegriff für Algorithmen, die in der Kontexterken-
nung, Kontextaggregation und Kontextfusion Verwendung finden, Sei-
te 14.
Kontextattribut: Ein Kontextattribut ist eine Eigenschaft eines Kontextdatums,
die von dessen semantischer Bedeutung unabhängig ist, Seite 51.
Kontextdaten: Kontextdaten setzen sich aus mindestens einem Sensordatum
und einer Metainformation zusammen. Kontextdaten haben eine seman-
tische Bedeutung bezüglich der aktuellen Situation, Seite 50.
Kontexterkennungsrate: Die Kontexterkennungsrate gibt das durchschnittliche
Verhältnis zwischen korrekt erkannten Kontexten und der Anzahl der real
vorhandenen, verschiedenen Kontexte an, Seite 72.
Kontextfusion: siehe Fusion.
Kontextinstanz: Eine Kontextinstanz ist Kontext einer bestimmten Kontextklas-
se, dessen Attributen konkrete Werte zugeordnet sind und dessen Kon-
textdaten einen konkreten Wert besitzen, Seite 52.
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Kontextklasse: Eine Kontextklasse wird durch den Typ des Kontextes induziert.
Die Kontextklasse hat alle Eigenschaften und Attribute eines Kontextes,
ohne dass diesen konkrete Werte zugewiesen sind, Seite 52.
Kontextkonsument: Ein Artefakt, welches Kontexte aus einer ubiquitären In-
formationsumgebung aufnimmt und verarbeitet, heißt Konsument dieser
Kontexte, Seite 54.
Kontextproduzent: Ein Artefakt, welches einen Kontext erzeugt und diesen in
einer ubiquitären Informationsumgebung zur Verfügung stellt, heißt Pro-
duzent dieses Kontextes, Seite 54.
Kontextqualität: Kontextqualität sind Informationen, auf welchen Metriken de-
finiert werden können, die eine quantitative Beurteilung der Qualität von
Kontexten bezüglich bestimmter Qualitätsparameter zulassen. Kontext-
qualität bezieht sich auf einzelne Kontexte, nicht auf die Prozesse, durch
die Kontexte bereitgestellt werden. Kontextqualität ist ein globales Maß,
das auf alle Kontexte gleichermaßen anwendbar ist; ihrer Bemessung
werden für alle Kontexte die gleichen Qualitätsparameter zu Grunde ge-
legt, Seite 36.
Kontextsensitivität: Ein System oder eine Anwendung ist kontextsensitiv, wenn
es Kontextinformationen verarbeitet und sein/ihr inneres und/oder äu-
ßeres Verhalten aufgrund der verarbeiteten Kontextinformation ändern
kann, Seite 20.
LOC: siehe Attribut räumliche Herkunft.
Metainformation: Metainformation bezeichnet solche Daten, die nicht inner-
halb des Informationssystems selbst gewonnen werden können, sondern
stattdessen von außen, zum Beispiel durch den Entwickler, bereitgestellt
werden müssen, Seite 48.
PMSC: siehe Probabilistic Multi-Site Crossover.
Probabilistic Multi-Site Crossover: Probabilistic Multi-Site Crossover (PMSC)
ist Teil des GRC-Algorithmensystems. PMSC stellt eine spezielle Verer-
bungstechnik für Kontextgenome dar, Seite 121.
semantischer Kontext: Die Repräsentation des kognitiven Kontextes in einem
kontextsensitiven System heißt semantischer Kontext. Der semantische
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Kontext dient der Erfassung der Bedeutung einer Kontextinformation.
Semantische Kontextmodelle modellieren diese Bedeutung und die Be-
ziehung zwischen semantischen Kontexten, Seite 50.
Sensordaten: Sensordaten sind Daten, die ein Artefakt oder ein Infrastruktur-
dienst durch physikalische Umweltsensoren erfassen kann, Seite 48.
TCDT: siehe Total Context Derive Time.
Total Context Derive Time: (TCDT ) Zeit zum Ableiten eines Kontextes von
der Erhebung des ersten Datums bis zu seiner Erzeugung, Seite 99.
Ubicomp: Kurzform von Ubiquitous Computing. Forschungsbereich der moder-
nen Informatik, Seite 2.
Verarbeitungsgraph: Graph, der gemäß des Produzent-Konsument-Schemas (vgl.
Abschnitt 3.5) die Interaktion von Artefakten durch den Austausch von
Kontexten repräsentiert, Seite 55.
Verlässlichkeit von Kontext: Die Verlässlichkeit von Kontext stellt ein Maß für
die inhaltliche Qualität einer Kontextinstanz dar. Sie ist somit ein Kon-
textattribut, da sie jedem Kontext, unabhängig von seiner semantischen
Bedeutung, ein Maß seiner inhaltlichen Qualität zuordnet., Seite 73.
Verwandtschaft von Kontexten: Die Verwandtschaft von Kontexten ist ein Maß
für die informationelle Abhängigkeit von Kontextinformationen, die durch
den Prozess der Ableitung von Kontexten höherer Ordnung entsteht, Sei-
te 77.
zyklische Verarbeitung: Zyklische Verarbeitung ist ein Grundmuster der infor-





Dieser Anhang enthält die ausführlichen Simulationsergebnisse aus der Evaluie-
rung der Kontextattribute mit context_sim. Jeder der folgenden Abschnitte enthält
die Auswertung eines Simulationslaufes. Dabei ist hier für jeden, der Einzelver-
suche in Abschnitt 6.2 ein Simulationslauf aufgezeichnet.
Die Daten enthalten Statistiken für alle an der Simulation beteiligten Artefakte,
sowie zusammenfassende Resultate des Simulationslaufes. Einige der hier voll-
ständig wiedergegebenen Statistiken wurden bereits im Kapitel Evaluierung im
Detail besprochen.
Der Abschnitt A.5 enthält zusätzlich zusammenfassende Statistiken zu dem
Versuch „Gesamtszenario“ und dessen Simulationsgraph.
A.1 Simulation: CA




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_A_1 of type 1
3 Artefact Typ_A_2 of type 1
4 Artefact Typ_A_3 of type 1
5 Artefact Typ_A_4 of type 1
6 Artefact Typ_A_5 of type 1
7 Artefact Typ_A_6 of type 1
8 Artefact Typ_A_7 of type 1
9 Artefact Typ_A_8 of type 1
10 Artefact Typ_A_9 of type 1





Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1221
Total number of contexts consumed: 0
Total number of contexts produced: 1221
Overall recognition rate: 0.8688279075578874
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_1:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1244
Total number of contexts consumed: 0
Total number of contexts produced: 1244
Overall recognition rate: 0.8720241144770712
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_2:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1315
Total number of contexts consumed: 0
Total number of contexts produced: 1315
Overall recognition rate: 0.8722688720057123
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_3:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1243
Total number of contexts consumed: 0
Total number of contexts produced: 1243
Overall recognition rate: 0.8699538165348049
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 1212
Total number of contexts consumed: 0
Total number of contexts produced: 1212
Overall recognition rate: 0.868199061386923
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_5:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1255
Total number of contexts consumed: 0
Total number of contexts produced: 1255
Overall recognition rate: 0.8744031260687536
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_6:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1261
Total number of contexts consumed: 0
Total number of contexts produced: 1261
Overall recognition rate: 0.8699661757180597
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_7:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1254
Total number of contexts consumed: 0
Total number of contexts produced: 1254
Overall recognition rate: 0.8721753968686289
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_8:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1240
Total number of contexts consumed: 0
Total number of contexts produced: 1240
Overall recognition rate: 0.8704691086900058
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Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_9:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1278
Total number of contexts consumed: 0
Total number of contexts produced: 1278
Overall recognition rate: 0.869083255354262
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 14994
Total number of contexts produced: 4998
Overall recognition rate: 0.3367674651174112
Mean relatedness of consumed Cs: 0.003897114401316082





Total number of contexts consumed: 14994
Total number of contexts produced: 17521
Mean derive time: 4.227490996398555
Max internal context reliability: 0.9999296292129205
Min internal context reliability: 0.10441586267545028





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 11
Total number of contexts in CSpace: 21
Total number of derivations: 17521.0
Mean number of derivations per artefact: 1592.8181818181818
Max recognition rate: 0.8744031260687536
Min recognition rate: 0.3367674651174112
Mean recognition rate: 0.822
Var of recognition rate: 0.025923684300174187
Min Seed Reliability: 0.6841621983099551








1 Artefact Typ_A_0 of type 1
2 Artefact Typ_A_1 of type 1
3 Artefact Typ_A_2 of type 1
4 Artefact Typ_A_3 of type 1
5 Artefact Typ_A_4 of type 1
6 Artefact Typ_A_5 of type 1
7 Artefact Typ_A_6 of type 1
8 Artefact Typ_A_7 of type 1
9 Artefact Typ_A_8 of type 1
10 Artefact Typ_A_9 of type 1
11 Artefact Typ_B_0 of type 2
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1267
Total number of contexts consumed: 0
Total number of contexts produced: 1267
Overall recognition rate: 0.8694542335800342
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_1:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1260
Total number of contexts consumed: 0
Total number of contexts produced: 1260
Overall recognition rate: 0.8665496374519459
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 1248
Total number of contexts consumed: 0
Total number of contexts produced: 1248
Overall recognition rate: 0.8672557146655271
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_3:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1242
Total number of contexts consumed: 0
Total number of contexts produced: 1242
Overall recognition rate: 0.8688679894229405
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_4:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1298
Total number of contexts consumed: 0
Total number of contexts produced: 1298
Overall recognition rate: 0.8712696510558379
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_5:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1246
Total number of contexts consumed: 0
Total number of contexts produced: 1246
Overall recognition rate: 0.8703291534651894
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_6:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1224
Total number of contexts consumed: 0
Total number of contexts produced: 1224
Overall recognition rate: 0.8687347343658571
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Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_7:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1207
Total number of contexts consumed: 0
Total number of contexts produced: 1207
Overall recognition rate: 0.8692057307181043
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_8:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1210
Total number of contexts consumed: 0
Total number of contexts produced: 1210
Overall recognition rate: 0.8687956732887065
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_9:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1311
Total number of contexts consumed: 0
Total number of contexts produced: 1311
Overall recognition rate: 0.8688477738381968
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 7203
Total number of contexts produced: 2401
Overall recognition rate: 0.6562353088040962
Mean relatedness of consumed Cs: 0.0038178536720810848







Total number of contexts consumed: 7203
Total number of contexts produced: 14914
Mean derive time: 1.0
Max internal context reliability: 0.9995932254875298
Min internal context reliability: 0.4760878449588716





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 11
Total number of contexts in CSpace: 10
Total number of derivations: 14914.0
Mean number of derivations per artefact: 1355.8181818181818
Max recognition rate: 0.8712696510558379
Min recognition rate: 0.6562353088040962
Mean recognition rate: 0.85
Var of recognition rate: 0.004114310899705806
Min Seed Reliability: 0.6782086681406494
Max Seed Reliability: 0.9995932254875298
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1262
Total number of contexts consumed: 0
Total number of contexts produced: 1262
Overall recognition rate: 0.8666473273826618
Mean relatedness of consumed Cs: NaN





Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 1238
Total number of contexts consumed: 1076
Total number of contexts produced: 1076
Overall recognition rate: 0.5978200883738743
Mean relatedness of consumed Cs: 0.29033457249070616
Var of relatedness of consumed Cs: 0.20408220320259748
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 1271
Total number of contexts consumed: 1001
Total number of contexts produced: 1001
Overall recognition rate: 0.42404322114840154
Mean relatedness of consumed Cs: 0.417382617382617
Var of relatedness of consumed Cs: 0.24167976467976504
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 1277
Total number of contexts consumed: 932
Total number of contexts produced: 932
Overall recognition rate: 0.3011838563535718
Mean relatedness of consumed Cs: 0.4768240343347637





Total number of contexts consumed: 3009
Total number of contexts produced: 4271
Mean derive time: 7.854436689930223
Max internal context reliability: 0.999
Min internal context reliability: 0.06118118473419158





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 4
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Total number of contexts in CSpace: 5
Total number of derivations: 4271.0
Mean number of derivations per artefact: 1067.75
Max recognition rate: 0.8666473273826618
Min recognition rate: 0.3011838563535718
Mean recognition rate: 0.547
Var of recognition rate: 0.06010010780037284
Min Seed Reliability: 0.6970650142023073
Max Seed Reliability: 0.999
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1265
Total number of contexts consumed: 0
Total number of contexts produced: 1265
Overall recognition rate: 0.8689419133045181
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 1235
Total number of contexts consumed: 868
Total number of contexts produced: 868
Overall recognition rate: 0.7397653608461507
Mean relatedness of consumed Cs: 0.23221966205837163
Var of relatedness of consumed Cs: 0.17565043073944733
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 1249
Total number of contexts consumed: 265
Total number of contexts produced: 265
Overall recognition rate: 0.7614448044067432
Mean relatedness of consumed Cs: 0.18075471698113194
Var of relatedness of consumed Cs: 0.14535633060161354
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 1236
Total number of contexts consumed: 51
Total number of contexts produced: 51
Overall recognition rate: 0.8174269582507337
Mean relatedness of consumed Cs: 0.08104575163398695





Total number of contexts consumed: 1184
Total number of contexts produced: 2449
Mean derive time: 2.700168918918917
Max internal context reliability: 0.999
Min internal context reliability: 0.5218457917658359





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 4
Total number of contexts in CSpace: 4
Total number of derivations: 2449.0
Mean number of derivations per artefact: 612.25
Max recognition rate: 0.8689419133045181
Min recognition rate: 0.7397653608461507
Mean recognition rate: 0.797
Var of recognition rate: 0.003377610354511957
Min Seed Reliability: 0.6858631562865608








1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 1213
Total number of contexts consumed: 0
Total number of contexts produced: 1213
Overall recognition rate: 0.8716481617599818
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 1252
Total number of contexts consumed: 566
Total number of contexts produced: 566
Overall recognition rate: 0.8257069041902717
Mean relatedness of consumed Cs: 0.1059481743227327
Var of relatedness of consumed Cs: 0.09154961068201012
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 1272
Total number of contexts consumed: 207
Total number of contexts produced: 207
Overall recognition rate: 0.8119807498050482
Mean relatedness of consumed Cs: 0.10595813204508865
Var of relatedness of consumed Cs: 0.0908435084866772
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 1221
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Total number of contexts consumed: 71
Total number of contexts produced: 71
Overall recognition rate: 0.8050230458877926
Mean relatedness of consumed Cs: 0.11877934272300478





Total number of contexts consumed: 844
Total number of contexts produced: 2057
Mean derive time: 1.9798578199052126
Max internal context reliability: 0.999
Min internal context reliability: 0.6748421711869996





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 4
Total number of contexts in CSpace: 6
Total number of derivations: 2057.0
Mean number of derivations per artefact: 514.25
Max recognition rate: 0.8716481617599818
Min recognition rate: 0.8050230458877926
Mean recognition rate: 0.829
Var of recognition rate: 8.978620178127574E-4
Min Seed Reliability: 0.6884374790385224
Max Seed Reliability: 0.999
---------------------------------------------------------------------
A.2 Simulation: LOC




1 Artefact Typ_A1_0 of type 1
2 Artefact Typ_A1_1 of type 1
3 Artefact Typ_A2_0 of type 2
4 Artefact Typ_A2_1 of type 2





Stats for Artefact Typ_A1_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 4461
Total number of contexts consumed: 0
Total number of contexts produced: 4461
Overall recognition rate: 0.8692876863186606
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A1_1:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 4507
Total number of contexts consumed: 0
Total number of contexts produced: 4507
Overall recognition rate: 0.8696614401999461
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A2_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 4483
Total number of contexts consumed: 0
Total number of contexts produced: 4483
Overall recognition rate: 0.10064024159679986
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A2_1:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 4508
Total number of contexts consumed: 0
Total number of contexts produced: 4508
Overall recognition rate: 0.10120858371293225
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 5000
Total number of contexts consumed: 9950
Total number of contexts produced: 4975
Overall recognition rate: 0.18149978575556255
Mean relatedness of consumed Cs: 0.0037051926298157455





Total number of contexts consumed: 9950
Total number of contexts produced: 22934
Mean derive time: 1.0
Max internal context reliability: 0.9991578270705341
Min internal context reliability: 1.0E-6





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 5
Total number of derivations: 22934.0
Mean number of derivations per artefact: 4586.8
Max recognition rate: 0.8696614401999461
Min recognition rate: 0.10064024159679986
Mean recognition rate: 0.424
Var of recognition rate: 0.16611409316007503
Min Seed Reliability: 1.084700059263699E-4
Max Seed Reliability: 0.9991578270705341
---------------------------------------------------------------------




1 Artefact Typ_A1_0 of type 1
2 Artefact Typ_A1_1 of type 1
3 Artefact Typ_A2_0 of type 2
4 Artefact Typ_A2_1 of type 2
5 Artefact Typ_B_0 of type 3
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 4500
Total number of contexts consumed: 0
Total number of contexts produced: 4500
Overall recognition rate: 0.8698704692827414
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A1_1:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 4477
Total number of contexts consumed: 0
Total number of contexts produced: 4477
Overall recognition rate: 0.8690120248366154
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A2_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 4495
Total number of contexts consumed: 0
Total number of contexts produced: 4495
Overall recognition rate: 0.09998766892767968
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A2_1:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 4526
Total number of contexts consumed: 0
Total number of contexts produced: 4526
Overall recognition rate: 0.10068747950287961
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 8068
Total number of contexts produced: 4034
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Overall recognition rate: 0.7562789611891461
Mean relatedness of consumed Cs: 0.003858866303090404





Total number of contexts consumed: 8068
Total number of contexts produced: 22032
Mean derive time: 1.0
Max internal context reliability: 0.9993856050618406
Min internal context reliability: 9.982021575231925E-5





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 5
Total number of derivations: 22032.0
Mean number of derivations per artefact: 4406.4
Max recognition rate: 0.8698704692827414
Min recognition rate: 0.09998766892767968
Mean recognition rate: 0.539
Var of recognition rate: 0.16261072585812666
Min Seed Reliability: 9.982021575231925E-5
Max Seed Reliability: 0.9993856050618406
---------------------------------------------------------------------
A.3 Simulation: FCR




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
5 Artefact Typ_E_0 of type 5
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.8712649900538805
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.869029681450718
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 9998
Total number of contexts produced: 4999
Overall recognition rate: 0.7570810398377623
Mean relatedness of consumed Cs: 0.004054144162165778
Var of relatedness of consumed Cs: 1.3161985026946234E-4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.870008390929034
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_E_0:
---------------------------------------------------------------------
Artefact type: 5
Total active steps: 5000
Total number of contexts consumed: 9996
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Total number of contexts produced: 4998
Overall recognition rate: 0.6587171862942044
Mean relatedness of consumed Cs: 0.0038815526210484274





Total number of contexts consumed: 19994
Total number of contexts produced: 24997
Mean derive time: 1.4999499849955051
Max internal context reliability: 0.9996547197270061
Min internal context reliability: 0.44634731740350775





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 5
Total number of derivations: 24997.0
Mean number of derivations per artefact: 4999.4
Max recognition rate: 0.8712649900538805
Min recognition rate: 0.6587171862942044
Mean recognition rate: 0.805
Var of recognition rate: 0.009102896416529276
Min Seed Reliability: 0.691505594219769
Max Seed Reliability: 0.9996547197270061
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
5 Artefact Typ_E_0 of type 5
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 5000
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Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.8689201073928196
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.869539019416033
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 740
Total number of contexts produced: 370
Overall recognition rate: 0.864982386319853
Mean relatedness of consumed Cs: 0.0035135135135135115
Var of relatedness of consumed Cs: 1.231231231231232E-4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.8706666221658353
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_E_0:
---------------------------------------------------------------------
Artefact type: 5
Total active steps: 5000
Total number of contexts consumed: 208
Total number of contexts produced: 104
Overall recognition rate: 0.8054049075216244
Mean relatedness of consumed Cs: 0.0035256410256410253
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Total number of contexts consumed: 948
Total number of contexts produced: 15474
Mean derive time: 1.2194092827004224
Max internal context reliability: 0.999948543733433
Min internal context reliability: 0.6780530165483398





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 3
Total number of derivations: 15474.0
Mean number of derivations per artefact: 3094.8
Max recognition rate: 0.8706666221658353
Min recognition rate: 0.8054049075216244
Mean recognition rate: 0.856
Var of recognition rate: 8.014608122449422E-4
Min Seed Reliability: 0.6780530165483398
Max Seed Reliability: 0.999948543733433
---------------------------------------------------------------------
A.4 Simulation: GRC




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_B_1 of type 2
4 Artefact Typ_B_2 of type 2
5 Artefact Typ_C_0 of type 3
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
Overall recognition rate: 0.8688415570450692
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8672104273207696
Mean relatedness of consumed Cs: 0.23825431753017265
Var of relatedness of consumed Cs: 0.17862857352049336
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_1:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8672104273207696
Mean relatedness of consumed Cs: 0.2382409815296394
Var of relatedness of consumed Cs: 0.17863448471117863
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_2:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8672104273207696
Mean relatedness of consumed Cs: 0.23825431753017273
Var of relatedness of consumed Cs: 0.1786285735204932
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 14994
Total number of contexts produced: 4998
Overall recognition rate: 0.6075336458767863
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Mean relatedness of consumed Cs: 0.3868458494508915





Total number of contexts consumed: 29991
Total number of contexts produced: 24995
Mean derive time: 2.708977244311089
Max internal context reliability: 1.0878
Min internal context reliability: 0.0699006781590027





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 15
Total number of derivations: 24995.0
Mean number of derivations per artefact: 4999.0
Max recognition rate: 0.8688415570450692
Min recognition rate: 0.6075336458767863
Mean recognition rate: 0.816
Var of recognition rate: 0.013529294932749134
Min Seed Reliability: 0.6716816209088418
Max Seed Reliability: 0.9999512081848899
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_B_1 of type 2
4 Artefact Typ_B_2 of type 2
5 Artefact Typ_C_0 of type 3
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 5000
Total number of contexts consumed: 0
Total number of contexts produced: 5000
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Overall recognition rate: 0.8703143415357706
Mean relatedness of consumed Cs: NaN
Var of relatedness of consumed Cs: NaN
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8709911831715688
Mean relatedness of consumed Cs: 0.2380942855237707
Var of relatedness of consumed Cs: 0.17869948432797092
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_1:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8709911831715688
Mean relatedness of consumed Cs: 0.23811428952457112
Var of relatedness of consumed Cs: 0.17869062327871646
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_2:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4999
Total number of contexts produced: 4999
Overall recognition rate: 0.8709911831715688
Mean relatedness of consumed Cs: 0.23811428952457114
Var of relatedness of consumed Cs: 0.17869062327871657
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 7386
Total number of contexts produced: 2462
Overall recognition rate: 0.7584927144079863
Mean relatedness of consumed Cs: 0.00375485152089539







Total number of contexts consumed: 22383
Total number of contexts produced: 22459
Mean derive time: 2.468927200870629
Max internal context reliability: 1.069167608619676
Min internal context reliability: 0.4807111894237882





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 5
Total number of contexts in CSpace: 13
Total number of derivations: 22459.0
Mean number of derivations per artefact: 4491.8
Max recognition rate: 0.8709911831715688
Min recognition rate: 0.7584927144079863
Mean recognition rate: 0.848
Var of recognition rate: 0.0025236583529878696
Min Seed Reliability: 0.6817264707247142
Max Seed Reliability: 0.9999755769860719
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 5000
Total number of contexts consumed: 4769
Total number of contexts produced: 4769
Overall recognition rate: 0.5091523750013758
Mean relatedness of consumed Cs: 0.807989096246593





Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 4768
Total number of contexts produced: 4768
Overall recognition rate: 0.5087213099338026
Mean relatedness of consumed Cs: 0.8096196868008936
Var of relatedness of consumed Cs: 0.15391112493971515
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_C_0:
---------------------------------------------------------------------
Artefact type: 3
Total active steps: 5000
Total number of contexts consumed: 4767
Total number of contexts produced: 4767
Overall recognition rate: 0.5081804581474955
Mean relatedness of consumed Cs: 0.8095797496678541
Var of relatedness of consumed Cs: 0.15393581206897283
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 41
Total number of contexts consumed: 0
Total number of contexts produced: 41
Overall recognition rate: 0.8859075828474393
Mean relatedness of consumed Cs: NaN





Total number of contexts consumed: 14304
Total number of contexts produced: 14345
Mean derive time: 683.3587108501164
Max internal context reliability: 0.999
Min internal context reliability: 0.1288437726973299





Total number of simulation steps 5000
Total number of simTicks: 5000
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Total number of artefacts: 4
Total number of contexts in CSpace: 3
Total number of derivations: 14345.0
Mean number of derivations per artefact: 3586.25
Max recognition rate: 0.8859075828474393
Min recognition rate: 0.5081804581474955
Mean recognition rate: 0.603
Var of recognition rate: 0.03557443123398467
Min Seed Reliability: 0.7909727889007262
Max Seed Reliability: 0.999
---------------------------------------------------------------------




1 Artefact Typ_A_0 of type 1
2 Artefact Typ_B_0 of type 2
3 Artefact Typ_C_0 of type 3
4 Artefact Typ_D_0 of type 4
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_A_0:
---------------------------------------------------------------------
Artefact type: 1
Total active steps: 5000
Total number of contexts consumed: 56
Total number of contexts produced: 56
Overall recognition rate: 0.8666918567244027
Mean relatedness of consumed Cs: 0.018452380952380956
Var of relatedness of consumed Cs: 0.0178553391053391
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_B_0:
---------------------------------------------------------------------
Artefact type: 2
Total active steps: 5000
Total number of contexts consumed: 56
Total number of contexts produced: 56
Overall recognition rate: 0.865825164867678
Mean relatedness of consumed Cs: 0.018452380952380956
Var of relatedness of consumed Cs: 0.0178553391053391
---------------------------------------------------------------------
---------------------------------------------------------------------





Total active steps: 5000
Total number of contexts consumed: 56
Total number of contexts produced: 56
Overall recognition rate: 0.8649593397028101
Mean relatedness of consumed Cs: 0.018452380952380956
Var of relatedness of consumed Cs: 0.0178553391053391
---------------------------------------------------------------------
---------------------------------------------------------------------
Stats for Artefact Typ_D_0:
---------------------------------------------------------------------
Artefact type: 4
Total active steps: 56
Total number of contexts consumed: 0
Total number of contexts produced: 56
Overall recognition rate: 0.8675594161405432
Mean relatedness of consumed Cs: NaN





Total number of contexts consumed: 168
Total number of contexts produced: 224
Mean derive time: 1.9999999999999993
Max internal context reliability: 0.9756014921103677
Min internal context reliability: 0.7497204081277599





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 4
Total number of contexts in CSpace: 0
Total number of derivations: 224.0
Mean number of derivations per artefact: 56.0
Max recognition rate: 0.8675594161405432
Min recognition rate: 0.8649593397028101
Mean recognition rate: 0.866
Var of recognition rate: 1.2519256267302688E-6
Min Seed Reliability: 0.7519740751830576









Total number of contexts consumed: 407981
Total number of contexts produced: 226315
Mean derive time: 1899.9427448512022
Max internal context reliability: 0.9999776983888481
Min internal context reliability: 2.1982562611506347E-32





Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 118
Total number of contexts in CSpace: 351
Total number of derivations: 226315.0
Mean number of derivations per artefact: 1917.9237288135594
Max recognition rate: 0.8728257168509568
Min recognition rate: 0.0031009438815747395
Mean recognition rate: 0.54
Var of recognition rate: 0.16688781859932586
Min Seed Reliability: 0.6432604819755752
Max Seed Reliability: 0.9999776983888481
---------------------------------------------------------------------




Total number of contexts consumed: 14159
Total number of contexts produced: 96236
Mean derive time: 1.7544650040225318
Max internal context reliability: 0.9998957349982539
Min internal context reliability: 0.5258489688069505







Total number of simulation steps 5000
Total number of simTicks: 5000
Total number of artefacts: 118
Total number of contexts in CSpace: 146
Total number of derivations: 96236.0
Mean number of derivations per artefact: 815.5593220338983
Max recognition rate: 0.9100865972732224
Min recognition rate: 0.6140801078979289
Mean recognition rate: 0.801
Var of recognition rate: 0.00924636958647103
Min Seed Reliability: 0.6650447443989842





Abbildung A.1. Simulation Gesamtszenario: Subsktiptionsgraph
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Anhang B
Studie: Zählung der Gegenstände in
Büroumgebungen
Dieser Anhang enthält die Ergebnisse einer Studie mit dem Ziel eine Datenbasis
zu schaffen welche es erlaubt, die Anzahl der computerisierten Gegenständen und
Ubiquitous Computing Artefakten in typischen zukünftigen Büroumgebungen ab-
zuschätzen. Zu diesem Zweck wurden in verschiedenen Büros alle vorhandenen
Gegenstände gezählt und katalogisiert.
Diese Daten bilden die Grundlage für die Schätzung der Anzahl computerisier-
ter Gegenstände in zukünftigen ubiquitären Informationsumgebungen. Da unter-
schiedliche Annahmen über die Art der potentiellen zukünftigen Artefakte zu un-
terschiedlichen Ergebnissen führen, werden hier auch die reinen aufbereitenden
Zählungsergebnisse dokumentiert. Diese können so auch in späteren Arbeiten als
Datenbasis für ähnliche Überlegungen genutzt werden. Daneben werden die Ar-
tefakte herausgehoben, für welche im Rahmen dieser Arbeit angenommen wurde,
dass sie potentiell in Zukunft computerisiert sein werden.
Die Zählungsprotokolle sind wie folgt aufgebaut: Im Kopfteil befinden sich
Daten über Zeitpunkt, Ort und Dauer der Zählung. Die erste Spalte der Tabelle
enthält den Namen des Zählformulars. In der zweiten Spalte sind die bei der Zäh-
lung gefundenen Gegenstände verzeichnet. Spalte drei enthält die Anzahl dieser
Gegenstände. Bei dieser Zahl handelt es sich um die oben angesprochenen Basis-
daten der Zählung. Die vierte Spalte enthält die Anzahl an Gegenständen, welche
in Zukunft potentiell computerisiert sein könnten. In der letzten Spalte ist der Ort,
an dem die Gegenstände gefunden wurden, näher spezifiziert.
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
B.1 Bürozählung: A. Krohn
Datum 08.10.04









Form Gegenstand Anz. Anz. Ort
1/9 Schreibtische 2 2 Rolltisch
Haupt-
form




















Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 0










+ Monitor 1 1
3/9 Schubladen 0 Regal_Wand
Detail-
form









Kulis / Bleistifte / Stabilos 0





CD / DVD / Speichermedien 1
Fortsetzung nächste Seite ...
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Kaugummi, Bonbon Pckg. 3




Schubladen 0 Tisch hinten









Kulis / Bleistifte / Stabilos 1 1
Marker / Eddings 1 1
andere Stifte 0
Fortsetzung nächste Seite ...
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Touchscreen, Display 1 1
Batterie, Sonderform 1
5/9 Schubladen 0 Wände Boden
Detail-
form









Fortsetzung nächste Seite ...
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Fortsetzung ...
geheftete Stapel 0
Kulis / Bleistifte / Stabilos 0










+ Pinnwand 1 1
Vorhang 2




6/9 Schubladen 0 Hauptschreibtisch
Detail-
form










Kulis / Bleistifte / Stabilos 5 5
Marker / Eddings 1 1
andere Stifte 0
Boardmarker 0
Fortsetzung nächste Seite ...
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6.1/9 PC Tower 1 1
Zusatz-
form
PC Lautsprecher 2 2
Monitor 1 1
PC Maus 1 1
Taschenrechner 1 1










7/9 Schubladen 0 Tisch klein Mitte
Detail-
form








Fortsetzung nächste Seite ...
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Fortsetzung ...
geheftete Stapel 1
Kulis / Bleistifte / Stabilos 0
























8/9 Schubladen 7 7 Tisch Mitte groß
Detail-
form






Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 0






















Werkzeugkasten, klein 1 1








Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 10 10
Marker / Eddings 8 8




























Fortsetzung nächste Seite ...
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Gesamt / Relevant 1439 144
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
B.2 Bürozählung: P. Spieß
Datum 09.12.04









Form Gegenstand Anz. Anz. Ort














2/5 Schubladen 0 Boden
Detail-
form




Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 0










+ Sprudelkästen 1 1
+ Schlüssel 2 2
+ Standventilator 1 1
3/5 Schubladen 0 Wand links
Detail-
form










Kulis / Bleistifte / Stabilos 0
Marker / Eddings 0
Fortsetzung nächste Seite ...
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+ Pinnboard 1 1
+ Pinns 45
4/5 Schubladen 8 8 Schreibtisch
Detail-
form










Kulis / Bleistifte / Stabilos 2 2
Marker / Eddings 1 1
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5/5 Schubladen 0 Schrank
Detail-
form
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Kulis / Bleistifte / Stabilos 0

















Gesamt / Relevant 244 54
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
B.3 Bürozählung: T. Zimmer
Datum 02.11.04










Form Gegenstand Anz. Anz. Ort














2/6 Schubladen 0 Wand Boden
Detail-
form




Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 0










+ Sprudelkästen 2 2
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
Pinns 62
3/6 Schubladen 0 Schrank
Detail-
form









Kulis / Bleistifte / Stabilos 1 1
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Organizer (PDA) 1 1
Multimedia Player 1 1
Schlüssel 1 1
Steckeradapter 3
4/6 Schubladen 0 Regal
Detail-
form










Kulis / Bleistifte / Stabilos 1 1















Fortsetzung nächste Seite ...
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
Bilderrahmen 2 2






























5/6 Schubladen 7 7 Schreibtisch
Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 14 14
Marker / Eddings 14 14
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Geldtruhe / Safe 1
Organizer (PDA) 1 1
Fortsetzung nächste Seite ...
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
6/6 Schubladen 0 Tische Mitte
Detail-
form










Kulis / Bleistifte / Stabilos 1 1
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Kopfhörer 1 1 204
Gesamt / Relevant 3429 192
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
B.4 Bürozählung: C. Decker
Datum 02.11.04










Form Gegenstand Anz. Anz. Ort














2/6 Schubladen 0 Wand Boden
Detail-
form




Fortsetzung nächste Seite ...
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Kulis / Bleistifte / Stabilos 0
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
Vorhang 1
3/6 Schubladen 0 Schrank
Detail-
form






lose Blätter 11 11
Notizen 0
geheftete Stapel 0
Kulis / Bleistifte / Stabilos 0
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
PC Steckkarte 7
4/6 Schubladen PC Schreibtisch
Detail-
form







lose Blätter 13 13
Notizen 8 8
geheftete Stapel 0
Kulis / Bleistifte / Stabilos 6 6
Marker / Eddings 2 2
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TetraPack Beutel, Orange 1
Hub, USB 1
PC, Mini-Tower 1 1
Reisszwecke, Pckg. 1
Fortsetzung nächste Seite ...
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
5/6 Schubladen 4 4 Tische Mitte
Detail-
form







lose Blätter 20 20
Notizen 0
geheftete Stapel 11 11
Kulis / Bleistifte / Stabilos 0
Marker / Eddings 0
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geheftete Stapel 1 1
Kulis / Bleistifte / Stabilos 25 25
Marker / Eddings 10 10
Fortsetzung nächste Seite ...
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Anhang B Studie: Zählung der Gegenstände in Büroumgebungen
Fortsetzung ...
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Gesamt / Relevant 1274 538
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