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Abstract: We define and study the following two-player game on a graph G. Let k ∈ N∗. A set
of k guards is occupying some vertices of G while one spy is standing at some node. At each turn,
first the spy may move along at most s edges, where s ∈ N∗ is his speed. Then, each guard may
move along one edge. The spy and the guards may occupy same vertices. The spy has to escape
the surveillance of the guards, i.e., must reach a vertex at distance more than d ∈ N (a predefined
distance) from every guard. Can the spy win against k guards? Similarly, what is the minimum
distance d such that k guards may ensure that at least one of them remains at distance at most
d from the spy? This game generalizes two well-studied games: Cops and robber games (when
s = 1) and Eternal Dominating Set (when s is unbounded).
First, we consider the computational complexity of the problem, showing that it is NP-hard and
that it is PSPACE-hard in DAGs. Then, we establish tight tradeoffs between the number k of
guards and the required distance d when G is a path or a cycle. Our main result is that there
exists β > 0 such that Ω(n1+β) guards are required to win in any n× n grid.
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Jeux de Surveillance dans les graphes
Résumé : Nous définissons et étudions le jeux suivant à deux joueurs dans un graphe G.
Soit k ∈ N∗. Une équipe de k gardes occupe des sommets de G alors qu’un espion occupe un
sommet. A chaque tour, l’espion peut se déplacer le long de s arêtes, où s ∈ N∗ est sa vitesse.
Puis, chaque garde peut se déplacer le long d’une arête. L’espion et les gardes peuvent occuper
un même sommet. L’espion doit échapper à la surveillance des gardes, i.e., doit atteindre un
sommet à distance plus que d ∈ N (une distance prédéfinie) de chaque garde. Est-ce que l’espion
peut gagner contre k gardes ? Quel est la distance minimum telle que k gardes peuvent assurer
qu’au moins l’un d’entre eux est toujours à distance au plus d de l’espion ? Ce jeu généralise 2
jeux connus: celui des gendarmes et voleur (pour s = 1) et celui du dominant perpétuel (pour s
non borné).
Nous considérons d’abord la complexité du problème. Nous montrons qu’il est NP-difficile,
et qu’il est PSPACE-difficile dans les graphes dirigés acycliques. Puis nous établissons des com-
promis entre le nombre
degardesetladistance
dquandGestuncheminouuncycle.Notrersultatprincipalestqu′ilexisteβ > 0 tel que Ω(n1+β) gardes
sont nécessaires pour gagner dans un grille carrée de côté n.
Mots-clés : Jeux combinatoire, Gendarmes et Voleurs, graphe
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1 Introduction
We consider the following two-player game on a graph G, called Spy-game. Let k, d, s ∈ N be
three integers such that k > 0 and s > 0. One player uses a set of k guards occupying some
vertices of G while the other player plays with one spy initially standing at some node. This is
a full information game so any player has the full information about the positions and previous
moves of the other player. Note that several guards and even the spy could occupy a same vertex.
Initially, the spy is placed at some vertex of G. Then, the k guards are placed at some vertices
of G. Then, the game proceeds turn-by-turn. At each turn, first the spy may move along at most
s edges (s is the speed of the spy). Then, each guard may move along one edge. The spy wins
if, after a finite number of turns (after the guards’ move), it reaches a vertex at distance greater
than d from every guard. The guards win otherwise, in which case we say that the guards control
the spy at distance d, i.e. that there is always at least one guard at distance at most d from the
spy.
Given a graph G and two integers d, s ∈ N, s > 0, let the guard-number, denoted by gns,d(G),
be the minimum number of guards required to control a spy with speed s at distance d, against
any strategy from the spy. We also define the following dual notion. Given a graph G and two
integers k, s ∈ N, s > 0, k > 0, let ds,k(G), be the minimum distance d such that k guards can
control a spy with speed s at distance d, whatever be the strategy of the spy.
1.1 Preliminary remarks
We could define the game by placing the guards first. In that case, since the spy could choose
its initial vertex at distance greater than d from any guard, we need to slightly modify the rules
of the game lest it be equivalent to a dominating set instance. If the guards are placed first,
they win if, after a finite number of turns, they ensure that the spy always remains at distance
at most d from at least one guard. Equivalently, the spy wins if it can reach infinitely often a
vertex at distance greater than d from every guard. We show that both versions of the game are
closely related. In what follows, we consider the spy-game against a spy with speed s that must
be controlled at distance d for any fixed integers s > 0 and d.
Claim 1 If the spy wins in the game when it starts first, then it wins in the game when it is
placed after the guards.
Proof of the claim. Assume that the spy has a winning strategy S when it is placed first. In
particular, there is a vertex v0 ∈ V (G) such that, starting from v0 and whatever be the strategy
of the guards, the spy can reach a vertex at distance > d from every guard. If the spy is placed
after the guards, its strategy consists first at reaching v0 and then at applying the strategy S
until it is at distance > d from every guard. The spy repeats this process infinitively often. 
The converse is not necessary true, however we can prove a slightly weaker result which is
actually tight. For this purpose, let us recall the definition of the well known Cops and robber
game [13, 4]. In this game, first k cops occupy some vertices of the graph. Then, one robber
occupies a vertex. Turn-by-turn, each player may move its token (the cops first and then the
robber) along an edge. The cops win if one of them reach the same vertex as the robber after a
finite number of turns. The robber wins otherwise. The cop-number cn(G) of a graph G is the
minimum number of cops required to win in G [1].
Claim 2 If k guards win in the game when the spy is placed first in a graph G, then k+cn(G)−1
guards win the game when they are placed first.
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Proof of the claim. Assume that k guards have a winning strategy when the spy is placed first.
Such a strategy S is defined as follows. For any position v ∈ V (G) of the spy, each guard gi
(1 ≤ i ≤ k) is assigned a vertex pos(i, v), such that, for any vertex w ∈ V (G) at distance at
most s from v and for any i ≤ k, pos(i, w) ∈ N [pos(i, v)] where N [x] denote the set of vertices
at distance at most one from x ∈ V . Moreover, for any v ∈ V (G), there exists i ≤ k such that
the distance between v and pos(i, v) is at most d.
Now, let us assume that k + cn(G) − 1 guards are placed first. We show that after a finite
number of turns, when the spy occupies some vertex v, the vertices pos(i, v) are occupied for all
1 ≤ i ≤ k and then the guards occupying these vertices can follow S and so win.
Let 0 ≤ j < k and assume that the vertices pos(i, v) are occupied for all 1 ≤ i ≤ j (j = 0
means no such vertex is occupied). The guards occupying the vertices pos(1, v), · · · , pos(j, v)
follow the strategy S. It remains k + cn(G)− 1− j ≥ cn(G) “free" guards. A team of cn(G) of
free guards will "purchase" the position pos(j + 1, v) (which acts as a robber moving at speed
one in G). Therefore, after a finite number of steps, one free guard reaches pos(j + 1, v) (where
v is the position of the spy at this step). Continuing this way, the vertices pos(i, v) are occupied
for all 1 ≤ i ≤ k after a finite number of steps which concludes the proof. 
The bound of the previous claim is tight. Indeed, for any graph G, gn1,0(G) = 1 since one
guard can be placed at the initial position of the spy and then follows it. On the other hand, if
the guards are placed first, the game (for s = 1 and d = 0) is equivalent to the classical Cops
and robber game and, therefore, cn(G) guards are required.
1.2 Related work
Further relationship with Cops and robber games. The Cops and robber game has been
generalized in many ways [3, 7, 2, 5, 8]. In [3], Bonato et al. proposed a variant with radius of
capture. That is , the cops win if one of them reaches a vertex at distance at most d (a fixed
integer) from the robber. The version of our game when the guards are placed first and for s = 1
is equivalent to Cops and robber with radius of capture. Indeed, when the spy is not faster than
the guards, capturing the spy (at any distance d) is equivalent to controling it at such distance:
once a guard is at distance at most d from the spy, it can always maintain this distance (by
following a shortest path toward the spy).
This equivalence is not true anymore as soon as s > 1. Indeed, one cop is always sufficient
to capture one robber in any tree, whatever be the speed of the robber or the radius of capture.
On the other hand, we prove below that Θ(n) cops are necessary to control a spy with speed
at least 2 at some distance d in any n-node path. This is mainly due to the fact that, in the
spy-game, the spy may cross (or even occupy) a vertex occupied by a guard. Therefore, in what
follows, we only consider the case s ≥ 2.
Note that the Cops and robber games when the robber is faster than the cops is far from being
well understood. For instance, the exact number of cops with speed one required to capture a
robber with speed two is unknown in grids [6]. One of our hopes when introducing the Spy-game
is that it will lead us to a new approach to tackle this problem.
Generalization of Eternal Domination. A d-dominating set of a graph G is a setD ⊆ V (G)
of vertices such that any vertex v ∈ V (G) is at distance at most d from a vertex in D. Let γd(G)
be the minimum size of a d-dominating set in G. Clearly, gns,d(G) ≤ γd(G) for any s, d ∈ N.
However these two parameters may differ arbitrary as shown by the following example. Let G be
the graph obtained from a cycle C on n-vertices by adding a node x and, for any v ∈ C, adding
a path of length d+1 between v and x. It is easy to check that γd(G) = Ω(n) while gns,d(G) = 2
(the two guards moving on x and its neighbors).
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In the eternal domination game [9, 10, 11, 12], a set of k defenders occupy some vertices
of a graph G. At each turn, an attacker chooses a vertex v ∈ V and the defenders may move
to adjacent vertices in such a way that at least one defender is at distance at most d (a fixed
predefined value) from v. Several variants of this game exist depending on whether exactly one or
more defenders may move at each turn [10, 11, 12]. It is easy to see that the spy-game, when the
spy has unbounded speed (equivalently, speed at least the diameter of the graph) is equivalent
to the Eternal Domination game when all defenders may move at each turn.
1.3 Our contributions
In this paper, we initiate the study of the spy-game for s ≥ 2. In Section 2, we study the
computational complexity of the problem of deciding the guard-number of a graph. We prove
that deciding whether gn3,1(G) is NP-hard in the class of graph G with diameter at most 5.
Then, we show the problem is PSPACE-complete in the case of DAGs (where guards and spy
have to follow the orientation of arcs, but distances are in the underlying graph). Then, we
consider particular graph classes. In Section 3, we precisely characterize the cases of paths and


















for any cycle Cn on n vertices. Our most interesting result concerns the case of grids. In Section 4,
we prove that there exists β > 0 such that gns,d(Gn×n) = Ω(n1+β) in any n× n grid Gn×n. For
this purpose, we actually prove a lower bound on the number of guards required in a fractional
relaxation of the game (the formal definition is given in the corresponding section).
Notations. As usual, we consider connected simple graphs. Given a graph G = (V,E) and
v ∈ V , let N(v) = {w | vw ∈ E} denote the set of neighbors of v and let N [v] = N(v) ∪ {v}.
2 Complexity
2.1 NP-hardness
Theorem 1 Given a graph G with diameter at most 5 and an integer k as inputs, deciding
whether gn3,1(G) ≤ k is NP-hard.
Proof. The result is obtained by reducing the classical Set Cover Problem. In the Set Cover
Problem the input is a set of elements U , a family S of subsets of U such that ∪S∈SS = U and an
integer k. The question is whether there exists a set C ⊆ S such that |C| ≤ k and ∪S∈CS = U ,
the set C is called a cover of U .
Let (U = {u1, . . . , un},S = {S1, . . . , Sm}, k) be an instance of the Set Cover Problem. Note
that, for any i ≤ n, there exists j ≤ m such that ui ∈ Sj (since ∪S∈SS = U). We create a graph
G such that there is a cover C ⊆ S of U with size at most k if and only if g31(G) ≤ k.
The graph G is constructed in the following way. Abusing the notation, let us identify the
elements in U ∪ S with some vertices of G. Let V (G) = S ∪ U ∪ V with V = {v1, · · · , vn}. Start
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with a complete graph with set of vertices S = {S1, · · · , Sm} and, for any 1 ≤ i ≤ n, add an
edge {ui, vi}. Finally, for any i ≤ n and j ≤ m such that ui ∈ Sj , let us add an edge {ui, Sj}.
First, let us prove that, if U admits a cover C of size at most k, then g31(G) ≤ k. For this
purpose, we give a strategy for the guards that ensure that the spy is always at distance at
most 1 from at least one guard. When the spy occupies a vertex in C ∪ U , the guards occupy
all the vertices of C. When the spy occupies a vertex vi for some i ≤ n, let j(i) be such that
ui ∈ Sj(i) ∈ C, then one guard occupies ui and the other guards occupy the vertices of C\{Sj(i)}.
Because the speed of the spy is 3, from a vertex vi, the spy can only reach a vertex in C ∪ U .
Therefore, whatever be the initial position of the spy and its moves, the guards can always ensure
the previously defined positions.
Suppose now that there is no cover C of U with size k, we show that g31(G) > k. Let us
assume at most k guards are occupying vertices in G, let us consider the following strategy for
the spy. The spy starts at S1. If there exists i ≤ n such that no guards dominate ui, i.e., no
guards occupy a vertex of N [ui], the spy goes at vi (note that any vertex in {v1, · · · , vn} is at
distance at most 3 from S1). Then, no guard can reach a vertex at distance at most 1 from vi
(since ui is the only neighbor of vi) and the spy wins.
Let us show that such a vertex ui exists by reverse induction on the number ` of guards
occupying vertices in {S1, · · · , Sm}. That is, let O be the set of vertices occupied by the guards
(note that |O| = k) and let ` = |O∩S|. We show that there exists i ≤ n such that O∩N [ui] = ∅.
If ` = k, i.e., O ⊆ S, then the result holds since there is no cover of U of size at most k. If ` < k,
there exists j ≤ n such that a guard is occupying uj or vj , i.e., there exists x ∈ {uj , vj} such that
x ∈ O. Let z ≤ m such that uj ∈ Sz and let O′ = O ∪ {Sz} \ {x}. By induction and because
|O′ ∩ S| = `+ 1, there exists i ≤ n such that O′ ∩N [ui] = ∅. Since O ∩N [up] ⊆ O′ ∩N [up] for
any p ≤ n, the result follows.
Note that the previous proof could be easily adapted for a speed s > 2 and distance d = s−2
simply adjusting the size of the paths to s − 1. Moreover, since the set cover problem is not
approximable within a factor of (1− o(1)) lnn, our proof also implies the same result to the spy
game.
2.2 PSPACE-hardness in the directed case
In this section, we consider a variant of our game played on digraphs. In this variant, both
the guards and the spy can move only by following the orientation of the arcs. However, the
distances are the ones of the underlying undirected graph. Also, in this section, we consider the
variant of the game when the guards are placed first.
We prove that deciding if gns,d(D) ≤ k is PSPACE-hard in the class of Directed Acyclic
Graphs (DAG), for any s ≥ 1 and any d ≥ 2. The proof below is given for d = 2 but can easily
be adapted for any distance d.
The result is obtained by reducing the PSPACE-complete Quantified Boolean Formula in
Conjunctive Normal Form (QBF) problem. Given a set of boolean variables x1, . . . , xn and a
boolean formula F = C1 ∧C2 ∧ . . . ∧Cm where Cj is a disjunction of literals, the QBF problem
asks whether the expression φ = Q1x1Q2x2 . . . QnxnF is true, where every Qi is either ∀ or ∃.
Theorem 2 The problem of deciding gns,2 is PSPACE-hard in the class of DAGs, when the
guards are placed first.
Proof. Let φ be quantified boolean formula with n boolean variables. We construct a DAG Dφ
such that φ is true if and only if n guards control a spy at distance 2 in Dφ after a finite number
of turns.
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For eachQixi of φ we construct a gadget digraphDi. IfQi = ∃ then V (Di) = {wi−1, z1i , z2i , z3i , z4i , xi, x∗i , xi, x∗i , yi, vi, v′i, wi},
the arcs between the vertices are shown in figure ??. IfQi = ∀ then V (Di) = {wi−1, z1i , z2i , z3i , z4i , xi, x∗i , xi, x∗i , yi,
yi, vi, vi, v
′
i, wi} the arcs between the vertices are shown in figure ??.
Observe that the vertex wi appears in bothDi andDi+1. It remains to establish a relationship
between each clause and the variables it contains. For each clause Ci we create a vertex ci in
Dφ and add an arc from wn to ci. We also add an arc from ci to xi(xi) if clause Ci contains the
literal xi(xi).

















































It remains to prove that φ is true if and only if ~g2(Dφ) = n.
First note that, for each gadget Di, at least one guard have to pick a vertex from Si =
{z1i , z2i , z3i } as his initial position, otherwise the spy would pick z1i as his initial position and no
guard could ever reach distance 2 from such vertex, therefore the spy would win. We will refer
to the guard initially in Si as pi. Since Dφ has n such gadgets, then ~g2(Dφ) ≥ n. Furthermore,
assuming that each guard pi starts on z1i he can only occupy the vertices on the set Ri =
{z1i , z2i , z3i , z4i , xi, x∗i , xi, x∗i } during the rest of the game.
RR n° 8869
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Suppose that φ = false. We describe a winning strategy for the spy playing against n
guards. Lets assume that there is exactly one guard in each set Si, that is, the spy cannot win
just initially positioning himself in one unprotected z1i . The spy starts on the vertex w0.
Now, suppose that the spy is in some wi−1 of Di(∀), then the only guard that can reach a
vertex at distance at most 2 from wi−1 is pi when he occupies the vertex z4i . The spy waits until
the guard pi moves to z4i , if the guard never do so the spy stays on wi−1 and wins the game.
Therefore suppose that pi eventually moves to z4i , then the spy chooses between moving to yi or
yi, depending the choice of the spy the guard pi is then forced to move to x∗i or to x
∗
i , because
these are the only vertices that are reachable for any guard that are at distance at most 2 from
yi and yi respectively. If pi moves to x∗i the corresponding variable xi is set to true. Otherwise,
if pi moves to x∗i then xi = false. It means that for a quantified variable ∀xi the spy chooses
the value of xi.
If the spy is in some wi−1 of Di(∃), again, the only guard that can reach a vertex at distance
at most 2 from the spy is pi when he occupies the vertex z4i . The spy then waits until the guard
pi moves to z4i and then moves to yi, this time pi is not forced to move to specifically x∗i or to
x∗i , but he still must choose one of them. Again, if pi moves to x∗i the corresponding variable
xi is set to true, otherwise, if pi moves to x∗i then xi = false. It means that for a quantified
variable ∃xi the guards choose the value of xi.
When pn moves to x∗n or x
∗
n each guard is on x∗i (x
∗
i ) or xi(xi). Observe that each guard can
only reach a safe distance from the vertices cj corresponding to the clauses that contains the
literal he set true. Since φ = false then the spy can choose between yi and yi on gadgets Di(∀)
in such a way that no matter how the guards choose x∗i or x
∗
i on gadgets Di(∃) there is at least
one vertex cj that cannot be protected by any guard. Then the spy moves to such vertex, stays
there and wins the game.
Suppose that φ = true. Each guard pi, i = 1, ..., n, will choose z3i as his initial position. If
the spy choose as his initial position z1i , z2i , z3i , z4i , x∗i or x
∗
i the guard pi do not need to move
since the spy is at distance at most 2 from z3i . The only vertices that the spy can go from these
initial positions that are not under the protection of pi are xi or xi. If he goes to any of them
the guard pi just moves to z4i . Since the spy cannot move anymore and is at distance at most
2 from a guard, the guards win the game. If the spy starts on some vi, vi or v′i then pi moves
to z4i , after that, if the spy goes to x∗i , x
∗
i or z4i then pi follows the same strategy from above.
Therefore the spy, independent of his initial position, must eventually move to a vertex wi, yi, yi
or some clause vertex cj , otherwise he loses.
Suppose that the spy is in some vertex wi−1 of Di(∀) then the guard pi moves to z4i and
prevents the spy from communicating. The spy must move to yi or yi forcing pi to move to x∗i
or x∗i accordingly. Again, for a quantified variable ∀xi the spy chooses the value of xi. After the
spy moves from yi(yi) the cop moves to xi(xi) and stays there forever.
Similarly, if the spy is in some vertex wi−1 of Di(∃) then the guard pi moves to z4i and
prevents the spy from communicating. The spy must move to yi, this time pi is not forced to
move to specifically x∗i or to x
∗
i , but he still must choose one of them. Therefore, for a quantified
variable ∃xi the guards choose the value of xi. After the spy moves from yi the cop moves to xi
or xi depending of his previous movement and stays on that vertex forever.
Observe that after the spy moves from yn or yn every guard is at distance 2 from wn at
distance 1 from each clause vertex that contains the literal he chose to set true and at distance
2 from each of the other literals of these clauses. Since φ = true then the guards can choose
between yi and yi on gadgets Di(∃) in such a way that no matter how the spy chooses x∗i or x∗i
on gadgets Di(∀) all clause vertices are at distance 1 from at least one guard. Therefore the only
vertices reachable for the spy are at distance at most 2 from the guards.
RR n° 8869
Spy-Game on graphs 9
We remark that the proof above is independent from the speeds of the spy and the guards,
both the spy and the guards would not benefit from a speed bigger than one. Furthermore the
proof can be easily adapted for any distance d ≥ 2.
3 Case of paths and rings
In this section, we characterize optimal strategies in the case of two simple topologies: the path
and the ring. For ease of readability, some proofs are given in the case s = 2. The general proofs
(for any s ≥ 2) are similar.
3.1 Paths
The following theorem directly follows from next two lemmas.









Lemma 1 For any path P with n+ 1 nodes and for any k ≥ 1 and s ≥ 2, ds,k(P ) ≥ bn(s−1)2ks c.
Proof. For ease of readability, we prove the lemma in the case 2d−1s−1 ∈ N.
Let P = (v0, v1, · · · , vn). Let d = bn(s−1)2ks c. We show that a spy with speed s playing against
at most k guards can reach a vertex at distance at least d from any guard. Intuitively, the
strategy of the spy simply consists in starting from one end of P and running at full speed
toward the other end. We show that there must be a turn when the spy is at distance at least d
from every guard and therefore ds,k(P ) ≥ d.
More formally, let the strategy for the spy be the following. Initially, the spy is occupying an
end of the path, say vertex v0. Then, at each turn i ≥ 1, the spy moves from vi(s−1) to vis.
We prove by induction on 1 ≤ i ≤ k, after turn i 2d−1s−1 (when the spy occupies vsi 2d−1s−1 ), either
at least i guards are occupying vertices in {v0, · · · , vsi 2d−1s−1 −d}, or there is turn 0 ≤ j < i
2d−1
s−1
such that, after Turn j, the distance between the spy and all guards was at least d.
Initially, there must be at least one guard, call it g1, occupying some vertex in {v0, · · · , vd−1}
because otherwise all guards are at distance at least d from the spy at Turn 0. Therefore, after
Turn 2d−1s−1 , Guard g1 is occupying a vertex in {v0, · · · , v 2d−1s−1 +d−1} = {v0, · · · , vs 2d−1s−1 −d} and the
spy is occupying vs 2d−1s−1 . Hence, the induction hypothesis holds for i = 1. Note that the spy is
at distance at least d from g1.
Let 1 ≤ i ≤ k and let us assume by induction that, after Turn i 2d−1s−1 , there are at least i
guards occupying vertices in {v0, · · · , vsi 2d−1s−1 −d}. Moreover, by definition of the spy’s strategy,
the spy is occupying vsi 2d−1s−1 . Note that, all these i guards are at distance at least d from the spy.
Then, after Turn i 2d−1s−1 , there must be at least one guard, call it gi+1, occupying some
vertex in {vsi 2d−1s−1 −d+1, · · · , vsi 2d−1s−1 +d−1} because otherwise all guards are at distance at least d
from the spy at Turn i. Therefore, after Turn (i + 1) 2d−1s−1 , Guard gi+1 is occupying a vertex in
{v0, · · · , v(si+1) 2d−1s−1 +d−1}, that is in {v0, · · · , vs(i+1) 2d−1s−1 −d}, and the spy is occupying v(i+1)s 2d−1s−1 .
Similarly, all the i guards that were occupying some vertices in {v0, · · · , vsi 2d−1s−1 } after Turn i
2d−1
s−1
must occupy vertices in {v0, · · · , vs(i+1) 2d−1s−1 −d} after Turn (i + 1)
2d−1
s−1 . Hence, the induction
hypothesis holds for i+ 1.
RR n° 8869
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Therefore, after Turn k 2d−1s−1 , either there has been a previous turn when the spy was at dis-
tance at least d from all guards, or all the k guards are occupying vertices in {v0, · · · , vsk 2d−1s−1 −d}
while the spy occupies vks 2d−1s−1 (note that this vertex exists since ks
2d−1
s−1 ≤ n by definition of d).
In the latter case, the spy is at distance at least d from all guards at this turn.







Proof. For ease of readability, we prove the lemma for s = 2.
It is clearly sufficient to prove the result in the case d = n+14k ∈ N. Let P = (v0, · · · , vn) and,
for any 1 ≤ i ≤ k, let Pi = (v4(i−1)d, · · · , v4di).
We design a strategy ensuring that k guards may maintain the spy at distance at most d from
at least one guard. The ith guard is assigned to the subpath Pi (it moves only in Pi). Moreover,
a guard i will move at some turn only if the move of the spy at this turn is along an edge of Pi
(note that the subpaths Pi are edge-disjoint).
Let i ≤ k be such that the spy occupies the node x = v(4i−2)d+` with −2d ≤ ` ≤ 2d. That is,
x ∈ Pi. Let us assume that
• for any 1 ≤ j < i, the jth guard occupies v(4j−1)d;
• for any i < j ≤ k, the jth guard occupies v(4j−3)d;
• the ith guard occupies v(4i−2)d+b`/2c if ` ≥ 0 and v(4i−2)d+d`/2e if ` ≤ 0.
Clearly, if these conditions are satisfied, the spy is at distance at most d|`|/2e ≤ d from the ith
guard. Moreover, such positions can be chosen by the guards once the spy has chosen its initial
position.
We next show that, whatever be the move of the spy, we can maintain these conditions.
Let y be the next vertex to be occupied by the spy. Note that y = v(4i−2)d+`+a with a ∈
{−2,−1, 0,+1,+2}.
We start with the case when x and y are not in the same subpath Pi. It may happen in only
two cases: either x = v4id−1 and y = v4id+1 (` = 2d − 1 and a = +2) or x = v4(i−1)d+1 and
y = v4(i−1)d−1 (` = −2d + 1 and a = −2). In the first case, the ith guard goes from v(4i−1)d−1
to v(4i−1)d and the (i + 1)th guard goes from v(4(i+1)−3)d = v(4i+1)d to v(4i+1)d+1. In the latter
case, the ith guard goes from v(4i−3)d+1 to v(4i−3)d and the (i− 1)th guard goes from v(4(i−1)−1)d
to v(4(i−1)−1)d−1. In both cases, the conditions remain valid.
From now on, let us assume that x and y belong to Pi. In that case, only the ith guard may
move. There are several cases depending on the value of a ∈ {−2,−1, 0,+1,+2} and `,
• if ` ≥ 0 and `+ a ≥ 0, then
v(4i−2)d+b(`+a)/2c ∈ {v(4i−2)d+b`/2c−1, v(4i−2)d+b`/2c; v(4i−2)d+b`/2c+1}.
Hence, whatever be the move of the spy, the ith guard can go from v(4i−2)d+b`/2c to
v(4i−2)d+b(`+a)/2c either moving to one of its neighbor or staying idle.
• if ` ≤ 0 and `+ a ≤ 0 then
v(4i−2)d+d(`+a)/2e ∈ {v(4i−2)d+d`/2e−1, v(4i−2)d+d`/2e; v(4i−2)d+d`/2e+1}.
Hence, whatever be the move of the spy, the ith guard can go from v(4i−2)d+d`/2e to
v(4i−2)d+d(`+a)/2e either moving to one of its neighbor or staying idle.
• finally, if ` ∗ (`+a) < 0, then (`, a) = (−1, 2) or (`, a) = (1,−2). In that case, the ith guard
remains on v(4i−2)d.
In all cases, all properties are satisfied after the move of the guards.
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3.2 Cycles
The following theorem directly follows from next two lemmas.

















Proof. Again, the proof is given in the case s = 2 for ease of readability.
Let C = (v0, v1, · · · , vn). Let d = b n−16k−4c. Let the strategy for the spy be the following.
Initially, the spy is occupying v0 and one guard, denoted by g0, occupies v−d or v−d−1 or v−d−2
after the guard’s turn (the indices of the vertices must be understood modulo n+ 1). Note that
such intial position can always be achieved (up to renaming the nodes): the spy goes at distance
d + 1 from the guard g0 and after the guards’ turn, g0 is at distance d, d + 1 or d + 2 from the
spy. Then, at each turn i ≥ 1, the spy moves from v2i−2 to v2i.
We prove by induction on 1 ≤ i < k, after Turn 2id, either at least i+1 guards are occupying
vertices in {v−d−2id−2, · · · , v(4i−1)d−1}, or there is turn 0 ≤ j ≤ i such that, after Turn j, the
distance between the spy and all guards was at least d.
Initially, there must be at least one guard, call it g1, occupying some vertex in {v−d+1, · · · , vd−1}
because otherwise the spy is at distance at least d from each guard. Note that g0 and g1 are
different guards.
Therefore, after Turn 2d, Guards g0 and g1 are occupying some vertices in {v−3d−2, · · · , v3d−1}
and the spy is occupying v4d. Hence, the induction hypothesis holds for i = 1.
Let 1 ≤ i < k− 1 and let us assume by induction that, after Turn 2id, there are at least i+ 1
guards occupying vertices in {v−d−2id−2, · · · , v(4i−1)d−1}. Moreover, by definition of the spy’s
strategy, the spy is occupying v4id.
Then, after Turn 2id, there must be at least one guard, call it gi+1, occupying some ver-
tex in {v(4i−1)d+1, · · · , v(4i+1)d−1} because otherwise all guards are at distance at least d from
the spy at Turn i. Therefore, after Turn 2(i + 1)d, Guard gi+1 is occupying a vertex in
{v(4i−3)∗d+1, · · · , v(4i+3)d−1} and the spy is occupying v4(i+1)d. Similarly, all the i + 1 guards
that were occupying some vertices in {v−d−2id−2, · · · , v(4i−1)d−1} after Turn 2id can only occupy
vertices in {v−d−2(i+1)d−2, · · · , v(4i+1)d−1} after Turn 2(i+ 1)d. Hence, the induction hypothesis
holds for i+ 1: the guards g0, · · · , gi+1 are occupying nodes in {v−d−2(i+1)d−2, · · · , v(4i+3)d−1}.
Therefore, after Turn 2(k−1)d, either there has been a previous turn when the spy was at dis-
tance at least d from all guards, or all the k guards are occupying vertices in {v−d−2(k−1)d−2, · · · , v(4k−5)d−1}
while the spy occupies v4(k−1)d. In the latter case, if v−d−2(k−1)d−2 is at distance at least d from
v4(k−1)d and v4(j−1)d /∈ {v−d−2(k−1)d−2, · · · , v(4k−5)d−1} (in other words, if 4(k − 1)d + d ≤
−d − 2(k − 1)d − 2 mod (n + 1)), then the spy is at distance at least d from all guards at this
turn. This is actually the case since (6k − 4)d < n.

























4d− 3` ` ≤ d
Figure 1: General position in the case k = 8, s = 2
Proof. Again, the proof is given in the case s = 2.
It is clearly sufficient to prove the result in the case d = n+16k−4 ∈ N. Let C = (v0, · · · , vn).
Note that, the indices of the vertices must be understood modulo n + 1. We design a strategy
ensuring that k guards may maintain the spy at distance at most d from at least one guard (note
that, in the following strategy, the guard g1 is at distance ` ≤ d from the spy).
Initially, the spy is in vh for some 0 ≤ h ≤ n. We want to maintain the property that there
exists 0 ≤ ` ≤ d such that the configuration is the following. A guard g1 is in v`+h, a guard g2
is in v4d+3`+h, and a guard v−1 is in v−4d+3`+h. Then, for any 3 ≤ i ≤ k − 1, a guard gi is in
v4d+3`+6d(i−2)+h = v6di+3`−8d+h. Note that, for 3 ≤ i ≤ k − 1, the guard gi is at distance 6d
from the guard gi−1, and the guard gk−1 is at distance 6d from g−1. We show how to maintain
such a configuration whatever be the move of the spy.
Obviously, if the spy does not move, no guards move and we are done. If the spy moves along
one edge clockwise (resp. anti-clockwise), all guards do the same move and the configuration is
maintained. Hence, we only have to consider the cases when the spy moves along 2 edges.
Roughly, in each remaining case, the guard g1 executes the same move as the spy, and all
other guards do the opposite move.
• Case when the spy moves to vh+2 (i.e., clockwise) and ` ≥ 1. Then, g1 moves clockwise and
all other guards move anti-clockwise. We show that the properties hold for 0 ≤ `′ = `−1 ≤ d
and h′ = h + 2 mod n + 1. Indeed, g1 moves from v`+h to v`+h+1 = v`′+h′ . The guard
g2 moves from v4d+3`+h to v4d+3`+h−1 = v4d+3`′+h′ . The guard g−1 moves from v−4d+3`+h
to v−4d+3`+h−1 = v−4d+3`′+h′ . Finally, for any 3 ≤ i ≤ k − 1, the guard gi moves from
v6di+3`−8d+h to v6di+3`−8d+h−1 = v6di+3`′−8d+h′ . Hence, the property is still valid after
the guards’ turn.
• Case when the spy moves to vh−2 (i.e., anti-clockwise) and ` ≤ d − 1. Then, g1 moves
anti-clockwise and all other guards move clockwise. Similarly as the previous item, it can
be checked that the property holds for 0 ≤ `′ = `+ 1 ≤ d and h′ = h− 2 mod n+ 1.
• Case ` = 0. Let us assume that the spy goes anti-clockwise from vh to vh−2 (the case when
it goes to vh+2 is symmetric). Then, g1 goes anti-clockwise to v−1, and all other guards go
clockwise. Similarly as the previous items, it can be checked that the property holds for
`′ = 1 and h′ = h− 2.
• Case ` = d. Let us assume that the spy goes clockwise from vh to vh+2 (the case when
it goes to vh−2 is symmetric, the guard g−1 playing the role of the guard g1). Then, g1
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goes clockwise to vh+d+1, and all other guards go anti-clockwise. Similarly as the previous
items, it can be checked that the property holds for `′ = d− 1 and h′ = h+ 2.
4 Case of Grids
It is clear that, for any n× n grid G, gns,d(G) = O(n2). However, the exact order of magnitude
of gns,d(G) is not known. In this section, we prove that there exists δ > 0, such that Ω(n1+β)
guards are necessary to win against one spy in an n × n-grid. Our lower bound actually holds
for a relaxation of the game that we now define.
Fractional relaxation. In the fractional relaxation of the game, each guard can be split at any
time, i.e., the guards are not required to be integral entities at any time but can be “fractions"
of guards. More formally, let us assume that some amount α ∈ R+ of guards occupies some
vertex v at some step t, and let N(v) = {v1, · · · , vdeg(v)}. Then, at the its turn, the guards
can choose any deg(v) + 1 nononegative reals α0, · · · , αdeg(v) ∈ R+ such that
∑
i αi = α, and
move an amount αi of guards toward vi, for any 0 ≤ i ≤ deg(v) (where v = v0). Then, the
guards must ensure that, at any step, the sum of the amount of guards occupying the nodes at
distance at most d from the spy is at least one. That is, let ct(v) ∈ R+ be the amount of guards
occupying vertex v at step t. The guards wins if, for any step t,
∑
v∈B(Rt,d) ct(v) ≥ 1, where
B(Rt, d) denotes the ball of radius d centered into the position Rt of the spy at step t.
Let gfracs,d (G) be the infimum total amount of guards (i.e.,
∑
v∈V c0(v)) required to win the
fractional game at distance d and against a spy with speed s. Since any integral strategy (i.e.
when guards cannot be split) is a fractional strategy, we get:
Proposition 1 For any graph G and any integers d, s, gfracs,d (G) ≤ gns,d(G).
Conversely, a fractional strategy can be to some extent represented by a variation of an
integral strategy. Let G be a graph and d, s be two integers. Let also t, k be any two integers.
In what follows, t and k will be arbitrary large and can be some function of n, the number of
vertices of G. Let gk,ts,d(G) be the minimum number of (integral) guards necessary to maintain at
least k guards at distance ≤ d from a spy with speed s in G, during t turns. The next lemma
will be used below to give a lower bound on gfracs,d .
Lemma 5 Let G be a graph with n vertices and d, s, t, k ∈ N (t and k may be given by any
function of n). Then,
gk,ts,d(G) ≤ kg
frac
s,d (G) + tn
2






Proof. From a fractional strategy using an amount c of guards, we produce an integer strategy
keeping ≥ k guards around the spy. Initially, each vertex which has an amount x of guards
receives bxkc+ tn guards, for total number of ≤ ck + tn2 guards.
We then ensure that, at step i ∈ {1, ..., t}, a vertex having an amount of x guards in the
fractional strategy has ≥ xk + (t − i)n guards in the integer strategy. To this aim, whenever
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an amount xuv of guards is to be transferred from u to v in the fractional strategy, we move
bxuvkc+ 1 in the integer strategy.
As our invariant is preserved throughout the t steps, the spy which had an amount of ≥ 1
guards within distance d in the fractional strategy now has ≥ k guards around it, which proves
the result.
In what follows, we prove that gfracs,d (G) = Ω(n
1+β) for some β > 0 in any n× n-grid G. The
next lemma is a key argument for this purpose.
Lemma 6 Let G = (V,E) be a graph and d, s ∈ N (s ≥ 2), with gfracs,d (G) > c ∈ Q∗ and the
spy wins in at most t steps against c guards starting from v ∈ V (G). For any strategy using a
total amount k > 0 of guards, there exists a strategy for the spy (with speed ≤ s) starting from
v ∈ V (G) such that after at most t steps, the amount of guards at distance at most d from the
spy is less than k/c.
Proof. For purpose of contradiction, assume that there is a strategy S using k > 0 guards
that contradicts the lemma. Then consider the strategy S ′ obtained from S by multiplying the
number of guards by c/k. That is, if v ∈ V is initially occupied by q > 0 guards in S, then S ′
places qc/k guards at v initially (note that S ′ uses a total amount of kc/k=c guards). Then,
when S moves an amount q of guards along an edge e ∈ E, S ′ moves qc/k guards along e. Since
S contradicts the lemma, at any step ≤ t, at least an amount k/c of guards is at distance at
most d from the spy, whatever be the strategy of the spy. Therefore, S ′ ensures that an amount
of at least 1 cop is at distance at most d from the spy during at least t steps. This contradicts
that gfracs,d (G) > c and that the spy wins after at most t steps.
While it holds for any graph and its proof is very simple, we have not been able to prove a similar
lemma in the classical (i.e., non-fractional) case.
The main technical lemma is the following. To prove it, we actually prove Lemma 8 which
gives a lower bound on gk,ts,d(G) in any grid G (this technical lemma is postponed at the end of
the section). Then, it is sufficient to apply Lemmas 5 and 8 to obtain the following result.
Lemma 7 Let G be a n × n-grid and a ∈ N∗ such that n/a ∈ N. Set d = 2n/a. There is a
constant γ > 0 such that gfracs,d (G) ≥ γaH(a), where H is the harmonic function. Moreover, the
spy wins after at most 2n steps starting from a corner of G.
From Lemmas 6 and 7, we get
Corollary 1 Let G be a n× n-grid and a ∈ N∗. For any strategy using a total amount of k > 0
guards, there exists a strategy for the spy (with speed ≤ s) starting from a corner of G such that
after at most 2n steps, the amount of guards at distance at most 2n/a from the spy is less than
k ∗ (aH(a))−1.
Theorem 5 ∃β, γ > 0 such that, for any n × n-grid Gn×n and s, d ∈ N (s ≥ 2), the spy (with
speed ≤ s) can win (for distance d) in at most 2n steps against < γn1+β guards.
Proof. We actually prove that ∃β > 0 such that Ω(n1+β) = gfracs,d (Gn×n) in any n × n-grid
Gn×n and the result follows from Proposition 1.
Let a0 ∈ N be such that H(a0)−1 ≤ 1/2.
Since gfracs,d (Gn×n) is non-decreasing as a function of n, it is sufficient to prove the lemma for
n = (a0)
i for any i ∈ N∗.
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We prove the result by induction on i. It is clearly true for i = 1 since a0 is a constant.
Assume by induction that there exists γ, β > 0, such that, for i ≥ 1 with n = (a0)i, the spy (with
speed ≤ s) can win (for distance d) in at most 2n steps against γai(1+β)0 guards in any n × n
grid.
Let G be a n × n-grid with n = (a0)i+1. Let k ≤ γn1+β . By Corollary 1, there exists a
strategy for the spy (with speed ≤ s) starting from a corner of G such that after t ≤ 2n steps,
the amount of guards at distance at most 2n/a0 from the spy is less than k ∗ (a0H(a0))−1 ≤
k/(2a0) ≤ γn1+β/(2a0).
Let v be the vertex reached by the spy at the step t of strategy S. Let G′ be any subgrid of G
with side n/a0 and corner G. By previous paragraph at most γn1+β/(2a0) can occupy the nodes
at distance at most d from any node of G′ during the next 2n/a0 steps of the strategy. So, by
the induction hypothesis, the spy playing an optimal strategy in G′ against at most γn1+β/(2a0)
guards will win.
Corollary 2 ∃β > 0 such that, for any n× n-grid Gn×n and s, d ∈ N (s ≥ 2),
gs,d(Gn×n) = Ω(n
1+β).
To conclude, it remains to prove Lemma 7. As announced above, we actually prove a lower
bound on gk,ts,d(G). Since g
k,t
s,d(G) is an nondecreasing function of s, it is sufficient to prove it for
s = 2.





Proof. Let G be a n×n grid and let us identify its vertices by their natural coordinates. That is,
for any (i1, j1), (i2, j2) ∈ [n]2, vertex (i1, j1) is adjacent to vertex (i2, j2) if |i1− i2|+ |j1− j2| = 1.
In order to prove the result, we will consider a family of strategies for the spy. For every
r ∈ [n], the spy starts at position (0, 0) and runs at full speed toward (r, 0). Once there, it
continues at full speed toward (r, n − 1). We name Pr the path it follows during this strategy,
which is completed in d 12 (r + n− 1)e tops.
P4P2 P7
Figure 2: Some strategies for the spy
Let us assume that there exists a strategy using an amount q of guards that maintains at
least k guards at distance at most d from the spy during at least 2n turns.
Assuming that the guards are labelled with integers in [q], we can name at any time of strategy
Pr the labels of k guards that are at distance ≤ d of the spy. In this way, we write c(2r, 2j) this
set of k guards that are at distance ≤ d from the spy, when the spy is at position (2r, 2j).
Claim 3 If |j2 − j1| > 2d, then c(2r, 2j1) and c(2r, 2j2) are disjoint.
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Proof of the claim. Assuming j1 < j2, it takes j2 − j1 tops for the spy in strategy Pr to go from
(2r, 2j1) to c(2r, 2j2). A cop cannot be at distance ≤ d from (2r, 2j1) and, j2 − j1 tops later, at
distance ≤ d from (2r, 2j2). Indeed, to do so its speed must be ≥ 2(j2 − j1 − d)/(j2 − j1) > 1, a
contradiction. 
Claim 4 If |r2 − r1| > 2d+ 2 min(j1, j2), then c(2r1, 2j1) and c(2r2, 2j2) are disjoint.
Proof of the claim. Assuming r1 < r2, note that strategies P2r1 and P2r2 are identical for the
first r1 tops. By that time, the spy is at position (2r1, 0). If c(2r1, 2j1) intersects c(2r2, 2j2),
it means that at this instant some cop is simultaneously at distance ≤ d + j1 from (2r1, 2j1)
(strategy P2r1) and at distance ≤ d+ |r2 − r1|+ j2 from (2r2, 2j2) (strategy P2r2). As those two
points are at distance 2|r2 − r1|+ 2|j2 − j1| from each other, we have:
2|r2 − r1|+ 2|j2 − j1| ≤ (d+ j1) + (d+ |r2 − r1|+ j2)
|r2 − r1|+ 2|j2 − j1| ≤ 2d+ j1 + j2
|r2 − r1| ≤ 2d+ 2 min(j1, j2) 
We can now proceed to prove that the number of guards is sufficiently large. To do so, we
define a graph H on a subset of V (G) and relate the distribution of the guards (as captured by
c) with the independent sets of H. It is defined over V (H) = {(2r, 4dj) : 2r ∈ [n], 4dj ∈ [n]},
where:
• (2r, 4dj1) is adjacent with (2r, 4dj2) for j1 6= j2 (see Claim 3).
• (2r1, 4dj1) is adjacent with (2r2, 4dj2) if |r2 − r1| > 4d(1 + min(j1, j2)) (see Claim 4).
By definition, c gives k colors to each vertex of H, and any set of vertices of H receiving a
common color is an independent set of H. If we denote by #c−1(x) the number of vertices which
received color x, and by α(2r1,4dj1)(H) the maximum size of an independent set of H containing













It is easy, however, to approximate this lower bound.
Claim 5 α((2r1,4dj1))(H) ≤ 4d(j1 + 1) + 1
Proof of the claim. An independent set S ⊆ V (H) containing (2r1, 4dj1) cannot contain two
vertices with the same first coordinate. Furthermore, (2r1, 4dj1) is adjacent with any vertex
(2r2, 4dj2) if |r2 − r1| > 4d(1 + j1). 
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5 Appendix
5.1 With a countdown
Fast robber on an infinite line: A robber walks at a speed of “2 hops per second” on Z. Around
him, c guards are initially positionned “as needed”, and then walk at a speed of 1 hop per second. They
must be able to catch him at a specific distant time t (i.e. be at distance O(1) from him). What is the
asymptotic number of guards necessary to achieve that, when t grows large?
Initial positions: Given the initial position of the robber, the leftmost point rleft that he can reach at
time t is at distance 2t on its left, and similarly for the rightmost point rright. We thus position our c
guards at regular intervals of width wt ≈ 4tc−1 , the leftmost cop to the left of rleft, the rightmost to the
right of rright.
Recursive strategy: Our goal is to slowly ’refine’ the meshing built by the guards. At each top between
t and t/2, we can move them all by one hop (at most), and we do so in the following way:
• We choose two consecutive guards, among the c − 1 possible choices. Which interval does not
matter, for as long as each interval is picked exactly b t/2
c−1c times in the process. If, for the sake of
rounding, no interval can be picked anymore, then so be it.
• If the robber did not go (at speed 2) toward the right, the rightmost point rright it can reach at
time t moved from at least one to the left. In this case, we move “all guards at the right of the
interval” by one hop to the left. If the robber went at speed 2 to its right, we move “all guards at
the left of the interval” by one hop to the right.
Note that between two consecutive moves of the robber, no cop that ever left the interval between
rright and rleft can ever enter it again.
At the end of this procedure all intervals between consecutive guards are equal, and have been re-
duced by b t/2
c−1c, which is around
1
8
of their previous width. More formally, wt/2 ≤ 78wt + α (for some
constant α).
We can now ignore all guards not involved in an interval intersecting [rleft, rright] and run the strategy
again, for a total of log2(t) times.
Counting: After log2(t) steps, the intervals of initial width wt now have width (7/8)log2(t)wt+α′ (where
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