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Re´sume´ :
L’interaction effective entre les nucle´ons est un ingre´dient essentiel des calculs microsco-
piques de structure nucle´aire. L’une des formes utilise´e depuis les anne´es 1970 est la force
effective phe´nome´nologique propose´e par D. Gogny. Cette force donne d’excellents re´sul-
tats dans les noyaux a` l’approximation du champ moyen. La pre´sence de composantes
de contact ne permet pas cependant de l’employer en toute ge´ne´ralite´ pour de´crire les
corre´lations au-dela` du champ moyen qui se manifestent fre´quemment dans les noyaux.
Dans ce travail, nous e´tudions des extensions de la force de Gogny, notamment une ge´ne´-
ralisation ou` le terme de´pendant de la densite´ de porte´e nulle est remplace´ par un terme de
porte´e finie. Les parame`tres intervenant dans la forme analytique de la force sont ajuste´s
sur les proprie´te´s de la matie`re nucle´aire infinie syme´trique et de la matie`re neutronique,
et sur les observables globales de quelques noyaux stables, en particulier celles associe´es
aux corre´lations d’appariement. Nous pre´sentons la me´thode permettant d’inclure ce type
de force dans les codes de calcul Hartree-Fock-Bogoliubov et nous analysons les re´sultats
obtenus dans de nombreux noyaux. Les nouvelles versions de la force de Gogny appa-
raissent reproduire la structure nucle´aire avec une qualite´ e´gale ou supe´rieure a` la version
traditionnelle.
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Abstract :
The effective interaction between nucleons is the basic input to microscopic calculations in
nuclear structure. One of the forms used since the 1970’s is the phenomenological effective
force proposed by D. Gogny. This force gives excellent results in nuclei at the mean-field
approximation. The presence of contact terms does not allow, however, to use it for the
description of beyond mean-field correlations present in nuclei.
In this work, we investigate some extensions of the Gogny force, and especially a generali-
zation in which the zero range density dependent term has been replaced by a finite range
term. The parameters occuring in the analytical form of the force have been adjusted on
symmetric infinite nuclear matter and neutron matter properties, and on some selected
observables for stable nuclei, especially those related to pairing correlations. We present
the method to include this kind of force in Hartree-Fock-Bogoliubov calculations and we
analyze the results obtained for various nuclei. The new versions of the Gogny force allow
to reproduce nuclear structure properties with improved accuracy as compared to the
former version.
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Introduction
L’un des grands de´fis de la physique nucle´aire the´orique depuis plus de 50 ans est
d’expliquer la structure des noyaux et les phe´nome`nes qui les font intervenir en terme
de leurs constituants de base – les nucle´ons – et de leurs interactions mutuelles. Une
telle description “microscopique” des noyaux posse`de e´videmment de nombreux avantages
puisqu’elle propose un cadre unifie´ permettant en principe de de´duire les proprie´te´s de
toutes les syste`mes nucle´aires imaginables, y compris les nuclides les plus exotiques et les
e´tats des noyaux inaccessibles aux mesures expe´rimentales. D’un autre coˆte´, les difficulte´s
d’une telle entreprise sont bien connues. Tout d’abord, l’interaction entre les nucle´ons
n’est pas de nature fondamentale et il est ne´cessaire de de´terminer dans un premier temps
la forme a` employer dans le proble`me nucle´aire a` N corps. D’autre part, la re´solution du
proble`me nucle´aire a` N corps quantique lui-meˆme est un proble`me notoirement difficile.
Les travaux re´alise´s depuis les anne´es 1950 montrent que l’approche the´orique fonde´e sur
la the´orie du champ moyen et ses extensions constitue probablement l’une des me´thodes
les plus puissantes et les plus fructueuses pour parvenir a` cet objectif. Cette approche
the´orique est fonde´e sur une hie´rarchie d’approximations successives, l’ordre le plus bas
consistant a` de´terminer le champ moyen du noyau dans un cadre variationnel. Sa justi-
fication historique est la the´orie de Brueckner-Hartree-Fock (BHF) et le de´veloppement
en amas couple´s de Goldstone [1]. La the´orie de Brueckner donne le moyen de construire
une interaction effective re´gularise´e – la matrice de re´action “G” – qui inte`gre les corre´la-
tions a` courte porte´e entre les nucle´ons provenant de la forte re´pulsion a` petite distance
de l’interaction nucle´on-nucle´on libre. Cette interaction effective est ensuite utilise´e pour
construire un champ moyen nucle´aire auto-cohe´rent avec la proce´dure Hartree-Fock et
de´finir l’interaction re´siduelle qui intervient dans le de´veloppement de Goldstone.
Dans la pratique, cependant, la the´orie du champ moyen a e´te´ rarement applique´e
aux noyaux sous la forme propose´e par la the´orie de BHF et le de´veloppement de Gold-
stone. La raison premie`re est la difficulte´ d’imple´menter ces the´ories dans les noyaux re´els,
notamment dans les noyaux lourds. Une autre raison, plus pre´occupante, est notre me´con-
naissance de l’interaction e´le´mentaire entre deux nucle´ons, le point de de´part de toute la
me´thode. Les re´sultats des techniques dites “ab initio” : me´thodes de Faddev-Yakubovsky
[2], techniques Monte Carlo [3], mode`le en couches sans coeur [4], qui re´solvent l’e´quation
de Schro¨dinger a` N corps exactement pour les noyaux les plus le´gers illustrent cette de´-
ficience. Les potentiels locaux les plus re´cents entre deux nucle´ons libres ajuste´s sur les
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de´phasages de la diffusion nucle´on-nucle´on et les proprie´te´s du deute´ron, par exemple le
potentiel d’Argonne, ne permettent pas de retrouver l’e´nergie de liaison et les spectres
des noyaux de masses A < 10 [5]. Afin de reme´dier a` ce proble`me, les potentiels nucle´on-
nucle´on classiques (Argonne par exemple) sont comple´te´s par des potentiels a` trois corps
phe´nome´nologiques [6]. Il est clair cependant que cette difficulte´ provient du fait que les
e´le´ments de matrice de ces potentiels hors de la couche d’e´nergie ne sont pas contraints.
Les the´ories effectives de l’interaction nucle´aire, notamment celles fonde´es sur la the´o-
rie de perturbations chirale, constituent une voie prometteuse qui devrait permettre, a`
terme, de construire des potentiels nucle´on-nucle´on effectifs plus fiables que ceux de´rive´s
des interactions re´alistes classiques.
Etant donne´e cette situation, la the´orie du champ moyen a e´te´ applique´e en postulant
pour l’interaction nucle´aire effective une forme empirique inspire´e de la the´orie de Brueck-
ner et contenant des parame`tres ajuste´s directement sur les proprie´te´s connues des noyaux.
Cette me´thode heuristique a conduit notamment aux deux forces nucle´aires effectives les
plus employe´es de nos jours dans les approches de champ moyen : la force de Skyrme[7] et
la force de Gogny[8]. Ces interactions effectives phe´nome´nologiques se pre´sentent comme
des potentiels d’interaction a` deux corps, mais de´pendant fortement de la densite´ du milieu
ou` interagissent les deux nucle´ons. Elles retiennent de l’interaction effective de´crite par la
matrice G de Brueckner des syme´tries fondamentales comme l’invariance par rotation et
l’inde´pendance de charge. Elles comportent e´galement une forte de´pendance vis-a`-vis de
la densite´ du milieu ou` interagissent les deux nucle´ons, une proprie´te´ qui de´coule de la
the´orie de Brueckner.
Les tre`s nombreux travaux re´alise´s dans le cadre de la the´orie du champ moyen avec les
interactions effectives phe´nome´nologiques de Skyrme et de Gogny de´montrent l’efficacite´
de cette approche. Elles ont pu eˆtre applique´es a` tous les noyaux, y compris les plus lourds
et ont permis d’interpre´ter un nombre conside´rable de re´sultats expe´rimentaux.
Leur utilisation dans la description microscopique des noyaux posse`de cependant le de´sa-
vantage de rompre le lien entre la the´orie du champ moyen et la se´rie de perturbation qui
permet de calculer les corrections d’ordre supe´rieur a` cette the´orie. Or, dans la plupart
des noyaux, l’approximation de champ moyen la plus simple, celle fonde´e sur une fonction
d’onde de particules inde´pendantes et la proce´dure Hartree-Fock (HF), n’est pas suffi-
sante. Il est pratiquement toujours ne´cessaire de tenir compte des corre´lations de longue
porte´e entre les nucle´ons engendre´es par l’interaction re´siduelle. Parmi ces corre´lations,
les plus fre´quentes sont les corre´lations d’appariement qui se manifestent dans tous les
noyaux a` couche – proton et/ou neutron – ouverte et les corre´lations de longue porte´e qui
proviennent des oscillations collectives du champ moyen. Afin de les inclure, des extensions
spe´cifiques de la the´orie du champ moyen sont employe´es, consistant a` appliquer le prin-
cipe variationnel avec une forme de fonction d’onde plus ge´ne´rale qu’un e´tat de particules
inde´pendantes. Les plus courantes sont la the´orie de Hartree-Fock-Bogoliubov (HFB) en
ce qui concerne les corre´lations d’appariement, les techniques RPA (”Random Phase Ap-
proximation”) et QRPA (”Quasi-particle Random Phase Approximation”) pour de´crire les
oscillations collectives de faible amplitude du champ moyen et la Me´thode de la Coor-
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donne´e Ge´ne´ratrice (GCM) dans le cas des oscillations collectives de grande amplitude
[9]. On peut ajouter a` cette liste les techniques de projection permettant de restaurer
les syme´tries brise´es par le champ moyen, ainsi que les me´thodes permettant d’inclure
des corrections d’ordre supe´rieur au mouvement des nucle´ons comme celles de´crivant le
couplage particule-vibration [9].
Ces diffe´rentes extensions de la the´orie du champ moyen peuvent eˆtre vues comme
un moyen heuristique de simuler les ordres supe´rieurs de la the´orie de Goldstone. Elles
posent cependant le proble`me de savoir quel type d’interaction doit eˆtre introduit dans
le hamiltonien effectif qui de´termine l’interaction re´siduelle responsable des corre´lations
introduites. En fait, les e´tudes re´alise´es avec l’interaction de Gogny montrent que cette in-
teraction est capable de rendre compte avec pre´cision a` la fois du champ moyen du noyau,
des corre´lations d’appariement et des corre´lations provenant des oscillations collectives a`
l’approximation de la RPA. L’une des conditions pour y parvenir a e´te´ d’introduire dans
la parame´trisation de cette interaction des composantes de porte´e non nulle de fac¸on a` ce
que les e´le´ments de matrice de l’interaction entre les configurations particule-trou excite´es
de´croissent en fonction du moment de transfert.
Dans des cas plus ge´ne´raux, notamment dans la the´orie de la GCM, la de´pendance en den-
site´ de l’interaction pose un proble`me. Il n’est en effet pas e´vident de savoir quelle densite´
utiliser dans le calcul des e´lements de matrice de l’interaction entre deux e´tats de champ
moyen diffe´rents. Une analyse approfondie de ce proble`me et une solution permettant de
le re´soudre a e´te´ propose´e par T. Duguet[10].
L’objectif de ce travail de the`se a e´te´ de proce´der a` une re´analyse de l’interaction de
Gogny dans deux directions diffe´rentes.
La premie`re a consiste´ a` de´terminer un nouveau jeu de parame`tres de l’interaction
dans le but d’ame´liorer ses proprie´te´s dans le degre´ de liberte´ d’isospin. Cette e´tude
vise a` donner une description ame´liore´e des noyaux exotiques, et plus particulie`rement
des noyaux riches en neutrons qui en constituent la grande majorite´. Pour ce faire, de
nouvelles contraintes sur les parame`tres ont e´te´ impose´es a` la lumie`re des donne´es nouvelles
disponibles ces dernie`res anne´es, notamment de l’e´quation d’e´tat de la matie`re neutronique
calcule´e avec les techniques de Monte-Carlo et l’interaction d’Argonne [11]. Cette e´tude
a e´te´ conduite dans le meˆme esprit que celle re´alise´e par le Groupe IPN-Lyon–Saclay il y
a quelques anne´es et qui a conduit a` la version SLy4 de l’interaction de Skyrme[12, 13].
La version nouvelle de l’interaction de Gogny qui en a re´sulte´ a e´te´ de´nomme´e D1N. Ses
proprie´te´s dans la matie`re nucle´aire et dans les noyaux finis sont analyse´es dans ce travail
et compare´es aux versions anciennes D1 et D1S. Notons que l’interaction D1 a e´te´ mise
au point au de´but des anne´es 1970 et la version D1S au de´but des anne´es 1980.
La seconde e´tude s’est propose´e de mettre au point une nouvelle parame´trisation de
l’interaction de Gogny dans laquelle tous les termes de l’interaction sont de porte´e finie.




La premie`re repose sur l’observation qu’une interaction de porte´e finie posse`de des proprie´-
te´s fondamentalement diffe´rentes de celles d’une force de contact, ceci de´ja` a` l’approxima-
tion du champ moyen. En particulier, une force de porte´e nulle conduit a` un champ moyen
local, tandis qu’une force de porte´e finie produit une composante non-locale – le champ
d’e´change – qui affecte notablement la structure des e´tats a` une particule. Il convient
e´galement de signaler que la porte´e finie de la force nucle´aire effective joue e´galement un
roˆle dans l’intensite´ et la structure des corre´lations de longue porte´e qui pre´sident aux
proprie´te´s de de´formations des noyaux [8].
La seconde raison se situe dans la perspective de l’utilisation de la force effective de
Gogny dans les approches au-dela` du champ moyen. Dans l’esprit d’une approche entie`-
rement microscopique de la structure des noyaux, il apparaˆıt logique – bien qu’il n’existe
aucune justification fondamentale pour cela – de chercher a` construire l’interaction re´si-
duelle responsable des corre´lations au-dela` du champ moyen en employant la meˆme force
nucle´aire que celle utilise´e pour le champ moyen. Compte tenu de ce qui a e´te´ dit plus
haut, ceci n’est possible que si les e´le´ments de matrice a` deux corps de l’interaction nu-
cle´aire de´croissent en fonction du moment transfe´re´, c’est-a`-dire si l’interaction effective
est de porte´e non nulle.
La force de Gogny traditionnelle contient deux termes de porte´e nulle : la composante
spin-orbite et celle de´pendant de la densite´. Des indications existent montrant qu’il serait
souhaitable d’introduire, de´ja` au niveau du champ moyen, une porte´e finie dans la com-
posante spin-orbite. Cette extension permettrait notamment d’ame´liorer la de´pendance
du champ spin-orbite vis-a`-vis de l’isospin, en autorisant son action a` la fois dans les sous-
espaces T=0 et T=1 des e´tats a` deux nucle´ons. En ce qui concerne la contribution de cette
composante a` l’interaction re´siduelle, il apparaˆıt qu’elle peut en premie`re approximation
eˆtre ne´glige´e. En effet, elle intervient faiblement dans le champ d’appariement des noyaux
et son influence sur les e´lements de matrice particule-trou des approches RPA et QRPA
est petite en valeur relative.
La composante de la force effective de´pendant de la densite´ se comporte de fac¸on tre`s
diffe´rente vis-a`-vis des corre´lations au dela` du champ moyen. Concernant les corre´lations
d’appariement, des arguments the´oriques indiquent que, au premier ordre, la partie de
l’interaction re´siduelle qui les ge´ne`re n’est pas renormalise´e par les effets de milieu. On
s’attend donc a` ce qu’elle soit pratiquement inde´pendante de la densite´. Par conse´quent la
composante de´pendant de la densite´ de la force effective devrait tre`s peu contribuer aux
corre´lations d’appariement. En revanche, on sait que cette composante est essentielle dans
la description des corre´lations de type RPA et QRPA [8]. On s’attend a` ce qu’elle joue
un roˆle e´galement tre`s important dans les corre´lations plus ge´ne´rales de type particule-
vibration qui renormalisent les e´tats a` une particule du champ moyen, ainsi que dans les
noyaux impairs.
Dans les parame´trisations traditionnelles D1, D1S et D1N de l’interaction de Gogny, l’ac-
tion de la composante de´pendant de la densite´ a e´te´ limite´e au sous-espace triplet pair
des e´tats a` deux nucle´ons afin que seules les composantes de porte´es finies de la force
interviennent dans l’interaction d’appariement entre nucle´ons de meˆme type. Cette limi-
tation e´tait ne´cessaire afin d’eˆtre en mesure d’appliquer la me´thode de HFB sans avoir
4
INTRODUCTION INTRODUCTION
a` tronquer articifiellement l’espace des e´tats a` une particule susceptibles de s’apparier.
Une telle restriction apparaˆıt cependant excessive lorqu’il s’agit de de´crire les corre´lations
autres que l’appariement. Dans ce cas, il est souhaitable que la composante de´pendant
de la densite´ soit en mesure d’agir dans d’autres sous-espaces des e´tats a` deux nucle´ons
que le seul espace triplet-pair. Dans ces conditions, comme nous l’avons souligne´, il est
ne´cessaire que cette composante soit de porte´e finie afin que les e´le´ments de matrice de
l’interaction posse`dent un comportement non pathologique.
Etant donne´e le roˆle pre´ponde´rant joue´ dans les approches au-dela` du champ moyen par
la composante de´pendant de la densite´, nous nous sommes concentre´s dans ce travail de
the`se a` l’extension a` une porte´e finie de cette seule composante, laissant pour le futur une
ge´ne´ralisation similaire de la composante spin-orbite.
Le me´moire est divise´ en quatre chapitres. Dans le premier sont expose´s le de´tail de la
me´thode et les observables utilise´es pour ajuster les parame`tres des interactions de Go-
gny traditionnelles D1 et D1S. Le second chapitre pre´sente la version D1N de la force, la
technique qui a permis de la construire ainsi que ses proprie´te´s dans la matie`re nucle´aire
infinie et dans les noyaux finis. Les chapitres III et IV sont consacre´s a` la nouvelle version
de l’interaction de Gogny incluant un terme densite´ de porte´e finie. Le choix de la forme
fonctionnelle de ce terme et la proce´dure adopte´e pour en ajuster les parame`tres sont
expose´s dans le chapitre III. Deux versions de´nomme´es D2A et D2B sont obtenues dont
les proprie´te´s d’appariement sont le´ge`rement diffe´rentes. Le chapitre IV commence par
pre´senter la me´thode employe´e pour parvenir a` e´valuer les champs d’e´change et d’appa-
riement avec la nouvelle forme du terme densite´ sans accroissement excessif des temps
de calcul. Les re´sultats obtenus avec les interactions D2A et D2B dans divers noyaux
sont ensuite de´crits et compare´s avec ceux des parame´trisations D1S et D1N et avec les
donne´es expe´rimentales. Cette analyse conduit a` privile´gier l’une des deux versions de la





L’ajustement de l’interaction de
Gogny
L’interaction nucle´aire effective postule´e par D. Gogny a la forme analytique suivante :
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←−∇12δ (~r1 − ~r2)×−→∇12. (−→σ 1 +−→σ 2) (I.1)






= {W1, B1, H1,M1, µ1,W2, B2, H2,M2, µ2, t0, x0, α,Wls} .
Pour de´finir comple`tement l’interaction, il reste a` de´terminer les valeurs de ces parame`tres.
Ce chapitre a pour but de re´pondre a` la question suivante :





de´crire au mieux les proprie´te´s nucle´aires dans le cadre des the´ories de champ moyen ?
La proce´dure repre´sente´e sur la Fig. I.1 est une premie`re proposition de re´ponse. Elle
permet de se´lectionner les valeurs des parame`tres de l’interaction en fonction de l’accord
entre les re´sultats the´oriques et les donne´es expe´rimentales. Plus pre´cise´ment, cette pro-





c’est l’e´tape [1]. L’interaction, alors comple`tement de´finie, peut eˆtre utilise´e dans des codes
de calculs base´s sur les me´thodes HF, HF+BCS, HFB, RPA, GCM, .... C’est l’e´tape [2].
Ces codes permettent de calculer de nombreuses observables ou donne´es the´oriques dont
quelques-unes sont mentionne´es a` l’e´tape [3] de la Fig. I.1 : les rayons neutron et proton
du noyau, son e´nergie de liaison, les probabilite´s de transition quadrupolaire e´lectrique
B(E2), les e´nergies des e´tats excite´s ....
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L’e´tape [4] compare ces donne´es the´oriques aux donne´es expe´rimentales. La taille ou le
rayon d’un noyau sont accessibles a` l’expe´rience, en particulier le rayon de charge peut
eˆtre mesure´ par diffusion d’e´lectrons [14]. Pour les e´nergies de liaison, la compilation de
re´sultats expe´rimentaux la plus utilise´e est celle d’Audi-Wapstra [15, 16]. Enfin, les pro-
babilite´s de transition quadripolaire e´lectrique B(E2) et les e´nergies des premiers e´tats 2+
ont e´te´ mesure´es dans de nombreux noyaux pair-pair [17].
Si les re´sultats the´oriques reproduisent ces donne´es expe´rimentales avec une bonne pre´ci-
sion, alors l’interaction est valide´e. Dans le cas contraire, les valeurs affecte´es aux para-
me`tres de l’interaction sont modifie´es et les calculs de l’e´tape [2] sont relance´s avec cette
nouvelle interaction. Le cycle recommence ....
Cette premie`re proce´dure propose donc de faire varier les parame`tres de l’interaction{
V Gogny12
}
en ge´ne´rant ainsi un certain nombre d’interactions, et de garder celle qui re-







rayon, énergie de liaison,
validation
l’interaction
de(Wi, Bi, Hi, Mi,    i)i=1,2,µ
t0, x0,     , Wlsα
(Wi, Bi, Hi, Mi,    i)i=1,2,µ





rayon, énergie de liaison,
modification des valeurs des paramètres
Fig. I.1 – Premie`re proce´dure de de´termination des parame`tres
(Wi, Bi, Hi,Mi, µi)i=1,2 , t0, x0, .... de l’interaction.
Une proce´dure plus astucieuse consisterait a` contraindre directement les parame`tres de
l’interaction a` partir d’un ensemble de donne´es expe´rimentales. Cette deuxie`me approche
est sche´matise´e sur la Fig. I.2. Cette fois-ci, ce sont les donne´es expe´rimentales qui sont
prises pour point de de´part (e´tape [1]). Elles permettent de contraindre les valeurs des
donne´es the´oriques. Par exemple, on demande a` ce que le rayon et l’e´nergie de liaison
the´oriques du 208Pb reproduisent exactement les valeurs expe´rimentales. Cette e´tape [2]
permet donc de de´finir les valeurs des donne´es the´oriques a` partir des donne´es expe´rimen-
tales. Pour remonter aux parame`tres de l’interaction, il faut eˆtre capable, en troisie`me
e´tape, d’inverser les me´thodes de calcul de type champ moyen. Cette inversion permet




a` partir des donne´es
the´oriques. Cette deuxie`me proce´dure donne donc la possibilite´ de de´duire les parame`tres
de l’interaction d’un ensemble de donne´es expe´rimentales.
données théoriques:




rayon, énergie de liaison,
méthodes de calculs
inversion des
[4] [3] [2] [1]
ensemble de paramètres
(Wi, Bi, Hi, Mi,   i)i=1,2,
t0, x0,   , Wlsα
µ
Fig. I.2 – Deuxie`me proce´dure de de´termination des parame`tres
(Wi, Bi, Hi,Mi, µi)i=1,2 , t0, x0, .... de l’interaction.
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I.1. Les approches HF et HFR
L’inversion des me´thodes de calcul (e´tape [3]) n’est possible que si la relation entre les
donne´es the´oriques et les parame`tres de l’interaction est analytique. Autrement dit, pour
re´aliser cette inversion, il faut pouvoir e´crire chaque donne´e the´orique comme une fonction
analytique des parame`tres de l’interaction.
Les me´thodes de calcul de type champ moyen (HF, HFB, ....) sont de nature ite´rative et
ne se preˆtent pas a` une e´criture analytique. Nous le montrons au de´but de la partie III.1
avec le cas de la me´thode HF. Il est alors ne´cessaire de de´finir une me´thode de calcul des
donne´es the´oriques qui soit une fonction analytique des parame`tres de l’interaction. De
plus, cette me´thode doit simuler le mieux possible les me´thodes ite´ratives initiales telle
que la me´thode HF par exemple. La solution existe avec la me´thode HF restreint (HFR).
I.1 Les approches HF et HFR
Si on prend les nucle´ons comme degre´s de liberte´ e´le´mentaires, le noyau peut eˆtre
conside´re´ comme un syste`me de A nucle´ons en interaction. En tenant compte seulement

















β cδcγ , (I.2)
ou`
– c+α , cα sont les ope´rateurs de cre´ation et de destruction d’une particule dans l’e´tat de
base |ϕα〉,
– tαβ est l’e´le´ment de matrice de l’ope´rateur e´nergie cine´tique t entre les e´tats |ϕα〉 et
|ϕβ〉 : tαβ = 〈ϕα|t|ϕβ〉,
– V
(a)
αβγδ est l’e´le´ment de matrice antisyme´trise´ de l’interaction V12 :
V
(a)
αβγδ = 〈ϕαϕβ|V12|ϕγϕδ〉 − 〈ϕαϕβ |V12|ϕδϕγ〉.
Si on appelle |Ψ〉 la fonction d’onde du syste`me de A nucle´ons et E l’e´nergie correspon-
dante, l’e´quation de Schro¨dinger s’e´crit H|Ψ〉 = E|Ψ〉. Cette e´quation est e´quivalente a`
l’e´quation variationnelle δE [Ψ] = 0 avec E [Ψ] = 〈Ψ|H|Ψ〉/〈Ψ|Ψ〉. Pour re´soudre cette
e´quation, la me´thode HF propose d’approximer la fonction d’onde |Ψ〉 par un de´termi-
nant de Slater |Φ〉. Ce de´terminant de Slater s’e´crit comme le produit antisyme´trise´ de
A fonctions d’onde individuelles |ϕHFa 〉, a = 1, .., A, qui sont les nouvelles inconnues du
proble`me. A l’approximation HF, l’e´quation variationnelle pre´ce´dente prend donc la forme
δEHF [Φ] = 0 avec EHF [Φ] = 〈Φ|H|Φ〉 et 〈Φ|Φ〉 = 1. Ainsi, la me´thode HF consiste a`
minimiser la fonctionnelle de l’e´nergie EHF [Φ] dans l’espace des de´terminants de Slater.
La proce´dure de minimisation permet de de´terminer les fonctions d’onde individuelles
|ϕHFa 〉, a = 1, .., A, qui constituent le de´terminant de Slater. En pratique ces fonctions
d’onde |ϕHFa 〉, a = 1, .., A, sont de´veloppe´es sur une base de fonctions connues. On peut
choisir, par exemple, la base des fonctions propres de l’OH de fre´quence ~ω, |ΦOHα (~ω)〉,
ou` α est un indice entier qui repe`re les nombres quantiques de l’OH. Le de´veloppement
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Uaα (~ω) |ΦOHα (~ω)〉 , a = 1, .., A. (I.3)
De´terminer les fonctions d’onde individuelles |ϕHFa 〉a=1,..,A revient alors a` de´terminer les
coefficients du de´veloppement Uaα (~ω).
Un de´veloppement avec un nombre infini de termes tel que celui de l’e´quation (I.3) n’est




Uaα (~ω) |ΦOHα (~ω)〉 , a = 1, .., A. (I.4)
Les fonctions d’onde individuelles |ϕHFa 〉a=1,..,A ne sont alors plus de´veloppe´es sur une base
comple`te. Par conse´quent, elles deviennent de´pendantes de la fre´quence ~ω de l’OH, d’ou`
la nouvelle notation |ϕHFa (~ω)〉a=1,..,A dans l’e´quation (I.4). Le choix de la fre´quence ~ω
de l’OH devient maintenant crucial puisque le re´sultat du calcul HF en de´pend.
La me´thode HF est base´e sur la minimisation de la fonctionnelle de l’e´nergie EHF [Φ] =
〈Φ|H|Φ〉. Le choix le plus naturel est donc d’utiliser la fre´quence ~ω pour laquelle l’e´ner-
gie est minimale. C’est ainsi que la valeur de ~ω est de´termine´e dans les codes HF de
Bruye`res-le-Chaˆtel.
La re´solution des e´quations HF est base´e sur la donne´e du Hamiltonien H de l’e´quation
(I.2) dans lequel intervient l’interaction effective V12. Les coefficients Uaα (~ω), solutions
des e´quations HF, vont donc de´pendre de cette interaction effective, on les notera dore´na-
vant Uaα (~ω, {V12}). Cette de´pendance est non-analytique a` cause de la nature ite´rative
de la me´thode de re´solution des e´quations HF. Dans cette e´tude, nous utilisons l’inter-
action effective de Gogny V Gogny12 dont la forme a e´te´ rappele´e en de´but de chapitre avec





= {W1, B1, H1, ....}. La de´pendance non-analytique des coefficients































ou` l’on a de´fini la matrice densite´ a` un corps ραβ = 〈Φ|c+β cα|Φ〉.
N.B. : Nous avons utilise´ le the´ore`me de Wick pour exprimer la quantite´ 〈Φ|c+α c+β cδcγ|Φ〉
en fonction de la matrice densite´ a` un corps ρ.
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ou` fαβγδ est une fonction analytique des parame`tres de l’interaction,







interviennent dans la matrice densite´ a` un corps ρ (e´quation (I.6)).
Le seul moyen d’e´crire les observables physiques telle que l’e´nergie HF comme des fonc-




est de se de´barasser de la







qu’intervient la me´thode HF restreint (HFR).
La me´thode HFR re´duit les coefficients Uaα a` des symboles de Kronecker δaα :
Uaα = δaα =
{









de´pendance dans la fre´quence de l’OH ~ω est e´galement supprime´e.
Avec la relation (I.7), le de´veloppement (I.4) se re´duit a` |ϕHFa (~ω)〉 = |ϕOHa (~ω)〉, a =
1, .., A. Autrement dit, les fonctions d’onde individuelles HF |ϕHFa (~ω)〉 ne sont autres
que les fonctions propres de l’OH |ϕOHa (~ω)〉.
La forme (I.6) de la matrice densite´ a` un corps devient tre`s simple :
ραβ = δαβραα avec ραα =
{
1 si α ≤ A
0 sinon.
}
Avec la me´thode HFR, la matrice densite´ a` un corps est diagonale dans la base des
fonctions propres de l’OH. La valeur des e´le´ments diagonaux ραα repre´sente le taux d’oc-
cupation, 0 ou 1, de chaque e´tat propre de l’OH.
L’expression (I.5) de l’e´nergie peut alors s’e´crire comme une fonction analytique F des































I.2. Ajustement des proprie´te´s globales
Il devient alors possible d’inverser cette relation pour exprimer les parame`tres de l’inter-








Cet exemple illustre l’e´tape [3] de la Fig. I.2 : en inversant les me´thodes de calcul (F−1),










Pour re´aliser des calculs avec la me´thode HF, on choisissait la fre´quence de l’OH, ~ω, qui
rendait l’e´nergie minimale. Cette prescription est maintenue dans le cas de la me´thode











le parame`tre d’oscillateur et M la masse du nucle´on.
Pour expliciter comple`tement la proce´dure sche´matise´e sur la Fig. I.2, il ne reste plus qu’a`
choisir les donne´es expe´rimentales et the´oriques (e´tapes [1] et [2]) destine´es a` contraindre




. Les quatre premie`res donne´es que l’on se pro-
pose d’e´tudier sont l’e´nergie et le rayon de charge de deux noyaux, l’16O et le 90Zr.
I.2 Ajustement des proprie´te´s globales
L’expression (I.8) de l’e´nergie HFR, EHFR, se compose d’une e´nergie cine´tique T et













L’e´nergie cine´tique T peut eˆtre e´value´e avec le the´ore`me du Viriel [18]. Dans le cas de











avec bO le parame`tre d’oscillateur choisi pour l’
16O et M la masse du nucle´on.
L’e´nergie potentielle V contient les contributions de chaque terme de l’interaction de
Gogny : V = Vµ + V0. Vµ repre´sente la contribution du terme central de porte´e finie de
l’interaction, V0 correspond a` celle du terme densite´ de porte´e nulle et l’on a ne´glige´ la
12
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contribution du terme spin-orbite.





























(t0, x0, α, bO) .
Les fonctions FDi=1,2 [
16O], FEi=1,2 [
16O] et G [16O] sont de´finies par les expressions (B.20),
(B.21) et (B.22) de l’Annexe B.


















































(t0, x0, α, bO) .
La valeur du parame`tre d’oscillateur b doit correspondre au minimum de l’e´nergie, ce qui
impose la condition : dE
HFR
db
= 0, que l’on e´crira aussi E ′HFR = 0 avec la notation f ′ ≡ df
db
.





























(t0, x0, α, bO)
= 0.






























(t0, x0, α, bZr) ,
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(t0, x0, α, bZr)
= 0.
Ces quatre e´quations peuvent eˆtre formule´es sous la forme matricielle Ax = f , ou` A est


















































4W1 + 2B1 − 2H1 −M1
4W2 + 2B2 − 2H2 −M2
4M1 + 2H1 − 2B1 −W1
4M2 + 2H2 − 2B2 −W2
























−G′ [90Zr] (t0, x0, α, bZr)

Les composantes du vecteur x correspondent a` 4 combinaisons line´aires des parame`tres
de l’interaction que l’on peut de´terminer par inversion de la matrice A : x = A−1f . Cette
e´tude de l’16O et du 90Zr a` l’approximation HFR n’est autre qu’un exemple d’application
de la proce´dure pre´sente´e sur la Fig. I.2. Les donne´es the´oriques (e´tape [2]) sont ici
repre´sente´es par les parame`tres d’oscillateur bO et bZr, ainsi que par les e´nergies E
HFR [16O]
et EHFR [90Zr] de l’16O et du 90Zr. L’e´tape [3] associe´e a` l’inversion des me´thodes de calcul
revient ici a` inverser la matrice A. L’ensemble des parame`tres de l’interaction de´duit,
a` l’e´tape [4], de l’inversion des me´thodes de calcul correspond ici aux composantes du
vecteur x. La Fig. I.2 qui sche´matisait la proce´dure de de´termination des parame`tres de
l’interaction prend donc ici la forme particulie`re de la Fig. I.3.
4 M1 + 2 H1 − 2 B1 − W1
4 W1 + 2 B1 − 2 H1 − M1
4 W2 + 2 B2 − 2 H2 − M2









données théoriques données expérimentales
t0, x0,   , Wls





Fig. I.3 – Proce´dure de de´termination de 4 combinaisons line´aires des parame`tres de
l’interaction a` partir d’un ensemble de donne´es the´oriques de type HFR.
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L’inversion du syste`me 4-4 permet de contraindre les valeurs des 4 combinaisons sui-
vantes de parame`tres (4Wi + 2Bi − 2Hi −Mi)i=1,2 et (4Mi + 2Hi − 2Bi −Wi)i=1,2. Elle
ne donne cependant aucune information sur les valeurs des autres parame`tres de l’inter-
action, t0, x0, α, µ1 et µ2. Ces 5 parame`tres doivent par ailleurs eˆtre connus puisqu’ils
interviennent dans la construction de la matrice A et du vecteur f . La solution consiste
donc a` affecter des valeurs pre´-de´termine´es a` ces 5 parame`tres. Ces valeurs ne sont pas fi-













, .... Cette ”boucle” sur les valeurs des parame`tres t0, x0, α, µ1 et µ2 est
repre´sente´e par le rectangle bleu sur la Fig. I.3.
Le sche´ma de la Fig. I.3 n’est cependant pas complet. Nous n’avons pas pre´cise´ les don-
ne´es expe´rimentales ne´cessaires pour contraindre les donne´es the´oriques de type HFR. Le
proble`me est que, pour le parame`tre d’oscillateur b, il n’existe pas d’e´quivalent expe´rimen-
tal : on ne ”mesure” pas un parame`tre d’oscillateur. La solution a` ce proble`me passe par
le rayon de charge. A l’approximation HFR, le the´ore`me du Viriel [18] permet de relier le





















Ainsi, a` l’approximation HFR, connaitre le parame`tre d’oscillateur b d’un noyau revient
a` connaitre son rayon de charge Rc. Or les rayons de charge sont accessibles par l’expe´-
rience et ont e´te´ mesure´s dans de nombreux noyaux [19]. On propose donc de contraindre
les rayons de charge the´oriques a` l’approximation HFR, RHFRc , par les rayons de charge




c . De la valeur du rayon de charge HFR
(RHFRc ) ainsi de´termine´e, on de´duit le parame`tre d’oscillateur b avec les e´quations (I.9)
et (I.10).
L’e´nergie HFR qui est la deuxie`me donne´e the´orique se de´duit directement de l’e´nergie
de liaison expe´rimentale EHFR = Eexp. Les valeurs expe´rimentales des e´nergies de liaison
que nous utilisons sont tire´es de la Ref. [20].
Ces contraintes des rayons de charge expe´rimentaux Rexpc et des e´nergies de liaison ex-
pe´rimentales Eexp sur les parame`tres d’oscillateur b et les e´nergies de liaison the´oriques
EHFR a` l’approximation HFR sont sche´matise´es sur la Fig. I.4.
Cette proce´dure de contraintes n’est pas tout a` fait celle que nous allons appliquer. En
effet, il n’est pas adapte´ de de´terminer les donne´es de type HFR directement a` partir des
donne´es expe´rimentales comme cela est fait sur la Fig. I.4. Pour de´crire correctement les
noyaux magiques comme l’16O ou le 90Zr, il convient d’utiliser la me´thode HF ”comple`te”.
La version ”restreinte” de cette me´thode (HFR) ne permet pas une description suffisam-
ment pre´cise de ces noyaux pour eˆtre compare´e a` l’expe´rience. Ce sont donc plutoˆt les




HF = Eexp. Cette nouvelle proce´dure est pre´sente´e sur la Fig. I.5. Pour
remonter aux parame`tres de l’interaction, il faut que les donne´es the´oriques puissent eˆtre
e´crites comme des fonctions analytiques de ces parame`tres. L’approximation HF ne per-
met pas une telle e´criture analytique, il faut alors revenir a` l’approximation HFR. En
15









Fig. I.4 – Sche´ma de contraites des don-
ne´es expe´rimentales sur les donne´es the´o-














Fig. I.5 – Sche´ma de contraintes des don-
ne´es expe´rimentales sur les donne´es the´o-
riques de type HF. Les donne´es the´o-
riques de type HFR sont ensuite de´duites
par transformation line´aire.
d’autres termes, il faut eˆtre capable de contraindre les donne´es the´oriques (parame`tres
d’oscillateur ou rayons de charge et e´nergies de liaison) de type HFR par les donne´es
the´oriques de type HF. Cette contrainte, encore inconnue, est symbolise´e sur la Fig. I.5
par une fle`che surmonte´e d’un point d’interrogation ( ?). Pour lever cette inconnue, il faut
e´tablir le lien qui existe entre les donne´es HF et HFR. Nous allons montrer que ce lien
correspond a` une transformation line´aire.
On commence par e´tudier le lien entre les rayons de charge HF et HFR dans l’16O





















{W1, B1, H1,M1, µ1,W2, B2, H2,M2, µ2, t0, x0, α,Wls}. On calcule pour chaque interaction










. On de´finit ainsi 9 points de coordonne´es(
RHFc,i [
16O] , RHFRc,i [
16O]
)
, avec i = 1, .., 9, trace´s sur la Fig. I.6(a). La meˆme e´tude est




90Zr] , RHFRc,i [
90Zr]
)
, i = 1, .., 9. On constate que, pour l’16O comme








] ≃ 1.175RHFc [90Zr]− 0.766 fm (I.12)
Les relations (I.11) et (I.12) permettent, une fois connu le rayon de charge HF, d’en
de´duire le rayon de charge HFR. C’est exactement l’ope´ration que l’on souhaitait re´aliser
et que l’on avait repre´sente´e sur la Fig. I.5 par la fle`che surmonte´e du point d’interrogation
( ?). Le point d’interrogation n’a plus lieu d’eˆtre puisqu’on sait maintenant que l’on peut
passer des rayons de charge HF aux rayons de charge HFR par transformation line´aire
(e´quations (I.11) et (I.12)).
En ce qui concerne les rayons de charge, on peut re´sumer la proce´dure de la Fig. I.5 par le
Tab. I.1. La donne´e de de´part est le rayon de charge expe´rimental Rexpc e´gal a` 2.7013 fm
pour l’16O et 4.2696 fm pour le 90Zr. Ces valeurs sont repre´sente´es par les traits pointille´s
verts sur les Fig. I.6(a) et I.6(b).
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y = 0.878 x + 0.306
(a)


















y = 1.175 x - 0.766
(b)
Fig. I.6 – Relation entre les rayons de charge calcule´s, avec 9 ensembles de parame`tres




Rcexp [fm] 2.7013 4.2696
RcHF [fm] 2.6743→ 2.7283 4.2269→ 4.3123
RcHFR [fm] 2.6543→ 2.7018 4.2008→ 4.3012
bHFR [fm] 1.7695→ 1.8012 2.1693→ 2.2211
Tab. I.1 – Limites sur les rayons de charge a` l’approximation HF (RHFc ) de´termine´es de
fac¸on a` reproduire, avec une pre´cision de 1%, la valeur expe´rimentale (Rexpc ). A l’approxi-
mation HFR, les limites sur les rayons de charge (RHFRc ) et les parame`tres d’oscillateur
(bHFR) sont de´duites des pre´ce´dentes par transformation line´aire.
Si l’on demande que le rayon de charge HF corresponde a` la valeur expe´rimentale avec




] ∈ [2.6743; 2.7283] et RHFc [90Zr] ∈ [4.2269; 4.3123] en fm.
Ces limites sont reprises dans le Tab. I.1 et sont indique´es par les traits continus verts sur
les Fig. I.6(a) et I.6(b). Les transformations line´aires (I.11) et (I.12) permettent finalement
de de´terminer les limites sur les rayons de charge HFR a` partir de celles impose´es sur les




] ∈ [2.6543; 2.7018] et RHFRc [90Zr] ∈ [4.2008; 4.3012] en fm,
aussi repre´sente´es par les traits continus rouges sur les Fig. I.6(a) et I.6(b). Les limites
sur les parame`tres d’oscillateur de l’16O et du 90Zr s’obtiennent en inversant les relations
(I.9) et (I.10). Indique´es dans le Tab. I.1, elles valent :
bO ∈ [1.7695; 1.8012] et bZr ∈ [2.1693; 2.2211] en fm.
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Il est donc possible d’imposer des limites aux valeurs des parame`tres d’oscillateur bO et bZr
a` partir des rayons de charge expe´rimentaux de l’16O et du 90Zr. Cette e´tude des rayons
de charge permet d’illustrer la proce´dure sche´matise´e sur la Fig. I.5. Cette proce´dure
concerne e´galement les e´nergies de liaison.
Les 9 interactions introduites pour e´tablir le lien entre les rayons de charge HF et HFR
sont reprises ici pour e´tudier la relation entre les e´nergies HF et HFR. Les Fig. I.7(a)
et I.7(b) montrent que les e´nergies HF et HFR se de´duisent l’une de l’autre par une








] ≃ 0.89EHF [90Zr]− 162 MeV. (I.14)






































y = 0.89 x - 162
(b)
Fig. I.7 – Relation entre les e´nergies calcule´es, avec 9 ensembles de parame`tres de l’inter-
action de Gogny, a` l’approximation HF (EHF ) et HFR (EHFR).
La proce´dure de la Fig. I.5 se commente donc ainsi pour les e´nergies de liaison. A partir
des e´nergies de liaison expe´rimentales de l’16O et du 90Zr, on contraint les e´nergies de
liaison HF. Par exemple, on impose que les e´nergies de liaison HF reproduisent a` 1% pre`s
les valeurs expe´rimentales. L’e´nergie de liaison expe´rimentale de l’16O e´tant de −127.616
MeV et celle du 90Zr de −783.891 MeV, on trouve les limites suivantes pour les e´nergies




] ∈ [−128.892;−126.340] et EHF [90Zr] ∈ [−791.730;−776.052] en MeV.
Ces limites sont repre´sente´es par les traits continus verts sur les Fig. I.7(a) et I.7(b). Les





] ∈ [−128.892;−126.340] et EHFR [90Zr] ∈ [−868.509; 854.511] en MeV.
Ces valeurs limites correspondent aux traits continus rouges sur les Fig. I.7(a) et I.7(b).
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Ces donne´es sur les e´nergies de liaison expe´rimentales et the´oriques (HF et HFR) sont
reprises dans le Tab. I.2.
16O 90Zr
Eexp [MeV] −127.616 −783.891
EHF [MeV] −128.892→ −126.340 −791.730→ −776.052
EHFR [MeV] −128.892→ −126.340 −868.509→ −854.511
Tab. I.2 – Limites sur les e´nergies a` l’approximation HF (EHF ) de´termine´es de fac¸on a`
reproduire, avec une pre´cision de 1%, la valeur expe´rimentale (Eexp). A l’approximation
HFR, les limites sur les e´nergies (EHFR) sont de´duites des pre´ce´dentes par transformation
line´aire.
Ce Tab. I.2 re´sume la proce´dure de la Fig. I.5. Il montre que l’e´nergie de liaison expe´-
rimentale Eexp contraint l’e´nergie de liaison HFR EHFR sur un intervalle bien de´fini.
Maintenant que la proce´dure pre´sente´e sur la Fig. I.5 a e´te´ comple`tement de´finie, aussi
bien pour les rayons de charge que pour les e´nergies de liaison, on peut la raccorder a` la
proce´dure de la Fig. I.3. La proce´dure finale est sche´matise´e sur la Fig. I.8.
4 M1 + 2 H1 − 2 B1 − W1
4 W1 + 2 B1 − 2 H1 − M1
4 W2 + 2 B2 − 2 H2 − M2





µ  , µ1      2

















Fig. I.8 – Proce´dure de de´termination de 4 combinaisons line´aires des parame`tres de
l’interaction a` partir d’un ensemble de donne´es expe´rimentales sur les e´nergies et les
rayons de charge de deux noyaux, l’16O et le 90Zr.
Cette dernie`re version montre le sche´ma global des contraintes qui permet de de´terminer
les 4 combinaisons line´aires (4Wi + 2Bi − 2Hi −Mi)i=1,2 et (4Mi + 2Hi − 2Bi −Wi)i=1,2
a` partir d’un ensemble de 4 donne´es expe´rimentales, les e´nergies et les rayons de charge
de l’16O et du 90Zr.
A l’issue de cette proce´dure, 10 des 14 parame`tres de l’interaction de Gogny ont e´te´
contraints. Les 6 parame`tres t0, x0, α, Wls, µ1 et µ2 ont e´te´ affecte´s de valeurs pre´-
de´termine´es qui de´crivent des intervalles borne´s choisis par l’utilisateur. Quatre combi-
naisons des parame`tres {W1, B1, H1,M1,W2, B2, H2,M2} sont de´duites par inversion d’un
syste`me 4-4 construit avec les e´nergies de liaison et les rayons de charge de l’16O et du
90Zr. Il reste donc 4 parame`tres a` de´terminer. Ceux-ci seront e´galement de´duits de l’in-
version de 4 nouvelles e´quations. Deux de ces e´quations sont obtenues en calculant deux
e´le´ments de matrice de l’interaction recouple´s a` un spin total nul (S=0) et un isospin total
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e´gal a` 1 (T=1). Ces deux e´le´ments de matrice controˆlent les proprie´te´s d’appariement de
l’interaction, on les qualifiera d’(( e´le´ments de matrice de l’appariement )).
I.3 Ajustement des proprie´te´s d’appariement
Il y a de nombreux faits expe´rimentaux qui sugge`rent l’existence de corre´lations d’ap-
pariement dans les noyaux. Quelques exemples sont donne´s ci-dessous.
1. Le spin (moment angulaire total) de l’e´tat fondamental des noyaux pair-pair est nul.
Ceci sugge`re l’existence d’une force qui couple les nucle´ons par paires de fac¸on a` ce
que leur moment angulaire s’annule.
2. Les e´nergies de liaison par nucle´on des noyaux pair-pair sont plus grandes que celles
des noyaux pair-impair voisins. Ceci montre que le gain d’e´nergie de liaison par
particule est plus grand quand un nucle´on est ajoute´ a` un noyau impair que lorsque
un nucle´on est ajoute´ a` un noyau pair. Le couplage des nucle´ons par paires est donc
favorable e´nerge´tiquement.
3. L’e´nergie du premier e´tat excite´ non collectif est beaucoup plus grande (au-dela`
du MeV) dans les noyaux pair-pair que dans les noyaux impairs. Ce phe´nome`ne
est lie´ a` l’e´nergie supple´mentaire qu’il faut fournir pour briser les corre´lations entre
nucle´ons apparie´s dans les noyaux pair-pair. La premie`re interpre´tation de cet effet
a e´te´ donne´e par A. Bohr, B.R. Mottelson et D. Pines[21].
4. ....
Ces diffe´rents points montrent que l’interaction d’appariement joue un roˆle central dans
la description de la structure nucle´aire. En physique the´orique, il existe diffe´rentes pres-
criptions pour mode´liser cette interaction d’appariement. La plus simple consiste a` utiliser
une interaction G constante. D’autres prescriptions de´crivent l’appariement avec des in-
teractions de contact qui peuvent inte´grer une de´pendance en densite´. Un exemple de ce
type est l’interaction propose´e par Bertsch et Esbensen [22] de la forme :











δ (~r1 − ~r2) .
V0, η et α sont des parame`tres ajustables et ρ0 correspond a` la densite´ normale(
0.16 fm−3
)
. Ces formes d’interaction sont exclusivement utilise´es pour simuler les corre´-
lations d’appariement. Il leur est souvent associe´ des forces de Skyrme destine´es a` de´crire
la partie champ moyen [23].
D. Gogny a choisi de de´velopper une interaction effective capable de de´crire, a` la fois,
le champ d’appariement et le champ moyen. L’interaction d’appariement que nous utili-
sons est donc simplement l’interaction de Gogny. Elle peut eˆtre de´compose´e en 4 canaux
caracte´rise´s par le spin S et l’isospin T de la paire de nucle´ons en interaction : (S=0,
T=0), (S=0, T=1), (S=1, T=0) et (S=1, T=1). L’appariement T=0 est de´licat a` trai-
ter car il fait intervenir une matrice densite´, non plus re´elle, mais complexe. Les calculs
les plus significatifs incluant ce type d’appariement dans les noyaux finis ont e´te´ re´alise´s
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par Goodman [24]. Dans les codes actuels utilisant la force de Gogny, seul l’appariement
T=1 a e´te´ imple´mente´. L’interaction d’appariement se de´compose donc sur les deux seuls
canaux (S=0, T=1) et (S=1, T=1). De plus, lorsque deux nucle´ons forment une paire,
la configuration ou` leurs spins sont oppose´s est favorise´e. Cette configuration correspond
a` la composante S=0 du spin total de la paire. Pour e´tudier l’interaction d’appariement,
nous allons par conse´quent nous limiter au canal singulet-pair (S=0, T=1).
La manie`re la plus exhaustive de caracte´riser l’interaction dans ce canal est d’explorer
l’ensemble de ses e´le´ments de matrice recouple´s a` S=0 et T=1. D. Gogny a choisi d’en
se´lectionner seulement deux : les e´le´ments de matrice dans les e´tats 1s et 2s de l’oscillateur
harmonique, 〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1) et 〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1). Dans le canal
(S=0, T=1), ces e´le´ments de matrice ne font intervenir que la partie centrale de porte´e
finie de l’interaction de Gogny et s’expriment :
〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1) =
∑
i=1,2
f 1si (Wi −Bi −Hi +Mi) = V1s, (I.15)
〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1) =
∑
i=1,2
f 2si (Wi −Bi −Hi +Mi) = V2s. (I.16)
Les quantite´s f 1si et f
2s
i pour i = 1, 2 sont de´finies par
f 1si = G
−3/2
i



















avec Gi = 1 + 2 b
2/µ2i et b est le parame`tre d’oscillateur.
En affectant les valeurs V1s et V2s a` ces deux e´le´ments de matrice, on obtient un syste`me
de deux e´quations dont les inconnues sont les deux combinaisons line´aires de parame`tres
(W1 −B1 −H1 +M1) et (W2 − B2 −H2 +M2). Si l’on applique le sche´ma de contraintes
ge´ne´ral de la Fig. I.2 a` ce cas particulier, on obtient la proce´dure pre´sente´e sur la Fig. I.9.
ensemble de paramètres
de l’interaction
W1 − B1 − H1 + M1





µ  , µ1      2
V1s = <1s 1s|V|1s 1s> 
données théoriques
V2s = <2s 2s|V|2s 2s> 
données expérimentales
Fig. I.9 – Proce´dure de de´termination de deux combinaisons line´aires des parame`tres de
l’interaction a` partir de deux e´le´ments de matrice de l’interaction (donne´es the´oriques).
Les donne´es the´oriques sont constitue´es des deux valeurs V1s et V2s des e´le´ments de ma-
trice 〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1) et 〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1). Le syste`me d’e´quations
(I.15)-(I.16) peut alors eˆtre inverse´ pour de´terminer les valeurs des deux combinaisons li-
ne´aires de parame`tres de l’interaction.
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par l’interme´diaire des fonctions G. Comme dans le cas de la proce´dure pre´ce´dente (Fig.
I.8), on leur affecte des valeurs pre´-de´termine´es qui peuvent eˆtre varie´es sur des intervalles
de´finis par l’utilisateur. Cette ”boucle” sur les valeurs de µ1 et µ2 est repre´sente´e par le
rectangle bleu sur la Fig. I.9.
Pour comple´ter la proce´dure, il reste a` pre´ciser les donne´es expe´rimentales dont on va
de´duire les valeurs des e´le´ments de matrice V1s et V2s. Les e´le´ments de matrice de l’inter-
action nucle´aire ne peuvent pas eˆtre mesure´s expe´rimentalement. On ne peut donc espe´rer
contraindre les valeurs de V1s et V2s directement a` partir de l’expe´rience. Il faut alors faire
appel a` d’autres crite`res comme, par exemple, l’absence d’appariement dans les noyaux
magiques (16O, 40Ca, 208Pb, ....).
L’appariement est cre´e´ par la diffusion de paires de nucle´ons vers les e´tats inoccupe´s au-
dessus du niveau de Fermi. Dans les noyaux magiques, l’e´cart en e´nergie au niveau de Fermi
est suffisamment important pour que cette diffusion ne soit pas active. L’e´nergie d’appa-
riement doit donc s’annuler dans ces noyaux. Nous e´tudions ici le cas de l’16O. La proce´-
dure est la suivante. Nous ge´ne´rons un ensemble de 12 interactions dont les parame`tres





. Avec chacune de ces interactions,
nous re´alisons deux calculs. Le premier est le calcul de l’e´le´ment de matrice d’apparie-
ment 〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1). Les valeurs calcule´es avec les 12 interactions de´crivent
l’intervalle V1s,i=1,..,12 ∈ [−5.3,−4.1] MeV. Le deuxie`me calcul est un calcul Hartree-Fock-
Bogoliubov dans l’16O. Il permet d’e´valuer l’e´nergie d’appariement Eapp,i=1,..,12 obtenue
dans ce noyau avec chacune des 12 interactions. Ces deux calculs permettent de de´finir
12 points de coordonne´es (V1s,i, Eapp,i)i=1,..,12 repre´sente´s sur la Fig. I.10.













Fig. I.10 – Relation entre l’e´nergie d’appariement Eapp dans l’
16O et la valeur V1s de
l’e´le´ment de matrice de l’interaction entre les e´tats 1s. Sur la figure, les 12 points cor-
respondent aux couples (V1s,i, Eapp,i)i=1,..,12 calcule´s avec 12 ensembles de parame`tres de
l’interaction de Gogny.
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Les interactions associe´es a` des valeurs de V1s trop ne´gatives, typiquement V1s ≤ −5.0
MeV, ge´ne`rent de l’appariement dans l’16O. De plus, la transition de phase vers l’e´tat
superfluide est tre`s brutale : en augmentant l’attraction de l’e´le´ment de matrice V1s de
seulement 300 keV (de -5.0 a` -5.3 MeV), on gagne 30 MeV d’e´nergie d’appariement. Si
l’on impose que l’e´nergie d’appariement soit nulle dans les noyaux magiques comme l’16O,
cela limite les valeurs de V1s au domaine V1s > −5.0 MeV. Cette discussion de´pend de la
valeur V2s du second e´le´ment de matrice, ici nous avons impose´ V2s = V1s+2.750 MeV. Les
moments d’inertie des noyaux qui de´veloppent des corre´lations d’appariement permettent
d’affiner notre contrainte sur la valeur de V1s.
Le moment d’inertie ℑk d’un noyau peut eˆtre calcule´ en re´solvant les e´quations HFB
dans un re´fe´rentiel en rotation autour de l’axe k. Le moment d’inertie ainsi de´fini contient
les contributions de re´arrangement dynamiques introduites par Thouless-Valatin [25] et
sera note´ ℑTVk . A l’approximation ou` ces contributions sont ne´glige´es, le moment d’inertie








– Φ : le vide de quasi-particule statique,
– µ, ν : les e´tats de quasi-particule cre´e´s sur le vide Φ,
– Eµ, Eν : les e´nergies de quasi-particule associe´es aux e´tats µ et ν,
– Iˆk : la composante k de l’ope´rateur de moment angulaire.
Cette de´finition conduit a` des valeurs trop faibles du moment d’inertie. Il a e´te´ montre´
[28] qu’il fallait la multiplier par 1.33 pour reproduire la valeur du moment d’inertie
Thouless-Valatin :
ℑTVk ≃ 1.33ℑIBk .
Dans cette e´tude, nous allons travailler avec l’expression Inglis-Belyaev du moment d’iner-
tie ℑIBk , plus facile a` e´valuer que l’expression exacte de Thouless-Valatin ℑTVk . Nous mul-
tiplierons ensuite nos re´sultats par le facteur 1.33 pour reproduire la valeur du moment
d’inertie Thouless-Valatin.
Nous nous inte´ressons ici au noyau de 158Sm qui pre´sente une de´formation rigide β = 0.35.
Les corre´lations d’appariement qui peuvent se de´velopper dans ce noyau re´agissent sur la
valeur du moment d’inertie. Si l’appariement est fort, le noyau deviendra superfluide en
entrainant une diminution du moment d’inertie. Au contraire, en l’absence d’appariement,
le noyau peut eˆtre assimile´ a` un rotor rigide, le moment d’inertie sera alors plus grand.
La Fig. I.10 montre que la valeur V1s de l’e´le´ment de matrice 〈1s 1s|V Gogny12 |1s 1s〉 a
une influence sur l’e´nergie d’appariement. On s’attend donc a` ce qu’elle ait aussi une in-
fluence sur les valeurs du moment d’inertie. Pour e´tablir ce lien entre la valeur de V1s et le






de´finies pre´ce´demment. Il leur e´tait associe´ des valeurs V1s,i=1,..,12 comprises dans l’in-
tervalle V1s,i=1,..,12 ∈ [−5.3,−4.1] MeV. Nous calculons, avec chacune de ces interac-
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sont repre´sente´s sur la Fig. I.11.


















Fig. I.11 – Relation entre le moment d’inertie ℑIBk dans le 158Sm et la valeur V1s de






calcule´s avec 12 ensembles de parame`tres de
l’interaction de Gogny.
L’expe´rience n’a pas directement acce`s aux valeurs des moments d’inertie. En revanche,
on peut mesurer le spectre des e´tats excite´s de spin I et leurs e´nergies correspondantes
E∗exp(I). Dans le cas du




et ce jusqu’a` des valeurs de spin I e´leve´es (I ≤ 10). Le noyau est alors qualifie´ de rotation-
nel, son moment d’inertie ℑexp peut se de´duire de l’e´nergie du premier e´tat 2+. Pour le
158Sm, E∗exp(2
+) = 72 keV [17], d’ou` l’on de´duit de la formule (I.17)ℑexp ≃ 41.7~2.MeV −1.
Cette valeur est repre´sente´e par le trait pointille´ vert sur la Fig. I.11, elle correspond a`
V1s = −4.66 MeV (trait pointille´ rouge). Si l’on souhaite reproduire la valeur expe´ri-
mentale a` 10% pre`s, le moment d’inertie doit eˆtre compris entre les deux traits continus
verts de la Fig. I.11, ce qui impose les limites en traits continus rouges sur les valeurs
de V1s : V1s ∈ [−4.71,−4.62] MeV. Les moments d’inertie de´duits des spectres d’e´nergie
expe´rimentaux permettent donc de pre´ciser la contrainte sur la valeur V1s de l’e´le´ment de
matrice d’appariement 〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1).
Pour expliciter comple`tement la proce´dure de la Fig. I.9, il reste a` de´terminer la valeur
V2s du second e´le´ment de matrice 〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1). Celle-ci peut se de´duire
de la valeur ∆2−1 de la diffe´rence ∆2−1 = V2s − V1s si la valeur de V1s est connue. L’e´tude
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des moments d’inertie nous a permis de contraindre la valeur de V1s entre -4.71 et -4.62
MeV. Nous fixons ici sa valeur a` -4.65 MeV.
Pour la diffe´rence ∆2−1, nous de´crivons les e´nergies comprises entre 2.150 et 3.350 MeV
par pas de 200 keV. On de´finit ainsi un ensemble de 7 valeurs pour ∆2−1 :
∆2−1,1 = 2.150, ∆2−1,2 = 2.350, ...., ∆2−1,7 = 3.350 MeV,
dont on de´duit les 7 valeurs de V2s correspondantes sachant que V1s = −4.65 MeV. Les 7
couples (V1s,i, V2s,i)i=1,..,7 ainsi obtenus
(V1s,1, V2s,1) = (−4.65,−2.50), ...., (V1s,7, V2s,7) = (−4.65,−1.30) MeV, (I.18)
conduisent apre`s inversion des e´quations (I.15) et (I.16) a` 7 solutions diffe´rentes que
l’on note (W1 −B1 −H1 +M1)i=1,..,7 et (W2 − B2 −H2 +M2)i=1,..,7. Les 7 interactions
correspondantes sont alors comple`tement de´finies dans le canal singulet-pair (S=0, T=1) :
V S=0,T=112,i (r) = (W1 −B1 −H1 +M1)i e−r
2/µ21 + (W2 − B2 −H2 +M2)i e−r
2/µ22 ,
ou` r repre´sente la distance inter-nucle´ons et on a impose´ les porte´es µ1 = 0.7 fm et
µ2 = 1.2 fm. Leurs formes spatiales sont repre´sente´es sur la Fig. I.12, les valeurs de ∆2−1
correspondantes sont indique´es.





























Fig. I.12 – Forme spatiale de l’interaction dans le sous-espace singulet-pair, S=0, T=1.
Sept parame´trisations, obtenues pour sept valeurs diffe´rentes de ∆2−1, sont repre´sente´es.
Parmi elles, la parame´trisation D1S est marque´e par des cercles.
Les potentiels V S=0,T=112,i={1,2,3}(r) correspondants aux trois plus faibles valeurs de ∆2−1 sont
attractifs quelle que soit la distance r entre les nucle´ons. L’attraction maximale est ob-
tenue pour r = 0, lorsque les deux nucle´ons sont en contact. Ces formes de potentiel ne
sont pas adapte´es pour simuler l’interaction d’appariement dans les noyaux. Les noyaux
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magiques, en particulier, sont mal de´crits. Ils de´veloppent des corre´lations d’appariement
importantes conse´cutives a` l’attraction pathologique des potentiels V S=0,T=112,i={1,2,3}(r).
Les potentiels V S=0,T=112,i={4,5,6,7}(r), associe´s aux valeurs de ∆2−1 supe´rieures a` 2.750 MeV, sont
re´pulsifs lorsque la distance r entre les nucle´ons devient infe´rieure a` 0.5 fm. Ils ressemblent
aux potentiels de Van-der-Waals utilise´s en physique mole´culaire, re´pulsifs aux courtes dis-
tances puis attractifs aux plus grandes valeurs de r. Ces formes de potentiel sont beaucoup
plus approprie´es a` la description des corre´lations d’appariement. Notamment, le poten-
tiel V S=0,T=112,i=4 (r), labelle´ par des cercles sur la Fig. I.12 et correspondant a` la diffe´rence
∆2−1 = 2.750 MeV, permet de reproduire correctement les proprie´te´s d’appariement dans
les isotopes de l’Etain.
Les 3 derniers potentiels, V S=0,T=112,i={5,6,7}(r) pre´sentent une re´pulsion trop importante a` courte
porte´e et n’autorisent donc pas un de´veloppement suffisant des corre´lations d’appariement
dans les noyaux.
Cette analyse, base´e sur la structure spatiale du potentiel d’appariement, montre que la
diffe´rence ∆2−1 = V2s − V1s doit rester proche de 2.750 MeV.
Nous avons donc pu contraindre les valeurs V1s et V2s des e´le´ments de matrice
〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1) et 〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1) assez pre´cise´ment :
V1s ≃ −4.65 MeV,
V2s ≃ −1.90 MeV.
Ces contraintes ont e´te´ e´tablies en prenant en compte 3 crite`res :
1. l’e´nergie d’appariement dans les noyaux magiques,
2. les moments d’inertie des noyaux rotationnels,
3. la structure spatiale du potentiel d’appariement V S=0,T=112 (r).
Dans la proce´dure de la Fig. I.9, ces crite`res jouent le roˆle des donne´es expe´rimentales, ils
nous ont permis de de´terminer les valeurs V1s et V2s des donne´es the´oriques. Cependant,
le terme donne´es expe´rimentales n’est pas vraiment approprie´ a` ces crite`res. Par exemple,
le 1er crite`re se base sur l’e´nergie d’appariement qui n’est pas une observable physique et
ne peut donc eˆtre accessible expe´rimentalement. Pour cette raison, nous utiliserons plutoˆt
le terme donne´es initiales pour qualifier les 3 crite`res qui nous ont permis de contraindre
les valeurs de V1s et V2s.
La proce´dure comple`te qui permet de de´terminer les combinaisons line´aires de parame`tres
(Wi −Bi −Hi +Mi)i=1,2 est sche´matise´e sur la Fig. I.13.
Les donne´es initiales sont constitue´es par 3 crite`res qui permettent de de´terminer les
valeurs V1s et V2s des donne´es the´oriques. En affectant des valeurs aux porte´es µ1 et µ2
au sein d’une ”boucle”, on peut de´finir les fonctions f 1si=1,2 et f
2s
i=1,2 qui interviennent dans
les e´quations (I.15) et (I.16). Ce syste`me de 2 e´quations peut alors eˆtre inverse´ pour re-
monter aux valeurs des 2 combinaisons line´aires de parame`tres (W1 − B1 −H1 +M1) et
(W2 − B2 −H2 +M2).
Les proce´dures des Fig. I.13 et I.8 permettent donc de contraindre les valeurs de 6 com-
binaisons line´aires des parame`tres W1, B1, H1, M1, W2, B2, H2 et M2. Pour de´terminer
comple`tement ces 8 parame`tres, il reste a` e´tablir 2 e´quations. L’une d’elles se base sur les
e´nergies des e´tats 2s1/2, neutron et proton, du
48Ca.
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ensemble de paramètres
de l’interaction
W1 − B1 − H1 + M1





V1s = <1s 1s|V|1s 1s> 
V2s = <2s 2s|V|2s 2s> 









Fig. I.13 – Proce´dure de de´termination de deux combinaisons line´aires des parame`tres
de l’interaction a` partir de deux e´le´ments de matrice de l’interaction (donne´es the´oriques)
dont les valeurs sont contraintes par trois crite`res (donne´es initiales).
I.4 Ajustement de l’e´nergie de syme´trie




de l’interaction de Gogny capable de de´crire correctement les observables de´pendantes
de l’isospin Tz =
N−Z
2
(N et Z repre´sentent les nombres de neutrons et de protons du
noyau de masse A). Parmi ces observables, on compte l’e´nergie de liaison B(N,Z). Sa
de´pendance dans l’isospin Tz est explicite dans la formule semi-empirique propose´e par
Bethe et Weizsa¨cker [29, 30] :








Cette formule montre que, pour obtenir une bonne reproduction des e´nergies de liaison
expe´rimentales lorsque l’isospin Tz varie, il faut choisir correctement la valeur du coeffi-
cient aτ , aussi connu sous le nom d’e´nergie de syme´trie. Les meilleurs fits de formule de
masse [31, 32, 33, 34, 35] sont obtenus pour des valeurs de aτ comprises entre 28 et 32
MeV.





par l’e´nergie de syme´trie aτ qui interviendrait dans les
donne´es the´oriques et les donne´es expe´rimentales.
Ce n’est cependant pas cette contrainte que D. Gogny a choisi d’utiliser pour ajuster les
proprie´te´s d’isospin de son interaction. Il a pre´fe´re´ travailler avec les e´nergies εν2s1/2 et
επ2s1/2 des e´tats 2s1/2, neutron et proton, du
48Ca. A l’approximation HFR, la diffe´rence
∆ε de ces e´nergies s’e´crit :




gD (µi) (2Hi +Mi) + gE (µi) (2Bi +Wi) + h(t0, x0, α). (I.20)
Les fonctions gD, gE et h sont de´finies par les expressions (B.15) et (B.16) en Annexe B.
Cette contrainte sur la diffe´rence d’e´nergie ∆ε est en fait e´quivalente a` la contrainte pro-
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pose´e plus haut concernant l’e´nergie de syme´trie aτ . Pour le montrer, on construit 13 en-





avec chacun desquels on calcule la diffe´rence
∆εi=1,..,13 et l’e´nergie de syme´trie aτ,i=1,..,13. Les 13 points de coordonne´es (∆εi, aτ,i)i=1,..,13
sont repre´sente´s sur la Fig. I.14.

















Fig. I.14 – Relation entre l’e´nergie de syme´trie aτ et la diffe´rence ∆ε de´finie entre les e´tats
2s1/2, neutron et proton, du
48Ca. Sur la figure, les 13 points correspondent aux couples
(∆εi, aτ,i)i=1,..,13 calcule´s avec 13 ensembles de parame`tres de l’interaction de Gogny.
La Fig. I.14 montre que la relation entre l’e´nergie de syme´trie aτ et la diffe´rence d’e´ner-
gie ∆ε est line´aire. Il est donc e´quivalent d’imposer une contrainte sur l’une ou l’autre
de ces quantite´s. Par exemple, contraindre l’e´nergie de syme´trie aτ entre 28 et 32 MeV
revient a` contraindre la diffe´rence d’e´nergie ∆ε entre -2.2 et -1.6 MeV.
L’e´tude de la de´rive des e´nergies de liaison le long des chaˆınes isotopiques permet de pre´-
ciser cette contrainte sur la valeur de la diffe´rence d’e´nergie ∆ε. Cette e´tude consiste a`
tracer, pour une chaˆıne isotopique donne´e, la diffe´rence ∆E entre les e´nergies de liaison
the´oriques EHFB et expe´rimentales EEXP (∆E = EHFB −EEXP ) en fonction du nombre
de neutrons N . Les e´nergies de liaison the´oriques ont e´te´ note´es EHFB car elles sont e´va-
lue´es a` l’approximation Hartree-Fock-Bogoliubov (HFB). La partie gauche de la Fig. I.15





Pour chacune de ces interactions, nous avons renormalise´ la courbe ∆E(N) de fac¸on a` ce
qu’elle s’annule au nombre magique de 82 neutrons, ∆E(N = 82) = 0. Nous allons prin-
cipalement discuter les deux noyaux magiques correspondants aux nombres de neutrons
N = 50 et N = 82, c’est a` dire l’100Sn et l’132Sn. En effet, on s’attend a` ce que les e´nergies
de liaison des noyaux doublement magiques, donc rigides, soient correctement de´crites a`
l’approximation HFB alors que ce n’est pas le cas pour les autres noyaux de cette chaˆıne
isotopique. Pour ceux-ci, il est ne´cessaire d’inclure les corre´lations dans l’e´tat fondamental
associe´es, notamment, aux vibrations quadrupolaires du noyau.
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Fig. I.15 – Partie gauche : Diffe´rence ∆E = EHFB − EEXP entre les e´nergies de liaison
the´oriques EHFB (approximation Hartree-Fock-Bogoliubov) et expe´rimentales EEXP re-
pre´sente´e en fonction du nombre de neutrons N , dans la chaˆıne isotopique des Etains.
Chaque courbe correspond a` une parame´trisation diffe´rente de l’interaction dont l’e´nergie
de syme´trie aτ (et la diffe´rence ∆ε de´finie dans le
48Ca) sont indique´es en MeV. La courbe
obtenue avec la parame´trisation D1S est marque´e par des cercles pleins.
Partie droite : Valeur de la pente, de´finie entre l’100Sn et l’132Sn, repre´sente´e en fonction
de l’e´nergie de syme´trie aτ . Chacun des 13 points est associe´ a` une des courbes ∆E(N)
de la partie gauche.
En reliant par une droite les deux noyaux magiques 100Sn et 132Sn, on peut mettre
en e´vidence ce que l’on appelle la de´rive des e´nergies de liaison. Pour la premie`re des
13 interactions, correspondant a` une e´nergie de syme´trie aτ,1 = 24.68 MeV ou encore
a` ∆ε1 = −2.75 MeV, la de´rive est ne´gative avec une pente de −0.58 MeV. Lorsque la
valeur de l’e´nergie de syme´trie aτ augmente, cette de´rive ne´gative diminue. On obtient
d’ailleurs une pente presque nulle avec la cinquie`me interaction d’e´nergie de syme´trie
aτ,5 = 29.81 MeV. Pour les e´nergies de syme´trie supe´rieures, la pente devient positive.
Le cas de l’interaction D1S est symbolise´ par des cercles pleins. Avec une e´nergie de
syme´trie aτ,6 = 31.09 MeV, cette interaction pre´sente une de´rive positive de l’ordre de 5
MeV entre l’100Sn et l’132Sn, ce qui correspond a` une pente de 0.2 MeV. Si, pour l’100Sn
et l’132Sn, la the´orie HFB e´tait capable de reproduire exactement les e´nergies de liaison
expe´rimentales, on aurait ∆E(N = 50) = ∆E(N = 82) = 0. Ce comportement ide´al des
e´nergies de liaison correspond a` une pente nulle de la droite reliant l’100Sn et l’132Sn.
Les valeurs des pentes obtenues avec chacune des 13 interactions sont repre´sente´es en
fonction de l’e´nergie de syme´trie aτ sur la partie droite de la Fig. I.15. La pente nulle
ide´ale est obtenue pour une e´nergie de syme´trie aτ = 29.5 MeV. Sur la Fig. I.14, le trait
pointille´ montre que cette e´nergie de syme´trie correspond a` ∆ε ≃ −2.0 MeV. Cette e´tude
de la de´rive des e´nergies de liaison nous a permis de pre´ciser la contrainte sur ∆ε.
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t0, x0,   , Wls
l’équation (I.20)
α
Fig. I.16 – Proce´dure de de´termination d’une combinaison line´aire des parame`tres de
l’interaction a` partir de la diffe´rence ∆ε de´finie dans le 48Ca (donne´es the´oriques) dont la
valeur est contrainte par deux crite`res (donne´es initiales).
Les donne´es initiales sont constitue´es par :
– la valeur empirique de l’e´nergie de syme´trie aτ comprise entre 28 et 32 MeV,
– les e´nergies de liaison expe´rimentales le long des chaˆınes isotopiques.
La valeur empirique de l’e´nergie de syme´trie aτ permet de contraindre grossie`rement la
diffe´rence ∆ε = εν2s1/2 − επ2s1/2 entre les e´nergies εν2s1/2 et επ2s1/2 des e´tats 2s1/2, neutron
et proton, dans le 48Ca. La Fig. I.14 montre que cette premie`re contrainte permet de
restreindre la valeur de ∆ε dans l’intervalle ∆ε ∈ [−2.2,−1.6] MeV.
Les e´nergies de liaison expe´rimentales le long des chaˆınes isotopiques permettent de controˆ-
ler le comportement des e´nergies de liaison the´oriques en fonction du nombre de neutrons
N . Comme nous l’avons montre´ avec la Fig. I.15, elles imposent une contrainte plus pre´-
cise sur la valeur de ∆ε, ∆ε ≃ −2.0 MeV.
La valeur de la donne´e the´orique ∆ε est alors pre´cise´ment de´termine´e. De plus, les va-
leurs des parame`tres t0, x0, α, µ1 et µ2 sont connues. Elles de´crivent des intervalles, de´finis
par l’utilisateur, au sein d’une boucle repre´sente´e par le rectangle bleu sur la Fig. I.16.
L’e´quation (I.20) ne contient alors plus que quatre inconnues, (2H1 +M1), (2H2 +M2),
(2B1 +W1) et (2B2 +W2). Par inversion de cette e´quation, on peut donc exprimer une




[∆ε− gD (µ2) (2H2 +M2)− h(t0, x0, α)
−gE (µ1) (2B1 +W1)− gE (µ2) (2B2 +W2)] . (I.21)
En ce qui concerne les valeurs des 8 parame`tres, W1, B1, H1, M1, W2, B2, H2 et M2,
l’e´quation (I.21) constitue la septie`me contrainte. Il ne reste donc plus qu’une seule e´qua-
tion a` e´tablir pour de´terminer comple`tement ces 8 parame`tres. Cette dernie`re e´quation
consiste simplement a` affecter une valeur arbitraire Bc au coefficient B1. Pour plus de
souplesse, cette valeur de Bc est autorise´e a` varier, au sein d’une boucle, entre une valeur
initiale BIc et une valeur finale B
F








I.5. Sche´ma global de l’ajustement
Maintenant que les 8 e´quations qui permettent de de´terminer les 8 parame`tres (Wi, Bi, Hi,Mi)i=1,2
ont e´te´ de´finies, on peut pre´senter le sche´ma ge´ne´ral de contraintes sur les parame`tres de
l’interaction.
I.5 Sche´ma global de l’ajustement
Pour e´tablir ce sche´ma, il suffit de rassembler les proce´dures de contraintes sche´matise´es
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Fig. I.17 – Proce´dure globale de de´termination des parame`tres de l’interaction par in-
version d’un ensemble d’e´quations relatives a` un ensemble de donne´es the´oriques. Ces
dernie`res sont elles-meˆme contraintes par des donne´es dites initiales, le plus souvent consti-
tue´es par des crite`res empiriques.
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Comme l’ont montre´ les parties pre´ce´dentes, les valeurs standards des donne´es the´o-
riques se de´duisent des donne´es initiales issues, pour la plupart, de l’expe´rience. Toute-
fois, pour que la proce´dure soit moins rigide, on autorise les donne´es the´oriques a` de´crire
des valeurs autres que ces valeurs standards. On de´finit alors des intervalles de variation
autour des valeurs standards. Ces ”boucles” sur les valeurs des donne´es the´oriques sont
repre´sente´es par les fle`ches bleues sur la Fig. I.17.
Les valeurs ainsi de´finies des donne´es the´oriques interviennent dans les e´quations de deux
syste`mes 4-4. Les parame`tres t0, x0, α, µ1 et µ2 sont quant a` eux ”boucle´s” sur des inter-
valles de valeurs de´finis par l’utilisateur. Les seules inconnues restantes dans les e´quations
des deux syste`mes 4-4 sont les 8 parame`tres (Wi, Bi, Hi,Mi)i=1,2 qui peuvent eˆtre de´termi-
ne´s par inversion. Tous les parame`tres sont alors connus et l’interaction est comple`tement
de´finie.
Pour valider cette interaction, on teste finalement ses proprie´te´s dans la matie`re nucle´aire
infinie. Les quantite´s qui nous inte´ressent sont la position du point de saturation de´finie
par la densite´ d’e´quilibre ρ0 et l’e´nergie par particule E0, la masse effective m
∗/m, l’in-
compressibilite´ K et l’e´nergie de syme´trie aτ . Si, pour ces quantite´s, les valeurs obtenues
avec l’interaction correspondent aux valeurs empiriques alors l’interaction est valide´e, si-
non elle est rejete´e.
Comme on vient de le dire, la plupart des quantite´s ajuste´es ne sont pas contraintes a`
des valeurs standards fixe´es de fac¸on immuable. On les autorise a` appartenir a` un certain
intervalle de valeurs. Ceci a pour conse´quence que les parame`tres de l’interaction ne sont
pas comple`tement fixe´s. Plusieurs jeux de parame`tres sont en ge´ne´ral trouve´s qui corres-
pondent a` des interactions dont les proprie´te´s sont voisines. Il est alors possible de mettre
a` profit cette latitude pour essayer d’introduire de nouvelles contraintes. C’est ce que nous
tentons de faire dans le chapitre suivant. Aux contraintes mentionne´es plus haut, nous
ajoutons celle de reproduire l’e´quation d’e´tat de la matie`re neutronique. Comme nous
allons le voir, cette nouvelle contrainte permet de trouver un nouveau jeu de parame`tres




Dans ce chapitre, nous allons faire e´voluer la proce´dure de de´termination des parame`tres
de l’interaction de Gogny pre´sente´e sur la Fig. I.17. Nous allons notamment ajouter une
contrainte sur l’e´quation d’e´tat de la matie`re neutronique.
II.1 Matie`re neutronique et interaction de Gogny
II.1.1 L’e´quation d’e´tat de la matie`re neutronique
La matie`re neutronique est un milieu homoge`ne (invariant par translation) et isotrope
(invariant par rotation) constitue´ par un nombre infini de neutrons en interaction forte.
Pour caracte´riser ce milieu, on repre´sente l’e´nergie par particule en fonction de la densite´,
c’est ce que l’on appelle l’e´quation d’e´tat de la matie`re neutronique. Nous exposons dans
la suite deux me´thodes de calcul de cette e´quation d’e´tat. La premie`re se fonde sur les
interactions re´alistes, c’est la me´thode Monte-Carlo variationnelle, note´e VMC (Variatio-
nal Monte-Carlo). La seconde est base´e sur les interactions effectives, c’est la me´thode
Hartree-Fock.
II.1.1.1 La me´thode Monte-Carlo variationnelle et les interactions re´alistes
La matie`re neutronique est de´crite comme un ensemble de nucle´ons ponctuels re´gis par
l’e´quation de Schro¨dinger non-relativiste et interagissant par un potentiel a` deux corps.
Le Hamiltonien du syste`me comprend la somme des e´nergies cine´tiques de toutes les







V re´aij , (II.1)
avec Ti : e´nergie cine´tique du nucle´on i,
V re´aij : interaction re´aliste agissant entre les nucle´ons i et j.
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L’interaction V re´aij n’est autre qu’un potentiel re´aliste reproduisant les donne´es de diffusion
nucle´on-nucle´on de basse e´nergie et les proprie´te´s du deute´ron.
L’invariance par translation de la matie`re neutronique simplifie beaucoup les me´thodes
de calcul. Ainsi, le calcul de l’e´quation d’e´tat de la matie`re neutronique a pu eˆtre aborde´
avec les interactions re´alistes V re´aij les plus modernes et les plus sophistique´es [36, 37].
Ce calcul s’appuie sur la me´thode variationnelle dont le point de de´part est une fonction
d’onde d’essai |Ψ〉 de la forme :
|Ψ〉 = F |Φ〉 ,




f (rij) : le produit des fonctions de corre´lations a` deux corps f (rij) .
La fonction de corre´lations a` deux corps f (rij) de´pend de la distance rij entre les nucle´ons
i et j. Elle est parame´trise´e sous une forme donne´e et, a` cause du coeur re´pulsif de
l’interaction, s’annule pour les petites valeurs de rij. Dans le cas d’une interaction nucle´aire
re´aliste, la forme de la fonction de corre´lations a` deux corps doit eˆtre ge´ne´ralise´e : la force
tenseur, la force spin-orbite et d’autres types de corre´lations doivent eˆtre pris en compte.
L’ope´rateur de corre´lations F alors de´fini permet de calculer l’e´nergie variationnelle Evar







L’e´quation d’e´tat est alors obtenue en calculant l’e´nergie variationnelle Evar a` diffe´rentes
densite´s de matie`re. En pratique, la fonction de corre´lations f (rij) contient plusieurs
parame`tres que l’on fait varier pour minimiser l’e´nergie Evar a` chaque densite´. C’est la
raison pour laquelle l’e´nergie Evar est qualifie´e de variationnelle. Les calculs variationnels
les plus re´cents utilisent les interactions re´alistes d’Argonne [36, 37] et ont e´te´ re´alise´s par
Friedman et Pandharipande [11], Wiringa et Fiks [38] ou encore Akmal, Pandharipande et
Ravenhall [39]. Les pre´dictions de tous ces auteurs sont tre`s similaires aux basses densite´s ;
par conse´quent, nous nous re´fe´rons uniquement a` l’e´quation d’e´tat pre´dite par Friedman
et Pandharipande (FP).
Les corre´lations entre les nucle´ons peuvent eˆtre divise´es en deux cate´gories [40], celles
de courte porte´e et celles de longue porte´e. La me´thode variationnelle offre l’avantage de
traiter explicitement ces deux types de corre´lations avec un seul et meˆme outil : la fonction
de corre´lations f (rij) entre les nucle´ons i et j. Dans les approches de type champ moyen,
le traitement des corre´lations est diffe´rent. Notamment, les corre´lations de courte porte´e
ne sont pas prises en compte explicitement. Elles doivent donc eˆtre incluses de manie`re
effective dans l’interaction utilise´e, dans notre cas l’interaction effective de Gogny. Les
corre´lations de plus longue porte´e sont, quant a` elles, traite´es explicitement par la the´orie.
Elles sont, pour leur plus grande partie, simule´es par le champ moyen Hartree-Fock. Les
corre´lations restantes peuvent eˆtre prises en compte en de´veloppant la the´orie au-dela`
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de la me´thode Hartree-Fock. Les corre´lations d’appariement, par exemple, peuvent eˆtre
traite´es avec la me´thode Hartree-Fock-Bogoliubov. Quant aux corre´lations associe´es aux
fluctuations de densite´ du milieu (phonons), elles peuvent eˆtre e´tudie´es avec la RPA
(Random Phase Approximation).
Dans la partie suivante, nous de´crivons l’e´quation d’e´tat de la matie`re neutronique, non
plus avec la me´thode variationnelle, mais avec l’arche´type des approches de champ moyen :
la me´thode Hartree-Fock.
II.1.1.2 La me´thode Hartree-Fock et les interactions effectives
Comme dans le cas de la me´thode variationnelle, la matie`re neutronique est de´crite
comme un ensemble de nucle´ons ponctuels obe´issant a` l’e´quation de Schro¨dinger non-
relativiste et interagissant par un potentiel a` deux corps. Cependant, ce potentiel entre
deux nucle´ons i et j n’est plus de´crit par une interaction re´aliste mais par une interaction








avec Ti : e´nergie cine´tique du nucle´on i,
V effij : interaction effective agissant entre les nucle´ons i et j.
L’invariance par translation du syste`me de´termine comple`tement les e´tats Hartree-Fock,
ce sont les e´tats propres |~k〉 de l’ope´rateur impulsion ~P :
~P |~k〉 = ~~k|~k〉.
A l’approximation Hartree-Fock, la fonction d’onde |Φ〉 du syste`me correspond donc au
de´terminant de Slater construit sur les e´tats propres |~k〉 de l’ope´rateur impulsion. Cette
de´finition est aussi celle de la fonction d’onde du gaz de Fermi libre. Ainsi, la fonction
d’onde Hartree-Fock d’un syste`me invariant par translation n’est autre que la fonction
d’onde du gaz de Fermi libre. Une fois connue la fonction d’onde Hartree-Fock |Φ〉 du




L’expression de EHF obtenue avec l’interaction effective de Gogny est comple`tement ex-
plicite´e dans la partie A.4 de l’Annexe A. Le calcul de l’e´nergie Hartree-Fock EHF pour
diffe´rentes valeurs de la densite´ de matie`re permet de repre´senter l’e´quation d’e´tat de la
matie`re neutronique.
Nous avons donc pre´sente´ deux moyens d’acce`s a` l’e´quation d’e´tat de la matie`re neu-
tronique, par la me´thode variationnelle avec des interactions re´alistes et par la me´thode
Hartree-Fock avec des interactions effectives.
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Pour la me´thode variationnelle, l’e´quation d’e´tat pre´dite par Friedman et Pandharipande
(FP) avec l’interaction re´aliste AV14 est repre´sente´e par la courbe noire sur la Fig. II.1.
Sur la meˆme figure, les calculs Hartree-Fock base´s sur l’interaction effective de Gogny D1S
correspondent a` la courbe bleue.









































Fig. II.1 – Equation d’e´tat de la matie`re neutronique : e´nergie par particule E en fonction
de la densite´ ρ (exprime´e en unite´ de la densite´ de saturation ρ0). Notre calcul re´alise´ avec
la me´thode Hartree-Fock et l’interaction D1S (courbe bleue) est compare´ aux pre´dictions
de Friedman et Pandharipande (FP) [11] obtenues avec la me´thode variationnelle et une
interaction re´aliste (courbe noire).
Comme cela a de´ja` e´te´ mentionne´ a` la fin de la partie II.1.1.1, la me´thode variation-
nelle avec interactions re´alistes et la me´thode Hartree-Fock avec interactions effectives
ne traitent pas de la meˆme manie`re les corre´lations entre les nucle´ons. Cependant, dans
l’hypothe`se ou` ces deux me´thodes prennent en compte la partie la plus significative des
corre´lations entre les nucle´ons, elles peuvent eˆtre compare´es et devraient donner des re´sul-
tats similaires. La Fig. II.1 montre que ce n’est pas le cas, l’e´quation d’e´tat obtenue avec
la me´thode variationnelle est tre`s diffe´rente de celle calcule´e avec la me´thode Hartree-Fock
et l’interaction D1S.
La diffe´rence la plus frappante concerne le domaine des densite´s neutron ρ supe´rieures
a` quatre fois la densite´ normale ρ0, ρ > 4ρ0. Dans ce domaine, l’e´quation d’e´tat calcu-
le´e avec la me´thode Hartree-Fock et l’interaction D1S devient de´croissante, puis ne´gative
pour ρ > 12ρ0. Le calcul variationnel de Friedman et Pandharipande pre´dit, quant a` lui,
une e´quation d’e´tat qui est croissante et positive a` toutes les densite´s.
Dans le domaine des densite´s plus faibles, les pre´dictions variationnelle et Hartree-Fock
pour l’e´quation d’e´tat sont en meilleur accord. La Fig. II.1(b) montre que, pour ρ ≤ ρ0,
leur diffe´rence reste infe´rieure a` 3 MeV par particule. Cette diffe´rence, qui semble a` priori
mineure, ne doit cependant pas eˆtre ne´glige´e car elle peut avoir un effet sur la description
de la structure nucle´aire, notamment pour les noyaux tre`s riches en neutrons.
Notre but, dans la partie suivante, est d’e´laborer une nouvelle parame´trisation, appele´e
D1N, de l’interaction de Gogny. L’interaction D1N devra reproduire aux basses densite´s
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l’e´quation d’e´tat de la matie`re neutronique pre´dite par le calcul variationnel de Friedman
et Pandharipande. Cette meˆme contrainte impose´e aux interactions de Skyrme a permis
de de´finir la parame´trisation Sly4 [12, 13], aujourd’hui tre`s largement utilise´e dans les
calculs de structure nucle´aire.
II.1.2 L’ajustement de l’interaction D1N
II.1.2.1 La me´thode d’ajustement de la matie`re neutronique
Il faut d’abord parler de la pre´cision avec laquelle on souhaite reproduire l’e´quation
d’e´tat variationnelle de la matie`re neutronique. La partie de basse densite´ (ρ ≤ ρ0) de
l’e´quation d’e´tat intervient dans la description de la structure des noyaux. Aussi, elle
doit eˆtre reproduite avec une tre`s bonne pre´cision. Pour la partie de plus haute densite´
(ρ > ρ0), la reproduction du calcul variationnel de Friedman et Pandharipande pourra
eˆtre moins pre´cise sans grandes conse´quences pour la structure nucle´aire.
Concre`tement, on travaille avec huit valeurs de la densite´ neutron {ρi}i=1,..,8. Les cinq
premie`res valeurs (i ≤ 5) appartiennent au domaine des basses densite´s (ρi≤5 ≤ ρ0), les
trois dernie`res a` celui des plus hautes densite´s (ρi>5 > ρ0). Pour chaque valeur de la
densite´ neutron, {ρi}i=1,..,8, le Tab. II.1 indique l’e´nergie variationnelle correspondante
calcule´e par Friedman et Pandharipande, {EFP,i}i=1,..,8, ainsi que la pre´cision associe´e,
{pi}i=1,..,8.
Basses densite´s Hautes densite´s
ρi ≤ ρ0 ρi > ρ0
i 1 2 3 4 5 6 7 8
ρi/ρ0 0.027 0.091 0.308 0.562 0.928 1.425 5.836 11.40
EFP,i [MeV] 2.294 4.229 7.082 9.417 13.40 20.93 178.6 537.1
pi 0.1 0.1 0.1 0.1 0.1 0.4 0.6 0.8
Tab. II.1 – Energie par particule EFP,i dans la matie`re neutronique pre´dite par Friedman
et Pandharipande en 8 points de densite´ ρi (l’unite´ est ρ0). Pour chacun des points, pi
indique la pre´cision avec laquelle l’e´nergie variationnelle doit eˆtre reproduite.
Les six premiers points (ρi/ρ0, EFP,i)i=1,..,6 sont marque´s par des cercles noirs sur la Fig.
II.2(a). Les barres d’erreur indiquent le degre´ de pre´cision avec lequel chacun de ces points
doit eˆtre reproduit. Les extre´mite´s infe´rieures, {E<,i}i=1,..,8, et supe´rieures, {E>,i}i=1,..,8,
de ces barres d’erreur se de´duisent des valeurs {pi}i=1,..,8 de la pre´cision demande´e :
E<,i = EFP,i (1− pi)
E>,i = EFP,i (1 + pi) , i = 1, .., 8.
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L’e´quation d’e´tat calcule´e avec la me´thode HF et l’interaction D1S est repre´sente´e en bleu
sur la Fig. II.2(a). Cette e´quation d’e´tat ne ve´rifie pas les crite`res de pre´cision que nous
nous sommes impose´s, elle passe a` l’exte´rieur des barres d’erreur associe´es aux trois points
(ρi/ρ0, EFP,i)
i={3,4,5}.
Nous souhaitons donc introduire une nouvelle parame´trisation de l’interaction de Gogny,
appele´e D1N, capable de reproduire l’e´quation d’e´tat variationnelle de Friedman et Pand-
haripande avec la pre´cision indique´e par les barres d’erreur. La question qui se pose alors
est : comment de´terminer les valeurs des 14 parame`tres W1, B1, H1, M1, µ1, W2, B2, H2,
M2, µ2, t0, x0, α et Wls de cette nouvelle interaction D1N?
Un e´le´ment de re´ponse est donne´ par l’approximation parabolique. Cette approximation
stipule que l’e´nergie par particule dans la matie`re nucle´aire asyme´trique peut se de´duire






(ρ, 0) + Esym (ρ) β
2 , (II.2)





: asyme´trie du milieu,
E
A
(ρ, β) : e´nergie par particule dans la matie`re nucle´aire de densite´ ρ
et d’asyme´trie β,
Esym (ρ) : e´nergie de syme´trie a` la densite´ ρ.







(ρ, 0) + Esym (ρ) . (II.3)
La relation (II.3) montre que, pour agir sur la forme de l’e´quation d’e´tat de la matie`re
neutronique E/A (ρ, 1) et obtenir un meilleur accord avec les pre´dictions variationnelles de
Friedman et Pandharipande, il suffirait de pouvoir controˆler le comportement de l’e´nergie
de syme´trie en fonction de la densite´, Esym (ρ). Un tel controˆle de l’e´nergie de syme´trie a`
toutes les densite´s est de´licat. Par contre, il est possible de jouer sur la valeur de l’e´nergie
de syme´trie a` une densite´ particulie`re, la densite´ de saturation ρ0. A cette densite´, l’e´nergie
de syme´trie est souvent note´e aτ , aτ = Esym (ρ0). La Fig. I.14 du chapitre I montre que
la relation entre le coefficient aτ et le parame`tre ∆ε est line´aire. Pour rappel, la quantite´
∆ε repre´sente la diffe´rence des e´nergies εν2s1/2 et ε
π
2s1/2 des e´tats 2s1/2 neutron et proton
dans le 48Ca. En jouant sur la valeur du parame`tre ∆ε, on peut donc controˆler l’e´nergie
de syme´trie a` la densite´ de saturation, aτ = Esym (ρ0). On peut espe´rer que l’effet du
parame`tre ∆ε ne se limite pas a` la densite´ de saturation ρ0 mais influence l’e´nergie de
syme´trie Esym (ρ) aussi aux autres densite´s ρ 6= ρ0. Si tel est le cas, et en vertu de la relation
(II.3), la valeur du parame`tre ∆ε devrait agir directement sur la forme de l’e´quation d’e´tat
de la matie`re neutronique E/A (ρ, 1).
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Fig. II.2 – Partie (a) : Equation d’e´tat de la matie`re neutronique calcule´e avec l’interac-
tion D1S (courbe bleue).
Partie (b) : Equations d’e´tat de la matie`re neutronique calcule´es avec quatre parame´tri-
sations de l’interaction de Gogny. Ces parame´trisations ont e´te´ obtenues pour des valeurs
diffe´rentes du parame`tre ∆ε : ∆ε1 = −1.75 MeV, ∆ε2 = −1.85 MeV, ∆ε3 = −2.10 MeV
et ∆ε4 = −2.60 MeV. La premie`re de ces parame´trisations n’est autre que l’interaction
D1S, la dernie`re correspond a` la nouvelle interaction D1N.
Ces re´sultats, obtenus avec la me´thode Hartree-Fock et diffe´rentes parame´trisations de
l’interaction effective de Gogny, sont compare´s aux pre´dictions variationnelles de Fried-
man et Pandharipande (FP) [11] (courbe noire). Les barres d’erreur indiquent la pre´cision
avec laquelle nous souhaitons reproduire l’e´quation d’e´tat variationnelle.
Pour mettre en e´vidence cet effet du parame`tre ∆ε sur l’e´quation d’e´tat de la matie`re
neutronique, nous construisons quatre parame´trisations de l’interaction de Gogny selon
la proce´dure sche´matise´e sur la Fig. I.17. Ces quatre parame´trisations ont e´te´ obtenues
pour des valeurs diffe´rentes du parame`tre ∆ε : ∆ε1 = −1.75 MeV, ∆ε2 = −1.85 MeV,
∆ε3 = −2.10 MeV et ∆ε4 = −2.60 MeV. La premie`re de ces parame´trisations qui corres-
pond a` ∆ε1 n’est autre que l’interaction D1S. La dernie`re, associe´e a` ∆ε4, se re´ve`lera eˆtre
la nouvelle interaction D1N.
Les e´quations d’e´tat de la matie`re neutronique obtenues avec chacune de ces quatre para-
me´trisations sont repre´sente´es sur la Fig. II.2(b) par les courbes en trait plein ou pointille´
colore´es en bleu ou rouge. L’e´quation d’e´tat variationnelle pre´dite par Friedman et Pand-
haripande correspond a` la courbe noire. La diminution progressive du parame`tre ∆ε depuis
la valeur ∆ε1 = −1.75 MeV jusqu’a` ∆ε4 = −2.60 MeV permet de nettement ame´liorer
l’accord avec l’e´quation d’e´tat variationnelle de Friedman et Pandharipande. Notamment,
l’interaction D1N, associe´e a` ∆ε4 = −2.60 MeV, permet de reproduire l’e´quation d’e´tat
de Friedman et Pandharipande dans les barres d’erreur correspondantes a` la pre´cision que
nous avons impose´e.
Dans les noyaux atomiques, la densite´ de neutrons reste infe´rieure a` la densite´ de satura-
tion ρ0. Ainsi, pour la description de la structure nucle´aire, seule la partie de basse densite´
de l’e´quation d’e´tat de la matie`re neutronique intervient. Pour cette raison, les Fig. II.2(a)
et II.2(b) repre´sentent cette e´quation d’e´tat sur un domaine re´duit de densite´, ρ ≤ 1.5ρ0.
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Cependant, dans la perspective d’applications astrophysiques futures, il est inte´ressant de
connaitre le comportement de l’e´quation d’e´tat a` des densite´s plus fortes. La Fig. II.3(a)
permet d’explorer des densite´s de matie`re neutronique allant jusqu’a` 12 fois la densite´
normale (ρ ≤ 12ρ0). Sur cette figure, nous avons repris les e´quations d’e´tat de la matie`re
neutronique calcule´es avec les interactions D1S (courbe bleue) et D1N (courbe rouge) que
l’on compare au re´sultat variationnel de Friedman et Pandharipande (courbe noire).
Dans le domaine des hautes densite´s, l’e´quation d’e´tat obtenue avec l’interaction D1S
devient de´croissante puis ne´gative pour les densite´s supe´rieures a` 12ρ0. Ce comportement
est tre`s diffe´rent de celui pre´dit par le calcul variationnel de Friedman et Pandharipande.
Ces auteurs obtiennent en effet une e´quation d’e´tat croissante et positive a` toutes les
densite´s. La nouvelle interaction D1N le`ve ce de´saccord, elle donne, comme le re´sultat de
Friedman et Pandharipande, une e´quation d’e´tat qui reste croissante et positive, meˆme
aux tre`s hautes densite´s.











































Fig. II.3 – Equations d’e´tat de la matie`re neutronique calcule´es, a` l’approximation
Hartree-Fock, avec les interactions D1S (courbe bleue) et D1N (courbe rouge). Ces re´sul-
tats sont compare´s aux pre´dictions variationnelles de Friedman et Pandharipande (FP)
[11] (courbe noire).
La Fig. II.3(b) pre´sente les meˆmes re´sultats sur un domaine de densite´s plus limite´
(ρ ≤ 1.5ρ0). La densite´ de neutrons typiquement rencontre´e dans les noyaux, ρ = ρ0/2,
est indique´e par la ligne pointille´e noire. A cette densite´, l’e´quation d’e´tat calcule´e avec
l’interaction D1S surestime l’e´nergie par particule de 2.3 MeV par rapport au re´sultat
variationnel de Friedman et Pandharipande. Cet e´cart a e´te´ re´duit a` moins de 100 keV
avec la nouvelle interaction D1N.
Les valeurs des parame`tres de la nouvelle interaction D1N sont donne´es dans le Tab. II.2.
Les parame´trisations D1 et D1S sont e´galement rappele´es dans ce tableau.
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i
µi Wi Bi Hi Mi t0
x0 α
Wls
[fm] [MeV] [MeV] [MeV] [MeV] [MeV.fm3(α+1)] [MeV.fm5]
D1
1 0.7 -402.40 -100.00 -496.17 -23.561
1350.0 1 1/3 115
2 1.2 -21.297 -11.772 37.270 -68.810
D1S
1 0.7 -1720.3 1300.0 -1813.6 1397.6
1390.6 1 1/3 130
2 1.2 103.63 -163.48 162.81 -223.92
D1N
1 0.8 -2047.6 1700.0 -2414.9 1519.4
1609.5 1 1/3 115
2 1.2 293.02 -300.78 414.59 -316.84
Tab. II.2 – Valeurs des parame`tres des interactions D1, D1S et D1N.
Dans la proce´dure de de´termination des parame`tres de l’interaction de Gogny sche´ma-
tise´e sur la Fig. I.17, la validation d’une interaction passe par le test de ses proprie´te´s dans
la matie`re nucle´aire. Ces dernie`res sont pre´sente´es et commente´es dans la partie suivante
pour l’interaction D1N.
II.1.2.2 L’interaction D1N et les proprie´te´s de la matie`re nucle´aire
Parmi les principales proprie´te´s de la matie`re nucle´aire (semi-)infinie, on compte les
coordonne´es du point de saturation, densite´ ρ0 et e´nergie par particule E0/A, l’e´nergie de
surface aS, l’e´nergie de syme´trie aτ , l’incompressibilite´ K∞ et la masse effective m∗/m.
On peut affecter a` chacune de ces quantite´s une valeur ou un intervalle de valeurs que
l’on qualifiera d’empiriques.
Pour la densite´ de saturation ρ0, la valeur empirique est de´termine´e a` partir de la dis-
tribution de charge des noyaux lourds en prenant en compte les corrections dues a` la
re´pulsion Coulombienne et a` la tension de surface [41, 42]. Les quantite´s telles que l’e´ner-
gie par particule E0/A (aussi note´e aV ), l’e´nergie de surface aS et l’e´nergie de syme´trie aτ
interviennent dans la formule de masse semi-empirique (I.19). Leurs valeurs empiriques
se de´duisent donc des ajustements de cette formule de masse [31, 32, 33, 34, 35] sur les
e´nergies de liaison expe´rimentales. Pour la valeur de l’incompressibilite´ K∞, une de´termi-
nation microscopique a e´te´ propose´e par Blaizot et al. [43] dans une e´tude re´alise´e avec
diffe´rentes parame´trisations de l’interaction effective de Gogny. Ces auteurs parviennent
a` reproduire les donne´es expe´rimentales des noyaux lourds, comme l’e´nergie du mode de
respiration dans le 208Pb par exemple, pour des valeurs de l’incompressibilite´ comprises
entre 210 et 220 MeV. Cet intervalle de valeurs peut eˆtre e´largi a` 200-230 MeV sans alte´rer
la qualite´ de reproduction des donne´es expe´rimentales. Quant a` la masse effective m∗/m,
sa valeur empirique peut se de´duire de l’analyse de la diffusion nucle´on-noyau avec un po-
tentiel optique [44]. Les diffe´rentes valeurs empiriques ainsi de´termine´es sont rassemble´es
dans la dernie`re colonne intitule´e Val. Emp. du Tab. II.3.
Les trois premie`res colonnes de ce tableau indiquent les valeurs obtenues par le calcul avec
la me´thode Hartree-Fock et les trois parame´trisations de l’interaction effective de Gogny,
D1, D1S et D1N. Le de´veloppement de ce calcul est comple`tement explicite´ en Annexe A.
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aτ 30.8 31.1 29.3
30
(MeV ) (±2)
K∞ 228 210 230
215
(MeV) (±15)
m∗/m 0.67 0.70 0.74
0.70
(±0.05)
Tab. II.3 – Proprie´te´s de la matie`re nucle´aire (semi-)infinie. Les valeurs calcule´es avec la
me´thode Hartree-Fock et les interactions D1, D1S et D1N sont confronte´es aux valeurs
empiriques (Val. Emp.).
Le Tab. II.3 montre que, pour chacune des trois interactions D1, D1S et D1N, les valeurs
calcule´es des proprie´te´s de la matie`re nucle´aire sont en accord avec les valeurs empiriques.
Si cela n’avait pas e´te´ le cas pour l’une de ces interactions, celle-ci aurait e´te´ rejete´e par
la proce´dure illustre´e sur la Fig. I.17. Le test des proprie´te´s de la matie`re nucle´aire consti-
tue en effet une condition ne´cessaire a` la validation d’une interaction effective. Les trois
parties suivantes ont pour but de commenter plus en de´tail ces proprie´te´s de la matie`re
nucle´aire.
Dans la partie II.1.2.2 – a, nous discutons l’e´quation d’e´tat de la matie`re nucle´aire syme´-
trique. Nous nous inte´ressons plus particulie`rement au minimum de cette e´quation d’e´tat
dont les coordonne´es de´finissent le point de saturation (ρ0, E0/A) et dont la courbure cor-
respond a` l’incompressibilite´ K∞.
Dans la matie`re nucle´aire syme´trique, les masses effectives neutron et proton sont e´gales.
Leur valeur commune est note´e m∗/m dans le Tab. II.3. En revanche, dans la matie`re
asyme´trique, ces masses effectives peuvent eˆtre diffe´rentes. On parle alors de se´paration
des masses effectives neutron et proton en fonction de l’asyme´trie, c’est ce dont traite la
partie II.1.2.2 – b.
Le Tab. II.3 donne la valeur de l’e´nergie de syme´trie a` la densite´ de saturation, aτ =
Esym (ρ0). Comment e´volue cette quantite´ lorsqu’on s’e´loigne de la densite´ de saturation ?
La partie II.1.2.2 – c permet de re´pondre a` cette question en e´tudiant la de´pendance en
densite´ de l’e´nergie de syme´trie, Esym (ρ).
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II.1.2.2 – a La matie`re nucle´aire syme´trique
Deux me´thodes permettent de calculer l’e´quation d’e´tat de la matie`re nucle´aire syme´-
trique a` partir des interactions re´alistes. La premie`re est la me´thode variationnelle de´ja`
pre´sente´e dans la partie II.1.1.1. La seconde est la me´thode de Bethe-Brueckner-Goldstone
(BBG) dont on expose brie`vement les ide´es maˆıtresses.
La me´thode de Bethe-Brueckner-Goldstone
La me´thode de Bethe-Brueckner-Goldstone est base´e sur le de´veloppement de Goldstone
[45] qui est une se´rie de perturbation en clusters lie´s pour l’e´nergie de l’e´tat fondamental.
L’expression (II.1) du Hamiltonien Hre´a est re´e´crite sous la forme :
Hre´a = H0 +H
re´a
1 ,
avec : H0 =
A∑
i=1







Ui : la perturbation.
Dans ces expressions, U est un potentiel a` une particule que l’on peut choisir a` notre conve-
nance puisque le Hamiltonien total Hre´a n’en de´pend pas. Cependant, comme l’e´nergie
est calcule´e sous forme d’un de´veloppement en puissance de Hre´a1 , la convergence de ce
de´veloppement de´pend du choix de U . Pour cette raison, le potentiel U est choisi de fac¸on
a` ce que le de´veloppement de l’e´nergie converge suffisamment vite pour eˆtre exploite´.
A cause de la forte re´pulsion entre les nucle´ons a` courte distance, le de´veloppement de
Goldstone est d’abord re´e´crit en introduisant la matrice de re´action G qui resomme toutes
les diffusions possibles de deux nucle´ons vers des e´tats inoccupe´s. Cette somme infinie de
diagrammes en e´chelle est e´value´e en re´solvant l’e´quation inte´grale de Bethe-Brueckner-
Goldstone :
G(w) = V + V
Q
w −H0G(w) ,
avec Q : l’ope´rateur de Pauli qui projette sur les e´tats a` deux corps inoccupe´s,
w : l’e´nergie de de´part (starting energy).
La se´rie de perturbation en puissances de G ne converge pas, mais les diagrammes en
cluster peuvent eˆtre groupe´s en fonction du nombre de lignes de trous inde´pendantes. La
convergence de ce de´veloppement en lignes de trous a e´te´ de´montre´e formellement par
Brandow [46].
A l’ordre le plus bas, seule la contribution des diagrammes a` deux lignes de trous intervient,
et l’e´nergie par nucle´on dans la matie`re nucle´aire syme´trique de densite´ e´quivalente au
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On distingue deux types de choix pour le potentiel U , le choix standard [47, 48] qui produit
une discontinuite´ du potentiel a` la surface de Fermi et le choix continu [49, 50] qui, comme
son nom l’indique, ne pre´sente aucune discontinuite´. Une e´tude re´cente [51] a montre´ que,
lorsque les contributions des diagrammes a` trois lignes de trous sont prises en compte,
l’e´quation d’e´tat re´sultante devient inde´pendante du choix, standard ou continu, pour le
potentiel U .
Seules les grandes lignes de la the´orie de Bethe-Brueckner-Goldstone ont e´te´ reprises ici.
Pour bien comprendre cette approche, des de´tails comple´mentaires peuvent eˆtre trouve´s
dans de nombreux livres et articles de revue [1, 52, 53, 54, 50, 55, 56]. La forme explicite
des expressions mises en jeu dans ce type de calculs, ainsi que les me´thodes de leur trai-
tement nume´rique sont pre´sente´es dans la Ref. [57].
L’e´quation d’e´tat de la matie`re nucle´aire syme´trique calcule´e par le groupe de Catane
[58] avec la me´thode Bethe-Brueckner-Goldstone et l’interaction re´aliste AV14 [36] est
note´e ”BBG” et symbolise´e par les triangles sur la Fig. II.4(a). Sur cette figure, la zone
empirique de saturation, ρ0 = 0.17± 0.02 fm−3 et E0/A = −16± 1 MeV, est repre´sente´e
en jaune. Le point de saturation de l’e´quation d’e´tat BBG, repe´re´ par le triangle rouge,
manque cette zone empirique a` cause d’une densite´ de saturation sure´value´e. Ce proble`me
n’est pas spe´cifique a` l’interaction AV14 mais apparait aussi pour les autres potentiels re´a-
listes. La me´thode Bethe-Brueckner-Goldstone applique´e a` diffe´rents potentiels re´alistes
montre que les pre´dictions pour le point de saturation sont situe´es sur une bande e´troite
qui manque la zone empirique. Ce phe´nome`ne est connu sous le nom de bande de Coester
[59, 60].
Dans la matie`re nucle´aire, la contribution des interactions a` trois corps n’est pas ne´-
gligeable et doit eˆtre prise en compte. Le groupe d’Urbana [61, 62] a propose´ un mode`le
re´aliste permettant de de´crire ces interactions a` trois corps. Ce mode`le comprend un terme
attractif duˆ a` l’e´change de deux pions avec excitation d’une re´sonance ∆ interme´diaire
et un terme re´pulsif phe´nome´nologique. Le formalisme de la me´thode Bethe-Brueckner-
Goldstone est base´ sur les seules interactions a` deux corps, il n’est donc pas possible
d’inclure directement les interactions a` trois corps. Cependant, en moyennant la position
de la troisie`me particule selon la proce´dure de Lejeune et al. [63], l’interaction a` trois
corps peut eˆtre re´duite en une interaction effective a` deux corps de´pendante de la den-
site´. Il devient alors possible de tenir compte des effets de l’interaction a` trois corps avec
la me´thode Bethe-Brueckner-Goldstone. La nouvelle e´quation d’e´tat ainsi obtenue, note´e
”BBG+3C”, est symbolise´e par les carre´s sur la Fig. II.4(a). Le point de saturation marque´
par le carre´ rouge est cette fois contenu dans la zone empirique.
Enfin, l’e´quation d’e´tat calcule´e par Friedman et Pandharipande [11] avec la me´thode
variationnelle correspond a` la courbe avec les cercles. La prise en compte des interactions
a` trois corps dans la proce´dure variationnelle permet d’obtenir un point de saturation,
indique´ par le cercle rouge, a` l’inte´rieur de la zone empirique.
L’e´quation d’e´tat calcule´e par la me´thode Hartree-Fock et l’interaction effective de Gogny
est repre´sente´e sur la Fig. II.4(b). Chacune des courbes correspond a` une parame´trisation
de l’interaction de Gogny, D1 (courbe verte), D1S (courbe bleue) et D1N (courbe rouge).
Pour ces trois parame´trisations, les coordonne´es du point de saturation (ρ0, E0/A) sont
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bien comprises dans les limites empiriques mate´rialise´es par les bords du rectangle jaune
sur la Fig. II.4(b). Le Tab. II.3 montre que les incompressibilite´s obtenues avec les para-
me´trisations D1 et D1N sont presque e´gales, et supe´rieures a` l’incompressibilite´ calcule´e
avec la parame´trisation D1S : KD1∞ ≃ KD1N∞ > KD1S∞ . Cela se traduit, sur la Fig. II.4(b),
par une remonte´e plus rapide en fonction de la densite´ des e´quations d’e´tat calcule´es avec
les parame´trisations D1 et D1N.
































































Fig. II.4 – Partie (a) : Equations d’e´tat de la matie`re syme´trique calcule´es par Friedman
et Pandharipande [11] avec la me´thode variationnelle (FP ou cercles) et par le groupe
de Catane [58] avec la me´thode Bethe-Brueckner-Goldstone (BBG ou triangles) qui peut
inclure les effets des interactions a` trois corps (BBG+3C ou carre´s).
Partie (b) : Equations d’e´tat de la matie`re syme´trique calcule´es, a` l’approximation
Hartree-Fock, avec les interactions D1 (courbe verte), D1S (courbe bleue) et D1N (courbe
rouge).
Partie (c) : Comparaison des e´quations d’e´tat BBG, BBG+3C, D1S et D1N pre´sente´es
sur les parties (a) et (b).
L’e´quation d’e´tat montre comment e´volue l’e´nergie par particule en fonction de la den-
site´. Cette information, bien qu’inte´ressante, reste tre`s ge´ne´rale. La se´paration de l’e´nergie
potentielle selon les sous-espaces de spin S = 0, 1 et d’isospin T = 0, 1 permet une analyse
plus de´taille´e. Cette e´tude est re´alise´e sur les e´quations d’e´tat calcule´es par la me´thode
Bethe-Brueckner-Goldstone sans et avec les interactions a` trois corps, BBG et BBG+3C,
et par la me´thode Hartree-Fock avec les parame´trisations D1S et D1N. Ces quatre e´qua-
tions d’e´tat sont reprises sur la Fig. II.4(c). Pour chacune de ces e´quations d’e´tat, l’e´nergie
par particule (E/A) se calcule comme la somme d’une contribution cine´tique (E/A)cin et
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On peut de´velopper la contribution potentielle (E/A)pot selon quatre composantes, note´es
(E/A)STpot, caracte´rise´es par les valeurs du spin S et de l’isospin T d’une paire de nucle´ons














Les composantes (E/A)STpot sont repre´sente´es en fonction du moment de Fermi kF sur la
Fig. II.5 pour les quatre sous-espaces ST = 00, 01, 10, 11.












































Fig. II.5 – Energie potentielle dans les diffe´rents sous-espaces ST pour D1S (courbe bleue)
et D1N (courbe rouge). Les symboles (triangles et carre´s) correspondent a` des calculs de
type Bethe-Brueckner-Goldstone sans et avec forces a` 3 corps (BBG et BBG+3C). La
ligne pointille´e repre´sente le point de saturation kF = 1.33 fm
−1.
Dans le sous-espace S=0, T=0 (singulet-impair), les pre´dictions des calculs de type
Bethe-Brueckner-Goldstone (BBG et BBG+3C) sont tre`s similaires. La contribution des
interactions a` trois corps, prise en compte dans le calcul BBG+3C, est donc ne´gligeable
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dans ce sous-espace. Les courbes (BBG et BBG+3C) obtenues par la me´thode Bethe-
Brueckner-Goldstone pre´sentent une le´ge`re re´pulsion, qui ne de´passe pas 40 MeV par par-
ticule a` kF = 2.5 fm
−1. Les calculs Hartree-Fock re´alise´s avec l’interaction D1S pre´disent
une attraction a` partir de kF = 1.8 fm
−1 en de´saccord avec les contributions re´pulsives
des calculs Bethe-Brueckner-Goldstone. Cette pathologie est aggrave´e avec l’interaction
D1N, l’attraction apparaissant de`s kF = 1.5 fm
−1.
Pour le sous-espace S=1, T=1 (triplet-impair), les re´sultats des calculs base´s sur la me´-
thode Bethe-Brueckner-Goldstone (BBG et BBG+3C) sont, encore une fois, tre`s proches.
Ils pre´disent une contribution globalement re´pulsive dans ce sous-espace, sauf autour de la
densite´ de saturation (kF = 1.33 fm
−1) ou` une tre`s le´ge`re attraction, infe´rieure a` 500 keV
par particule, est obtenue. La courbe calcule´e avec l’interaction D1S, le´ge`rement re´pul-
sive a` toutes les densite´s, est en accord qualitatif avec ces pre´dictions. Pour l’interaction
D1N, la remonte´e de l’e´nergie potentielle observe´e au-dela` de kF = 1.8 fm
−1 ressemble
beaucoup aux pre´dictions des calculs de type Bethe-Brueckner-Goldstone. La contribution
attractive de l’ordre de 3 MeV obtenue avec cette interaction a` la densite´ de saturation
(kF = 1.33 fm
−1) est plus geˆnante. Elle est six fois plus forte que la le´ge`re attraction de
500 keV pre´dite par la me´thode Bethe-Brueckner-Goldstone.
Le sous-espace S=0, T=1 (singulet-pair) permet de calibrer l’intensite´ de l’interaction
d’appariement, il est donc de toute premie`re importance. Les calculs de type Bethe-
Brueckner-Goldstone sans interactions a` trois corps (BBG) pre´disent une attraction qui
augmente avec la densite´ et atteint 15 MeV par particule a` la saturation. Les calculs in-
cluant l’effet des interactions a` trois corps (BBG+3C) donnent un comportement attractif
tre`s similaire jusqu’a` la densite´ de saturation. Au-dela` de cette densite´, la contribution
des interactions a` trois corps devient significative en produisant une re´pulsion d’autant
plus forte que la densite´ augmente. C’est dans ce sous-espace que l’effet des interactions
a` trois corps sur les re´sultats Bethe-Brueckner-Goldstone est le plus net. Les contribu-
tions calcule´es avec les interactions D1S et D1N sont quasiment e´gales et les deux courbes
correspondantes sur la Fig. II.5 sont confondues. Cela signifie que l’intensite´ de la force
d’appariement est la meˆme pour les interactions D1S et D1N. De plus, ces contributions
sont relativement proches des pre´dictions de type Bethe-Brueckner-Goldstone sans inter-
actions a` trois corps (BBG).
Pour le sous-espace S=1, T=0 (triplet-pair), les re´sultats issus des calculs Bethe-
Brueckner-Goldstone avec (BBG+3C) et sans (BBG) interactions a` trois corps sont tre`s
ressemblants, ils pre´disent une e´nergie potentielle attractive. Le comportement de cette
e´nergie potentielle n’est pas monotone : de´croissant jusqu’a` kF = 2.1 fm
−1, il devient
croissant au-dela`. Ce changement de signe de la de´rive´e de l’e´nergie potentielle se produit
bien avant, a` kF = 1.3 fm
−1, avec les interactions D1S ou D1N. A la densite´ de saturation,
l’interaction D1N donne une e´nergie potentielle de 4.8 MeV moins attractive que l’inter-
action D1S. Lorsqu’on somme les contributions des quatre sous-espaces, cette diffe´rence
est en grande partie compense´e par l’attraction supple´mentaire que produit, autour de la
densite´ de saturation, l’interaction D1N dans le canal S=1, T=1.
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La diffe´rence principale entre les interactions D1S et D1N est que, pour la seconde, nous
avons impose´ une contrainte sur l’e´quation d’e´tat de la matie`re neutronique. Comment
cette diffe´rence se traduit-elle sur le comportement de l’e´nergie potentielle dans les quatre
sous-espaces S,T ?
La matie`re neutronique ne contient qu’une seule espe`ce de particule, les neutrons. L’isos-
pin total correspondant a` une paire de neutrons en interaction vaut 1 (T = 1). L’isospin
T = 0 est exclu car sa seule projection MT = 0 fait intervenir deux particules diffe´rentes,
un neutron et un proton. La contrainte sur l’e´quation d’e´tat de la matie`re neutronique
re´agit donc sur les sous-espaces T = 1 seuls, S=0, T=1 et S=1, T=1.
La contribution dans le sous-espace S=0, T=1 est par ailleurs fixe´e par les exigences de
l’appariement. Cela explique que, dans ce sous-espace, les contributions des interactions
D1S et D1N soient proches au point d’eˆtre confondues sur la Fig. II.5.
Le sous-espace S=1, T=1 est donc le seul a` eˆtre directement influence´ par la contrainte sur
l’e´quation d’e´tat de la matie`re neutronique. Dans ce sous-espace, l’attraction de l’ordre
de 3 MeV a` la densite´ de saturation, ainsi que la forte remonte´e de l’e´nergie potentielle
pour kF > 1.8 fm
−1, observe´es avec l’interaction D1N, sont des conse´quences directes
de la reproduction de l’e´quation d’e´tat variationnelle (Friedman et Pandharipande) de la
matie`re neutronique. Cette attraction de 3 MeV qui apparait a` la densite´ de saturation
avec l’interaction D1N est en de´saccord avec les contributions faibles (infe´rieures a` 500
keV) pre´dites par les calculs de type Bethe-Brueckner-Goldstone. Pour corriger ce de´faut
de l’interaction D1N, il faut renoncer a` la contrainte sur l’e´quation d’e´tat de la matie`re
neutronique.
Avec la forme analytique (I.1) de l’interaction de Gogny, on ne peut donc obtenir a` la
fois une bonne reproduction de l’e´quation d’e´tat variationnelle de la matie`re neutronique
et un bon accord, au moins autour de la densite´ de saturation, avec les calculs Bethe-
Brueckner-Goldstone dans le sous-espace S=1, T=1. Cette rigidite´ s’explique par la pre´-
sence de termes de porte´e nulle, le terme densite´ et le terme spin-orbite, dans l’expression
(I.1) de l’interaction de Gogny. Pour faire e´voluer cette expression vers une forme plus
souple et plus re´aliste, il faudrait donc affecter une porte´e finie, au sens de non-nulle, aux
termes densite´ et spin-orbite de l’interaction de Gogny. L’e´tude de cette extension vers
une porte´e finie est re´alise´e dans les chapitres suivants pour le terme densite´.
II.1.2.2 – b Masses effectives neutron et proton dans la matie`re nucle´aire
asyme´trique
La masse effective d’un nucle´on est une proprie´te´ fondamentale pour caracte´riser sa
propagation dans le milieu nucle´aire [64, 65, 66]. Elle permet de de´crire, au premier ordre,
les effets de la non-localite´ du terme d’e´change d’espace du potentiel a` une particule.
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La connaissance de la masse effective des nucle´ons dans la matie`re asyme´trique riche
en neutrons est cruciale pour la compre´hension des proprie´te´s des e´toiles a` neutrons
[67, 68, 69]. Elle est e´galement importante pour la description de la dynamique des colli-
sions nucle´aires [70, 71, 72, 73]. De plus, elle permet d’expliquer l’amplitude des effets de
couche et les proprie´te´s de base des noyaux loin de la valle´e de stabilite´ [64].
Les masses effectives neutron m∗n/m et proton m
∗
p/m, e´gales dans la matie`re syme´trique,
peuvent eˆtre diffe´rentes dans la matie`re asyme´trique riche en neutrons. On assiste donc
a` une se´paration des masses effectives neutron et proton lorsque l’asyme´trie du milieu
augmente. Comment cette se´paration se passe-t-elle dans la matie`re riche en neutrons ?
La masse effective neutron devient-elle supe´rieure a` la masse effective proton ou est-ce
l’inverse ?
Les the´ories microscopiques, comme la the´orie de Landau des liquides de Fermi [74] et
l’approche Bethe-Brueckner-Goldstone [75, 76, 77], pre´disent une masse effective neutron
supe´rieure a` la masse effective proton, m∗n/m > m
∗
p/m, dans la matie`re riche en neutrons.
Cette pre´diction est conteste´e par les me´thodes de champ moyen relativiste [78] qui, apre`s
re´duction non-relativiste, obtiennent m∗n/m < m
∗
p/m.
Cette contradiction a e´te´ leve´e par les calculs relativistes base´s sur l’approche Dirac-
Brueckner-Hartree-Fock [79]. Cette approche permet de prendre en compte explicitement
la de´pendance en impulsion de l’ope´rateur de masse, omise dans les me´thodes de champ
moyen relativiste. La prise en compte explicite de cette de´pendance en impulsion inverse
la se´paration des masses effectives non-relativistes pour retrouver m∗n/m > m
∗
p/m.
Les diffe´rentes approches microscopiques, relativistes [79] et non-relativistes [75], s’ac-
cordent donc a` pre´dire une masse effective neutron supe´rieure a` la masse effective proton,
m∗n/m > m
∗
p/m, dans la matie`re riche en neutrons.
La masse effective m∗q/m du nucle´on d’isospin q = n, p peut e´galement eˆtre calcule´e a` par-
tir du champ Hartree-Fock construit avec l’interaction de Gogny. L’expression analytique
alors obtenue est de´veloppe´e en Annexe A, e´quation (A.36). Elle s’e´crit dans le cas de la

















(2Tfi(q, q) + fi(q,−q)) , (II.4)
avec : BSTi = −

















































kqF : le moment de Fermi pour l’isospin q = n, p ,
m : la masse nue du nucle´on.
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La Fig. II.6 pre´sente le comportement des masses effectives neutron (courbes en trait
continu) et proton (courbes en trait pointille´) en fonction de l’asyme´trie β du milieu. Les
re´sultats obtenus avec les trois parame´trisations de l’interaction de Gogny correspondent
aux courbes vertes pour D1, bleues pour D1S et rouges pour D1N. Les courbes noires
(BHF-BBG) surmonte´es de symboles carre´s repre´sentent les pre´dictions microscopiques
[75] de calculs base´s sur l’approximation Brueckner-Hartree-Fock [1] et la the´orie de Bethe-
Brueckner-Goldstone.











BHF-BBG D1 D1S D1N
Fig. II.6 – Masses effectives neutron (courbes en trait continu) et proton (courbes en trait
pointille´) repre´sente´es en fonction de l’asyme´trie β. Nos calculs re´alise´s, a` l’approximation
Hartree-Fock, avec les parame´trisations D1, D1S et D1N sont compare´s aux pre´dictions
microscopiques [75] obtenues a` l’approximation Brueckner-Hartree-Fock de la the´orie de
Bethe-Brueckner-Goldstone (BHF-BBG).
Les calculs microscopiques BHF-BBG pre´disent une se´paration des masses effectives
telle que m∗n/m > m
∗





dans la matie`re neutronique (β = 1). Les masses effectives calcule´es avec les interactions
D1 et D1S pre´sentent une se´paration de meˆme signe, m∗n/m > m
∗
p/m, mais d’amplitude
plus grande. Pour l’asyme´trie de la matie`re neutronique, β = 1, l’amplitude de se´paration
atteint la valeur 0.35 pour l’interaction D1 et 0.32 pour l’interaction D1S. Avec l’interac-
tion D1N, une se´paration de signe oppose´ est obtenue, m∗n/m < m
∗
p/m. Cette se´paration




= −0.02 pour l’asy-
me´trie β = 0.75. Dans la matie`re neutronique, les masses effectives neutron et proton
calcule´es avec l’interaction D1N redeviennent quasiment e´gales.
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Compare´e aux interactions D1 et D1S, la nouvelle interaction D1N pre´dit donc un com-
portement tre`s diffe´rent pour la se´paration des masses effectives en fonction de l’asyme´trie.
Pour comprendre cette diffe´rence, il faut revenir a` l’expression analytique (II.4) de la masse
effective m∗q/m avec q = n, p. Dans cette expression, les porte´es de l’interaction, {µi}i=1,2,
interviennent notamment dans les coefficients {Xqi }i=1,2 et les fonctions {fi(q, q′)}i=1,2.
Or le Tab. II.2 montre que les porte´es µ1 et µ2 ne varient pas ou alors tre`s peu d’une
parame´trisation a` l’autre de l’interaction de Gogny,
µD11 = µ
D1S
1 ≃ µD1N1 et µD12 = µD1S2 = µD1N2 .
Cela implique que les coefficients {Xqi }i=1,2 et les fonctions {fi(q, q′)}i=1,2 ne seront pas
ou tre`s peu modifie´s selon la parame´trisation utilise´e. Dans l’expression (II.4) de la masse
effective, les seules quantite´s qui vont re´ellement de´pendre de la parame´trisation sont
donc les combinaisons line´aires de parame`tres
{BSTi }ST=00,01,10,11i=1,2 . Dans le cas de la para-
me´trisation D1N, les valeurs de ces combinaisons de parame`tres ont e´te´ affecte´es par la
contrainte sur l’e´quation d’e´tat variationnelle de la matie`re neutronique. Cette nouvelle




Cet exemple te´moigne, une fois de plus, de la rigidite´ de la forme analytique (I.1) de
l’interaction de Gogny. Avec cette forme, il est tre`s de´licat d’obtenir une parame´trisation
qui reproduise, d’une part, l’e´quation d’e´tat variationnelle de la matie`re neutronique, et,
d’autre part, l’ordre de se´paration des masses effectives, m∗n/m > m
∗
p/m, pre´dit par les
approches microscopiques. Nous aurons l’occasion de montrer, dans les chapitres suivants,
que ce proble`me peut eˆtre re´solu en faisant e´voluer le terme densite´ de porte´e nulle de
l’expression (I.1) de l’interaction de Gogny vers une porte´e finie.
II.1.2.2 – c L’e´nergie de syme´trie en fonction de la densite´
La de´pendance en densite´ de l’e´nergie de syme´trie joue un roˆle important dans la des-
cription de la structure des noyaux radioactifs [80, 81, 82, 83], mais aussi dans la mode´li-
sation de processus astrophysiques [67, 84], comme la nucle´osynthe`se dans les supernova
par exemple. Les formules de masse semi-empiriques [31, 85], base´es sur le mode`le de la
goutte liquide du noyau, permettent de de´duire la valeur de l’e´nergie de syme´trie a` la den-
site´ de saturation, aτ = Esym (ρ0) = 30± 2 MeV. Pour les autres densite´s, en revanche, sa
valeur est tre`s mal connue [86, 87]. Les e´tudes base´es sur les approches microscopiques ou
phe´nome´nologiques donnent en effet des pre´dictions tre`s diffe´rentes pour la de´pendance
en densite´ de l’e´nergie de syme´trie [88].
Expe´rimentalement, les re´actions induites par faisceaux radioactifs [89, 90, 91, 92, 93,
94, 95, 96, 97, 98, 99] se sont re´ve´le´es tre`s utiles pour extraire des informations sur la
de´pendance en densite´ de l’e´nergie de syme´trie. En particulier, dans les collisions d’ions
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lourds, les mode`les de transport base´s sur le formalisme de Boltzmann-Uehling-Uhlenbeck
(BUU) [100, 86] ont montre´ que la diffusion de l’isospin est tre`s sensible a` la forme de
la de´pendance en densite´ de l’e´nergie de syme´trie [101, 102, 103]. Avec un mode`le de
transport inde´pendant de l’impulsion, M.B. Tsang et al. [104] ont trouve´ que les donne´es
de diffusion d’isospin issues d’expe´riences re´centes e´taient correctement reproduites avec
une de´pendance en densite´ quadratique de l’e´nergie de syme´trie. L’e´tude plus comple`te
de Chen et al. [105], incluant une de´pendance en impulsion dans le potentiel nucle´aire,
favorise une de´pendance en densite´ de la forme Esym (ρ) ≃ 31.6 (ρ/ρ0)1.05.
Dans un autre type d’approche, Shetty et al. [106] ont montre´, a` partir de simula-
tions de dynamique mole´culaire [107], que les taux de production expe´rimentaux de
fragments favorisaient une de´pendance en densite´ de l’e´nergie de syme´trie de la forme
Esym (ρ) ≃ 31.6 (ρ/ρ0)0.69.
La comparaison des e´tudes, base´es sur les collisions d’ions lourds, de Chen et al. et
de Shetty et al. sugge`re une de´pendance de la forme Esym (ρ) ≃ 31.6 (ρ/ρ0)γ avec
γ ∈ [0.6, 1.05].
Cette parame´trisation de l’e´nergie de syme´trie en fonction de la densite´ est repre´sente´e
par les courbes noires sur la Fig. II.7(b) pour les deux cas limites γ = 0.6 et γ = 1.05.
La parame´trisation correspondant a` γ = 1.05 a e´te´ de´duite de l’e´tude de la diffusion d’isos-
pin dans les expe´riences de collision. Les mode`les de transport montrent que la diffusion
d’isospin a principalement lieu au cours de la phase d’expansion du syste`me, lorsque la
densite´ est infe´rieure a` la densite´ de saturation. Aussi, la parame´trisation de l’e´nergie
de syme´trie associe´e a` γ = 1.05 n’est valable qu’aux densite´s infe´rieures a` la densite´ de
saturation, ρ ≤ ρ0. C’est la raison pour laquelle nous avons limite´ le domaine de densite´s
a` ρ ∈ [0, ρ0] sur la Fig. II.7(b).
Sur cette meˆme figure, la de´pendance en densite´ de l’e´nergie de syme´trie calcule´e avec les
interactions D1S (courbe bleue) et D1N (courbe rouge) est e´galement repre´sente´e. Aux
basses densite´s, ρ ≤ 0.7ρ0, l’interaction D1N pre´dit une e´nergie de syme´trie tre`s similaire
a` la parame´trisation correspondant a` γ = 0.6. L’e´nergie de syme´trie obtenue avec cette
interaction reste donc en accord avec les donne´es expe´rimentales sur les collisions d’ions
lourds. Pour l’interaction D1S, pre´sentant des valeurs plus e´leve´es de l’e´nergie de syme´trie
dans le domaine ρ ≤ ρ0, l’accord avec les parame´trisations associe´es a` γ = 0.6 ou γ = 1.05
est moins bon.
Les diffe´rences entre les e´nergies de syme´trie calcule´es avec les interactions D1S et D1N
s’expliquent tre`s bien avec l’approximation parabolique (II.2). Dans le cas particulier de






(ρ, 0) . (II.5)
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Les e´quations d’e´tat de la matie`re neutronique, E
A
(ρ, 1), et de la matie`re nucle´aire sy-
me´trique, E
A
(ρ, 0), sont reprises sur la Fig. II.7(a) pour les interactions D1S et D1N. Dans
le domaine de densite´s ρ ∈ [0, ρ0], les e´quations d’e´tat de la matie`re nucle´aire syme´trique
sont tre`s proches pour ces deux interactions, (E/A)D1S (ρ, 0) ≃ (E/A)D1N (ρ, 0).
L’e´quation (II.5) montre alors que la diffe´rence des e´nergies de syme´trie, ED1Ssym (ρ) et
ED1Nsym (ρ), des interactions D1S et D1N est relie´e aux e´quations d’e´tat de la matie`re neu-
tronique (E/A)D1S (ρ, 1) et (E/A)D1N (ρ, 1) de la manie`re suivante :











Dans le domaine des basses densite´s, ρ ≤ ρ0, la reproduction de l’e´quation d’e´tat variation-
nelle de la matie`re neutronique avec l’interaction D1N est donc a` l’origine des diffe´rences
entre les e´nergies de syme´trie des interactions D1S et D1N.
L’allure de l’e´nergie de syme´trie est repre´sente´e dans un domaine de densite´s plus large,
ρ ∈ [0, 4.5ρ0], sur la Fig. II.7(c). Aux hautes densite´s, les e´nergies de syme´trie calcule´es
avec les interactions D1S et D1N deviennent ne´gatives.
































































Fig. II.7 – Partie (a) : Equations d’e´tat de la matie`re neutronique et de la matie`re syme´-
trique calcule´es avec les interactions D1S et D1N.
Parties (b) et (c) : Energie de syme´trie repre´sente´e en fonction de la densite´. Les re´sul-
tats obtenus avec les interactions D1S et D1N sont compare´s a` la forme parame´trise´e
Esym (ρ) ≃ 31.6 (ρ/ρ0)γ, avec γ ∈ [0.6, 1.05], propose´e par Shetty et al. [106].
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II.2 Structure des noyaux finis avec D1N
II.2.1 Masse effective et e´tats a` une particule
II.2.1.1 Dans la matie`re nucle´aire
Dans la matie`re nucle´aire infinie, la masse effective m∗q d’un nucle´on d’isospin q, calcule´e











Dans cette expression, εk,q repre´sente l’e´nergie d’un nucle´on d’impulsion k et d’isospin q.
Nous souhaitons montrer comment, dans la matie`re nucle´aire infinie, la densite´ d’e´tats a`
une particule peut eˆtre relie´e a` la masse effective. Pour calculer la densite´ d’e´tats, il faut
d’abord compter le nombre Nk,q d’e´tats d’impulsion k








ou` le facteur 2 devant l’inte´grale tient compte de la de´ge´ne´rescence de spin. La densite´
d’e´tats, pour l’isospin q, au niveau de Fermi d’impulsion kFq et d’e´nergie εF,q ≡ εkFq,q se





























ou` nous avons fait apparaˆıtre la masse m du nucle´on dans le vide et la densite´ de matie`re




L’expression (II.6) montre que la densite´ d’e´tats g (εF,q) est proportionnelle a` la masse
effective (m∗q/m). Dans la partie suivante, nous comparons les densite´s d’e´tats obtenues
dans les noyaux finis avec les interactions D1S et D1N. Pour cette e´tude, il est utile
de de´finir le rapport
gD1Sq (εF,q)
gD1Nq (εF,q)
des densite´s d’e´tats calcule´es, pour l’isospin q, avec les
interactions D1S et D1N. L’expression (II.6) montre que, a` une densite´ de matie`re ρq fixe´e,
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II.2.1.2 Dans les noyaux finis
N.B. : Dans cette partie, la diffe´rence d’e´nergie entre le premier e´tat inoccupe´ et le
dernier e´tat occupe´ de part et d’autre du niveau de Fermi sera appele´e ”gap au niveau
de Fermi” et note´e ∆EF . Si ne´cessaire, on pourra distinguer l’isospin en parlant de ”gap
proton” et ”gap neutron” note´s ∆EFp et ∆EFn, ou encore sous la forme ge´ne´rique ∆EFq
avec q = p, n.
Dans les noyaux finis, la densite´ d’e´tats, gq (εF,q), a` l’e´nergie de Fermi pour l’isospin q
est proportionnelle a` l’inverse du gap ∆EFq au niveau de Fermi de cet isospin,
gq (εF,q) ∝ 1
∆EFq
.









Cette relation va nous permettre d’expliquer les diffe´rences entre les spectres d’e´tats a`
une particule des interactions D1S et D1N a` partir des valeurs des masses effectives de
ces deux interactions.
Cette e´tude ne se limite pas aux noyaux syme´triques pour lesquels les nombres de neutrons
et de protons, N et Z, sont e´gaux, N = Z. Aussi, pour prendre en compte les noyaux




Les courbes de se´paration des masses effectives neutron et proton en fonction de ce pa-
rame`tre d’asyme´trie β, de´ja` pre´sente´es sur la Fig. II.6, sont reprises ici sur la Fig. II.8(a)
pour les interactions D1S et D1N. Les lignes verticales indiquent les asyme´tries de trois
noyaux, le 90Zr, le 208Pb et le 244Pu. Le 244Pu n’est pas un noyau sphe´rique, son spectre
d’e´tats a` une particule sera pre´sente´ plus loin, dans la partie consacre´e a` la caracte´risation
des corre´lations d’appariement par les moments d’inertie.
Les trois autres figures II.8(b), II.8(c) et II.8(d) pre´sentent les spectres d’e´tats a` une
particule autour du niveau de Fermi pour les noyaux de 40Ca, 90Zr et 208Pb. Pour chaque
isospin, proton et neutron, les spectres the´oriques calcule´s par la me´thode Hartree-Fock
avec les interactions D1S et D1N sont compare´s au spectre expe´rimental. Les diffe´rents
spectres expe´rimentaux sont tire´s des Re´f. [108, 109, 110, 111, 44]. Le gap ∆EFq au niveau
de Fermi, symbolise´ par les fle`ches, est donne´ en MeV.
Pour le noyau syme´trique de 40Ca, les masses effectives neutron et proton sont e´gales,
m∗/m = m∗n/m = m
∗
p/m. Leur valeur commune m
∗/m a e´te´ reporte´e dans le Tab. II.3
pour les interactions D1S et D1N, (m∗/m)D1S = 0.70 et (m∗/m)D1N = 0.74.
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Fig. II.8 – Partie (a) : Comportement des masses effectives neutron et proton en fonction
de l’asyme´trie β pour les parame´trisations D1S et D1N. Parties (b), (c) et (d) : Spectres
d’e´tats a` une particule calcule´s a` l’approximation Hartree-Fock avec les parame´trisations
D1S et D1N dans les cas de trois noyaux, le 40Ca, le 90Zr et le 208Pb. Les spectres d’e´tats
expe´rimentaux, note´s EXP, sont e´galement repre´sente´s.











Le rapport entre les gaps ∆ED1NF et ∆E
D1S
F de´duit de la relation (II.8) et des valeurs
des masses effectives est donc e´gal a` 0.946. Comment cette estimation se compare-t-elle
aux gaps re´ellement obtenus au niveau de Fermi par un calcul Hartree-Fock avec les
interactions D1S et D1N? Les spectres a` une particule obtenus par un tel calcul sont
pre´sente´s sur la Fig. II.8(b). Ils indiquent un rapport 6.36
6.83
≃ 0.931 pour les protons et
6.56
7.02
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notre estimation de´duite des valeurs des masses effectives et le calcul Hartree-Fock re´el. Cet
exemple montre que la relation (II.8), sans eˆtre exacte, permet d’obtenir une estimation
de tre`s bonne qualite´ des gaps ∆EF au niveau de Fermi.
Le noyau de 90Zr pre´sente une le´ge`re asyme´trie, β ≃ 0.11. La Fig. II.8(a) montre que,
a` cette asyme´trie, les masses effectives neutron et proton se se´parent nettement avec
l’interaction D1S, (m∗n/m)
D1S = 0.71 et (m∗p/m)
D1S = 0.68, alors qu’elles restent encore
tre`s proches avec l’interaction D1N, (m∗n/m)
D1N ≃ (m∗p/m)D1N ≃ 0.74. Avec ces valeurs
de masse effective, la relation (II.8) donne pour les gaps neutron et proton des interactions





















Pour les neutrons, le gap obtenu avec l’interaction D1N est donc re´duit de 4.1% par rap-
port a` celui calcule´ avec l’interaction D1S. Pour les protons, cette re´duction est presque
deux fois plus forte, elle atteint 8.1%. Ces pre´dictions, base´es sur les valeurs des masses
effectives, sont en accord avec le spectre obtenu par un calcul Hartree-Fock et repre´-
sente´ sur la Fig. II.8(c). Ce spectre montre que, pour les protons, le gap passe de 2.41











Enfin, le noyau de 208Pb pre´sente l’asyme´trie la plus forte, β = 0.21. A cette asy-
me´trie, les masses effectives neutron des interactions D1S et D1N sont presque e´gales,
(m∗n/m)
D1S = 0.73 et (m∗n/m)
D1N = 0.74. Pour les protons, la masse effective calcule´e avec
l’interaction D1S est nettement plus petite, (m∗p/m)
D1S = 0.67 contre (m∗p/m)
D1N = 0.75.
Ces masses effectives permettent, avec la relation (II.8), d’estimer le rapport entre les gaps





















A cause des masses effectives neutron presque identiques pour les interactions D1S et D1N,
les gaps ∆ED1SFn et ∆E
D1N
Fn estime´s pour ces deux interactions sont quasiment e´gaux, ils
diffe`rent de seulement 1.4%. Le calcul Hartree-Fock du spectre neutronique, repre´sente´ sur
la Fig. II.8(d), valide cette estimation en donnant des gaps neutrons e´gaux a` 10 keV pre`s,
4.84 MeV et 4.83 MeV, pour les interactions D1S et D1N. Pour les protons, les estimations
base´es sur les valeurs des masses effectives pre´disent une re´duction du gap de 10.7% avec
l’interaction D1N par rapport a` l’interaction D1S. La Fig. II.8(d) montre que le calcul






les gaps des interactions D1S et D1N.
57
II.2. Structure des noyaux finis avec D1N
La relation (II.8) entre les gaps au niveau de Fermi et les masses effectives des interactions
D1S et D1N a e´te´ de´rive´e dans la partie II.2.1.1 a` partir de conside´rations sur la matie`re
nucle´aire infinie. Cette relation s’est re´ve´le´e tre`s utile dans l’interpre´tation des spectres
d’e´tats a` une particule calcule´s par la me´thode Hartree-Fock dans les cas de trois noyaux
sphe´riques, le 40Ca, le 90Zr et le 208Pb.
Dans la discussion pre´ce´dente des valeurs des gaps au niveau de Fermi, nous avons com-
pare´ les pre´dictions the´oriques entre elles sans faire re´fe´rence aux spectres expe´rimentaux.
Pour le 40Ca et le 90Zr, les Fig.II.8(b) et II.8(c), montrent que les valeurs expe´rimentales
des gaps sont reproduites, a` une pre´cision de 1 MeV, par les calculs the´oriques avec les
interactions D1S et D1N. Pour le 208Pb, les diffe´rences entre les valeurs the´oriques et ex-
pe´rimentales des gaps sont plus importantes. Par exemple, pour les neutrons, les calculs
Hartree-Fock avec les interactions D1S et D1N pre´disent une valeur the´orique du gap de
4.83 − 4.84 MeV, soit 1.4 MeV supe´rieure a` la valeur expe´rimentale de 3.43 MeV. Il est
connu [112, 113] que la prise en compte, dans la the´orie, des corre´lations induites par
l’interaction re´siduelle, comme le couplage particule-vibration par exemple, produit une
diminution significative de la valeur Hartree-Fock du gap au niveau de Fermi. Aussi, il
n’est pas re´dhibitoire d’obtenir, a` l’approximation Hartree-Fock, une valeur the´orique du
gap supe´rieure de 1 ou 2 MeV a` la valeur expe´rimentale.
II.2.2 La caracte´risation des corre´lations d’appariement
II.2.2.1 Par l’oscillation de masses pair-impair
Le terme oscillation de masses pair-impair qualifie la variation de l’e´nergie de liaison
entre deux syste`mes, l’un contenant un nombre pair de particules et l’autre un nombre
impair. Plus pre´cise´ment, l’e´nergie de liaison (quantite´ positive) d’un syste`me posse´dant
un nombre impair de particules est infe´rieure a` la moyenne arithme´tique des e´nergies des
deux syste`mes voisins posse´dant un nombre pair de particules. Ce phe´nome`ne est une
caracte´ristique commune a` de nombreux syste`mes finis de plusieurs fermions tels que les
noyaux [114], les grains supraconducteurs [115] ou encore les clusters me´talliques [116].
Dans les noyaux atomiques, l’oscillation de masses pair-impair est interpre´te´e comme la
manifestation des corre´lations d’appariement [21, 117]. Cependant, Ha¨kkinen et al. [118]
ont montre´ que dans les syste`mes le´gers, tels que les clusters metal-alkali et les noyaux
N = Z, l’oscillation de masses pair-impair n’e´tait pas une manifestation des corre´lations
d’appariement, mais plutoˆt une conse´quence de la de´formation des orbitales individuelles
(effet Jahn-Teller) [119, 120, 121].
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A la suite de ce travail, Satula et al. [122] ont entrepris une e´tude microscopique,
base´e sur des calculs auto-cohe´rents avec des interactions de Skyrme, pour se´parer les
contributions de champ moyen et d’appariement dans l’oscillation de masses pair-impair.
Cette e´tude a permis de de´terminer que la diffe´rence de masses a` trois points ∆(3)(A)
centre´e sur un noyau ayant un nombre impair A de nucle´ons e´tait une bonne mesure des
corre´lations d’appariement. Les diffe´rences de masses sont tre`s utilise´es pour caracte´riser
l’oscillation de masses pair-impair. La diffe´rence de masses a` trois points est construite
comme une combinaison des e´nergies de liaison (ne´gatives) E(A− 1), E(A) et E(A + 1)




[E(A+ 1)− 2E(A) + E(A− 1)] .
Lorsque A est impair, on dit que cette diffe´rence de masse est centre´e sur un noyau impair,
dans le cas contraire, on parle de diffe´rence de masse centre´e sur un noyau pair.
Des diffe´rences de masses a` plus grand nombre de points peuvent aussi eˆtre de´finies.




[E(A+ 2)− 4E(A+ 1) + 6E(A)− 4E(A− 1) + E(A− 2)] .
L’e´tude de T. Duguet et al. [123], prenant en compte la brisure de la syme´trie par ren-
versement du sens du temps, privile´gie la diffe´rence de masses a` trois points ∆(3)(A), A
impair, par rapport a` celle a` cinq points ∆(5)(A), A impair, pour extraire la valeur du
gap d’appariement. Pour quantifier les corre´lations d’appariement, nous utiliserons donc
la diffe´rence de masses a` trois points ∆(3)(A) centre´e sur un noyau avec un nombre impair
A de nucle´ons.
Il reste a` choisir l’e´le´ment de la charte des noyaux auquel nous allons nous inte´resser.
L’Etain semble un tre`s bon candidat. Cet e´le´ment posse`de un grand nombre d’isotopes
dont les e´nergies de liaison ont e´te´ mesure´es expe´rimentalement [15]. De plus, son nombre
magique de protons, Z = 50, correspondant a` la fermeture de la couche 1g9/2, garantit
que seuls les neutrons participeront aux corre´lations d’appariement.
La diffe´rence de masses a` trois points ∆(3)(A), A impair, calcule´e dans la chaˆıne iso-
topique de l’Etain permet donc une e´valuation du gap d’appariement neutron. Celle-ci est
repre´sente´e, de l’111Sn a` l’125Sn, sur la Fig. II.9(a).
Cette figure compare trois calculs de la diffe´rence de masses a` trois points. L’un est re´alise´
a` partir des e´nergies de liaison expe´rimentales [15] et correspond a` la courbe noire. Les
deux autres sont base´s sur les e´nergies de liaison the´oriques, e´value´es a` l’approximation
Hartree-Fock-Bogoliubov avec blocking, pour les interactions D1S (courbe bleue) et D1N
(courbe rouge).
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Les diffe´rences de masses expe´rimentales restent a` peu pre`s constantes autour de 1.2-1.3
MeV, sauf pour A = 115 ou` la courbe pre´sente un creux de 200-300 keV. Ce creux traduit
une diminution de l’appariement dans l’un des deux noyaux pair-pair voisins, A = 114 ou
A = 116. En l’occurence, c’est l’114Sn pour lequel les corre´lations d’appariement diminuent
le plus fortement. Ceci s’explique par la fermeture de la sous-couche 1g7/2 qui a lieu pour
N = 64 neutrons.
Cette diminution de l’appariement autour de A = 115 est bien reproduite par les dif-
fe´rences de masses the´oriques obtenues avec les interactions D1S et D1N. Cependant
les estimations the´oriques surestiment de 200 a` 300 keV la courbe expe´rimentale. Il ne
faut toutefois pas en de´duire que la the´orie sure´value d’autant le gap d’appariement neu-
tron. En effet, l’approximation Hartree-Fock-Bogoliubov avec blocking ne permet pas une
description fine de la structure des noyaux impairs. En particulier, le couplage particule-
vibrations entre le nucle´on ce´libataire et les vibrations de la surface du noyau n’est pas
pris en compte par cette approximation. Dans les noyaux impairs, ce couplage peut ap-
porter un supple´ment d’e´nergie de liaison qui est e´value´ a` 200 ou 300 keV. On constate
que, si l’on corrige d’autant les e´nergies de liaison des noyaux impairs e´value´es avec la
me´thode Hartree-Fock-Bogoliubov avec blocking, les courbes the´oriques obtenues avec les
interactions D1S et D1N sont abaisse´es de 200 ou 300 keV et deviennent alors tre`s proches
de la courbe expe´rimentale.
L’information importante que l’on souhaite de´gager de la Fig. II.9(a) reste que les dif-
fe´rences de masses a` trois points calcule´es avec les interactions D1S et D1N sont tre`s
similaires de l’111Sn a` l’125Sn. La description des corre´lations d’appariement neutron avec
l’interaction D1N est donc d’aussi bonne qualite´ qu’avec l’interaction D1S.










































Fig. II.9 – Partie (a) : Diffe´rences de masses pair-impair ∆(3) en fonction du nombre de
nucle´ons A dans la chaˆıne isotopique de l’Etain. Les re´sultats obtenus avec les parame´tri-
sations D1S et D1N sont compare´s aux donne´es expe´rimentales (EXP).
Partie (b) : Energie d’appariement neutron Eapp en fonction du nombre de nucle´ons A
dans la chaˆıne isotopique de l’Etain. Les calculs re´alise´s avec les parame´trisations D1S et
D1N sont pre´sente´s.
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Cette conclusion est confirme´e par l’e´tude de l’e´nergie d’appariement neutron dans la
chaˆıne isotopique de l’Etain. Dans la me´thode Hartree-Fock-Bogoliubov, l’e´nergie d’ap-






〈ac¯|vˆ(a)12 |bd¯〉 2sc 2sd κcaκdb
avec vˆ
(a)
12 : l’interaction antisyme´trise´e,
a, b, c, d : e´tats quantiques d’une base donne´e, par exemple, la base des e´tats
propres de l’oscillateur harmonique incluant le spin et l’isospin,
a¯, b¯, c¯, d¯ : e´tats quantiques obtenus a` partir des e´tats a, b, c, d par l’ope´ration
de renversement du sens du temps,
sa, sb, sc, sd : spins intrinse`ques des e´tats a, b, c, d,
κca, κdb : e´le´ments de matrice ca et db du tenseur d’appariement.
Sur la Fig. II.9(b), l’e´nergie d’appariement neutron est repre´sente´e, en valeur absolue,
pour les noyaux pair-pair de l’100Sn a` l’138Sn avec les interactions D1S (courbe bleue) et
D1N (courbe rouge). L’e´nergie d’appariement n’est pas une observable, aussi, il n’est pas
possible d’acce´der a` cette quantite´ par la mesure. Nos re´sultats the´oriques ne peuvent donc
eˆtre confronte´s a` l’expe´rience. Malgre´ cela, la Fig. II.9(b) reste instructive. Elle montre
que les e´nergies d’appariement neutron obtenues avec les interactions D1S et D1N sont
tre`s proches tout au long de la chaˆıne isotopique. Comme on s’y attend, l’e´nergie d’appa-
riement s’annule aux nombres magiques de neutrons N = 50 et N = 82.
L’e´tude des diffe´rences de masses a` trois points et des e´nergies d’appariement dans la
chaˆıne isotopique de l’Etain montre que les interactions D1S et D1N donnent des descrip-
tions tre`s similaires des corre´lations d’appariement neutron. Cela peut sembler a priori
e´tonnant. Le Tab. II.3 indique que la masse effective obtenue avec l’interaction D1N,
(m∗/m)D1N = 0.74, est plus grande qu’avec l’interaction D1S, (m∗/m)D1S = 0.70. La
densite´ d’e´tats a` une particule au niveau de Fermi devrait donc eˆtre supe´rieure avec l’in-
teraction D1N et le spectre d’e´tats a` une particule plus comprime´.
La Fig. II.10(a) montre cette compression du spectre d’e´tats a` une particule lorsqu’on
passe de l’interaction D1S a` l’interaction D1N. Sur cette figure, nous avons repre´sente´
les e´nergies des e´tats a` une particule neutron, εn, obtenues avec les interactions D1S (en
rouge) et D1N (en bleu). Le niveau de Fermi est symbolise´ par un triangle. Ces spectres
d’e´tats a` une particule sont donne´s pour plusieurs noyaux pair-pair de la chaˆıne isotopique
de l’Etain, de l’110Sn a` l’126Sn. Sur la figure, ces noyaux sont repe´re´s par leur nombre de
neutrons N . Pour tous ces noyaux, la compression du spectre se manifeste, en particulier,
par la re´duction du gap N = 64 entre les couches 1g7/2 et 3s1/2, lorsqu’il est calcule´ avec
l’interaction D1N.
Un spectre d’e´tats plus comprime´, tel que celui obtenu avec l’interaction D1N, favorise
la diffusion des paires de Cooper vers les e´tats inoccupe´s, au-dessus du niveau de Fermi.
Ainsi, avec cette interaction, les corre´lations d’appariement devraient se de´velopper plus
facilement qu’avec l’interaction D1S. C’est la raison de notre remarque pre´ce´dente selon la-
quelle il est a priori e´tonnant de retrouver des corre´lations d’appariement tre`s semblables
avec les interactions D1S et D1N.
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Fig. II.10 – Partie (a) : Spectres d’e´tats neutrons obtenus, dans la chaˆıne isotopique de
l’Etain, avec les interactions D1S (en bleu) et D1N (en rouge). Pour chaque spectre, le
niveau de Fermi est repe´re´ par le symbole triangulaire.
Partie (b) : Forme spatiale des interactions D1S et D1N dans le sous-espace singulet-pair,
S=0, T=1. Sur chacune des courbes, les croix indiquent les positions des minima.
Pour expliquer cette apparente contradiction, il est ne´cessaire d’entrer dans les de´tails
de l’interaction d’appariement. Dans nos codes de calculs, seul l’appariement d’isospin
T = 1 a e´te´ imple´mente´. Par conse´quent, en notant S le spin et T l’isospin d’une paire
de nucle´ons, seules les parties (S = 0, T = 1) et (S = 1, T = 1) de l’interaction nucle´aire
interviennent dans la description des corre´lations d’appariement. De plus, les nucle´ons ap-
parie´s adoptent pre´fe´rentiellement des directions de spin oppose´es, ce qui favorise un spin
total S = 0. Finalement, dans nos codes de calculs, c’est la partie (S = 0, T = 1) de l’in-
teraction qui contribue principalement au de´veloppement des corre´lations d’appariement.
Pour cette raison, nous qualifierons de potentiel d’appariement la partie singulet-paire de
l’interaction note´e VST=01(r), ou` r est la distance entre les deux nucle´ons en interaction.
La structure spatiale du potentiel d’appariement est repre´sente´e sur la Fig. II.10(b) pour
les interactions D1S (courbe bleue) et D1N (courbe rouge). Sur chacune des courbes, les
croix indiquent les positions des minima.
Aux distances r < 0.6 fm entre les nucle´ons, le potentiel d’appariement associe´ a` l’in-
teraction D1N, V D1NST=01(r), est moins re´pulsif que celui correspondant a` l’interaction D1S,
V D1SST=01(r). Les courtes distances inter-nucle´oniques laissent donc supposer que les corre´-
lations d’appariement devraient se de´velopper plus facilement avec l’interaction D1N a`
cause de son potentiel d’appariement moins re´pulsif. Cette conclusion doit eˆtre nuance´e
par le comportement des potentiels V D1SST=01(r) et V
D1N
ST=01(r) aux plus grandes distances,
r ≥ 0.6 fm, lorsqu’ils deviennent attractifs.
62
II.2. Structure des noyaux finis avec D1N
Pour les distances r ≥ 0.6 fm, le potentiel d’appariement de l’interaction D1N, V D1NST=01(r),
est moins attractif que celui de l’interaction D1S, V D1SST=01(r). A ces distances, c’est cette
fois-ci l’interaction D1S qui favorise le de´veloppement des corre´lations d’appariement de
par l’attraction plus forte de son potentiel d’appariement.
Il est difficile de de´terminer, dans cette compe´tition des potentiels V D1SST=01(r) et V
D1N
ST=01(r)
aux courtes et grandes distances, lequel l’emporte en produisant une attraction effective
supe´rieure entre les nucle´ons de la paire de Cooper.
On sait cependant que la distance entre les deux nucle´ons formant la paire de Cooper
est supe´rieure au fermi. La partie des courtes distances, r < 0.6 fm, est donc peu ou pas
ressentie par les nucle´ons apparie´s. Cet argument permet de se concentrer sur la partie
des plus longues distances, r ≥ 0.6 fm, pour laquelle l’interaction D1N donne un potentiel
d’appariement moins attractif. Ce de´ficit d’attraction est bien refle´te´ par la valeur du
minimum repe´re´ par les croix sur la Fig. II.10(b). Ce minimum atteint seulement −31.3
MeV avec l’interaction D1N contre −35.6 MeV avec l’interaction D1S. Le potentiel d’ap-
pariement de l’interaction D1N, V D1NST=01(r), est donc moins favorable au de´veloppement
des corre´lations d’appariement.
Il semble que, pour les neutrons, cet effet compense exactement la compression du spectre
obtenue avec l’interaction D1N (Fig. II.10(a)). Cette compression favorisait la mise en
place du processus d’appariement. L’annulation de ces deux effets contraires permet d’ex-
pliquer les valeurs tre`s proches obtenues avec les interactions D1S et D1N pour les quan-
tite´s qui mesurent l’intensite´ de l’appariement, comme les diffe´rences de masses ou les
e´nergies d’appariement.
Cette e´tude, base´e sur la chaˆıne isotopique de l’Etain, a permis de comparer les corre´la-
tions d’appariement neutron produites par les interactions D1S et D1N. L’appariement
proton est analyse´ dans la partie suivante, consacre´e a` la caracte´risation des corre´lations
d’appariement par les moments d’inertie.
II.2.2.2 Par les moments d’inertie
Nous nous inte´ressons dans cette partie au noyau de 244Pu. Dans son e´tat fondamental,
ce noyau pre´sente une de´formation prolate β = 0.30. Les e´tats a` une particule ne sont alors
plus labelle´s par les nombres quantiques l et j associe´s aux moments cine´tiques orbital et
total. Les nombres quantiques caracte´risant les e´tats a` une particule d’un noyau de´forme´
correspondent a` la projection Ω du moment cine´tique total sur un axe de re´fe´rence et a`
la parite´ π. Chaque e´tat a` une particule sera donc labelle´ par Ωπ comme cela est fait sur
la Fig. II.11(a).
Sur cette figure les spectres d’e´tats a` une particule, proton et neutron, sont repre´sente´s
pour les interactions D1S et D1N. La couleur du trait se re´fe`re a` la valeur du nombre
quantique Ω, Ω = 1/2, .., 15/2. Quant a` la nature du trait, continu et discontinu, elle
permet de distinguer les e´tats de parite´ positive (π = +) et ne´gative (π = −). Les lignes
connectant les spectres des interactions D1S et D1N relient les e´tats posse´dant les meˆmes
nombres quantiques. L’e´nergie du niveau de Fermi, εF , est repe´re´e par un cercle noir.
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Pour les protons, le spectre calcule´ avec l’interaction D1N est nettement plus comprime´
qu’avec l’interaction D1S. Cette compression refle`te l’augmentation de la masse effective
proton entre l’interaction D1S, (m∗p/m)
D1S = 0.66, et l’interaction D1N, (m∗p/m)
D1N =
0.75, pour l’asyme´trie du 244Pu, I = N−Z
N+Z
= 0.23. Cette asyme´trie est repe´re´e par une
ligne verticale sur la Fig. II.8(a) illustrant la se´paration des masses effectives neutron et
proton. Les masses effectives neutron des interactions D1S et D1N sont, quant a` elles,
tre`s proches a` cette asyme´trie : (m∗n/m)
D1S = 0.73 et (m∗n/m)
D1N = 0.74. C’est la raison
pour laquelle les spectres d’e´tats neutron calcule´s avec les interactions D1S et D1N sont
tre`s similaires sur la Fig. II.11(a). On notera toutefois la le´ge`re compression du spectre
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Fig. II.11 – Partie (a) : Spectres d’e´tats a` une particule, proton et neutron, calcule´s
avec les interactions D1S et D1N dans le 244Pu. Sur chaque spectre, l’e´nergie du niveau
de Fermi, εF , est repe´re´e par le cercle noir. Partie (b) : Energies d’appariement Eapp
(proton et neutron) et moments d’inertie J (1) en fonction de la fre´quence de rotation ω
du noyau. Les re´sultats the´oriques sont pre´sente´s pour les interactions D1S et D1N. Pour
les moments d’inertie, ils sont confronte´s aux valeurs expe´rimentales (EXP).
La forme des spectres a` une particule dans le 244Pu permet d’expliquer le comporte-
ment des e´nergies d’appariement. Celles-ci sont repre´sente´es sur la partie haute de la Fig.
II.11(b) en fonction de la fre´quence de rotation ω du noyau. Les e´nergies d’appariement
proton (neutron) sont symbolise´es par les cercles (carre´s) colore´s en bleu ou rouge se-
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lon l’interaction, D1S ou D1N. Ces re´sultats sont obtenus par un calcul auto-cohe´rent
base´ sur la me´thode Hartree-Fock-Bogoliubov dans un re´fe´rentiel en rotation. La struc-
ture interne du noyau, en rotation de moment angulaire total I, est de´crite par l’e´tat de
quasi-particules ΦI qui minimise la fonctionnelle
δ〈ΦI |Hˆ − ωJˆz − λNNˆ − λZZˆ|ΦI〉 = 0.
Dans cette expression, nous avons note´
Hˆ : le Hamiltonien construit avec l’interaction de Gogny,
ω : la fre´quence de rotation moyenne du noyau,
Jˆz : la projection du moment angulaire total sur l’axe z,
λN , λZ : les parame`tres de Lagrange qui permettent de contraindre, en moyenne, les
nombres de neutrons et de protons,
Nˆ , Zˆ : les ope´rateurs nombres de particules associe´s aux neutrons et aux protons.
On commence par s’inte´resser aux valeurs des e´nergies d’appariement a` fre´quence de
rotation nulle, ω = 0. A cette fre´quence, les e´nergies d’appariement neutron, Enapp, obte-









= 4.7 MeV. Cette faible diffe´rence confirme la conclusion de la partie
pre´ce´dente : les interactions D1S et D1N donnent des descriptions tre`s similaires de l’ap-
pariement neutron. Pour les protons, les e´nergies d’appariement, Epapp, sont supe´rieures
au double des e´nergies d’appariement neutron et sont cette fois-ci tre`s diffe´rentes pour les








= 13.3 MeV. Cette diffe´-
rence de plus de 4 MeV est une conse´quence de la forme des spectres protons pre´sente´s
sur la Fig. II.11(a). Autour du niveau de Fermi, le spectre protons calcule´ avec l’inter-
action D1N est plus comprime´ qu’avec l’interaction D1S. Au de´but de cette partie, nous
avons explique´ cette compression par les valeurs des masses effectives. Un spectre plus
comprime´ favorise la diffusion de paires de Cooper vers les e´tats inoccupe´s au-dessus du
niveau de Fermi. C’est pourquoi les corre´lations d’appariement proton se de´veloppent plus
facilement avec l’interaction D1N. L’attraction plus faible du potentiel d’appariement de
cette interaction, illustre´e sur la Fig. II.10(b), ne suffit pas a` compenser l’effet de la com-
pression du spectre. Pour les protons, l’effet net est donc une augmentation de l’e´nergie
d’appariement lorsque l’interaction D1N est utilise´e.
Lorsque le noyau est mis en rotation, les e´nergies d’appariement proton varient peu jusqu’a`
la fre´quence ωD1S = 0.20 MeV avec l’interaction D1S et ωD1N = 0.24 MeV avec l’interac-
tion D1N. A ces fre´quences, les e´nergies d’appariement proton diminuent brutalement de
plus de 5 MeV. Cet effet a e´te´ pre´dit par Mottelson et Valatin [124] de`s 1961. Ces auteurs
avance`rent que, a` une fre´quence de rotation suffisante du noyau, les corre´lations d’appa-
riement devraient disparaˆıtre, en analogie avec la destruction de la supraconductivite´ en
pre´sence d’un champ magne´tique suffisamment intense : l’effet Meissner. L’analogie avec
l’effet Meissner se justifie par la force de Coriolis qui, dans un syste`me en rotation, produit
les meˆmes effets qu’un champ magne´tique.
L’origine physique de cet anti-appariement de Coriolis est la suivante. Pour un noyau
de´forme´ statique, les e´tats a` une particule se pre´sentent sous forme de paires de´ge´ne´re´es
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par renversement du sens du temps. Le potentiel d’appariement attractif couple fortement
ces e´tats apparie´s. Lorsque le noyau entre en rotation, les nucle´ons ressentent, non seule-
ment le potentiel de´forme´ du noyau, mais aussi les forces centrifuge et de Coriolis. Les
forces de Coriolis brisent la syme´trie par renversement du sens du temps, en favorisant
e´nerge´tiquement les e´tats dont le moment angulaire pointe dans la direction de l’axe de
rotation. Cette inclinaison des e´tats a` une particule brise les paires maintenues par le
potentiel d’appariement et aligne les moments angulaires des nucle´ons dans la direction
de la rotation. Les corre´lations d’appariement diminuent alors brutalement, c’est l’effet
d’anti-appariement de Coriolis.
Cet effet est tre`s net sur les e´nergies d’appariement proton du 244Pu comme le montre
la Fig. II.11(b). Pour les fre´quences de rotation supe´rieures a` ωD1S = 0.20 MeV ou
ωD1N = 0.24 MeV, les corre´lations d’appariement proton sont en grande partie de´truites
par les forces de Coriolis et le noyau passe d’une phase superfluide a` une phase non-
apparie´e. Ce changement de phase induit une augmentation brusque des moments d’iner-
tie J (1) pre´sente´s sur la partie basse de la Fig. II.11(b). Ce phe´nome`ne est qualifie´ de




E(I)− E(I − 2),
ou` E(I) repre´sente l’e´nergie du noyau dans l’e´tat de spin I. Les calculs avec les interac-
tions D1S et D1N sont repre´sente´s par les courbes bleu et rouge. Les moments d’inertie
de´duits des e´nergies de transition mesure´es expe´rimentalement correspondent a` la courbe
noire. Le backbending pre´dit avec l’interaction D1N correspond a` la fre´quence de rotation
pour laquelle les corre´lations d’appariement proton sont fortement atte´nue´es par les forces
de Coriolis, ωD1N = 0.24 MeV. Ce re´sultat est en tre`s bon accord avec les mesures expe´ri-
mentales qui positionnent le backbending a` la fre´quence ωEXP = 0.23 MeV. L’interaction
D1S, en revanche, sous-estime la fre´quence d’apparition du backbending avec ωD1S = 0.20
MeV.
Nous avons illustre´ dans cette partie, avec le noyau de 244Pu, le lien fort entre les e´nergies
d’appariement et les moments d’inertie. Le backbending de ce noyau, associe´ a` la destruc-
tion des corre´lations d’appariement proton au cours de la rotation, est mieux de´crit avec
l’interaction D1N qu’il ne l’e´tait avec l’interaction D1S. L’e´tude des moments d’inertie
tend donc a` montrer que les corre´lations d’appariement proton sont mieux simule´es avec
la nouvelle interaction D1N.
II.2.3 La description des e´nergies de liaison
II.2.3.1 Avec la me´thode Hartree-Fock-Bogoliubov
Les e´nergies de liaison ont e´te´ mesure´es expe´rimentalement dans plus de 2000 noyaux
[15, 16]. Ces valeurs expe´rimentales, note´es BEXP , peuvent eˆtre confronte´es aux e´nergies
de liaison the´oriques, BHFB, calcule´es, en syme´trie axiale, avec la me´thode Hartree-Fock-
Bogoliubov (HFB). Pour cela, nous de´finissons la diffe´rence ∆BHFB entre les e´nergies de
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liaison expe´rimentale et the´orique,
∆BHFB = BEXP − BHFB . (II.9)
Dans cette expression, les e´nergies de liaison BEXP et BHFB sont de´finies comme des
quantite´s positives.
Sur la Fig. II.12, la diffe´rence ∆BHFB est repre´sente´e en fonction du nombre de neutrons
N pour quatre chaˆınes isotopiques. Selon que l’e´nergie de liaison the´orique BHFB a e´te´
calcule´e avec la parame´trisation D1S ou D1N, les courbes sont colore´es en bleu ou rouge.
La premie`re chaˆıne isotopique est celle du Soufre [S] et correspond a` la Fig. II.12(a).
Pour cet e´le´ment le´ger, les valeurs de ∆BHFB calcule´es avec les parame´trisations D1S et
D1N sont tre`s similaires. Elles restent positives tout au long de la chaˆıne isotopique, ce
qui signifie que les e´nergies de liaison the´oriques BHFB sous-estiment les valeurs expe´ri-
mentales BEXP . L’approximation HFB, utilise´e pour le calcul the´orique, ne permet pas de
traiter certains types de corre´lations entre les nucle´ons comme, par exemple, l’appariement
d’isospin T=0 ou encore le couplage particule-vibrations. Ces corre´lations, lorsqu’elles sont
prises en compte, lient plus fortement le noyau en apportant un incre´ment d’e´nergie de
liaison aussi appele´ e´nergie de corre´lation et que nous notons Bcorr. A l’approximation
HFB, il est donc plutoˆt sain que les e´nergies de liaison the´oriques BHFB sous-estiment
les valeurs expe´rimentales BEXP puisque nous savons que, une fois toutes les corre´lations
incluses, les nouvelles e´nergies the´oriques seront BHFB +Bcorr > BHFB.
La deuxie`me chaˆıne isotopique, celle de l’Etain [Sn], repre´sente´e sur la Fig. II.12(b), fait
intervenir deux noyaux magiques, l’100Sn et l’132Sn. Nous avons trace´ une ligne droite
pointille´e entre les valeurs ∆BHFB de ces deux noyaux. Pour la parame´trisation D1S,
cette droite est caracte´rise´e par la pente aD1S = 0.22 MeV ; avec la parame´trisation
D1N, cette pente devient quasiment nulle, aD1N = 0.02 MeV. Ces diffe´rences de pentes
sont lie´es a` la valeur de ∆BHFB pour l’
100Sn. La parame´trisation D1S, avec une va-
leur ∆BD1SHFB = −4.1 MeV, sur-estime l’e´nergie de liaison expe´rimentale de ce noyau,
BD1SHFB = BEXP +4.1 MeV. Par contre, avec la parame´trisation D1N, cette e´nergie de liai-
son est sous-estime´e de ∆BD1NHFB = 2.3 MeV, ce qui s’e´crit aussi B
D1N
HFB = BEXP −2.3 MeV.
Pour l’132Sn, en revanche, les deux parame´trisations, D1S et D1N, donnent des valeurs de
∆BHFB tre`s proches, 2.9 et 2.8 MeV respectivement. Les pentes diffe´rentes, a
D1S = 0.22
MeV et aD1N = 0.02 MeV, des droites joignant les deux noyaux magiques s’expliquent
donc par les diffe´rentes valeurs de ∆HFB pre´dites pour l’
100Sn avec les deux parame´tri-
sations. La pente prononce´e obtenue avec la parame´trisation D1S refle`te la de´rive, en
fonction du nombre de neutrons N , des e´nergies de liaison the´oriques par rapport aux va-
leurs expe´rimentales. Avec la parame´trisation D1N, cette de´rive n’apparaˆıt presque plus
et les valeurs de ∆BHFB ne diffe`rent plus que de 500 keV entre les deux noyaux magiques.
Nous n’avons pas discute´ jusqu’ici les e´nergies de liaison des noyaux compris entre l’102Sn
et l’130Sn. Pour ces noyaux, les valeurs de ∆BHFB ne s’alignent pas sur la droite joignant
les deux noyaux magiques, mais de´crivent plutoˆt une forme d’arche. Toutefois, nous sa-
vons que les e´nergies de liaison de ces noyaux a` couche ouverte ne sont pas correctement
de´crites avec la me´thode HFB. La prise en compte de corre´lations lie´es aux mouvements
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collectifs des nucle´ons, comme la rotation ou la vibration du noyau, modifie en effet de ma-
nie`re significative les valeurs BHFB des e´nergies de liaison de ces noyaux. L’influence des
corre´lations, et en particulier des corre´lations quadrupolaires, sur les e´nergies de liaison
the´oriques est discute´e plus en de´tail dans la partie suivante.




















































































Fig. II.12 – Diffe´rence ∆BHFB, de´finie en (II.9), repre´sente´e en fonction du nombre de
neutrons N pour les chaˆınes isotopiques de quatre e´le´ments, (a) le Soufre, (b) l’Etain,
(c) le Gadolinium et (d) le Thorium. Pour chaque chaˆıne isotopique, les re´sultats obtenus
avec les parame´trisations D1S et D1N sont compare´s.
La troisie`me chaˆıne isotopique, repre´sente´e sur la Fig. II.12(c), est celle du Gadolinium
[Gd]. Pour chaque parame´trisation, D1S ou D1N, les valeurs de ∆BHFB passent par un
minimum au nombre magique de neutrons N = 82. Ce type de singularite´ est la manifes-
tation des effets de couches qui sont responsables de la plus grande stabilite´ des noyaux
magiques. Pour les autres nombres de neutrons, les valeurs de ∆BHFB s’alignent bien
le long d’une droite mate´rialise´e en pointille´s bleus ou rouges selon la parame´trisation,
D1S ou D1N. Avec la parame´trisation D1S, cette droite pre´sente, comme dans le cas des
isotopes de l’Etain, une pente aD1S = 0.22 MeV. Cette de´rive des valeurs de ∆BHFB en
fonction du nombre de neutrons est corrige´e par la parame´trisation D1N avec laquelle la
pente est presque nulle aD1N = 0.01 MeV.
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Pour la dernie`re chaˆıne isotopique, repre´sente´e sur la Fig. II.12(d), le Thorium [Th] a
e´te´ choisi. Les valeurs de ∆BHFB de´crivent des courbes tre`s similaires a` celles rencontre´es
dans le cas du Gadolinium. Elles pre´sentent un minimum au nombre magique de neutrons
N = 126. Les droites en pointille´s donnent la tendance ge´ne´rale des valeurs de ∆BHFB
sans tenir compte de la singularite´ au minimum. La parame´trisation D1N, avec une droite
de pente quasiment nulle, permet de corriger la de´rive des valeurs de ∆BHFB observe´e
avec la parame´trisation D1S.
Sur la Fig. II.13, les valeurs de ∆BHFB sont repre´sente´es en fonction du nombre de
neutrons N pour 1818 noyaux pair-pair. Les re´sultats sont expose´s pour les parame´tri-
sations D1S et D1N sous forme de faisceaux de lignes. Chaque ligne connecte entre eux
les noyaux d’une meˆme chaˆıne isotopique. Pour les deux parame´trisations, les valeurs de
∆BHFB passent par des minima au niveau des nombres magiques de neutrons N=20, 50,
82 et 126. Ces minima, tre`s profonds en N=82 et 126, traduisent le gain de stabilite´ par
rapport aux noyaux voisins.
Dans les chaˆınes isotopiques des e´le´ments plutoˆt lourds, comme les lanthanides ou les ac-
tinides, la de´rive des valeurs de ∆BHFB en fonction du nombre de neutrons est tre`s nette
avec la parame´trisation D1S. Cette de´rive se manifeste par des valeurs tre`s diffe´rentes de
∆BHFB aux extreˆmite´s d’une meˆme chaˆıne isotopique. La parame´trisation D1N permet de
corriger cette tendance en donnant des valeurs de ∆BHFB presque constantes, en dehors





















Fig. II.13 – Diffe´rence ∆BHFB, de´finie en (II.9), repre´sente´e en fonction du nombre de
neutrons N pour un ensemble de 1818 noyaux pairs-pairs. Les re´sultats, obtenus avec les
parame´trisations D1S et D1N, sont donne´s sous forme de faisceaux de lignes, ou` chaque
ligne connecte les noyaux d’une meˆme chaˆıne isotopique.
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II.2.3.2 Avec la me´thode de l’Hamiltonien de Bohr
Il a e´te´ montre´ que les plus importantes fluctuations au-dela` du champ moyen sont
associe´es aux de´formations quadrupolaires [9]. Ces fluctuations peuvent eˆtre de´termine´es
variationnellement avec la me´thode de la coordonne´e ge´ne´ratrice. Cette me´thode de´finit
la fonction d’onde du noyau comme une combinaison line´aire de solutions Hartree-Fock-
Bogoliubov prises a` des de´formations diffe´rentes.
Ces dernie`res anne´es, un grand effort a e´te´ fait par la communaute´ internationale pour
appliquer cette me´thode de la coordonne´e ge´ne´ratrice a` l’ensemble des noyaux. En par-
ticulier, Bender et al. [125] ont e´tudie´ les effets des corre´lations quadrupolaires sur les
e´nergies de liaison et les rayons de charge de tous les noyaux pair-pair connus expe´rimen-
talement. Dans leur approche, la me´thode de la coordonne´e ge´ne´ratrice a` une dimension
a e´te´ utilise´e pour traiter les corre´lations quadrupolaires axiales. Les e´tats de base ont e´te´
calcule´s a` l’approximation HF+BCS [9] avec la force de Skyrme Sly4 [12, 13] et projete´s
sur le moment angulaire.
Notre travail est e´galement base´ sur la me´thode de la coordonne´e ge´ne´ratrice, mais re´solue
a` l’approximation dite de la GOA [9]. L’avantage de cette approximation est de permettre
de traiter les cinq degre´s de liberte´ quadrupolaires que l’on sait eˆtre ge´ne´ralement forte-
ment couple´s entre eux. Les hypothe`ses faites dans le cadre de cette approximation sont
les suivantes :
– les recouvrements sont gaussiens dans les variables a0 et a2 de´finies plus bas,
– le de´veloppement du noyau Hamiltonien est tronque´ a` l’ordre deux en se´rie de Taylor
sur la non-localite´.
Avec ces hypothe`ses, il est possible de montrer que la re´solution des e´quations de la
coordonne´e ge´ne´ratrice se rame`ne a` la recherche des e´tats propres et valeurs propres d’un



















avec Iˆk : la k
ie`me composante du moment angulaire I,
Jk : le moment d’inertie par rapport a` l’axe k,
D : la me´trique de´finie comme D = (B00B22 −B202)
∏
k Jk
ou` les Bij repre´sentent les inerties collectives,
Gmn : la matrice d’e´le´ments Gmn = (Bmn)
−1,
a0, a2 : sont relie´s aux de´formations polaires de Bohr β et γ
par a0 = βcosγ, a2 = βsinγ,
V : la surface d’e´nergie potentielle incluant l’e´nergie de point ze´ro.
La diagonalisation de Hˆcoll :
Hˆcollgi(q) = Eigi(q),
donne acce`s aux e´nergies Ei et aux fonctions d’onde collectives gi(q) des diffe´rents e´tats i
du noyau. L’e´tat fondamental, de spin-parite´ 0+ pour les noyaux pair-pair, correspond a`
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la valeur propre E0 la plus basse en e´nergie. Pour revenir a` des quantite´s positives, nous
de´finissons l’e´nergie de liaison correspondante, B0 = −E0, que nous pouvons comparer
aux valeurs expe´rimentales BEXP avec la diffe´rence,
∆B0 = BEXP −B0. (II.10)
Pour confronter les valeurs de ∆B0 et celles de ∆BHFB, nous les avons repre´sente´es en
fonction du nombre de neutrons N sur la Fig. II.14. Les calculs ont e´te´ re´alise´s dans la
chaˆıne isotopique du Samarium [Sm], avec les parame´trisations D1S et D1N. Pour ces deux
parame´trisations, les valeurs de ∆BHFB pre´sentent un minimum tre`s pointu au nombre
magique N = 82. Pour ce nombre de neutrons, les me´thodes Hartree-Fock-Bogoliubov
et de l’Hamiltonien de Bohr donnent d’ailleurs des re´sultats tre`s proches pour l’e´nergie
de liaison the´orique, BHFB ≃ B0, soit encore, ∆BHFB ≃ ∆B0. Pour les autres nombres
de neutrons, N 6= 82, les re´sultats pour ∆BHFB et ∆B0 deviennent significativement
diffe´rents avec la tendance ∆B0 < ∆BHFB. Ces diffe´rences mettent en e´vidence l’e´nergie
de corre´lation Bcorr gagne´e avec la me´thode de l’Hamiltonien de Bohr par rapport a` la
me´thode Hartree-Fock-Bogoliubov, Bcorr = B0−BHFB, soit aussi Bcorr = ∆BHFB−∆B0.
Cette e´nergie de corre´lation, quasiment nulle au niveau du nombre magique N = 82, est
de l’ordre de 3 MeV pour les autres nombres de neutrons. Elle contribue ainsi a` supprimer
les effets de couche qui se manifestaient, a` l’approximation Hartree-Fock-Bogoliubov, par
la singularite´ de la courbe ∆BHFB en N = 82. La me´thode de l’Hamiltonien de Bohr,
en incluant les corre´lations quadrupolaires, permet donc d’obtenir une courbe ∆B0 qui
ne pre´sente aucune discontinuite´ au niveau du nombre magique. Ces conclusions sont
inde´pendantes de la parame´trisation utilise´e, D1S ou D1N.
















Fig. II.14 – Diffe´rences ∆BHFB et ∆B0, de´finies en (II.9) et (II.10), repre´sente´es en
fonction du nombre de neutrons N pour la chaˆıne isotopique du Samarium et avec les
interactions D1S et D1N.
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Avec la parame´trisation D1S, les valeurs de ∆B0 ne restent pas constantes le long de
la chaˆıne isotopique. Elles varient de −2.1 a` 5.9 MeV entre le 130Sm et le 164Sm. Cette
de´rive de ∆B0 en fonction du nombre de neutrons N est le souvenir de celle que nous
avions de´ja` mise en e´vidence a` l’approximation Hartree-Fock-Bogoliubov dans la partie
pre´ce´dente. La parame´trisation D1N corrige cette tendance et les valeurs de ∆B0 restent
voisines de 4 MeV tout au long de la chaˆıne isotopique.
Enfin, il faut noter que nos calculs sont re´alise´s en de´veloppant les e´tats physiques sur
les fonctions propres de l’oscillateur harmonique. Le nombre de fonctions propres qui
interviennent dans ce de´veloppement de´fini ce que l’on appelle la taille de la base. Pour
les calculs dans la chaˆıne isotopique du Samarium, par exemple, une taille de base 12
a e´te´ utilise´e, c’est a` dire que les e´tats physiques ont e´te´ de´veloppe´s sur l’ensemble des
fonctions propres de l’oscillateur harmonique dont les e´nergies restent infe´rieures a` 12~ω.
Le re´sultat du calcul de l’e´nergie de liaison de´pend de la taille de base utilise´e. Pour
s’affranchir de ces effets de taille de base finie, nous extrapolons nos re´sultats au cas
d’une base infinie qui permet un de´veloppement des e´tats physiques sur l’ensemble infini
des fonctions propres de l’oscillateur harmonique. Cette extrapolation permet de gagner
environ 4 MeV d’e´nergie de liaison. Ainsi les e´nergies de liaison the´oriques en base infinie,
B∞0 , se de´duisent des re´sultats pre´ce´dents obtenus en taille de base 12, B0, par la relation
B∞0 ≃ B0+4 MeV. On peut e´galement re´e´crire l’e´cart aux valeurs expe´rimentales comme
suit,
∆B∞0 = BEXP −B∞0 ≃ ∆B0 − 4 MeV.
La parame´trisation D1N, avec laquelle nous avions obtenu la valeur constante ∆B0 ≃
4 MeV, donne donc, apre`s extrapolation en base infinie, ∆B∞0 ≃ 0 pour tous les noyaux
de la chaˆıne isotopique du Samarium. Cette nouvelle parame´trisation permet donc une




L’interaction de Gogny avec un
terme densite´ de porte´e finie
Dans le chapitre pre´ce´dent, nous avons, entre autres, pre´sente´ trois types d’e´tudes :
1. l’e´quation d’e´tat de la matie`re neutronique,
2. l’e´nergie potentielle dans les quatre sous-espaces de spin-isospin S-T,
3. la se´paration des masses effectives neutron et proton en fonction de l’asyme´trie.
Pour chacune de ces e´tudes, les re´sultats base´s sur les interactions re´alistes ont e´te´ pre´-
sente´s. Ces interactions sont contraintes par les donne´es du proble`me a` deux nucle´ons
comme les de´phasages mesure´s lors d’expe´riences de diffusion N-N ou encore les pro-
prie´te´s du deute´ron. Dans le cas de l’e´quation d’e´tat de la matie`re neutronique, c’est la
me´thode variationnelle applique´e par Friedman et Pandharipande [11] qui a permis de cal-
culer l’e´nergie par particule a` diffe´rentes densite´s a` partir de l’interaction re´aliste UV14.
Pour les deux autres e´tudes, portant sur l’e´nergie potentielle dans les sous-espaces S-T et
la se´paration des masses effectives, la me´thode de Bethe-Brueckner-Goldstone a e´te´ ap-
plique´e au Hamiltonien re´aliste Hre´a. Ces re´sultats base´s sur les interactions re´alistes ont
e´te´ compare´s aux calculs re´alise´s avec les parame´trisations D1S et D1N de l’interaction
de Gogny.
La parame´trisation D1S reproduit correctement la se´paration des masses effectives pre´dite
par les approches microscopiques utilisant les interactions re´alistes. Cette parame´trisation
donne cependant une mauvaise description de l’e´quation d’e´tat de la matie`re neutronique
propose´e par Friedman et Pandharipande. Nous avons alors introduit la parame´trisation
D1N qui corrige cette de´faillance en reproduisant tre`s pre´cise´ment, aux basses densite´s,
l’e´quation d’e´tat calcule´e par ces deux auteurs. Malheureusement, cette nouvelle parame´-
trisation n’autorise pas une description re´aliste de la se´paration des masses effectives en
fonction de l’asyme´trie.
Apre`s de nombreux essais, il apparait tre`s difficile d’obtenir, avec la forme analytique (I.1)
de l’interaction de Gogny, une parame´trisation qui reproduise simultane´ment les re´sultats
re´alistes des trois e´tudes envisage´es, l’e´quation d’e´tat de la matie`re neutronique, l’e´nergie
potentielle dans les sous-espaces S-T et la se´paration des masses effectives. Dans ce cha-
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pitre, nous envisageons donc une extension de la forme analytique (I.1) de l’interaction
de Gogny. Cette extension concerne le terme de´pendant de la densite´ de porte´e nulle que
nous souhaitons faire e´voluer vers une porte´e finie.
Deux autres raisons d’introduire une porte´e finie dans le terme densite´ de l’interaction de
Gogny ont e´te´ e´voque´es dans l’Introduction. La premie`re repose sur l’observation que l’in-
teraction nucle´aire effective, quelle que soit la me´thode utilise´e pour la de´terminer, posse`de
certainement une porte´e non nulle et que cette caracte´ristique n’est pas sans influence sur
les proprie´te´s du champ moyen des noyaux. Elle conduit notamment a` une composante
d’e´change non triviale dans le champ moyen qui affecte profonde´ment le spectre des e´tats
a` une particule. Elle intervient aussi dans la structure spatiale du champ moyen et dans
la distribution des nucle´ons en lissant les fluctuations associe´es aux effets de couches. La
porte´e de l’interaction effective semble e´galement jouer un roˆle dans la re´ponse du noyau
a` un champ exte´rieur et, par conse´quent, dans les proprie´te´s de de´formation de´termine´es
avec les me´thodes de champ moyen avec contraintes.
Une seconde raison concerne l’utilisation de l’interaction effective dans les approches au-
dela` du champ moyen. En effet, comme nous l’avons dit, il est ne´cessaire dans la plupart
des noyaux de tenir compte des corre´lations entre les nucle´ons engendre´es par l’interaction
re´siduelle. Les approches permettant de de´crire ces corre´lations sont bien connues. Ce sont
essentiellement la the´orie HFB dans le cas des corre´lations d’appariement, les techniques
RPA et QRPA en ce qui concerne les corre´lations de longue porte´e associe´es aux oscilla-
tions collectives, la description du couplage particule-vibration, les techniques de me´lange
de configuration multiparticules-multitrous, etc ... Dans l’esprit d’une approche entie`re-
ment microscopique de la structure des noyaux, il semble alors approprie´ de construire
l’interaction re´siduelle responsable de ces corre´lations en employant la meˆme interaction
nucle´aire que celle utilise´e pour construire le champ moyen. Ceci exige que les e´le´ments
de matrice de l’interaction nucle´aire entre les configurations particule-trou excite´es aient
un comportement re´aliste en fonction de l’e´nergie d’excitation des configurations. Comme
on le sait, cette condition n’est remplie que si l’interaction nucle´aire posse`de une porte´e
non nulle.
Dans l’interaction de Gogny traditionnelle, deux composantes ont une porte´e nulle : le
terme spin-orbite et le terme de´pendant de la densite´. Les effets de la composante spin-
orbite dans l’interaction re´siduelle sont ge´ne´ralement faibles et peuvent eˆtre ne´glige´s en
premie`re approximation. En revanche, on s’attend a` ce que ceux provenant du terme de´-
pendant de la densite´ soient tre`s importants, notamment dans la partie de l’interaction
re´siduelle qui engendre les corre´lations de type RPA et QRPA. Dans les versions D1S et
D1N de l’interaction de Gogny, le terme de´pendant de la densite´ e´tant de porte´e nulle,
son action a e´te´ limite´e au sous-espace triplet-pair. De cette fac¸on, comme il a e´te´ dit
pre´ce´demment, il n’intervient pas dans la composante de l’interaction re´siduelle respon-
sable des corre´lations d’appariement entre des nucle´ons de meˆme type. Cette restriction
n’est e´videmment plus ne´cessaire avec un terme de´pendant de la densite´ de porte´e finie : il
peut eˆtre choisi de la forme la plus ge´ne´rale et est susceptible d’intervenir dans les quatre
sous-espaces des e´tats a` deux nucle´ons.
L’analyse des proprie´te´s de l’interaction dans les diffe´rents sous-espaces, notamment dans
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le sous-espace singulet-pair pre´sidant aux corre´lations d’appariement proton-proton et
neutron-neutron, va constituer un guide pre´cieux permettant de de´terminer les parame`tres
du nouveau terme de´pendant de la densite´. D’autres conside´rations vont e´galement in-
tervenir, en particulier les aspects pratiques lie´s a` l’augmentation du temps de calcul
des champs moyen et d’appariement HFB lorsque le terme de´pendant de la densite´ est
de porte´e finie. Egalement, une nouvelle proce´dure de de´termination des parame`tres de
l’interaction est ne´cessaire. Ce sont ces diffe´rents points qui sont expose´s dans la suite.
III.1 Forme fonctionnelle du terme densite´
III.1.1 Limitations d’un terme densite´ de porte´e nulle
Le terme densite´ des parame´trisations D1, D1S ou D1N a la forme analytique suivante :






V D1dens est un ope´rateur qui s’applique sur des e´tats a` deux particules |a, b〉. Pour eˆtre phy-
siques, ces e´tats doivent eˆtre antisymme´trise´s : |a˜, b〉 = |a, b〉 − |b, a〉 = (1− PrPσPτ ) |a, b〉
ou` Pr, Pσ et Pτ sont les ope´rateurs d’e´change d’espace, de spin et d’isospin. Les expres-
sions d’observables telles que l’e´nergie de liaison du noyau font donc intervenir des termes
du type :
V D1dens|a˜, b〉 = V D1dens (1− PrPσPτ ) |a, b〉
= V D1dens (1− PσPτ ) |a, b〉
Le terme densite´ V D1dens e´tant de porte´e nulle, l’ope´rateur d’e´change d’espace Pr vaut sys-
te´matiquement 1.
Supposons que l’e´tat |a, b〉 ait un spin total S et un isospin total T , on le note |a, b〉S,T .
L’ope´rateur PσPτ , applique´ a` cet e´tat prend la valeur (−1)S+T :
V D1dens|a˜, b〉S,T = V D1dens
(
1− (−1)S+T ) |a, b〉S,T
= 2V D1dens|a, b〉S,T si (S,T)=(0,1) ou (1,0),
= 0 si (S,T)=(0,0) ou (1,1). (III.2)
La principale limitation du terme densite´ est qu’il n’agit pas dans les e´tats de spin-isospin
(S=0, T=0) et (S=1, T=1) comme le montre la ligne (III.2). Il n’intervient que dans les
sous-espaces singulet-pair (S=0, T=1) et triplet-pair (S=1, T=0).
De plus, dans les parame´trisations D1, D1S et D1N, le parame`tre x0 est pris e´gal a` 1.
L’expression (III.1) du terme densite´ V D1dens devient donc proportionnelle a` (1 + Pσ), soit(
1 + (−1)S+1) une fois applique´e sur des e´tats de spin total S. Ainsi, avec x0 = 1, le
terme densite´ s’annule dans les e´tats S = 0 et n’intervient donc pas dans le sous-espace
singulet-pair (S=0, T=1). Ce choix pour la valeur du parame`tre x0 est salutaire car,
si le terme densite´ intervenait dans les e´tats de type (S=0, T=1), il prendrait part a` la
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description des corre´lations d’appariement et entrainerait des divergences de par sa porte´e
nulle. Finalement, le seul sous-espace dans lequel le terme densite´ est actif est le sous-
espace triplet-pair (S=1, T=0).
A cause de sa porte´e nulle, le terme densite´ ne peut donc agir que dans un sous-espace
sur quatre. Pour e´largir son action aux autres sous-espaces, il est ne´cessaire de le faire
e´voluer vers une porte´e finie (finie au sens de non nulle).
III.1.2 Trois extensions possibles vers une porte´e finie
L’extension la plus simple du terme densite´ consiste a` remplacer dans l’expression (III.1)
la fonction δ de Dirac par une Gaussienne de porte´e µ3 :























En posant W3 = t0 et B3 = t0x0, la nouvelle expression V
P1
dens du terme densite´ que l’on
propose est donc :
















Dans le cas d’une interaction de porte´e nulle, Pr = 1 et la condition d’antisyme´trie des
e´tats quantiques PrPσPτ = −1 devenait PσPτ = −1. Applique´ sur un e´tat d’isospin T ,
l’ope´rateur d’e´change d’isospin vaut Pτ = (−1)T+1, son carre´ vaut donc 1. En utilisant
cette relation P 2τ = 1, on trouve, a` partir de la condition d’antisyme´trie PσPτ = −1, que
Pτ = −Pσ. Par conse´quent, dans le cas d’une interaction de porte´e nulle, les ope´rateurs
Pσ et Pτ sont e´gaux au signe pre`s. Ainsi, on peut ne faire intervenir qu’un seul d’entre
eux sans perdre aucune ge´ne´ralite´. Par exemple, dans l’expression (III.1) (idem (III.3)),
seul l’ope´rateur Pσ est utilise´.
Dans le cas d’une interaction de porte´e finie, l’ope´rateur d’e´change d’espace n’est plus e´gal
a` 1, Pr 6= 1, et donc les ope´rateurs Pσ et Pτ ne se correspondent plus par changement de
signe, Pτ 6= −Pσ. L’inclusion de l’ope´rateur Pτ dans la forme analytique de l’interaction
devient alors justifie´e et permet une ge´ne´ralisation de l’expression (III.5) de V P1dens sous la
forme :

















III.1. Forme fonctionnelle du terme densite´
Cette expression (III.6) de V P1dens est la premie`re proposition d’extension du terme densite´.




, est prise au centre de masse des deux nu-
cle´ons ~R = ~r1+~r2
2





2 (~r2) ou encore
ρα(~r1)+ρα(~r2)
2
, ce qui permet d’e´crire deux nouvelles propositions
d’extension, V P2dens et V
P3
dens,












2 (~r2) , (III.7)































Fig. III.1 – Partie (a) : Illustration du changement de variables de´finissant les coordonne´es
relative ~r et centre de masse ~R a` partir des vecteurs positions ~r1 et ~r2 des deux nucle´ons.
Partie (b) : Profil de densite´ ρ(x) le long de la direction Ox.
Appelons V Pndens[X] la partie spatiale de l’interaction V
Pn
dens, avec n = 1, 2, 3, et faisons
un changement de variable pour utiliser les variables relative ~r = ~r1 − ~r2 et centre de
masse ~R = ~r1+~r2
2
. Ce changement de variable, sche´matise´ sur la Fig. III.1(a), conduit aux
expressions :
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La Fig. III.1(b) illustre le cas particulier ou` l’angle Φ = (~R,~r ) entre les vecteurs ~R et ~r
est nul. Ces deux vecteurs sont alors aligne´s selon la direction Ox. Le profil de densite´
ρ(x) le long de cette direction est repre´sente´ a` partir du centre du noyau correspondant
au point O. En ce point, et jusqu’a` le surface du noyau, la densite´ est e´gale a` la densite´
de saturation ρ0. A la traverse´e de la surface, la densite´ diminue progressivement pour
atteindre des valeurs ne´gligeables (1% ρ0), puis nulles, a` l’exte´rieur du noyau. Sur la Fig.
III.1(b), le centre de masse des deux nucle´ons ~R est situe´ a` l’inte´rieur du noyau, a` proximite´









, ressentent les densite´s ρ0 et ρ0/100 respectivement. Dans ce cas























































Les expressions de V Pndens[X] avec n = 1, 2, 3 donnent des re´sultats diffe´rents dans la confi-
guration de la Fig. III.1(b). Cette configuration particulie`re montre donc bien que les trois
propositions d’extension du terme densite´ ne sont pas e´quivalentes entre elles.
III.1.3 La nouvelle forme analytique du terme densite´
Il faut maintenant choisir une des trois extensions du terme densite´ propose´es dans la
partie pre´ce´dente. Il est difficile de motiver un choix sur des crite`res de Physique. En
effet, toutes ces extensions sont des postulats et il est impossible de dire laquelle simule
le mieux la dynamique des nucle´ons au sein du noyau.
Ce seront donc des crite`res techniques qui guideront notre choix. L’extension que l’on
retiendra sera celle qui, une fois imple´mente´e dans nos codes de champ moyen, couˆtera le
moins cher en temps de calcul.
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Dans tous nos codes de calcul, les quantite´s de base a` e´valuer sont les e´le´ments de matrice
de l’interaction. A partir de ces e´le´ments de matrice, on construit le champ Hartree-Fock
Γ et le champ d’appariement ∆ pour calculer des observables comme le rayon, l’e´nergie
de liaison, ou le moment d’inertie du noyau. Le temps d’exe´cution du programme de´-
pend donc directement du temps de calcul des e´le´ments de matrice de l’interaction. On a
par conse´quent tout inte´reˆt a` choisir l’extension du terme densite´ qui minimise le temps
de calcul des e´le´ments de matrice. Pour e´valuer ce temps de calcul, il faut expliciter les
e´le´ments de matrice associe´s aux extensions V Pndens, n = 1, 2, 3. On peut s’affranchir de
la partie spin-isospin (W3 +B3Pσ −H3Pτ −M3PσPτ ) qui est la meˆme pour les trois ex-
tensions et se limiter aux parties spatiales V Pndens[X], n = 1, 2, 3. Les e´le´ments de matrice
sont pris entre des e´tats d’oscillateur |a〉 = |na, la, ma〉 labelle´s par le nombre quantique
principal na, le moment cine´tique orbital la et sa projection ma.
L’e´le´ment de matrice de l’extension V Pndens[X], avec n = 1, 2 ou 3, s’e´crit :


















3r2ϕ0 (~r1, b)ϕ0 (~r2, b)V
Pn






b,d〈0, 0|V Pndens[X]|µ, ν〉,
avec T µa,c et T
ν
b,d les coefficients du de´veloppement de Gogny [127].
L’e´le´ment de matrice 〈a, b|V Pndens[X]|c, d〉 peut donc eˆtre de´compose´ en une combinaison
line´aire d’e´le´ments de matrice plus simples du type 〈0, 0|V Pndens[X]|µ, ν〉. Il suffit alors d’ex-
pliciter l’e´le´ment de matrice 〈0, 0|V Pndens[X]|µ, ν〉 pour chacune des extensions, n = 1, 2, 3.






























































ou` Mµ,ν,λ,σ sont les coefficients de Moshinsky, et l’on a pose´ :
Iσ =
∫































III.1. Forme fonctionnelle du terme densite´
Pour calculer l’e´le´ment de matrice 〈P1〉 = 〈0, 0|V P1dens[X]|µ, ν〉, une inte´grale nume´rique
sur la variable ~R′ doit eˆtre effectue´e pour chaque valeur de λ. Le re´sultat, une fois stocke´,
doit eˆtre multiplie´ par Iσ et par les coefficients de Moshinski Mµ,ν,λ,σ au sein d’une somme
sur λ et σ.
Pour la deuxie`me extension V P2dens[X], cet e´le´ment de matrice s’e´crit :
〈P2〉 = 〈0, 0|V P2dens[X]|µ, ν〉
=
∫
d3r1ϕ0 (~r1, b) ρ
α













2 (~r2)ϕν (~r2, b) .
Il n’est pas possible d’e´crire l’e´le´ment de matrice 〈P2〉 comme le produit d’une inte´grale




µ23 . Pour l’e´le´ment de matrice 〈P1〉, nous avions gagne´ a` utiliser les variables rela-
tive ~r′ et centre de masse ~R′. Dans le cas de l’e´le´ment de matrice 〈P2〉, ce changement
de variables permet de ne faire intervenir plus qu’une seule variable, ~r′, dans la Gaus-
sienne, e
−~r′2















. Les inte´grales sur les variables ~r′ et ~R′ ne peuvent donc
pas eˆtre se´pare´es, on rencontre le meˆme proble`me qu’avec les variables ~r1 et ~r2.
Finalement, pour calculer l’e´le´ment de matrice 〈P2〉 = 〈0, 0|V P2dens[X]|µ, ν〉, il faut im-
ple´menter deux inte´grations nume´riques imbrique´es, ce qui couˆte cher en temps de calcul.
L’e´le´ment de matrice associe´ a` la troisie`me extension V P3dens[X] s’exprime :















[ρα (~r1) + ρ
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III.2. La nouvelle proce´dure de de´termination des parame`tres de l’interaction












ρα (~r2)ϕν (~r2, b)Jµ (~r2)
Pour calculer l’e´le´ment de matrice 〈P3〉 = 〈0, 0|V P3dens[X]|µ, ν〉, il suffit de sommer les re´-
sultats de deux inte´grales nume´riques de formes identiques.
Parmi les trois extensions propose´es V Pndens[X], avec n = 1, 2, 3, la troisie`me est la plus
avantageuse en ce qui concerne le temps de calcul. C’est celle qui fait intervenir le moins
d’ope´rations nume´riques pour le calcul des e´le´ments de matrice.
C’est donc l’extension














que nous avons choisie pour faire e´voluer le terme densite´ de l’interaction de Gogny vers
une porte´e finie.
III.2 La nouvelle proce´dure de de´termination des pa-
rame`tres de l’interaction
Avec la nouvelle forme de porte´e finie (III.12) pour le terme densite´, l’interaction de
Gogny s’e´crit
V (|~r1 − ~r2|) =
∑
i=1,2


















←−∇12δ (~r1 − ~r2)×−→∇12. (−→σ 1 +−→σ 2) . (III.13)
Cette nouvelle expression de l’interaction de Gogny contient 17 parame`tres ajustables,{
V Gogny12
}
= {W1, B1, H1,M1, µ1,W2, B2, H2,M2, µ2,W3, B3, H3,M3, µ3, α,Wls} .
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Pour de´terminer les valeurs de ces parame`tres, les e´quations pre´sente´es au chapitre I
peuvent eˆtre reprises. Ces e´quations concernaient
1. l’e´nergie et le rayon de charge de l’16O et du 90Zr,
2. les e´le´ments de matrice de l’appariement,
3. les e´nergies des e´tats 2s1/2, neutron et proton, du
48Ca.
Dans le sche´ma ge´ne´ral de contraintes de la Fig. I.17, ces e´quations avaient e´te´ se´pa-
re´es sous la forme de deux syste`mes. Avec la nouvelle expression analytique (III.13) de
l’interaction de Gogny, ces deux syste`mes de contraintes doivent eˆtre re´e´crits.
III.2.1 Le premier syste`me de contraintes
Le premier syste`me de contraintes rassemble 4 e´quations relatives a` l’e´nergie et au rayon
de charge de l’16O et du 90Zr. L’e´nergie, calcule´e a` l’approximation Hartree-Fock restreint
(HFR), est note´e EHFR [X] ou` X permet de distinguer le noyau, X=O pour l’16O et X=Zr
pour le 90Zr. Avec la forme analytique (III.13) de l’interaction de Gogny, cette e´nergie
s’exprime par
EHFR [X] = T [X] (bX) +
∑
i=1,2




FEi [X] (bX) (4Mi + 2Hi − 2Bi −Wi)
+ GD3 [X] (bX) (4W3 + 2B3 − 2H3 −M3)
+ GE3 [X] (bX) (4M3 + 2H3 − 2B3 −W3) , (III.14)
avec bX : le parame`tre d’oscillateur du noyau X,
T [X] (bX) : l’e´nergie cine´tique du noyau X,
FD,Ei=1,2 [X] (bX) : les contributions spatiales directe (D) et e´change (E) de la
Gaussienne de porte´e µi=1,2 pour le noyau X,
GD,E3 [X] (bX) : les contributions spatiales directe (D) et e´change (E) du terme
densite´ de porte´e µ3 pour le noyau X.
Le rayon de charge du noyau X, a` l’approximation Hartree-Fock restreint, est propor-
tionnel au parame`tre d’oscillateur bX. Ce dernier est de´termine´ de manie`re a` minimiser
l’e´nergie, et doit donc ve´rifier la condition
dEHFR
dbX
[X] = 0, ce qui s’e´crit :
d
dbX































(4M3 + 2H3 − 2B3 −W3) = 0 . (III.15)
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Dans les de´veloppements (III.14) et (III.15) apparaissent les parame`tres du nouveau terme
densite´, W3, B3, H3, M3, µ3 et α. Pour affecter des valeurs a` ces nouveaux parame`tres, la
proce´dure la plus simple consiste a` les faire varier entre une valeur initiale I et une valeur












, ..., α ∈ [αI , αF ]. Dans un premier temps, nous
utilisons cette proce´dure seulement pour la porte´e µ3 et la puissance de la densite´ α. Il
reste donc a` introduire quatre e´quations pour de´terminer les valeurs des parame`tres W3,
B3, H3 et M3 par inversion.
Deux de ces quatre e´quations sont obtenues a` partir de l’e´nergie de liaison et du rayon
de charge d’un troisie`me noyau, l’100Sn. Leur de´veloppement correspond aux expressions
(III.14) et (III.15) applique´es au noyau d’100Sn, ce que l’on spe´cifie avec la variable X,
X=Sn. Les e´quations (III.14) et (III.15) e´crites pour les trois noyaux, X={O, Zr, Sn},
permettent donc de construire un premier syste`me 6-6. L’inversion de ce syste`me
donne acce`s aux 6 combinaisons line´aires de parame`tres, (4Wi + 2Bi − 2Hi −Mi)i=1,2,3
et (4Mi + 2Hi − 2Bi −Wi)i=1,2,3.
III.2.2 Le second syste`me de contraintes
Le second syste`me de contraintes, pre´sente´ dans le Chapitre I, contient 4 e´quations.
Les deux premie`res sont obtenues en calculant les e´le´ments de matrice de l’appariement
dans les e´tats 1s et 2s de l’oscillateur harmonique. Ces e´le´ments de matrice recouple´s a`
un spin nul, S=0, et un isospin e´gal a` un, T=1, s’e´crivent maintenant :
〈1s 1s|V Gogny12 |1s 1s〉(S=0,T=1) =
∑
i=1,2
f 1si (µi) (Wi − Bi −Hi +Mi)
+g1s (µ3, α) (W3 −B3 −H3 +M3)
= V1s, (III.16)
〈2s 2s|V Gogny12 |2s 2s〉(S=0,T=1) =
∑
i=1,2
f 2si (µi) (Wi − Bi −Hi +Mi)
+g2s (µ3, α) (W3 −B3 −H3 +M3)
= V2s. (III.17)
Les fonctions f 1si (µi) et f
2s
i (µi) associe´es aux deux porte´es du terme central i = 1, 2, ainsi
que les fonctions g1s (µ3, α) et g
2s (µ3, α) sont de´finies par les expressions (B.9), (B.10),
(B.11) et (B.12) de l’Annexe B. Ces deux dernie`res fonctions, g1s et g2s, font apparaitre
une de´pendance en densite´ explicite dans les e´le´ments de matrice de l’appariement. Graˆce
a` sa porte´e finie, le nouveau terme densite´ peut en effet prendre part a` la description des
corre´lations d’appariement sans risques de divergences. Les valeurs V1s et V2s attribue´es
a` ces deux e´le´ments de matrice permettent d’ajuster l’interaction d’appariement.
La troisie`me e´quation concerne les e´nergies des e´tats 2s1/2 neutron ε
ν
2s1/2 et proton ε
π
2s1/2




gD (µi) (2Hi +Mi) + gE (µi) (2Bi +Wi)
+hD(µ3, α)(2H3 +M3) + hE(µ3, α)(2B3 +W3). (III.18)
Les fonctions gD, hD et gE , hE associe´es aux termes direct et e´change sont de´veloppe´es
en Annexe B avec les expressions (B.15) et (B.17).
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Enfin, la quatrie`me e´quation consiste a` affecter une valeur Bc au coefficient B1, B1 = Bc.







Pour de´terminer comple`tement les valeurs des 12 parame`tres (Wi, Bi, Hi,Mi)i=1,2,3, il reste
a` de´finir deux autres e´quations. Pour cela, nous utilisons deux points A et B de l’e´quation
d’e´tat variationnelle de la matie`re neutronique propose´e par Friedman et Pandharipande
(FP). Les coordonne´es de ces points sont donne´es par la densite´ de matie`re ρA ou ρB et
l’e´nergie par particule (E/A)FPA ou (E/A)
FP
B . Pour que l’e´quation d’e´tat f , calcule´e avec
l’interaction de Gogny (III.13) et de´finie en Annexe A par la relation (A.32), passe par
















ρA , {(2Wi +Bi − 2Hi −Mi), (2Mi +Hi − 2Bi −Wi), µi}i=1,2,3
]
. (III.20)
Les 6 e´quations du deuxie`me syste`me de contraintes sont alors comple`tement de´finies.
Elles font intervenir 16 combinaisons line´aires de parame`tres, (Wi −Bi −Hi +Mi)i=1,2,3,
(2Hi + Mi)i=1,2,3, (2Bi + Wi)i=1,2,3, B1, (2Wi + Bi − 2Hi − Mi)i=1,2,3, (2Mi + Hi −
2Bi −Wi)i=1,2,3. Ces combinaisons ne sont pas inde´pendantes et peuvent eˆtre exprime´es
a` partir des 12 combinaisons inde´pendantes suivantes, (4Wi + 2Bi − 2Hi −Mi)i=1,2,3,
(4Mi + 2Hi − 2Bi −Wi)i=1,2,3, (Wi − Bi −Hi +Mi)i=1,2,3 et (Wi +Bi −Hi −Mi)i=1,2,3.
Les 6 premie`res de ces combinaisons sont de´termine´es par l’inversion du premier syste`me
de contraintes. Les 6 dernie`res constituent donc les inconnues du deuxie`me syste`me de
contraintes. La re´solution de ces deux syste`mes de contraintes donne finalement acce`s aux
valeurs des 12 parame`tres (Wi, Bi, Hi,Mi)i=1,2,3.
En tentant de re´soudre les e´quations des deux syste`mes de contraintes, nous avons parfois
rencontre´ des difficulte´s, notamment lorsque la porte´e µ3 prenait des valeurs particulie`res.
Pour cette raison, nous avons analyse´ la stabilite´ du syste`me de contraintes. Un syste`me
devient instable lorsqu’une petite perturbation de ses e´quations engendre de larges varia-
tions de la solution. Pour tester la stabilite´ de nos deux syste`mes d’e´quations, nous allons
les perturber en modifiant le´ge`rement la valeur de la porte´e µ3 du terme de´pendant de
la densite´. Plus pre´cise´ment, nous faisons varier progressivement cette porte´e de la valeur
initiale µI3 = 0.640 fm a` la valeur finale µ
F
3 = 0.644 fm. La variation totale de la porte´e sera
donc de ∆µ3 =
0.644−0.640
(0.644+0.640)/2
= 0.62%, ce qui revient a` perturber tre`s faiblement les deux
syste`mes de contraintes. Comment ces derniers re´agissent-ils a` cette le´ge`re perturbation ?
La sensibilite´ du premier syste`me de contraintes est repre´sente´e sur les Fig. III.2(a) et
III.2(c). Les solutions de ce syste`me les plus sensibles aux variations de la porte´e µ3 sont les
combinaisons line´aires u3 = (4W3 + 2B3 − 2H3 −M3) et v3 = (4M3 + 2H3 − 2B3 −W3).
Nous les rassemblons sous la forme d’un vecteur, w3 = (u3, v3)µ3 , dont la norme et la di-
rection de´pendent de la porte´e µ3. La Fig. III.2(a) montre que, lorsque la porte´e µ3 varie
entre les valeurs µI3 = 0.640 fm et µ
F
3 = 0.644 fm, le vecteur solution w3 = (u3, v3)µ3
e´volue de manie`re continue entre les vecteurs wI3 = (u3, v3)µI3 = (4129,−1510) et
wF3 = (u3, v3)µF3 = (4008,−1430). Pour mesurer l’e´cart du vecteur w3 a` sa valeur initiale
wI3, on utilise le vecteur diffe´rence δw3 = w3−wI3, et plus particulie`rement sa norme ||δw3||.
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De fac¸on a` obtenir une mesure relative, on de´finit encore le rapport ηw = ||δw3||/||wI3||
entre les normes des vecteurs δw3 et w
I
3. Ce rapport, repre´sente´ sur la Fig. III.2(c),
augmente line´airement en fonction de la porte´e µ3, jusqu’a` atteindre η
F
w = 3.30% pour
µF3 = 0.644 fm. Une variation de
0.644−0.640
(0.644+0.640)/2
= 0.62% de la porte´e µ3 engendre donc
une dispersion de 3.30% du vecteur solution w3 par rapport a` sa valeur initiale w
I
3. Si
l’on de´finit la sensibilite´ χ d’un syste`me comme le rapport entre les variations relatives




= 5.32. En d’autres termes, lorsqu’on perturbe le syste`me en faisant varier de 1%
la porte´e µ3, la solution du syste`me varie de 5.32%. Le premier syste`me de contraintes est
donc tre`s sensible aux perturbations de µ3. Cette sensibilite´ reste ne´anmoins controˆlable
et n’empeˆche pas une recherche efficace des parame`tres de l’interaction.













































































Fig. III.2 – Partie (a) : Evolution du vecteur w3 = (u3, v3)µ3 , solution du premier syste`me
6-6, lorsque la porte´e varie entre µI3 = 0.640 fm et µ
F
3 = 0.644 fm. Partie (b) : Idem pour le
vecteur z3 = (x3, y3)µ3 , solution du second syste`me 6-6. Partie (c) : Variation, en fonction
de la porte´e µ3, du rapport ηw de´fini comme la mesure relative de l’e´cart du vecteur w3
a` sa valeur initiale wI3. Partie (d) : Idem pour le rapport ηz, mesure relative de l’e´cart du
vecteur z3 a` sa valeur initiale z
I
3 .
Les Fig. III.2(b) et III.2(d) concernent la sensibilite´ du deuxie`me syste`me de contraintes.
Les solutions de ce syste`me relatives a` la porte´e µ3 sont les combinaisons line´aires
x3 = (W3 − B3 −H3 +M3) et y3 = (W3 +B3 −H3 −M3). On peut conside´rer ces der-
nie`res comme les composantes du vecteur solution z3 = (x3, y3)µ3 . La Fig. III.2(b) illustre
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la tre`s forte dispersion du vecteur z3 lorsque la porte´e de´crit l’intervalle µ3 ∈ [0.640, 0.644]
fm. Pour quantifier cette dispersion, on utilise la meˆme mesure que dans le cas du premier
syste`me. Cette mesure est donne´e par le rapport ηz = ||δz3||/||zI3 || entre les normes des vec-
teurs δz3 = (z3−zI3) et zI3 = (x3, y3)µI3 . La Fig. III.2(d) montre l’e´volution de ce rapport en
fonction de la porte´e µ3. Une discontinuite´ apparaˆıt pour la porte´e µ3 = 0.6417 fm, le rap-




de la porte´e, on assiste donc a` une variation de 11400% de la solution du syste`me, soit
une sensibilite´ χ2 =
11400
0.27
= 42222. Cette e´tude re´ve`le la tre`s forte instabilite´ du deuxie`me
syste`me de contraintes. Les parame`tres de l’interaction sont donc mal de´termine´s par l’in-
version de ce syste`me, leurs valeurs sont tre`s incertaines et l’interaction doit eˆtre rejete´e.
Le comportement instable du deuxie`me syste`me de contraintes indique que les e´quations
de ce syste`me sont quasiment line´airement de´pendantes, on parle alors de syste`me mal
conditionne´. Pour s’affranchir de ce proble`me, il est ne´cessaire de modifier les e´quations
qui constituent ce syste`me. Nous avons donc remplace´ les e´quations (III.19) et (III.20)
relatives a` l’e´quation d’e´tat de la matie`re neutronique par deux contraintes simples sur les
valeurs des parame`tresW3 et B3. Les valeurs de ces deux parame`tres sont tout simplement
varie´es sur des intervalles de´finis par l’utilisateur, W3 ∈ [W I3 ,W F3 ] et B3 ∈ [BI3 , BF3 ]. Nous
avons choisi d’e´tendre cette prescription aux parame`tres H3 et M3. Ces derniers de´crivent
donc les intervalles H3 ∈ [HI3 , HF3 ] et M3 ∈ [M I3 ,MF3 ], ce qui fournit deux e´quations sup-
ple´mentaires. Ces e´quations se sont substitue´es aux e´quations portant sur l’e´nergie et le
rayon de charge de l’100Sn dans le premier syste`me de contraintes.
Pour assurer la stabilite´ des syste`mes d’e´quations a` inverser, nous sommes donc revenus
a` la proce´dure simple qui consiste a` faire varier les parame`tres du terme densite´ sur des
intervalles pre´de´finis, W3 ∈ [W I3 ,W F3 ], B3 ∈ [BI3 , BF3 ], ... A l’issue de cette proce´dure, ne
seront garde´s que les quadruplets (W3, B3, H3,M3) qui permettent de reproduire correc-
tement :
– des quantite´s globales comme l’incompressibilite´, l’e´nergie de syme´trie, la masse ef-
fective, ... dans la matie`re nucle´aire infinie,
– quelques points (en ge´ne´ral, huit) de l’e´quation d’e´tat de la matie`re neutronique,
– des quantite´s plus fines comme l’e´nergie de liaison et le rayon de charge du 208Pb,
– les proprie´te´s d’appariement dans les noyaux, principalement gouverne´es par la com-
posante S=0, T=1 de l’interaction.
Les valeurs des autres parame`tres (W1, B1, H1,M1) et (W2, B2, H2,M2) sont de´termine´es
par inversion des deux syste`mes 4-4 de´ja` pre´sente´s dans le Chapitre I. Les e´quations qui
constituent ces deux syste`mes concernent l’e´nergie de liaison et le rayon de charge de l’16O
et du 90Zr, deux e´le´ments de matrice de l’appariement et la diffe´rence d’e´nergie des e´tats
2s1/2, neutron et proton, du
48Ca.
III.3 Les premie`res interactions, D2G1 et D2G2
Une fois la proce´dure de de´termination des parame`tres de l’interaction de´finie, il ne
reste plus qu’a` l’exploiter pour trouver le ”meilleur” ensemble de parame`tres associe´s a`
la forme (III.13) de l’interaction de Gogny. Par le qualificatif ”meilleur”, nous entendons
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que cet ensemble de parame`tres doit reproduire aussi bien les proprie´te´s empiriques de
la matie`re nucle´aire infinie que les donne´es expe´rimentales des noyaux finis. Dans le cas
de la matie`re nucle´aire infinie, nous imposons la contrainte supple´mentaire suivante : la
nouvelle parame´trisation de l’interaction de Gogny doit donner des re´sultats en accord
avec les pre´dictions des calculs microscopiques base´s sur les interactions re´alistes. Ce type
de pre´dictions concerne par exemple le comportement de l’e´nergie potentielle en fonction
de l’impulsion au niveau de Fermi kF dans les diffe´rents sous-espaces de spin-isospin S-T.
Les re´sultats obtenus par le groupe de Catane [58] avec la me´thode Bethe-Brueckner-
Goldstone et l’interaction re´aliste AV14 [36] correspondent aux courbes noires marque´es
par des triangles (BBG) sur la Fig. III.3. Lorsque les effets des interactions a` trois corps
sont pris en compte dans la me´thode, les re´sultats symbolise´s par les carre´s (BBG+3C)
sont obtenus. Ces re´sultats sont compare´s aux calculs Hartree-Fock re´alise´s avec trois
parame´trisations de l’interaction de Gogny. Les courbes bleues repre´sentent les e´nergies
potentielles calcule´es dans les diffe´rents sous-espaces S-T avec la parame´trisation D1S.
Les courbes rouges, en trait pointille´, ont e´te´ obtenues avec la parame´trisation D1N.
Enfin, les courbes rouges, en trait continu, correspondent aux calculs re´alise´s avec une
parame´trisation, note´e D2G1, de la nouvelle forme analytique (III.13) de l’interaction de
Gogny.













































Fig. III.3 – Energie potentielle dans les diffe´rents sous-espaces ST pour D1S, D1N et
D2G1. Les symboles (triangles et carre´s) correspondent a` des calculs de type Bethe-
Brueckner-Goldstone sans et avec forces a` 3 corps (BBG et BBG+3C). La ligne pointille´e
repre´sente le point de saturation kF = 1.33 fm
−1.
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Dans le sous-espace S=0, T=0 (singulet-impair), les parame´trisations D1S et D1N
donnent une contribution attractive a` partir de kF = 1.8 fm
−1 et kF = 1.5 fm−1 respecti-
vement. Ce re´sultat est en de´saccord avec les calculs microscopiques base´s sur l’interaction
re´aliste AV14 (BBG et BBG+3C) qui pre´disent une e´nergie potentielle re´pulsive a` toutes
les densite´s. La nouvelle parame´trisation D2G1 permet de reproduire cette contribution
re´pulsive au-dela` du point de saturation, kF > 1.33 fm
−1.
Dans le sous-espace S=1, T=1 (triplet-impair), la parame´trisation D1N se caracte´rise par
l’attraction qu’elle produit aux densite´s voisines de la saturation. Cette attraction, qui
atteint 3 MeV par particule a` kF = 1.33 fm
−1, est plus marque´e que celle pre´dite par
les calculs microscopiques base´s sur la me´thode de Bethe-Brueckner-Goldstone, BBG et
BBG+3C. Ces derniers calculs produisent, a` la densite´ de saturation (kF = 1.33 fm
−1),
une contribution attractive qui ne de´passe pas 500 keV par particule. De`s qu’on s’e´loigne
le´ge`rement du point de saturation, les calculs microscopiques, BBG et BBG+3C, pre´-
disent une e´nergie potentielle re´pulsive. La parame´trisation D2G1 produit, quant a` elle,
une re´pulsion a` toutes les densite´s.
Dans le sous-espace S=0, T=1 (singulet-pair), l’inclusion des interactions a` trois corps
modifie de manie`re significative les pre´dictions des calculs microscopiques de type Bethe-
Brueckner-Goldstone. Leur effet se manifeste principalement aux densite´s supe´rieures a`
la saturation, kF > 1.33 fm
−1. A ces densite´s, les contributions des calculs BBG et
BBG+3C deviennent alors tre`s diffe´rentes, les interactions a` trois corps apportant une
contribution re´pulsive responsable de la remonte´e de la courbe BBG+3C dans le domaine
kF > 1.80 fm
−1. Dans les interactions effectives phe´nome´nologiques comme les interactions
de Skyrme ou de Gogny, l’effet des interactions a` trois corps est simule´ par la de´pendance
en densite´ [128, 129]. Si cette de´pendance en densite´, lorsqu’elle est de porte´e nulle, inter-
vient dans le sous-espace S=0, T=1 alors l’e´quation du gap d’appariement diverge. C’est
la raison pour laquelle le terme densite´ de porte´e nulle des parame´trisations D1, D1S et
D1N s’annule dans les e´tats S=0, T=1. On ne peut donc espe´rer reproduire l’effet des in-
teractions a` trois corps dans le sous-espace singulet-pair avec ces parame´trisations. C’est
bien ce que confirme la Fig. III.3 ; dans le sous-espace S=0, T=1, les parame´trisations
D1S et D1N ne permettent pas de reproduire la remonte´e de la courbe BBG+3C au-dela`
de kF = 1.80 fm
−1. Aussi, l’e´nergie potentielle calcule´e avec l’une ou l’autre de ces deux
parame´trisations reste tre`s proche de la courbe BBG n’incluant pas l’effet des interactions
a` trois corps. Dans le cas de la parame´trisation D2G1, la situation est diffe´rente. Cette pa-
rame´trisation, base´e sur la forme analytique (III.13) de l’interaction de Gogny, comprend
une de´pendance en densite´ de porte´e finie. Cette nouvelle de´pendance en densite´ peut
donc intervenir dans les e´tats S=0, T=1 sans risques de divergence de l’e´quation du gap.
Dans le cas de la parame´trisation D2G1, la contribution de la de´pendance en densite´ dans
ce sous-espace peut eˆtre mesure´e par la combinaison line´aire (W3−B3−H3+M3) = +1600
MeV.fm3(α+1). Cette contribution re´pulsive du terme densite´ se traduit par la remonte´e, a`
partir de kF = 1.55 fm
−1, de l’e´nergie potentielle calcule´e avec la parame´trisation D2G1.
Elle permet de retrouver l’effet des interactions a` trois corps pre´dit par les calculs micro-
scopiques repre´sente´s par la courbe BBG+3C.
C’est dans le sous-espace S=1, T=0 (triplet-pair) que le terme densite´ de porte´e nulle des
parame´trisations D1, D1S et D1N peut agir. La de´pendance en densite´ dans ce sous-espace
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permet notamment de simuler l’effet de la force tenseur [130, 129] qui a e´te´ omise dans la
forme analytique (I.1) de l’interaction de Gogny. Pour les parame´trisations D1S et D1N
repre´sente´es sur la Fig. III.3, le terme densite´ cre´e une re´pulsion responsable de la remon-
te´e de la courbe d’e´nergie potentielle au-dela` de la densite´ de saturation ρ0 = 0.16 fm
−3
soit kF = 1.33 fm
−3. Cette remonte´e ge´ne`re un minimum dont les coordonne´es pre´cises
sont kF = 1.35 fm
−1 et (E/A)S=0,T=1pot = −23.99 MeV, pour la parame´trisation D1S et
kF = 1.31 fm
−1 et (E/A)S=0,T=1pot = −19.49 MeV, pour la parame´trisation D1N. Les cal-
culs microscopiques s’appuyant sur la me´thode de Bethe-Brueckner-Goldstone, et associe´s
aux courbes BBG et BBG+3C, pre´disent ce minimum d’e´nergie potentielle a` des densite´s
bien plus e´leve´es, correspondant a` kF = 2.1 fm
−1, c’est a` dire ρ = 3.9ρ0. La parame´trisa-
tion D2G1 incluant un terme densite´ de porte´e finie produit une e´nergie potentielle dont
l’allure en fonction de l’impulsion de Fermi kF est tre`s proche de la courbe BBG+3C.
Globalement, la nouvelle parame´trisation D2G1 est en meilleur accord avec les calculs
microscopiques BBG+3C que ne le sont les parame´trisations D1S et D1N. Les re´sultats
BBG+3C sont obtenus par la me´thode de Bethe-Brueckner-Goldstone applique´e a` une
interaction re´aliste a` deux corps. Cette interaction re´aliste a e´te´ ajuste´e pour reproduire
les de´phasages mesure´s lors d’expe´riences de diffusion nucle´on-nucle´on et les proprie´te´s
du deute´ron. De plus, les re´sultats BBG+3C prennent en compte, selon la me´thode de
Lejeune et al. [63], l’effet des interactions a` trois corps. Par conse´quent, en reproduisant
les pre´dictions des calculs BBG+3C dans les diffe´rents sous-espaces S-T, la parame´trisa-
tion D2G1 prend mieux en compte les contraintes issues du proble`me a` deux nucle´ons et
propose une description plus re´aliste du roˆle des interactions a` trois corps.





































Fig. III.4 – Partie (a) : Matie`re neutronique. Les e´quations d’e´tat calcule´es avec les in-
teractions D1S, D1N et D2G1 sont compare´s aux pre´dictions variationnelles de Friedman-
Pandharipande (FP) [11]. Partie (b) : Matie`re syme´trique. Dans le sous-espace singulet-
pair (S=0, T=1), les e´nergies potentielles obtenues avec les interactions D1S/D1N (courbe
bleue) et D2G1 (courbe rouge) sont repre´sente´es en fonction de l’impulsion de Fermi kF .
Les fle`ches indiquent l’e´cart en e´nergie entre les deux re´sultats.
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La forme de l’e´nergie potentielle dans les deux sous-espaces T=1 (S=0, T=1 et S=1,
T=1) conditionne la forme de l’e´quation d’e´tat de la matie`re neutronique. Or, les re´sultats
obtenus avec la parame´trisation D2G1 dans ces deux sous-espaces T=1 sont tre`s diffe´rents
des pre´dictions de la parame´trisation D1N. On pourrait donc s’attendre a` obtenir des e´qua-
tions d’e´tat de la matie`re neutronique tre`s diffe´rentes avec ces deux parame´trisations. La
Fig. III.4(a) montre que ce n’est pas le cas, les e´quations d’e´tat calcule´es avec les parame´-
trisations D1N et D2G1 sont tre`s similaires, tout au moins a` des densite´s ρ ≤ 1.5ρ0. Ainsi,
tout comme la parame´trisation D1N, la parame´trisation D2G1 reproduit correctement,
aux basses densite´s, le calcul variationnel de Friedman-Pandharipande (FP) [11].
Les diffe´rences importantes entre les e´nergies potentielles calcule´es avec les parame´trisa-
tions D1N et D2G1, bien qu’elles n’affectent pas la forme de l’e´quation d’e´tat de la matie`re
neutronique, peuvent avoir d’autres implications. Notamment, les changements apporte´s
au sous-espace S=0, T=1 (singulet-pair) peuvent modifier la structure de l’appariement.
La Fig. III.4(b) pre´sente l’e´nergie potentielle calcule´e dans ce sous-espace avec les para-
me´trisations D1S ou D1N (courbe bleue) et D2G1 (courbe rouge). Cette figure se limite a`
un domaine de densite´s plus restreint (kF ≤ 1.5 fm−1) que pour la Fig. III.3. La densite´ de
saturation, correspondant a` kF = 1.33 fm
−1, est repe´re´e par la ligne verticale en pointille´s
noirs. On constate que, pour les densite´s infe´rieures a` la densite´ de saturation, la para-
me´trisation D2G1 cre´e une e´nergie potentielle plus attractive que celle obtenue avec la
parame´trisation D1S. Cette attraction supple´mentaire est mise en e´vidence par les fle`ches
dirige´es vers le bas sur la Fig. III.4(b). A la densite´ de saturation, kF = 1.33 fm
−1, les
deux courbes se croisent et, au-dela` de ce point, c’est la parame´trisation D1S qui devient
la plus attractive.
Cette e´tude des contributions relatives des parame´trisations D1S et D2G1 a` l’e´nergie po-
tentielle du sous-espace S=0, T=1 permet de pre´sumer des proprie´te´s d’appariement de
chacune de ces parame´trisations. L’e´nergie potentielle dans ce sous-espace refle`te, en ef-
fet, l’intensite´ de l’interaction d’appariement et est donc intimement relie´e a` la description
des corre´lations d’appariement. De plus, comme l’appariement se de´veloppe pre´fe´rentiel-
lement a` la surface des noyaux ou` la densite´ est plus faible, la partie de basse densite´
(kF < 1.33 fm
−1) de ce sous-espace est la plus de´terminante pour ajuster l’appariement.
Dans ce domaine de densite´, c’est la parame´trisation D2G1 qui produit l’attraction la plus
forte. On s’attend donc a` ce que les corre´lations d’appariement se de´veloppent plus faci-
lement avec cette parame´trisation. Les calculs Hartree-Fock-Bogoliubov confirment cette
pre´diction, l’appariement obtenu dans les noyaux finis avec la parame´trisation D2G1 est
plus important qu’avec la parame´trisation D1S. Malheureusement, cet effet d’augmenta-
tion de l’appariement est dramatiquement fort, et la parame´trisation D2G1 produit une
e´nergie d’appariement non-nulle dans les noyaux magiques comme l’16O ou le 208Pb. Ce
comportement pathologique te´moigne que l’interaction d’appariement associe´e a` la para-
me´trisation D2G1 est trop attractive.
Conclusion : Aux basses densite´s, il faut e´viter que l’e´nergie potentielle dans le sous-
espace S=0, T=1 soit ”nettement plus attractive” qu’elle ne l’est avec la parame´trisation
D1S, sinon l’interaction d’appariement atteint une intensite´ telle qu’elle peut ge´ne´rer des
corre´lations d’appariement dans les noyaux magiques.
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Il est opportun de pre´ciser ce que l’on entend par le qualificatif de ”nettement plus attrac-
tive” pour l’e´nergie potentielle, de quantifier cette expression. Pour cela, nous diminuons
progressivement l’attraction cre´e´e par la parame´trisation D2G1 dans le sous-espace S=0,
T=1, jusqu’a` obtenir une contribution semblable a` celle de la parame´trisation D1S. Plus
pre´cise´ment, nous re´alisons 7 parame´trisations de l’interaction de Gogny qui produisent
des e´nergies potentielles comprises entre celles des parame´trisations D1S et D2G1. Sur
la Fig. III.5, les contributions des parame´trisations D1S et D2G1 a` l’e´nergie potentielle
du sous-espace S=0, T=1 sont repre´sente´es en bleu et rouge tandis que les contributions
des 7 parame´trisations interme´diaires sont colore´es avec diffe´rents violets. Les e´nergies
d’appariement Eapp obtenues dans l’
16O par un calcul Hartree-Fock-Bogoliubov sont e´ga-
lement indique´es pour chacune des parame´trisations. Elles varient de 0.98 10−7 MeV pour
la parame´trisation D1S a` 22.95 MeV pour la parame´trisation D2G1.





























Fig. III.5 – Energie potentielle dans le sous-espace S=0, T=1 calcule´e, en fonction de kF ,
avec diffe´rentes parame´trisations de l’interaction de Gogny. Pour chacune de ces parame´-
trisations, les e´nergies d’appariement Eapp obtenues dans l’
16O, par un calcul Hartree-
Fock-Bogoliubov, sont e´galement indique´es. Les re´sultats associe´s aux parame´trisations
D1S et D2G1 sont pre´sente´s en bleu et rouge ; les diffe´rents violets correspondent aux
parame´trisations interme´diaires. La contribution marque´e par des cercles constitue la li-
mite en-dessous de laquelle les parame´trisations produisent une e´nergie d’appariement
non nulle dans l’16O.
Les corre´lations d’appariement se de´veloppent principalement en surface du noyau.
Cette re´gion est caracte´rise´e par une densite´ moyenne ρ = ρ0/2, soit une impulsion
au niveau de Fermi kF = (3π
2ρ/2)1/3 = 1.06 fm−1. Sur la Fig. III.5, le petit encadre´
s’inte´resse aux impulsions voisines de cette valeur et montre que la diffe´rence entre les
e´nergies potentielles des parame´trisations D1S et D2G1 n’exce`de pas 3 MeV par parti-
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cule. Cette diffe´rence est toutefois suffisante pour ge´ne´rer une e´nergie d’appariement de
23 MeV dans l’16O. L’e´nergie d’appariement dans les noyaux est donc tre`s sensible au
niveau d’attraction de l’e´nergie potentielle dans le sous-espace S=0, T=1. Cependant, la
Fig. III.5 montre que les parame´trisations qui produisent une e´nergie potentielle moins
attractive que celle marque´e par des cercles donnent une e´nergie d’appariement nulle dans
l’16O. Cette contribution marque´e par des cercles n’est autre que la limite quantitative
que nous cherchons pour discriminer les parame´trisations saines des plus pathologiques
susceptibles de ge´ne´rer des corre´lations d’appariement dans les noyaux magiques. Nous
pouvons donc, a` l’issue de cette e´tude, adopter la condition suivante.
Condition 1. Une condition ne´cessaire pour qu’une interaction ne cre´e pas d’apparie-
ment dans les noyaux magiques est que sa contribution a` l’e´nergie potentielle dans le
sous-espace S=0, T=1 soit au-dessus de celle marque´e par des cercles sur la Fig. III.5.
On peut construire de nombreuses parame´trisations qui ve´rifient cette condition. La
parame´trisation D2G2 en est un exemple. Celle-ci pre´dit, pour l’e´nergie potentielle dans
les sous-espaces (S,T)=(0,0),(1,0) et (1,1), une allure tre`s similaire a` celle obtenue avec la
parame´trisation pre´ce´dente D2G1. De meˆme, l’e´quation d’e´tat de la matie`re neutronique
calcule´e avec cette nouvelle parame´trisation D2G2 est tre`s proche de celles obtenues avec
les parame´trisations D1N ou D2G1. L’accord avec les pre´dictions du calcul variationnel de
Friedman-Pandharipande reste donc tre`s bon. Nous pre´sentons donc seulement le sous-
espace S=0, T=1 sur la Fig. III.6.




























16O,   Eapp [MeV]
0.9661E-05
0.9810E-07 ~ D1S
22.95          ~ D2G1
381.1          ~ D2G2
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(b)
Fig. III.6 – Energie potentielle en fonction de kF dans le sous-espace singulet-pair.
Partie (a) : Les re´sultats obtenus avec les parame´trisations D1S, D2G1 et D2G2
sont confronte´s aux calculs microscopiques base´s sur la me´thode de Bethe-Brueckner-
Goldstone, BBG et BBG+3C. Le calcul BBG+3C prend en compte la contribution des
interactions a` trois corps. Partie (b) : Les courbes d’e´nergie potentielle pre´dites par les
parame´trisations D1S, D2G1 et D2G2 sont compare´es a` la contribution marque´e par des
cercles et de´finie sur la Fig. III.5. Pour chaque parame´trisation, l’e´nergie d’appariement
Eapp obtenue dans l’
16O est pre´cise´e.
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La Fig. III.6(a) pre´sente l’e´nergie potentielle dans le sous-espace S=0, T=1 pour des im-
pulsions de Fermi infe´rieures a` 2.5 fm−1. Les calculs microscopiques base´s sur la me´thode
de Bethe-Brueckner-Goldstone correspondent aux courbes labelle´es BBG et BBG+3C.
Le re´sultat BBG+3C prend en compte la contribution des interactions a` trois corps. Les
autres courbes ont e´te´ calcule´es par la me´thode Hartree-Fock avec les parame´trisations
D1S (trait continu bleu), D2G1 (trait pointille´ rouge) et D2G2 (trait continu rouge). Dans
ce sous-espace, la contribution de la nouvelle parame´trisation D2G2 diffe`re principalement
de celle de la parame´trisation D2G1 par deux aspects.
Le premier concerne la remonte´e de la courbe d’e´nergie potentielle. Cette remonte´e a lieu
a` partir de kF = 1.5 fm
−1 pour la parame´trisation D2G1 alors qu’elle n’apparait qu’aux
plus hautes densite´s, a` partir de kF = 2.0 fm
−1, pour la parame´trisation D2G2. Ceci
peut s’expliquer en e´valuant la contribution du terme densite´ dans ce sous-espace. Celle-
ci est re´pulsive pour la parame´trisation D2G1 et vaut (W3 − B3 − H3 + M3) = +1600
MeV.fm3(1+α). Dans le cas de la parame´trisation D2G2, la re´pulsion du terme densite´
est moins forte avec (W3 − B3 − H3 +M3) = +1000 MeV.fm3(1+α). C’est la raison pour
laquelle la remonte´e dans le sous-espace S=0, T=1 est moins violente avec la nouvelle
parame´trisation D2G2.
Le deuxie`me aspect concerne la partie des plus basses densite´s, correspondant aux impul-
sions de Fermi kF ≤ 1.5 fm−1. Ce domaine d’impulsions est repre´sente´ sur la Fig. III.6(b).
On retrouve les courbes d’e´nergie potentielle associe´es aux parame´trisations D1S, D2G1
et D2G2. Une contribution supple´mentaire est repre´sente´e par la courbe magenta marque´e
par des cercles. Cette dernie`re n’est autre que la limite infe´rieure introduite dans la Fig.
III.5. Nous avions alors montre´ que toute parame´trisation donnant une contribution plus
attractive (c’est a` dire plus ne´gative) que cette limite produisait un appariement de´me-
sure´ dans les noyaux finis. Tel est le cas avec la parame´trisation D2G1 qui donne une
e´nergie d’appariement Eapp de 22.95 MeV dans l’
16O. La nouvelle parame´trisation D2G2
a un comportement plus sain, elle est moins attractive que ladite limite et obe´it ainsi a`
la Condition 1 pre´ce´demment e´tablie. Malgre´ cela, des calculs Hartree-Fock-Bogoliubov
re´ve`lent que cette parame´trisation produit 381.1 MeV d’e´nergie d’appariement dans l’16O.
Cette pathologie montre bien que la Condition 1 que nous avons formule´e reste une condi-
tion ne´cessaire et non suffisante pour e´viter l’apparition de corre´lations d’appariement
dans les noyaux magiques. La question suivante reste donc en suspens : pourquoi est-ce
que cette nouvelle parame´trisation D2G2 cre´e une telle explosion de l’appariement ?
Un e´le´ment de re´ponse peut eˆtre avance´ en e´tudiant la forme spatiale de l’interaction d’ap-
pariement. Nous de´finissons l’interaction d’appariement comme la composante S=0, T=1
de l’interaction de Gogny. Elle s’e´crit donc, dans le cas de la forme (I.1) de l’interaction
de Gogny,
V S=0,T=112 (r) =
∑
i=1,2
(Wi −Bi −Hi +Mi) e−r2/µ2i . (III.21)
Le terme densite´ de porte´e nulle t0 (1 + x0Pσ) δ (~r1 − ~r2) ρα, avec x0 = 1, n’apparait pas
car l’ope´rateur Pσ vaut −1 dans les e´tats S=0.
Dans le cas de la forme (III.13) de l’interaction de Gogny, en revanche, la de´pendance en
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densite´ intervient dans la composante S=0, T=1,
V S=0,T=112 (r) =
∑
i=1,2
(Wi − Bi −Hi +Mi) e−r2/µ2i







N.B. : Dans les expressions ci-dessus, on constate que la de´pendance en ~r de la densite´
a e´te´ omise. Ceci est justifie´ dans la matie`re nucle´aire infinie car ce milieu est homoge`ne
et isotrope et l’on a donc ρ (~r) = ρ.
L’interaction d’appariement ainsi de´finie est repre´sente´e sur la Fig. III.7 en fonction de
la distance relative des deux nucle´ons r = |~r1 − ~r2|. Pour la parame´trisation D1S, l’in-
teraction d’appariement de la forme (III.21) est inde´pendante de la densite´ du milieu ρ.
Sur les Fig. III.7(a) et III.7(b) elle est repre´sente´e par la courbe noire marque´e par des
cercles. Pour la parame´trisation D2G2, en revanche, l’interaction d’appariement de´finie
par (III.22) fait intervenir une de´pendance en densite´. Sa forme spatiale doit donc eˆtre
trace´e en tenant compte de la densite´ du milieu. Ainsi, sur la Fig. III.7(a), cinq densite´s
diffe´rentes sont e´tudie´es, ρ = 0.00ρ0, 0.25ρ0, 0.50ρ0, 0.75ρ0 et 1.00ρ0. La Fig. III.7(b) est
plus comple`te en repre´sentant l’interaction d’appariement pour 100 densite´s diffe´rentes
entre 0.00ρ0 et 1.00ρ0 par pas ∆ρ = 0.01ρ0.



























































Fig. III.7 – Forme spatiale de l’interaction d’appariement. Partie (a) : La parame´trisation
D1S est repre´sente´e en noir et marque´e par des cercles. Les courbes en couleur concernent
la parame´trisation D2G2 trace´e pour des densite´s allant jusqu’a` ρ0 par pas de ∆ρ = 0.25ρ0.
Partie (b) : Les meˆmes courbes sont reprises, mais avec un pas plus pre´cis en densite´,
∆ρ = 0.01ρ0. Sur chacune des courbes, les croix indiquent les positions des minima.
La Fig. III.7(a) montre que, pour la parame´trisation D2G2, la forme spatiale de l’in-
teraction d’appariement est tre`s sensible aux variations de densite´ du milieu. Notam-
ment, lorsque les deux nucle´ons sont en contact, la valeur de l’interaction d’appariement,
V S=0,T=112 (0), varie de −800 a` +1500 MeV quand on passe d’une densite´ nulle a` la densite´
normale ρ0.
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La Fig. III.7(b) permet de mieux visualiser l’allure de l’interaction d’appariement associe´e
a` la parame´trisation D1S. Elle pre´sente une forme de potentiel mole´culaire, de´croissant
puis croissant en fonction de r, dont le minimum a` r = 1.1 fm est repe´re´ par une croix.
Pour la parame´trisation D2G2, l’interaction d’appariement ne pre´sente jamais une telle
forme de potentiel, et ce, quelle que soit la densite´. Pour les densite´s infe´rieures a` 0.05ρ0,
elle est uniforme´ment croissante, donc avec un minimum en r = 0 fm repe´re´ par les croix
bleues sur la Fig. III.7(b). Au-dela` de cette densite´, elle devient uniforme´ment de´crois-
sante, et le minimum est rejete´ en r → +∞ ou` l’interaction d’appariement tend vers ze´ro.
Ces formes de potentiel obtenues, dans le sous-espace S=0, T=1, avec la parame´trisation
D2G2 ne sont pas adapte´es a` la description de l’appariement dans les noyaux. Notamment,
la tre`s forte attraction de −800 MeV qui apparait a` densite´ nulle lorsque les nucle´ons sont
en contact semble responsable de l’explosion des corre´lations d’appariement. Nous ex-
pliquons ainsi l’apparition d’une e´nergie d’appariement de 381.1 MeV dans l’16O. Nous
imposons donc une nouvelle contrainte sur les futures parame´trisations de l’interaction de
Gogny, qui peut eˆtre formule´e avec la condition suivante.
Condition 2. Une condition ne´cessaire pour qu’une parame´trisation ne cre´e pas d’ap-
pariement dans les noyaux magiques est que sa forme spatiale dans le sous-espace (S=0,
T=1) ne soit pas trop diffe´rente de celle de la parame´trisation D1S, et ce, quelle que soit
la densite´. Notamment, une trop forte attraction (infe´rieure a` −100 MeV) lorsque les
nucle´ons sont en contact (r = 0 fm) cre´e un appariement pathologique.
En tenant compte de cette deuxie`me condition, nous avons cre´e´ la parame´trisation D2A
pre´sente´e dans la partie suivante.
III.4 La parame´trisation D2A
Le meilleur moyen de re´pondre aux deux conditions e´tablies dans la partie pre´ce´dente
consiste a` diminuer la de´pendance en densite´ dans le sous-espace S=0, T=1. C’est ainsi
que la parame´trisation D2A a e´te´ e´labore´e. L’e´nergie potentielle correspondante est pre´-
sente´e dans chaque sous-espace S,T en fonction de l’impulsion de Fermi kF sur la Fig.
III.8. Les donne´es issues des calculs de Bethe-Brueckner-Goldstone sont symbolise´es par
des triangles (BBG) ou par des carre´s (BBG+3C) lorsque les interactions a` trois corps
sont prises en compte. La contribution de la parame´trisation D1S est en trait continu bleu,
celle de la parame´trisation D1N en trait pointille´ rouge et celle de la parame´trisation D2A
en trait continu rouge. De plus, les contributions des deux parame´trisations pre´ce´dentes
D2G1 et D2G2 ont e´te´ ajoute´es dans le sous-espace S=0, T=1. Elles permettent de bien
se rendre compte que la remonte´e obtenue, a` haute densite´, avec la parame´trisation D2A
est moins violente qu’avec les parame´trisations D2G1 ou D2G2. Ceci s’explique par la
diminution de la re´pulsion du terme densite´ dans ce sous-espace. Pour la parame´trisation
D2G1, cette re´pulsion e´tait de 1600 MeV.fm
3(1+α), pour la parame´trisation D2G2, elle a e´te´
re´duite a` 1000 MeV.fm3(1+α), et elle n’est plus que de 600 MeV.fm3(1+α) pour la pre´sente
parame´trisation D2A. Ceci rejoint la remarque pre´ce´dente selon laquelle la parame´trisa-
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tion D2A a e´te´ construite en diminuant la de´pendance en densite´ des parame´trisations
D2G1 et D2G2 dans le sous-espace S=0, T=1.

















































Fig. III.8 – Energie potentielle dans les diffe´rents sous-espaces ST pour D1S, D1N et D2A.
Les courbes obtenues avec D2G1 et D2G2 sont rappele´es dans le sous-espace S=0, T=1.
Les symboles (triangles et carre´s) correspondent a` des calculs de type Bethe-Brueckner-
Goldstone sans et avec forces a` 3 corps (BBG et BBG+3C). La ligne pointille´e repre´sente
le point de saturation kF = 1.33 fm
−1.
Dans les sous-espaces impairs, (S=0, T=0) et (S=1, T=1), le comportement de la pa-
rame´trisation D2A est plus sain que celui de la parame´trisation D1N. Dans le sous-espace
(S=0, T=0), la forte attraction observe´e, au-dela` de kF = 1.5 fm
−1, avec la parame´trisa-
tion D1N a e´te´ corrige´e. Ainsi, la parame´trisation D2A est re´pulsive a` toutes les densite´s
tout comme les pre´dictions microscopiques BBG et BBG+3C. Dans le sous-espace (S=1,
T=1), la parame´trisation D2A pre´sente une attraction ne´gligeable (de l’ordre de 100 keV
par particule) a` la densite´ de saturation, en accord avec les calculs microscopiques BBG
et BBG+3C. Elle permet donc de rectifier la tendance un peu trop attractive (de l’ordre
de 3-4 MeV par particule) de la parame´trisation D1N a` cette densite´.
Les proprie´te´s dans la matie`re nucle´aire infinie obtenues avec la parame´trisation D2A
sont compare´es a` celles calcule´es avec les parame´trisations D1S et D1N dans le Tab. III.1.
Les valeurs empiriques correspondantes sont indique´es en dernie`re colonne du tableau.
La diffe´rence principale entre les parame´trisations D1N et D2A concerne l’incompressibi-
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lite´, 230 MeV pour D1N et seulement 201 MeV pour D2A. Cette dernie`re valeur est un peu
faible et sort des limites empiriques 210-230 MeV. Pour les autres quantite´s re´pertorie´es
dans le tableau, la parame´trisation D2A reproduit correctement les valeurs empiriques.
Les e´quations d’e´tat de la matie`re neutronique calcule´es avec les parame´trisations D1N et
D2A sont tre`s similaires comme le montre la Fig. III.9. Toutes deux reproduisent correcte-
ment les pre´dictions de Friedman-Pandharipande pour les densite´s de neutron infe´rieures
















m∗/m 0.70 0.75 0.75
0.70
(±0.05)
Esym 31.1 29.3 30.0
30
(MeV ) (±2)
TAB. III.1 - Proprie´te´s de la matie`re nucle´aire
infinie. Les valeurs calcule´es avec les interac-
tions D1S, D1N et D2A sont confronte´es aux
valeurs empiriques (Val. Emp.).

















Fig. III.9 – Equation d’e´tat de la matie`re neu-
tronique calcule´e avec les interactions D1S, D1N
et D2A, et comparaison aux pre´dictions VMC
de Friedman et Pandharipande (FP) [11].
Pour valider la parame´trisation D2A, il reste a` tester ses proprie´te´s d’appariement. Ces
dernie`res sont gouverne´es par le sous-espace S=0, T=1. Dans la partie pre´ce´dente, deux
conditions ne´cessaires ont e´te´ formule´es a` propos de ce sous-espace. La Condition 1 sti-
pule que l’e´nergie potentielle ne doit pas eˆtre plus attractive, aux basses densite´s, que
la limite de´finie par les cercles sur la Fig. III.10(a). L’e´nergie potentielle calcule´e avec la
parame´trisation D2A, repre´sente´e par la courbe rouge sur la Fig. III.10(a), ve´rifie bien
cette condition. La Condition 2 demande que la forme spatiale de l’interaction d’appa-
riement V S=0,T=1(r) ne soit pas trop diffe´rente de celle obtenue avec la parame´trisation
D1S. Cette dernie`re est repre´sente´e, sur la Fig. III.10(b), par la courbe marque´e de cercles
noirs. Sur cette meˆme figure, l’interaction d’appariement obtenue avec la parame´trisation
D2A est trace´e pour diffe´rentes densite´s ρ ∈ [0, ρ0]. Deux commentaires peuvent eˆtre
faits. Le premier est que, a` toutes ces densite´s, l’interaction d’appariement de la para-
me´trisation D2A posse`de la forme d’un potentiel mole´culaire, comme la parame´trisation
D1S. En particulier, les positions des minima, indique´es par des croix, varient entre 0.6 et
1.6 fm lorsque la densite´ de´crit l’intervalle [0, ρ0]. Ces minima restent donc relativement
proches de celui donne´ par la parame´trisation D1S, rD1S = 1.1 fm, contrairement a` la
parame´trisation pre´ce´dente D2G2 qui ne donnait des minima qu’en r = 0 ou r = +∞.
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Le deuxie`me commentaire concerne l’attraction en r = 0 qui apparait a` densite´ nulle
avec la parame´trisation D2A. Celle-ci n’est plus que de l’ordre de 60 MeV a` comparer
aux 800 MeV d’attraction produits par la pre´ce´dente parame´trisation D2G2. Les crite`res
qualitatifs de la Condition 2 sont donc remplis par la nouvelle parame´trisation D2A.
Cette dernie`re, contrairement aux deux parame´trisations pre´ce´dentes D2G1 et D2G2, ne
produit plus d’appariement dans les noyaux magiques. Dans l’16O par exemple, l’e´nergie
d’appariement calcule´e avec la parame´trisation D2A est nulle.










































Fig. III.10 – Partie (a) : Courbes d’e´nergie potentielle (S=0, T=1) obtenues avec les
parame´trisations D1S et D2A, et compare´es a` la contribution marque´e par des cercles
de´finie sur la Fig. III.5. Pour chaque parame´trisation, l’e´nergie d’appariement Eapp ob-
tenue dans l’16O est pre´cise´e. Partie (b) : Forme spatiale de l’interaction d’appariement
avec les parame´trisations D1S (courbe noire marque´e par les cercles) et D2A (courbes en
couleur trace´es jusqu’a` la densite´ de saturation ρ0 par pas de ∆ρ = 0.01ρ0). Sur chacune
des courbes, les croix indiquent les positions des minima.
Une autre information importante sur l’interaction d’appariement est donne´e par l’allure
du gap d’appariement ∆F dans la matie`re nucle´aire infinie en fonction de l’impulsion de
Fermi kF . Selon l’isospin, T=0 ou T=1, ce gap peut eˆtre divise´ en deux contributions.
Pour le calcul des proprie´te´s des noyaux finis, seul l’appariement T=1 a e´te´ imple´mente´
dans nos codes base´s sur l’interaction de Gogny. Pour cette raison, nous nous limitons
ici a` l’e´tude du gap T=1 dans la matie`re nucle´aire infinie. Les re´sultats obtenus avec
les parame´trisations D1S (trait continu bleu), D1N (trait pointille´ rouge) et D2A (trait
continu rouge) sont confronte´s au gap calcule´ avec l’interaction re´aliste de Paris (trait
continu noir) sur la Fig. III.11.
Les valeurs de gap obtenues avec les parame´trisations D1S et D1N sont tre`s proches a`
toutes les densite´s. Elles atteignent la valeur maximale de 2.25− 2.30 MeV a` kF = 0.75
fm−1. La parame´trisation D2A, quant a` elle, produit un gap dont l’amplitude, de l’ordre
de 4 MeV, est presque deux fois plus grande. La structure de l’appariement est donc tre`s
diffe´rente entre les parame´trisations D1S (ou D1N) et D2A. Aux densite´s infe´rieures a`
ρ0/2, soit kF < 1.1 fm
−1, c’est la parame´trisation D1S (ou D1N) qui reproduit le mieux
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le re´sultat de l’interaction de Paris. En revanche, pour les densite´s supe´rieures a` ρ0/2,
soit kF > 1.1 fm
−1, c’est la parame´trisation D2A qui est la plus proche de l’interaction
re´aliste.




















Fig. III.11 – Gap d’appariement T=1 dans la matie`re nucle´aire en fonction de kF . Les
calculs re´alise´s avec les parame´trisations D1S, D1N, D2A et l’interaction re´aliste de Paris
sont pre´sente´s.
Si une parame´trisation de l’interaction de Gogny reproduisait, a` toutes les densite´s, le
gap d’appariement obtenu avec l’interaction re´aliste de Paris, elle ne produirait pas suffi-
samment d’appariement dans les noyaux finis. Pour obtenir suffisamment d’appariement
dans les noyaux, il est ne´cessaire que nos parame´trisations produisent un gap plus grand
que l’interaction de Paris, dans un domaine ou un autre de densite´. Pour la parame´tri-
sation D1S (ou D1N), ce domaine est celui des densite´s supe´rieures a` ρ0/2, on parlera
alors d’appariement de volume. Pour la nouvelle parame´trisation D2A, c’est aux densite´s
infe´rieures a` ρ0/2 que le gap est nettement supe´rieur a` celui de l’interaction re´aliste, on
parlera alors d’appariement de surface.
Il reste a` comprendre pourquoi cette nouvelle parame´trisation D2A donne une forme de
gap dans la matie`re nucle´aire infinie si diffe´rente de celle obtenue avec la parame´trisation
D1S (ou D1N). Pour cela, il faut revenir a` l’e´criture de l’interaction d’appariement de´finie
comme la composante S=0, T=1 de l’interaction de Gogny. Nous travaillons dans cette
the`se avec deux formes analytiques de l’interaction de Gogny, la forme (I.1) qui fuˆt la
premie`re propose´e par D. Gogny [8] et la forme (III.13) incluant un terme densite´ de
porte´e finie. Les parame´trisations D1, D1S et D1N correspondent a` la forme (I.1) de l’in-
teraction de Gogny, la parame´trisation D2A concerne, quant a` elle, la forme (III.13). Les
expressions de l’interaction d’appariement correspondantes a` ces deux formes analytiques
de l’interaction de Gogny ont de´ja` e´te´ donne´es en (III.21) et (III.22), nous les rappelons
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ci-dessous.
V S=0,T=112 (r) =
∑
i=1,2
(Wi − Bi −Hi +Mi) e−r2/µ2i : D1, D1S, D1N (III.23)
V S=0,T=112 (r) =
∑
i=1,2
(Wi − Bi −Hi +Mi) e−r2/µ2i






α : D2A. (III.24)
Les expressions (III.23) et (III.24) montrent que la parame´trisation D2A fait intervenir
dans l’interaction d’appariement un terme supple´mentaire de´pendant de la densite´. On
peut donc penser que ce dernier est responsable du bouleversement de la forme du gap
d’appariement (Fig. III.11) quand on passe de la parame´trisation D1S (ou D1N) a` la pa-
rame´trisation D2A.
La premie`re interpre´tation qui vient a` l’esprit est que, si ce terme densite´ est suffisamment
attractif, il peut cre´er une augmentation des corre´lations d’appariement et ainsi eˆtre a` l’ori-
gine de la forte valeur du gap (4 MeV) observe´e aux basses densite´s avec la parame´trisation
D2A. Cette interpre´tation doit eˆtre rejete´e car la contribution du terme densite´ de la para-
me´trisation D2A est re´pulsive dans les e´tats (S=0, T=1), (W3 −B3 −H3 +M3) = +600
MeV.fm3(α+1), et ne peut donc qu’atte´nuer l’amplitude du gap d’appariement. Les termes
responsables de la grande amplitude du gap obtenu avec la parame´trisation D2A sont
donc les deux termes Gaussiens de porte´es µ1 et µ2 inde´pendants de la densite´.










































Fig. III.12 – Gap d’appariement T=1 dans la matie`re nucle´aire en fonction de kF .
Partie (a) : Les re´sultats obtenus avec les parame´trisations D1S (cercles bleus) et D2A
(cercles rouges) sont rappele´s. Pour chacune de ces parame´trisations, la contribution des
deux termes Gaussiens, note´e µ1+µ2, est isole´e (carre´s). Pour la parame´trisation D2A, la
contribution supple´mentaire du terme densite´ de porte´e finie, note´e µ3 [ρ
α], est ajoute´e
(losanges). Partie (b) : Pour les parame´trisations D1S (en bleu) et D2A (en rouge), les
contributions se´pare´es des termes Gaussiens de porte´e µ1 (triangles avec pointe en bas)
et de porte´e µ2 (triangles avec pointe en haut) sont pre´sente´es.
100
III.4. La parame´trisation D2A
La Fig. III.12(a) confirme cette de´duction. Sur cette figure, les contributions des diffe´-
rentes parties de l’interaction ont e´te´ isole´es. Le gap d’appariement total est repre´sente´
par les cercles, de couleur bleue pour la parame´trisation D1S et de couleur rouge pour
la parame´trisation D2A. La contribution des deux termes Gaussiens inde´pendants de la
densite´ est repre´sente´e par les carre´s et est note´e symboliquement (µ1+µ2). La contribu-
tion du terme densite´, seulement pre´sente pour la parame´trisation D2A, est repe´re´e par
les losanges avec la notation µ3 [ρ
α]. Cette figure montre que, pour la parame´trisation
D2A, l’amplitude de l’attraction des termes Gaussiens (µ1 + µ2) atteint 5.5 MeV et est
responsable du gap total de 4.0 MeV. Le terme densite´ µ3 [ρ
α], bien que re´pulsif, n’est
pas suffisant pour ramener le gap a` des valeurs proches de celles obtenues avec la para-
me´trisation D1S. Notamment, aux basses densite´s, ce terme ne peut pas contribuer de
manie`re significative a` cause de sa de´pendance en ρα.
La Fig. III.12(b) comple`te la Fig. III.12(a) en montrant les contributions se´pare´es du terme
Gaussien de porte´e µ1 (triangles avec pointe en bas) et de celui de porte´e µ2 (triangles avec
pointe en haut). Cette se´paration est faite pour les deux parame´trisations, D1S (en bleu)
et D2A (en rouge). On remarque que, pour ces deux parame´trisations, c’est le terme de
grande porte´e µ2 qui est attractif, le terme µ1, au contraire, s’oppose au de´veloppement des
corre´lations d’appariement. De plus, pour le terme µ1, les deux parame´trisations donnent
des contributions tre`s semblables. En revanche, la contribution du terme µ2 est significa-
tivement modifie´e d’une parame´trisation a` l’autre. En particulier, l’attraction maximale
passe de 4.1 MeV a` 7.0 MeV de la parame´trisation D1S a` la parame´trisation D2A. Ces
diffe´rences entre les contributions des deux parame´trisations ne peuvent eˆtre cause´es par
les valeurs des porte´es µ1 et µ2. Ces dernie`res restent en effet inchange´es d’une parame´-
trisation a` l’autre, µD1S1 = µ
D2A




2 = 1.2 fm. Seules les valeurs
des combinaisons de parame`tres (W1 −B1 −H1 +M1) et (W2 −B2 −H2 +M2) peuvent
donc expliquer la modification des contributions note´es µ1 et µ2 sur la Fig. III.12(b) lors-
qu’on passe de la parame´trisation D1S a` la parame´trisation D2A. Ces combinaisons de
parame`tres sont reporte´es dans le Tab. III.2 pour les deux parame´trisations.
D1S D2A
W1 − B1 −H1 +M1 +193 +83
[MeV]
W2 − B2 −H2 +M2 -119 -141
[MeV]






Tab. III.2 – Valeurs des combinaisons line´aires de parame`tres dans le sous-espace S=0,
T=1 pour les interactions D1S et D2A.
Ce tableau montre que les combinaisons de parame`tres associe´es a` la porte´e µ2 res-
tent assez proches pour les deux parame´trisations, avec 119 MeV d’attraction pour la
parame´trisation D1S et 141 MeV pour la parame´trisation D2A, soit une diffe´rence de
141−119
(141+119)/2
≃ 17%. Les combinaisons de parame`tres associe´es a` la porte´e µ1 sont elles tre`s
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diffe´rentes d’une parame´trisation a` l’autre. La re´pulsion, e´gale a` 193 MeV pour la para-
me´trisation D1S est re´duite a` 83 MeV pour la parame´trisation D2A, soit une diminution
de 193−83
(193+83)/2
≃ 80%. Finalement, la grande amplitude du gap obtenue avec la parame´tri-
sation D2A s’explique par la re´pulsion insuffisante du terme associe´ a` la petite porte´e µ1.
Quelle est l’origine d’une telle diminution de la combinaison (W1−B1−H1+M1) quand
on passe de la parame´trisation D1S a` la parame´trisation D2A?
Le seul moyen de re´pondre a` cette question est de revenir a` la proce´dure de de´termination
des parame`tres de l’interaction (Wi, Bi, Hi,Mi)i=1,2. Plus pre´cise´ment, nous nous inte´res-
sons ici aux combinaisons de parame`tres du sous-espace S=0, T=1, (Wi−Bi−Hi+Mi)i=1,2.
Celles-ci sont de´termine´es par inversion d’un syste`me 2-2 qui met en jeu les e´le´ments de
matrice de l’interaction dans les e´tats 1s et 2s de l’oscillateur harmonique couple´s a` un
spin total nul (S=0) et a` un isospin total e´gal a` 1 (T=1). On note ces e´le´ments de ma-
trice 〈1s, 1s|V |1s, 1s〉S=0,T=1 et 〈2s, 2s|V |2s, 2s〉S=0,T=1 ou encore sous la forme ge´ne´rique
〈Ns,Ns|V |Ns,Ns〉S=0,T=1 avec N = 1, 2. Ce syste`me a` deux e´quations-deux inconnues
s’e´crit diffe´remment selon que l’interaction a la forme analytique (I.1), comme D1, D1S
ou D1N, ou la nouvelle forme (III.13) incluant un terme densite´ de porte´e finie, comme
D2A.
Avec la forme analytique (I.1), le syste`me 2-2 prend la forme (N = 1, 2) :
〈Ns,Ns|V |Ns,Ns〉S=0,T=1 = (W1 − B1 −H1 +M1) fNs (µ1) (III.25)
+ (W2 − B2 −H2 +M2) fNs (µ2) (III.26)
ou` les inconnues sont donc les combinaisons de parame`tres (W1 − B1 −H1 +M1) et
(W2 − B2 −H2 +M2). Les fonctions fNs(µ) avec N = 1, 2 ne sont autres que les inte´grales







µ2 |ϕNs (~r1)|2 |ϕNs (~r2)|2 d3r1d3r2.
Les deux e´le´ments de matrice 〈Ns,Ns|V |Ns,Ns〉S=0,T=1 avec N = 1, 2 sont varie´s jusqu’a`
ce que les proprie´te´s d’appariement dans les Etains, notamment les diffe´rences de masses
pair-impair, soient correctement reproduites. Pour la parame´trisation D1S, leurs valeurs
sont 〈1s, 1s|V |1s, 1s〉S=0,T=1 = −4.65 MeV et 〈2s, 2s|V |2s, 2s〉S=0,T=1 = −1.90 MeV.
Avec la forme (III.13) de l’interaction, ce syste`me s’e´crit (N = 1, 2) :
〈Ns,Ns|V |Ns,Ns〉S=0,T=1 = (W1 − B1 −H1 +M1) fNs (µ1) (III.27)
+ (W2 − B2 −H2 +M2) fNs (µ2) (III.28)
+ (W3 − B3 −H3 +M3) gNs (ρα, µ3) (III.29)
Le terme densite´ de porte´e finie µ3 apporte une contribution supple´mentaire aux deux
e´le´ments de matrice. Pour simplifier le proble`me, la valeur de la combinaison de parame`tres
(W3 − B3 −H3 +M3) est choisie par l’utilisateur qui peut ainsi moduler la de´pendance en
densite´ mise en jeu dans l’appariement. La fonction gNs (α, µ) avec N = 1, 2 est l’analogue













[ρα (~r1) + ρ
α (~r2)] |ϕNs (~r1)|2 |ϕNs (~r2)|2 d3r1d3r2.
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Pour obtenir des proprie´te´s d’appariement correctes, il est ne´cessaire de garder pour
les e´le´ments de matrice 〈Ns,Ns|V |Ns,Ns〉S=0,T=1 avec N = 1, 2 des valeurs proches
de celles utilise´es pour la parame´trisation D1S. Pour la parame´trisation D2A, on a
〈1s, 1s|V |1s, 1s〉S=0,T=1 = −4.55 MeV et 〈2s, 2s|V |2s, 2s〉S=0,T=1 = −1.80 MeV.
Comme le rappelle le Tab. III.2, le terme densite´ de la parame´trisation D2A est re´pulsif
dans le sous-espace S=0, T=1 (W3 − B3 −H3 +M3) = +600 MeV.fm3(α+1). Cette re´-
pulsion se retrouve dans le terme (III.29). Pour la compenser, et obtenir des e´le´ments
de matrice 〈Ns,Ns|V |Ns,Ns〉S=0,T=1 (N = 1, 2) semblables a` ceux de la parame´trisa-
tion D1S, il faut que les termes (III.27) et (III.28) fournissent une attraction supple´-
mentaire par rapport a` leurs homologues (III.25) et (III.26) de la parame´trisation D1S.
Comme l’a montre´ le Tab. III.2, c’est principalement en diminuant la re´pulsion du terme
(W1 − B1 −H1 +M1) (e´gal a` +193 MeV pour la parame´trisation D1S contre seulement
+83 MeV pour la parame´trisation D2A) que cette attraction supple´mentaire est obtenue.
Par conse´quent, lorsqu’on inclut un terme densite´ re´pulsif dans la parame´trisation D2A,
cela a pour effet de diminuer la re´pulsion du terme de porte´e µ1. Autrement dit, nous
avons remplace´ une partie de la re´pulsion du terme de porte´e µ1 par la re´pulsion du terme
densite´ de porte´e µ3. Cependant ces deux re´pulsions ne sont pas de meˆme nature, l’une
de´pend de la densite´ (ρα) et l’autre pas. Ainsi, alors que la re´pulsion du terme de porte´e
µ1 est active de`s les basses densite´s, celle du terme de porte´e µ3 est fortement atte´nue´e
dans le domaine des faibles densite´s par le facteur ρα. Dans le cas de la parame´trisation
D2A, ceci explique que, aux basses densite´s, la re´pulsion apporte´e par le terme de porte´e
µ3, qui vient s’ajouter a` la re´pulsion du terme de porte´e µ1, ne soit pas suffisante pour
contre-balancer l’attraction du terme de porte´e µ2. L’amplitude du gap devient alors bien
plus grande que celle obtenue avec la parame´trisation D1S.
Le moyen le plus simple de re´duire l’amplitude du gap obtenu avec la parame´trisation
D2A consiste a` diminuer la re´pulsion du terme de´pendant de la densite´. On construit
donc 4 parame´trisations, D2(+300), D2(+000), D2(-300) et D2(-600), a` partir de la pa-
rame´trisation D2A en diminuant progressivement la re´pulsion de la combinaison line´aire
(W3 −B3 −H3 +M3) associe´e au terme densite´. Celle-ci valait +600 MeV.fm3(α+1) pour
la parame´trisation D2A, elle ne vaut plus que +300 MeV.fm3(α+1) pour l’interaction
D2(+300), et ainsi de suite jusqu’a` une attraction de -600 MeV.fm3(α+1) pour l’interaction
D2(-600).
D2A D2(+300) D2(+000) D2(-300) D2(-600)
W1 − B1 −H1 +M1 +83 +153 +223 +293 +363
[MeV]
W2 − B2 −H2 +M2 -141 -144 -148 -152 -156
[MeV]
W3 − B3 −H3 +M3 +600 +300 +000 -300 -600
[MeV.fm3(α+1)]
Tab. III.3 – Valeurs des combinaisons line´aires de parame`tres dans le sous-espace S=0,
T=1 pour les interactions D2A, D2(+300), D2(+000), D2(-300) et D2(-600).
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Le Tab. III.3 montre de quelle fac¸on se re´ajustent les combinaisons (W1 − B1 −H1 +M1)
et (W2 −B2 −H2 +M2) quand on re´sout le syste`me 2-2 pre´ce´dent pour ces diffe´rentes
valeurs de la combinaison (W3 − B3 −H3 +M3).
On constate que, lorsqu’on de´crit les valeurs de +600, +300, +000, −300 et −600
(en MeV.fm3(α+1)) pour la combinaison (W3 − B3 − H3 + M3), la combinaison (W2 −
B2 − H2 + M2) varie de 156−141(156+141)/2 ≃ 10%, donc relativement peu. La combinaison
(W1 −B1 −H1 +M1), par contre, augmente fortement, de 363−83(363+83)/2 ≃ 125%. Le syste`me
se re´arrange donc de fac¸on a` ce que, lorsqu’on diminue la re´pulsion du terme densite´, on
augmente celle du terme de porte´e µ1. Autrement dit, en passant de la parame´trisation
D2A a` la parame´trisation D2(-600), on remplace progressivement la re´pulsion du terme
densite´ par celle du terme de porte´e µ1. Cependant, comme il a de´ja` e´te´ mentionne´, la
re´pulsion du terme de porte´e µ1 peut agir dans le domaine des basses densite´s et contrer
efficacement l’attraction du terme de porte´e µ2, ce que ne pouvait pas faire le terme den-
site´ de porte´e µ3. On s’attend donc a` voir l’amplitude du gap diminuer progressivement
quand on passe de la parame´trisation D2A a` la parame´trisation D2(-600). C’est bien cet
effet que montre la Fig. III.13.





















Fig. III.13 – Gap d’appariement T=1 dans la matie`re nucle´aire en fonction de kF . Les
calculs re´alise´s avec les parame´trisations D2A, D2(+300), D2(+000), D2(-300) et D2(-600)
sont pre´sente´s.
Sur cette figure, les gaps d’appariement T=1 obtenus avec les parame´trisations D2A,
D2(+300), D2(+000), D2(-300) et D2(-600) sont repre´sente´s en fonction de l’impulsion de
Fermi kF . L’amplitude du gap qui atteint 4.05 MeV avec la parame´trisation D2A, n’est
plus que de 2.30 MeV avec la parame´trisation D2(+000). La parame´trisation D2(+000),
en affectant une intensite´ nulle dans le sous-espace S=0, T=1, (W3−B3−H3+M3) = 0,
au terme de´pendant de la densite´, permet donc de retrouver une amplitude de gap proche
de celle obtenue avec la parame´trisation D1S. Avec la dernie`re parame´trisation D2(-600),
l’amplitude du gap est re´duite jusqu’a` 1.00 MeV a` cause de la tre`s forte re´pulsion du
terme de porte´e µ1, (W1 − B1 −H1 +M1) = +363 MeV.
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Les diffe´rentes parame´trisations D2A, ..., D2(-600), construites en faisant varier la combi-
naison de parame`tres (W3−B3−H3+M3) de +600 a` −600 MeV.fm3(α+1), montrent que
cette combinaison de parame`tres permet de controˆler efficacement la forme du gap dans la
matie`re nucle´aire, et en particulier son amplitude. Ce re´sultat constitue un guide pre´cieux
pour orienter la recherche de nouvelles parame´trisations, comme la parame´trisation D2B
pre´sente´e dans la partie suivante.
III.5 La parame´trisation D2B
La parame´trisation pre´ce´dente D2A produit un appariement que nous avons qualifie´ de
surface. Ce qualificatif traduisait la forme du gap dans la matie`re nucle´aire qui e´tait tre`s
pique´e (4.0 MeV) aux basses densite´s. Avec la parame´trisation D2B, nous souhaitons reve-
nir a` une forme de gap proche de celle obtenue avec la parame´trisation D1S. L’amplitude
du gap est alors de l’ordre de celle calcule´e avec l’interaction re´aliste de Paris (autour de
2.30 MeV). En revanche, le gap devient supe´rieur a` celui obtenu avec l’interaction re´aliste
autour de kF = 1.33 fm
−1, ce qui correspond a` des densite´s voisines de ρ0 = 0.16 fm−3
typiques du coeur ou du volume du noyau. La parame´trisation D1S se caracte´rise donc
plutoˆt par un appariement dit de volume.
La parame´trisation D2B pre´sente une contribution re´pulsive relativement faible du terme
densite´ dans le sous-espace (S=0, T=1), (W3 − B3 −H3 +M3) = +200 MeV.fm3(α+1). La
forme du gap d’appariement qu’elle produit dans la matie`re nucle´aire est pre´sente´e, en
trait continu rouge, sur la Fig. III.14. Elle est compare´e aux gaps obtenus avec l’interac-
tion re´aliste de Paris (trait continu noir), la parame´trisation D1S (trait continu bleu) et
la parame´trisation D2A (trait pointille´ rouge).




















Fig. III.14 – Gap d’appariement T=1 dans la matie`re nucle´aire en fonction de kF . Les
calculs re´alise´s avec les parame´trisations D1S, D2A, D2B et l’interaction re´aliste de Paris
sont pre´sente´s.
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Avec la parame´trisation D2B, on retrouve bien une forme de gap tre`s similaire a` celle
obtenue avec la parame´trisation D1S. On peut noter, malgre´ tout, une amplitude un peu
plus forte avec la parame´trisation D2B, 2.71 MeV contre 2.26 MeV avec la parame´trisation
D1S. Si on avait souhaite´ reproduire exactement la forme du gap de la parame´trisation
D1S, il suffisait de choisir (W3 − B3 −H3 +M3) = 0. Nous avons pre´fe´re´ affecter une le´-
ge`re re´pulsion de +200 MeV.fm3(α+1) a` cette combinaison de parame`tres pour obtenir un
meilleur comportement de l’e´nergie potentielle dans les sous-espaces (S, T) de la matie`re
nucle´aire. Ces sous-espaces sont pre´sente´s sur la Fig. III.15. Cette figure permet de com-
parer les e´nergies potentielles calcule´es avec les parame´trisations D1S, D1N et D2B. Ces
re´sultats sont e´galement confronte´s a` un calcul microscopique [58] base´ sur la me´thode de
Bethe-Brueckner-Goldstone. Ce dernier calcul a e´te´ re´alise´ avec l’interaction re´aliste AV14
seule (courbe avec triangles note´e BBG) a` laquelle peut aussi eˆtre ajoute´e une interaction
a` trois corps (courbe avec carre´s note´e BBG+3C).













































Fig. III.15 – Energie potentielle dans les diffe´rents sous-espaces ST pour D1S, D1N
et D2B. Les symboles (triangles et carre´s) correspondent a` des calculs de type Bethe-
Brueckner-Goldstone sans et avec forces a` 3 corps (BBG et BBG+3C). La ligne pointille´e
repre´sente le point de saturation kF = 1.33 fm
−1.
Dans le sous-espace singulet-impair (S=0, T=0), les calculs microscopiques BBG et
BBG+3C pre´disent une e´nergie potentielle re´pulsive a` toutes les densite´s. La parame´-
trisation D1N s’oppose a` ces pre´dictions en produisant une e´nergie potentielle fortement
attractive au-dela` de kF = 1.5 fm
−1, soit ρ = 1.4ρ0. Avec la parame´trisation D2B, cette at-
traction n’apparait qu’a` des densite´s plus e´leve´es, au-dela` de kF = 2.8 fm
−1 soit ρ = 9.3ρ0.
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A de telles densite´s, de l’ordre de 10ρ0, la dynamique des quarks entre en jeu, et les nu-
cle´ons ne peuvent plus eˆtre choisis comme les seuls degre´s de liberte´ de la the´orie. Les
hypothe`ses de base de notre calcul ne sont alors plus ve´rifie´es. Notre calcul est seulement
valable jusqu’a` des densite´s de l’ordre de 5ρ0, ce qui correspond a` kF < 2.3 fm
−1. Dans
ce domaine de densite´s, l’e´nergie potentielle calcule´e avec la parame´trisation D2B reste
re´pulsive, en accord avec les pre´dictions microscopiques BBG et BBG+3C.
Dans le sous-espace triplet-impair (S=1, T=1), le principal de´faut de la parame´trisation
D1N concerne l’attraction un peu trop grande, 3.5 MeV par particule, qui apparait aux
densite´s voisines de la densite´ normale. Les calculs microscopiques BBG et BBG+3C pre´-
disent au plus une attraction de 0.5 MeV. La parame´trisation D2B, avec une attraction
maximale de 0.3 MeV, reproduit mieux ces re´sultats microscopiques.
Dans le sous-espace singulet-pair (S=0, T=1), la parame´trisation D2B produit une courbe
d’e´nergie potentielle tre`s proche de celles des parame´trisations D1S et D1N. Cette pro-
prie´te´ s’explique par la tre`s faible intensite´ de la de´pendance en densite´ introduite par la
parame´trisation D2B dans ce sous-espace. Les courbes obtenues avec les trois parame´trisa-
tions, D1S, D1N et D2B, sont e´galement en bon accord avec les pre´dictions microscopiques
BBG n’incluant pas l’effet des interactions a` trois corps.
Dans le sous-espace triplet-pair (S=1, T=0), l’e´nergie potentielle calcule´e avec la para-
me´trisation D1S ou D1N suit la tendance des calculs microscopiques BBG et BBG+3C
jusqu’a` kF ≃ 1.33 fm−1, soit a` peu pre`s la densite´ normale ρ0. La parame´trisation D2B
permet de reproduire les valeurs microscopiques jusqu’a` des densite´s plus e´leve´es corres-
pondant a` kF = 1.5 fm




ρ0 0.161 0.163 0.163
0.17
(fm−3) (±0.02)
E0/A -15.96 -15.97 -16.00
-16
(MeV ) (±1)
K∞ 230 201 209
220
(MeV) (±10)
m∗/m 0.75 0.75 0.74
0.70
(±0.05)
Esym 29.3 30.0 31.1
30
(MeV ) (±2)
TAB. III.4 - Proprie´te´s de la matie`re nucle´aire
infinie. Les valeurs calcule´es avec les interac-
tions D1N, D2A et D2B sont confronte´es aux
valeurs empiriques (Val. Emp.).

















Fig. III.16 – Equation d’e´tat de la matie`re neu-
tronique calcule´e avec les interactions D1S, D1N
et D2B, et comparaison aux pre´dictions VMC
de Friedman et Pandharipande (FP) [11].
Les principales proprie´te´s de la parame´trisation D2B dans la matie`re nucle´aire sont compa-
re´es a` celles des parame´trisations D1N et D2A dans le Tab. III.4. Les valeurs empiriques
107
III.5. La parame´trisation D2B
sont re´pertorie´es dans la colonne intitule´e ”Val. Emp.”. Dans cette colonne, l’intervalle
d’incompressibilite´ 210-230 MeV est issu de l’e´tude de l’e´nergie des vibrations monopo-
laires dans les noyaux [43]. Avec une incompressibilite´ de 209 MeV, la parame´trisation
D2B est plus proche de cet intervalle que ne l’e´tait la parame´trisation D2A dont l’incom-
pressibilite´ de 201 MeV e´tait un peu faible. La masse effective de 0.74 obtenue avec la
nouvelle parame´trisation D2B est semblable a` celles calcule´es avec les parame´trisations
D1N et D2A. L’e´nergie de syme´trie calcule´e avec la parame´trisation D2B est un peu plus
forte qu’avec les deux autres parame´trisations, 31.1 MeV contre 30.0 MeV pour la para-
me´trisation D2A et 29.3 MeV pour la parame´trisation D1N.
Sur la Fig. III.16, l’e´quation d’e´tat de la matie`re neutronique est pre´sente´e pour les para-
me´trisations D1S, D1N et D2B. Le calcul variationnel de Friedman-Pandharipande (FP)
base´ sur l’interaction re´aliste UV14 est e´galement repre´sente´. Pour les densite´s comprises
entre ρ0/2 et ρ0, la parame´trisation D2B est moins pre´cise que la parame´trisation D1N
pour reproduire l’e´quation d’e´tat du calcul variationnel. Par contre, au-dela` de ρ0, la
parame´trisation D2B donne une e´quation d’e´tat capable de suivre la remonte´e raide de
la courbe de Friedman-Pandharipande (FP). La parame´trisation D1N produit une pente
trop douce dans ce domaine des hautes densite´s, et sous-estime les re´sultats du calcul
variationnel.










































Fig. III.17 – Partie (a) : Courbes d’e´nergie potentielle (S=0, T=1) obtenues avec les
parame´trisations D1S et D2B, et compare´es a` la contribution marque´e par des cercles
de´finie sur la Fig. III.5. Pour chaque parame´trisation, l’e´nergie d’appariement Eapp ob-
tenue dans l’16O est pre´cise´e. Partie (b) : Forme spatiale de l’interaction d’appariement
avec les parame´trisations D1S (courbe noire marque´e par les cercles) et D2B (courbes en
couleur trace´es jusqu’a` la densite´ de saturation ρ0 par pas de ∆ρ = 0.01ρ0). Sur chacune
des courbes, les croix indiquent les positions des minima.
Nous terminons la pre´sentation de la parame´trisation D2B en pre´cisant ses proprie´te´s
dans le sous-espace S=0, T=1. Dans ce sous-espace, deux conditions ne´cessaires ont e´te´
e´nonce´es pour obtenir un appariement re´aliste. La Condition 1 qui recquiert que, aux
densite´s infe´rieures a` la densite´ normale, l’e´nergie potentielle ne soit pas plus attractive
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que la limite symbolise´e par les cercles sur la Fig. III.17(a) est bien ve´rifie´e par la parame´-
trisation D2B (courbe rouge). La Condition 2 concerne la forme spatiale de l’interaction
d’appariement qui doit garder l’allure d’un potentiel mole´culaire dont le minimum est situe´
autour de r = 1.0 fm. Pour la parame´trisation D1S, symbolise´e par des cercles sur la Fig.
III.17(b), le minimum se trouve en r = 1.1 fm. La parame´trisation D2B, repre´sente´e pour
des densite´s allant jusqu’a` la densite´ normale ρ0, reproduit bien l’allure d’un potentiel
mole´culaire dont le minimum de´crit l’intervalle 0.8-1.4 fm. Cet intervalle est plus restreint
que dans le cas de la parame´trisation D2A pour laquelle le minimum variait entre 0.6
et 1.6 fm. Les positions des minima sont, en effet, moins disperse´es avec la parame´trisa-
tion D2B car elle inte`gre une de´pendance en densite´ plus faible dans le sous-espace (S=0,
T=1), (W3 − B3 −H3 +M3) = +200 MeV.fm3(α+1) contre +600 MeV.fm3(α+1) pour la
parame´trisation D2A.
La parame´trisation D2B ve´rifie donc bien les deux conditions ne´cessaires pre´ce´demment
e´tablies et donne une e´nergie d’appariement nulle dans les noyaux magiques. Sur la Fig.
III.17(a), il est indique´ que, pour l’16O, l’e´nergie d’appariement obtenue avec la parame´-
trisation D2B est de Eapp = 0.4 10
−6 MeV.
III.6 Parame`tres de Landau
Dans les noyaux rigides, les e´tats collectifs de basse e´nergie ainsi que certaines re´sonances
ge´antes peuvent eˆtre interpre´te´s comme des vibrations harmoniques du syste`me. Pour
de´crire ces vibrations de faible amplitude, la me´thode de la Random Phase Approximation
(RPA) reste la plus approprie´e. Les e´quations de la RPA se de´duisent de la line´arisation
des e´quations Hartree-Fock de´pendant du temps par rapport a` de faibles variations de
la matrice densite´. Dans la matie`re nucle´aire infinie, et a` la limite des grandes longueurs
d’onde, D. Gogny et R. Padjen [131] ont montre´ que ces e´quations se re´duisent aux
e´quations de transport de Landau [132]. Ces auteurs ont ainsi pu de´terminer les parame`tres
de la the´orie de Landau a` partir de l’interaction nucle´aire effective. Nous reprenons ici
leur e´tude des parame`tres de Landau avec les parame´trisations D1S, D1N, D2A et D2B
de l’interaction de Gogny.
Dans un syste`me de nucle´ons, l’interaction re´siduelle entre les quasi-particules de Landau
est conventionnellement [133, 134] note´e
V (~k,~k′) = N−1 {F(θ) + G(θ)~σ1 · ~σ2 + F ′(θ)~τ1 · ~τ2 + G′(θ)~σ1 · ~σ2 ~τ1 · ~τ2} ,
ou` ~k, ~k′ sont les vecteurs d’onde des deux quasi-particules en interaction a` la surface de
Fermi (|~k| = |~k′| = kF ), N = 2m∗kF~2π2 est la densite´ d’e´tats a` la surface de Fermi, et F , G,
F ′, G′ sont des fonctions sans dimension de l’angle θ entre les vecteurs ~k et ~k′. Chacune




FlPl(cos θ), G(θ) =
∞∑
l=0
GlPl(cos θ), F ′(θ) =
∞∑
l=0




Les coefficients de ces de´veloppements, Fl, Gl, F ′l et G′l, sont appele´s parame`tres de Landau.
Pour faire re´fe´rence a` ces parame`tres, nous pre´fe´rons utiliser ici la notation F STl , introduite
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par D. Gogny et R. Padjen [131], avec S le spin et T l’isospin de la paire particule-trou.
Les relations de correspondance entre les deux notations sont les suivantes :
F 00l ≡ Fl , F 10l ≡ Gl , F 01l ≡ F ′l , F 11l ≡ G′l .
Diffe´rentes quantite´s physiques, la masse effective m∗, l’incompressibilite´ K ou encore







F 001 , K = 3
~2k2F
m∗
(1 + F 000 ), aτ =
~2k2F
6m∗
(1 + F 010 ).
La masse effective, en particulier, est comple`tement de´termine´e par le parame`tre F 001 .
Les valeurs des masses effectives obtenues, a` la densite´ normale ρ0, avec les parame´trisa-
tions D1N, D2A et D2B sont tre`s proches, (m∗/m)D1N ≃ (m∗/m)D2A ≃ (m∗/m)D2B ≃
0.75. Par conse´quent, on s’attend a` ce que les valeurs du parame`tre F 001 calcule´es avec ces
trois parame´trisations restent tre`s voisines. Les valeurs des parame`tres de Landau pre´sen-
te´es dans le Tab. III.5 confirment cette pre´vision, avec (F 001 )
D1N ≃ (F 001 )D2A ≃ (F 001 )D2B.
Avec la parame´trisation D1S, la valeur de ce parame`tre est le´ge`rement plus ne´gative,
(F 001 )
D1S = −0.909, du fait de sa masse effective plus faible, (m∗/m)D1S ≃ 0.70.
Le meˆme type de raisonnement permet d’expliquer les valeurs des parame`tres de Landau
F 000 et F
01
0 a` partir des valeurs de l’incompressibilite´ K et de l’e´nergie de syme´trie aτ
obtenues avec les diffe´rentes parame´trisations, D1S, D1N, D2A ou D2B. Pour chacune
de ces parame´trisations, l’incompressibilite´ et l’e´nergie de syme´trie restent d’ailleurs com-
prises dans des intervalles relativement restreints, K ∈ [200; 230] MeV et aτ ∈ [28; 32]
MeV. C’est la raison pour laquelle les valeurs des parame`tres F 000 et F
01
0 varient peu
d’une parame´trisation a` l’autre. En revanche, les parame`tres de Landau F 100 et F
11
0 ne
sont pas directement relie´s a` des grandeurs physiques sur lesquelles les parame´trisations











D1S -0.369 +0.466 +0.743 +0.631 -0.909 -0.162 -0.638
D1N -0.243 +0.760 +0.793 +0.376 -0.757 0.203 1.136
D2A -0.328 +0.171 +0.803 +0.903 -0.760 0.200 -1.723
D2B -0.307 +0.198 +0.849 +0.962 -0.785 0.014 -2.109
Valeurs +0.1 +1.15 +0.7 +1.45 -0.6
empiriques [136] [137, 138] [136] [137, 138] [137, 138]








1 , et des re`gles
de somme, S1 et S2, calcule´es avec les parame´trisations D1S, D1N, D2A et D2B. Pour les
parame`tres de Landau, les valeurs empiriques [136, 137, 138] sont e´galement indique´es.
Dans le Tab. III.5, nous avons e´galement indique´ les valeurs empiriques des para-
me`tres de Landau. Ces dernie`res ont e´te´ de´termine´es par J. Speth, L. Zamick et P. Ring
[136, 137, 138] a` partir des caracte´ristiques expe´rimentales (e´nergies d’excitation, probabi-
lite´s de transition, ...) des e´tats collectifs mesure´s dans le 208Pb. Pour le parame`tre F 000 , les
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diffe´rentes parame´trisations, D1S, D1N, D2A ou D2B, sous-estiment la valeur empirique
(+0.1). Pour retrouver cette valeur, il faudrait que les incompressibilite´s obtenues avec ces
parame´trisations soient supe´rieures a` 300 MeV, ce qui serait incompatible avec l’intervalle
K ∈ [210; 230] MeV de´termine´ par Blaizot et al. [43] a` partir des vibrations monopolaires
dans les noyaux. Pour les parame`tres de Landau F 010 et F
00
1 , en relation avec l’e´nergie de
syme´trie et la masse effective, les valeurs empiriques sont semi-quantitativement repro-
duites par les quatre parame´trisations. Enfin, pour les parame`tres F 100 et F
11
0 , les valeurs
the´oriques obtenues de´pendent beaucoup de la parame´trisation utilise´e. Pour F 100 , c’est la
parame´trisation D1N qui se rapproche le plus de la valeur empirique (+1.15). Pour F 110 ,
ce sont les parame´trisations D2A et D2B qui reproduisent le mieux l’estimation empi-
rique (+1.45). En outre, ce dernier parame`tre F 110 influence de manie`re significative, en
particulier dans le 208Pb, l’intensite´ et l’e´nergie de la re´sonance de Gamow-Teller [139].
Il semblerait donc que les deux parame´trisations D2A et D2B permettent une meilleure
description de cette re´sonance, mais cette conjecture doit eˆtre confirme´e par un calcul
RPA complet.
Le principe d’exclusion de Pauli impose que l’amplitude de diffusion d’une paire particule-
trou soit antisyme´trique dans l’e´change des deux quasiparticules entrantes ou sortantes.
Cette condition d’antisyme´trie permet de construire deux re`gles de somme [134, 140, 141]





1 + F 00l /(2l + 1)
+
F 10l
1 + F 10l /(2l + 1)
+
F 01l
1 + F 01l /(2l + 1)
+
F 11l














1 + F 01l /(2l + 1)
+
9F 11l
1 + F 11l /(2l + 1)
.
Ces re`gles de somme projettent respectivement sur les sous-espaces triplet-impair et
singulet-impair (en couplage particule-particule), et elles assurent que l’amplitude de dif-
fusion de deux quasiparticules sur un meˆme e´tat d’impulsion ~k s’annule pour les ondes
partielles impaires [134]. Dans l’he´lium liquide, une seule re`gle de somme [142, 143, 144]
s’applique car c’est seulement dans le sous-espace triplet que deux atomes d’3He peuvent
former des e´tats de parite´ impaire. Les re`gles de somme ne concernent pas les e´tats de
parite´ paire puisque la diffusion de deux fermions sur un meˆme e´tat d’impulsion ~k n’est
pas interdite pour l’onde partielle S.
Les valeurs des expressions S1 et S2, calcule´es avec les parame´trisations D1S, D1N, D2A
et D2B, sont reporte´es dans le Tab. III.5. La premie`re re`gle de somme se trouve bien
ve´rifie´e avec toutes les parame´trisations, et plus particulie`rement avec la parame´trisation
D2B pour laquelle SD2B1 = 0.014. La deuxie`me re`gle de somme est, en revanche, moins
pre´cise´ment reproduite par les diffe´rentes parame´trisations.
Nous nous inte´ressons enfin aux conditions de stabilite´ e´tablies par Migdal [135],
F STl > −(2l + 1) ,
qui doivent eˆtre ve´rifie´es pour l = 0, 1, ..,∞ et ST = 00, 10, 01, 11. Le parame`tre de
Landau F ST0 , calcule´ avec les parame´trisations D1S, D1N, D2A et D2B, est repre´sente´ en
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fonction de la densite´ sur la Fig. III.18. Pour ce dernier, la condition de stabilite´ s’e´crit
simplement F ST0 > −1.
A la densite´ de saturation ρ = ρ0, repe´re´e par des fle`ches, cette condition se trouve ve´rifie´e










D1S D1N D2A D2B
ST=00 ST=10
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/ 0
ST=11
Fig. III.18 – Parame`tre de Landau F ST0 repre´sente´ en fonction de la densite´, dans chacun
des sous-espaces ST. Ces re´sultats ont e´te´ obtenus, dans la matie`re nucle´aire syme´trique,
avec les parame´trisations D1S, D1N, D2A et D2B.
Aux basses densite´s, ρ < ρ0, la condition de stabilite´ n’est pas ve´rifie´e dans le sous-
espace ST=00. Cette instabilite´ apparait avec toutes les parame´trisations, aux densite´s
ρ ≤ 0.6ρ0. De nature isoscalaire, elle est domine´e par des fluctuations de la densite´ totale
et peut donc eˆtre interpre´te´e comme une transition de phase liquide-gaz (instabilite´ spi-
nodale) [145, 146, 147].
Aux densite´s supe´rieures a` la densite´ normale, ρ > ρ0, des instabilite´s peuvent se de´-
velopper avec les parame´trisations D1S, D1N et D2A. Pour chaque parame´trisation, on
notera ρc la densite´ a` laquelle apparait la premie`re instabilite´. Avec la parame´trisation
D1S, la premie`re instabilite´ se produit dans le sous-espace ST=01, a` ρD1Sc = 3.4ρ0. Avec la
parame´trisation D1N, elle apparait de`s ρD1Nc = 2.5ρ0, dans le sous-espace ST=11. La pa-
rame´trisation D2A repousse cette instabilite´ a` ρD2Ac = 5.1ρ0, dans le sous-espace ST=01.
Enfin, la parame´trisation D2B ne pre´dit aucune instabilite´ au-dela` de la densite´ normale.
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Les parame´trisations ou` le terme densite´ de l’interaction est de porte´e finie fournissent
donc une matie`re nucle´aire plus stable a` haute densite´ que les parame´trisations classiques
D1S et D1N. En particulier, la matie`re nucle´aire homoge`ne syme´trique non-magne´tique
(spin total nul) est stable a` toutes les densite´s ρ > ρ0 avec la parame´trisation D2B.
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Chapitre IV
Proprie´te´s des noyaux finis avec les
parame´trisations D2A et D2B
Les proprie´te´s des noyaux finis auxquelles nous allons nous inte´resser dans ce chapitre
sont leur e´nergie de liaison, leur rayon de charge, leur de´formation, leur moment d’inertie.
Ces diffe´rentes proprie´te´s seront calcule´es a` l’approximation Hartree-Fock-Bogoliubov en
syme´trie axiale.
Tout calcul Hartree-Fock-Bogoliubov fait intervenir deux types de champ, le champ moyen
et le champ d’appariement. Ces champs sont construits a` partir d’une interaction nucle´aire
effective donne´e, l’interaction de Gogny dans notre cas. Leur expression de´pend donc de
la forme analytique de cette interaction.
Avec la forme (I.1) de l’interaction de Gogny, les expressions de ces champs ont de´ja` e´te´
de´veloppe´es. Elles ont e´te´ imple´mente´es par M. Girod dans le code de calcul AMEDEE.
Avec la nouvelle forme (III.13) de l’interaction, le terme densite´ de porte´e finie doit eˆtre
pris en compte dans le calcul des champs moyen et d’appariement. Les expressions alors
obtenues pour ces champs sont de´veloppe´es en Annexe C. Programmer ces expressions
dans le code AMEDEE, tout en optimisant au maximum le temps de calcul, s’est re´ve´le´
un ve´ritable proble`me en soi. Mon approche face a` cette proble´matique est expose´e dans
la partie suivante.
IV.1 Algorithme de calcul des champs avec un terme
densite´ de porte´e finie
IV.1.1 Position du proble`me
La me´thode de Hartree-Fock-Bogoliubov est une ge´ne´ralisation imme´diate de celle de
Hartree-Fock. L’e´tat fondamental du syste`me, |0˜〉, est de´crit comme le produit antisym-
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avec |0〉 : le vide de particules,







ou` : ◦ c+a , ca sont les ope´rateurs de cre´ation et de destruction
d’une particule dans l’e´tat |a〉,
◦ c+a , ca sont les ope´rateurs obtenus par renversement du
sens du temps a` partir de c+a , ca,
◦ Uµa, Vµa sont les coefficients de la transformation entre
les ope´rateurs de particules et de quasi-particules.
Les coefficients Uµa et Vµa de la transformation sont de´termine´s de manie`re ite´rative, sur
la base d’un principe de minimisation. Ce principe de minimisation est a` l’origine des
e´quations de Hartree-Fock-Bogoliubov qui sont re´solues a` chaque ite´ration. Lorsque leurs
solutions, qui ne sont autres que les coefficients Uµa et Vµa, ne varient plus d’une ite´ration
a` l’autre, le programme informatique s’arreˆte. On parle alors de convergence vers des so-
lutions auto-cohe´rentes.
Pour atteindre ce re´sultat auto-cohe´rent, jusqu’a` 300 ou 400 ite´rations peuvent eˆtre ne´ces-
saires dans certains cas. A chacune de ces ite´rations, les matrices U et V des coefficients
de la transformation sont modifie´es et les matrices ρ et κ de´finies par (cf. Annexe C) :
ρ = V TV = I− UTU, κ = UTV = V TU
doivent donc eˆtre recalcule´es. Il en est de meˆme pour les diffe´rents champs explicite´s en
Annexe C, Γac, ∂Γac, ∂∆ac et ∆ac.
Conside´rons par exemple la partie e´change du champ Γac dans le cas ma = mc = m de




〈mνa m′νb|G(r)F [ρ]|m′νd mνc〉Rqsm′νdνb , (IV.1)





(M +H − (B +W )δqq′)Θ(m′ + s)ρq′m′+sm′νd,m′νb
+ (M − Bδqq′)Θ(m′ − s)ρq′m′−sm′νd,m′νb
]
.
Pour la partie spatiale de l’interaction (C.1), de´finie par le produit G(r)F [ρ], nous e´tu-
dions deux cas,
• G(r) = e−r2/p2, F [ρ] = 1 et





IV.1. Algorithme de calcul des champs avec un terme densite´ de porte´e finie
IV.1.1.1 Cas G(r) = e−r
2/p2, F [ρ] = 1
L’expression comple`te de l’interaction (C.1) prend dans ce cas la forme
v̂12 = (W +BP̂σ −HP̂τ −MP̂σP̂τ )e−r2/p2. (IV.2)
Selon la relation (C.158), l’e´le´ment de matrice de l’interaction s’exprime alors tre`s sim-
plement :










〈00, 00|G|m′ −m νµ, m−m′ νµ′〉,
et 〈00, 00|G|mµ νµ, mµ′ νµ′〉 est explicite´ en (C.175).





La quantite´ Imνaνc,m′νbνd, qui repre´sente l’e´le´ment de matrice de l’interaction, est ici inde´-
pendante de la matrice densite´ ρ. Par conse´quent, meˆme si, d’une ite´ration a` l’autre du
programme, la matrice densite´ ρ est modifie´e, la valeur de Imνaνc,m′νbνd n’en sera pas af-
fecte´e. En d’autres termes, la quantite´ Imνaνc,m′νbνd peut eˆtre calcule´e une fois pour toutes
en de´but de programme et sa valeur restera inchange´e au cours des ite´rations. Par contre,
le terme de champ Γ[1]qΩ=m+smνa,mνc (E) doit eˆtre recalcule´ a` chaque ite´ration car il de´pend de
la matrice densite´ ρ a` travers le terme Rqsm′νdνb. Dans le calcul de ce terme de champ, la
somme se concre´tise nume´riquement par une boucle sur les indices m′, νb et νd. Cette
boucle s’inse`re elle-meˆme au sein d’une autre boucle plus externe sur les indices m, νa, νc,
q et s. Les boucles a` de´crire a` chaque ite´ration pour recalculer le champ Γ[1]qΩ=m+smνa,mνc (E)
font donc intervenir les indices q, s, m, νa, νc, m
′, νb et νd.
IV.1.1.2 Cas G(r) = e−r




La forme comple`te de l’interaction (C.1) est ici




L’e´quation (C.68) donne la forme ge´ne´rale des e´le´ments de matrice de cette interaction.
On en de´duit l’expression de l’e´le´ment de matrice particulier suivant
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Avec cette expression de l’e´le´ment de matrice de l’interaction, le terme de champ (IV.1)













La distribution spatiale de la densite´ ρ(r˜) et la quantite´ Rqsm′νdνb de´pendent de la matrice
densite´ ρ et devront donc eˆtre recalcule´es a` chaque ite´ration. La quantite´ Jmνaνc,m′νbνd(r˜),
en revanche, ne fait pas intervenir la matrice densite´, sa valeur ne sera donc pas modifie´e
au cours des ite´rations.
L’inte´grale sur r˜ = (r⊥, z) est approxime´e nume´riquement par une somme sur les points









Les valeurs des points de Laguerre-Gauss et de Hermite-Gauss, r⊥i et zj , ainsi que des
ponde´rations associe´es, vi et wj, sont donne´es dans le livre de Abramowitz-Stegun [148].














Lmνaνc,m′νbνd(r⊥i, zj)Rqsm′νdνb(r⊥i, zj), (IV.5)
ou` l’on a de´fini, Lmνaνc,m′νbνd(r⊥i, zj) = π viwj r⊥ier⊥iez
2
j Jmνaνc,m′νbνd(r⊥i, zj),




A chaque ite´ration, le calcul du terme de champ Γ[1]qΩ=m+smνa,mνc (E) ne´cessite donc de re´aliser
une boucle sur chacun des indices q, s, m, νa, νc, m
′, νb, νd, i et j. Ces diffe´rentes boucles
sont repre´sente´es sche´matiquement sur la Fig. IV.1(b). Les indices q et s correspondant
a` l’isospin et au spin ne peuvent prendre que deux valeurs −1/2 et +1/2. Chacun des
autres indices de´crit un ensemble de valeurs limite´es par la taille de la base. L’indice
m, par exemple, peut prendre toutes les valeurs entie`res positives infe´rieures a` Nm − 1,
m = 0, 1, 2, ..., Nm−1. L’indice νa est la contraction des indices n⊥a et nza, νa = (n⊥a, nza).
Sur la Fig. IV.1(b), les valeurs que de´crit cet indice, νa = 0, 1, 2, ..., Nνa−1, correspondent
donc a` diffe´rents couples (n⊥a, nza). Il en est de meˆme pour les indices νc, νb et νd. Enfin,
les points de Laguerre r⊥i et de Hermite zj peuvent de´crire respectivement Ni et Nj va-
leurs diffe´rentes.
Ces boucles imbrique´es permettent de re´aliser la somme S qui correspond au terme
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de champ Γ[1]qΩ=m+smνa,mνc (E). Au sein des boucles, l’instruction qui permet de construire
la somme S comprend deux ope´rations, une multiplication entre Lmνaνc,m′νbνd(r⊥i, zj) et
Rqsm′νdνb(r⊥i, zj), et une addition. Cette instruction est exe´cute´e Nb fois avec
Nb = 2× 2×Nm ×Nνa ×Nνc ×Nm′ ×Nνb ×Nνd ×Ni ×Nj .
En notant t[×] le temps d’exe´cution d’une multiplication et t[+] celui d’une addition, on
peut donc exprimer le temps d’exe´cution Tb de la proce´dure de la Fig. IV.1(b) comme
Tb = Nb (t[×] + t[+]).
Γ[1]
qΩ=m+s
mνa,mνc (E) = S
S = 0
q = −1/2,+1/2
νb = 0, ..., (Nνb − 1)
m′ = 0, ..., (Nm′ − 1)
νc = 0, ..., (Nνc − 1)
νa = 0, ..., (Nνa − 1)
m = 0, ..., (Nm − 1)
s = −1/2,+1/2
(a)
S = S + Imνaνc,m′νbνdR
qs
m′νdνb
νd = 0, ..., (Nνd − 1)
Γ[1]
qΩ=m+s
mνa,mνc (E) = S
S = 0
q = −1/2,+1/2
νb = 0, ..., (Nνb − 1)
m′ = 0, ..., (Nm′ − 1)
νc = 0, ..., (Nνc − 1)
νa = 0, ..., (Nνa − 1)
m = 0, ..., (Nm − 1)
s = −1/2,+1/2




j = 1, ..., Nj
i = 1, ..., Ni
νd = 0, ..., (Nνd − 1)
(b)
Fig. IV.1 – Structures de boucles pour le calcul du terme de champ e´change.
Partie (a) : expression (IV.3), Partie (b) : expression (IV.5).
La Fig. IV.1(a) revient sur le cas G(r) = e−r
2/p2 et F [ρ] = 1. Dans ce cas, le terme
de champ Γ[1]qΩ=m+smνa,mνc (E) prend la forme (IV.3). Les boucles a` re´aliser, repre´sente´es sur
la figure, concernent alors les indices q, s, m, νa, νc, m
′, νb et νd. L’instruction exe´cute´e
a` l’inte´rieur de ces boucles met en jeu, une multiplication entre Imνaνc,m′νbνd et Rqsm′νdνb ,
ainsi qu’une addition qui permet de re´aliser la somme S. Le temps d’exe´cution total Ta
de cette proce´dure est e´gal a`
Ta = Na (t[×] + t[+]),
avec Na = 2× 2×Nm ×Nνa ×Nνc ×Nm′ ×Nνb ×Nνd.
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Les temps d’exe´cution Ta et Tb ont e´te´ e´value´s respectivement avec les interactions mo-
de`les (IV.2) et (IV.4). Dans la forme analytique initiale (I.1) de l’interaction de Gogny,
l’interaction mode`le (IV.2) apparait a` deux reprises, avec les porte´es p = µ1 et p = µ2. La
partie de porte´e finie de l’interaction de Gogny (I.1) donne donc un temps de calcul e´gal
a` 2Ta. En outre, les temps de calcul associe´s aux termes de porte´e nulle e´tant tre`s brefs,
ils peuvent eˆtre ne´glige´s devant Ta. Aussi, avec la forme (I.1) de l’interaction de Gogny,
le temps de calcul du terme de champ Γ[1]qΩ=m+smνa,mνc (E) est
T(I.1) = 2Ta.
Ce terme de champ e´tant le plus difficile a` calculer au cours d’une ite´ration, son temps de
calcul donne une bonne ide´e du temps d’exe´cution de l’ite´ration.
Dans la nouvelle forme analytique (III.13) de l’interaction de Gogny, un troisie`me terme
de porte´e finie intervient, le terme densite´. Ce terme correspond a` l’interaction mode`le
(IV.4) avec la porte´e p = µ3. Son traitement ne´cessite un temps de calcul additionnel e´gal
a` Tb. Le temps d’exe´cution d’une ite´ration devient alors










Les temps d’exe´cution d’une ite´ration T(I.1) et T(III.13) ainsi de´finis sont repre´sente´s en
fonction de la taille de la base N0 sur la Fig. IV.2.



























Fig. IV.2 – Temps d’exe´cution d’une ite´ration du programme Hartree-Fock-Bogoliubov
en fonction de la taille de la base N0. Le temps T(I.1) a e´te´ obtenu avec la forme (I.1)
de l’interaction de Gogny. Les temps T(III.13) et T
′
(III.13) correspondent, quant a` eux, a` la
nouvelle forme (III.13) inte´grant un terme densite´ de porte´e finie. Pour obtenir le temps
T ′(III.13), la structure de boucles repre´sente´e sur la Fig. IV.1(b) a e´te´ re´organise´e.
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La taille de la base N0 fixe les bornes supe´rieures des boucles repre´sente´es sur les Fig.
IV.1(a) et (b). Les valeurs des indices de boucle m et ν = (n⊥, nz) sont en effet limite´es
par la relation
(2n⊥ +m+ 1)~ω⊥ + (nz + 1/2)~ωz ≤ (N0 + 2)~ω0,
ou` ω⊥ et ωz sont les deux parame`tres de l’oscillateur axial et ω30 = ω
2
⊥ωz. Ainsi, plus la
taille de la base N0 sera grande, plus les limites des boucles (Nm, Nνa , Nνc , ...) seront e´le-
ve´es et plus le temps d’exe´cution sera long. Cette tendance se retrouve sur les diffe´rentes
courbes de la Fig. IV.2.
Pour la forme (I.1) de l’interaction de Gogny, les deux termes Gaussiens de porte´e p = µ1
et p = µ2 sont traite´s selon la proce´dure de la Fig. IV.1(a). Le temps d’exe´cution T(I.1) alors
obtenu est repre´sente´ par la courbe bleue sur la Fig. IV.2. Il est compare´ au temps d’exe´-
cution T(III.13) (courbe pointille´e rouge) associe´ a` la nouvelle forme analytique (III.13) de
l’interaction de Gogny. Ce dernier a e´te´ calcule´ a` partir de T(I.1) selon la relation (IV.6).
Dans cette relation, les nombres de points d’inte´gration de Laguerre Ni et de Hermite
Nj de´pendent de la taille de la base. Dans le cas d’un noyau sphe´rique, la de´pendance
Ni = Nj = 2N0 est choisie. La Fig. IV.2 montre que le temps d’exe´cution T(III.13) de´-
duit de la relation (IV.6) est beaucoup plus long que le temps T(I.1) associe´ a` la forme
initiale (I.1) de l’interaction de Gogny. Le terme densite´ de porte´e finie intervenant dans
la nouvelle forme (III.13) de l’interaction augmente donc abusivement le temps de calcul
lorsqu’il est traite´ selon la proce´dure de la Fig. IV.1(b). Cependant, en re´organisant la
structure de boucles sche´matise´e sur la Fig. IV.1(b), il est possible de re´duire conside´ra-
blement le temps de calcul Tb associe´ au terme densite´ de porte´e finie. Cette me´thode de
restructuration des boucles du programme est pre´sente´e en de´tail dans la partie suivante.
La nouvelle architecture du programme permet alors d’acce´der a` un temps d’exe´cution
T ′(III.13) beaucoup plus compe´titif. La Fig. IV.2 montre avec la courbe en trait continu
rouge que ce nouveau temps de calcul T ′(III.13) est seulement 5 ou 6 fois plus long que le
temps d’exe´cution initial T(I.1).
Les donne´es de la Fig. IV.2 sont reprises en chiffres dans le Tab. IV.1.
N0 4 6 8 10 12 14 16 18
T(I.1) (s) 0.003 0.011 0.056 0.167 0.494 1.212 2.976 8.616
T(III.13) (s) 0.099 0.803 7.224 33.50 142.9 476.4 1527 5592
T ′(III.13) (s) 0.012 0.068 0.309 1.087 3.218 8.741 17.31 36.04
T(III.13)
T(I.1)




4.0 6.2 5.5 6.5 6.5 7.2 5.8 4.2
Tab. IV.1 – Temps d’exe´cution d’une ite´ration du programme Hartree-Fock-Bogoliubov
en fonction de la taille de la base N0 (cf. le´gende de la Fig. IV.2).
Lorsque le terme densite´ de porte´e finie de l’interaction (III.13) est traite´ selon la pro-
ce´dure de la Fig. IV.1(b), le temps d’exe´cution d’une ite´ration T(III.13) s’ave`re eˆtre prohi-
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bitivement long. Le rapport
T(III.13)
T(I.1)
montre en effet que, en base N0 = 4, le programme
est 33 fois plus lent qu’avec l’interaction initiale (I.1). Ce facteur de ralentissement aug-
mente avec la taille de la base et, pour N0 = 18, le temps d’exe´cution devient 649 fois
plus long. Cette lenteur excessive constitue un ve´ritable handicap pour re´aliser des calculs
Hartree-Fock-Bogoliubov extensifs avec la nouvelle interaction (III.13). Comme mentionne´
pre´ce´demment, la re´solution de ce proble`me passe par la restructuration des boucles sche´-
matise´es sur la Fig. IV.1(b). La partie suivante montre comment cette re´organisation des
boucles permet de re´duire le temps de calcul. Ce traitement nume´rique revisite´ de la
contribution du terme densite´ de porte´e finie conduit au temps d’exe´cution T ′(III.13). Le
Tab. IV.1 montre que le facteur de ralentissement alors obtenu varie peu avec la taille de
la base et reste compris entre 4.0 et 7.2.
IV.1.2 Traitement nume´rique du terme densite´ de porte´e finie
Dans cette partie, nous souhaitons e´tudier l’influence de l’organisation des boucles sur
le temps de calcul. Nous menons tout d’abord cette e´tude dans un cas simple pour illustrer
notre de´marche et introduire la me´thode de restructuration des boucles. Nous appliquerons
ensuite cette me´thode au cas du terme de champ e´change Γ[1]qΩ=m+smνa,mνc (E).
IV.1.2.1 Introduction de la me´thode par un cas simple








f1 (a) f2 (a, b) f3 (b, c) .
D’un point de vue nume´rique, cette somme multiple se programme sous la forme d’un
ensemble de boucles imbrique´es. Il existe plusieurs fac¸ons d’organiser ces boucles, certaines
e´tant plus couˆteuses que d’autres en ce qui concerne le temps d’exe´cution du programme.
La structure de boucles la plus simple pour calculer la quantite´ s est repre´sente´e sur la
Fig. IV.3.
a = 1, ..., N
b = 1, ..., N
s = 0
c = 1, ..., N
s = s + f1(a)f2(a, b)f3(b, c)
Fig. IV.3 – Structure de boucles la plus simple pour calculer s.
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Au coeur des boucles, trois ope´rations sont re´alise´es, deux multiplications et une addi-
tion. Avec cette structure, le temps de calcul Ts de la quantite´ s est donc
Ts = N
3 (2t[×] + t[+]),
avec t[×] le temps d’exe´cution d’une multiplication et t[+] celui d’une addition.
Nous allons montrer qu’il existe une organisation des boucles qui re´duit le nombre d’ope´ra-
tions mises en jeu. Pour rechercher cette structure optimale, nous reformulons le proble`me
pour le mode´liser graphiquement.
Prescription pour la repre´sentation graphique : La quantite´ s fait intervenir une
somme sur l’ensemble d’indices {a, b, c}. Ces indices sont corre´le´s par des fonctions, par
exemple f2 (a, b) corre`le les indices a et b, de meˆme f3 (b, c) corre`le b et c. Ces fonctions
forment ainsi des blocs inse´cables : f2 (a, b) 6= f2.1 (a) .f2.2 (b), que l’on peut repre´senter par
des points. De plus, ces diffe´rentes fonctions sont connecte´es entre elles par leurs indices
communs : f1 (a) et f2 (a, b) sont connecte´es par l’indice a, de meˆme, l’indice b connecte
f2 (a, b) et f3 (b, c). Nous repre´sentons une connection entre deux fonctions par une ligne
labelle´e par l’indice commun. Par exemple, la ligne reliant f1 (a) et f2 (a, b) sera labelle´e







Fig. IV.4 – Repre´sentation graphique de la quantite´ s.
L’inte´reˆt de cette repre´sentation graphique est de mettre clairement en e´vidence quelles
fonctions sont connecte´es par des indices communs. L’e´tape suivante consiste a` de´terminer
l’indice de la somme a` re´aliser en premier, a, b ou c.
La repre´sentation graphique de la Fig. IV.4 montre que,
– la somme sur l’indice a fait intervenir les fonctions f1 (a) et f2 (a, b). Pour l’effectuer,
il faut donc re´aliser deux boucles, l’une sur l’indice a qui est somme´ et l’autre sur
l’indice b qui est ici spectateur.
– la somme sur l’indice b met en jeu les fonctions f2 (a, b) et f3 (b, c). Il y a donc trois
indices a` boucler : l’indice de sommation b et les deux indices spectateurs a et c.
– la somme sur l’indice c concerne la seule fonction f3 (b, c). Il y a alors deux indices de
boucles : l’indice de sommation c et l’indice spectateur b.
Cette analyse montre qu’il n’est pas avantageux de faire la somme sur l’indice b en premier.
En effet, celle-ci ne´cessite trois boucles imbrique´es portant sur les indices a, b et c.
Il reste maintenant a` discriminer entre les sommes sur les indices a et c. Toutes les deux
impliquent seulement deux boucles imbrique´es. Cependant, le graphe montre que ces deux
sommes ne sont pas e´quivalentes : un lien est labelle´ par l’indice a, alors qu’aucun ne l’est
par l’indice c. Ce lien repre´sente la multiplication entre les fonctions f1 (a) et f2 (a, b).
Cette multiplication, couˆteuse en temps de calcul, de´favorise la somme sur l’indice a. La
premie`re somme que nous faisons est donc celle sur l’indice c, g (b) =
∑
c f3 (b, c). Avec
cette pre´somme, la quantite´ s se re´e´crit : s =
∑
a,b f1 (a) f2 (a, b) g (b). La repre´sentation
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Fig. IV.5 – Repre´sentation graphique de la quantite´ s.
Ce graphe montre que les indices a et b ”voient” le meˆme type d’environnement constitue´
par : une fonction a` une variable (f1 (a) pour a et g (b) pour b), une fonction a` deux
variables (f2 (a, b) pour a et b) et un lien. Ainsi, les sommes sur les indices a et b sont
e´quivalentes du point de vue du temps de calcul. Nous choisissons d’effectuer en premier
la somme sur l’indice b, h (a) =
∑
b f2 (a, b) g (b). La quantite´ s se re´e´crit alors comme
s =
∑
a f1 (a) h (a), et le proble`me est re´solu.
Pour construire les pre´sommes g (b) et h (a), et finalement calculer s, la structure de
boucles est la suivante :
c = 1, ..., N
g(b) = g(b) + f3(b, c)
g(b) = 0
a = 1, ..., N
s = 0
h(a) = 0
h(a) = h(a) + f2(a, b) g(b)
s = s + f1(a)h(a)
b = 1, ..., N
b = 1, ..., N
Fig. IV.6 – Structure de boucles qui permet d’optimiser le temps de calcul de s.
Au sein de cette nouvelle structure, le calcul de la pre´somme g (b) ne´cessite N2 addi-
tions. La deuxie`me pre´somme h(a) fait intervenir N2 multiplications et autant d’additions.
Enfin, le calcul final de la quantite´ s fait intervenir N multiplications et additions. Ainsi,
le temps d’exe´cution de cette nouvelle structure de boucles est
T ′s = N
2t[+] +N2(t[×] + t[+]) +N(t[×] + t[+])
= N2t[+] +N(N + 1)(t[×] + t[+]).
Nume´riquement, le temps d’exe´cution d’une addition est ne´gligeable devant celui d’une
multiplication, t[+]≪ t[×]. Les expressions des temps de calculs Ts et T ′s deviennent alors
Ts = 2N
3 t[×]
T ′s = N(N + 1) t[×]
}
⇒ T ′s ≤ Ts pour tout N ≥ 1.
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Ces e´quations montrent que le temps d’exe´cution T ′s est syste´matiquement plus court
que Ts. Par rapport au premier sche´ma de la Fig. IV.3, la nouvelle structure de boucles
pre´sente´e sur la Fig. IV.6 permet donc de re´duire le temps de calcul de la quantite´ s. Pour
mettre en place cette structure de boucles optimise´e, nous nous sommes appuye´s sur une
repre´sentation graphique de la quantite´ s. Dans le cas simple de la quantite´ s qui ne fait
intervenir que trois fonctions (f1, f2 et f3) et trois indices (a, b et c), cette repre´sentation
graphique peut sembler de peu d’inte´reˆt et l’organisation optimale des boucles peut eˆtre
directement de´termine´e a` partir de l’expression s =
∑
a,b,c f1 (a) f2 (a, b) f3 (b, c).
Toutefois, dans les cas des champs moyen et d’appariement de la me´thode Hartree-Fock-
Bogoliubov, les expressions sont plus complique´es. Les sommes portent sur un plus grand
nombre d’indices, ces derniers e´tant couple´s par plusieurs fonctions. La repre´sentation
graphique de ces expressions permet alors de mieux visualiser l’ordre selon lequel les indices
doivent eˆtre somme´s pour re´duire le temps de calcul. Cet ordre de´termine comple`tement
l’organisation et la structure des boucles dans le programme. Dans la partie suivante, nous
appliquons cette technique au cas du terme de champ e´change Γ[1]qΩ=m+smνa,mνc (E).
IV.1.2.2 Application au cas du terme de champ Γ[1]qΩ=m+smνa,mνc (E)
Pour le terme de champ Γ[1]qΩ=m+smνa,mνc (E), nous avons jusqu’a` maintenant travaille´ avec
l’expression (IV.5). Cette expression pre´sentait l’avantage de se´parer, sous forme de deux
fonctions distinctes Lmνaνc,m′νbνd(r⊥i, zj) et Rqsm′νdνb(r⊥i, zj), les parties inde´pendantes de
la matrice densite´ de celles qui en de´pendent. Ces dernie`res devront eˆtre recalcule´es a`
chaque ite´ration pour tenir compte de l’e´volution de la matrice densite´.









φ|m|νa(r⊥i, zj)φ|m′|νd(r⊥i, zj)G˜m′νb,mνc(r⊥i, zj)






Au sein des crochets, le deuxie`me terme s’obtient a` partir du premier en changeant νa en νc
et νc en νa (νa ↔ νc), et de meˆme pour νb et νd (νb ↔ νd). Ces deux termes posse´dant une
structure identique, ils se programmeront de la meˆme manie`re. Aussi, nous conside´rons







z2j φ|m|νa(r⊥i, zj)φ|m′|νd(r⊥i, zj)ρ
α(r⊥i, zj)
×G˜m′νb,mνc(r⊥i, zj)Rqsm′νdνb.
La fonction φ|m|νa n’est autre que la fonction de l’oscillateur harmonique axial φmνa de´finie
en (C.109) et (C.111) prive´e de sa phase eimϕ. Pour cette fonction, ainsi que pour la
fonction G˜m′νb,mνc de´finie par (C.66), les parties radiales et axiales peuvent eˆtre se´pare´es
sous la forme
φ|m|νa(r⊥i, zj) = φ|m|n⊥a(r⊥i)φnza(zj) et G˜m′νb,mνc(r⊥i, zj) = G˜m′n⊥b,mn⊥c(r⊥i)G˜nzb,nzc(zj).
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Fig. IV.7 – Repre´sentations graphiques du terme de champ e´change Γ[1.1]qΩ=m+smνa,mνc (E).
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Enfin, en de´finissant
G˜m′n⊥b,mn⊥c(r⊥i) = vi r⊥ier⊥iG˜m′n⊥b,mn⊥c(r⊥i) et G˜nzb,nzc(zj) = π wjez
2
j G˜nzb,nzc(zj),









La Fig. IV.7(a) donne la repre´sentation graphique de cette expression selon la prescription
introduite dans la partie pre´ce´dente. Sur cette figure, les liens entre deux fonctions sont
le plus souvent labelle´s par les indices i ou j correspondant aux points de Laguerre r⊥i ou
de Hermite zj. L’indice i des points de Laguerre labelle trois liens qui connectent entre
elles les quatre fonctions φ|m|n⊥a(r⊥i), ρ
α(r⊥i, zj), φ|m′|n⊥d(r⊥i) et G˜m′n⊥b,mn⊥c(r⊥i). Pour
re´aliser la somme sur i, une boucle sur les huit indices suivants est donc ne´cessaire :
i (indice somme´), j, m, n⊥a, n⊥c, m′, n⊥d et n⊥b (indices spectateurs). Par le meˆme
raisonnement, on trouve que la somme sur l’indice j des points de Hermite implique une
boucle sur six indices, j, i, nza, nzc, nzb et nzd. Les autres sommes qui interviennent dans
le calcul du terme de champ Γ[1.1]qΩ=m+smνa,mνc (E) concernent les indices m
′, n⊥b, nzb, n⊥d et
nzd. Parmi elles, les sommes sur les indices n⊥d ou nzd sont les plus avantageuses avec,
a` chaque fois, seulement cinq indices spectateurs. Ce de´compte des indices spectateurs
exclut les indices d’isospin q et de spin s qui ne peuvent prendre que deux valeurs −1/2
et +1/2. Finalement, les sommes sur les indices j, n⊥d ou nzd sont les moins couˆteuses
en temps de calcul. Elles impliquent, pour chacune d’entre elles, seulement six indices a`
boucler dont un indice somme´ et cinq indices spectateurs. Nous choisissons de re´aliser en



















La repre´sentation graphique correspondante est sche´matise´e sur la Fig. IV.7(b). Les
sommes sur les indices i et j des points de Laguerre-Hermite font chacune intervenir huit
indices. Cette figure montre e´galement les sommes sur m′ et sur n⊥b ne´cessitent la meˆme
structure de boucles forme´e par les huit indices m′, n⊥b, nzb, n⊥d, m, n⊥c, i et j. Encore
une fois, nous omettons les indices d’isospin q et de spin s. Enfin, les sommes sur n⊥d et
nzb mettent chacune en jeu six indices dont cinq sont communs aux deux sommes, m
′, n⊥b,
nzb, n⊥d et j. Le sixie`me indice est i (nzc) pour la somme sur n⊥d (nzb). Avec seulement six
indices de boucles, les deux sommes sur n⊥d et nzb donnent les temps de calculs les plus
rapides. Ces deux sommes e´tant globalement e´quivalentes, nous faisons le choix arbitraire
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La repre´sentation graphique associe´e est donne´e sur la Fig. IV.7(c). Les cinq sommes a`
conside´rer portent sur les indices i, j, m′, n⊥b et nzb. Cette dernie`re somme sur nzb est

















Sa repre´sentation graphique correspond a` la Fig. IV.7(d). On peut alors faire les












Sa repre´sentation graphique devient alors tre`s simple comme le montre la Fig. IV.7(e).
Les deux sommes restantes portent sur les indices i et j des points de Laguerre-
Hermite. Chacune de ces deux sommes fait intervenir cinq indices spectateurs, sans






mn⊥cnzc(r⊥i, zj). Cette pre´somme conduit finalement a` l’expression








La dernie`re somme effectue´e porte donc sur l’indice i des points de Laguerre.
Chacune des pre´sommes pre´ce´demment de´finies est calcule´e nume´riquement par un en-
semble de boucles imbrique´es. Ces boucles portent sur l’indice somme´, ainsi que sur les
indices spectateurs. En s’appuyant sur les repre´sentations graphiques du terme de champ
Γ[1.1]qΩ=m+smνa,mνc (E) donne´es sur les Fig. IV.7(a-f), nous avons construit ces pre´sommes de
manie`re a` optimiser leur temps de calcul nume´rique. La structure de boucles finale ainsi
obtenue permet de calculer les termes du champ e´change en un minimum de temps. Toute
cette proce´dure s’applique e´galement tre`s bien pour traiter nume´riquement le champ de
re´arrangement. En particulier, la partie e´change, explicite´e en (C.94), fait intervenir un
grand nombre d’indices corre´le´s par diffe´rentes fonctions. Encore une fois, en repre´sentant
ce champ graphiquement, il est possible d’isoler les pre´sommes les moins couˆteuses en
temps de calcul. Le temps d’exe´cution d’une ite´ration, T ′(III.13), obtenu avec cette proce´-
dure a e´te´ pre´sente´ sur la Fig. IV.2 et dans le Tab. IV.1.
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IV.2 Structure des noyaux finis
IV.2.1 Les noyaux sphe´riques
IV.2.1.1 Masses effectives et e´tats a` une particule
Les masses effectives m∗/m obtenues avec les parame´trisations D2A et D2B, respecti-
vement e´gales a` 0.75 et 0.74, sont tre`s proches de la valeur (0.75) trouve´e avec la parame´-
trisation D1N. Ces valeurs de masse effective, aussi pre´sente´es dans le Tab. V.4, ont e´te´
calcule´es dans la matie`re nucle´aire infinie syme´trique. Dans le cas d’une matie`re asyme´-
trique, les masses effectives neutron et proton ne sont plus e´gales et ne peuvent donc plus
eˆtre caracte´rise´es par une valeur communem∗/m. Leurs valeurs distinctes sont alors note´es
m∗n/m pour les neutrons et m
∗
p/m pour les protons. Les the´ories microscopiques base´es sur
l’approche de Bethe-Brueckner-Goldstone, qu’elles soient relativistes [79] ou non [75], pre´-
disent une masse effective neutron supe´rieure a` la masse effective proton, m∗n/m > m
∗
p/m,
dans la matie`re riche en neutrons. Ces pre´dictions sont conforte´es par l’e´tude phe´nome´-
nologique de Bao-An Li [149]. Cet auteur montre que la condition m∗n/m > m
∗
p/m est
ne´cessaire pour reproduire la de´pendance en e´nergie du potentiel de Lane contraint par les
donne´es expe´rimentales de diffusion nucle´on-noyau. Qu’en est-il des diffe´rentes parame´-
trisations de l’interaction de Gogny ? Quel comportement pre´disent-elles pour les masses
effectives neutron et proton dans la matie`re asyme´trique ?
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Fig. IV.8 – Se´paration des masses effectives neutron et proton en fonction de l’asyme´trie
β du milieu. Les re´sultats obtenus avec les parame´trisations D1, D1S, D1N, D2A et D2B
de l’interaction de Gogny sont confronte´s aux pre´dictions microscopiques [75], note´es
BHF-BBG, de´duites de l’approximation Brueckner-Hartree-Fock de la the´orie de Bethe-
Brueckner-Goldstone.
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Pour re´pondre a` ces questions, nous repre´sentons ces masses effectives en fonction de
l’asyme´trie β du milieu, de´finie comme β = ρn−ρp
ρn+ρp
avec ρn et ρp les densite´s neutron et
proton. Ces courbes ont de´ja` e´te´ trace´es dans les cas des parame´trisations D1, D1S et D1N
sur la Fig. II.6. Ces re´sultats sont e´galement repris sur la Fig. IV.8(a). Ils sont compare´s
aux calculs microscopiques de la Ref. [75] fonde´s sur l’approximation Brueckner-Hartree-
Fock de la the´orie de Bethe-Brueckner-Goldstone et note´s BHF-BBG sur les figures. Ces
calculs pre´disent une se´paration des masses effectives telle que m∗n/m > m
∗
p/m lorsque
l’asyme´trie β augmente. Pour l’asyme´trie maximale β = 1, correspondant a` la matie`re
neutronique, la se´paration obtenue avec ces calculs microscopiques BHF-BBG atteint
(m∗n/m−m∗p/m) = 0.16. Avec les parame´trisations D1 et D1S, l’amplitude de la se´para-
tion des masses effectives est deux fois plus grande, mais conserve le signe pre´dit par les
approches microscopiques, (m∗n/m − m∗p/m) > 0. Ce signe se trouve par contre inverse´
avec la parame´trisation D1N. Dans le chapitre II, nous avions interpre´te´ cette inversion
comme une conse´quence des contraintes impose´es aux parame`tres de l’interaction. Pour la
parame´trisation D1N, la nouvelle contrainte impose´e concerne la reproduction, aux basses
densite´s, de l’e´quation d’e´tat variationnelle [11] de la matie`re neutronique. Cette nouvelle
contrainte semble donc eˆtre a` l’origine de l’inversion de la se´paration des masses effectives,
m∗p/m > m
∗
n/m, observe´e avec la parame´trisation D1N.
Pour les nouvelles parame´trisations D2A et D2B, incluant un terme densite´ de porte´e finie,
la se´paration des masses effectives neutron et proton est repre´sente´e sur la Fig. IV.8(b).
Les courbes obtenues avec ces deux parame´trisations sont tre`s similaires. Dans les deux
cas, la masse effective neutron reste supe´rieure a` la masse effective proton,m∗n/m > m
∗
p/m,
en accord avec les pre´dictions microscopiques BHF-BBG. Les amplitudes de se´paration
(m∗n/m−m∗p/m) sont proches de celles obtenues avec les parame´trisations D1 ou D1S en
atteignant (m∗n/m−m∗p/m) = 0.30 dans la matie`re neutronique (β = 1).
Tout comme la parame´trisation D1N, les parame´trisations D2A et D2B ont e´te´ ajuste´es
pour reproduire, aux basses densite´s, l’e´quation d’e´tat variationnelle [11] de la matie`re
neutronique (cf. Fig. III.9 et III.16). Pour la parame´trisation D1N, cette contrainte sup-
ple´mentaire sur les valeurs des parame`tres est a` l’origine de l’inversion de la se´paration
des masses effectives neutron et proton avec m∗p/m > m
∗
n/m. Paradoxalement, les para-
me´trisations D2A et D2B, bien qu’e´galement soumises a` cette contrainte sur l’e´quation
d’e´tat de la matie`re neutronique, sont capables de reproduire l’ordre de se´paration pre´dit
par les approches microscopiques, m∗n/m > m
∗
p/m. Pour expliquer ce paradoxe, il faut
revenir aux formes analytiques des parame´trisations D1N, D2A et D2B. La parame´tri-
sation D1N, base´e sur la forme analytique (I.1) de l’interaction de Gogny, contient deux
termes de porte´e finie ; ce sont les termes Gaussiens de porte´es µ1 et µ2. Seuls ces termes
de porte´e finie interviennent dans les expressions des masses effectives neutron et proton,
les termes de porte´e nulle comme le terme densite´ ne contribuant pas. Dans le cas des
parame´trisations D2A et D2B, nous avons fait e´voluer ce dernier terme densite´ pour lui
affecter une porte´e finie µ3 et l’interaction de Gogny se pre´sente de´sormais sous la forme
analytique (III.13). Ce nouveau terme de porte´e finie, de´pendant de la densite´, apporte
une contribution supple´mentaire dans les expressions des masses effectives neutron et pro-
ton, graˆce a` laquelle l’ordre de se´paration m∗n/m > m
∗
p/m peut eˆtre reproduit.
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La corre´lation entre les masses effectives proton et neutron et les spectres d’e´tats a` une
particule est pre´sente´e sur la Fig. IV.9. Les cas de trois noyaux sont e´tudie´s, le 40Ca, le
90Zr et le 208Pb.
Dans ce qui pre´ce`de, nous avions de´fini l’asyme´trie β de la matie`re nucle´aire par β = ρn−ρp
ρn+ρp
ou` ρn et ρp sont respectivement les densite´s neutron et proton. La matie`re nucle´aire e´tant
un milieu homoge`ne et isotrope, les densite´s de nucle´ons ne de´pendent pas du vecteur
position et peuvent eˆtre de´finies par ρn = N/V et ρp = Z/V , avec N (Z) le nombre de
neutrons (protons) occupant le volume V de matie`re. Dans la matie`re nucle´aire, l’asy-
me´trie peut donc e´galement eˆtre de´finie comme β = N−Z
N+Z
. L’avantage de cette deuxie`me
de´finition est qu’elle est directement transposable au cas des noyaux finis, comme le 40Ca.











































































































































































































Fig. IV.9 – Partie (a) : Comportement des masses effectives neutron et proton en fonction
de l’asyme´trie β pour les parame´trisations D1S, D1N, D2A et D2B. Parties (b), (c) et
(d) : Spectres d’e´tats a` une particule calcule´s a` l’approximation Hartree-Fock avec les
parame´trisations D1S, D1N, D2A et D2B dans les cas de trois noyaux, le 40Ca, le 90Zr et
le 208Pb. Les spectres d’e´tats expe´rimentaux, note´s EXP, sont e´galement repre´sente´s.
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Le noyau de 40Ca, avec 20 protons et 20 neutrons, pre´sente une asyme´trie nulle β = 0.
Dans ce cas, les masses effectives neutron m∗n/m et proton m
∗
p/m sont e´gales, leur valeur
commune e´tant note´e m∗/m. Les quatre parame´trisations que nous conside´rons ici, avec
entre parenthe`ses les masses effectives correspondantes, sont D1S (0.700), D1N (0.744),
D2A (0.747) et D2B (0.740). Pour les trois premie`res parame´trisations, les masses effec-
tives sont donc telles que (m∗/m)D1S < (m∗/m)D1N ≃ (m∗/m)D2A. Plus la masse effective
m∗/m est e´leve´e, plus le spectre d’e´tats a` une particule est comprime´, produisant un gap
au niveau de Fermi ∆EF de plus faible amplitude. Selon ce raisonnement, on s’attend a`
ce que les gaps au niveau de Fermi obe´issent aux relations ∆ED1SF > ∆E
D1N
F ≃ ∆ED2AF .
Ces pre´dictions de´duites des valeurs des masses effectives se trouvent confirme´es par le
calcul Hartree-Fock du spectre d’e´tats. Ce dernier est repre´sente´ pour les diffe´rentes para-
me´trisations sur la Fig. IV.9(b). La colonne ”EXP” correspond au spectre d’e´tats mesure´
expe´rimentalement [108, 109, 110, 111, 44]. Cette figure montre que, aussi bien pour les
protons que pour les neutrons, le gap au niveau de Fermi obtenu avec la parame´trisation
D1S est supe´rieur aux gaps calcule´s avec les parame´trisations D1N et D2A, ces derniers
e´tant quasiment identiques. Ces relations entre les gaps correspondent bien a` celles que
nous avions pre´sume´es a` partir des valeurs des masses effectives. Pour la parame´trisa-
tion D2B, les relations que l’on peut de´duire des masses effectives sont moins bien ve´ri-
fie´es. Par exemple, les masses effectives tre`s proches des parame´trisations D1N et D2B,
(m∗/m)D1N ≃ (m∗/m)D2B, laissent supposer que les gaps au niveau de Fermi obtenus avec
ces deux parame´trisations seront tre`s voisins. La Fig. IV.9(b) montre le contraire avec une
diffe´rence de ∆ED2BFp −∆ED1NFp = 240 keV entre les gaps protons de ces parame´trisations.
Le noyau de 90Zr pre´sentant une asyme´trie non nulle, β ≃ 0.11, les masses effectives neu-
tron et proton doivent eˆtre conside´re´es se´pare´ment. A cette asyme´trie, les masses effectives
neutron des parame´trisations D2A et D2B sont quasiment e´gales, (m∗n/m)
D2A = 0.763
et (m∗n/m)
D2B = 0.758. Il n’est donc pas surprenant d’obtenir des valeurs de gaps
neutron presque identiques avec ces deux parame´trisations, ∆ED2AFn = 5.76 MeV et
∆ED2BFn = 5.77 MeV. La valeur du gap obtenue avec la parame´trisation D1N est seule-
ment de ∆ED1NFn = 5.21 MeV, soit une diminution de 550 keV par rapport au gap de
la parame´trisation D2A. On assiste donc a` une compression du spectre lorsqu’on passe
de la parame´trisation D2A a` la parame´trisation D1N. Les valeurs des masses effectives
ne permettent pas d’expliquer cette compression. En effet, avec (m∗n/m)
D2A = 0.763 et
(m∗n/m)
D1N = 0.742, soit (m∗n/m)
D2A > (m∗n/m)
D1N , l’effet attendu e´tait plutoˆt une di-
latation. Les gaps neutron calcule´s avec les diffe´rentes parame´trisations surestiment la
valeur expe´rimentale ∆EEXPFn = 4.78 MeV. Pour les protons, la valeur expe´rimentale
∆EEXPFp = 2.68 MeV est au contraire sous-estime´e par nos calculs the´oriques. Au-dela` de
l’approximation Hartree-Fock, la prise en compte des corre´lations induites par l’interac-
tion re´siduelle, comme le couplage particule-vibration, aura pour effet de comprimer les
spectres d’e´tats the´oriques et donc de diminuer les valeurs calcule´es des gaps au niveau de
Fermi. Aussi, il est pre´fe´rable que les valeurs the´oriques des gaps obtenues a` l’approxima-
tion Hartree-Fock surestiment, comme dans le cas des neutrons, la valeur expe´rimentale.
Le noyau de 208Pb est le plus asyme´trique avec β = 0.21. Pour ce noyau, les ampli-
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tudes des gaps calcule´s avec les diffe´rentes parame´trisations sont cohe´rentes avec les
valeurs des masses effectives. Nous de´finissons d’abord, pour chaque isospin q = p, n,
la diffe´rence ∆′ED1SFq entre le gap calcule´ avec la parame´trisation D1S et le gap ex-
pe´rimental, ∆′ED1SFq = ∆E
D1S
Fq − ∆EEXPFq . Il est inte´ressant de remarquer que les va-
leurs nume´riques de cette diffe´rence, e´value´es pour les protons et les neutrons, sont as-
sez proches : ∆′ED1SFp = 1.51 MeV et ∆
′ED1SFn = 1.41 MeV. Si l’on de´finit le meˆme
type de quantite´ ∆′ED1NFq avec la parame´trisation D1N, on constate que les valeurs du
coˆte´ ”Protons” (q = p) et du coˆte´ ”Neutrons” (q = n) ne sont alors plus comparables,
∆′ED1NFp = 0.71 MeV et ∆
′ED1NFn = 1.40 MeV. Ce changement de situation s’explique
par l’inversion de la se´paration des masses effectives neutron et proton. Avec la para-
me´trisation D1S, la diffe´rence entre les masses effectives neutron et proton est positive,
(m∗n/m)
D1S − (m∗p/m)D1S = +0.063 ; elle devient ne´gative avec la parame´trisation D1N,
(m∗n/m)
D1N − (m∗p/m)D1N = −0.008. Avec la parame´trisation D2A, la se´paration des
masses effectives neutron et proton redevient de signe positif et d’amplitude comparable
a` celle obtenue avec la parame´trisation D1S, (m∗n/m)
D2A − (m∗p/m)D2A = +0.060. On
retrouve alors, comme dans le cas de la parame´trisation D1S, des diffe´rences ∆′ED2AFq de
valeurs proches pour les deux isospins q = p, n, ∆′ED2AFp = 1.00 MeV et ∆
′ED2AFn = 1.11
MeV. Cette discussion peut eˆtre reprise a` l’identique pour la parame´trisation D2B avec
laquelle on trouve ∆′ED2BFp = 1.21 MeV et ∆
′ED2BFn = 1.11 MeV. La prise en compte
du couplage particule-vibration dans la the´orie re´duira les gaps calcule´s a` l’approxima-
tion Hartree-Fock d’une quantite´ δp pour les protons et δn pour les neutrons. De plus, si
l’on suppose que les effets de ce couplage ne de´pendent pas de l’isospin, on peut e´crire
δ = δp = δn. Les nouvelles valeurs des gaps the´oriques seront alors ∆E
P
Fq − δ ou` P sym-
bolise la parame´trisation, P = D1S, D1N , D2A ou D2B. Les diffe´rences avec les gaps
expe´rimentaux seront donc de la forme ∆′′EPFq = ∆
′EPFq − δ, avec q = p, n l’isospin.
Par conse´quent, pour obtenir l’e´cart ∆′′EPFq entre the´orie et expe´rience le plus petit pos-
sible, a` la fois pour les protons et pour les neutrons, il faut que ∆′EPFp ≃ ∆′EPFn. Cette
condition se trouve ve´rifie´e seulement pour les parame´trisations P = D1S, D2A et D2B.
Avec l’hypothe`se que le couplage particule-vibration comprime de la meˆme manie`re les
spectres proton et neutron (δ = δp = δn), on ne peut espe´rer, avec la parame´trisation
D1N, reproduire simultane´ment les valeurs expe´rimentales des gaps proton et neutron.
IV.2.1.2 La chaˆıne isotopique de l’Etain
IV.2.1.2 – a L’oscillation de masses pair-impair
L’oscillation de masses pair-impair a e´te´ identifie´e de`s les de´buts de la physique nucle´aire
[114]. Ce phe´nome`ne a e´te´ explique´ comme la manifestation des corre´lations d’appariement
entre les nucle´ons [150]. Pour quantifier ces corre´lations, les diffe´rences de masses pair-
impair sont les plus pertinentes. Des e´tudes [122, 123], fonde´es sur l’analyse microscopique
des contributions de champ moyen et d’appariement, ont montre´ que la diffe´rence de
masses a` trois points, centre´e sur un noyau impair, permet d’e´valuer l’amplitude du gap
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[E(A+ 1)− 2E(A) + E(A− 1)] , A impair,
ou` E(A−1), E(A) et E(A+1) repre´sentent les e´nergies de liaison (ne´gatives) des syste`mes
contenant A− 1, A et A+ 1 nucle´ons. Cette diffe´rence de masses peut eˆtre calcule´e dans
la chaˆıne isotopique de l’Etain. Le calcul a` partir des e´nergies de liaison expe´rimentales
[15] est repre´sente´ par les cercles noirs sur la Fig. IV.10(a). Les e´nergies de liaison peuvent
e´galement eˆtre e´value´es the´oriquement a` l’approximation Hartree-Fock-Bogoliubov, avec
la prescription du blocking [9] pour les noyaux impairs. Les valeurs alors obtenues pour la
diffe´rence de masses ∆(3)(A) sont pre´sente´es sur la meˆme figure pour les parame´trisations
D1S, D1N, D2A et D2B.



















































Fig. IV.10 – Partie (a) : Diffe´rences de masses pair-impair ∆(3) en fonction du nombre
de nucle´ons A dans la chaˆıne isotopique de l’Etain. Les re´sultats obtenus avec les para-
me´trisations D1S, D1N, D2A et D2B sont compare´s aux donne´es expe´rimentales (EXP).
Partie (b) : Energie d’appariement neutron Eapp en fonction du nombre de nucle´ons A
dans la chaˆıne isotopique de l’Etain. Les calculs re´alise´s avec les parame´trisations D1S,
D1N, D2A et D2B sont pre´sente´s.
Les courbes the´oriques obtenues avec les parame´trisations D1S ou D1N reproduisent
correctement l’allure de la courbe expe´rimentale. En particulier, elles pre´sentent, en ac-
cord avec l’expe´rience, un minimum en A = 115. Ce minimum refle`te la diminution des
corre´lations d’appariement associe´e a` la fermeture de la sous-couche 1g7/2 dans l’
114Sn.
Avec les parame´trisations D2A et D2B, la fermeture de cette sous-couche se manifeste
e´galement sur les courbes, sous la forme d’une diminution nette des valeurs des diffe´rences
de masses entre A = 113 et A = 115, ∆(3)(113) > ∆(3)(115). Cette diminution se poursuit
jusqu’en A = 119, point a` partir duquel les courbes redeviennent croissantes. Ainsi, avec
les parame´trisations D2A et D2B, le minimum des diffe´rences de masses ∆(3)(A) se trouve
de´place´ en A = 119.
Il faut cependant noter que nos re´sultats the´oriques ne prennent pas en compte les effets de
l’interaction re´siduelle au-dela` du champ moyen, comme le couplage particule-vibrations.
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Ce couplage peut apporter un supple´ment d’e´nergie de liaison, δE(A) < 0, de quelques
centaines de keV dans les noyaux impairs. Les nouvelles valeurs the´oriques des diffe´rences




[E(A+ 1)− 2(E(A) + δE(A)) + E(A− 1)]
= ∆(3)(A) + δE(A), A impair. (IV.7)
Par conse´quent, si la contribution δE(A) apporte´e par le couplage particule-vibrations de´-
pend, ne serait-ce que le´ge`rement, du nombre de nucle´ons A, l’allure des nouvelles courbes
the´oriques ∆′(3)(A) peut eˆtre assez diffe´rente des courbes initiales ∆(3)(A). En particulier,
les minimas pre´dits en A = 119 avec les parame´trisations D2A et D2B a` l’approximation
Hartree-Fock-Bogoliubov avec blocking peuvent se trouver de´place´s une fois le couplage
particule-vibrations traite´. Il faudrait alors que les nouveaux minimas obtenus soient si-
tue´s en A = 115, conforme´ment aux donne´es expe´rimentales.
La relation (IV.7) montre e´galement que, apre`s traitement du couplage particule-
vibrations, les valeurs the´oriques ∆(3)(A) seront re´duites par la contribution ne´gative
δE(A). Les nouvelles courbes de diffe´rences de masses ∆′(3)(A) seront alors abaisse´es,
en se rapprochant ainsi significativement de la courbe expe´rimentale. A l’approximation
Hartree-Fock-Bogoliubov avec blocking, il est donc tout a` fait justifie´ que nos re´sultats
the´oriques obtenus avec les diffe´rentes parame´trisations, de D1S a` D2B, surestiment les
diffe´rences de masses expe´rimentales.
Pour terminer, nous remarquons que la parame´trisation D2A produit les diffe´rences de
masses ∆(3)(A) les plus e´leve´es, et ce inde´pendamment de l’isotope d’Etain conside´re´.
Cette parame´trisation produira donc plus d’appariement que les trois autres. Cette conclu-
sion est confirme´e par l’e´tude des e´nergies d’appariement neutron Eapp. Celles-ci sont re-
pre´sente´es, en valeur absolue, sur la Fig. IV.10(b) pour les isotopes pair-pair, de l’100Sn
a` l’138Sn. Cette figure montre encore que les corre´lations d’appariement les plus fortes
sont obtenues avec la parame´trisation D2A. Les e´nergies d’appariement calcule´es avec la
dernie`re parame´trisation D2B sont plus proches des valeurs obtenues avec les parame´tri-
sations D1S ou D1N.
IV.2.1.2 – b Les spins des isotopes impairs de l’Etain
Les e´tats fondamentaux et excite´s de plusieurs isotopes impairs de l’Etain ont pu eˆtre
peuple´s expe´rimentalement. Leurs spins, leurs parite´s et leurs e´nergies, ainsi accessibles
a` la mesure, sont publie´s dans la base de donne´es ENSDF du site internet de National
Nuclear Data Center1. Nous avons repre´sente´ ces spectres expe´rimentaux (EXP) sur la
Fig. IV.11 pour 11 isotopes impairs, de l’111Sn a` l’131Sn. Ils sont compare´s aux spectres
the´oriques calcule´s, a` l’approximation Hartree-Fock-Bogoliubov avec blocking, avec les
parame´trisations D1S, D2A et D2B. Pour l’ensemble des spectres, expe´rimentaux et the´o-
riques, l’e´nergie de l’e´tat fondamental est prise comme origine.
Pour l’111Sn, nos calculs the´oriques avec les trois parame´trisations pre´disent un e´tat fonda-
mental de spin-parite´ 7/2+, en accord avec l’expe´rience. L’e´nergie d’excitation du premier
1http ://www.nndc.bnl.gov/ensdf/
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e´tat 1/2+, mesure´e a` 250 keV, est sous-estime´e a` 57 keV avec la parame´trisation D1S. Les
parame´trisations D2A et D2B pre´disent pour cet e´tat des e´nergies d’excitation de 326 et
380 keV, plus proches de la valeur expe´rimentale.
Pour l’113Sn, l’e´tat fondamental mesure´ expe´rimentalement devient de spin-parite´ 1/2+.
L’e´tat 7/2+ expe´rimental acquiert alors une e´nergie d’excitation de 80 keV, correctement
reproduite avec les parame´trisations D2A et D2B (103 keV et 95 keV, respectivement). La
parame´trisation D1S surestime cette e´nergie a` 315 keV. Elle sure´value e´galement a` 1310
keV l’e´nergie de l’e´tat 11/2− mesure´e expe´rimentalement a` 740 keV. Les parame´trisations
D2A et D2B ame´liorent l’accord avec l’expe´rience en pre´disant cet e´tat 11/2− a` 982 et
944 keV.
Jusqu’a` l’119Sn, l’e´tat fondamental de´termine´ par l’expe´rience reste de spin-parite´ 1/2+,
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Fig. IV.11 – Energies et spins-parite´s de l’e´tat fondamental et des premiers e´tats excite´s
dans un ensemble d’isotopes impairs de l’Etain, de l’111Sn a` l’131Sn. Pour chaque spectre,
les e´nergies ∆E ont pour origine l’e´nergie de l’e´tat fondamental. Les spectres the´oriques
ont e´te´ calcule´s, a` l’approximation Hartree-Fock-Bogoliubov avec blocking, avec les pa-
rame´trisations D1S, D2A et D2B. Pour chaque isotope, ces spectres sont confronte´s au
spectre expe´rimental (EXP).
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L’121Sn est le premier isotope pour lequel nos calculs the´oriques ne reproduisent pas le
spin-parite´ expe´rimental, 3/2+, de l’e´tat fondamental. Les calculs re´alise´s avec les trois
parame´trisations affectent, en effet, le spin-parite´ 1/2+ a` l’e´tat de plus basse e´nergie. L’e´tat
3/2+ the´orique posse`de ne´anmoins une e´nergie d’excitation tre`s faible, notamment avec la
parame´trisation D1S (36 keV). Il reste possible que le couplage particule-vibrations, une
fois inclus dans la the´orie, permute les e´tats 1/2+ et 3/2+ tre`s proches en e´nergie pour
finalement retrouver, en accord avec l’expe´rience, l’e´tat 3/2+ comme fondamental. Ces
conside´rations restent cependant spe´culatives, seul un calcul complet tenant compte des
effets de ce couplage permettrait de les confirmer ou, au contraire, de les infirmer. Enfin,
l’e´nergie d’excitation expe´rimentale de l’e´tat 7/2+ est surestime´e de plus de 500 keV par
les trois parame´trisations.
Dans l’123Sn, l’e´tat fondamental mesure´ expe´rimentalement devient de spin-parite´ 11/2−, il
est correctement reproduit avec la parame´trisation D1S. En revanche, les parame´trisations
D2A et D2B pre´disent encore l’e´tat 1/2+ comme le fondamental. Cependant, on remarque
que l’e´nergie de l’e´tat 11/2− calcule´e avec ces deux parame´trisations ne cesse de diminuer
depuis le premier isotope, l’111Sn. Aussi, cet e´tat 11/2− devient finalement celui de plus
basse e´nergie a` partir de l’125Sn pour la parame´trisation D2A et a` partir de l’127Sn pour
la parame´trisation D2B. Dans ce dernier noyau, les trois parame´trisations pre´disent donc,
en accord avec l’expe´rience, un e´tat fondamental de spin-parite´ 11/2−.
Dans l’129Sn et l’131Sn, les spectres expe´rimentaux sont construits sur l’e´tat fondamental de
spin-parite´ 3/2+. Nos pre´dictions the´oriques avec les diffe´rentes parame´trisations s’ave`rent
incorrectes, elles privile´gient l’e´tat 11/2− comme fondamental. L’e´tat 3/2+ calcule´ avec la
parame´trisation D1S posse`de une e´nergie d’excitation significative, e´gale a` 1062 keV dans
l’131Sn. Avec les parame´trisations D2A et D2B, cette e´nergie d’excitation diminue a` 689
keV et 675 keV respectivement, permettant ainsi une meilleure comparaison au spectre
expe´rimental.
Ces diffe´rents re´sultats montrent que la structure a` une particule obtenue avec D2A et
D2B est plus proche de l’expe´rience que celle calcule´e avec D1S. Il reste cependant des
de´saccords notables, en particulier au voisinage de la fermeture de couches N = 82.
IV.2.1.2 – c Distributions spatiales des nucle´ons et des paires corre´le´es
La distribution spatiale des nucle´ons d’isospin τ = p, n sera caracte´rise´e par la densite´
locale ρτ (~r) de´finie comme
ρτ (~r ) =
∑
i,j,σ
φ∗i (~r, σ, τ)φj(~r, σ, τ)ρji. (IV.8)
En pre´sence de corre´lations d’appariement, la densite´ de paires corre´le´es sera de´finie par
κτ (~r ) =
∑
i,j,σ
φi(~r, σ, τ)φj(~r, σ, τ)κji. (IV.9)
Dans ces de´finitions, nous avons note´
~r, σ et τ : le vecteur position, l’indice de spin et l’indice d’isospin respectivement,
φi(~r, σ, τ) : la fonction d’onde de l’e´tat i associe´ a` une repre´sentation donne´e,
ρji et κji : la matrice densite´ et le tenseur d’appariement (tous deux syme´triques).
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Dans ces de´finitions, les distributions spatiales des nucle´ons ρτ (~r) et des paires corre´le´es
κτ (~r) sont construites a` partir des fonctions d’onde d’une repre´sentation donne´e. Si la
repre´sentation choisie est celle de la base canonique2, seuls les e´tats i et j proches (en
e´nergie) du niveau de Fermi contribuent au tenseur d’appariement κji. La densite´ de
paires κτ (~r ) se re´duit alors a` une somme, sur un nombre limite´ d’e´tats voisins du niveau
de Fermi, d’un produit de fonctions d’onde. Dans le cas de l’116Sn qui nous inte´resse ici,
le niveau de Fermi pour les neutrons est au coeur de la couche majeure comprise entre
les nombres magiques N = 50 et N = 82. Les fonctions d’onde mises en jeu dans cette
couche correspondent aux e´tats 2d5/2, 1g7/2, 3s1/2, 2d3/2 et 1h11/2. Leurs formes spatiales
sont repre´sente´es sur la Fig. IV.12(b). La fonction d’onde 3s1/2 se caracte´rise par sa
contribution non-nulle a` l’origine.

















































































































Fig. IV.12 – Partie (a) : Gap d’appariement ∆F dans la matie`re nucle´aire en fonction
du moment de Fermi kF . Partie (b) : Formes spatiales des fonctions d’onde de la couche
majeure N = 50− 82. Parties (c) et (d) : Distributions spatiales de la densite´ de paires
de neutrons corre´le´es κn(r) et de la densite´ de neutrons ρn(r). Pour les parties (a), (c) et
(d), les re´sultats obtenus avec les parame´trisations D1S, D2A et D2B sont repre´sente´s.
2La base canonique permet, dans la me´thode Hartree-Fock-Bogoliubov, de diagonaliser la matrice
densite´ ρji et d’obtenir une forme canonique pour le tenseur d’appariement κji.
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Conside´rons maintenant la distribution spatiale des paires corre´le´es de neutrons, κn(~r),
telle que de´finie en (IV.9). Le noyau d’116Sn e´tant sphe´rique, cette densite´ de paires est
isotrope ; elle de´pend donc seulement de la norme r du vecteur position, κn(~r ) = κn(r).
La Fig. IV.12(c) montre cette distribution spatiale des corre´lations d’appariement, κn(r),
issue d’un calcul Hartree-Fock-Bogoliubov avec les parame´trisations D1S, D2A et D2B.
La contribution de la fonction d’onde 3s1/2, pique´e en r = 0 (Fig. IV.12(b)), explique
la valeur maximale κn(0) de la densite´ de paires au centre du noyau. Jusqu’a` r = 1 fm,
la densite´ de paires suit le comportement de´croissant de la fonction d’onde 3s1/2, puis
pre´sente deux maxima locaux en r = 2.6 fm et r = 5.2 fm. Cette structure a` plus grande
distance s’interpre`te e´galement a` partir des formes spatiales des fonctions d’onde sous-
jacentes.
Les courbes obtenues avec les trois parame´trisations D1S, D2A et D2B pre´sentent de le´-
ge`res diffe´rences sur lesquelles nous avons re´alise´ deux zooms. Le premier zoom montre
que, au centre et en volume (V ) du noyau, la densite´ de paires obtenue avec la parame´-
trisation D1S, κD1Sn,V , domine celle calcule´e avec la parame´trisation D2B, κ
D2B
n,V , elle-meˆme






Le deuxie`me zoom porte sur la surface (S) du noyau, situe´e a` 5 ou 6 fm du centre. Dans




n,S obtenues avec les trois parame´trisa-






Les relations (IV.10) et (IV.11) peuvent eˆtre interpre´te´es a` partir de la de´pendance en
densite´ du gap d’appariement ∆F dans la matie`re nucle´aire. Celle-ci est repre´sente´e sur




Cette figure montre que les courbes calcule´es avec les trois parame´trisations D1S, D2A
et D2B se croisent en kF = 1.1 fm
−1, soit ρ ≃ ρ0/2. Au-dela` du point de croisement,
le domaine kF > 1.1 fm
−1 correspond a` des densite´s ρ > ρ0/2, typiquement rencontre´es
au coeur du volume (V ) du noyau. Dans ce domaine, les valeurs du gap d’appariement











En-dec¸a du point de croisement, le domaine kF < 1.1 fm
−1 est celui des basses densite´s,













Les relations (IV.12) entre les gaps d’appariement dans la matie`re nucle´aire, valables pour
les densite´s ρ > ρ0/2, sont cohe´rentes avec les relations (IV.10) concernant les distribu-
tions de paires corre´le´es au centre du noyau d’116Sn. De meˆme, pour les densite´s ρ < ρ0/2
caracte´ristiques de la surface du noyau, les relations (IV.13), entre les gaps d’appariement
d’une part, et (IV.11), entre les densite´s de paires d’autre part, sont en accord.
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Enfin, nous avons repre´sente´ sur la Fig. IV.12(d) la distribution spatiale de la densite´
de neutrons ρn(r) obtenue, dans l’
116Sn, avec les parame´trisations D1S, D2A et D2B. Les
profils de densite´s calcule´s avec les parame´trisations D2A et D2B sont tre`s similaires. Ils se
distinguent du re´sultat pre´dit par la parame´trisation D1S, principalement dans la re´gion
centrale du noyau, r ≤ 1.5 fm. Le zoom re´alise´ sur cette re´gion montre le comportement
de´croissant, signature de la fonction d’onde 3s1/2, de la courbe calcule´e avec la parame´-
trisation D1S. Avec les deux autres parame´trisations, D2A et D2B, cette fonction d’onde
est de´peuple´e, ainsi, sa contribution au profil de densite´ est diminue´e. Les densite´s alors
obtenues au centre du noyau sont plus faibles, ce de´ficit e´tant compense´ par un exce`s de
neutrons en surface.
Les distributions de neutrons sont difficilement accessibles a` la mesure. En particulier,
pour le profil de densite´ neutron de l’116Sn, aucune information expe´rimentale n’est re-
porte´e dans la litte´rature. Aussi il nous est impossible de discriminer, par confrontation
avec l’expe´rience, entre les pre´dictions des parame´trisations D1S et D2A (ou D2B).
Les distributions de charges, relatives aux protons, sont en revanche mieux connues ex-
pe´rimentalement [14], par exemple dans le 208Pb. Ce noyau pre´sente l’inte´reˆt de faire
intervenir la fonction d’onde 3s1/2 dans sa mer de Fermi proton. Cette fonction d’onde
contribue donc aux profils de densite´ de protons et de densite´ de charges de ce noyau. De
plus, le taux d’occupation de cette fonction d’onde varie beaucoup selon la parame´trisa-
tion utilise´e, comme nous l’avons illustre´ dans le cas de l’116Sn. Aussi, on peut s’attendre
a` obtenir des distributions de protons et de charges tre`s diffe´rentes avec les parame´tri-
sations D1S et D2A (ou D2B). La comparaison aux donne´es expe´rimentales disponibles
permettrait alors de de´terminer quelle parame´trisation offre la meilleure description des
profils de densite´s. Cette e´tude fait l’objet de la partie suivante.
IV.2.1.3 La chaˆıne isotopique du Plomb
IV.2.1.3 – a Distributions de charges et de neutrons dans le 208Pb
Dans la partie pre´ce´dente, nous avons mis en e´vidence la contribution de la fonction
d’onde 3s1/2 sur la distribution de neutrons dans l’
116Sn. Cette fonction d’onde doit e´gale-
ment contribuer a` la distribution de charges dans le 208Pb, puisqu’elle appartient a` la mer
de Fermi proton de ce noyau. Les distributions de charges, calcule´es en tenant compte
des facteurs de forme des protons, sont repre´sente´es sur la Fig. IV.13. Les calculs ont e´te´
re´alise´s pour les parame´trisations D1S, D2A et D2B avec les me´thodes Hartree-Fock (HF)
et Random Phase Approximation (RPA).
Pour la parame´trisation D1S, la distribution de charges obtenue avec la me´thode HF re-
produit correctement les donne´es expe´rimentales (EXP) au-dela` de r = 2 fm. Au centre
du noyau, r ≤ 2 fm, le calcul D1S-HF se distingue de la courbe expe´rimentale en pre´disant
un maximum trop prononce´ comme le montre le zoom sur la Fig. IV.13. Ce maximum a`
l’origine, ρD1S-HF (0) = 0.077 fm
−3, provient de la contribution de la fonction d’onde 3s1/2
et surestime la valeur expe´rimentale, ρEXP (0) = 0.063 fm
−3.
L’ajout de corre´lations dans l’e´tat fondamental par la me´thode RPA ame´liore significati-
vement l’accord avec la distribution expe´rimentale. En particulier, la densite´ obtenue au
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centre du noyau, ρD1S-RPA(0) = 0.069 fm
−3, re´duit d’un facteur deux l’e´cart a` la valeur
expe´rimentale. Celle-ci reste donc le´ge`rement surestime´e de 0.006 fm−3.
Pour les parame´trisations D2A et D2B, seuls les calculs avec la me´thode Hartree-Fock
(HF) ont pu eˆtre re´alise´s. Ces deux parame´trisations donnent les meˆmes re´sultats, aussi
bien pour les distributions de charges que de neutrons, repre´sente´s par les courbes
D2A/D2B-HF. Pour la distribution de charges, par rapport a` la parame´trisation D1S,
la valeur maximale au centre est re´duite de 0.002 fm−3. Cette le´ge`re ame´lioration de nos
re´sultats a` l’approximation HF doit eˆtre confirme´e par des calculs RPA. En effet, comme
nous l’avons illustre´ dans le cas de la parame´trisation D1S, le traitement des corre´lations
de type RPA peut modifier de manie`re significative la distribution de charges au centre
du noyau.
La distribution de neutrons est moins bien de´termine´e expe´rimentalement, en particulier
au centre du noyau. Ces incertitudes de mesures sont repre´sente´es par des barres d’erreur
verticales sur la Fig. IV.13. Dans la re´gion centrale, r ≤ 3 fm, la distribution obtenue
avec la parame´trisation D1S a` l’approximation HF pre´sente des oscillations d’amplitude
le´ge`rement trop grande par rapport a` la courbe expe´rimentale. Avec les parame´trisations
D2A et D2B, l’amplitude de ces oscillations est re´duite, et la distribution D2A/D2B-HF
s’inscrit mieux dans les barres d’erreur expe´rimentales.


























Fig. IV.13 – Distributions de charges et de neutrons dans le 208Pb. Pour la parame´trisation
D1S, les re´sultats sont pre´sente´s avec la me´thode Hartree-Fock (HF), et avec la me´thode
plus ge´ne´rale de la Random Phase Approximation (RPA). Pour les deux parame´trisations
D2A et D2B, seuls les calculs avec la me´thode HF ont e´te´ re´alise´s. Les distributions obte-
nues avec ces deux parame´trisations sont identiques, aussi une seule courbe est pre´sente´e.
Ces pre´dictions the´oriques sont compare´es aux distributions expe´rimentales (EXP) [14].
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IV.2.1.3 – b Variation isotopique des rayons de charge
La variation isotopique des rayons de charge3 constitue un test exigeant de nos mode`les
the´oriques. Les pre´dictions de ces mode`les peuvent eˆtre confronte´es aux mesures expe´-
rimentales de rayons de charge obtenues par spectroscopie avec faisceau laser atomique.
Ces mesures ont permis de de´terminer, avec une grande pre´cision, la variation des rayons
de charge le long de diffe´rentes chaˆınes isotopiques.
Dans la chaˆıne isotopique du Plomb, les rayons de charge expe´rimentaux pre´sentent un
point anguleux au niveau du 208Pb. En d’autres termes, pour les noyaux plus lourds que
le 208Pb, les rayons de charge ne suivent pas la meˆme tendance que pour les isotopes plus
le´gers. Cet effet est repre´sente´ sur la Fig. IV.14.
Sur cette figure, la quantite´ ∆r2c est de´finie comme
∆r2c = r
2
c (A)− r2c (208), (IV.14)
ou` nous avons note´ rc(A) le rayon de charge de l’isotope de masse A. Pour toutes les
courbes, le point de re´fe´rence est donc le 208Pb. La courbe EXP a e´te´ obtenue a` partir des
rayons de charge expe´rimentaux [151]. Pour les quatre autres courbes, les rayons de charge
ont e´te´ calcule´s a` l’approximation Hartree-Fock-Bogoliubov avec les parame´trisations D1S,
D1N, D2A et D2B.
























Fig. IV.14 – Variation isotopique des rayons de charge pour les isotopes du Plomb. La
diffe´rence ∆r2c , de´finie en (IV.14), est repre´sente´e en fonction du nombre de masse A.
Les pre´dictions the´oriques obtenues, a` l’approximation Hartree-Fock-Bogoliubov, avec les
parame´trisations D1S, D1N, D2A et D2B sont compare´es aux donne´es expe´rimentales
(EXP).
3On appellera ici rayon de charge, la racine du rayon carre´ de charge, c’est-a`-dire la racine du rayon
carre´ moyen de la distribution de protons convolue´e avec le facteur de forme du proton.
142
IV.2. Structure des noyaux finis
Les donne´es expe´rimentales se caracte´risent par un changement de pente au niveau du
208Pb. L’angle θ de´fini entre les deux segments de part et d’autre du 208Pb est alors de 2.7◦.
Nos calculs the´oriques ne parviennent pas a` reproduire un point anguleux aussi prononce´.
Les angles obtenus avec les diffe´rentes parame´trisations sont donne´s dans le Tab. IV.2.
Avec un angle de 0.7◦, la parame´trisation D1S pre´dit un changement de pente ne´gligeable.
Une le´ge`re ame´lioration est obtenue avec les parame´trisations D1N, D2A et D2B, l’angle
produit est alors de 1.0◦. On remarque de plus que, pour les isotopes de masse A < 208,
la parame´trisation D2B reproduit avec une tre`s bonne pre´cision la variation isotopique
expe´rimentale des rayons de charge.
EXP D1S D1N D2A D2B
θ(◦) 2.7 0.7 1.0 1.0 1.0
Tab. IV.2 – Angle θ (en degre´s) entre les segments de part et d’autre du 208Pb.
Les parame´trisations standards (SkM∗, SIII, SGII, Sly4, ...) de l’interaction de Skyrme
souffrent de la meˆme pathologie, elles ne reproduisent pas correctement le point anguleux
des rayons de charge expe´rimentaux. Aussi, diffe´rentes e´tudes ont e´te´ mene´es pour ame´-
liorer ces parame´trisations.
N. Tajima et al. [152], en particulier, sont parvenus a` reproduire le changement de pente
des rayons de charge expe´rimentaux en introduisant une interaction d’appariement de´-
pendante de la densite´ agissant a` la surface du noyau.
Les autres e´tudes s’inspirent du succe`s des approches de champ moyen relativistes. Ces
approches relativistes [153], fonde´es sur les Lagrangiens effectifs, permettent en effet une
tre`s bonne reproduction de la variation isotopique des rayons de charge expe´rimentaux.
Dans ces the´ories, l’interaction spin-orbite e´merge naturellement du couplage des me´sons
σ et ω au nucle´on de Dirac, et pre´sente une le´ge`re de´pendance isovectorielle. En s’ap-
puyant sur ces re´sultats, Reinhard-Flocard [154] ou, plus re´cemment, de Sharma et al.
[155] ont ge´ne´ralise´ le terme spin-orbite de l’interaction de Skyrme pour y introduire une
composante isovectorielle. Leurs travaux montrent qu’il devient alors possible de de´crire
avec une bonne pre´cision les rayons de charge expe´rimentaux, et notamment le point an-
guleux au niveau du 208Pb.
Selon ces e´tudes, la structure du terme spin-orbite joue un roˆle essentiel dans la reproduc-
tion des rayons de charge expe´rimentaux le long des chaˆınes isotopiques. Or, la composante
spin-orbite de l’interaction de Gogny actuelle e´tant de porte´e nulle, elle ne posse`de d’e´le´-
ments de matrice non-nuls que dans le sous-espace triplet-impair (S=1, T=1) des e´tats a`
deux nucle´ons. Sa de´pendance isovectorielle est donc tre`s particulie`re [154].
Une premie`re fac¸on de reme´dier a` ce proble`me serait d’introduire une porte´e finie dans
cette composante, ce qui lui permettrait d’agir dans les deux sous-espaces (S=1, T=1) et
(S=1, T=0). Le poids relatif des deux sous-espaces pourrait eˆtre controle´ par un para-
me`tre de me´lange XT ajustable.
Une seconde fac¸on, propose´e par Pearson et Farine [156], consiste a` postuler une compo-
sante spin-orbite toujours de porte´e nulle mais de´pendant des densite´s proton et neutron.
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L’interaction qui en re´sulte de´pend de deux parame`tres supple´mentaires qui permettent
de simuler la forme du champ spin-orbite de´duit des approches de champ moyen relati-
viste.
La premie`re solution posse`de le de´savantage de ne´cessiter le calcul d’un champ spin-
orbite d’e´change et d’un champ d’appariement spin-orbite non triviaux, contrairement a`
la seconde solution. En revanche, elle a l’avantage de fournir des e´le´ments de matrice de
l’interaction re´siduelle entre e´tats de particule qui tendent vers ze´ro quand le moment de
transfert devient infini. Cet aspect est important dans la perspective des extensions de la
the´orie de champ moyen a` l’approche QRPA et aux me´thodes de me´langes de configuration
particule-trou les plus ge´ne´raux.
IV.2.2 Les proprie´te´s relatives a` la de´formation des noyaux
IV.2.2.1 Moments d’inertie de quelques terres rares et actinides
Dans les re´gions des terres rares et des actinides, les e´tats de basse e´nergie de nombreux
noyaux pair-pair ont pu eˆtre caracte´rise´s expe´rimentalement. Les e´nergies des premiers
e´tats excite´s construits sur le fondamental 0+ ont e´te´ mesure´es. Le premier e´tat exite´, dans
la grande majorite´ des noyaux pair-pair, est de spin-parite´ 2+. Les valeurs expe´rimentales
de l’e´nergie d’excitation de cet e´tat, E(2+), sont compile´es, de l’4He au 256Fm, dans la
Re´f. [17]. Dans cette meˆme re´fe´rence, sont e´galement reporte´es les mesures de probabilite´
de transition quadrupolaire e´lectrique, B(E2) ↑, entre l’e´tat fondamental 0+ et le premier
e´tat 2+.
A partir de l’e´nergie mesure´e du premier e´tat 2+, il est possible de de´duire la valeur expe´-
rimentale du moment d’inertie, JEXP = 3/E(2
+) [MeV−1]. Pour qu’une telle de´finition du
moment d’inertie soit justifie´e, il est ne´cessaire que le spectre des premiers e´tats excite´s
soit rotationnel. Les quelques terres rares et actinides que nous e´tudions ici ve´rifient cette
condition. Nous avons repre´sente´ leurs moments d’inertie expe´rimentaux par les cercles
noirs sur les Fig. IV.15(a) et IV.15(b).
Les mesures de B(E2) ↑ permettent, quant a` elles, de de´terminer une estimation expe´ri-
mentale du parame`tre de de´formation βEXP . Cette estimation, bien que de´pendante d’un
mode`le nucle´aire particulier, pourra eˆtre compare´e aux valeurs the´oriques de de´forma-
tion pre´dites par nos calculs. Le mode`le nucle´aire en question suppose une distribution
de charge uniforme sur un rayon R(θ, ϕ) et nulle au-dela`. Il permet de de´duire la valeur





B(E2) ↑ /e2]1/2 ,
ou` R0 est pris e´gal a` 1.2A
1/3 fm, et B(E2) ↑ est exprime´ en e2b2.
Ces estimations expe´rimentales du parame`tre de de´formation βEXP sont repre´sente´es par
les cercles noirs sur les Fig. IV.15(a) et IV.15(b). Les barres d’erreur proviennent des in-
certitudes de mesures sur les valeurs des B(E2) ↑.
Sur les meˆmes figures sont reporte´es nos pre´dictions the´oriques obtenues avec les para-
me´trisations D1S, D2A et D2B. Selon la proce´dure propose´e par M. Girod et al. [28], les
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valeurs des moments d’inertie, calcule´es a` l’approximation Inglis-Belyaev [26, 27], ont e´te´
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Fig. IV.15 – Energies d’appariement Eapp (en valeur absolue), moments d’inertie J et
de´formations β calcule´s, a` l’approximation Hartree-Fock-Bogoliubov, avec les parame´tri-
sations D1S, D2A et D2B. Pour les moments d’inertie et les de´formations, nos calculs sont
confronte´s aux donne´es expe´rimentales, note´es EXP et issues de la Re´f. [17].
Partie (a) : Terres rares, Partie (b) : Actinides.
Pour les terres rares 164Dy, 168Er et 170Yb, les moments d’inertie calcule´s avec les trois
parame´trisations reproduisent correctement, avec une pre´cision de 5 MeV−1, les donne´es
expe´rimentales. Cet accord the´orie-expe´rience se de´teriore pour le 174Hf et le 174W. Les
parame`tres de de´formation pre´sentent le meˆme type de comportement, les trois parame´-
trisations assurent une bonne reproduction des valeurs expe´rimentales sauf pour le 174Hf
et le 174W. Cette similitude entre les rapports the´orie-expe´rience des moments d’inertie et
des de´formations sugge`re une relation forte entre ces deux quantite´s. Expe´rimentalement,
cette relation entre les moments d’inertie et les de´formations a e´te´ mise en e´vidence et







Si cette relation s’appliquait e´galement aux de´formations et moments d’inertie the´oriques,
l’e´cart (β2D1S−β2EXP ) = 0.056 dans le 174W produirait une diffe´rence (JD1S−JEXP ) = 23.7
MeV−1. La Fig. IV.15(a) montre que cette diffe´rence est en re´alite´ sensiblement plus
faible, soit (JD1S − JEXP ) = 15.3 MeV−1. La relation (IV.15) permet donc d’expliquer
semi-quantitativement l’e´cart entre les moments d’inertie JEXP et JD1S a` partir des de´-
formations βEXP et βD1S. Cette discussion peut eˆtre reprise, de la meˆme manie`re, pour
les parame´trisations D2A ou D2B.
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Nous souhaitons maintenant comparer entre elles les pre´dictions des parame´trisations
D1S, D2A et D2B. Les parame`tres de de´formation, βD1S, βD2A et βD2B, obtenus avec ces
trois parame´trisations sont tre`s proches pour tous les noyaux conside´re´s. Les valeurs des
moments d’inertie, en revanche, de´pendent de la parame´trisation utilise´e. Avec la para-
me´trisation D2A, les valeurs obtenues sont syste´matiquement infe´rieures a` celles pre´dites
avec les parame´trisations D1S ou D2B. Pour comprendre cette tendance, il est inte´res-
sant de comparer les proprie´te´s d’appariement de ces parame´trisations. Dans ce but, nous
avons repre´sente´ les e´nergies d’appariement Eapp (en valeur absolue) pour chacun des
noyaux. Que ce soit pour les terres rares ou pour les actinides, la parame´trisation D2A
est celle qui produit l’e´nergie d’appariement la plus forte. Cette parame´trisation favorise
donc la de´veloppement d’une phase superfluide a` l’origine de la diminution des valeurs des
moments d’inertie. Cette diminution reste un effet faible pour la plupart des noyaux, sauf
dans les cas du 234Th et de l’236U. La diffe´rence entre les pre´dictions des parame´trisations
D1S et D2A de´passe alors 5 MeV−1.
La prise en compte, par la me´thode du me´lange de configurations, de l’e´talement de la
fonction d’onde dans l’espace des de´formations peut encore le´ge`rement modifier nos pre´-
dictions the´oriques [28]. Aussi, nous sommes reste´s prudents dans la comparaison de nos
re´sultats the´oriques aux valeurs expe´rimentales des moments d’inertie.
IV.2.2.2 Les barrie`res de fission
La description du processus de fission nucle´aire est l’un des aboutissements majeurs de
nos calculs the´oriques avec l’interaction de Gogny. La mode´lisation the´orique de ce proces-
sus ne´cessite de connaitre les proprie´te´s statiques et dynamiques du syste`me fissionnant.
En particulier, les configurations nucle´aires statiques hors e´quilibre, le couplage entre de-
gre´s de liberte´ collectifs et intrinse`ques, ainsi que la dynamique des mouvements collectifs
de grande amplitude doivent eˆtre pris en compte. Aussi, le calcul the´orique consiste en
deux e´tapes, un calcul statique permet de de´terminer la surface d’e´nergie potentielle et les
inerties collectives, puis un calcul dynamique, s’appuyant sur ces re´sultats, de´crit l’e´volu-
tion temporelle du syste`me jusqu’a` la fission.
Dans cette partie, nous nous contentons de tester l’e´tape statique de cette approche,
en de´terminant, a` l’approximation Hartree-Fock-Bogoliubov avec contraintes, les surfaces
d’e´nergie potentielle de diffe´rents actinides le long du chemin de fission syme´trique. Ces
restrictions de syme´trie proviennent du fait que la nouvelle forme analytique (III.13) de
l’interaction de Gogny n’a e´te´ imple´mente´e que dans le code Hartree-Fock-Bogoliubov a`
syme´trie axiale conservant la parite´.
Les surfaces d’e´nergie potentielle ainsi obtenues pour l’238U, le 240Pu, le 242Cm et le
250Cf sont repre´sente´es en fonction de la de´formation quadrupolaire axiale β sur les Fig.
IV.16(a), (b), (c) et (d). Pour chacun de ces noyaux, le calcul Hartree-Fock-Bogoliubov
avec contraintes a e´te´ re´alise´ avec les parame´trisations D1S, D2A et D2B. Pour les pa-
rame´trisations D2A et D2B, nous avons translate´ verticalement les surfaces d’e´nergie
potentielle de fac¸on a` ce que les trois courbes posse`dent le meˆme minimum. De plus, les
corrections d’e´nergie de point ze´ro rotationnelles ont e´te´ prises en compte afin que les
courbes repre´sentent le potentiel collectif du syste`me fissionnant.
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Fig. IV.16 – Surfaces d’e´nergie potentielle EHFB repre´sente´es en fonction de la de´forma-
tion quadrupolaire axiale β. L’e´nergie EHFB a e´te´ calcule´e, a` l’approximation Hartree-
Fock-Bogoliubov, avec les parame´tisations D1S, D2A et D2B pour (a) l’238U, (b) le 240Pu,
(c) le 242Cm et (d) le 250Cf. Les surfaces d’e´nergie potentielle calcule´es avec les parame´-
trisations D2A et D2B ont e´te´ translate´es verticalement pour que leur minimum coincide
avec celui pre´dit par la parame´trisation D1S.
Les surfaces d’e´nergie potentielle des quatre noyaux e´tudie´s pre´sentent deux puits aux
de´formations β ∼ 0.3 et β ∼ 0.9. Le premier d’entre eux, aussi le plus profond, correspond
a` l’e´tat fondamental du syste`me, le deuxie`me a` un isome`re de forme, l’isome`re de fission.
Ces deux puits sont se´pare´s par une premie`re barrie`re dont nous mesurons la hauteur
BI,a par rapport au fond du premier puits. La Fig. IV.16 montre que, dans les quatre
noyaux pre´sente´s, les hauteurs de barrie`re BD2AI,a et B
D2B
I,a obtenues avec les parame´trisa-
tions D2A et D2B sont infe´rieures d’environ un MeV aux hauteurs BD1SI,a pre´dites par la
parame´trisation D1S.
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234U 238U 238Pu 240Pu 244Pu 242Cm 244Cm 250Cf 252Cf
BEXPI [MeV] 4.8 6.3 5.6 6.1 5.7 6.7 6.2 5.6 5.3
BD1SI,a [MeV] 8.7 10.6 10.3 11.1 12.2 11.2 11.4 12.3 10.7
BD2AI,a [MeV] 7.8 9.2 9.2 9.9 9.7 10.0 10.3 10.7 9.5
BD2BI,a [MeV] 8.0 9.5 9.4 10.2 9.9 10.2 10.5 10.8 10.1
Tab. IV.3 – Hauteurs des premie`res barrie`res de fission pour diffe´rents noyaux. Nos pre´-




I,a , calcule´es en syme´trie axiale avec les para-
me´trisations D1S, D2A et D2B sont compare´es aux hauteurs de barrie`res de´termine´es
expe´rimentalement BEXPI [157, 158].
Les valeurs exactes des hauteurs de barrie`re sont donne´es dans le Tab. IV.3 pour neuf
noyaux, dont les quatre auxquels nous nous sommes inte´resse´s jusqu’ici. Ce tableau montre
que, pour cet ensemble de noyaux, les barrie`res calcule´es avec les parame´trisations D2A
et D2B sont de 500 keV a` 2 MeV plus basses que celles obtenues avec la parame´trisation
D1S. Les hauteurs de barrie`re e´value´es expe´rimentalement [157, 158] sont rassemble´es
dans la ligne BEXPI du tableau. Leur comparaison directe avec nos re´sultats the´oriques
doit cependant eˆtre nuance´e comme nous allons l’expliquer maintenant.
D’une part, les hauteurs de barrie`re expe´rimentales sont de´finies par rapport a` l’e´tat
fondamental du noyau. L’e´nergie de point ze´ro dans le premier puits e´tant de l’ordre de
500 keV, les barrie`res the´oriques doivent eˆtre diminue´es d’autant. D’autre part, les calculs
[159] avec la parame´trisation D1S montrent que les hauteurs de barrie`re triaxiales BI,t
sont re´duites de 2 a` 3 MeV, selon les noyaux, par rapport aux valeurs axiales BI,a. Avec
ces re´ductions, les nouvelles hauteurs de barrie`res obtenues avec la parame´trisation D1S
sure´valuent encore de 1 a` 2 MeV les valeurs expe´rimentales, notamment dans les isotopes
de l’Uranium et du Plutonium.
Il serait e´videmment inte´ressant de re´pe´ter ce calcul triaxial avec les parame´trisations
D2A et D2B. En tout e´tat de cause, les re´sultats en syme´trie axiale montrent que les
hauteurs de barrie`re calcule´es avec ces deux nouvelles parame´trisations sont infe´rieures
a` celles pre´dites par la parame´trisation D1S, ame´liorant ainsi l’accord avec les donne´es
expe´rimentales.
IV.2.3 La description des e´nergies de liaison
Von Weizsa¨cker fut le premier a` proposer, de`s 1935, une formule de masses semi-
empirique permettant d’estimer les e´nergies de liaison des noyaux [29]. Les ame´liorations
successives de cette premie`re formule ont permis de de´velopper les formules de masses
macroscopiques-microscopiques. Ces dernie`res prennent en compte, phe´nome´nologique-
ment, les corrections microscopiques a` la contribution du terme de goutte liquide [160].
Dans ces mode`les, les proprie´te´s microscopiques et macroscopiques sont traite´es inde´-
pendamment et leurs parame`tres sont ajuste´s sur les e´nergies de liaison expe´rimentales.
Malgre´ leur succe`s empirique, ces formules de masse n’e´tablissent aucun lien cohe´rent
entre le terme macroscopique et la correction microscopique. De plus, leurs pre´dictions
dans les noyaux tre`s exotiques peuvent eˆtre assez diffe´rentes d’un ensemble de parame`tres
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a` l’autre. Ces proble`mes rendent peu fiables les extrapolations de ces formules de masse
aux re´gions non encore connues expe´rimentalement.
Pour ame´liorer le pouvoir pre´dictif de ces formules de masse, il est ne´cessaire de les fon-
der sur des the´ories plus microscopiques. En particulier, les the´ories de champ moyen
auto-cohe´rent [161] constituent une approche mieux justifie´e the´oriquement et s’appuyant
sur la de´finition d’une interaction nucle´aire effective. Dans ce contexte, nous avons cal-
cule´, en syme´trie axiale et a` l’approximation Hartree-Fock-Bogoliubov (HFB), les e´nergies
de liaison BHFB de 1818 noyaux pairs-pairs. Pour les comparer aux e´nergies de liaison
expe´rimentales BEXP [15, 16], nous de´finissons la diffe´rence
∆BHFB = BEXP −BHFB, (IV.16)
expression dans laquelle les e´nergies de liaison expe´rimentales et the´oriques, BEXP et
BHFB, sont positives.
Sur la Fig. IV.17, nous pre´sentons d’abord quatre chaˆınes isotopiques, celles du Soufre,
de l’Etain, du Gadolinium et du Thorium. Pour chacune d’elles, nous avons calcule´ la
quantite´ ∆BHFB en fonction du nombre de neutrons N avec les parame´trisations D1S,
D2A et D2B.


























































































Fig. IV.17 – Diffe´rence ∆BHFB, de´finie en (IV.16), repre´sente´e en fonction du nombre
de neutrons N pour les chaˆınes isotopiques de quatre e´le´ments, (a) le Soufre, (b) l’Etain,
(c) le Gadolinium et (d) le Thorium. Pour chaque chaˆıne isotopique, les re´sultats obtenus
avec les parame´trisations D1S, D2A et D2B sont compare´s.
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Pour les isotopes du Soufre, les e´nergies de liaison pre´dites par les trois parame´trisations
sont peu diffe´rentes. Elles sous-estiment les valeurs expe´rimentales, BHFB < BEXP , soit
encore ∆BHFB > 0. Au-dela` de l’approximation HFB, on s’attend a` ce qu’un traitement
plus ge´ne´ral des corre´lations entre les nucle´ons modifie nos pre´dictions en apportant une
e´nergie de corre´lation positive, Bcorr > 0. Avec les nouvelles e´nergies de liaison the´oriques
ainsi obtenues, BHFB + Bcorr, la diffe´rence entre e´nergies de liaison expe´rimentales et
the´oriques sera diminue´e pour devenir ∆BHFB − Bcorr.
Dans la chaˆıne isotopique de l’Etain, les courbes repre´sentatives des diffe´rences ∆BHFB se
caracte´risent par une forme en arche ancre´e sur les noyaux doublement magiques 100Sn et
132Sn. Nous savons que l’amplitude de cette arche sera significativement diminue´e par le
traitement dynamique des corre´lations quadrupolaires. Ces corre´lations concernent seule-
ment les noyaux a` couche ouverte, de l’102Sn a` l’130Sn, et produisent un gain d’e´nergie de
liaison. En revanche, les e´nergies de liaison des deux noyaux magiques, 100Sn et 132Sn, ne
seront pas affecte´es par ces corre´lations. La ligne droite pointille´e joignant les deux extre´-
mite´s de l’arche montre que, avec la parame´trisation D1S, les valeurs de ∆BHFB de´rivent
de −4.1 a` 2.9 MeV de l’100Sn a` l’132Sn. Cette de´rive est corrige´e avec les parame´trisations
D2A ou D2B, les valeurs de ∆BHFB des deux noyaux magiques deviennent alors tre`s
proches.
Pour les isotopes du Gadolinium et du Thorium, les valeurs de ∆BHFB varient line´ai-
rement, sauf a` proximite´ des nombres magiques N = 82 ou N = 126, en fonction du
nombre de neutrons N . Cette line´arite´ est mate´rialise´e, pour chaque parame´trisation, par
une ligne droite pointille´e. Pour la parame´trisation D1S, la pente de cette ligne est positive
et vaut, selon la chaˆıne isotopique, aD1S = 0.22 MeV (Gadolinium) et aD1S = 0.35 MeV
(Thorium). Ces valeurs des pentes trahissent la de´rive, en fonction du nombre de neu-
trons N , de nos pre´dictions the´oriques par rapport aux e´nergies de liaison expe´rimentales.
Avec la parame´trisation D2A, la pente de cette de´rive change de signe et devient plus
douce, aD2A = −0.08 MeV pour les isotopes du Gadolinium et du Thorium. Les pentes
obtenues avec la parame´trisation D2B sont quasiment nulles, cette parame´trisation corrige
donc comple`tement la de´rive des e´nergies de liaison le long de ces deux chaˆınes isotopiques.
Sur la Fig. IV.18 sont rassemble´s les re´sultats obtenus pour l’ensemble des 1818 noyaux
pairs-pairs calcule´s. Pour chaque parame´trisation, D1S, D2A et D2B, les valeurs de
∆BHFB sont repre´sente´es en fonction du nombre de neutrons N et chaque ligne cor-
respond a` une chaˆıne isotopique donne´e. Aux nombres magiques de neutrons, N = 20, 50,
82 et 126, les courbes passent par des minima prononce´s sur lesquels s’appuie une structure
en forme d’arches. Hormis ces singularite´s localise´es a` proximite´ des nombres magiques,
les valeurs de ∆BHFB suivent un comportement line´aire le long des chaˆınes isotopiques, en
particulier pour les e´le´ments lourds. La pente de cette variation line´aire mesure la de´rive
des e´nergies de liaison the´oriques BHFB par rapport aux valeurs expe´rimentales BEXP .
Cette de´rive, tre`s marque´e avec la parame´trisation D1S, se trouve significativement re´-
duite, en changeant de signe, avec la parame´trisation D2A. La parame´trisation D2B est la
seule capable de supprimer toute de´rive, les pentes de´finies le long des chaˆınes isotopiques
deviennent alors quasiment nulles.
150






























Fig. IV.18 – Diffe´rence ∆BHFB, de´finie en (IV.16), repre´sente´e en fonction du nombre
de neutrons N pour un ensemble de 1818 noyaux pairs-pairs. Les re´sultats, obtenus avec
les parame´trisations D1S, D2A et D2B, sont donne´s sous forme de faisceaux de lignes, ou`
chaque ligne connecte les noyaux d’une meˆme chaˆıne isotopique.
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Conclusions
Ce travail a consiste´ a` mettre au point des ame´liorations de l’interaction effective de
Gogny. Dans un premier temps, nous avons re´ajuste´ les parame`tres de l’interaction D1S
pour reproduire l’e´quation d’e´tat de la matie`re neutronique pre´dite par les approches
Monte-Carlo variationnelle [11]. La nouvelle parame´trisation D1N ainsi obtenue permet
une meilleure description des e´nergies de liaison le long des chaˆınes isotopiques. La de´rive
par rapport aux valeurs expe´rimentales qui se produisait avec la parame´trisation D1S se
trouve en effet corrige´e, conse´quence directe de l’ajustement de la matie`re neutronique et
de l’e´nergie de syme´trie. Malgre´ ces ame´liorations, la parame´trisation D1N pre´dit, pour les
masses effectives proton et neutron dans la matie`re nucle´aire asyme´trique, une se´paration
oppose´e aux re´sultats microscopiques. Elle produit e´galement une liaison excessive dans le
sous-espace singulet-impair de la matie`re nucle´aire. Pour reme´dier a` ces proble`mes, nous
avons de´cide´ de faire e´voluer le terme de´pendant de la densite´ vers une porte´e finie.
Dans la deuxie`me partie du travail de the`se, nous avons donc introduit une nouvelle
forme analytique de l’interaction de Gogny incluant un terme densite´ de porte´e finie.
Cette e´volution se trouve e´galement justifie´e par des arguments the´oriques plus fonda-
mentaux. En particulier, l’utilisation de l’interaction effective dans les approches au-dela`
du champ moyen de type QRPA ou, plus ge´ne´ralement, fonde´es sur des de´veloppements
multiparticules-multitrous ne´cessite une porte´e non nulle dans les composantes de l’inter-
action. Avec cette modification, nous avons duˆ re´ajuster les parame`tres pour finalement
aboutir a` deux parame´trisations inte´ressantes D2A et D2B. Ces deux nouvelles parame´-
trisations permettent de reme´dier aux pathologies de la parame´trisation D1N tout en
conservant ses bonnes proprie´te´s.
Nous choisissons de ne garder, a` l’issue de ce travail de the`se, que la parame´trisation
D2B qui nous semble la mieux adapte´e sur diffe´rents points. D’abord, elle reproduit aux
basses densite´s le gap d’appariement dans la matie`re nucle´aire obtenu avec l’interaction
re´aliste de Paris. Ensuite, elle autorise une meilleure description des e´nergies de liaison le
long des chaˆınes isotopiques en corrigeant comple`tement la de´rive en fonction du nombre
de neutrons. Concernant les autres proprie´te´s, elle fournit une qualite´ de description e´qui-
valente a` la parame´trisation D2A.
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Pour cette raison, nous donnons ici les valeurs des parame`tres de D2B, que nous appelle-
rons de´sormais simplement D2. Cette nouvelle parame´trisation devrait constituer, seule,
la seconde ge´ne´ration de l’interaction de Gogny.
i µi Wi Bi Hi Mi α Wls
1 0.8 -1176.440 800.000 -927.366 1115.573 -
D2 2 1.3 93.741 -162.161 122.414 -223.859 - 130
3 0.6 1800.000 600.000 400.000 -600.000 1/3
TAB. - Valeurs des parame`tres de l’interaction D2B, renomme´e finalement D2.
Ce travail ouvre un certain nombre de perspectives. Tout d’abord, il reste a` comple´ter nos
calculs pour tester notamment l’interaction re´siduelle fournie par notre nouvelle parame´-
trisation D2. Pour cela, il faudrait imple´menter cette parame´trisation dans les codes de
calcul RPA, QRPA et de me´lange de configurations. Ensuite, il est dans notre intention de
tenter de ge´ne´raliser la composante spin-orbite de l’interaction de Gogny en lui affectant
une porte´e finie, comme nous l’avons fait pour le terme densite´. Une autre orientation plus
fondamentale de ce travail consisterait a` tenter la construction d’une interaction effective







Avec q = ±1
2
pour neutrons et protons :










Les | ~k, s, q > e´tant orthonorme´es dans un volume arbitrairement grand V :
<φ~k,s,q | φ~k′,s′,q′> = δ(~k − ~k′) δss′ δqq′
Les valeurs de ~k sont quantifie´es. A la limite d’un volume infini, on peut les conside´rer










Le moment de Fermi pour chaque type q de nucle´on est note´ kqF . La densite´ de nucle´on


























La densite´ totale est :












On de´finit un parame`tre X d’asyme´trie neutron-proton :





⇒ ρn = 1 + X
2




La matie`re nucle´aire syme´trique correspond a` X = 0 et la matie`re neutronique a` X = 1.
A.4 Energie
L’e´nergie totale est :
E =
< φ | H | φ >


































ou` ρqV repre´sente le nombre de nucle´ons d’espe`ce q. Soit A = ρV le nombre total de
































< ~k1s1q1 ~k2s2q2 | V12 | ˜~k1s1q1 ~k2s2q2 > (A.9)
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ou` | .˜ . . > repre´sente la fonction d’onde a` deux nucle´ons antisyme´trise´e, et ou` les som-


















·(Wi +BiPσ −HiPτ −MiPσPτ ) (A.10)
ou` Pr, Pσ et Pτ sont les ope´rateurs d’e´change des variables d’espace, de spin et d’isospin.
Cette forme est capable de reproduire aussi bien le terme de porte´e finie (avec αi = 0)
que le terme densite´ (avec µi → 0).
Dans la matie`re nucle´aire sature´e en spin, le terme Spin-Orbite ne contribue pas.
En e´crivant V12 | .˜ . .>= V12(1−PrPσPτ ) | . . .>, les e´le´ments de matrice de spin-isospin








< ~k1 ~k2 | Vi | ~k1 ~k2 >< s1s2q1q2 |Wi +BiPσ −HiPτ −MiPσPτ | s1s2q1q2 >
+ < ~k1 ~k2 | Vi | ~k2 ~k1 >< s1s2q1q2 |Mi +HiPσ − BiPτ −WiPσPτ | s1s2q1q2 >
ou` la premie`re ligne repre´sente la contribution a` l’e´nergie du champ direct d’espace et la
seconde celle du champ d’e´change d’espace.
Les termes spin-isospin peuvent eˆtre e´value´s de 2 manie`res :
Directement
Puisque < s1s2 | Pσ | s1s2 >= δs1s2 et < q1q2 | Pτ | q1q2 >= δq1q2, on obtient en








< ~k1 ~k2 | Vi | ~k1 ~k2 > [ 2Wi +Bi − δq1q2(2Hi +Mi) ]
+< ~k1 ~k2 | Vi | ~k2 ~k1 > [ 2Mi +Hi − δq1q2(2Bi +Wi) ] (A.11)
En de´composant sur les sous-espaces ST









s1s2|SmS > |SmS > (A.12)
et idem pout l’isospin. Les e´tats S = 0 sont impairs de spin et les e´tats S = 1 sont pairs :
Pσ | SmS >= (−1)S+1 | SmS >
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On en de´duit :


















(W +B(−1)S+1 −H(−1)T+1 −M(−1)T+S)


























[ < ~k1 ~k2 | Vi | ~k1 ~k2 >
(
Wi +Bi(−1)S+1 −Hi(−1)T+1 −Mi(−1)T+S
)
+ < ~k1 ~k2 | Vi | ~k2 ~k1 >
(






















(Wi +Bi(−1)S+1 −Hi(−1)T+1 −Mi(−1)T+S)
BSTi = −



















ASTi < ~k1 ~k2 | Vi | ~k1 ~k2 > − BSTi < ~k1 ~k2 | Vi | ~k2 ~k1 >
]
(A.14)
A.4.2.1 Ele´ments de matrice spatiaux
Ils sont de 2 types : e´le´ments de matrice directs d’espace < ~k1 ~k2 | Vi | ~k1 ~k2 > et
d’e´change d’espace < ~k1 ~k2 | Vi | ~k2 ~k1 >.
Terme direct
Avec ~r = ~r1 − ~r2 et ~R = ~r1+~r22 et les fonctions d’onde (A.1) :





− | ~r1− ~r2|
2
µ2





















qui est inde´pendant des moments ~k1 et ~k2. Donc en sommant on obtient simplement :∑
~k1 ~k2

























− | ~r1− ~r2|
2
µ2
























La somme sur ~k1 et ~k2 donne :∑
~k1 ~k2




















avec Xqi = µik
q










F (Xq1i , X
q2
i ) (A.19)




(X2 + Y 2 −XY − 2) (A.20)
− e−(X−Y2 )
2



















(X3 − Y 3)








Il est commode d’introduire la quantite´ sans dimension Xi = µikF ou` kF est le moment
de Fermi total tel qu’on l’a de´fini avec l’e´quation (A.3). Le volume arbitrairement grand
peut ainsi s’exprimer V = A
ρ
= A · 3π2µ3i
2X2i
. En reportant dans (A.14) les termes direct et
e´change d’espace et en utilisant ces notations, on obtient finalement l’e´nergie potentielle

























Le calcul des LTq1q2 de l’e´q. (A.13) est imme´diat. On a : LT−qq = 12(2T+1) et LTqq = T3 = T2T+1
































T.F (XPi , X
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)3 − (XNi )3)2 (A.23)













))− 2B′iF (XPi , XNi ) ]
A.4.2.3 Terme de porte´e nulle
Pour un terme potentiel de porte´e nulle tel que le terme densite´ de l’interaction de
Gogny il faut prendre la limite µi → 0. On peut aussi faire le calcul directement. Les
termes spatiaux direct et e´change sont e´gaux :




< ~k1 ~k2 | V | ~k1 ~k2 > =
∑
~k1 ~k2



























(AST − BST ) (T. (kPF )6 + T. (kNF )6 + (kPF kNF )3) (A.24)
















































En utilisant les valeurs particulie`res suivantes de la fonction F de´finie a` l’e´quation
(A.20) :
F (Xi, Xi) = e





F (0, 0) = F (0, Xi) = F (Xi, 0) = 0
l’e´nergie potentielle (A.22) s’e´crit facilement dans les cas de la matie`re nucle´aire syme´-
trique et de la matie`re neutronique. On obtient :
Matie`re syme´trique
La matie`re nucle´aire syme´trique est de´finie par χ = 0, kPF = k
N
F = kF . Les contributions

































































(W +M) ρα+1 (A.28)
Remarque : Dans l’interaction D1S de Gogny, le terme densite´ (E0P ) est tel que H =
M = 0, W = t0 et B = x0t0, et les deux termes de porte´e finie (E
µ
P ) ne de´pendent pas
de la densite´ (αi = 0). On retrouve alors a` des coefficients pre`s la formule de l’article de
Decharge´-Gogny [8] (les coefficients sont inexacts dans l’article).
Matie`re neutronique
La matie`re neutronique est de´finie par χ = 1, kPF = 0 et (k
N
F )
3 = 2.k3F . Les contributions








































































(W − B −H +M) ρα+1 (A.31)
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A.5. Incompressibilite´
Dans le cas d’une interaction de porte´e finie, l’e´nergie totaleE/A de la matie`re neutronique
s’exprime donc comme une fonction f de la densite´ de matie`re ρ et des combinaisons de
parame`tres (2Wi + Bi − 2Hi −Mi) et (2Mi + Hi − 2Bi −Wi) associe´es aux diffe´rentes












ρ , {(2Wi +Bi − 2Hi −Mi), (2Mi +Hi − 2Bi −Wi), µi}i=1,2,...
]
. (A.32)
En de´veloppant F (x, x) jusqu’a` l’ordre 8, on trouve :






+ . . . (A.33)
Donc les termes direct et e´change de (A.30) donnent des contributions de meˆme ordre
(kNF )
3 ≃ ρn a` la limite ρn → 0.
A.5 Incompressibilite´
L’incompressibilite´ K∞ de la matie`re nucle´aire correspond a` la re´ponse de l’e´nergie
a` une variation de densite´, autour d’un minimum d’e´nergie. Pour la matie`re nucle´aire











Cette e´galite´ n’est exacte que dans la mesure ou` ρ =
2k3F
3π2
et si les de´rive´es premie`res de









reste donc valable pour la matie`re nucle´aire asyme´trique, tant qu’elle posse`de un mini-
mum de stabilite´ et uniquement en ce point. L’application des deux formules donnera
des re´sultats analytiques tre`s diffe´rents, mais nume´riquement identiques. J’ai choisi de
calculer la compressibilite´ en de´rivant par rapport au moment de Fermi kF . Effectuons ce
calcul terme apre`s terme.
Contribution du terme cine´tique














Contribution d’un terme densite´ de porte´e nulle












A.6. Energie de syme´trie
Contribution de termes de porte´e finie
Les calculs se font sur le meˆme principe. Je ne les ai mene´s a` terme que pour le cas de





















































































A.6 Energie de syme´trie
Par analogie avec les formules empiriques de masse, on peut de´finir une e´nergie de










Les de´rive´es se calculent a` densite´ constante, et on les e´value autour de la matie`re syme´-
trique (X = 0). Nous allons mener ce calcul terme apre`s terme.
Contribution du terme cine´tique























ou` ESK/A est la contribution cine´tique a` l’e´nergie de la matie`re nucle´aire syme´trique.
Contribution d’un terme densite´ de porte´e nulle
















(W + 2B + 2H +M) .
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A.7. Masse effective
Contribution de termes de porte´e finie
Il s’agit maintenant de de´river l’expression (A.23) de l’e´nergie potentielle. Nous allons
le faire en conside´rant successivement les termes en facteur des quantite´s Ai, A′i, Bi et B′i











(Pi · Ai + P ′i · A′i +Qi · Bi +Q′i · B′i) .
Les coefficients P(′)i et Q(′)i s’obtiennent a` partir de l’expression (A.23) en de´rivant les
quantite´s adimensionne´es Xqi = µik
q





















































Les calculs de Qi et Q′i sont plus fastidieux. Les de´rive´es des fonctions F (XPi , XPi ),
F (XNi , X
N




i ) sont longues a` calculer. Leur e´valuation en X = 0 (Xi =
XPi = X
N
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Dans la matie`re nucle´aire infinie, les e´nergies a` une particule pour les protons (q = P )








l’e´nergie cine´tique, Γq(k) et ∂Γ les champs Hartree-Fock et de re´arrangement.
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A.7. Masse effective






























Le champ de re´arrangement ∂Γ ne de´pend pas de l’impulsion k, aussi il n’intervient pas
dans l’expression de la masse effective.







































































































Energies des e´tats a` une particule,
Energie de liaison totale,
Approximation Hartree-Fock
restreint
Dans cette annexe, trois types d’interaction seront conside´re´s,
v
(1)
















Nous allons de´velopper les expressions des e´le´ments de matrice de ces diffe´rentes interac-
tions dans la repre´sentation de l’oscillateur harmonique (OH) sphe´rique. Nous en de´dui-
rons ensuite les expressions du champ moyen et de l’e´nergie a` l’approximation Hartree-
Fock-Restreint (HFR).
B.1 Rappels sur la repre´sentation de l’OH sphe´rique
On note |a〉 les e´tats de l’OH sphe´rique avec :
a = (αa, ra), αa = (qa, sa), ra = (na, la, ma) (B.1)
ou` qa et sa sont les projections de l’isospin et du spin. Ils sont e´tats propres de l
2 et lz avec
les valeurs propres la(la+1) et ma, respectivement. Le nombre quantique supple´mentaire
na permet de distinguer les e´tats caracte´rise´s par les meˆmes valeurs de qa, sa, la, et ma.
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B.2. Ele´ments de matrice de l’interaction
Les fonctions d’onde de l’OH sphe´rique seront note´es :
Φa(~r, σ, τ) = φra(~r ) χsa(σ)χqa(τ) (B.2)
































na sont les polynoˆmes de Laguerre et b est la longueur d’oscillateur : b =
√
~/mω.
Enfin, les Y mala repre´sentent les harmoniques sphe´riques qui de´terminent la de´pendance an-
gulaire des fonctions d’onde. Pour s’affranchir de cette de´pendance, on de´finira d’ailleurs
les fonctions d’onde radiales φ(ra)(r) ≡ φra(~r )/Y mala (rˆ) avec (ra) = (na, la).
D. Gogny a montre´ [127] que le produit de deux fonctions d’onde de l’Oscillateur Harmo-
nique peut eˆtre de´veloppe´ selon la relation,






〈lama|Y mµ ∗lµ |lcmc〉φ0(~r)φrµ(~r) . (B.3)
B.2 Ele´ments de matrice de l’interaction
Les trois types d’interaction explicite´s au de´but de cette annexe, v
(i)
12 (i = 1, 2, 3),


























SI = t0 (1 + x0Pσ) G















Les e´le´ments de matrice de l’interaction peuvent ainsi eˆtre se´pare´s en deux composantes,
une d’espace et une de spin-isospin,
〈a b|v(i)12 |c d〉 = 〈αa αb|W (i)SI |αc αd〉 〈ra rb|G(i)|rc rd〉 .
B.2.1 Composante d’espace 〈ra rb|G(i)|rc rd〉
Cet e´le´ment de matrice se calcule comme l’inte´grale sur les positions des deux nucle´ons,
~r1 et ~r2,









(i) φrc(~r1)φrd(~r2) . (B.4)
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B.2. Ele´ments de matrice de l’interaction
B.2.1.1 Cas G(i) = G(1)
Dans ce cas, l’inte´grale (B.4) se calcule en utilisant le de´veloppement (B.3) du produit
de deux fonctions d’onde,















−(~r1−~r2)2/p2 φ0(~r2)φrν(~r2) . (B.5)







































Mrµrν ,rλ0 Krλ (B.8)
L’inte´grale Krλ s’effectue facilement, on trouve











i! (nλ − i)! , avec G = 1 + 2 b
2/p2 .
Dans les cas particuliers des e´tats 1S, ra = rb = rc = rd = (0, 0, 0), et des e´tats 2S,
ra = rb = rc = rd = (1, 0, 0), on trouve,
f 1s ≡ 〈000 000|G(1)|000 000〉
= G−3/2 (B.9)


















B.2.1.2 Cas G(i) = G(2)
L’inte´grale (B.4) se re´duit alors a` l’expression simple suivante,





(~r) ρα(~r )φrc(~r)φrd(~r) .
L’inte´grale ne porte alors que sur un seul vecteur position, ici ~r, car l’interaction G(2) est
de contact. Comme elle de´pend de la densite´ ρ du noyau, cette inte´grale doit eˆtre calcule´e
nume´riquement.
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B.2. Ele´ments de matrice de l’interaction
B.2.1.3 Cas G(i) = G(3)
Dans ce dernier cas, l’inte´grale (B.4) peut eˆtre simplifie´e en utilisant le de´veloppement
(B.3) du produit de deux fonctions d’onde,

































on utilise l’e´galite´ suivante∫
d3r2 e
















, λ(rν) = g














Ces formules applique´es aux e´tats 1S et 2S permettent de calculer les fonctions g1s et g2s
de´finies comme
g1s ≡ 〈000 000|G(3)|000 000〉 , (B.11)
g2s ≡ 〈100 100|G(3)|100 100〉 . (B.12)
B.2.2 Composante de spin-isospin 〈αa αb|W (i)SI |αc αd〉
En explicitant les variables d’isospin q et de spin s, cette composante s’e´crit
〈αa αb|W (i)SI |αc αd〉 = 〈qasa qbsb|W (i)SI |qcsc qdsd〉 ,


























〈αa αb|W (2)SI |αc αd〉 = t0(δsascδsbsd + x0δsasdδsbsc)δqaqcδqbqd
Les e´le´ments de matrice sont maintenant comple`tement de´finis pour les trois interactions
v
(i)
12 (i = 1, 2, 3). Ils interviennent dans la construction du champ Hartree-Fock que nous
de´veloppons dans la partie suivante.
B.3 Energies des e´tats a` une particule









ou` t = p2/2m repre´sente l’ope´rateur e´nergie cine´tique, |c˜d〉 = |cd〉 − |dc〉 est l’e´tat anti-
symme´trise´ et ρca est la matrice densite´.
L’hamiltonien auquel est soumis chaque nucle´on, de´fini par hac = ∂E/∂ρca, peut donc
eˆtre de´rive´ de l’expression (B.13) de l’e´nergie,
hac = 〈a|t|c〉+ Γ(i)ac + ∂Γ(i)ac ,
avec : Γ(i)ac =
∑
bd










|d˜d′〉ρdbρd′b′ , le champ de re´arrangement .
Nous conside´rons, dans la suite, l’approximation Hartree-Fock restreint. Cette approxi-
mation postule que les e´tats Hartree-Fock sont ceux de l’Oscillateur Harmonique avec les
longueurs d’oscillateur bi comme seuls parame`tres variationnels. La matrice h est alors
diagonale dans la repre´sentation de l’Oscillateur Harmonique, hac = δac εa. Les valeurs
propres εa repre´sentent les e´nergies des e´tats a` une particule,
ε(i)a = 〈a|t|a〉+ Γ(i)aa + ∂Γ(i)aa .
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B.3. Energies des e´tats a` une particule
B.3.1 Contribution du terme cine´tique 〈a|t|a〉
La contribution du terme cine´tique 〈a|t|a〉 se calcule facilement avec le the´ore`me du










B.3.2 Contribution du champ Hartree-Fock Γ
(i)
aa
A l’approximation Hartree-Fock restreint, la matrice densite´ est diagonale dans la re-
pre´sentation de l’Oscillateur Harmonique, ρdb = δdbρbb. Le champ Hartree-Fock se re´duit





Pour chacune des interactions v
(i)
12 (i = 1, 2, 3), nous e´tudierons se´pare´ment les contribu-
tions directe Γ
(i),D















A partir des expressions des e´le´ments de matrice de l’interaction, de´veloppe´es dans la































(n+ n′ + l)! Γ(n+ n′ + l + 3/2




i! (n+ n′ + l − i)! .






S(1),E(nala, nblb) (2M +H − (2B +W )δqaqb) .
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B.3. Energies des e´tats a` une particule




















et les indices des sommes parcourent les intervalles lµ ∈ [|la − lb|; la + lb], nµ ∈ [m;M ] et








12 est de contact, par conse´quent l’ope´rateur d’e´change d’espace se re´duit
a` l’ope´rateur identite´ : P̂r = 1̂. Les contributions directe et d’e´change font alors intervenir
la meˆme composante d’espace, et l’on obtient pour le champ Hartree-Fock total
Γ(2)aa = t0
∫





























































(1+ 1g )φ(nl)(r)φ(n′l)(r, b
√
g) .
































et les indices des sommes parcourent les meˆmes intervalles que pour la fonction
S(1),E(nala, nblb) pre´ce´demment de´finie.
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B.3. Energies des e´tats a` une particule
B.3.3 Contribution du champ de re´arrangement ∂Γ
(i)
aa
L’approximation Hartree-Fock restreint postule que la matrice densite´ est diagonale
dans la repre´sentation de l’Oscillateur Harmonique, ρdb = δdbρbb. Cette proprie´te´ permet











Dans le cas de l’interaction v
(1)
12 , inde´pendante de la densite´, cette contribution du champ
de re´arrangement n’intervient pas, ∂Γ
(1)




12 , en revanche,
de´pendent de la densite´ et donnent une contribution non nulle pour le champ de re´arran-
gement. Pour ces deux interactions, la de´pendance en densite´ est de la forme ρα(~r ), ou`






Φ∗k(~r, σ, τ) Φl(~r, σ, τ) ρlk .
L’expression du champ de re´arrangement ∂Γ
(i)






Φ∗a(~r, σ, τ) Φa(~r, σ, τ)
= φ∗ra(~r )φra(~r ) .
Cette de´rive´e montre que le champ de re´arrangement est inde´pendant de l’isospin qa.
Ce dernier ne contribue donc pas a` la diffe´rence ∆ε = εν2s1/2− επ2s1/2 entre les e´nergies des
e´tats 2s1/2, neutron et proton, dans le
48Ca. Cette diffe´rence constitue une des e´quations
permettant de contraindre les parame`tres de l’interaction de Gogny. De meˆme, la contri-
bution du terme cine´tique 〈a|t|a〉 (B.14) ne de´pend pas de l’isospin qa, et n’intervient donc
pas dans la diffe´rence ∆ε. Finalement seul le champ Hartree-Fock Γ
(i)
aa contribue a` cette
diffe´rence, ce que nous e´tudions dans la partie suivante.
B.3.4 Application : e´tude de la diffe´rence ∆ε = εν2s1/2−εpi2s1/2 entre
les e´nergies des e´tats 2s1/2, neutron et proton, dans le
48Ca
Les expressions du champ Hartree-Fock Γ
(i)
aa de´veloppe´es dans la partie B.3.2 permettent
d’expliciter la diffe´rence ∆ε dans les cas des trois interactions conside´re´es. Cette diffe´rence
est non nulle dans les noyaux asyme´triques comme le 48Ca. Pour ce noyau, le niveau de
Fermi proton correspond a` l’orbitale 2s1/2 et le niveau de Fermi neutron a` l’orbitale 1f7/2.
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12 de porte´e finie et inde´pendante de la densite´, la diffe´rence ∆ε
prend la forme :
∆ε = gD (2H +M) + gE (2B +W ) ,
avec : gD ≡ − 8
14
S(1),D(1 0 , 0 3) et gE ≡ − 8
14
S(1),E(1 0 , 0 3) . (B.15)
On retrouve, dans les arguments des fonctions S(1),D et S(1),E , les nombres quantiques des








12 de porte´e nulle et de´pendante de la densite´, la quantite´ ∆ε est







d3r |φ100(~r )|2 ρα(~r ) [ρπ(~r )− ρν(~r )] ≡ h(t0, x0, α) . (B.16)






∆ε = hD (2H +M) + hE (2B +W ) ,
avec : hD ≡ − 8
14
S(3),D(1 0 , 0 3) et hE ≡ − 8
14
S(3),E(1 0 , 0 3) . (B.17)
B.4 Energie de liaison totale
A l’approximation Hartree-Fock restreint, la matrice densite´ est diagonale dans la re-
pre´sentation de l’Oscillateur Harmonique, et l’expression (B.13) de l’e´nergie de liaison
totale devient




〈a|t|a〉 ρaa : l’e´nergie cine´tique,




Γ(i)aa ρaa : l’e´nergie potentielle.
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B.4. Energie de liaison totale
B.4.1 Energie cine´tique
En de´veloppant l’e´le´ment de matrice 〈a|t|a〉 comme en (B.14) et en explicitant les indices

































Le facteur 2 tient compte de la de´ge´ne´rescence de spin, et les sommes portent sur les e´tats
(nalama) occupe´s pour les protons (π) et les neutrons (ν).
Dans les cas particuliers de l’16O, du 90Zr et de l’100Sn, la formule (B.18), ramene´e au
































Dans le cas de noyaux syme´triques, X =16O ou X =100Sn, l’e´nergie potentielle calcule´e
avec l’interaction v
(1)
12 fait intervenir seulement deux combinaisons de parame`tres, (4W +
2B − 2H −M) pour le terme direct et (4M + 2H − 2B −W ) pour le terme e´change. On
obtient alors l’expression suivante :
V (1) = FD[X](b) (4W + 2B − 2H −M) + FE[X](b) (4M + 2H − 2B −W ) , (B.19)











S(1),E(nala, nblb) . (B.21)
Les sommes sur (nala)π et (nblb)ν de´crivent l’ensemble des e´tats quantiques occupe´s par
les protons (π) et les neutrons (ν).
Dans le cas de noyaux asyme´triques, deux nouvelles combinaisons de parame`tres entrent
en jeu, (2W + B − 2H − M) et (2M + H − 2B − W ). Cependant dans les noyaux
faiblement asyme´triques, comme X =90Zr par exemple, les contributions associe´es a` ces
deux dernie`res combinaisons sont ne´gligeables devant celle de (B.19). Par conse´quent,
pour le 90Zr, la forme (B.19) de l’e´nergie potentielle donne une estimation tre`s pre´cise du
re´sultat exact.
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Dans le cas de l’interaction de contact v
(2)
12 , la de´pendance en densite´ ne´cessite l’inte´-





























Pour cette interaction de porte´e finie et de´pendante de la densite´, la structure de l’e´ner-
gie potentielle est tre`s similaire a` celle obtenue avec l’interaction v
(1)
12 . On retrouve les deux
combinaisons line´aires de parame`tres (4W + 2B − 2H −M) et (4M + 2H − 2B −W )
associe´es aux termes direct et e´change respectivement.
V (3) = GD[X](b) (4W + 2B − 2H −M) +GE [X](b) (4M + 2H − 2B −W ) ,












Une diffe´rence fondamentale apparait cependant, les fonctions GD[X](b) et GE[X](b) font
intervenir une de´pendance en densite´ et ne sont donc plus analytiques contrairement aux
fonctions FD[X](b) et FE[X](b). Une inte´gration nume´rique, plus couˆteuse en temps de
calcul, est alors ne´cessaire pour calculer GD[X](b) et GE [X](b).
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Syme´trie axiale avec invariance par
renversement du temps,
Interaction de porte´e finie
de´pendant de la densite´
On conside`re une interaction centrale du type :
v̂12 = (W +BP̂σ −HP̂τ −MP̂σP̂τ )G(r)F [ρ] (C.1)
avec :
G(r) = e−r





et ~r = ~r1 − ~r2. On cherche les expressions du champ moyen, du champ d’appariement, de
l’e´nergie, etc . . . dans une repre´sentation de l’oscillateur harmonique (OH) axial dans le cas
ou` le fondamental Hartree-Fock-Bogoliubov (HFB) est axial et invariant par renversement
du temps.
C.1 Rappels sur la repre´sentation de l’OH axial
On note |a〉 les e´tats de l’OH axial avec :
a = (αa, ra), αa = (qa, sa), ra = (ma, νa) ≡ (ma, n⊥a, nza) (C.3)
ou` qa et sa sont les projections de l’isospin et du spin. Ils sont e´tats propres de jz avec la
valeur propre Ωa = ma + sa. De fac¸on e´quivalente, on notera aussi :
a = (qa,Ωa, ra) (C.4)
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C.2. HFB statique en syme´trie axiale
En posant
a = (αa, ra) = (qa,−sa,−ma, νa) = (qa,−Ωa,−ma, νa) (C.5)
les e´tats |a〉 et |a〉 se correspondent par l’ope´rateur renversement du temps T̂ :
T̂ |a〉 = σa|a〉, T̂ |a〉 = −σa|a〉, T̂+|a〉 = −σa|a〉, T̂+|a〉 = σa|a〉, σa = 2sa.
(C.6)
On de´signe par a > 0 les e´tats ayant Ωa > 0 et a < 0 ceux ayant Ωa < 0. On note c
+
a les
ope´rateurs associe´s aux |a〉 en seconde quantification, et c+a leurs renverse´s du temps. Les
relations (C.6) sont alors e´quivalentes a` :
c+a ≡ T̂ c+a T̂+ = σac+a , T̂ c+a T̂+ = −σac+a , T̂+c+a T̂ = −σac+a , T̂+c+a T̂ = σac+a
(C.7)
Les e´tats de l’OH axial (et les autres) sont e´tats propres de la parite´ P̂ :
P̂ |a〉 = (−)ma+nza|a〉 (C.8)
Ils transportent donc la parite´ πa=(−)ma+nza .
Les fonctions d’onde de l’OH axial seront note´es :
Φa(~r, σ, τ) = φra(~r) χsa(σ)χqa(τ) = φνa(~r⊥)φnza(z) χsa(σ)χqa(τ) (C.9)
ou` les χ sont les spineurs a` deux dimensions habituels. Les fonctions d’onde spatiales φra
sont donne´es dans l’Appendice C.7.1 de cette annexe.
C.2 HFB statique en syme´trie axiale
On suppose l’e´tat fondamental HFB |0˜〉 :
a/ invariant par rotation autour de Oz (syme´trie axiale)
b/ invariant par renversement du sens du temps T̂ . Ceci suppose un noyau pair-pair,
sauf si l’on envisage l’approximation du ”blocking syme´trise´” ou` l’on bloque avec des
probabilite´s e´gales les e´tats de quasi-particule renverse´s du temps l’un de l’autre.
c/ e´ventuellement invariant par parite´ P̂
d/ invariant par re´flexion par rapport au plan xOz, c’est-a`-dire par Π̂2 = P̂ R̂y(π).
e/ produit direct d’une fonction d’onde de protons et d’une fonction d’onde de neu-
trons.
Avec ces syme´tries :
• les e´tats de quasi-particule (qp) ξ+µ peuvent eˆtre pris e´tats propres de t̂z, ĵz et e´ven-
tuellement de P̂ (on omettra ici la mention explicite de cette syme´trie qu’il sera facile





C.2. HFB statique en syme´trie axiale
ou` q et Ω sont les valeurs propres de t̂z et de ĵz, et n est un nume´ro qui distingue les
qp de meˆmes q et Ω.
• L’action de T̂ sur les ξ+µ peut eˆtre suppose´e de la forme
ξ+qΩn ≡ T̂ ξ+qΩnT̂+ = (−)1/2−Ωξ+q−Ωn (C.11)
• les e´le´ments de matrice des ope´rateurs hermitiens sont re´els.












La somme sur ra = (ma, νa) est limite´e aux valeurs ma = Ω± 1/2 (et e´ventuellement aux
valeurs qui conservent la parite´). Les U et V sont des matrices re´elles.
La matrice densite´ et la matrice du tenseur d’appariement sont de´finies par :
ρca = 〈0˜|c+a cc|0˜〉, κac = 〈0˜|cacc|0˜〉 = σa〈0˜|cacc|0˜〉 (C.13)
Ces deux matrices sont re´elles et syme´triques (on a remplace´ dans κ le ca usuel par ca
pre´cise´ment pour avoir cette dernie`re proprie´te´. Sinon κ serait antisyme´trique).
L’invariance de |0˜〉 par T̂ a pour conse´quence les relations suivantes :
ρca = σcσa ρca, κac = σaσc κac (C.14)
En repre´sentation double, et en notations abre´ge´es, la transformation de Bogoliubov-























par T̂ et en prenant le hermitique












doit eˆtre orthogonale afin que les ξ soient des fermions,
ce qui implique en particulier :
UTU + V TV = I, UTV − V TU = O (C.16)
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En introduisant cette expression des c dans (C.13), et en utilisant (C.16) on obtient
facilement :
ρ = V TV = I− UTU, κ = UTV = V TU (C.18)
ce qui montre bien que ce sont des matrices syme´triques.
L’e´nergie HFB est :




















l’e´nergie d’appariement. On a note´ v̂
(a)
12 = v̂12(1− P̂rP̂σP̂τ ) l’interaction antisyme´trise´e.
Le champ moyen est compose´ de trois termes :




































Comme |0˜〉 est axial, les matrices ρ et κ sont diagonales en Ω. La proprie´te´ e/ au de´but
de cette section fait qu’elles sont e´galement diagonales en q :
ρca = δqaqcδΩa,Ωc ρ
qaΩa
mcνc,maνa (C.28)
et meˆme chose pour κ. Quand on impose la parite´, ρ et κ sont aussi diagonales dans ce
nombre quantique :
ρca = δqaqcδΩa,Ωcδπa,πc ρ
qaΩaπa
mcνc,maνa (C.29)
avec πa = (−)ma+nza.
L’interaction e´tant invariante par rotation, parite´ et renversement du temps, les champs
Γ, ∆, ∂Γ et ∂∆ ont la meˆme structure diagonale (C.28)-(C.29) que ρ et κ, et ils obe´issent
a` des relations analogues a` (C.14) lorsque l’on change les indices a, c en a, c.













En explicitant les indices dans (C.24) et en tenant compte que Γ et ρ sont diagonaux








avec Ω = ma + sa = mc + sc, Ω
′ = mb + sb = md + sd et ra=(ma, νa). Or, d’apre`s (C.1) :
v̂
(a)
12 = ŴD G(r)F [ρ] + ŴE G(r)F [ρ]P̂r (C.32)
ou`
ŴD =W +BP̂σ −HP̂τ −MP̂σP̂τ , ŴE = M +HP̂σ −BP̂τ −WP̂σP̂τ (C.33)
sont les composantes de spin-isospin pour les champs direct et d’e´change (d’espace). On
commencera par calculer le champ d’e´change. Le champ direct s’en de´duira en remplac¸ant
W,B,H,M par M,H,B,W et en omettant P̂r dans les e´le´ments de matrice spatiaux.
Le champ d’e´change est, en se´parant les parties spatiales et spin-isospin des e´le´ments








L’e´le´ment de matrice de spin-isospin est :
〈qsa q′sb|ŴE|qsc q′sd〉 = 〈sasb|(M −Bδqq′) + (H −Wδqq′)P̂σ|scsd〉













[(M −Bδqq′)δsascδmb,md + (H −Wδqq′)δmb,Ω′−scδmd,Ω′−sa]
×ρq′ Ω′mdνdmbνb
(C.36)
On suppose Ω > 0. Comme ma et mc sont positifs ou nuls, diffe`rent au plus de 1 et que
Γ est syme´trique, on distingue deux cas :
C.3.1 Cas ma=mc=m
On a alors sa=sc=s. On pose Ω = m+ s. L’interaction v̂12 commute avec Ĵz et avec Ŝz.
Par conse´quent, on doit avoir mb=md=m












[M − Bδqq′ + (H −Wδqq′)δΩ′,m′+s] ρq′ Ω′m′νdm′νb (C.37)






〈mνa m′νb|G(r)F [ρ]P̂r|mνc m′νd〉RqssΩ′m′νdm′νb(E)
+〈mνa −m′νb|G(r)F [ρ]P̂r|mνc −m′νd〉Rqss−Ω′−m′νd−m′νb(E)
] (C.38)





























0 si Ω < 0
























(M +H − (B +W )δqq′)Θ(m′ + s)ρq′m′+sm′νdm′νb+
(M − Bδqq′)Θ(m′ − s)ρq′m′−sm′νdm′νb
]





(M +H − (B +W )δqq′)Θ(m′ + s)ρq′m′+sm′νd,m′νb
+ (M −Bδqq′)Θ(m′ − s)ρq′m′−sm′νd,m′νb
] (C.41)




[〈mνa m′νb|G(r)F [ρ]|m′νd mνc〉Rqsm′νdνb
+〈mνa −m′νb|G(r)F [ρ]| −m′νd mνc〉Rq−sm′νdνb
] (C.42)
Pour obtenir le champ direct, comme on l’a dit, on remplaceW,B,H,M parM,H,B,W et
l’on omet P̂r. Les deux e´le´ments de matrice de (C.42) deviennent 〈mνam′νb|G(r)F [ρ]|mνcm′νd〉
et 〈mνa −m′νb|G(r)F [ρ]|mνc −m′νd〉. En e´changeant νb et νd dans le second terme, le se-
cond e´le´ment de matrice devient 〈mνa−m′νd|G(r)F [ρ]|mνc−m′νb〉 qui est e´gal au premier
e´le´ment de matrice :
〈mνa −m′νd|G(r)F [ρ]|mνc −m′νb〉 = 〈mνa m′νb|G(r)F [ρ]|mνc m′νd〉
(on le voit en l’e´crivant comme une double inte´grale spatiale). La somme dans (C.42)

































puisque m′+1/2 est force´ment positif. Le champ direct de´duit de (C.42) est alors inde´-




〈mνa m′νb| G(r)F [ρ] |mνc m′νd〉Rqm′νdνb (C.44)
C.3.2 Cas ma=m, mc=m+ 1
On a alors sa=1/2 et sc=−1/2 et Ω = m+ 1/2. Pour les meˆmes raisons que pre´ce´dem-
ment (conservation de Ĵz et de Ŝz), on doit avoir dans (C.35) mb −md = mc −ma = +1
. On pose alors mb = m























































































〈mνa m′ + 1νb|G(r)F [ρ]P̂r|m+ 1νc m′νd〉





































On renomme cette quantite´ R
q(1)
m′νdνb

















[〈mνa m′+1νb|G(r)F [ρ]|m′νd m+1νc〉
−〈mνa −m′νd|G(r)F [ρ]| −m′−1νb m+1νc〉]Rq(1)m′νdνb
(C.51)
Le champ direct s’obtient, comme on l’a vu, en remplac¸antW,B,H,M parM,H,B,W et
en omettant P̂r. Le second e´le´ment de matrice de (C.51) devient, en e´changeant les deux
ensembles de nombres quantiques de droite 〈mνa −m′νd|G(r)F [ρ]|m+1νc −m′−1νb〉, et on
voit qu’il est e´gal au premier e´le´ment de matrice 〈mνa m′+1νb|G(r)F [ρ]| m+1νc m′νd〉 ou`
l’on a effectue´ la meˆme manipulation (on le voit en l’e´crivant comme une double inte´grale
spatiale). On obtient ainsi :
Γ
qΩ=m+1/2
mνa,m+1νc(D) = 0 (C.52)
C.3.3 Ele´ments de matrice spatiaux
Les e´le´ments de matrice spatiaux
vrarb,rcrd = 〈maνa mbνb| G(r)F [ρ] |mcνc mdνd〉 (C.53)



















T νµmaνa,mcνc φ00(~r) φmc−ma,νµ(~r) (C.55)
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ou` la somme sur νµ=(n⊥µ, nzµ) est limite´e par :{
(|Xa −Xc| − |ma −mc|) /2 ≤ n⊥µ ≤ (Xa +Xc − |ma −mc|) /2
|nza − nzc| ≤ nzµ ≤ nza + nzc
(C.56)
avec :
Xa = 2n⊥a + |ma|, Xa = 2n⊥c + |mc| (C.57)
On applique cette relation, d’une part a` φ∗mbνb(~r2)φmdνd(~r2) pour le terme en facteur de
ρα(~r1), d’autre part a` φ
∗
maνa(~r1)φmcνc(~r1) pour le terme en facteur de ρ











































d3r′ G(|~r − ~r′|) φ00(~r′) φmµνµ(~r′) (C.60)






























G⊥ = 1 + β⊥p2, Gz = 1 + βzp2 (C.62)
ou` βz et β⊥ sont les parame`tres de l’OH le long de z et de ~r⊥ (cf. Appendice C.7.1 de cette
annexe). On voit que Gmµνµ ne de´pend de l’angle ϕ contenu dans ~r⊥ que par la phase































On a note´ φ|m|ν(r˜) la fonction de l’OH prive´e de sa phase eimϕ et r˜ = (r⊥, z). En reportant
(C.63) dans (C.59) et en extrayant les phases des fonctions φ, on voit que l’inte´gration
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sur l’angle ϕ implique : ma +mb = mc +md car la densite´ ρ(~r) est axiale et ne de´pend
que de r˜. Cette e´galite´ n’est pas une surprise puisque l’interaction G(r)F [ρ] dans (C.53)

















Cette quantite´ est syme´trique en maνa et mcνc, et elle est invariante quand on change
simultane´ment ma et −ma et mc en −mc :
G˜maνa,mcνc(r˜) = G˜mcνc,maνa(r˜) = G˜−maνa,−mcνc(r˜) (C.67)
car le coefficient T posse`de les meˆmes proprie´te´s. On obtient finalement :








Les trois types de champs (non nuls) donne´s plus haut s’e´crivent alors :





















































(M +H − (B +W )δqq′)Θ(m′ ± s)ρq′m′±sm′νd,m′νb



























On a tenu compte dans ces expressions des relations de syme´trie (C.67) des G˜ ainsi que,




On ve´rifie que l’on retrouve bien les expressions habituelles du potentiel gaussien dans
le cas ou` on prend F [ρ] = 1, c’est-a`-dire α=0 (cf. Appendice C.7.4 de cette annexe). De
meˆme, si l’on remplace G(r) par δ(~r) de fac¸on a` retrouver le terme densite´ de porte´e nulle
habituel de l’interaction de Gogny (cf. Appendice C.7.5 de cette annexe).
C.4 Champ ∂Γ
La densite´ nucle´aire s’e´crit, compte tenu de la forme des fonctions d’onde de l’OH






Φc(~r, σ, τ) ρcaΦ
∗



















Avec la forme (C.1)-(C.2), la de´rive´e de l’interaction par rapport a` ρca s’obtient donc en
remplac¸ant F [ρ] par δαaαcF
′
rarc [ρ] ou` :



























ou` les parties de spin-isospin ŴD et ŴE sont toujours donne´es par (C.33). On voit que le
champ ∂Γac est diagonal en α, c’est-a`-dire en s et q, donc en m. L’e´quation (C.25) conduit
donc a` :
∂ΓqΩmνa,m+1νc = 0 (C.79)
Dans le cas ma=mc=m, comme F
′
rarc [ρ] ne de´pend pas de s = Ω −m ni de q, le champ
















avec ra = (m, νa), rc = (m, νc).
A ce stade, il peut eˆtre tentant d’exprimer les sommations sur b, b′, d, d′ de fac¸on a`
faire apparaˆıtre des densite´s spatiales qu’il suffirait d’inte´grer, comme dans le cas d’un
terme densite´ de porte´e nulle. Pour le champ direct, c’est une me´thode envisageable car
seules des densite´s locales apparaissent et elles sont de´ja` calcule´es dans nos codes sur un
re´seau de points de Gauss. Mais, la me´thode peut devenir pe´nible pour la composante
d’e´change. Il faudrait en effet exprimer les densite´s non locales sur un double re´seau de
points de Gauss, ce qui n’est pas pre´vu actuellement dans nos codes. Pour cette raison, on
va calculer les sommes directement dans la base de l’OH, comme on le fait pour le champ
Γ. Remarquons a` ce propos que la composante directe du champ Γ habituel pourrait eˆtre
calcule´e assez facilement par inte´grations de densite´s locales.




















Cette dernie`re quantite´ se calcule comme le champ Γ avec l’interaction v̂12 remplace´e par
la parenthe`se. On peut donc utiliser les expressions de la section 2. Il suffit de remplacer
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F [ρ] par F ′rarc [ρ]=F
′

























〈m′νb′ m′′νb| G(r)F ′mνa,mνc [ρ] |m′′νd m′νd′〉Rq
′s′
m′′νdνb











[〈m′ νb′ m′′+1 νb| G(r)F ′mνa,mνc [ρ] |m′′ νd m′+1 νd′〉






ou` les R sont donne´s par les meˆmes expressions (C.41), (C.43) et (C.50) que pour le champ
normal.
Reste a` exprimer la trace (C.81). Soit f(b, d) une fonction syme´trique diagonale en Ω










































































m′,m′ (νb′ , νd′) + Θ(m
′−1/2) f q′m′−1/2m′,m′ (νb′ , νd′) + 2 f q
′m′+1/2




On obtient ainsi, en se´parant la contribution des termes directs (C.83) et des termes
d’e´change (C.84) :













































Dans les champs Γ˜, F [ρ] est remplace´ par F ′mνa,mνc [ρ], e´q.(C.77). Ceci revient a` remplacer
[ρ(~r)]α par α [ρ(~r)]α−1 φ∗ra(~r)φrc(~r) dans les expressions des Γ. L’expression (C.68) des
e´le´ments de matrice spatiaux fournit alors :
〈mb′νb′ mbνb| G(r)F ′mνa,mνc[ρ] |md′νd′ mdνd〉 = πα
∫
d2r˜ [ρ(r˜)]α−1 φ|m|νa(r˜) φ|m|νc(r˜)
×
[
φ|mb′ |νb′ (r˜)φ|md′ |νd′ (r˜)G˜mbνb,mdνd(r˜) + φ|mb|νb(r˜)φ|md|νd(r˜)G˜mb′νb′ ,md′νd′ (r˜)
]
(C.88)
ou` les G˜rarc , syme´triques en ra et rc sont donne´s en (C.66). L’expression (C.83) du champ





(ra, rc)(D) = πα
∫
















(ra, rc)(E) = πα
∫


























(ra, rc)(E) = πα
∫















On en de´duit l’expression du champ ∂Γ direct :
∂Γmνa,mνc(D) = πα
∫






















L’expression (C.87) du champ ∂Γ d’e´change fournit d’abord :
∂Γmνa,mνc(E) = πα
∫





























































On peut arranger les parties diagonales en m′ constituant les deux premiers termes de
la grande accolade afin de regrouper les de´pendances en q′ et les produits φφG˜ :
∂Γmνa,mνc(E) = πα
∫





































































































































c’est-a`-dire la meˆme contribution qu’avant antisyme´trisation de v̂12. Le champ d’apparie-












σcσd〈qsamaνa q −sc −mcνc|v̂12|q′sbmbνb q′ −sd −mdνd〉κq′Ω′rdrb (C.96)
avec Ω = ma + sa = mc + sc, Ω
′ = mb + sb = md + sd et ra=(ma, νa). En reprenant la
notation (C.33), on a :
v̂12 = ŴD G(r)F [ρ] (C.97)
ce qui permet de se´parer les parties spin-isospin et espace dans (C.96). La partie de spin-
isospin est, en y incluant la phase σcσd = (−)sc−sd :
σcσd〈qsa q −sc|ŴD|q′sb q′ −sd〉 = δqq′(−)sc−sd〈sa −sc|W −H + (B −M)P̂σ|sb −sd〉
= δqq′
[
(W −H)δsasbδscsd + (−)sa+sc(B −M)δsa,−sdδsb,−sc
]
















En e´changeant les indices b et d dans les deux e´quations ci-dessus (mais pas dans dans la

















puisque κ est syme´trique. L’e´le´ment de matrice de v̂12 dans (C.98) peut encore s’e´crire :
〈maνa −mcνc|G(r)F [ρ]|mdνd −mbνb〉 = 〈maνa mbνb|G(r)F [ρ]|mdνd mcνc〉
= 〈maνa mbνb|G(r)F [ρ]P̂r|mcνc mdνd〉




〈maνa mbνb|G(r)F [ρ]P̂r|mcνc mdνd〉SqsascΩ′mdνdmbνb (C.100)







. On en de´duit directement les expressions du
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champ d’appariement dans les deux cas ou` mc = ma et mc = ma + 1. Dans le premier




[〈mνa m′νb|G(r)F [ρ]|m′νd mνc〉Sqsm′νdνb
+〈mνa −m′νb|G(r)F [ρ]| −m′νd mνc〉Sq−sm′νdνb
] (C.101)
La quantite´ Sqsm′νdνb s’obtient a` partir de (C.99) de fac¸on analogue a` R
qs
m′νdνb











Θ(Ω′) [(W −H)δΩ′,m′+s − (B −M)δΩ′,m′−s] κqΩ′m′νdm′νb
Donc :
Sqsm′νdνb = (W −H)Θ(m′ + s)κ
q m′+s
m′νdm′νb
− (B −M)Θ(m′ − s)κqm′−sm′νdm′νb (C.102)






[〈mνa m′+1νb|G(r)F [ρ]|m′νd m+1νc〉





se calcule a` partir de (C.99) comme R
q(1)
m′νdνb




























= (W +B −H −M) κq m′+1/2m′νdm′+1νb (C.104)
C.6 Champ ∂∆
La de´rivation du champ ∂∆ est tre`s similaire a` celle du champ ∂Γ que nous avons
pre´sente´e dans la partie C.4. Le champ ∂∆ac est diagonal en α, c’est-a`-dire en s et q, et
donc en m :
∂∆qΩmνa,m+1νc = 0 (C.105)
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Dans le cas ma=mc=m, F
′
rarc [ρ] ne de´pend ni de s = Ω −m ni de q, aussi le champ ∂∆
















avec ra = (m, νa), rc = (m, νc).
Pour de´velopper l’expression (C.106), on peut reprendre la proce´dure pre´ce´demment
applique´e au champ ∂Γmνa,mνc(E). L’expression alors obtenue est tre`s semblable a` celle





































〈m′νb′ −m′νd′ | G(r)F ′mνa,mνc [ρ] |m′′νb −m′′νd〉Sq
′s′
m′′νdνb











[〈m′ νb′ −m′−1 νd′ | G(r)F ′mνa,mνc [ρ] |m′′ νd −m′′−1 νb〉










C.7 Appendices de l’annexe C
C.7.1 Fonctions de l’oscillateur harmonique et fonctions ge´ne´-
ratrices en syme´trie axiale
Les fonctions d’onde de l’oscillateur harmonique axial sont note´es :
φra(~r) = φman⊥a(~r⊥) φnza(z) (C.109)












le long de z et ~r⊥ respectivement avec M la masse du nucle´on. On posera souvent νa =
(ma, n⊥a).






































ou` les L sont les polynoˆmes de Laguerre et les H sont les polynoˆmes de Hermite. Ce sont
des fonctions d’onde de l’oscillateur harmonique respectivement a` N = 2 et a` N = 1
dimensions.






















Les fonctions ge´ne´ratrices de ces fonctions sont :
χmn⊥(~t⊥) = Nmn⊥ t2n⊥+|m|⊥ eimϕt , Nmn⊥ =
(−)n⊥
(n⊥! (n⊥ + |m|)!)1/2





Leur proprie´te´ fondamentale, valable pour N = 1, 2 s’e´crit :
∑
(n)
















Leurs autres proprie´te´s sont :
∑
(n)





[1 + 2 = 3] χ(3)(~t)
χ(3)(~t1 + ~t2) =
∑
(1) (2)
[1 + 2 = 3] χ(1)(~t1) χ(2)(~t2)
(C.115)
avec :






















C.7.2 Expression des T en axial




T rµra,rc φ0(~r)φrµ(~r) (C.118)
Etant donne´e la forme (C.109) des fonctions d’onde de l’oscillateur harmonique, les T sont
le produit de deux coefficients inde´pendants, l’un relatif a` la direction ~r⊥=(r⊥ cosϕ, r⊥ sinϕ)
avec r⊥=
√
x2 + y2, l’autre a` la direction z.
Pour trouver ces T , on utilise les fonctions ge´ne´ratrices de l’Appendice C.7.1. On peut
supposer les fonctions de l’oscillateur harmonique toutes de parame`tre unite´, puisque le
nombre et les arguments des fonctions dans les deux membres de (C.118) sont les meˆmes.









(c)(~t2) φ(c)(~r) = π
−N/2e−r2 + 2(~t1 + ~t2)~r − ~t21 − ~t22 (C.119)

























[5 + 6 = 3]
∑
(7)(8)
[4 + 5 = 7] χ(7)(~t1) [4 + 6 = 8]χ
∗
(8)(~t2) φ(3)(~r)












[5 + 6 = µ][4 + 5 = a][4 + 6 = c] (C.121)
En explicitant les crochets avec (C.116), on obtient les conditions :
(4) + (5) = (a), (4) + (6) = (c), (5) + (6) = (µ)
qui impliquent :
(5) = (a)− (4), (6) = (c)− (4) (µ) = (a) + (c)− (4)− (4) (C.122)
et seule reste dans (C.121) la sommation sur (4).
C.7.2.1 Expression des T radiaux
Les conditions (C.122) donnent dans ce cas, avec X = 2n⊥ + |m| :
X5 = Xa −X4, X6 = Xc −X4, Xµ = Xa +Xc − 2X4















quantite´s qui doivent toutes eˆtre positives, ce qui ne´cessite, en adjoignant la sixie`me
e´galite´ :
|Xa −Xc| ≤ Xµ ≤ Xa +Xc, mµ = mc −ma (C.125)
Le coefficient T est donc nul si ces conditions ne sont pas satisfaites. Elles impliquent
notamment :
|Xa −Xc| − |mc −ma|
2
≤ n⊥µ ≤
Xa +Xc − |mc −ma|
2
(C.126)
(les valeurs infe´rieure et supe´rieure sont ne´cessairement des entiers).
Pour expliciter le coefficient T , notons que toutes les sommes dans (C.121) s’en vont a`






N 2(4)N 2(5)N 2(6)
N(a)N(c)N(µ) (C.127)
avec, d’apre`s (C.113) :
N = (−)
n⊥


























































, X ′a =
Xa −Xc +Xµ
2






Les X, X ′a, X
′
c sont force´ment entiers. La somme sur m est limite´e par les arguments des
factorielles qui doivent eˆtre entiers et positifs ou nuls, ce qui donne :
Max(−X,−X ′a −ma,−X ′c −mc) ≤ m ≤Min(X,X ′a −ma, X ′c −mc)
m de la parite´ de X
(C.131)
Ces coefficients T permettent ainsi d’e´crire la relation :





man⊥a ,mcn⊥cφ00(~r⊥)φmc−man⊥µ (~r⊥) (C.132)
ou` la somme sur n⊥µ est limite´e par (C.126).
Notons que les coefficients T sont invariants quand on change simultane´ment ma en
−ma et mc en −mc. Pour des valeurs absolues de ma et mc donne´es il en existe donc deux
sortes :
• les T n⊥µman⊥a ,mcn⊥c = T
n⊥µ
−man⊥a ,−mcn⊥c
• les T n⊥µman⊥a ,−mcn⊥c = T
n⊥µ
−man⊥a ,mcn⊥c .
C.7.2.2 Expression des T relatif a` z
Les conditions (C.122) donnent dans ce cas :
nz5 = nza − nz4, nz6 = nzc − nz4, nzµ = nza + nzc − 2nz4 (C.133)
ce qui implique :
nz4 =
nza + nzc − nzµ
2
, nz5 =
nza − nzc + nzµ
2
, nz6 =
nzc − nza + nzµ
2
(C.134)
Ces quantite´s doivent toutes eˆtre positives, ce qui ne´cessite :
|nza − nzc| ≤ nzµ ≤ nza + nzc, nzµ de la parite´ de nza ± nzc (C.135)
Le coefficient T correspondant est nul si ces conditions ne sont pas satisfaites.
Pour expliciter ce coefficient, remarquons que toutes les sommes dans (C.121) dispa-






































avec nzµ de la parite´ de nza ± nzc.












ou` les limites de la sommation sur n⊥µ sont donne´es par (C.126).




d3r′ G(|~r − ~r′|) φ00(~r′) φmµνµ(~r′) (C.140)
avec G(r) = e−r
2/p2 . Comme les fonctions φ et la gaussienne se se´parent en produits le







On note chacune des deux fonctions a` droite :
G(N)µ (~r) =
∫
dNr′ G(|~r − ~r′|) φ0(~r′) φµ(~r′) (C.142)
ou`, cette fois, ~r et les φ sont relatifs a` N dimensions. Dans cette expression, les φ sont
suppose´es eˆtre des fonctions d’onde de l’oscillateur harmonique de parame`tre β, avec








ou` ψ est une fonction d’onde de l’oscillateur harmonique de parame`tre unite´, on a :










ou encore, en posant ~u = ~r
√









βp2 ψ0(~u′) ψµ(~u′) (C.144)
On calcule les deux G(N) simultane´ment en utilisant les fonctions ge´ne´ratrices χ∗µ(~t) des
fonctions d’onde de l’oscillateur harmonique de dimensions N = 1, 2 :∑
µ




















βp2 e−u′2 + 2~t~u′ − ~t2 (C.146)
L’inte´grale s’effectue facilement. On pose :
g = 1 + βp2 (C.147)
































~u2 − 2~t~u+ ~t2)


















































Xµ = 2n⊥µ + |mµ| si N = 2 et Xµ = nzµ si N = 1 (C.148)
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G⊥ = 1 + β⊥p2, Gz = 1 + βzp2 (C.153)




























ou` les φ ont implicitement les parame`tres β⊥ et βz de la base de l’OH.
C.7.4 Cas ou` F [ρ] = 1
On doit retrouver dans ce cas les expressions du champ central gaussien traditionnel.
On commence par rede´river celles-ci.
On pose :







et l’on cherche a` calculer (avec ra=(ma, νa)) :








(~r2)G(|~r1 − ~r2|)φrc(~r1)φrd(~r2) (C.156)




T νµra,rc φ00(~r) φrµ(~r) avec mµ = mc −ma (C.157)
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On applique (C.157) aux produits de fonctions d’onde de meˆmes arguments dans (C.156),













3r2 φ0(~r1)φ0(~r2)G(|~r1 − ~r2|)φrµ(~r1)φrµ′ (~r2) (C.160)









































Mrµrµ′ ,rλ0 Krλ (C.163)
L’inte´grale Krλ s’effectue facilement. Elle se factorise en une inte´grale K
(2)
λ a` N = 2
dimensions en ~r⊥ et une inte´grale K
(1)
λ a` N = 1 dimension en z. On calcule les deux
simultane´ment avec les fonctions ge´ne´ratrices de l’Appendice C.7.1.







































~u2 + 2~t~u− ~t2
= π−N/2
∫












































N(0n) si N = 2
χ2n(t)
N2n si N = 1
(C.168)







































































































Pour obtenir l’expression de 〈00|G|rµrµ′〉 avec (C.163), il faut connaˆıtre les Mrµrµ′ ,rλ0.
Ces derniers sont calcule´s dans l’Appendice C.7.6. le re´sultats est :






2−Xµ−Xµ′n⊥λ!(n⊥λ + |mµ +mµ′ |)!














(n⊥µ + n⊥µ′ + |mµ|)![
















ou` la premie`re ligne est l’e´le´ment de matrice radial et la seconde l’e´le´ment de matrice en
z.
On ve´rifie maintenant que l’on obtient bien (C.177) en posant F [ρ] = 1 dans (C.59).

















ou` les Gmµνµ sont donne´s par (C.60) :
Gmµνµ(~r) =
∫
d3r′ G(|~r − ~r′|) φ00(~r′) φmµνµ(~r′) (C.177)
La relation de composition (C.157), applique´e a` (C.176) fournit avec la de´finition (C.159)























φ0(~r)φrµ(~r)Grµ′ (~r) + φ0(~r)φµ′(~r)Grµ(~r)
]
= 〈00|G|rµrµ′〉 (C.179)
ou encore, en posant :
Irµrµ′ =
∫







Or l’inte´grale (C.180) se se´pare selon ~r⊥ et z. En reprenant les notations de l’Appendice

















































Cette dernie`re inte´grale se calcule facilement avec les fonctions ge´ne´ratrices des fonctions





















~u− ~t2 − ~t′2
(C.186)


































































N(0n) si N = 2
χ2n(T )
N2n si N = 1
(C.189)







































































































































































Le δ dans la somme implique m1 + m2 = 0 et 2n⊥1 + |m1| + 2n⊥1 + |m2| = 2n, donc :




































(n⊥µ + n⊥µ′ + |mµ|)![
n⊥µ! (n⊥µ + |mµ|)! n⊥µ′ ! (n⊥µ′ + |mµ|)!
]1/2
(C.198)




















(n⊥µ + n⊥µ′ + |mµ|)![










(n⊥µ + n⊥µ′ + |mµ|)![
















avec G⊥ = 1 + β⊥p2, Gz = 1 + βzp2.
On voit que Irµrµ′ est syme´trique en rµ et rµ′ et e´gal a` l’expression (C.175) de 〈00|G|rµrµ′〉.
L’e´quation (C.181) est donc ve´rifie´e, et on retrouve bien l’expression habituelle des e´le´-
ments de matrice d’une gaussienne pour F [ρ] = 1.
C.7.5 Cas ou` G(~r) = δ(~r)
Les de´finitions (C.1)-(C.2) montrent que F [ρ]=[ρ(~r)]α et, par conse´quent :
v̂12 = (W +BP̂σ −HP̂τ −MP̂σP̂τ )[ρ(~r)]αδ(~r)
L’e´quation (C.60) donne pour Grµ(~r) l’expression simple :
Grµ(~r) = φ0(~r)φrµ(~r) (C.201)
On retrouve cette expression e´galement a` partir de l’expression analytique (C.64) a` la
limite ou` la porte´e p de la gaussienne tend vers ze´ro. Comme exp (−r2/p2) ∼ (p√π)3 δ(~r)
quand p→ 0, le remplacement de G(r) par δ(~r) e´limine de (C.64) le facteur (πp2)3/2.
D’autre part, G⊥=Gz=1 et on voit que (C.64) redonne exactement (C.201). Avec cette

















En utilisant en sens inverse la relation de composition des fonctions d’onde de l’oscillateur


























ce qui est exactement la de´finition de l’e´le´ment de matrice spatial de v̂12 dans le cas
pre´sent.




T νµmaνa,mcνcφ0(r˜)φ|mc−ma|,νµ(r˜) = φ|ma|,νa(r˜)φ|mc|,νc(r˜) (C.204)
L’expression (C.73) du champ d’e´change non diagonal en m s’annule alors identiquement.
Le champ d’e´change diagonal en m (C.71) devient :

































Cette expression est invariante quand on change s en −s, et on peut remplacer s par 1/2.
On retrouve ainsi l’expression (C.70) de Rqm′νdνb, a` condition de changer (W,B,H,M) en
(M,H,B,W ). Autrement dit, avec ce changement, le champ d’e´change (C.71) a la meˆme
expression que le champ direct (C.69). Ceci n’est pas surprenant car le champ d’e´change
s’obtient en remplac¸ant l’interaction v̂12 par −P̂σP̂τ v̂12, puisque ici, l’interaction e´tant de
porte´e nulle, on peut prendre P̂r = 1. Il suffit donc de calculer le champ direct. Le champ
d’e´change s’en de´duira imme´diatement avec la substitution ci-dessus.
Le champ direct est donne´ par (C.69) qui s’e´crit ici :









































































+Θ(m′ − 1/2)ρq m′−1/2m′νdm′νb
)
(C.210)
On voit que (C.207) s’e´crit alors :









Le champ d’e´change est d’apre`s la discussion ci-dessus :

























(2W + 2M +B +H)ρ(r˜)− (W +M + 2B + 2H)ρq(r˜)
]
(C.213)










Dans la force de Gogny traditionnelle, le terme densite´ est tel que
W = t0, B = t0x0, H = M = 0 (C.215)
et l’expression ci-dessus donne :
ΓqΩ=m±1/2mνa,mνc = t0〈φmνa|ρα(~r)
[
(1 + x0/2)ρ(~r)− (x0 + 1/2)ρq(~r)
]
|φmνc〉 (C.216)
ce qui est bien le re´sultat habituel.
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C.7.6 Coefficients de Moshinsky en syme´trie axiale

















Pour trouver les M , on utilise les fonctions ge´ne´ratrices de l’Appendice C.7.1. On peut
supposer les fonctions de l’oscillateur harmonique toutes de parame`tre unite´, puisque
le nombre et les arguments des fonctions dans les deux membres de (C.217) sont les
meˆmes. Etant donne´e la forme (C.109) des fonctions d’onde de l’oscillateur harmonique,
ces coefficients sont le produit de deux coefficients inde´pendants, l’un relatif a` la direction
~r⊥=(r⊥ cosϕ, r⊥ sinϕ) avec r⊥=
√
x2 + y2, l’autre a` la direction z. C’est bien ce que l’on














































− ~t2 −−→T 2






T ) φ(λ)(~r) φ(σ)(
−→
R ) (C.221)






























































[1 + 2 = λ] [3 + 4 = σ] [1 + 3 = 5] [2 + 4 = 6]χ(5)(~t1)χ(6)(~t2)






[1 + 2 = λ] [3 + 4 = σ] [1 + 3 = µ] [2 + 4 = ν] (C.223)






N 2(1)N 2(2)N 2(3)N 2(4)
N(λ)N(σ)N(µ)N(ν) δ(1)+(2),(λ)δ(3)+(4),(σ)δ(1)+(3),(µ)δ(2)+(4),(ν)
(C.224)
Les quatre δ e´liminent trois sommations. En effet, ils impliquent :
(1) = (λ)− (2), (3) = (σ)− (ν) + (2), (4) = (ν)− (2) (C.225)
avec : 
nz(1)±(2) = nz1 ± nz2 si N = 1
m(1)±(2) = m1 ±m2, X(1)±(2) = X1 ±X2 si N = 2
(C.226)
ainsi que la relation de consistance :
(λ) + (σ) = (µ) + (ν) (C.227)






(−)X2N 2(2)N 2(λ)−(2)N 2(σ)−(ν)+(2)N 2(ν)−(2)
(C.228)
Les coefficients de Moshinsky qui interviennent dans les e´le´ments de matrice du potentiel






(−)X2N 2(2)N 2(λ)−(2)N 2−(ν)+(2)N 2(ν)−(2)
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Comme −(ν) + (2) et (ν) − (2) doivent tous deux repre´senter des indices d’oscillateur











(−)n⊥µ+n⊥ν+n⊥λ [n⊥λ! (n⊥λ + |mλ|)!]1/2













2−Xµ−Xν n⊥λ!(n⊥λ + |mλ|)!
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Re´sume´ :
L’interaction effective entre les nucle´ons est un ingre´dient essentiel des calculs microsco-
piques de structure nucle´aire. L’une des formes utilise´e depuis les anne´es 1970 est la force
effective phe´nome´nologique propose´e par D. Gogny. Cette force donne d’excellents re´sul-
tats dans les noyaux a` l’approximation du champ moyen. La pre´sence de composantes
de contact ne permet pas cependant de l’employer en toute ge´ne´ralite´ pour de´crire les
corre´lations au-dela` du champ moyen qui se manifestent fre´quemment dans les noyaux.
Dans ce travail, nous e´tudions des extensions de la force de Gogny, notamment une ge´ne´-
ralisation ou` le terme de´pendant de la densite´ de porte´e nulle est remplace´ par un terme de
porte´e finie. Les parame`tres intervenant dans la forme analytique de la force sont ajuste´s
sur les proprie´te´s de la matie`re nucle´aire infinie syme´trique et de la matie`re neutronique,
et sur les observables globales de quelques noyaux stables, en particulier celles associe´es
aux corre´lations d’appariement. Nous pre´sentons la me´thode permettant d’inclure ce type
de force dans les codes de calcul Hartree-Fock-Bogoliubov et nous analysons les re´sultats
obtenus dans de nombreux noyaux. Les nouvelles versions de la force de Gogny appa-
raissent reproduire la structure nucle´aire avec une qualite´ e´gale ou supe´rieure a` la version
traditionnelle.
Mots-cle´s :
structure nucle´aire, interaction effective de Gogny, me´thodes de champ moyen,
approximation Hartree-Fock-Bogoliubov, matie`re nucle´aire, noyaux atomiques
Abstract :
The effective interaction between nucleons is the basic input to microscopic calculations in
nuclear structure. One of the forms used since the 1970’s is the phenomenological effective
force proposed by D. Gogny. This force gives excellent results in nuclei at the mean-field
approximation. The presence of contact terms does not allow, however, to use it for the
description of beyond mean-field correlations present in nuclei.
In this work, we investigate some extensions of the Gogny force, and especially a generali-
zation in which the zero range density dependent term has been replaced by a finite range
term. The parameters occuring in the analytical form of the force have been adjusted on
symmetric infinite nuclear matter and neutron matter properties, and on some selected
observables for stable nuclei, especially those related to pairing correlations. We present
the method to include this kind of force in Hartree-Fock-Bogoliubov calculations and we
analyze the results obtained for various nuclei. The new versions of the Gogny force allow
to reproduce nuclear structure properties with improved accuracy as compared to the
former version.
Keywords :
nuclear structure, Gogny effective interaction, mean-field methods,
Hartree-Fock-Bogoliubov approximation, nuclear matter, atomic nuclei
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